Let F q be a finite field of q elements. For multiplicative characters χ 1 , . . . , χ m of F × q , we let J(χ 1 , . . . , χ m ) denote the Jacobi sum. N. M. Katz and Z. Zheng showed that for m = 2, q −1/2 J(χ 1 , χ 2 ) (χ 1 χ 2 nontrivial) is asymptotically equidistributed on the unit circle as q → ∞, when χ 1 , χ 2 run through all nontrivial multiplicative characters of F × q . In this paper, we show a similar property for m ≥ 2. More generally, we show that
Introduction
Let F q be a finite field of characteristic p with q elements, C be the field of complex numbers. We let Ψ denote the set of nontrivial additive characters F q → C × . We let X (resp. X ) denote the set of multiplicative characters (resp. nontrivial multiplicative characters) F are asymptotically equidistributed in the unit circle as q → ∞. Shparlinski showed in [10] that the sequences {q −1/2 G(ψ, χ)} ψ∈Φ, χ∈A , where Φ ⊂ Ψ and A ⊂ X satisfy #Φ#A ≥ q 1+ǫ for a constant ǫ > 0, are asymptotically equidistributed in the unit circle as q → ∞, and asked whether a similar property holds for q −1/2 J(χ 1 , χ 2 ). The goal of this paper is to study more generally equidistribution properties of the sequences To formulate our results, we need the following notion. We let D(A 1 , . . . , A m ) denote the discrepancy of the sequence (1.1). We put 
) is the function
for m = 1 or k > 1, and the function Note that the function g k,m (x) is nondecreasing, continuous and piecewise-linear,
To prove the above theorems, we use the Erdős-Turán inequality together with estimates of the moments of Jacobi sums. Our method of estimating the moments of Jacobi sums is based on the theory of Kloosterman sheaves as in [5] , but we need estimates for higher tensor powers of Kloosterman sheaves.
A key lemma
In the rest of this paper, we fix a nontrivial additive character ψ on F q and omit it from the notation. For n ≥ 1 and a ∈ F × q , we consider the Kloosterman sum
The Fourier transform of Kl n (a) is the n-th power of the Gauss sum G(χ):
and µ p is the group of p-th roots of unity in C.
Let E ⊂ C be a number field containing the p-th roots of unity and let λ be a finite place of E not dividing p. Recall [1, 7.8 ] that the Kloosterman sheaf K n is a lisse E λ -sheaf on G m,Fq of rank n and weight n − 1 satisfying
where Fr a is the geometric Frobenius at a ∈ G m (F q ) = F × q andā is a geometric point above a. Moreover,
Kl n (a).
The group G in the lemma is the Zariski closure of the geometric monodromy group of 
Thus, by Weil II [2, 3.
where
. We have h 0 c = 0 and, by Poincaré duality,
is tamely ramified at 0. All breaks at ∞ of this sheaf are at most 1/n and at least R breaks are 0. It follows that the Swan conductor
The first assertion then follows from the Grothendieck-Ogg-Shafarevich formula [3, 7.1]
For the second assertion, we may assume that E contains the image of χ. Let L χ be the lisse E λ sheaf of rank 1 on G m,Fq corresponding to χ. As the local monodromy at 0 of
χ is given by a successive extension ofχ, we have
The rest of the proof is completely similar to the proof of the first assertion.
Remark 2.2. We gather some formulas and bounds for the constant
depends only on k + l (and G). In this case, we put R
, where λ
, where σ = (1, 0, . . . , 0). Here, by a σ-expansion (resp. σ-contraction) of a partition λ, we mean a partition λ ′ such that there exists j satisfying λ
is spanned by the invariants given by partitions of {1, . . . , k} into pairs, so that R k ≤ (k − 1)!!, and equality holds if and only if k ≤ n and k even. Here we use the convention that (−1)!! = 1. For k odd, R k = 0. For G = SO n (n odd) and k odd (resp. even), by King's formula [6, (4.14 , where λ is at most n, and for each 0
given by an injection {1, . . . , n} ֒→ {1, . . . , k} and a partition of the complement into pairs, so that R
is spanned by the invariants given by partitions of {1, . . . , k} into pairs, so that R k ≤ (k − 1)!!, and equality holds if and only if k ≤ 2n. For G = G 2 , we let V λ denote the irreducible representation corresponding to a par-
, where m λ ′ is the number of sequences of partitions
and λ
is spanned by invariants given by partitions of {1, . . . , k} into subsets of cardinality 2, 3, or 4 [9, 3.23 
, which gives a better bound than (2.2) for k small. , where λ
), such that for 
is a σ * -expansion of λ (i) , and for each
, where σ * = (1, . . . , 1, 0) . Here, by a σ * -expansion of a partition λ, we mean a σ-contraction of the partition (λ 1 + 1 ≥ · · · ≥ λ n + 1). For a partition λ, we let δ(λ) denote the number of 1 ≤ j < n such that λ j+1 = λ j . We have 0 ≤ δ(λ) ≤ n − 1. The number of σ-expansions of λ and the number of σ * -expansions of λ are both equal to δ(λ) + 1. Moreover, for any σ-expansion or σ * -expansion λ
⌋!. We will be particularly interested in R
is the number of standard Young tableaux on the Young diagram corresponding to ( • R 1,1 G = 1 in all cases.
• R 2,1
• R 
Moments of Jacobi sums
For m ≥ 2 and nonempty subsets A 1 , . . . , A m of X , we define the moments of (1.1) to be
where X is repeated k times. 
).
The statements of the following two theorems make use of the notation R k,l p,n introduced in Lemma 2.1. 
Here δ = 0 for m = 1 and δ = 1 for m = 1.
As in [10] , the Cauchy-Schwartz inequality will be used in the proofs. Let us recall two more simple facts that will be used in the proofs. The Jacobi sums and Gauss sums are related by the formula
Proof of Theorem 3.1. We may assume
. By the facts recalled above,
By the Cauchy-Schwartz inequality,
Thus, by Lemma 2.1, we have
, we have
We have
Y,
Again, by the Cauchy-Schwartz inequality and Lemma 2.1 (combined with Remark 2.4),
Therefore,
Proof of Theorems 3.2 and 3.3.
To give a uniform proof of the two theorems, we use the following conventions for the case m = 0 (Theorem 3.3):
By (2.1),
In the rest of the proof, we may assume m ≥ 1. We have
By the Cauchy-Schwartz inequality and Lemma 2.1,
Therefore, 
Proof of Theorem 1.2. The number of terms of (1.1) is at least (
), we may assume A 1 ≥ 288q
. As A 1 < q, this implies q ≥ 288
2
. By Lemma 4.1 and Theorem 3.1, for any integer K ≥ 1,
](
We have K ≥ 2 and 1 2q
ln q, so that
ln q](1 + 
Here we used the fact that n
for n ≥ 2.
, and 1 + ln K ≤ 0.21 + 
We have K > 10, and
), we may assume q ≥ 144. Let K = ⌊3 (1 + ln K) + (1 + 
