Abstract: New embedded predictive control applications call for more efficient ways of solving quadratic programs (QPs) in order to meet demanding real-time, power and cost requirements. A single precision QP-on-a-chip controller is proposed, implemented in a field-programmable gate array (FPGA) with an iterative linear solver at its core. A novel offline scaling procedure is introduced to aid the convergence of the reduced precision solver. The feasibility of the proposed approach is demonstrated with a real-time hardware-in-the-loop (HIL) experimental setup where an ML605 FPGA board controls a nonlinear model of a Boeing 747 aircraft running on a desktop PC through an Ethernet link. Simulations show that the quality of the closed-loop control and accuracy of individual solutions is competitive with a conventional double precision controller solving linear systems using a Riccati recursion.
INTRODUCTION
For large predictive control problems, the computation and storage of the explicit solution (Bemporad et al., 2002) is not a feasible option and the QP has to be solved online at every sampling instant. For a wide range of control applications that could benefit from employing predictive control, this approach is still either too computationally demanding to meet real-time requirements with conventional computing platforms, or the cost and power requirements of the necessary hardware are unfavourable.
FPGAs are reconfigurable chips that can be customised for a specific application and have the potential to address all of these problems. For this class of devices, transistor scaling is still improving the performance and reducing the cost in every new technology generation, meaning that it has become possible to implement complex floatingpoint algorithms exploiting wide parallelisation. For predictive control applications, FPGAs are easily embedded as a system component, and offer cycle-accurate timing guarantees. The low clock frequencies compared to highperformance microprocessors translate to lower power consumption, whereas the performance can be regained through parallelisation and customisability.
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to represent each number, hence numerical issues are of crucial importance for an efficient FPGA implementation. In this paper a novel procedure for scaling the QP matrices allows implementation of an interior-point solver in single precision floating-point, where the solution of systems of linear equations, which is the computational bottleneck of the algorithm, is achieved with a parallel implementation of an un-preconditioned iterative linear solver. The resulting solution accuracy is competitive with a double precision implementation of a factorisation-based method, even at the later iterations of the interior-point method, when the equations to be solved become ill-conditioned.
There have been several prior FPGA implementations of predictive controllers. In Ling et al. (2008) , a high-level synthesis tool that converts a C-like description into a hardware description was used to show that it was feasible to achieve speeds comparable to Matlab implementations for an aircraft example with four states. Vouzis et al. (2009) proposed a mixed software/hardware implementation where the core matrix computations are carried out in parallel custom hardware, whereas the remaining operations are implemented in a general purpose microprocessor. The performance was evaluated on two state systems. Recently, Wills et al. (2012) proposed a (very) reduced precision interior-point implementation that solved a condensed QP with impressive computation times and demonstrated its feasibility on a experimental setup with a real two state plant.
For this implementation, the control of a nonlinear model of a Boeing 747-200 is considered. The resulting QP, posed in a non-condensed form, considering 12 states and 17 constrained inputs, is substantially larger than any prior FPGA demonstration. In addition, controlling this plant is significantly more numerically challenging than in any related prior work. A faster-than-real-time setup where the QP solver is implemented in a Xilinx Virtex 6 chip on an ML605 Evaluation board, controlling the nonlinear model of the plant running in Simulink on a desktop computer, communicating using UDP/IP over a 100 MBit/s Ethernet link is used to demonstrate that the real-time requirements for the application can be met with current FPGA technology.
The remainder of the paper is organised as follows: Section 2 presents the linearised model of the Boeing 747 aircraft and defines the optimal control problem; Section 3 gives the key characteristics of the interior-point algorithm and the hardware architecture; the scaling procedure is described in Section 4; Section 5 describes the details of the experimental setup; and results and conclusions are presented in Section 6.
BOEING 747 MODEL AND CONTROL PROBLEM
The FPGA-based controller is demonstrated through the control of a nonlinear model of a Boeing 747-200, modified to enable all control surfaces to be individually manipulated (Edwards et al., 2010; van der Linden et al., 2011) .
The predictive controller is used to track state and input reference signals from an external target calculator, enabling roll, pitch and airspeed reference set points to be tracked with no steady state offset. These references are provided by a higher level controller-in this case an outer PID loop, which tracks a piecewise-linear altitude and yaw-angle reference trajectory.
A linear prediction model is obtained by linearising the nonlinear model around an equilibrium trim point for straight and level flight at an altitude of 600 m and an airspeed of 133 ms −1 (corresponding to a point soon after take-off), and discretising this at a sampling period T s = 0.2 s. The actual state and input vectors for the nonlinear plant at time step k will be denoted x(k) and u(k) respectively. The state and input at the equilibrium trim point will be denoted x, and u.
Defining δx(k) (x(k) − x) and δu(k) (u(k) − u) as the deviations from the trim point, and letting w(k) denote an unmeasured disturbance, the prediction model takes the form
Twelve states are considered in the prediction model: roll rate (rad/s), pitch rate (rad/s), yaw rate (rad/s), airspeed (m/s), angle of attack (rad), sideslip angle (rad), roll (rad), pitch (rad), and four engine states. A further two states, yaw angle (rad), and altitude (m) will be considered by the observer and outer-loop controller. Seventeen bound constrained inputs are controlled (see Table 1 ).
Control system architecture
The scenario considered is the tracking of a piecewise linear trajectory consisting of a period of straight and level flight, followed by a 90 • change in heading followed by a 200 m descent, followed by a 10 ms −1 deceleration.
An observer is used to obtain filtered state esimates, δx(k) and obtain an estimateŵ(k) of a further 10 modelled integrating disturbance states. Time varying yaw, altitude and airspeed setpoints are provided to outer PID control loops (implemented on the PC), which provide roll, pitch and airspeed set points. A separate target calculator is used to obtain a target equilibrium pair (δx ∞ , δu ∞ ) for the required roll, pitch and airspeed setpoint. Letting u min and u max be the vectors corresponding to the lower and upper bounds of the manipulated inputs, δu min u min − u and δu max u max − u, Q ≥ 0 and R > 0, the target calculator solves min
(2c) For this study, it is assumed that an equilibrium pair compatible with these constraints exists. This is used as a setpoint for the predictive controller which is implemented on the FPGA. The linearisation point remains unchanged.
MPC Regulation Problem
Define the notation δx i and δu i to denote predicted state and input deviations from the trim point at a time instant i steps in the future and let θ = δx T M x. Letting Q ≥ 0 and R > 0 be weighting matrices, and P > 0 be the solution to the discrete time algebraic Riccati equation (Franklin et al., 1990) , the optimal control problem (OCP), of horizon length N , solved at each time step is
(3d) For simplicity, state constraints are neglected, and with only input constraints considered, no extra measure is needed to guarantee that a solution of the QP exists.
Finite-horizon optimal control problem as a quadratic program
Letting ⊗ be the Kronecker product, ⊕ be the matrix direct sum, I i ∈ R i×i be an identity matrix, and
be a vector of ones, let
The OCP (3) is posed as a quadratic program:
HARDWARE IMPLEMENTATION
In this section the main characteristics of the hardware architecture are described. For more details, see Jerez et al. (2011) . At each time step, the quadratic program (5) is solved using Algorithm 1 (Wright, 1993) assuming general state and input constraints and dense cost and dynamics matrices. The hardware implementation is split into two distinct blocks. One block accelerates the computational bottleneck of the algorithm (solving the linear equations in step 3 in Algorithm 1) implementing a parallel minimum residual (MINRES) solver. MINRES is an iterative method, where the main operation is performing a matrix-vector multiplication (banded in this case) at each iteration. In the present implementation, this operation is accelerated by computing dot-products in parallel by performing all the multiplications concurrently and passing the results through an adder reduction tree. The other block implements the remaining operations in Algorithm 1. It consists of a sequential machine with custom instructions that reduce instruction storage requirements and is close to 100% efficient, i.e. it produces one result every clock cycle.
There are several reasons why an iterative method can be preferable in this context. Firstly, the main operation is easy to parallelise and consists of multiply-accumulate operations which map efficiently onto hardware in terms of resources. Secondly, these methods allow one to trade accuracy for computation time by varying the number of iterations (see Section 6). Finally, it is possible to exploit the finer structure of the matrix to reduce memory requirements since there is no filling and most of the elements do not change and are repeated throughout the matrix. This last point is quite important because being able to store all problem data using on-chip memories is essential for accelerating an iterative application like MINRES. If one could not store the matrix on-chip, then the amount of I/O and computation would be of the same order as each iteration, hence the speed of the application will be determined by how fast one could load the data in and out of the chip regardless of the parallelism employed. Table 2 shows the proportion of the FPGA resources used for the components of the implemented controller. The controller easily fits in a mid-range FPGA with plenty of resources to spare, and the linear solver accounts for more than 96% of the resources used.
Implementing the controller in an FPGA gives the possibility of providing cycle accurate computation time guarantees. For the current controller, computation time is
where Z = N (2n+m)+2n = 229 and M = 2n+m = 41 are the size and halfband of A k , I IP and I M R are the number of interior-point and MINRES iterations, respectively, and
The clock frequency is denoted by f c , which is 250MHz in this implementation.
OFFLINE PRECONDITIONING
For each PDIP iteration, the convergence of the MINRES algorithm used to solve the indefinite linear system A k z k = b k , and the worst-case accuracy of the final estimate of z k are influenced by the eigenvalue distribution of A k . If no scaling is performed on the prediction model and cost matrices for this application, inaccuracy in the estimates of z k leads the PDIP algorithm to not converge to a satisfactory solution. Merely increasing the number of MINRES iterations by an order of magnitude fails to improve the solution, yet radically increases the computational burden.
Conventionally, preconditioning would be applied online in order to accelerate convergence, and reduce the worst-case solution error of z k . In order to minimise design complexity and hardware resource demands, in the present paper this is performed offline through a systematic scaling of the optimal control problem.
Matrix A k is not constant. However, W −1 k is diagonal, and since there are only upper and lower bound constraints on inputs, the varying component of A k , Φ k also only has diagonal elements. Moreover, as k → I IP −1, the diagonal elements of W −1 k corresponding to inactive constraints tend towards zero. Therefore, despite those diagonal elements of W −1 k corresponding to active constraints becoming large, as long as only a handful of these exist at any instant, the perturbation toÂ is of low rank, and has a relatively minor effect on the convergence of MINRES. It follows that rescaling the control problem to improve the conditioning ofÂ should also improve the conditioning of each A k and accuracy of the corresponding z k .
Prior to scaling, cond(Â) = 2.3916 × 10 9 . The objective of the exercise that follows is to obtain diagonal matrices T Q > 0 and T R > 0 to scale the linear state space prediction model and quadratic cost weighting matrices to improve the conditioning ofÂ using the following substitution:
wherê
(9) By constraining T Q = diag(t Q ) and T R = diag(t R ), the diagonal structure of Φ k is retained. The transformation (8) is a function of both T Q and its inverse, and both of these appear quadratically, so it is therefore likely that minimisation of any particular function ofMÂM is not (in general) going to be a convex or particularly well conditioned.
In Betts (2010) some guidelines are provided for desirable scaling properties. In particular, it is desirable to normalise the rows and columns ofÂ so that they are all of similar magnitude. In Jerez et al. (2012) 
. This must be re-calculated at every iteration of the PDIP method and requires additional hardware for division and square root calculation to be instantiated in the FPGA. It can be observed that if the method of Jerez et al. (2012) were to be applied repetitively to a general square matrix of full rank, the 1-norm of each of the rows converges asymptotically to unity. Whilst iterative application of this preconditioner (i.e. repeatedly re-conditioning the same matrix) was not the intended application of Jerez et al. (2012) , the offline method proposed subsequently exploits this observation.
The method proposed here for normalisingÂ follows naturally but with the further caveat that the structure ofM is imposed to be of the form (9). Consequently, it is not (in general) possible to scaleÂ such that all row norms are equal to an arbitrary value. Instead, the objective is to reduce the variation in row (and column) norms. Empirical testing suggests that normalising the 2-norm of the rows of A (subject to (9)) gives the most accurate solutions from the PDIP method for the present application.
Noting thatÂ has a very particular structure, define the following vectors:
Algorithm 2. (Offline Preconditioning).
Data: A, B, Q, R, P , 1. Let t Q ← 1 n , and t R ← 1 m .
Repeat:
2. Calculate l 1 , l 2 as functions of current data, and define
3. Update: Table 3 shows properties ofÂ that are likely to influence solution quality, before and after application of Algorithm 2 with = 10 −7 . These are the condition number of A, the standard deviation of the row 1-and 2-norms, and the standard deviation of the magnitude of the eigenvalues.
TEST BENCH
The proposed hardware-in-the-loop experimental setup architecture has two goals: providing a reliable real-time closed-loop simulation framework for controller design verification; and demonstrating a hardware coded controller that could be directly plugged into a real world plant. Figure 1 shows the experimental setup. The QP solver, running on a Xilinx FPGA ML605 evaluation board, controls the nonlinear model of the B747 aircraft running on a desktop PC. Data transfer between controller and PC is performed through a 100 Mbit/s Ethernet link using UDP/IP. The communication latency of this interface is small compared to the computation time (see Table 4 ).
The desktop PC simulates the nonlinear plant model, the observer and target calculator faster-than-real-time using Simulink. At every sampling instant k, the observer estimates the next state δx(k + 1|k) and disturbancê w(k + 1|k), and the target calculator provides the reference (δx ∞ (k), δu ∞ (k)) for the controller, represented as a sequence of single-precision floating point numbers in the payload of a UDP packet via an S -function. The FPGA returns the control action in another UDP packet, which is applied to the plant model at the next sampling instant.
On the controller side, the transferred data is captured by the Physical Layer Device (PHY) on an ML605 evaluation board, implementing the physical layer of the Ethernet stack, and then transmitted to the FPGA chip. The data link layer is implemented in hardware with a Media Access Control (Ethernet lite MAC) provided by the FPGA manufacturer. The transport and network layers of the UDP stack are also provided by the FPGA vendor and run on an embedded soft processor IP-core (Xilinx MicroBlaze). The decoded UDP packet is routed to a mixed software-hardware application layer.
The hardware application task consists of a custom hardware accelerator implementing the QP solver. The software application, executed on the same soft processor, bridges the communication between the Ethernet interface and the hardware accelerator. This architecture provides more system flexibility than a dedicated custom designed interface, with a small increase in FPGA resource usage (Table 2) , power consumption and communication delay (Table 4) , and allows easy portability to other standard interfaces, e.g. SpaceWire, CAN bus, etc., as well as an option for direct monitoring of controller behaviour. Fig. 1 . Hardware-in-the-loop experimental setup. The computed control action by the QP solver is encapsulated into a UDP packet and sent through an Ethernet link to a desktop PC, which decodes the data packet, applies the control action to the plant and returns new state, disturbance and trajectory estimates.
RESULTS AND CONCLUSIONS
The MINRES-based PDIP MPC controller, implemented using single precision floating point arithmetic, and only off-line preconditioning of A k , and using a prediction horizon N = 5, has been used to successfully control the nonlinear model of a Boeing 747-200. Figure 2 shows the closed-loop state and control surface trajectories for the simulation of the manoeuvre described in Section 2.1, with
To demonstrate the claim in Section 3 that solution accuracy can be traded for computation time, Table 4 presents timing and solution accuracy data for the MINRES-based controller over the course of a 600 s simulation, allowing 229, 115, 88 and 66 MINRES iterations for each PDIP iteration. The MINRES-based controller is compared with the algorithm of Rao et al. (1998) , the dense active set method of Goldfarb and Idnani (1983) and an implementation of the un-preconditioned MINRES-based solver with the same pre-scaled prediction model, running on the PC. This is also compared with the algorithm of Rao et al. (1998) running directly on a 150 MHz MicroBlaze (the fastest allowed by the synthesis software). For the first two PC-based implementations, the algorithms are coded in Matlab and converted to C-MEX functions with Matlab Coder (R2011a), with responsiveness and memory integrity checks disabled, and no use of BLAS. The MINRES-based PC implementation is coded directly in C. Functions are compiled using gcc version 4.2.1 with -O3 optimisations.
Timing for PC-based algorithms is obtained using the tic and toc commands on a Macbook Pro with a 2.4GHz Intel i5, over a sequence of data obtained from a prior simulation. For FPGA-based controllers, time is measured from the point before the UDP packet is sent until the point after which the UDP packet reply is received. It can be seen that the FPGA-based implementation requires substantially fewer clock cycles to achieve competitive control accuracy, and that for the present application, the clock frequency could even be reduced (for example, to reduce power consumption or reduce heat dissipation requirements) whilst still achieving real-time control. F and • * denote the ith element of a vector, solution from the FPGA, and a "true" (assumed) optimal solution found using double precision arithmetic conventional methods respectively. Even with a reduced number of MINRES iterations, and a fixed number of 18 PDIP iterations, the error between the obtained control action and the ideal solution is, on average, small. The sum of stage costs over the simulation is similar in all cases. 
