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We present the design of a passive, on-chip microwave circulator based on a ring of superconducting
tunnel junctions. We investigate two distinct physical realisations, based on Josephson junctions
(JJ) or quantum phase slip elements (QPS), with microwave ports coupled either capacitively (JJ)
or inductively (QPS) to the ring structure. A constant bias applied to the center of the ring provides
an effective symmetry breaking field, and no microwave or rf bias is required. We show that this
design offers high isolation, robustness against fabrication imperfections and bias fluctuations, and
has a bandwidth in excess of 500 MHz for realistic device parameters.
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Microwave circulators [1, 2] are ubiquitous microwave
circuit elements [3–5], for signal routing and sig-
nal/control isolation. They are also key non-reciprocal
elements for realising chiral quantum optics [6] with mi-
crowave photons as well as for microwave photon detec-
tion [7] and rectification [8, 9]. Commercial, passive cir-
culators are wave-interference devices based on the Fara-
day effect, which require permanent magnets to break
time-reversal symmetry. Size, and their strong magnetic
fields, make them unsuited to large-scale integration with
superconducting circuits, presenting a hurdle for scaling-
up superconducting quantum technology.
With the exception of Koch et al. [10], most recent
approaches to this problem use active devices, based on
non-linear mixing phenomena [11–14] or engineered in-
terplay of driving and dissipation [15–17]. These pro-
posals rely on careful engineering of phase relations be-
tween several input and drive fields. Using an rf-driven
inductive bridge circuit, Kerckhoff et al. [18] demon-
strated bandwidths ∼ 100 MHz and tuneable centre fre-
quency [19, 20]. Passive unidirectional devices based on
Quantum Hall edge modes [21, 22], have been demon-
strated [23, 24]. However there are challenges fabricating
these elements in a superconducting circuit.
In this Letter, we provide a detailed theoretical anal-
ysis of a fully passive, integrated superconducting mi-
crowave circulator realised as a ring of tunnel junctions.
We simultaneously analyse two implementations of the
system, one based on Josephson junctions (JJ), which
are in common use for quantum information applica-
tions [25–27], and the other based on quantum phase
slip (QPS) wires [28]. QPS junctions are dual to JJ’s
under the exchange of voltage and current [28], and they
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Figure 1. (Color online) (Centre) Schematic representation of
the circulator, consisting of three ports connected via coupling
elements to the numbered nodes of the ring to the coordinate
nj associated to node j. A central ring bias X is conjugate
to the nj . Nodes of the ring are mutually coupled by tun-
nelling elements with tunnelling energy E
(k)
T and ‘mass’ m
(k)
T .
Notionally, the tunnelling elements are identical. Differences
lead to imperfect operation. (Left) The QPS implementation
of the scheme using flux tunnelling and capacitive bias. Here
nj → φj/Φ0 are coupled inductively to the external lines,
E
(k)
T → E(k)S is the phase slip energy, m(k)T = L(a)S is the QPS
inductance, and X → Qx/(2e) is the linked charge. (Right)
The JJ implementation of the scheme relying on charge tun-
nelling and inductive bias. Then nj → qj/(2e) is coupled ca-
pacitively to the external lines, E
(k)
T → E(k)J is the Josephson
energy, m
(k)
T = C
(k)
J is the JJ capacitance, and X → Φx/Φ0
is the linked flux.
have recently been employed to observe coherent quan-
tum phase slips [29] and as the basic building block of
a new type of flux qubit [30, 31]. The underlying math-
ematical description of these circuit elements is a pre-
cise duality, however they have different noise, fabrica-
tion and geometric characteristics, so that the two im-
plementations may be apposite to different applications
or materials.
The basic physics behind our circulator proposal is the
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2non-local phase accumulation in the Aharanov-Casher ef-
fect for QPS devices, or its dual, the Aharanov-Bohm ef-
fect for JJ devices. Both effects arise from the non-local
topological mutual phase that charge and flux quanta
acquire as they are transported around one another.
The operation of our proposal is similar to that of Koch
et al. [10], but with a number of significant theoretical
and practical differences. It does not require extrane-
ous resonators in the devices, nor any active microwave
or rf circuitry, both of which simplifies and substantially
shrinks the circuit. Further, we calculate scattering ma-
trices in a fully dynamic picture that includes the inter-
nal degrees of freedom of the circulator without relying
on an approximate perturbative treatment. Going be-
yond a linearised, harmonic approximation enables us to
quantify the performance of the device at high coupling
energies and with high fluxes, both of which preclude per-
turbative treatments. We show that with experimentally
reasonable parameters passive, on-chip circulators can be
built with bandwidths ∼ 500 MHz, and with moderate
photon flux.
Hamiltonian: To facilitate this dual description, we
refer to the diagram in the centre of Fig. 1. External
ports (numbered j = 1 to 3) are coupled to ‘segments’
(circles) arranged in a ring, with canonical ‘momenta’ nj .
The segments of the ring are mutually coupled through
tunnelling elements (squares), characterised by a tun-
nelling energy ET and a ‘mass’ term mT . The ring of
segments encircle a central bias, X, providing a time-
reversal-symmetry breaking (effective) magnetic field.
Physically, in the QPS implementation, the segment
degrees of freedom correspond to fluxes threading the
spokes of the ring structure, illustrated on the left of
Fig. 1, i.e. nj → φj/Φ0, and the central bias is a charge
bias, X → Qx/(2e). The coupling to external degrees of
freedom is realised via a coupling inductance LC with an
associated coupling mass term mC . Additionally, each
segment has a parasitic inductance LG, corresponding to
a final mass term mG in the general description. Con-
versely, in the JJ implementation, the segment degrees
of freedom correspond to charges at the nodes between
two Josephson junctions, as illustrated on the right of
Fig. 1, i.e. nj → qj/(2e), and the central bias is a flux
bias, X → Φx/Φ0. Coupling to the ring is realised ca-
pacitively, mC = CC and each node has an additional
parasitic capacitance mG = CG. In both cases, eigen-
modes of the ring have flux or charge currents circulat-
ing around the ring, which acquire phases dependent on
the central bias X, through the Aharanov-Casher/Bohm
effect [32, 33]. Interference between different ring excita-
tions leads to the non-reciprocity required for circulation.
The quantised Hamiltonian for the ring is [10, 34]
HRing =
p20
2 (nˆ−NS)M−1(nˆ−NS)
− ET
∑
j
cos (2pi(xˆj+1 − xˆj −X/3)), (1)
where nˆ = {nˆ1, nˆ2, nˆ3} are dimensionless dynamical vari-
ables, Nn = {N (1)S , N (2)S , N (3)S } are the classical bias off-
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Figure 2. Scattering parameters in dB as function of detuning
from the optimal signal frequency δω = ωk − ωopt. Vertical
dashed lines indicate the position of excited states of the ring,
which get transiently excited in the scattering process (see
supplementary material S.4.) The bandwidth at the -10 dB
point is > 500 MHz, as indicated by the grey shaded areas.
sets for each segment, M = mΣ13−mT is the mass tensor
and xˆj is the conjugate variable to nˆj , i.e. [nˆj , xˆj ] = i.
mΣ = 3mT + mC + mG represents an effective total
mass of excitations in the ring and provides the scale
of the kinetic energy term. Here p0 plays the role of
zero-point ‘momentum’ in the Hamiltonian and depends
on the physical implementation chosen: for QPS devices
p0 = Φ0 is the superconducting flux quantum; for JJ
devices p0 = 2e is the cooper pair charge. Eq. (1) as-
sumes a rotationally symmetric ring, where all mass and
tunnelling energies are equal. Generalising to disordered
structures simply changes the mass tensor and the tun-
nelling energies, c.f. supplementary material S.1 and S.5.
We change from local to collective coordinates: nˆ′1 =
nˆ1, nˆ
′
2 = −nˆ2, and nˆ′3 = nˆ1 + nˆ2 + nˆ3 = N0. The latter is
the conserved total charge of the ring (since ∂H/∂xˆ′3 =
0), so that the Hamiltonian becomes
HRing =
p20
mΣ
((
nˆ′1 − (N0 +N (1)S −N (2)S )/2
)2
+
(
nˆ′2 + (N0 +N
(2)
S −N (3)S )/2
)2 − nˆ′1nˆ′2)
− ET
(
cos (2pi(x′1 −X/3)) + cos (2pi(x′2 −X/3))
+ cos (2pi(x′1 + x
′
2 +X/3))
)
. (2)
The value of N0 is fixed to its ground-state value by the
choice of segment bias parameters NS [10].
The ring couples to external waveguides at each port,
described by the Hamiltonian HWG =
∑
k,jωkaˆ
†
k,j aˆk,j ,
where k labels waveguide modes and j labels the port
number. Details on the derivation of HRing and the
waveguide coupling are given in supplementary material
S.1.
Scattering calculations: For the purposes of this Let-
ter, we assume coherent field inputs at each port and we
quantify the scattering of waveguide modes from the ring
structure using the SLH formalism [8, 35] which allows us
to calculate output field amplitudes and photon fluxes.
We note that the SLH formalism can be adapted to non-
3classical input fields [36–38]. Assuming single mode in-
put, the time-evolution of the density matrix for the open
ring, ρ, satisfies the master equation
ρ˙ = −i [HSLH, ρ] +
∑
j
D[bj ]ρ, (3)
with HSLH = HRing +HD and
HD = − i2
∑
j
gk
(
αje
−iωktq(j)+ + h.c.
)
, (4)
bj = gk q
(j)
− + αje
−iωkt1 , (5)
where αj is the field amplitude of the incoming signal
in transmission line j at frequency ωk. The frequency-
dependent coupling strengths gk are calculated in sup-
plementary material S.1 and depend on the physical re-
alisation. The outgoing field amplitudes β and photon
fluxes B into port j are then given by
βj = Tr{bjρ}, Bj = Tr{b†jbjρ} . (6)
To calculate scattering dynamics, we first diagonalise
HRing in a truncated Hilbert space of the dynamical
variables, nˆ′1,2. Retaining eigenmodes with eigenumbers
n′1,2 = −4,−3, ..., 4 is sufficient to accurately describe
low energy ring modes, {|E0〉 , |E1〉 , |E2〉 , ...}. We then
further truncate the ring Hilbert space to the lowest l
modes for scattering calculations. Typically, l = 3 to 5 is
sufficient for calculating scattering matrices, due to the
strongly anharmonic spectrum of the ring. Apart from
controlled truncations, we do not make secular or other
approximations in HRing.
We characterise circulation using the steady-state
photon-flux scattering matrix S which relates the
input and output photon fluxes in each port,
B = SA, with the vector of input photon fluxes
A =
{|α1|2 , |α2|2 , |α3|2}. The scattering matrix ele-
ments are given by Sij = limt→∞Bi(t)/ |αj |2 ≥ 0. For
an ideal, passive, three-port, clockwise circulator
S =
 0 1 00 0 1
1 0 0
 . (7)
The scattering of photons from the ring is mediated
by excitations of the ring modes. Notionally, the central
bias is tuned so that the relevant ring modes are anti-
degenerate with respect to the signal frequency ωk, i.e. for
any ring mode with eigenenergy ωk +Er, there is a dual
mode with eigenenergy ωk − Er. At this tuning point,
the scattering matrix becomes maximally non-reciprocal,
leading to perfect circulation. Here, we choose the bias
point so that circulation proceeds clockwise. We note
that there is another bias point where the circulation is
reversed, see supplementary material S.3.
Here, we choose circuit parameters that are feasible for
both QPS and JJ implementations, as detailed in supple-
mentary material S.3. The tunnelling energy is ET /~ =
15 GHz and the kinetic energy term EΣ/~ = 7.80 GHz.
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Figure 3. S-matrix elements (in dB) as function of in-
put power at the optimal signal frequency and central bias,
demonstrating the strong non-linearity of the ring.
The segments are biased equally with N
(k)
S = NS,opt =
1/3, such that the conserved charge of the ground-state
is N0 = 1. For this choice, we find perfect clockwise cir-
culation at a central bias of Xopt = 0.356 and with an
input signal frequency of ωopt = 12.293 GHz. At this
optimal point, the coupling strength to the waveguides
is gopt = 1.832 GHz. This value is large, but experimen-
tally feasible [39, 40]. Since gopt  ωopt, the rotating
wave approximation implicit in the SLH formalism is still
reasonable. The circulation characteristics at different in-
put frequencies ωin can be found by simple scaling of all
energies in the problem by the desired ratio ωin/ωopt.
Bandwidth and nonlinearity: Fig. 2 shows the spec-
tral response of the ring to a weak coherent field incident
on port 1, with ideal operating parameters for clockwise
circulation. We achieve an insertion loss approaching
−20dB with reflection and isolation both below −15dB.
The performance of the circulator degrades to −10dB at
detunings of ∼ ±250 MHz, so that the −10dB bandwidth
exceeds 500 MHz.
The ring structure is realised as a coherent, non-linear
superconducting device, so it has an anharmonic spec-
trum and will saturate at sufficiently high powers. Since
we diagonalise HRing non-perturbatively, the SLH for-
malism enables us to quantify the non-linear response
of the system [35] to continuous incident fields. Fig. 3
shows the normalised output flux of the circulator versus
input powers. The 1dB compression point, where perfor-
mance degrades by 1dB relative to the ideal, linear case
is at −156dBm, corresponding to ∼ 105 incident photons
per second. Useful circulation extends much further in
power, with 10dB of isolation at −140dBm.
For transient incident fields, e.g. for a Fock-state with
some specific temporal envelope, we expect that disper-
sion within the transmission window will induce envelope
distortion, analogous to Refs. [7, 37].
Noise and disorder: As in other circulator proposals,
for ideal operation our scheme requires precise control of
parameters. In our design this is the central bias, X, and
the offset biases of each segment N
(j)
S , as well as precise
fabrication of the nodes, so that the tunnelling and mass
terms are identical. In reality, all of these are subject
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Figure 4. S-matrix elements as a function of the variation in
the central bias parameter, δX = X −Xopt (in dB). For the
JJ ring, X = ΦX/Φ0; for the QPS ring, X = QX/(2e). The
notional output is to port 3; outputs to other ports arise from
bias variations. The bars in the left of the figure indicate typi-
cal variation in the central bias for a JJ-based implementation
due to flux noise [41], and a QPS-based implementation due
to charge noise [42].
to variation – either drifts in the bias parameters due to
environmental noise, or fabrication imperfections, which
are built into the device.
Analysing the effect of such imperfections, we focus on
the quasi-static noise case, where the dynamical time-
scales of the noise processes are slower than the scatter-
ing. For the high-bandwidth devices we are considering
here, and at moderately low input powers, the ring will
stay predominantly in its ground-state at all times dur-
ing operation so that we can neglect decoherence due to
non-radiative decay of ring states. For the strong loss
case, where non-radiative decay dominates over the cou-
pling to the waveguides, circulation suffers as photons
are lost to the environment. Since non-radiative rates of
modern superconducting devices are much smaller than
the timescale of circulation defined by the bandwidth, we
neglect such processes in the following. Additionally, the
eigenenergies of all ring-states for the parameters chosen
are > 5 GHz and thus well above usual operational tem-
peratures of superconducting quantum circuits ∼ 10mK
≈ 200MHz. We now quantify the effect of quasi-static
variations away from ideality for ring parameters.
The central bias controls the degree of non-reciprocity
through changes in the eigenstates of the ring. Fig. 4
shows the variation of S31 as the central bias is tuned
away from the optimal point Xopt. Evidently, good cir-
culation is maintained as long as fluctuations in the cen-
tral bias are kept below ∼ 1%. Also shown are bars
(bottom left) indicating typical fluctuations in the cen-
tral bias for the two implementations we consider. In this
case, flux noise in the JJ implementation is exceedingly
small, ∼ 10−4Φ0 [41], whereas charge noise in the QPS
implementation is at the 10−2(2e) level [42].
Fig. 5 shows contours of S31 as two of three of the seg-
ment biases, N
(1,2)
S , are varied by ±0.1p0. Typical scales
for slow variations are shown in the error disks, bottom
left. In this case, charge noise in the JJ implementation
is at the 10−2(2e) level, whereas flux bias noise in the
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Figure 5. Effect of deviations in the node bias on the forward
transmittance 1 − S31 (in dB), with δN (k)S = N (k)S − NS,opt.
The disks at the left of the diagram indicate the scale of typi-
cal slow bias fluctuations in JJ devices due to charge noise [42]
and QPS devices due to flux noise [41].
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Figure 6. Effect of imperfections in the tunnelling energies
E
(a,b)
T on forward transmittance 1 − S31 (in dB). For each
point in parameter space, central bias X and segment biases
N
(k)
S are optimised independently to find maximum forward
transmission. The disks at the left indicate the scale of fabri-
cation disorder in JJ [43, 44] and QPS devices [30, 45].
QPS implementation is not visible on this scale. In ei-
ther case, the system is relatively insensitive at the scale
of these variations. We note that variation of the third
segment bias, N
(3)
S , is quantitatively similar to variations
in N
(2)
S .
Lastly, Fig. 6 shows the effect of fabrication imperfec-
tions on two of the tunnelling energies, E
(a,b)
T . These
are likely to be more variable than the mass terms, since
the tunnelling is exponentially dependent on device ge-
ometry. We note that when calculating scattering with
5imperfect tunnel junctions, optimal circulation occurs at
different bias points for each realisation of disorder. Since
fabrication disorder is static, this type of variation can
be taken into account at initial tuneup of the devices,
and each point in Fig. 6 represents an independent op-
timisation of the central bias X and the segment biases
N
(k)
S . Independent variations of the segment biases can
partially counteract the asymmetry in junction parame-
ters, evident from the large plateau in Fig. 6. Histori-
cally, more effort has been spent optimising JJ fabrica-
tion than QPS devices, so JJ parameters are currently
under better experimental control. At the bottom left,
disks indicate a typical scale for the reproducibility of
the tunnelling energy for JJ, ∼ 1%, and QPS, ∼ 10%,
when comparing junctions fabricated simultaneously on
the same chip. We have also simulated the effect of dis-
order in other Hamiltonian parameters and find qualita-
tively similar results to Fig. 5, as described in supple-
mentary material S.5.
In conclusion, we have shown that passive microwave
circulators can feasibly be built from a ring of supercon-
ducting tunnel junction. The circuits can be integrated
on chip with current fabrication technology and do not
require any additional microwave or rf circuitry. The op-
erating bandwidth is limited by the achievable waveguide
coupling strength and can reach > 500 MHz for reason-
able parameters. Due to the anharmonic spectrum of
the central ring structure, non-linearities are significant
and the scattering matrix is strongly power dependent.
The dual implementations we propose are reasonably in-
sensitive to disorder and noise in bias charges. At their
current state of development, fabrication of QPS wires is
less repeatable than JJ’s, however there may be applica-
tions for each implementation.
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7Appendix S.1: Ring Hamiltonian
Here we derive the Hamiltonian of the circuits in
Fig. 1in the main text explicitly. We will focus on the
QPS design, but point out differences and similarities to
the dual JJ ring where important. For the QPS geome-
try, the Hamiltonian of the central ring is [10, 34]
HQPS =1/2(φˆ− φS)L−1(φˆ− φS)
− ES
∑
k
cos (
2pi
2e
(qk+1 − qk −Qx/3)) , (S-1)
with the inductance matrix and its inverse
L =
 LΣ − LS −LS −LS−LS LΣ − LS −LS
−LS −LS LΣ − LS
 , (S-2)
L−1 =
 l1 l2 l2l2 l1 l2
l2 l2 l1
 , (S-3)
with the effective ring inductance LΣ = 3LS+Lg+Lc and
the inverse inductances l1 = LS + Lg + Lc/LΣ(Lg + Lc)
and l2 = LS/LΣ(Lg + Lc). Note that l1 − l2 = 1/LΣ.
Here we have assumed a perfectly symmetric ring with
three equal QPS junctions, each with phase slip energy
ES and intrinsic junction inductance LS . Each ring seg-
ment couples to the outside transmission lines through
the coupling inductances Lc and has an additional para-
sitic inductance Lg, relevant for biasing of the segments.
The flux vector φˆ =
{
φˆ1, φˆ2, φˆ3
}
describes the flux de-
grees of freedom of each ring segment, with the conjugate
charge variables qk. The bias charge on the central island
Qx is maintained through an external voltage, and each
ring segment is pre-biased with an external magnetic flux
φ
(k)
S , where φS =
{
φ
(1)
S , φ
(2)
S , φ
(3)
S
}
is the vector of seg-
ment biases.
The JJ ring in Fig. 1 (b) is described by the dual Hamil-
tonian to Eq. (S-1), where we exchange the role of charge
and flux degrees of freedom and the inductance matrix
becomes a capacitance matrix.
In the following, we replace flux operators by number
operators, as φk = Φ0nk, with the the superconducting
flux quantum Φ0 = h/2e. Similarly, we can write qk =
(2e)nk in the JJ ring Hamiltonian, where charge of the
Cooper pair takes the role of the superconducting flux
quantum.
Then, performing a canonical transformation of the
flux degrees of freedom in the Hamiltonian, as n′1n′2
n′3
 =
 1 0 00 −1 0
1 1 1
 n1n2
n3
 (S-4)
and corresponding on the canonical variables qk (see
App. S.6), it becomes evident that the variable n′3 =
n1 + n2 + n3 = N0, corresponding to the total flux num-
ber of the ring, is conserved, i.e., ∂H/∂φ′3 = 0. We can
then rewrite the Hamiltonian as
HQPS =
Φ20
LΣ
{(
nˆ′1 −
1
2
(N0 +N
(1)
S −N (2)S )
)2
+
(
nˆ′2 +
1
2
(N0 +N
(2)
S −N (3)S )
)2
− nˆ′1nˆ′2
}
−ES
{
cos (
2pi
2e
(q′1 −Qx/3)) + cos (
2pi
2e
(q′2 −Qx/3))
+ cos (
2pi
2e
(q′1 + q
′
2 +Qx/3))
}
, (S-5)
and similar for the JJ ring. Here, N0 is assumed constant
and set by bias and parameter conditions and N
(k)
S =
φ
(k)
S /Φ0. Specifically it is the initial flux biases through
each ring segment which determine the constant total
flux number in the ground-state.
S.1.A. Coupling to external degrees of freedom
The Hamiltonian describing the frequency dependent
coupling between the QPS ring and a single mode of the
external transmission lines is
HC,QPS = −iΦ0
√
~ωk
2Lr
Lc
(
aˆk − aˆ†k
)
L−1(nˆ−NS)
(S-6)
where we expressed the charge and phase variable of the
transmission lines as
qk =
√
~
4Z
(
ak + a
†
k
)
,
φk = −i
√
~Z
4
(
ak − a†k
)
, (S-7)
and ωk is the eigenfrequency of the mode at which we
probe the coupling. Z =
√
Lr/Cr is the transmission
line impedance.
In the JJ case, the coupling Hamiltonian is
HC,JJ = 2e
√
~ωk
8Cr
Cc
(
aˆk + aˆ
†
k
)
C−1(nˆ−NS) , (S-8)
i.e., we couple to the opposite quadrature of the waveg-
uide field than in the QPS case.
After the canonical transformation, and taking advan-
tage of the conserved total flux number n′3 = N0, we
write the interaction as
HC,QPS =
∑
k
gk
{
aˆk,1
(
nˆ′1 +N
(1)′
S
)
+ aˆk,2
(
−nˆ′2 +N (2)
′
S
)
+aˆk,3
(
−nˆ′1 + nˆ′2 +N (3)
′
S )
)
+ h.c.
}
,
(S-9)
8with the same expression valid for the JJ ring circulator.
Here the effective bias values for each of the ring segments
are
N (1)
′
n = LΣ(l2(N0 −N (2)S −N (3)S )− l1N (1)S ) ,
N (2)
′
n = LΣ(l2(N0 −N (1)S −N (3)S )− l1N (2)S ) ,
N (3)
′
n = LΣ(l1(N0 −N (3)S )− l2(N (1)S +N (2)S )) . (S-10)
Above we have also defined the frequency dependent cou-
pling constants gk/~ = −iΦ0Lc/LΣ
√
~ωk/2Lr for the
QPS-ring and gk/~ = (2e)Cc/CΣ
√
~ωk/2Cr for the JJ-
circulator.
Appendix S.2: Parameters
Since we require a well-defined Aharonov-
Casher/Bohm phase to realise non-reciprocity, we
need the device to operate in a parameter regime where
the flux/charge-number of each ring segment is a well-
defined quantum number. To this end, we choose the
ratio of potential energy and kinetic energy ET /EΣ ≈ 2.
Table S.1 details the parameters we have used in our
numerical simulations for QPS and JJ ring devices [45].
They have been chosen such that they are well within
reach of current fabrication technology for both physical
implementations. Numbers are chosen such that both
implementations have the same energy scales, so that
they behave equivalently in the simulations.
QPS-ring JJ-ring
ES/~ 15GHz EJ 15GHz
Lg 2400nH Cg 57.63fF
Lc 100nH Cc 2.40fF
Ls 900nH CJ 21.61fF
EΣ/~ = Φ20/LΣ~ 7.80GHz EΣ/~ = (2e)2/CΣ~ 7.80GHz
Table S.1. Parameters used for numerical simulations. Num-
bers are chosen equivalently for both QPS and JJ ring, where
inductances and capacitances are related through L → C =
(2e)2/Φ20L.
Appendix S.3: Bias parameters for circulation
In order to find the parameters for perfect circulation,
we systematically vary the signal frequency ωD and cen-
tral bias X of the ring and calculate the power scattering
matrix S for an input field incident on port one. Fig. S.7
shows the scattering parameter S31 as function of signal
frequency and central bias. Maximum clockwise circula-
tion with the parameters detailed below is achieved for
an optimal input signal frequency of ωopt = 12.293 GHz
at a central bias of Xopt = 0.356. We note that fur-
ther increasing the central bias to values X > 0.5 will
invert the direction of circulation. The structure of the
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Figure S.7. Normalized power transmittance 1 − S31 in dB
as function of signal frequency ωk and applied bias charge X.
Dashed lines indicated the energies of eigenstates of the ring
structure.
eigenstates of the ring is mirror-symmetric with respect
to X = 0.5, meaning that at central bias of X = 0.644
we find counter-clockwise circulation.
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Figure S.8. Scattering parameters in dB as function of signal
frequency over a large range of input frequencies. Vertical
dashed lines indicate the position of levels in the ring. Maxi-
mum circulation is achieved when the signal frequency is be-
tween two adjacent levels which are both transiently excited,
analogous to the classical Faraday circulator.
Fig. S.8 shows the dependence of the scattering pa-
rameters on the signal frequency at the optimal central
bias point Xopt. Optimal circulation is achieved when
the drive frequency is chosen in between two of the ring
levels, such that coupling into both levels is possible and
interference takes place.
Appendix S.4: Scattering calculations in
input-output theory
S.4.A. Time-dependent scattering
The scattering problem defined in Eq. (4) in the main
text is in general time-dependent through the input
field. When calculating the scattering parameters we
9numerically solve the time-dependent master equation
and evolve the system to its time-dependent steady-state,
when any spurious dynamics due to the initial ringup
has completely decayed. The results reported in this
manuscript are then calculated from this long-time final
state. As an example of the time-evolution of the system
and scattering parameters, we show in Fig. S.9 the time
evolution of the scattering parameters as well as of the
population of the states of the ring. The final times in
those plots is the final time taken in our simulations for
these parameters.
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Figure S.9. (Top) Transmittance to the three output ports
as function of time at optimal driving frequency and bias.
(Bottom) Population of the ring states as function of time
for the same parameters, demonstrating that only the first
two excited states of the ring play a role in the scattering
dynamics.
S.4.B. Time-independent steady-state calculations
At or close to the ideal parameter conditions for circu-
lation, when the drive frequency is located between two
levels of the ring, the system can be well described by
a time-independent master equation. This is achieved
by truncating the ring to the lowest three energy lev-
els, and then moving into a rotating frame at the signal
frequency. The drive Hamiltonian in Eq. (4) then be-
comes time-independent and the master equation can be
solved for the steady-state of the system plus external
drives. However, this approximation is only valid in a
very narrow parameter range, where the drive frequency
is close to resonant with several levels of the ring at the
same time. This method is therefore unsuited for finding
good operational parameters, but may facilitate faster
and more efficient calculations once they are determined.
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Figure S.10. Effect of disorder in the parasitic inductances
Lg by ±10% on the power circulated in clockwise direction,
represented by the scattering parameter 1−S31. Calculations
are at the ideal point determined from optimising the central
bias X. Other parameters as before, same picture holds in
the JJ ring for variations in the parasitic capacitance Cg.
Appendix S.5: Additional disorder calculations
For completeness we here show how circulation is af-
fected by a spread in additional Hamiltonian parameters,
apart from central bias, the node biases and the junction
tunnelling energies already discussed in the main text.
As such disorder will be a static effect arising from im-
perfections in fabrications, here for each realisation of
disorder we have optimised the central bias value inde-
pendently, as would be done at initial tune-up of these
devices. Fig. S.10 shows the result of variations in two
of the parasitic inductances Lg. The asymmetry in the
plot is due to the structure becoming asymmetric in these
circumstances. Fig. S.11 shows the result of variations in
two of the junction inductances Ls.
Appendix S.6: Canonical transformations for
multiple variables
In order for a variable transformation to be considered
canonical, the Euler-Lagrange equations of motion have
to remain invariant. This implies that when we replace
q → Q, the canonical momentum associated with q trans-
forms as p → P = ∂L∂Q . Further, one can show that for
each pair of variables this implies
∂Qm
∂qn
=
∂pn
∂Pm
. (S-1)
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Figure S.11. Effect of disorder in the junction inductances
Lj by ±10%.
Then it follows that if a vector of variables ~q transforms
linearly, as ~q → ~Q with
~Q = A~q , (S-2)
then the canonical momenta have to transform as ~p→ ~P
with
~P = B−1~p (S-3)
with the transformation matrix B = AT .
