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Thermal electron emission process of a hydrogen impurity is an important topic of fundamental
semiconductor physics. Despite of decades-long study, theory is not established yet. Here, we study
the process of H− in silicon, H− → H0 + e−, using a first-principles calculation. Our calculation
indicates that the process consists of two steps: slow diffusion of H− from a tetrahedral site to
a bond-center site, which is the rate-limiting step, and faster nonradiative transition from H− to
H0 + e− that occurs subsequently at the body-center site. The calculated rate is consistent with a
deep level transient spectroscopy experiment.
I. INTRODUCTION
Due to its amphoteric nature and fast diffusivity, hy-
drogen impurities passivate various defects and help in-
crease the efficiency of various semiconductor devices.
Their nonradiative carrier capture/emission capability1
significantly affects diffusivity and carrier lifetimes. Due
to its technological importance, this phenomenon has
been studied over the past decades.
In silicon, hydrogen is known to exist as H+ or H− de-
pending on doping condition2,3, while H0 is metastable4
and can exist only at very low temperatures5 or under
illumination6. These properties can be consistently ex-
plained by first-principles total energy calculations7,8,
which indicate that H+ or H− is thermodynamically
stable while H0 is always unstable against the reaction
2H0 → H+ + H−. The transition between different
charge states was experimentally studied with a deep
level transient spectroscopy (DLTS)8. The DLTS ex-
periment showed that thermal electron emission from
H−, i.e., H− → H0 + e−, has a slow reaction rate,
r = 2.8× 10−1 s−1 at room temperature with activation
energy Ea = 0.84 eV. The activation energy is usually
thought to correspond to the energy difference between
H− and H0 + e−. However, density functional theory
(DFT) calculation of this quantity only amounts to 0.50
eV. The nature of the observed activation energy in the
experiment therefore remains to be investigated.
Here, we show our theoretical study on the rate for
thermal electron emission by H− in silicon. Although
there are many studies treating hydrogen impurity in sil-
icon, as far as we know, there has been no first-principles
study on the rate because it requires accurate descrip-
tion of the band gap, the defect thermodynamics, and
electron-phonon couplings. Recently, however, Kim et
al. demonstrated that first-principles calculation can re-
produce the rate for nonradiative carrier capture from
the DX center in GaAs despite large anhnarmonicity
of the potential energy surface (PES)9. Because the
PES for hydrogen impurity in silicon is also known to
be anharmonic8, their approach should help us to eluci-
date the reason for the high activation energy observed
in the DLTS experiment on H−.
In this context, we calculated thermodynamic transi-
tion level with screened-hybrid DFT and confirmed that
the calculated result is different from the experimental
activation energy. Then, we constructed a configuration
coordinate diagram for the transition between H− and
H0 + e−. The calculated diagram for H− was found to
have local minimum not only at its most stable tetrahe-
dral site but also at a bond center site, which is the global
minimum for H0+e−. The existence of local minimum at
the bond-center site is a key to explain the fast thermal
electron emission because nuclear wavefunctions overlap
considerably at the bond-center site. The calculated rate
shows that, with the assumption of thermal equilibrium,
thermal electron emission is much faster than the exper-
iment, indicating another step should rate-determine the
whole process. Finally, we calculated the migration bar-
rier of H− between tetrahedral and bond-center site, and
conclude that the migration is the rate-limiting step for
thermal electron emission from H−.
II. METHODS
We performed first-principles calculations based on
DFT10,11 with Vienna Ab initio Simulation Package
(vasp)12–15, where the Kohn-Sham orbitals are expressed
by the plane-wave basis. We used the screened hy-
brid functional formulated as Heyd-Scuseria-Ernzerhof
exchange correlation functional (HSE06 functional)16.
Projector augmented wave (PAW) method was used for
the interactions between valence electrons and ions. The
cutoff energy for the plane-wave basis was 400 eV, which
was found to give sufficient accuracy for defect thermo-
dynamics and electron-phonon coupling in our system.
We optimized the lattice constant of silicon with conven-
tional cell calculations using Γ-centered 6× 6× 6 k-point
mesh for Brillouin-zone integration. The calculated lat-
tice constant is 5.433 A˚, in good agreement with experi-
mental one extrapolated to 0K, 5.430 A˚17.
For defect calculations, we use 3 × 3 × 3 super cell
of conventional cell, including 216 Si atoms, in order
to suppress spurious interactions between defects. To
reduce the computational cost, Γ-point calculation was
performed. The calculated band gap of silicon is 1.31 eV
2which is larger than the experimental one, 1.17 eV, be-
cause the conduction band bottom is not correctly sam-
pled with Γ-point in 3× 3× 3 super cell. To obtain cor-
rect energetics between H− and H0 + e−, we adjust the
Kohn-Sham energies of the conduction bands by shifting
them by −0.14 eV in the calculated configuration coor-
dinate diagram. Finite-size correction for charged defect
is calculated with the Markov-Payne correction18 by ex-
trapolating the calculated energies with 2×2×3, 2×3×3
and 3 × 3 × 3 supercells to infinite cell size. For the ex-
trapolation, we used 2 × 2 × 2 k-point for all supercells:
this k-point mesh is found to be necessary for the ex-
trapolation to work well. The correction was calculated
for H− at a tetrahedral site, and the same correction
was used for all other configurations. The finite-size cor-
rection changes the calculated thermodynamic transition
level, ε(0/−), by +0.06 eV.
The rate for thermal electron emission was calculated
with the formalism proposed by Alkauskas et al19. In
the formalism, with the aid of the static approximation
for electronic states and one-dimensional approximation
for nuclear degrees of freedom, the rate for nonadiabatic
transition from electronic state i to j with multiphonon
absorption is calculated with the Fermi’s golden rule:
rij =
2pi
~
|Wij |2
∑
n
ωn
∑
m
|〈χjm|Q−Q0|χin〉|2δ(Ein−Ejm).
(1)
Wij is the electron matrix element defined as Wij =
〈ψj |∂H∂Q |ψi〉, where |ψi(j)〉 is the Kohn-Sham orbital for
state i(j). With first-order perturbation theory, Wij
can be expressed as Wij = (εj − εi)〈ψj |∂ψi∂Q 〉, where
εi is the Kohn-Sham energy for a state i. The Kohn-
Sham orbitals overlaps, 〈ψj |∂ψi∂Q 〉, is calculated with all-
electron wavefunctions including PAW augmented core
contributions reproduced by pawpyseed code20. ωn
is the thermal weight for the n-th eigenstate of nu-
clear wavefunction, |χin〉. The nuclear wave functions
and eigenenergies are calculated by solving the one-
dimensional Schro¨dinger equation for configuration coor-
dinate diagram to account for large anharmonicity of the
potential energy surface9. Q is the configuration coordi-
nate defined as Q =
√
MR, where M is a diagonal matrix
with masses in its diagonal element and R is the 3N -
dimensional coordinate for lattice. We assume a linear
reaction pathway between the most stable configurations
of two charge states, H0 and H−, following the scheme
proposed by Alkauskas et al.19 although this treatment
is known to underestimate the rate21 because the linear
pathway does not necessarily give a major contribution.
The electron emission rate from H− is calculated by sum-
ming up the contributions of the transition from a defect
state to conduction band states. The electron emission
rate is thus calculated as ri =
∑
j=CB rij , where i is the
defect state, and j is the conduction band state. As the
summation for the conduction bands, we take the bands
within 0.15 eV above the conduction band minimum. We
have confirmed that conduction bands above them give
only negligible effects to the calculated rate.
The delta function in Eq. (1) is approximated as Gaus-
sian with finite width, σ, which corresponds to a lifetime
of the vibrational mode considered in the configuration
coordinate. Although lifetimes of local vibrational modes
at low temperatures are known22, we cannot use those
values as σ because the local vibrational modes are dif-
ferent from our reaction pathway. Thus, we tried several
values of σ to investigate its effect on the calculated re-
action rate. The value of σ is, indeed, found to affect
the calculated rate. However, our conclusion is robust
against the choice of σ value, and we used σ = 0.026 eV
throughout this study.
III. RESULTS
A. Thermodynamics
Firstly, we investigate the thermodynamics of hydro-
gen in silicon. The calculated energies suggest that the
most stable site is the bond-center (BC) site for H0 while
the tetrahedral (Td) site for H−, and the calculated ther-
modynamic transition level is ε(0/−) = 0.67 eV from the
valence band maximum. These results are in good agree-
ment with previous theoretical study using local density
functional8. For the electron emission process, the en-
ergy difference between H0 + e− and H− is calculated to
be Eg − ε(0/−) = 0.50 eV, where Eg is the band gap of
silicon. Thus, the activation energy for thermal electron
emission is expected to be 0.50 eV from first-principles
calculations. This value is, however, inconsistent with
an experimental activation energy, 0.84 eV, obtained by
a DLTS experiment8. Considering the inconsistency, we
investigated possible origins of the discrepancy from com-
putational point of views. We calculated the effects of
thermal expansion of silicon at room temperature, zero-
point energy of hydrogen and the type of pseudopoten-
tials (hard/standard). These effects change the calcu-
lated ε(0/−) as −0.01 eV, +0.06 eV, and −0.02 eV, re-
spectively. None of these effects is thus confirmed to fill
the gap between theoretical and experimental values. In
conclusion, our calculation indicates that thermodynam-
ics could not explain the activation energy observed in
the DLTS experiment.
B. Configuration Coordinate Diagrams
Figure 1 shows the configuration coordinate diagram
for the transition between H− and H0 + e−. The con-
figuration coordinate is taken as the linear interpolation
between their most stable Td site for H− and BC site
for H0. The diagram for H0 + e− is calculated as the
summation of total energy of H0 and the Kohn-Sham en-
ergy of the conduction band minimum of pristine silicon.
The calculated configuration coordinate diagrams have
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Figure 1. (Color online) Configuration coordinate diagrams
of H0 + e− and H−. For H0 + e−, electron is assumed to
occupy the conduction band bottom. The dot symbols show
the calculated energies from first principles, and the lines show
the ones calculated with the spline interpolation between the
calculated ones. Q = 0 amu1/2 A˚ is the most stable configu-
ration for H0 (BC site) while the configuration for Q = 4.49
amu1/2 A˚ is the most stable one for H− (Td site).
two unique features: firstly, the H0 state shows large an-
harmonicity around the configurations of the Td site. At
the configuration of the Td site, the hydrogen occupies
the interstitial void of silicon. Because the radius of H0
is smaller than that of H−, the H0 interacts less strongly
with Si. Thus, the flat PES appears around the Td site
for H0 while the PES of H− has a deep minimum at the
Td site. The calculated energy difference of H0+ e− and
H− around Td site is large, 1.0 eV. The large energy gap
indicates that the activation energy of 1.0 eV is required
for H− to emit an electron around Td site. Secondly, H−
state has a local minimum at the BC site configuration.
The existence of local minimum has been confirmed by
additional structural optimization calculation. Because
both H− and H0 + e− have local minimum at the same
configuration, the nuclear wavefunctions should overlap
significantly. The electron emission rate is, therefore, ex-
pected to be large at the BC site. We should note that
the local minimum at the BC site for H− was not ob-
served in the work by Herring et al8. The reason for
the discrepancy is likely to be the difference in the con-
figuration coordinates or exchange-correlation functional
used to calculate the PES, i.e., HSE06 functional in our
calculation and local density functional in their work.
Figure 2 shows the Kohn-Sham energies of valence
bands, a defect state, and conduction bands along the
configuration coordinate. The hydrogen insertion into
the BC site makes the anti-bonding state of Si-Si bond-
ing stable due to expansion of Si-Si bond and attractive
interaction by proton. Thus, the anti-bonding state ap-
pears in the band gap as a defect state. As the con-
figuration changes from that of BC site to Td site, the
anti-bonding state disappears while another in-gap state
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Figure 2. (Color online) The calculated Kohn-Sham energies
of H− for the bands around defect level along the configura-
tion coordinate. Left and right inset figures show the partial
charge densities of defect state with H at the BC site and near
the Td site, respectively. In the insets, large blue spheres
correspond to Si atoms and small pink spheres to H atom.
Filled and open circles correspond to occupied and unoccu-
pied states, respectively. Configuration coordinate is same as
Figure 1.
appears. The new in-gap state corresponds to the defect
state at Td site, which is the electronic state localized
around the hydrogen in the interstitial void of Si. The
defect levels of H−, however, do not exist in the band
gap at the Td site configuration as shown in the Fig-
ure 2. This apparently causes a problem in applying the
Fermi’s golden rule formalism because the formalism re-
quires to identify the initial defect state but the state is
hybridized with the valence band. It does not, however,
hamper the calculation of nonradiative electron emission
from H−. Because, as discussed in the previous para-
graph, the emission is likely to be dominated at the BC
site where the energy required to activate the emission
is much smaller than that at the Td site. Therefore, we
can use the Kohn-Sham orbitals around BC site to cal-
culate Wij in Eq. (1) to discuss the electron emission at
room temperature. It should be noted that we neglect
relative efficiency of the Td-to-BC migration of H− and
the thermal electron emission at the BC site. Hence the
migration is assumed to occur quickly toward thermal
equilibrium so that the thermal weight, ωn, is allowed to
be used in Eq. 1. Later, we will discuss the validity of
this assumption based on the calculated rate from first
principles.
C. Nonradiative Electron Emission
The electronic matrix element, Wij , is calculated with
the finite-displacement method at the configuration of
the BC site as discussed in the previous section. In table
I, we tabulated the values of Wij which give major con-
tributions to the calculated rates. As shown in the table,
not only the CBM but also other bands within 0.15 eV
from CBM have large values of Wij , indicating the im-
4portance to include those contributions into the calcula-
tions. Only eleven conduction bands are included in the
calculations because the other conduction bands are well-
seperated by 0.5 eV and are thus negligible. The nuclear
wavefunctions in Eq. (1) are obtained by solving the
one-body Schro¨dinger equation with PES obtained with
spline interpolation of the calculated PES. We note that
the configuration coordinate diagrams around the BC site
is in the Marcus inverted region23: because positions of
the local minima are virtually the same within our config-
uration coordinate, the overlaps of nuclear wavefunctions
are expected to be large compared to that in the normal
region, thus possibly giving large rate for thermal elec-
tron emission.
Figure 3 shows the calculated rate for the thermal elec-
tron emission from H− to conduction bands. The cal-
culated rate at room temperature is 5.2 × 107 s−1 and
the activation energy is estimated to be 0.46 eV from
the Arrhenius plot. The calculated activation energy is
consistent with the results expected with thermodynam-
ics calculations, Eg − ε(0/−) = 0.50 eV. Although the
calculated rates depend on the smearing factor σ to de-
scribe the δ function, the calculated rates are much larger
than the experimental value, r = 2.8× 10−1 s−1 at room
temperature8.
The argument so far assumes thermal equilibrium: i.e.
the diffusion of H− from the Td site to the BC site is as-
sumed to be much faster than the thermal electron emis-
sion at BC site, thus enabling the use of thermal weight,
ωn in Eq. (1) as a population of initial state. To test this
assumption, we calculate the activation energy for the
migration of H− with the climbing image nudged elastic
band method24,25. Figure 4 shows the calculated PES for
H− migration between Td site and BC site. Here, the
configuration of the BC site is optimized for H−, thus
slightly different from the one used in the configuration
coordinate diagram in Figure 1, which is the configura-
tion optimized for H0. The calculated activation energy
is 0.96 eV, which is comparable to the one from the DLTS
experiment, 0.84 eV. The calculated activation energy is
used to estimate the rate for the migration with a sim-
ple formula, r = kT
~
exp(−Ea/kT ). Then, the calculated
rate at T = 300K is 4.3×10−3 s−1, which is much smaller
than the calculated rate for thermal electron emission
Table I. The calculated values of Wij for H
− between a defect
state, i, and conduction band states, {j}, at the BC site con-
figuration. εj is the Kohn-Sham energy for state j. Only the
Wij ’s that have major contributions to the electron emission
rate are tabulated.
j εj − εCBM (eV) Wij(eV/amu
1/2 A˚)
CBM 0.000 2.34 × 10−2
CBM+2 0.042 6.47 × 10−2
CBM+5 0.047 7.66 × 10−2
CBM+9 0.102 9.80 × 10−2
CBM+10 0.102 2.39 × 10−2
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Figure 3. The calculated rate for electron emission from H−.
The black circles are the calculated values and the black line
is guide for eyes. Activation energy, Ea, is estimated to be
0.46 eV by fitting the calculated rates to the Arrhenius plot,
r = r0 exp(−Ea/kT )
.
0.0 0.2 0.4 0.6 0.8 1.0
Reaction Coordinate
0.0
0.2
0.4
0.6
0.8
1.0
E
n
e
rg
y
 (
e
V
)
BC site
Td site
Figure 4. The minimum energy path for H− migration calcu-
lated with the climbing image nudged elastic band method.
The calculated activation energy is 0.96 eV from the Td site.
under thermal equilibrium. Thus, the rate-determining
step is suggested to be the migration of H− from Td
site to BC site. If the experimental activation energy,
Ea = 0.84 eV, is used, the calculated migration rate is
3.0× 10−1 s−1, showing good agreement with the exper-
imental rate, 2.8× 10−1 s−1. This fact strongly suggests
that the activation energy observed in the DLTS exper-
iment corresponds to the one for the migration process
of H−, and the migration is the rate-limiting step for the
thermal electron emission from H−. It should be noted
here that the rate for the migration is estimated with
treating hydrogen as a classical particle, thus neglect-
ing nuclear quantum effect such as quantum tunneling.
Although the quantum tunneling can be dominant as mi-
gration mechanism at room temperature, we expect that
its effect is small because the distance between the Td
site and the BC site is large as shown in Fig. 1.
5IV. CONCLUSION
Here, we study the thermal electron emission process
of H− in silicon, H− → H0 + e−, with density functional
calculations. Our calculation indicates that the electron
emission process from H− in Si consists of two steps. The
first step is H− migration from its most stable Td site to
a metastable BC site. This migration is the rate-limiting
step for the whole reaction with calculated activation en-
ergy of 0.96 eV. The second step is the electron emission
from H− in the BC site to a conduction band. This step
is much faster than the first step, having the calculated
activation energy of 0.46 eV. The activation energy ob-
served in a DLTS experiment, 0.84 eV, is likely to corre-
spond to the one in the first step. Our study reveals that
modern first-principles calculation can elucidate nonadi-
abatic process of hydrogen impurity, which is the most
ubiquitous and mysterious impurity in semiconductors,
and thus shows the possibility to clarify the degradation
mechanism of semiconductor devices by hydrogen impu-
rity from first principles.
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