Abstract. We consider the minimum-time problem for a multi-input control-affine system, where we assume that the controlled vector fields generate a non-involutive distribution of constant dimension, and where we do not assume a-priori bounds for the controls. We use Hamiltonian methods to prove that the coercivity of a suitable second variation associated to a Pontryagin singular arc is sufficient to prove its strong-local optimality. We provide an application of the result to a generalization of Dubins problem.
Introduction
In this paper we are concerned with the minimum-time problem associated with a control-affine system with several controls:
The state q belongs to a smooth n-dimensional manifold M , f 0 , f 1 , . . . , f m , are smooth vector fields on M , N 0 and N f are smooth submanifolds of M and the control functions belong to L ∞ ([0, T ], U ). We remark that for smooth we mean C ∞ . We are interested in sufficient conditions for the strong-local optimality of singular Pontryagin extremals of problem (1.1)-(1.2), were strong means with respect to the C 0 -norm of the trajectories ξ(·), and singular means that u ∈ int U . More precisely, we assume that there exists a candidate Pontryagin extremal λ : [0, T ] → T * M with associated control function u(·) ∈ L ∞ ([0, T ], int U ) that satisfies π λ(0) ∈ N 0 and π λ( T ) ∈ N f , and we look for sufficient conditions that guarantee the strong-local optimality of the trajectory ξ = π λ, according to the following definition: Definition 1.1. The trajectory ξ is a strong-local minimizer of the above considered problem, if there exist a neighborhood V of its graph in R × M and ǫ > 0 such that ξ is a minimizer among the admissible trajectories whose graph is contained in V and whose final time is greater than T − ǫ, independently on the values of the associated controls.
This notion has been called time-state-local optimality in [24] , where also a stronger version of optimality is considered.
The only assumption we do on the control set U is that it has non-empty interior; although by Filippov's Theorem ( [2] ) we know that the existence of the minimum is guaranteed when U is compact and convex, here the existence of a candidate minimizer is taken as assumption.
A classical approach to sufficient optimality conditions is to consider the second variation (see for instance [1, 2, 3, 14, 16, 28] and references therein). In particular, in [1] and [2] the authors propose the definitions of an intrinsically defined second variation, which is invariant for coordinate changes, and therefore suitable to study optimal control problems defined on smooth manifolds. A peculiarity of control-affine minimum-time problems is that the second variation does not contain the Legendre term (that is, the term which is quadratic in the variations of the control), thus turning out to be singular. A tool widely used to overcome this problem is the so-called Goh transformation [17] . Thanks to this transformation, performed in a coordinate-free way, we are able to convert the second variation proposed in [1] into another functional which is no more singular, and thus it can be asked to be coercive with respect to the L 2 -norm of the new control variable. This approach, both for classical and intrinsically-defined second variations, has been widely used in the analysis of sufficient optimality conditions (see for instance [3, 15, 24, 27] , and references therein).
In optimal-control problems, a classical method to prove the optimality of a Pontryagin extremal is to cover a neighborhood of the reference trajectory with other admissible trajectories, to lift them to the cotangent bundle, and compare the costs evaluated along each trajectory. In the standard theory, the trajectories to be lifted are obtained by projecting suitable solutions of the Hamiltonian system associated with the maximized Hamiltonian F max , see for example [1, 2] . This Hamiltonian method is particularly effective, since it allows us to compare trajectories that belong to a C 0 -neighborhood of the reference trajectory, independently on the value of the control. When the extremal is singular F max cannot be used (see [24] ), then to construct the lifted trajectories we consider the solutions of a system governed by a Hamiltonian greater than or equal to F max , as suggested by the approach used in [24, 27] .
Ultimately, the paradigm to get sufficient optimality condition for singular extremals combines an approach based on the coercivity of the second variation with the Hamiltonian approach. It relies on the following facts.
• Under some regularity conditions, it is possible to define a smooth super-Hamiltonian whose flow is tangent to all singular extremals.
• The derivative of the super-Hamiltonian flow is, up to an isomorphism, the Hamiltonian flow associated to the linear-quadratic problem given by the second variation.
• If the second variation is coercive, it is possible to transform the linear-quadratic problem associated with the original one into a problem with free initial point, whose second variation is still coercive. In particular, this implies that the space of initial constraints for the linear-quadratic problem remains horizontal (that is, it projects bijectively on M ) under the action of the associated Hamiltonian flow.
• The previous points imply that the projection on M of the super-Hamiltonian flow emanating from the Lagrangian manifold associated with the initial conditions of the new problem is locally invertible. As a result we get that it is possible to lift the trajectories to the cotangent bundle, in order to apply the Hamiltonian method.
In the single-input case, problem (1.1)-(1.2) has already been studied in [24] , where it has been shown that the coercivity of the second variation is a sufficient condition for the strong-local optimality of singular Pontryagin extremals. In [11] the authors studied the multi-input problem under the assumptions that the controlled vector fields generate an involutive distribution. In this paper we relax this condition, that is we allow the controlled vector field to generate a noninvolutive distribution.
We remark that our result remains true even if U = R m , then we need stronger assumptions than the usual ones. In particular, we have to consider High Order Goh condition (Assumption 3), which we prove to be indeed a necessary optimality condition when U = R m . This phenomenon is not pointed out when the Lie algebra generated by the controlled vector fields is involutive, in particular when the system is single-input. Indeed, in these cases High Order Goh condition is automatically satisfied under Goh condition.
We believe that this result, applied to the case where U is an unbounded set, could be of help in the study of the infimum-time problem where the "optimal" trajectories may contain jumps, as in [9, 10, 25] , where integral costs are considered.
The structure of the paper is the following: we state the regularity assumptions in Section 2; in Section 3 we define the second variation and investigate the implications of its coercivity; the Hamiltonian method is exposed in Sections 4 and 5, where we state and prove the main result; in Section 6 we provide an example, based on a high dimensional version of Dubins' problem. In the Appendices there are technical details on some results stated in the paper.
Notations and regularity assumptions
In this section we clarify the notation we will use throughout the paper, and we state the regularity assumptions on the system. Let f be a vector field on the manifold M and ϕ : M → R be a smooth function. The action of f on ϕ (directional derivative or Lie derivative) evaluated on a point q is denoted with the two expressions L f ϕ(q) = dϕ(q), f (q) . The Lie brackets of two vector fields f, g are denoted as commonly with [f, g]. When dealing with vector fields labeled by indexes, we will use the following notations to denote their Lie brackets:
. We call f the set of the controlled vector fields of the control system (1.2), that is f = {f 1 , . . . , f m }, and Lie(f) the Lie algebra generated by the set f. We denote Lie q (f) = span{f (q) : f ∈ Lie(f)}. In the following, for every q ∈ M , we call I q the integral manifold of the distribution Lie(f) passing through q. The first assumption of this paper concerns the regularity of Lie(f). Assumption 1. The controlled vector field f 1 , . . . , f m are linearly independent and the Lie algebra Lie(f) has constant dimension R.
Let us consider the cotangent bundle T * M of M , and let π denote the canonical projection on M . It is well known that T * M possesses a canonically defined symplectic structure, given by the symplectic form σ ℓ = dς(ℓ), where ℓ denotes an element of T * M and ς is the Liouville canonic 1-form ς(ℓ) = ℓ • π * .
We denote with the corresponding capital letter the Hamiltonian function associated with every vector field on M , that is F (ℓ) = ℓ, f (πℓ) .
Remark 2.1. Let us recall that the following relation between the Lie brackets of two vector fields f, g and the Poisson brackets of their associated Hamiltonian functions holds:
As above, we denote
We recall that the symplectic structure allows us to associate, with each Hamiltonian function F , the Hamiltonian vector field F on T * M defined by the action
In the following, we consider some special Hamiltonian functions associated with the optimal control problem (1.1)-(1.2): the (time-dependent) reference Hamiltonian
where u(·) is the reference control, and the maximized Hamiltonian
The Hamiltonian flow from time 0 to time t associated with the reference Hamiltonian, that is the solution of the equationl = F t (ℓ), is denoted with F t .
Let us consider an admissible triple ( ξ, u, T ) for the problem (1.2), that is a solution of the control system; let us assume that u ∈ int U , and let us set q 0 = ξ(0) and q f = ξ( T ). We study the strong-local optimality of the triple ( ξ, u, T ), that in the following we call reference triple, among all solutions of (1.2) with N 0 ⊂ I q0 and N f ⊂ I q f . In particular, Assumption 1 can be asked to hold only in a neighborhood of the reference trajectory.
A classical necessary condition for the optimality of the reference triple ( ξ, u, T ) is the Pontryagin Maximum Principle (PMP), that we recall here stated in its Hamiltonian form (see [2] ). PMP states that if a reference trajectory ( ξ, u, T ) satisfying u ∈ int U is time-optimal, then there exist a Lipschitzian curve λ : [0, T ] → T * M and p 0 ∈ {0, 1} that satisfy the following equations:
The Lipschitzian curves that satisfy equations (2.2)-(2.7) are called extremals. If p 0 = 1 we say the the extremal λ is normal, while in the other case we say that it is abnormal. Assumption 2. We assume that the reference triple satisfies the PMP in the normal form, and we call the extremal λ reference extremal.
By differentiating with respect to time, we obtain the following condition:
In literature additional necessary conditions for the optimality of a singular extremal are known (see [2] ). Namely, if the reference triple is optimal, then there exists an extremal λ associated with the reference triple that satisfies the following conditions:
(Generalized Legendre Condition) the quadratic form
is non-positive for any v = (v 1 , . . . , v m ) ∈ R m and for a.e. t ∈ [0, T ].
Remark 2.2. Notice that the matrix L λ(t) is symmetric by (2.8) and Jacobi identity.
We strengthen the two necessary conditions above defined.
Assumption 3. (High Order Goh Condition)
We assume that the reference extremal λ satisfies the following equations
HOGC is a stronger condition than the usual one, but in our case the optimality of the singular extremal is proved also when U = R m ; in Appendix A we show that, for U = R m , HOGC is a necessary optimality condition. As a matter of fact, if the Lie algebra generated by the controlled vector fields is 2-step bracket generating, then HOGC coincides with Goh condition.
Remark moreover that, under Assumption 3, the quadratic form L λ(t) is given by (2.10)
so that it is continuous as a function of time. 
As a consequence of Assumptions 1-3 and equation (2.8), we get that
From (2.13) and Assumption 4 we can recover the reference control as feedback on the cotangent bundle and, by induction, we can prove that it is smooth.
From now on we restrict to a (full-measure) neighborhood U of λ([0, T ]) in T * M where SGLC is satisfied, that is, where the quadratic form L ℓ is negative-definite. We define two submanifolds of U which are crucial for our construction:
By Assumption 1, possibly restricting U, Σ is an embedded manifold of codimension R. Moreover every singular extremal that satisfies HOGC is contained in S. We set the following regularity assumption on S, which requires that it is a submanifold of maximal dimension (see the arguments below).
Assumption 5 (Regularity of S). The manifold S has constant codimension m in Σ.
Thanks to regularity assumptions, the manifolds Σ and S have the following properties. The proofs can be obtained adapting those in [11] .
(P1) It is easy to see that the Lie algebra Lie ℓ ( F 1 , . . . , F m ) has dimension R for every ℓ ∈ Σ.
Moreover, every vector field X ∈ Lie ℓ ( F 1 , . . . , F m ) is tangent to Σ. (P2) It is not difficult to prove that SGLC implies that the vector fields f 01 , . . . , f 0m are linearly independent, and their span is transversal to Lie(f). Therefore S has codimension at least m in Σ, and Assumption 5 states then that S has the maximal dimension. The arguments above prove also that S it can be characterized by
Notice that the existence of a normal singular extremal satisfying HOGC implies that R+m ≤ n − 1 and that f 0 is transversal to Lie(f), in a neighborhood of the corresponding trajectory on M . Moreover, Assumption 5 is equivalent to the following one:
(P3) Similar arguments show that F 01 , . . . , F 0m are transversal to Σ, and
(P5) Our assumptions guarantee the existence of a Hamiltonian vector field tangent to all singular extremals. Indeed, setting for every ℓ ∈ U
we get that the vector field
is tangent to S, and the reference extremal λ(·) is an integral curve of F S . Indeed every singular extremal associated with our dynamics is an integral curve of F S .
Second variation
In this section we define the second variation for the problem under study, and we investigate the consequences of the coercivity of the second variation. The computations can be recovered by adapting those present in [24, 27] .
3.1. Construction of the second variation. We consider the second variation associated with the sub-problem of (1.1)-(1.2) with fixed final point, that is we add the constraint ξ(T ) = q f . To compute this second variation, we transform such minimum-time problem into a Mayer problem on the fixed time interval [0, T ] and on the state space R × M . Namely, putting u 0 as a new constant control with positive values, we reparametrize the time as u 0 t, and we set q = (q
Then the minimum-time problem between N 0 and q f is equivalent to the Mayer problem on R × M described below.
where ξ = (ξ 0 , ξ). It is not difficult to see that the trajectory ξ(t) = (t, ξ(t)), associated with the controls u 0 = 1 and u = u, is an extremal with associated adjoint covector λ :
We locally define around q 0 the pull-back vector fields
Analogously, for the Mayer problem we define the evolution
, and the pull-back system of (3.2) corresponding to the reference control u as
2) is then equivalent to the following one:
Let us now consider variations (δu
around the reference trajectory, and let us evaluate the coordinate-free second variation of the Mayer problem, following [1] . We choose any two smooth functions α, β : R × M → R that satisfy the following constraints:
for two suitable smooth functions α, β : M → R. Thanks to High Order Goh Conditions, we can choose the function α in such a way that it satisfies the constraint α| I q 0 ≡ 0, where I q0 is the integral manifold of the distribution Lie(f) passing through q 0 . Moreover, we can choose β = −α, since the second variation does not depend on the particular choice of α and β with the properties (3.4) and (3.5) (see [1] ).
The second variation is given by
where δη(t) ∈ R × T q0 M is the linearization of η(t) and satisfies the following system:
Remark 3.1. If δη satisfies the system (3.7), then the value of the second variation does not depend on the particular choice of α and β, provided that they satisfy properties (3.4)-(3.5) (see [1] ). Then J ′′ is well defined and coordinate free.
Since we are interested only in the so-called time-state local optimality, we restrict us to the subproblem with δu 0 = 0, and, proceeding as in [24] , we define w(·) and ǫ by (3.9) for i = 1, . . . , m. In this way, the control variation δu is embedded as the pair (ǫ,
. We remark that this embedding is continuous and it has dense image. Then the second variation defined by (3.6)-(3.7) writes as
where the function ζ : [0, T ] → T q0 M is the solution of the equation
with boundary conditions
Let us observe that the second variation is realized as a linear-quadratic control problem in the state-variable ζ, with control w (see [1, 27, 28] ). Notice moreover thaṫ
Finally, thanks to the choice of β, the finite-dimensional term in (3.10) is null.
It is clear that, if T q0 N 0 ∩ span({f 1 ( q 0 ), . . . , f m ( q 0 )}) = 0, then the above defined quadratic form cannot be coercive. On the other hand, the paradigm exposed in the introduction requires that the flow of the super-Hamiltonian emanating from Σ remains contained in Σ, as Theorem 5.1 in Section 5 describes (see also [24, 27] ); in particular, the horizontal Lagrangian sub-manifold of the initial constraints must be contained in Σ. These arguments suggest to require coercivity of (3.10) allowing all vectors in Lie q0 (f) to be initial conditions for the state ζ; see Section 3.2 and the proof of Theorem 5.2 in Section 5. In particular, this means to consider the second variation for the minimum time problem from I q0 to q f . This is not surprising, since our result holds true also for unbounded controls; indeed, if U = R m , for every two points q 1 , q 2 ∈ I q0 , there exist a sequence of times t k → 0 and a sequence of controls u k such that the sequence t k → {ξ k (q 1 , u k , t k )} k of the solutions at time t k of the system (1.2) starting from the point q 1 and relative to the control u k tends to q 2 (see [4, Lemma 4.1, Corollary 4.1, Remark 4.1]). As a consequence, if the controls are not bounded, the infimum of the time for moving inside I q0 is zero, therefore we can think that, in some sense, if T is the minimum time for joining q 0 with q f , then it is also the infimum of the time for reaching q f from I q0 .
This digression suggests us the suitable coercivity assumption for this problem.
, let ζ(·) be the solution of the control system
where f m+1 , . . . , f R are some locally defined vector fields chosen to complete the basis for Lie(f) in a neighborhood of q 0 . The quadratic form
3.2. Consequences of the coercivity assumption. Let us now introduce a special coordinate frame in a neighborhood of q 0 , completing the set {f 1 , . . . , f m } with n − m locally defined vector fields f m+1 , . . . , f n such that {f 1 , . . . , f n } is a basis for T q M , and {f 1 , . . . , f R } is a basis for Lie(f), in a neighborhood of q 0 . The coordinate frame is the inverse of the map Υ :
In particular, Υ −1 ( q 0 ) = (0, . . . , 0), for j = 1, . . . , n we have
If we denote with ( p 1 , . . . , p n ) the coefficients of ℓ 0 in this coordinate frame, then it is easy to see that ℓ 0 = n i=R+1 p i dx i . Define the symmetric 2-form
and extend it on the whole
Then, if Assumption 6 holds, we can apply [18, Theorem 13.2] to conclude that there exists a ρ > 0 such that the form
of the variations such that the solutions of the system (3.11) satisfy
Namely, J ′′ ρ represents the second variation of the linear-quadratic problem associated with the variable ζ, with free initial condition and fixed final condition.
The Hamiltonian H ′′ t : T * q0 M × T q0 M → R associated with this linear-quadratic problem is given by
where and L
has to be thought of as a quadratic form on R m , for every t (see [1, 11] ).
The quadratic form (3.17) is coercive on the space W if and only if [28] ).
Geometry near the reference extremal
In this section we state the geometric properties of the vector fields and the Hamiltonians linked to our system and we define the super-Hamiltonian, stating its properties.
In a neighborhood of the reference extremal, Σ can be described as S ×
is well defined and it is easy to prove the following:
Proposition 4.1. Possibly restricting U, there exists an ǫ > 0 such that ψ :
Proof. Since the whole Lie algebra generated by the F i is tangent to Σ, then the range of the map ψ restricted to S × [−ǫ, ǫ] is contained in Σ. The thesis follows by compactness of the interval [0, T ], since Dψ(ℓ, 0) = id × ( F 1 (ℓ) , . . . , F m (ℓ)) has maximal rank (see property (P3) at the end of Section 2).
Remark 4.1. It is easy to see that
and that for each function F defined on U
We remark also that ψ maps
For singular extremals, the maximized Hamiltonian is well-defined and coincides with F 0 , but its associated Hamiltonian vector field is multi-valued: indeed, all the Hamiltonians of the form
coincide and realize the maximum along any extremal contained in Σ. Moreover, no selection of such multi-valued Hamiltonian vector fields is suitable to construct the field of non-intersecting state-extremals that we will use to compare the costs associated with the candidate trajectories. For an insight in the single-input case, see [24, Section 4] . Then, as already done in [11, 24, 26] , we substitute the maximized Hamiltonian F max with a the time-dependent super-Hamiltonian
, where H 0 is defined as described below. The first step is to define a suitable map which turns out to project Σ onto S.
Lemma 4.1. Possibly restricting U, there exist m smooth functions ϑ i : U → R, i = 1, . . . , m, such that, denoting with ϑ F (ℓ) the vector field
Moreover, for every ℓ ∈ S, δℓ ∈ T ℓ T * M , it holds
Proof. Let us consider the function Φ :
. . .
Notice that for every ℓ ∈ S we have ψ(ℓ, 0) = ℓ and then Φ(ℓ, 0) = 0. Moreover, using (4.1), it is easy to show that ∂ t Φ(ℓ, 0) = −L ℓ , for all ℓ ∈ S, and then it has rank m. The implicit function theorem and the compactness of the interval [0, T ] ensure the existence of m smooth functions ϑ 1 , . . . , ϑ m , defined in a neighborhood of the reference extremal, such that
Without loss of generality, we can assume that this neighborhood is U. Since exp(ϑ F )(ℓ) ∈ Σ for every ℓ ∈ Σ, then (4.5) implies (4.3). Fix ℓ ∈ S; recalling that ϑ(ℓ) = 0, thanks to (4.5) and (4.1), we get for every δℓ ∈ T ℓ T * M and i = 1, . . . , m
and then (4.4).
Remark 4.2.
It is easy to see that, as a particular case of (4.4), we get
The Hamiltonian H 0 is defined by means of the map φ, as follows.
Definition 4.1. We define the Hamiltonian function H 0 : U → R as
and we set χ = H 0 − F 0 .
In order to prove the properties of H 0 , we start by computing the first and second derivatives of χ on S. Proposition 4.2. For every ℓ ∈ S and δℓ ∈ T ℓ T * M , it holds dχ(ℓ), δℓ = 0 and
Proof. By definition we get
For ℓ ∈ S, by (4.1), we obtain dχ(ℓ)
is a well defined quadratic form for every ℓ ∈ S. To prove (4.7), we perform the computations in any chart. Fix ℓ ∈ S and δℓ ∈ T ℓ T * M and recall (4.1), (4.2) and (4.4); from (4.8) it follows
Thanks to its definition, H 0 satisfies the following properties.
Theorem 4.1. The Hamiltonian H 0 has the following properties.
(1) F 0 = H 0 and F 0 = H 0 on S.
(2) The vector field H 0 is tangent to Σ.
Proof. Since φ| S is the identity, then H 0 = F 0 on S. Moreover
since ϑ(ℓ) = 0 and F 0i (ℓ) = 0 on S. This ends the proof of (1).
To prove (2), fix ℓ ∈ Σ and observe that ∂ ti ψ(ℓ, t) ∈ Lie(f)(ψ(ℓ, t)), i = 1, . . . , m, so that by Assumption 5 we have
Therefore (4.9) leads to
and then we get easily
proved. Statement (3) is a straight consequence of Proposition 4.2, since for all ℓ ∈ S, δℓ ∈ T ℓ S and i, j = 1, . . . , m, one gets
We finally define the super-maximized Hamiltonian H t as follows.
Definition 4.2. We denote with H t the following time-dependent Hamiltonian:
and with H t the Hamiltonian flow generated by H t .
Notice that H t is tangent to Σ and to the reference extremal λ(·).
The result
In this section we state and prove our main result. It relies on the following Hamiltonian sufficient conditions, that we state and prove here below.
Theorem 5.1 (Geometric sufficient condition). Let ( ξ, u, T ) be the an admissible triple for the minimum-time problem (1.1)-(1.2) with associate adjoint vector λ, and let Assumptions 1-5 be satisfied. Suppose that there exist a neighborhood V of q 0 and a smooth function a : V → R with the following properties:
(ii) the Lagrangian submanifold Λ = {da(q) : q ∈ V } is contained in Σ and satisfies
Then ( ξ, u, T ) is a strict strong-local minimizer for the minimum-time problem (1.2) between I q0 and q f (or between q 0 and I q f ) and a strong-local minimizer for the minimum-time problem (1.2) between I q0 and I q f .
Proof. Consider the map Let (ξ, v, T ) be an admissible triple for the control system (1.2) such that its graph is contained in O, ξ(0) ∈ I q0 , ξ(T ) ∈ I q f , and T ≤ T , and denote its lift on Λ with ℓ(t), namely
Let us choose a curve µ 0 : [0, 1] → Λ joining ℓ 0 with ℓ(0) satisfying πµ 0 (t) ∈ I q0 , ∀ t ∈ [0, 1], and
Let us now define the following paths in [0, T ] × Λ: 
The first term is zero, since π * • H t * μf (t) is tangent to I π•Ht(µ f (t)) , by construction, and H t (ℓ(t)) is contained in Σ. Then
which is a contradiction, therefore T ≥ T .
If the final point q f is fixed, we claim that the reference extremal is strictly optimal. To prove the claim, we consider an admissible triple (ξ, v, T ) as above, such that T = T and ξ(T ) = q f .
In particular, since in this case γ4 ω = 0, we obtain that
which implies that λ(t) = H t (ℓ(t)) ∈ S for every t ∈ [0, T ], then, in particular, thatλ(t) ∈ T λ(t) S, that is dF 0j (λ(t)),λ(t) = 0 for j = 1, . . . , m. By computations it is possible to show thaṫ
Thanks to (5.1), possibly restricting V , we can find a family of smooth functions a t : V t → R, where V t is a neighborhood of ξ(t) and a 0 = a, such that H t (Λ) = {da t (q) : q ∈ V t } for every t ∈ [0, T ]. In particular, for every t ∈ [0, T ] we have that
This implies that, for every j = 1, . . . , m, it holds
that is, in particular, that v is a solution of equation (2.16) , and thereforeλ(t) = F S (λ(t)). Since λ(t) is solution of the same equation, and both λ and λ pass through q f , then they coincide.
The same argument shows that the reference triple is a strict strong-local minimizer for the minimum-time problem (1.2) between q 0 and I q f . Now we state and prove the main result. Theorem 5.2. Let ( ξ, u, T ) be an admissible triple of the minimum-time problem (1.1)-(1.2) with associate adjoint vector λ, and let λ be a normal singular extremal. If Assumptions 1-6 are satisfied, then ξ(·) is a minimum-time trajectory between I q0 and I q f , and hence between N 0 and N f . Moreover, the reference trajectory is strictly optimal among all admissible trajectories between q 0 and I q f and among all admissible trajectories between I q0 and q f .
Proof. The thesis comes straightaway once proved that the coercivity assumption (Assumption 6) allows us to define a smooth function α ρ that satisfies the hypotheses of Theorem 5.1. In particular, we define α ρ in the adapted coordinates (3.15) of Section 3.2 as follows:
It is easy to see that α ρ satisfies property (i) and that (3.16) implies that Λ is a Lagrangian submanifold contained in Σ. To prove (5.1) we need to exploit the links between the flow of the Hamiltonian H ′′ t defined in equation (3.19) and H t * , as done in [11, 24, 27] . It is known that the pull-back flow G t = F
−1 t
• H t is the Hamiltonian flow relative to the Hamiltonian G t : T * M → R defined by
is a well defined quadratic form and its associated Hamiltonian flow is G t * :
In particular, it determines an equivalence between the Hamiltonian functions G 
We need to prove only (5.3), since the other two equations are a direct consequence (see [11] and references therein for details).
Consider ℓ ∈ S, δℓ ∈ T ℓ (T * M ), and set ℓ t = F t (ℓ). Then, thanks to (4.7), we have that
By computations, it is easy to see that the space L ′′ defined in equation (3.20) satisfies the equality ιL ′′ = {dα ρ * δx : δx ∈ T q0 M } = L, therefore equations (3.21) and (5.4) imply
To end the proof it is sufficient to notice that F t * is an isomorphism on the vertical fibers, since it comes from a lifted Hamiltonian.
Examples
The classical Dubins and dodgem car problems concern the motion of a car on the plane R 2 with constant speed and controlled (bounded) angular velocity (see for instance [2, 13] ). In particular, Dubins problem looks for minimum-time trajectories between fixed initial and final positions and orientations, while in the dodgem car problem the final orientation is free.
As shown in [20] (see also [12] ), this problem can be reformulated on the manifold R 2 × SO(2), where SO (2) is the group of positively oriented rotations on R 2 . A great advantage of this formulation is that the extension to higher dimensions is straightforward: we denote with (q, R) the elements of R N × SO(N ), where SO(N ) is the group of positively oriented rotations on R N , and we consider the control system
where e 1 is the first element of the canonical basis of R N , and, for every j = 1, . . . , N − 1, A j is the anti-symmetric matrix defined by
This system models the motion of a point in the N -dimensional space with constant speed equal to 1, where we control the orientation velocity. For both Dubins and dodgem car problems, the initial condition consists in fixing the initial point q 0 and the initial (unit length) velocity v 0 of the trajectory on R N . Namely, N 0 = {q 0 } × I v0 , where I v = {S ∈ SO(N ) : Se 1 = v}. Dubins problem looks for minimum-time trajectories joining N 0 with N f = {q f } × I v f , for some fixed q f ∈ R N , v f ∈ R N with |v f | = 1, while dodgem car problem searches minimum-time trajectories from N 0 to N f = {q f }× SO(N ), for some fixed q f ∈ R N . The system (6.1) can be embedded in the matrix group GL(N + 1) (non singular (N + 1)-dimensional matrices), via the map
This formulation is suitable also to consider the Dubins problem on other homogeneous spaces different from R N , that is the N -dimensional sphere S N and the N -dimensional hyperbolic space
Briefly, a pair (point,orientation) in S N × SO(N ) can be represented in the group G = SO(N + 1) in the following way: the first column of the matrix g ∈ SO(N + 1) gives the coordinate representation (in R N +1 ) of the point, the other N columns determine an orthonormal frame in the tangent space to the sphere at the point. Analogously, a pair (point,orientation) in H N × SO(N ) can be represented in the group G = SO(1, n), as above: the first column of the matrix g gives the coordinate representation (in R N +1 ) of the point, while the other N columns determine an orthonormal frame in the tangent space. More details on these representations can be found in Appendix B and in [19, 20] , where the authors study the geodetic problem for curves with bounded curvature.
We can then write Dubins problem on M ∈ {R n , S N , H N } in the following unified way:
where G, ε and the manifolds of the constraints depend on the manifold M as shown below:
where e i denotes the i-th element of the canonical basis of R N +1 . The control system (6.3) is a control-affine system of the form (1.2) with m = N − 1 and dim M = N (N + 1)/2, and the corresponding left-invariant vector fields are defined as f i (g) = gA i , i = 0, . . . , N − 1. We recall that left invariant vector fields satisfy the following relation: We notice that the submanifolds N 0 and N f are integral manifolds of the derived sub-algebra {[f i , f j ] : i, j = 1, . . . , m}. Indeed, it is easy to verify that the Lie sub-algebra is contained in the tangent spaces of N 0 and N f ; a dimensional computation proves the claim. Let us now consider singular extremal for the problem (6.2)-(6.3). First of all, we remark that this problem does not admit abnormal singular extremals, thanks to property (iii). Moreover, thanks to property (v) and from equation (2.13), we get that the reference control u(·) is identically zero, and that the matrix L λ(t) = −F 0 ( λ(t))I n . In particular, singular trajectories are the integral curves of the drift f 0 ; with each of these curves we associate the adjoint vector p(t) that satisfies the differential equationṗ(t) = −p∂ q f 0 , with initial condition p(0) ∈ {f i , f ij , f 0i : i, j = 1, . . . , n − 1} ⊥ and p(0), f 0 = 1 (thanks to (iii), these conditions uniquely define p(0)). It is easy to prove that the pair (p(t), q(t)) is a normal singular extremal for both Dubins and dodgem car problems, and that it satisfies Assumptions 1-5; in particular L λ(t) = −I n . Remark 6.1. We stress that even if in this problem we consider bounded controls, nevertheless we do not need to strengthen the natural optimality conditions. Indeed, High Order Goh condition reduces to Goh condition; moreover, when considering the second variation, the linear quadratic problem (3.10)-(3.11)-(3.12) coincides with (3.14)-(3.13), since the tangent space to N 0 is in direct sum with the linear span of the controlled vector fields and their sum coincides with the Lie algebra of the controlled vector fields.
We now compute explicitly the second variation. First of all, we compute the space W of the admissible variations, that is we shall solve the Cauchy problem for ζ(t), (3.11)-(3.12).
Since the reference controls are null, the reference flow reduces to S t = exp(tf 0 ). The time derivatives of the pull-back vector fields givė
for every t ∈ [0, T ] and every i = 1, . . . , N − 1, and then g i t ( q 0 ) = f i ( q 0 ) + tf 0i ( q 0 ). The solution of (3.11)-(3.12) is then
From the boundary condition ζ( T ) = 0 and from (v) we get that the admissible variations (ǫ, w(·)) ∈ W satisfy the constraints
. Then the quadratic form (3.14) is given by
Integrating by parts the second term and thanks to conditions (6.4) we get
Therefore the second variation is coercive.
Remark 6.2. In this paper we considered the second variation associated with the sub-problem with fixed final point, and we proved that its coercivity is a sufficient condition for the optimality also if the final condition is not fixed. In particular, this implies that sufficient optimality conditions for Dubins' problem are also sufficient for the optimality of the extremal in dodgem car problem. We would like to remark that, in the example considered in this section, the extended second variation associated with the original boundary conditions is not coercive. Indeed, the final constraint g( T ) ∈ N f imposes the constraint ζ( T ) ∈ S
. . , N − 1} and, by (vi) and the fact that the reference flow is the flow associated with the drift, it turns out that S
It is easy to prove that any non-zero variation of the form (ǫ, w ≡ 0) with ǫ i = 0 for i ≤ N − 1 is admissible for the problem with final constraint N f , but J ′′ [(ǫ, 0)] 2 = 0. Therefore, W is the maximal subspace of variations where we can require coercivity of the extended second variation. This theorem is already known when the reference control is smooth (see [8] ); here we remove the smoothness hypothesis. The proof follows the outlines of the so called "higher order maximum principles" based on the "good" needle-like control variations; in particular we use the results contained in [5, 6, 7] , where most of the other conditions are also analyzed.
A necessary condition for the trajectory ξ to be time optimal is that ξ(t) belongs to boundary of the reachable set from q 0 at each time t ∈ [0, T ] (see for instance [7] ). Therefore, it is not difficult to see that Theorem A.1 follows, if we prove that Lie ξ(t) (f) is a local regular tangent cone to the reachable set at ξ(t), for every t ∈ [0, T ] (see [5] , [7, Proposition 3.3] and the references therein). Namely, following [5] , it is sufficient to prove that, for every Lebesgue points ∈ [0, T ] of the reference control u, there exists c > 0 such that cf ( ξ(s)) is a g-variations of ( ξ, u) ats, for all f ∈ Lie(f).
We start by fixing some notations. We denote with S(t, t 0 , q 0 , v) the solution at time t of the control problem (1.2) associated with the control function v, with initial condition at t 0 equal to q 0 . Moreover, we use the notation S t,t0 (q 0 ) = S(t, t 0 , q 0 ) = S(t, t 0 , q 0 , u), where u is the reference control.
Applying the results in [5] and, in particular, putting together Definition 2.1, Definition 2.3 and Proposition 2.4 therein, it is easy to see that if Lemma A.1 below holds true, then cf ( ξ(s)) is a right g-variation of order 2 of ( ξ, u) ats. As a consequence, Lemma A.1 proves Theorem A.1.
Lemma A.1. Lets ∈ [0, T ] be a Lebesgue point for u. Then there exist positive numbers c, N ,ǭ such that for every f ∈ Lie(f) there exists a family of control maps
m ) with the following properties:
Proof. Let us consider the driftless control system
denoting its solutions at time t, relative to the control u, and with initial condition ζ(t 0 ) = ζ 0 , as S(t, t 0 , ζ 0 , u). Set a = ξ(s). We perform the proof in an adapted coordinate frame centered at a, analogous to the frame (3.15) described in Section 3. In this frame a = 0, T a I a = R R and I a is a neighborhood of 0 in R R , that we call I a in what follows. Ift = (t 1 , . . . ,t R ) is sufficiently small, there exist a choice of R vector fields {f i1 , . . . , f iR } ∈ {f 1 , . . . , f m } such that the map (A.2) t = (t 1 , . . . , t R ) ∈ R R → exp (t R f iR ) • · · · • exp (t 1 f i1 ) (a) ∈ I a has maximal rank at t =t (see [21, Theorem 1] ). This implies that there exist a δ > 0 and a small neighborhood of b = exp (t R f iR ) • · · · • exp (t 1 f i1 ) (a) in I b such that the map (A.2) is invertible between the ball of radius δ centered int, denoted as B δ (t), and the neighborhood of b.
For t ∈ R R , let us rewrite the map (A.2) as S(1, 0, a, u t ), for the piecewise-constant control u t ∈ L ∞ ([0, 1], R m ), defined, for j = 1, . . . , m, by
It is clear that u t L ∞ is uniformly bounded for t ∈ B δ (t). Let u 0 ∈ L ∞ ([0, 1], R m ) be the control map which satisfies S(1, 0, q, u 0 )) = exp (−t 1 f i1 ) • · · · • exp (−t R f iR ) (q), so that S(1, 0, b, u 0 )) = a and u 0 L ∞ = ut L ∞ .
For t ∈ B δ (t), let us consider the control map ν t ∈ L ∞ ([0, 2], R m ) defined as
By definition there exists an M > 0 such that ν t L 1 ([0,2]) ≤ M for every t ∈ B δ (t); moreover, possibly restricting δ, the map t ∈ B δ (t) → S(2, 0, a, ν t ) is well defined and covers a compact neighborhood U of a in I a contained in the local coordinate chart.
For ǫ > 0, we define the control variation ν t,ǫ ∈ L 1 ([0 It is easy to see that ν t,ǫ L 1 = ǫ ν t L 1 ≤ M ǫ and that (A.5) S(2ǫ 2 , 0, a, ν t,ǫ ) = ǫ S(2, 0, a, ν t ).
It is clear that ν t,ǫ satisfies property (1) of Lemma A.1. To prove the other properties, consider the pull-back system η(s) = S 2 ) belongs to U , for all q ∈ V , t ∈ B δ (t) and ǫ ∈ [0,ǭ].
Fix t ∈ B δ (t). It is not difficult to verify that the map ǫ ∈ [0,ǭ] → ν t,ǫ is strongly continuous in L 1 ([0, 2], R m ); therefore, (2) and (3) of Lemma A.1 are consequences of the properties of system (A.6), see [23] .
Finally, to verify property (4), we consider the system (A.6) with initial condition η(0) = a and the system (A.1) with the same initial condition and control map u = ν t,ǫ . We get where ǫ = 0 for M = R n , ǫ = 1 for M = S n and ǫ = −1 for M = H n , U is an anti-symmetric matrix of dimension n, and g is the element of F + (M ) where the vector is attached.
Let γ be a curve in M . When lifting γ to a curve of orthonormal frames, that is to a curve g(t) ∈ G such that its projection on M coincides with γ, it is possible to choose the lifted curve in such a way that the first element v 1 (t) of the frame attached at γ(t) is equal toγ(t). In particular, this sets a 1 = 1 and a j = 0 for j ≥ 2 in equation (B.1). This kind of lifting is called Darboux frame.
There is still a freedom of choice of the form of the matrix U in equations (B.1). Systems with the form (6.3) are called Serret-Frenet curves (see [19, 20] and references therein).
