In this paper, we propose a method of ranking recently created Twitter accounts according to their prospective popularity. Early detection of new promising accounts is useful for trend prediction, viral marketing, user recommendation, and so on. New accounts are, however, difficult to evaluate because they have not yet established the reputation they deserve, and we cannot apply existing link-based or other popularity-based account evaluation methods. Our method first finds early adopters, i.e., users who often find new good information sources earlier than others. Our method then regards new accounts followed by good early adopters as promising, even if they do not have many followers now. In order to find good early adopters, we estimate the frequency of link propagation from each account, i.e., how many times the follow links from the account have been copied by its followers. If the frequency is high, the account must be a good early adopter who often find good information sources earlier than its followers. We develop a method of inferring which links are created by copying which links. One important advantage of our method is that our method only uses information that can be easily obtained only by crawling neighbors of the target accounts in the current Twitter graph. We evaluated our method by an experiment on Twitter data. We chose then-new accounts from an old snapshot of Twitter, compute their ranking by our method, and compare it with the ranking based on the number of followers the accounts currently have. The result shows that our method produces better rankings than various baseline methods, especially for very new accounts that have only a few followers.
INTRODUCTION
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CIKM '16, October 24 -28, 2016 are highly dynamic world. Micro-blogs, such as Twitter, are especially dynamic because they focus more on prompt information dissemination, while social network services, such as Facebook, focus more on communication over long-term relationship.
Because of the dynamicity, new popular accounts continually appear and disappear in micro-blogs. Early detection of new accounts that will become popular in future is useful for several applications, such as trend detection, viral marketing, and user recommendation.
Estimation of popularity of an account is also useful for approximating the quality of information it posts. The quality of information is generally difficult to estimate without human intervention. To solve this problem, popularity-based methods have been widely used. There are web page evaluation methods based on the information on their incoming links [9, 15] , and similar idea has also been applied to Twitter [22] . The success of these methods proved that there is high correlation between the popularity and the quality of information. The popularity-based methods, however, cannot be applied to new accounts that have not yet established the popularity they deserve. If we want to apply the popularity-based methods to such accounts, we need to predict the future popularity of them.
In this paper, we propose a method of ranking new Twitter accounts according to their prospective popularity, in other words, the number of followers they will obtain in future.
The most important factor deciding the future popularity of an account is, of course, the quality of information it posts, but it is difficult to estimate as explained above, and that is one of the reasons why we want to predict popularity instead. We therefore should explore a method of predicting future popularity of an account not based on its information quality but based on its current popularity.
New accounts, however, usually have only a small number of followers. How to predict future popularity only with that information is the challenge of the problem we discuss in this paper. Because the number of followers is usually small, we also use the quality of each follower. It is basically the same approach as many existing link-based quality estimation methods [9, 15, 22] .
We focus on a specific type of quality of followers that is most important for us: whether the link from it implies more links in future. In Twitter, and in other social media, there are users that are good at finding new good information sources earlier than other users. We call such users early adopters. Early adopters themselves often have many followers, and when an early adopter creates a link to a new information source, many of its followers imitate it and create links to the information source. In other words, early adopters play the role of hubs in link propagation in social media. Therefore, links from early adopters imply more links in future.
Following the observation above, our method first computes early adopter scores of the followers of new accounts, then computes future popularity scores of the new accounts based on them. If a new account is followed by good early adopters, our method regards the account as promising, even if it does not have many followers now.
Our method computes the early adopter score of an account based on the frequency of link propagation through it in the past, i.e., how many times its links have been copied by its followers. If the frequency is high, the user must be a good early adopter who find good information sources earlier than its followers.
In Twitter, however, the information on which links were created by copying a given link is not immediately available. We infer it by using the following types of information: graph structure among the neighbors of the link, temporal order of link creation, reciprocity of links, and similarity between interests of neighbors of the link. One important advantage of our method is that we can easily obtain all the information above only by crawling the neighbors of the target account in the current Twitter graph.
We conducted an experiment with a partial Twitter graph that was collected by Li et al. on May 2012 [11] . We rank then-new accounts in this data set based on our future popularity score, and compared it with the ranking based on the number of non-reciprocal followers that the accounts later have as of May 2015.
The result of the experiment shows that our method outperforms various baseline methods when we compare the accuracy of the whole ranking of all the new accounts. Our method outperforms baseline methods especially when we apply them to very new accounts that have only a few followers.
In addition, the correlation between the ranking by our method and those by baseline methods are low. It suggests that our method and baseline methods are complementary. Our experimental results shows that we can actually produce a even better ranking by linear regression combining our method and some baseline methods.
When we compare only the top part of the rankings, a variation of HITS [9] or PageRank [15] outperforms our method in most cases. It is mainly because the top part of the rankings includes many accounts that were already popular in the old snapshot. This result again shows that our method is particularly useful for finding accounts that are not popular now but will be popular in future.
RELATED WORK
In sociology, there has been extensive research on the behavior of people in the real world. Some studies have shown that the behavior reported in the past research in sociology is also observed on social media [8, 14, 7, 17] . One of the studies in sociology has proposed the concept of triadic closure [16] . In short, it says that if A connects to B and B connects to C, A is likely to connect to C. Our method uses this triangle structure for inferring which links are created by copying which links.
There have been some studies, such as [13] , that use frequent patterns of local graph structure, which are called motifs, for analyzing evolution of social network. The triadic closure structure, which we use in our method, is also a kind of motif.
Recently, there have also been many studies on link prediction in online social network. For example, Liben-Nowell and Kleinberg [12] proposed a prediction method based on the proximity of nodes in the network. Zhang et al. [25] proposed a method that estimates the probability of future links by inferring latent paths of link propagation in the network. They estimate how important each node is as a mediator of link propagation by using a probabilistic model. Our method is based on a similar concept of early adopters. Their method, however, requires multiple snapshots of the network structure at different time point. On the other hand, our method only requires information that can be obtained by crawling the neighbors of the target account in the current snapshot of the network structure. This is one big advantage of our method.
There have also been many studies on estimation of the influential power of nodes in social network. For example, Kwak et al. [10] compared three indicators, PageRank, the number of followers, and the number of retweets, for the estimation of popularity of Twitter accounts. They showed that there is a discrepancy between the number of followers of an account and the popularity of tweets by the account. Weng et al. [22] proposed a method for estimating influential power of Twitter accounts. Their method is based on the number of followers, but they also consider the interests of the followers and compute the probability that each tweet is actually read by the followers. These two studies focus on influential power of nodes in information dissemination, while early adopters in our method are users that have influential power in link propagation.
The discovery of early adopters in online community has been discussed in several studies. Bakshy et al. [3] analyzed how users adopt new contents in a social network in Second Life, and identified early adopters, but also found that early adopters in Second Life do not always have significant influence on the other users. Saez-Trumper et al. [18] proposed a method of identifying early adopters that also have significant influence on the others in information network, such as Twitter, and called such users trendsetters. Zhang et al. [24] proposed a method of identifying bloggers that predicted buzzwords before they became popular. These studies focused on temporal relationship of users' adoption of contents, such as hashtags, URLs, and buzzwords. Goyal et al. [6] also proposed a method of identifying leaders in online communities whose actions, e.g., tagging resources or rating songs, are imitated by many users. On the other hand, we focused on the adoption of new Twitter accounts, i.e., the creation of new follow links, and imitation of them by the followers. In this paper, we show that the idea similar to theirs can also be applied to such a type of actions in order to predict future popularity of new accounts in Twitter.
Another contribution of this paper is to develop a method of estimating link propagation frequency through each user, the information which is not immediately available in Twitter.
ESTIMATION OF COPY FREQUENCY
In this section, we explain how our method estimates the frequency of link propagation through each user. As explained in Section 1, we infer it based on four kinds of information: graph structure, temporal order of link creation, link reciprocity, and similarity among interests of users.
We first define some notations used in this paper. Let G(V, E) be the follow graph of Twitter, where V is the set of Twitter accounts, and E is a set of all follow links among them. ⟨u, v⟩ ∈ E denotes a follow link from an account u to an account v. For u ∈ V , Friends(u) denotes the set of accounts followed by u, and Followers(u) denotes the set of followers of u. Also let Copy(u) denote a set of links created by copying a link from u. What we want to estimate is |Copy(u)| for each u, i.e., the size of Copy(u).
Graph Structure
The most important factor in our estimation is graph structure. In this paper, we focus only on link propagation from a user to its followers. In other words, we assume that users only copy links of their friends (i.e., users they follow).
In Twitter, users often find new information sources by browsing the friend lists of their friends, and follow some of them which seem interesting to them. This kind of practice is not specific to Twitter but rather common to many social media. It is one of key differences between social media and other older media, such as RSS (RDF Site Summary or Really Simple Syndication) [4] , where users cannot browse other users' subscription. We think it is one of the features that promoted the growth of social media over the older media. In addition, in Twitter, users can retweet (i.e., forward) a tweet from their friends to their followers, and when users find a tweet retweeted by a friend interesting to them, they often create direct follow links to the account that originally posted the tweet. Similar forwarding functions are found in many social media. These observations are the rationale of our assumption that link propagation most often occurs from users to their followers. Of course, there are many other ways for users to know new information sources, such as emails from friends and the recommendation service by Twitter. However, our purpose is not necessarily to include all of them, but to choose information that are accurate and useful for the prediction of future popularity of accounts. In other words, precision is more important than recall for our purpose. For this reason, we conservatively focus only on the link propagation from accounts to their followers, information on which is expected to be more accurate than information we can obtain for other types of link propagation. Inclusion of other types of link propagation into the model is an interesting direction for future research.
If we assume that link propagation only occurs from a user to its followers, a link created by imitation must be a part of a triangle consisting of three links: an original link, a link created by copying it, and a link from the user who copied the link to the user whose link was copied. Figure 1 shows an example of such a triangle. In this example, the user w created a link ⟨w, v⟩ by copying a link from its friend u, i.e., by copying ⟨u, v⟩. In other words, a link to v propagated from u to its follower w.
We first collect candidates of links created by imitation by finding triangles of this form. We call such candidate triangles triadic closures. We define a predicate Structure(u, v, w) that determines if u, v, w ∈ V form a triadic closure as follows:
We use this constraint on the structure as the main factor for identifying links created by imitation. We use three other factors (time order of links, link reciprocity, and the similarity between users) as optional factors for further narrowing down the candidates.
Time Order of Link Creation
The first optional factor is time order of link creation. In a triadic closure, the link created by copying must be newer than the other two links. In the example in Figure 1 , ⟨w, v⟩ must be newer than ⟨u, v⟩ and ⟨w, u⟩. Otherwise, it must not be a result of copying.
The information necessary for checking this constraint can be obtained from the current Twitter data. Twitter API provides functions that return a list of followers and a list of friends of a given user. These functions return lists sorted by time when they became
In the triangle at left, ⟨w, v⟩ may be a copy of ⟨u, v⟩, but in the triangle at right, ⟨w, v⟩ can never be. The condition can be determined by the order of u, v in the friend list of w and the order of u, w in the follower list of v, as shown at middle, where the two sets of 1 and 2 represent their time order.
followers or friends from the newest one to the oldest one. Let idx(v, l) denotes the position of v in the list l. A predicate representing whether a triadic closure satisfies the necessary temporal condition is then defined as follows:
, the predicate representing the condition on temporal order of link creation in a triadic closure consisting of u, v, w ∈ V :
Note that a newer link has a smaller index in these lists. Figure 2 illustrates examples of valid triangle (left) and invalid triangle (right). It also shows how we can check the condition (middle). The account v must be newer than u in the friend list of w (temporal order represented by 1 and 2 with circles), and w must be newer than u in the follower list of v (temporal order represented by 1 and 2 without circles).
One disadvantage of this optional condition is that we need to store the time order of friends of w and followers of v.
Reciprocity of Links
The second optional factor, reciprocity of links, is used for distinguishing links to information sources from the other types of links. Follow links in Twitter can be classified into several types, such as links to information sources and links to personal friends [2, 20] . There is also a practice called followback. In Twitter, some users follow back to its followers as an act of courtesy. Among these three types of links, links of the latter two types are usually reciprocal. Personal friends usually link to each other [23, 19] , and links created by followback are always reciprocal. On the other hand, links to information sources are usually non-reciprocal unless the information source is a type of user who follows back to its followers. Therefore, in Twitter, non-reciprocal links are more likely to be links to information sources than reciprocal links are [23, 19] .
For the discovery of early adopters, links to information sources are important. Therefore, we should exclude the other types of links from the candidates of links created by imitation. As it is difficult to fully distinguish links to information sources from the others, we again conservatively exclude reciprocal links because it excludes most of the other types of links (while it also excludes some links to information sources). Another reason we should exclude reciprocal links is that links created by copying links from early adopters are usually non-reciprocal. We define a predicate representing the non-reciprocity condition for a candidate link in a triadic closure by the formula below:
, a predicate representing nonreciprocity condition for a triadic closure consisting of u, v, w: Figure 3 , the link between v and w must be non-reciprocal, while the other two links may be either reciprocal or non-reciprocal.
We expect that we can distinguish triadic closures corresponding to a circle of friends and those corresponding to imitation of early adopters by using this constraint. Our experimental result, which will be shown in Section 7, shows that we can actually improve the precision by using this constraint.
In this paper, we simply exclude reciprocal links from the candidates, but it is also possible to give some smaller weights to triadic closures that have reciprocal links between w and v.
Similarity between Interests of Users
Even if we find a triadic closure and the links in it satisfy the conditions above, the candidate link in it may not actually be a copy of the link in that triadic closure. If the candidate link is also a component of many other triadic closures, it may be a copy of another link in another triadic closure. Figure 4 illustrates such a situation. In this example, the follow link from the user w to the user v is a part of many triadic closures, and it is not obvious who in u1, . . . , un was actually imitated by w.
When we have such multiple candidates, instead of selecting one of them as the original link, we assign each of them the probability that it is really the imitated one. The simplest way to assign the probability is to assign equal probability to all the candidates. We also designed and tested a method that assigns probability that is proportional to the similarity between interests of related users.
This weighting scheme is based on an assumption that link propagation is more likely to occur when the interests of related users are similar to each other. In Twitter, various users with various interests publish or collect information. Early adopters must also have some specific interests, and each early adopter must be good at finding new useful information sources only on those specific topics. Similarly, users imitating early adopters also have some specific interests, and they are more likely to imitate early adopters whose interests are similar to theirs. Our weighting scheme computes weights given to each candidate based on these assumptions.
For example, suppose we have the graph shown in Figure 4 . If the interests of ui and v are similar, v is likely to be an information source on a topic for which ui is a good early adopter. Similarly, if the interests of w and ui are similar, w is more likely to imitate ui than other uj whose interests are not similar to that of w.
We measure similarity between interests of two users by the similarity of their friend lists. Users following similar information sources must have similar interests. Similarity between u, v ∈ V , denoted by Sim (u, v) , is defined as follows: DEFINITION 4 . Similarity between interests of u and v:
The details of how to assign weighted probability to candidates is explained in Section 3.5.
Putting Together
We have explained four kinds of information we use: graph structure, time order of link creation, reciprocity of links, and similarity of friend lists of users. Notice that all of them can be obtained easily only by crawling the neighbors of the target new accounts in the current Twitter graph. This is one important advantage of our method as explained before.
In Twitter, link propagation to followers is especially likely to occur when users have received interesting messages retweeted by their friends. Our method, however, does not use the information on retweeting because it requires monitoring of the tweet stream, and we would lose the advantage of our method mentioned above.
Now we explain how we compute |Copy(u)|, imitation frequency of a user u, by using these four kinds of information. We use graph structure as the main factor, and use the three other factors as optional factors. We tested all eight combinations of the three optional factors in our experiment, and the result shows that the link reciprocity are highly useful in most cases, but time order of links and similarity between users are not useful in most cases.
We first estimate P ⟨w,v⟩ (u), the probability that a link ⟨w, v⟩ was created by copying a u's link ⟨u, v⟩, by the formula below: DEFINITION 5. P ⟨w,v⟩ (u), the probability that the link ⟨w, v⟩ ∈ E is a copy of ⟨u, v⟩ ∈ E:
The formula above corresponds to the case where we use all three optional factors. When we do not use some of them, we simply remove terms corresponding to them from the formula of p ⟨w,v⟩ (x).
In this paper, we defined Structure(x, v, w), Time(x, v, w), and Nonrec(v, u, w) as Boolean predicates. Their values are interpreted as 1 or 0 in the formula above. They are used to give the score 0 to candidates that do not satisfy the corresponding conditions. However, it is easy to generalize these predicates to functions that take some weight values that we want to give to candidates. For example, we can define Nonrec(v, u, w) as a function that gives smaller weights to triadic closures where ⟨w, v⟩ is reciprocal. Such generalization is an interesting direction for future research.
On the other hand, we defined Sim(x, v) and Sim(w, x) as such functions that give proper weights to multiple candidates. Sim usually takes very small values, but they are normalized because of the denominator of the formula defining P ⟨w,v⟩ (u).
We then estimate |Copy(u)| by the formula below: DEFINITION 6. CF (u), the expected value of |Copy(u)|:
We estimate the expected value of the number of times u was imitated by summing up the probability that each candidate link is a copy of the link of u. By using this CF (u), we compute early adopter score of each account, and we also compute future popularity score of each account based on the early adopter scores of its followers.
EARLY ADOPTER SCORE: E
We first define early adopter scores of accounts by using CF (u) in this section.
Because we assume that users copy links only form their friends (in other words, because of Structure(x, v, w)), CF (u) takes its maximum value when all followers of u copied all friend links of u. Therefore, 0 ≤ CF (u) ≤ |Followers(u)| × |Friends(u)|. We then define I(u), the imitation ratio of u ∈ V , as follows. DEFINITION 7. I(u) , the imitation ratio of u:
When the denominator is 0, we let I(u) = 0. I(u) approximates the probability that a link of u is imitated by its follower. It can also be regarded as a variation of clustering coefficient of nodes in directed graphs with special restrictions on the direction of edges. Based on I(u), we define the early adopter score of u. We define it in two ways, and compare their performance by the experiment later. Both definitions try to estimate the expected number of link propagation through u, but they are based on different assumptions.
The first definition is based on the following assumption. Suppose a new information source v is newly followed by an early adopter u. We then expect that each of the follower of u will follow v independently in the probability I(u). Therefore, the expected number of new follow links created by imitating u is |Follower (u)| × I(u).
However, we predict future popularity of an account based on the current snapshot. Even if a recently created account v is followed by an account u in the snapshot, if most followers of u already have links to v in the snapshot, we cannot expect that many users will newly follow v by imitating ⟨u, v⟩. With including this factor in the computation, we define E1(u, v), the first variation of an early adopter score of u with respect to v, as follows. DEFINITION 8. E1(u, v) , the early adopter score of u with respect to v (variation 1):
This corresponds to the expected "increase" of the number of followers of v through u.
The second definition of the early adopter score of u is based on the following assumption. Suppose an information source v is followed by an early adopter u in the current snapshot. Some of the followers of u already have links to v. The other followers of u are not likely to follow v from now because they have not done so until now. However, the new followers that u will obtain from now will follow v by imitating u in the probability I(u). The number of followers that u will obtain from now are unknown, and we simply assume that it is a constant n for any u. Under this assumption, the expected increase of the number of followers of v through u is n × I(u). Because we use early adopter scores for computing ranking scores of accounts, we can ignore the constant n, and we define the second variation of the early adopter score as follows. E2(u, v) , the early adopter score of u (variation 2):
The second parameter v of E2(u, v) is used only for the compatibility with the first variation E1(u, v) , and is not actually used in this second variation.
There is another way to interpret E2(u, v). I(u) represents how good u is as an early adopter. If a new account v is followed by a good early adopter, we can expect that the quality of v is high, and therefore, we can expect that it will have many followers in future, no matter these new followers would find v through u or not. Therefore, we can simply use I(u) for computing future popularity scores of accounts followed by u.
FUTURE POPULARITY SCORE: F
By using the early adopter score defined above, we next define the future popularity score of accounts in this section. We use this score for ranking new accounts based on its prospective popularity.
The simplest way to define it would be to sum up the early adopter scores of all the followers of v:
, sum-based future popularity score of v (simple definition):
where i is either 1 or 2. This simple definition, however, has a problem when we use E1. E1(u, v) represents the expected increase of the followers of v through u, and if u1 and u2 have some common followers, simply summing up E1(u1, v) and E1(u2, v) would double-counts those common followers. Therefore, we should define F Σ 1 (v) in the following way:
where P (e) is the probability of the event e and p(w, ⟨u, v⟩) is the event that w copies the link ⟨u, v⟩. That is, we sum up the probability that a follower w of some follower of v will follow v by imitating any of the followers of v. We compute this probability by assuming that events p(w, ⟨ui, v⟩) and p(w, ⟨uj, v⟩) are independent for i ̸ = j and P (p(w, ⟨u, v⟩)) = I(u). According to our preliminary experiment, however, the performance of F Σ 1 (v) in this definition and that of the previous simpler definition have no significant difference. Therefore, we use the previous simpler definition for both F Σ 1 (v) and F Σ 2 (v). A disadvantage of these sum-based definitions of future popularity scores is that it basically gives higher scores to accounts with many followers. Our purpose is to find new promising accounts even when they do not have many followers now. Therefore, if a new account has only a few followers, but all the followers are very good early adopters, we want to assign a high score to it. Another way to define future popularity scores with emphasis on such an aspect is to use g-index [5] instead of sum in the following way.
, future popularity score of v based on g-index:
where i is either 1 or 2 and RG(S) is a function that computes the rational g-index [21] of the set of real numbers S. F g i (v) is a rational g-index of the set of the early adopter scores of the followers of v. Given a set S of values, its g-index can be computed by the following procedure. First we make a list L by sorting values in S in decreasing order. Let L[i] be the i-th value in L. We then find a maximum g that satisfies
, where c is a parameter. Such a g is the g-index of S. G-index of a set S is affected only by largest values in S. G-index only takes natural numbers, but rational g-index is an extension of g-index to rational numbers [21] .
The methods explained above compute the future popularity score of an account based on the early adopter scores of its direct followers. We can easily extend this method to a recursive method based on various infection models. As explained before, E1(u, v) represents the expected number of link propagation from u to its followers and E2(u, v) represents the probability that links are propagated from u to its followers. We can interpret them as the propagation probability of a disease, and can run some algorithms that predict how many users will be infected starting from a given infected user. We tested such recursive versions of our method by using some simple algorithms, but such a recursive method did not improve the performance of our method in our experiment. We will investigate this problem in our future research.
TWO ALGORITHMS
We have developed two algorithms to compute CF (u), which is a core part of the computation of Ei (u, v) and Fi(v). The first one computes CF (u) only for a given account u, and the second one computes CF (u) of all accounts in the given graph.
When we only want to compute the future popularity score of specific accounts, we only need to compute early adopter scores of their followers. The first algorithm is useful for such a case. We omit the formal description, but it first collects all candidate triadic closures simply by retrieving all the friends of the followers of the given account u, and checking if they are also friends of u. If we assume follower lists and friend lists are stored in hash tables, its time complexity is in O(d 2 ) where d is the average degree of the graph. For each found triadic closure consisting of u, v, w, we also need to collect other candidates of the imitated user, u1, . . . , un (see Figure O(d) . Therefore, the total complexity of the computation of CF (u) of the given u is in O(d 3 ) . Because an account has d followers in average, we can compute the future popularity score of an account in O(d 4 ) .
4). It can be done by computing Followers(v) ∩ Friends(w), and its complexity is in
The second algorithm computes CF (u) of all accounts in the graph in a similar way as the formula in Definition 6. It examines each follow link in the graph one by one. For each link, we collect candidate links that can be the original of the link, and give the owner of each link the probability that it is the original. At each account, these given probabilities are accumulated. By summing up all these probability values given to a user u, we obtain the value of CF (u). This algorithm is shown in Algorithm 1. When we use no optional factors, we actually do not need to compute p ⟨w,v⟩ (u) in Algorithm 1 because it always returns 1 given that ⟨w, v⟩ ∈ E and u ∈ Followers(v) ∩ Friends(w). Therefore, the time complexity of this algorithm is in O(md) in that case, if we assume Followers(u) and/or Friends(u) are stored in a hash table. Even if we include the factor Time and Nonrec in p ⟨w,v⟩ (u), we can simply skip the loop for ⟨w, v⟩ that does not satisfy these conditions, and the complexity of the algorithm is still in O(md). When we include the factor Sim, the computation of Sim inside the loop is in O(d) , so the overall complexity is in O(md 2 ).
The first algorithm, which runs in O(d 4 ) for each account, is far faster when we want to compute future popularity scores only for a small number of accounts, but according to our experiment, the latter algorithm, which runs in O(md) for the entire graph, is faster even when we compute early adopter scores for slightly less than a thousand of nodes.
EXPERIMENT
In this section, we evaluate our method by the experiment on a Twitter data set. We first explain the data set used in our experiment and the procedure of our experiment. After that, we will explain the baseline methods with which we compared our methods. Finally, we show and discuss the results of the experiment.
Data Set
We use the snapshot of a part of Twitter follow graph created by Li et al. in May 2011 [11] . This data set was produced by random crawling of follow links starting from randomly selected 100,000 users. In this graph, |V | = 21, 604, 165 and |E| = 284, 885, 001. Let D11(V, E) denote this graph.
We extracted all accounts in D11 that were within two weeks, three weeks, and four weeks from its creation date, and that had at least 10 followers, 20 
Procedure of Experiment
We run our experiment in the following procedure:
1. For all accounts in the data set T x y , we estimated their future popularity both by our methods and by various baseline methods, and produce lists of the accounts sorted in the order of their estimated future popularity.
2. We used the number of their non-reciprocal followers as of May 2015, which we denote FW 2015 nr (u), as the true future popularity of the information sources, and produce a list of the accounts sorted in that order.
3. We compare the list produced by each estimation method and the list based on FW 2015 nr (u). For the comparison, we used Spearman's rank correlation coefficient (ρ) and the normalized discount cumulative gain (nDCG). Spearman's ρ reflects the accuracy of the whole ranking, while nDCG only reflects the accuracy of the top part of the ranking.
Tested Proposed Methods
In Section 4, we showed two definitions of early adopter scores, E1 (u, v) and E2(u, v) , and we also showed two ways to calculate future popularity scores, F Σ i and F g i . We also have three optional factors in the computation of CF (u), and there are eight combinations of them. In total, we have 32 combinations of them and we compared them in our experiment. In this paper, however, we omit the result of the methods that use temporal order of links because it did not improve the accuracy of our method, and also because of the space limitation.
In the following, let r denote the optional factor of link reciprocity, and let s denote the optional factor of similarity between users. For example, F Σ 2 (r) denotes our method that uses E2(u, v) and F Σ i (v), and only uses the link reciprocity option. The parameter c for g-index was hand-tuned to the following values in each case. E1: 50000, E1 + r: 100000, E1 + s: 50000, E1 + r, s: 50000, E2: 1, E2 + r: 10, E2 + s: 1, E2 + r, s: 10.
Baseline Methods
We next explain the baseline methods we compared with our method, and also explain their parameters. HITS: It computes authority scores and hub scores of accounts [9] , and we use the authority score as the indicator of future popularity. In this experiment, we set the number of iterations to 10, with which the scores sufficiently converged. Nonreciprocal HITS (HITSnr ): The same as HITS, but it computes authority scores and hub scores on the graph consisting only of non-reciprocal links. The number of iterations is 10, with which the scores sufficiently converged. PageRank (PR): It estimates the future popularity by using PageRank score [15] . In this experiment, we set the damping factor d = 0.9, which produced the best results among 0.1, 0.2, . . . , 0.9, and we set number of iterations to 100, with which the scores sufficiently converged. Nonreciprocal PageRank (PRnr ): The same as PageRank, but it computes PageRank scores on the graph consisting only of nonreciprocal links. We set the damping factor d = 0.9, which produced the best results among 0.1, 0.2, . . . , 0.9, and we set the number of iterations to 100, with which the scores sufficiently converged. Adamic/Adar (ADΣ, ADµ): It estimates the future popularity of v by estimating the probability of new links to v from other nodes based on Adamic/Adar index [1] . Given an account v, we collect all its friends, and also all the followers of those friends. Then we compute Adamic/Adar index for v and all these followers with regarding their common friends as the common items. The ordinary Adamic/Adar sums all the obtained index values, but we compared both summation (ADΣ) and mean (ADµ).
Result and Discussion
We first show the distribution of the early adopter scores of all accounts in D11. Figure 5 shows the distribution of CF (u) (left) and I(u) (right), plotted in log-log graphs. Is is known that the number of followers in Twitter follows the power law, and CF (u) can be larger when u has more followers (and more friends), but distribution of CF (u) is more skewed than the power law distribution. On the other hand, the distribution of the imitation ratio I(u) has a peak in the middle, except for a higher peak at the left, which includes many accounts whose I(u) = 0.
We next compute the correlation between the ranking based on FW 2015 nr and the ranking by each method. The left half of Table 1 lists Spearman's ρ values between them. In each column, the best scores among the baseline methods and the best scores among the 16 variations of our method are shown in bold fonts. In addition, the best scores among the both of them are underlined.
Among the baseline methods, FW and FR achieved higher correlation than those without reciprocal links. On the contrary, HITS and PR without reciprocal links achieved higher correlation than those with reciprocal links. Among them, HITSnr was the best, and PRnr follows. These methods have higher correlation for the data set including accounts with more followers. On the other hand, AD methods have negative correlation, and ADµ has surprisingly high negative correlation, which means it is a good index for predicting future popularity of accounts. It also has higher correlation for the data set including accounts with more followers.
However, our method, especially F Σ 2 (r), achieves even higher correlation except for two cases, T 2 20 and T 2 30 , where our method is outperformed by ADµ. These two data sets include accounts that have obtained many followers (more than 20 or 30) within a short time (2 weeks). This means that ADµ works better for accounts that started to get popular soon after the creation.
We performed some error-analysis, and the result shows that the main factor lowering the accuracy of all the methods is the existence of many accounts that had some followers in D11 but are inactive or deleted as of 2015. Therefore, we also created data setŝ T that only include accounts that are active in 2015. The right half of Table 1 shows the result on these data sets. ForT , all methods achieve higher accuracy than for T , i.e., the data set including inactive users. This suggest that we should combine our method with some method that predict if a given account will last long or not. Our method again outperforms baselines. Notice that F Σ 2 (r) outperforms the baseline methods for allT although their scores are not in bold fonts forT x 10 , where F Σ 2 (r) is outperformed by F g 2 .
data set and each method. FW to ADµ are baseline methods, F1 and F2 are our methods. T denotes data sets including both active and non-active users.T denotes data sets only including active users. For each data set, the best scores among the baseline methods and the best scores among 16 variations of our method are shown in bold fonts. The best scores among both of them are also underlined. A variation of our method F Σ 2 (r) outperforms the baseline methods except for T 2 20 and T 2 30 . Notice that F Σ 2 (r) outperforms the baseline methods for allT although their scores are not in bold fonts forT x 10 simply because F g 2 achieved even better results for these data sets. PR E 2 is a recursive extension of F Σ 2 (r), which did not improve F Σ 2 (r). LR is a linear regression combining HITS, HITSnr , ADµ, F Σ 1 (r), and F Σ 2 (r), which achieved the best accuracy for all the data sets. Table 1 also shows the results of PR E 2 which is a simple recursive extension of F Σ 2 . We omit the details of this method, but it did not improve the performance of F Σ 2 . Figure 6 shows scatter diagrams between FW 2015 nr and three methods that showed high correlation, i.e., HITSnr , ADµ, F Σ 2 (r), for the data set T 2 10 (left) and T 4 20 (right). In the scatter diagrams for HITSnr , there are horizontal rows of points near the bottom. They are accounts that had no non-reciprocal followers in D11. HITS and PageRank applied to the graph without non-reciprocal links achieve high ρ values, but they have this problem.
The diagrams in Figure 6 show that the accuracy of each method is not equal in the top, middle, and bottom parts of rankings. When we directly use these rankings, the top part of the entire ranking is usually the most important. On the other hand, when we select new accounts related to a given topic (e.g., by using keyword queries on tweets or profiles), and only show them to users, they may be in the middle or other parts in the entire ranking, so the top part of the entire ranking is not necessarily the only important part.
For evaluating the performance in applications where only the top part is important, we compared baseline methods and our methods by nDCG. The nDCG is a measure of ranking quality, where accuracy in the top part is more important than that in the lower part. nDCG@k is a measure that computes nDCG only for top k in the ranking. We calculated nDCG@k of each method with various k values for several data sets. Table 2 shows the result. The best scores among the baselines and the best scores among our methods are shown in bold fonts. The best scores among both of them are also underlined.
Among the baselines, HITSnr , PR, PRnr , and ADΣ achieved best scores for some cases. In this comparison, our method could not outperform baselines in most cases. It is mainly because topranked accounts were already popular at 2,3,4 weeks after the creation, and our method is not as good as some baselines for accounts that are already popular now. However, we emphasize again that the top part of the entire ranking is not the only important part when we select some accounts and only show them to users.
We also calculated the correlation between our methods and baseline methods. Table 3 shows the result for T 4 10 . The result shows that there are very low correlation between the good baseline methods, such as HITSnr and ADµ, and our best methods. This suggest that we can achieve better performance by combining these methods. Following this observation, we tested linear regression combining the best baseline methods and our two methods, i.e., HITS, HITSnr , ADµ, F Σ 1 (r), and F Σ 2 (r). We learned weight parameters for ranking positions of accounts by each included method so that they fit the positions of the accounts in the correct ranking, and evaluated the result by 10-fold validation. Table 4 shows the weight parameters we obtained. Both F Σ 1 and F Σ 2 were given high β values, which means they have high contribution to the result. All p values are small enough, which shows data set nDCG@k @10 @20 @50 @100 @10 @20 @50 @100 @10 @20 @50 @100 this result is statistically reliable. The accuracy of this combined method is shown at the line LR at the bottom of Table 1 . This method achieved the best accuracy in all cases.
CONCLUSION
In this paper, we proposed a method of ranking new Twitter accounts according to their prospective future popularity. Our method first finds early adopters, who are good at finding new useful information sources earlier than others. Even if a new account currently has only a few followers, if the followers are good early adopters, we expect the new account will have many followers in future. We find early adopters based on the frequency of link propagation through them, i.e., how often their follow links are copied by their followers. We also developed a method that estimates the frequency of link propagation through each user by using four factors: graph structure, temporal order of creation of links, reciprocity of links, and similarity between interests of users.
We evaluated the performance of our method by creating a ranking of new Twitter accounts based on future popularity estimated by our method, and comparing it with the ranking based on the number of followers they actually obtain later. The comparison based on Spearman's ρ shows that our method outperforms various baseline methods in most cases. Our method is especially good for users that were not popular at the time of prediction.
On the other hand, our method was outperformed by some baselines in the comparison based on nDCG. It is mainly because the top part of the rankings include many accounts that were already popular at the time of prediction.
Because the ranking by our method and the rankings by the best baseline methods have very low correlation, we also tested linear regression combining our method and the best baseline methods. It achieved the best accuracy for all the data sets.
