Abstract-The authors recently proposed several model predictive control (MPC) approaches to manage residential level energy generation and storage, including centralized, distributed, and decentralized schemes. As expected, the distributed and decentralized schemes result in a loss of performance but are scalable and more flexible with regards to network topology. In this paper we present a distributed optimization approach which asymptotically recovers the performance of the centralized optimization problem performed in MPC at each time step. Simulations using data from an Australian electricity distribution company, Ausgrid, are provided showing the benefit of a variable step size in the algorithm and the impact of an increasing number of participating residential energy systems. Furthermore, when used in a receding horizon scheme, simulations indicate that terminating the iterative distributed optimization algorithm before convergence does not result in a significant loss of performance.
I. INTRODUCTION
With the proliferation of residential rooftop solar photovoltaics and the increasing availability of cost-effective residential-scale energy storage solutions (e.g., batteries or fuel cells), there is a need to coordinate the storage charge/discharge schedules so as to avoid large demand peaks or troughs. In [16] , [15] , the authors proposed three different model predictive control (MPC) schemes to smooth the energy demand of a collection of residences. These MPC schemes involved a centralized approach, requiring full communication of all relevant system variables, a distributed approach, requiring limited communication of relevant system variables, and a decentralized approach, requiring no communication of system variables. While all three approaches succeeded in smoothing the aggregate energy demand, unsurprisingly the centralized approach achieved better performance when compared to the distributed and decentralized approaches, but suffered from an inability to scale to a large number of residential systems.
In this paper, we present a distributed optimization algorithm with the goal of recovering the performance of the centralized MPC scheme whilst remaining scalable. In other words, we focus on the solution of a single, finite time horizon, optimization problem implemented in a distributed fashion.
At least in the control literature, the field of distributed optimization traces its roots to the thesis of Tsitsiklis [13] (see also [2] ). Much of the recent work in this field has involved multi-agent systems trying to optimize a global objective function under different conditions; see for example [6] , [8] , [9] , [10] , [17] and the references therein. A common feature in many of these references is the assumption that the global cost function can be decomposed as a sum of the cost functions for each individual agent. However, the cost function naturally used to solve the problem of smoothing the energy demand is not decomposable in this way.
In [5] , a closely related problem is solved where an electricity retailer aims to minimize the cost due to discrepancies between the power the retailer bids to use and what its customers actually use. Again, this gives rise to a different cost function to that which we propose.
The paper is organized as follows. In Section II we introduce the mathematical model of the Residential Energy System (RES) and define the desired performance metrics. The centralized MPC approach is presented in Section III and our proposed distributed computation algorithm is described in Section IV-A. A brief comparison with primal/dual decomposition is provided in Section IV-B. A simulation study using data from an Australian electricity distribution company, Ausgrid, is undertaken in Section V. In particular, we demonstrate the benefit of a varying step-size in the distributed optimization algorithm (Section V-A), we examine the impact of increasing the number of systems (Section V-B), and the effect of early termination of the distributed optimization algorithm is illustrated (Section V-C). Concluding remarks are provided in Section VI.
II. THE RESIDENTIAL ENERGY SYSTEM
Let I ∈ N be the number of RESs connected in the local area under consideration. We summarize a simple model of RES i, i ∈ {1, . . . , I}, presented in [15] (1) is time-invariant, the performance output (2) depends on the time varying quantity w i (·). The RES network is then defined by the following discrete-time system
where x, u, w, z ∈ R I , and the definitions of f and h are given componentwise by (1) and (2), respectively. For each RES i ∈ {1, . . . , I}, the constraints on the battery capacity and charge/discharge rates are described by the constants C i , u i ∈ R >0 and u i ∈ R <0 , i.e.,
Our goal is to flatten the performance output z. We introduce two relevant performance metrics. To this end, let
denote the average power demand at time k and let N denote the number of samples comprising a simulation length. The performance metric of peak-to-peak (PTP) variation of the average demand of all RESs is given by
The second performance metric of the root-mean-square (RMS) deviation from the average is defined as
with the average demand Υ :=
III. CENTRALIZED MODEL PREDICTIVE CONTROL
We recall a model predictive control (MPC) algorithm for the control of a network of RESs introduced in [15] and [16] , respectively. This approach is a centralized MPC (CMPC) scheme, in which full communication of all relevant variables for the entire network as well as a known model of the network are required. In Section IV-A we present a distributed optimization algorithm which is based on local optimization problems, keeping the flexibility of the network topology, while maintaining optimality with respect to the CMPC approach.
MPC iteratively minimizes an optimization criterion with respect to predicted trajectories and implements the first part of the resulting optimal control sequence until the next optimization is performed (see, e.g., [12] or [7] ). To this end, we assume that we have predictions of the residential load and generation some time into the future that is coincident with the horizon of the predictive controller. In other words, given a prediction horizon N ∈ N, we assume knowledge of w i (j) for j ∈ {k, . . . , k + N − 1}, where k ∈ N 0 is the current time.
To implement the CMPC algorithm, we compute the network-wide average demand at every time step k over the prediction horizon bȳ
and then minimize the joint cost function
with respect to the predicted control inputsû(
, i ∈ {1, 2, . . . , I}, subject to the system dynamics (1), the current state
T , and the constraints (3) for i ∈ {1, . . . , I}. The vector of the predicted performance outputẑ(·) is defined in the same way as the predicted control u(·). To simplify the notation, the current time k is dropped when it does not deliver extra information. Additionally we use the notation u(j) = (u 1 (j), . . . , u I (j))
T for a fixed time j ∈ N. The same holds for the other variables x, w, and z.
In Figure IV. CENTRALIZED MPC WITH DISTRIBUTED COMPUTATION In this section, we propose a hierarchical distributed model predictive control (DiMPC) approach where each RES can communicate with a central entity to achieve the performance of the CMPC algorithm, i.e., a network-wide objective while keeping flexibility. The optimal value returned by the distributed optimization algorithm coincides with the optimal value of the minimization problem (5) . A proof of convergence can be found in [4] .
A. The Distributed Optimization Algorithm
The distributed optimization algorithm 1 is based on the cost function (5) introduced in the centralized setting. Instead of solving one minimization problem, several iterations are performed at every time step k in which every RES minimizes only over its own control variables. The central entity communicates the aggregated performance output between the systems and computes an appropriate step size θ in every iteration.
At time step k, the algorithm is initialized withζ :=ζ(k) (cf. Equation (4)), w i (j) := w i (k + j), j = 0, . . . , N − 1, i ∈ {1, 2, . . . , I}, and x(0) := x(k).
Algorithm 1 Distributed Optimization Algorithm
Input:
j=0 , andζ.
• Central Entity: Number of RESs I, N ,ζ, maximal iteration number max ∈ N ∪ {∞}, desired precision ε. Initialization:
j=0 .
• Central Entity: Set the iteration counter = 0 and
• Compute the step size θ as
• Computeẑ +1 (j) := θ ẑ (j) + (1 − θ )ẑ (j) and the predicted average demand Π (j) :=
for j ∈ {0, 1, . . . , N − 1}. Then, evaluate the performance index
• If |V +1 − V | < ε or ≥ max holds, terminate the algorithm. Otherwise transmit θ and (Π (j))
Phase 2 (RES i, i ∈ {1, 2, . . . , I}): Receive θ and (Π (j))
• Solve the (local) minimization problem
subject to the system dynamics (1),x i (0) = x i (0), and the constraints (3) to obtain the unique minimizer (ẑ
Note that Π (·) only depends onẑ +1 (·). The index is chosen in such a way that in iteration , the predicted average Π (·) has to be transmitted. A feasible initialization of RES i, i ∈ {1, . . . , I} is for example given byẑ
, which corresponds to the choice u 1 (·) ≡ 0 and can be replaced by any other admissible initialization. Algorithm 1 is terminated either after a fixed number of iterations max or if the stopping criteria |V +1 − V | < ε is satisfied. The communication structure of Algorithm 1 is visualized in Figure 2 .
Iteration`, Phase 1 Central Entity
The input u(k) is defined by the update rule of Equation (8), i.e., as a convex combination of the last two computed inputs. Since the constraints define a convex set it is ensured thatẑ +1 i (·) corresponds to an admissible input sequence in every iteration. Moreover, note that solving the minimization problem (6) is equivalent to a simple function evaluation as proven in the following proposition.
Proposition 4.1: If (ẑ (j))
j=0 , the parameter θ in iteration is given by the projection of
to the interval [0, 1], i.e., θ = max{0, min{θ, 1}}. Proof: In order to show the assertion, we define the function
Since F is strictly convex, the assertion follows by solving This follows by computing −I 2 /2 · F (θ):
Alternatively to the variable step size θ computed in Equation (6), the fixed step size θ = 1/I leads to a decrease of the optimal value V in every iteration and convergence to the optimal value of the CMPC minimization problem (see [4] for a proof). In Section V the impact of a fixed and a variable step size is illustrated by simulations.
In every iteration, the central entity communicates N values (the average consumption at each time within the prediction window) and the parameter θ to all RESs. In the reverse direction, each RES transmits N values in each iteration. Hence, the amount of data transmitted by the central entity is independent of the number of systems and the information can be broadcast. Since the optimization problems are solved by the RESs individually, the complexity of the algorithm does not grow with the number of systems. The central entity does not make use of the constraints (3). Changing system dynamics, constraints or adding/removing single systems can be achieved easily on a local level, making the algorithm nicely scalable -in contrast to CMPC.
B. Comparison to primal and dual decomposition
In this section we compare Algorithm 1 with primal and dual decomposition algorithms described in [3] . Decomposition approaches describe methods to break a single optimization problem into several optimization problems which are easier to solve. Primal decomposition refers to the decomposition of the original problem while dual decomposition manipulates the dual formulation.
Consider the minimization problem
given in [3] . Here f denotes a convex function and P a polyhedron of suitable dimension. Assume that the function f and the polyhedron P can be split such that the minimization problem (9) can be equivalently written as
with convex functions f i and polyhedra P y and P i for i ∈ {1, . . . , I}. Hence the objective function is decoupled with respect to the variables v i , and for a fixed value y ∈ P y , one can solve the minimization problems
separately. This technique of rewriting (9) as several problems of the form (11) is called primal decomposition. To solve the problem in a distributed way, (11) is solved for all i ∈ {1, . . . , I} and a fixed value y ∈ P y . Afterwards, the optimization variable y is updated and the process is repeated until an optimal solution is found. In our case, the minimization problem (5) can be written as
where v i = u i and
with constant values ξ(j). Observe that due to the square, the function f is not separable with respect to the variables v 1 , . . . , v I . Additionally, an analog of the variable y does not exist in our setting. Nevertheless, it is possible to find similarities between primal decomposition and Algorithm 1. We define the values
for given valuesṽ i (j). Then we can define the functions
and the corresponding minimization problems
which are separated for constant values y i or constant values v i , respectively. Hence, the minimization problems can be solved in a distributed manner by iteratively updatingṽ i . One way of updatingṽ i is given by Algorithm 1. In contrast to primal decomposition, however, we point out that in our case y i is not an optimization variable and we need an individual y i for every f i . In dual decomposition, the minimization problem (10) is written in the form
Instead of fixing the parameter y, y i is used as an additional optimization variable. The optimization problem (12) can be separated by looking at the Lagrangian and fixing the Lagrange variables. In dual decomposition, the minimization problems are solved for the unknowns (x i , y i ) and fixed Lagrange variables for the next iteration, the Lagrange variables are updated until a solution is found. As emphasized above, the variable y does not exist in our objective function and hence, dual decomposition is not applicable in our context. V. A NUMERICAL CASE STUDY A numerical case study is presented in order to show the benefit of DiMPC compared to CMPC. This case study is based on anonymized load and generation profiles of residential customers provided by an Australian electricity distribution company, Ausgrid, based in New South Wales.
The numerical experiments are conducted using the interior point solver IPOPT [14] and the HSL mathematical software library [1] 
A. Choice of the Step Size θ
In this subsection we investigate the role of the step length θ. To this end, 20 RESs are simulated for a duration of 3 days (N = 144, T = 0.5[h]). In Figure 3 we visualize the number of iterations until a certain accuracy If a fixed step size θ = 1/I is used instead of a variable θ according to Proposition 4.1 the required number of iterations is, on average, twice as large, see Table I . Average, minimum, and maximum number of iterations to achieve a certain accuracy for variable and fixed θ.
In Figure 4 the average deviation in iteration from the benchmark CMPC solution, i.e.,
The average is taken with respect to each sampling instant k with simulation length N = 144. Hence, the convergence speed of the distributed optimization algorithm with step size θ in accordance with Proposition 4.1 clearly outperforms its counterpart using constant θ = 1/I. The constant line after approximately 120 iterations is due to the optimization accuracy of IPOPT. 
B. Impact of the Number of Systems
Next, we analyze the dependence of the (average) number of iterations on the number of RESs. To this end, the number of RESs, I, is varied within the set {10, 20, . . . , 300}. Then, the number of iterations is counted until the accuracy |V − V | ≤ 10 −2 is obtained both for variable and fixed step size θ. In Figure 5 , we observe a linear growth in the number of iterations for fixed θ while this number is significantly smaller and seems to grow sublinearly in the case of variable θ. In conclusion, the number of iterations stays moderate for variable θ while it may become too large for θ = 1/I to make the algorithm applicable for a (very) large number of RESs. 
C. Imperfect Optimization
As shown in Figure 5 , Algorithm 1 needs about 42 iterations on average to obtain an accuracy of 10 −2 in the setting of 100 RESs and variable θ.
However, in practice, it may be necessary to terminate the algorithm after a fixed number of iterations; e.g., due to a fixed allowable computation time. We examine two issues. The first is merely the performance of Algorithm 1 with a fixed number of iterations. The second is the closed loop performance of Algorithm 1 with a fixed number of iterations when used in a receding horizon fashion. We first compute the deviation |V (k) − V (k)| at each time instant k within the simulation window and, then, we analyze the MPC closed loop performance. If the step size θ is chosen such that (6) is solved in each iteration the total deviation is still large after 10 iterations, but the closed loop performance already looks convincing, see Figure 6 . On the contrary, the closed loop performance is not satisfactory for fixed θ as seen in Figure 7 . The same conclusions can be drawn for even smaller iteration numbers (see Table II ). Deviation of Distributed MPC with incomplete optimization and CMPC for 100 RES -in dependence of the step size θ.
Remark 5.1: For the considered dataset in this section, i.e., the 144 samples and a variable number of RESs, the values of V are in the interval [0.054, 1.850] . A large (small) V corresponds to a large (small) deviation from the average ζ. Therefore, we use the absolute error V − V ≤ instead of the relative error V − V ≤ · V as a qualitative measure of the results. If V is small the performance with respect to our metrics is good even if the relative error might still be large. The choice ε = 10 −2 for most of the numerical simulations seems to be reasonable for our application, but can be replaced by any other value.
VI. CONCLUSION
In this paper we have presented a hierarchical distributed optimization algorithm for the application to the problem of smoothing energy consumption in a residential electricity network where residences have small scale generation (e.g., rooftop solar photovoltaic panels) and storage (e.g., a battery). This iterative message-passing algorithm asymptotically recovers the optimal value of the centralized optimization problem. Via a simulation study, the optimization algorithm has been shown to scale well with the number of systems and, when used in an MPC scheme, to retain good performance when the algorithm is terminated after a fixed number of iterations. Furthermore, we have demonstrated the benefit of implementing a variable step size.
