The Role of prosodic skills in reading comprehension by Whalley, Karen M.
The Role of Prosodic Skills in Reading Comprehension 
 
 
 
 
 
 
 
 
 
Karen May Whalley 
Bachelor of Psychology (Honours) 
Graduate Diploma of Psychology (Distinction) 
Bachelor of Business 
 
 
 
 
 
A thesis submitted as fulfilment for the Degree of Doctor of Philosophy 
School of Psychology and Counselling 
Faculty of Health 
 
 
 
2017 
  
ii 
 
 
Keywords 
Prosody, reading development, reading comprehension, suprasegmental phonology, relative 
clauses, syntax, Event-Related Potentials, RAN, LAN, P600.  
iii 
 
 
Abstract 
Prosody, often described as the rhythm and melody of language, is a pervasive aspect of spoken 
language whose impact on written language has become the focus of recent research. This thesis 
examines the role of prosody in reading comprehension. The widely-accepted simple view of 
reading (Hoover & Gough, 1990) posits that reading comprehension depends on two key 
components: written word identification and listening comprehension. This empirically 
supported view does not consider the paucity of prosodic information provided in written 
language, compared to the prosodic richness of spoken language, and thus, the requirement upon 
the reader to imbue text with prosody in the service of good comprehension. The central 
proposition of the thesis is that prosodic skills play a unique, but largely unrecognised, role in 
comprehending written language, beyond the indirect role in supporting word identification and 
listening comprehension accommodated by the simple view of reading.  
Studies 1 and 2 examined this hypothesis in a developmental context. Previous studies 
have demonstrated a unique relationship between children’s prosodic sensitivity (the ability to 
discern and manipulate the prosodic features of spoken language) and word-level reading skills, 
after controlling for segmental phonological skills (phonological awareness).  Few studies have 
specifically examined the role of prosodic sensitivity in reading comprehension, and none to date 
have controlled for listening comprehension, the other key component of the Simple View of 
Reading.  
Studies 1A (grade 3 children) and 1B (grade 5 children) used a cross-sectional design and 
multiple regression analyses to test the hypothesis that prosodic sensitivity contributes directly to 
children’s reading comprehension, over and above the indirect role of prosodic sensitivity in 
supporting written word decoding and listening comprehension. One measure of prosodic 
sensitivity (the Derived Word Production task) contributed significant unique variance in reading 
comprehension, after accounting for both components of the simple view of reading. This effect 
was found for grade 3 children (Study 1A), but not for grade 5 children (Study 1B), suggesting 
that prosodic skills may be more important to reading comprehension in younger readers, who 
rely on prosodic cues to support less well-developed syntactic skills.  
Study 2 extended this investigation to grade 4 children, and addressed the potential 
confounding effects of morphological knowledge on the Derived Word Production prosodic 
measure and its unique relationship to reading comprehension. Prosodic skills, assessed by the 
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Derived Word Production task, and an additional prosodic measure without a morphological 
component (the Question/Statement task), each explained unique variance in grade 4 children’s 
reading comprehension, after controlling for morphological skills, word decoding and listening 
comprehension. Together, these developmental studies provide evidence for a specific role for 
prosodic skills in reading comprehension in early readers (grades 3 and 4), a role not recognised 
within the simple view of reading.  
Study 3 used the electroencephalography (EEG) technique, in an adult sample, to capture 
the processing of syntactically complex sentences in real time.  Using an experimental design, 
the prosodic content of syntactically complex sentences was manipulated to assess the impact of 
prosody on online sentence processing, as well as comprehension. As EEG data for listening and 
reading cannot be directly compared, auditory sentences without prosody were used as an 
analogue of reading.  As predicted, complex sentences without prosody were comprehended less 
well by mature readers than the same sentences with normal prosody. Contrary to predictions, 
the EEG data did not show evidence of additional processing of the non-prosodic (reading 
analogue) sentences to compensate for the lack of prosodic cues. Rather, there was more right-
hemisphere processing for the complex sentences with prosody, namely, a right anterior 
negativity (RAN) indicating processing of the prosodic cues available in these sentences, and 
higher P600 amplitude for right-hemisphere electrodes for the prosodic versus the non-prosodic 
sentences, suggesting that an interaction of prosodic and syntactic processing supported the 
superior comprehension of the normal prosodic sentences.  
Together these studies demonstrate that prosody (or its lack) has a direct impact on 
reading comprehension, for both developing and mature readers.  A combination of behavioural 
methods with developmental samples (Study 1 and 2) and both behavioural and online methods 
with an adult sample (Study 3) has consistently demonstrated an impact of prosodic cues on 
reading comprehension, albeit a changing impact as readers’ competence improves. The results 
of all three studies challenge the assumption of the simple view of reading (Hoover & Gough, 
1990) that written word decoding is the only source of difference between listening and reading, 
and that once words have been decoded, listening and reading comprehension are essentially 
identical.  
Prosody, which is abundant in spoken language, and is impoverished in written language, 
is an important source of linguistic information that should be considered in models of both 
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mature reading and reading development. Further the simple view of reading needs to 
incorporate the direct contribution of prosodic skills to reading comprehension, for at least 
beginning readers. 
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Glossary of Terms 
Closure positive shift (CPS): The CPS is an ERP elicited by the prosodic processing of 
intonational prosodic boundaries, 300 to 500 ms after the boundary is realised (Itzhak, Pauker, 
Drury, Baum, & Steinhauer, 2010). For example, the prosodic boundary marked by # in the 
sentence, While Billy was playing the game# the rules seemed simple elicits a CPS. 
Electroencephalography (EEG): Electroencephalography measures neuronal activity as 
individuals undertake processing tasks by capturing voltages from electrodes placed on the scalp 
(Olejniczak, 2006). The EEG technique is non-invasive and has superior temporal ability over 
imaging techniques to track online processing at the level of milliseconds (Kutas & Federmeier, 
2000).  
Event related potentials (ERP): Event-related potentials (ERPs) are brain generated electrical 
potentials elicited in response to specific processing events such as response to stimuli, cognitive 
decision-making etc., (Luck, 2012). 
Implicit Prosody Hypothesis: The implicit prosody hypothesis states that readers implicitly 
generate prosodic structures largely missing in written text to match, that generated in spoken 
utterances (Fodor, 2002a, 2002b). 
Left anterior negativity (LAN): There are two types of LAN; local phasic and sustained LAN. 
The local phasic LAN represents the second processing phase of Friederici’s (2002, 2011) model 
of auditory sentence processing, when semantic/syntactic relations such as agreement between 
subject and verb in language are computed. The local LAN is elicited 300 to 500 ms after the 
incongruous/unexpected word in sentences (e.g., John believes that her will win) (Friederici, 
2004). The sustained LAN is elicited in complex sentences, and denotes working memory 
resources used for referring back to previous elements in the sentence (e.g., The fireman who the 
cop speedily rescued sued the city over working conditions) (p. 193, Müller, King, & Kutas, 
1997). The sustained LAN is elicited 300 to 2000 ms after the relative clause has finished (e.g., 
after rescued in the previous sentence).  
Morphology: The linguistic sub-system encompassing the combination of morphemes, being the 
smallest units of meaning in language into complex words (e.g., sleep-talking, talk/talked. 
sleep/sleepiness) (Lieber, 2010). 
P600: The P600 is the ERP elicited in the third phase of syntactic processing in Friederici’s 
(2002, 2011) of auditory sentence processing, reflecting general syntactic processes including 
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syntactic repair/reanalysis (e.g., The spoilt child throw the toys on the ground, Hagoort, Brown, 
& Groothusen, 1993), and the processing of complex sentence structures (e.g., The patient met 
the doctor to whom the nurse with the white dress showed the chart during the meeting, Gouvea, 
Phillips, Kazanina, & Poeppel, 2009). The P600 occurs between 500 and 1200 ms after the 
critical word, and is centro-parietal in location (Roll & Horne, 2011).  
Phonemic awareness: the ability to understand the individual sounds or phonemes in words. 
Phonemic awareness is a specific form of phonological awareness, that underpins an 
understanding of the relationship between letters and sounds in an alphabetic script (Yopp, 
1998). 
Phonological awareness: Segmental phonological skills or phonological awareness refers to the 
ability to discern and manipulate the sounds that make up words. Early phonological awareness 
(e.g., sensitivity to rhyme and alliteration) is an important predictor of later reading success. 
More fine-grained phonemic awareness (see above) underpins letter-sound knowledge needed 
for decoding new and unfamiliar words, which is an essential and causal prerequisite for reading 
success (Share, 1995).  Some researchers have argued that the term ‘awareness’ is misleading in 
that it suggests that the individual has conscious access to linguistic knowledge. Sensitivity is the 
more appropriate term, as it only requires that the individual be responsive to, or be able to detect 
such linguistic phenomenon (Bowey, 1994a, 1994b; Stanovich, 1992).  However, the term 
phonological awareness remains in common usage and is therefore used in this thesis. 
Phonology:  The language sub-system that governs how sounds of each language are organised 
and used. Phonology is comprised of two separate components, segmental and suprasegmental 
phonology (prosody) (Booij, 2000). 
Prosodic sensitivity: an individual’s sensitivity to prosodic structure in language (i.e., supra-
segmental phonological sensitivity). The term prosodic sensitivity is used rather than prosodic 
awareness (cf phonological awareness, above) because it only requires that the individual be 
responsive to such linguistic phenomenon, and not necessarily be consciously aware of it.  
Prosodic reader: The idea that the reader needs to supply his/her own prosody to fully 
understand the written text. 
Prosody: also referred to as suprasegmental phonology. As supra means ‘over and above’, it is 
the linguistic phenomenon involving the overall speech stream into which segments including 
phonemes, syllables, words, phrases, sentences and even utterances are inlaid (Fletcher, 2010). 
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Suprasegmental phonology is conveyed by pitch (fundamental frequency), loudness (acoustic 
intensity), duration (length of linguistic unit), and pauses (gaps) in vocalisation (Fee, 1997). 
Relative clauses: Relative clauses are subordinate clauses that attach and modify noun phrases 
(e.g., The monkey the elephant is near is jumping). Relative clauses include subject- or object-
relative clause structures as shown below.  
Subject relative clause: The fireman who speedily rescued the cop sued the city over working 
conditions  
Object relative clause: The fireman who the cop speedily rescued sued the city over working 
conditions (p.193, Müller et al., 1997). 
As the syntactic processing of the initial noun phrase (e.g., fireman), is disrupted by the need to 
process the embedded clause (e.g., who the cop speedily rescued), the object relative clause 
structure is regarded as being harder to process (Müller et al., 1997). 
Right anterior negativity (RAN): The RAN is a ERP elicited by prosodic processing, (e.g., 
incorrectly prosodically marked words or contours), late in language processing as an interaction 
between prosodic and syntactic processes. The RAN occurs 450 to 550 ms after the crucial word. 
For example, as shown below, Eckstein and Friederici (2005) created prosodically incongruent 
sentences by splicing the verb, backt/bakes from a syntactically correct sentence, and then 
placing it in another sentence in a position that creates a mismatch between syntax and prosody. 
Syntactically correct   Peter weiβ dass der Onkel kucken backt. 
    Peter knows that the uncle cake bakes. 
Syntactically incorrect Peter weiβ der Onkel backt kucken. 
    Peter knows the uncle bakes cakes.   
Segmental phonology: see phonological awareness. It is the linguistic phenomenon that 
encompasses the sounds of each language (Booij, 2000).  
Semantics: the linguistic sub-system that governs the meaning of words and sentences in any 
given language (Saaed, 2015) 
Simple view of reading: The simple view of reading states that reading comprehension is the 
product of two key skills; the ability to decode individual words in text (word decoding), which 
is a process unique to reading, and listening comprehension which is thought to be the same for 
spoken and written language (Hoover & Gough, 1990) 
Suprasegmental phonology: see prosody. 
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Syntax: the linguistic sub-system that encompasses the structure or rules that govern the 
formation of phrases, clauses and sentences (Hirsh-Pasek, Tucker, & Golinkoff, 1996).
Chapter 1 
The Role of Prosody in Reading Comprehension 
It was once contended that reading is a natural skill learnt in the same way as spoken 
language, and that as long as children are immersed in reading, as they are in spoken language, 
they will learn to read (Chall, 1967). However, reading research does not support this contention 
(National Health Institute of Child Development, NICHD, 2000a). While the foundations of 
reading are based on spoken language, reading requires more. There are unique skills crucial to 
reading success, that go beyond those needed for spoken language comprehension (Ehri, Nunes, 
Stahl, & Willows, 2001; Share, 1995). These skills lie within the realm of the linguistic sub-
system of phonology. While the spoken speech stream is rich in phonological information used 
by listeners to identify words and understand what is being said, this is not the case for reading. 
Research has shown that readers need to develop phonological skills for reading, beyond those 
that they need to comprehend spoken language (Liberman, 1973; Snowling, 2001). 
Segmental Phonology 
 Phonology, the linguistic sub-system concerned with the sounds of language, has both a 
segmental and suprasegmental component (Booij, 2000). Over three decades of research has 
shown that reading success in alphabetic writing systems such as English is critically dependent 
upon segmental phonological skills, generally known as phonological awareness. Phonological 
awareness refers to the ability to discern and manipulate the sounds that make up words (Share, 
1995).  It is an essential prerequisite to developing the ability to decode the phonological 
representation of written words, (that is, to match letters to sounds to sound out new or 
unfamiliar words), which is a process unique to reading (Hoover & Gough, 1990; Melby-Lervåg, 
Lyster, & Hulme, 2012). Phonological awareness is crucial to learning to read, and poor 
phonological awareness is the most common cause of reading disability. A phonologically-based 
strategy for decoding new and unfamiliar words forms the basis for visual word recognition, and 
ultimately for reading comprehension (Share, 1995). The discovery of a critical causal 
contribution of phonological awareness to reading development has led to major advances in our 
understanding of reading development, as well as more effective strategies for remediating 
individuals with reading difficulties (Torgesen, 2001).  
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Suprasegmental Phonology 
 More recently, research attention also has been directed toward the role of the other sub-
branch of phonology - suprasegmental phonology, or prosody - in reading. The prefix supra in 
suprasegmental means ‘over and above’, and hence prosody provides an overarching 
organisational hierarchy into which segments including phonemes, syllables, words, phrases, 
sentences and utterances1 are inlaid (Boutsen, 2003). Prosody is a universal multi-level linguistic 
sub-system that encompasses the tempo, rhythm and stress of language, and manifests itself in 
varying formats in all the world’s languages (Nespor & Vogel, 1983).  It is an important and 
pervasive linguistic sub-system performing many functions crucial to spoken language 
comprehension (Cutler, Dahan, & van Donselaar, 1997). Although prosody occurs in all 
languages, its manifestation differs between languages (Cutler, 2012). For example, stress does 
not appear in all languages (Cutler, 2012). The focus of this thesis is on the English language, 
except where otherwise noted.  
English words are made up of individual sounds (segmental phonology), which for 
multisyllabic words are contained within a prosodic frame (suprasegmental phonology) (e.g., 
MOUNT vs MOUN2tain). Above word level, prosody interacts with, and adds value to the more 
influential and more researched linguistic sub-systems of syntax and semantics, culminating in 
comprehension (Fletcher, 2010).  Prosody provides an important interface with syntax; phrasal, 
clausal and sentential boundaries also are marked prosodically, and prosodic boundaries can be 
used to disambiguate sentences (e.g., I saw a (man-eating fish) vs.  I saw a man (eating fish))3. 
Prosody interacts with semantics to assist understanding by emphasising salient information to 
draw the listener’s attention to the most important and relevant information (e.g., Pick up the 
GREEN book, the stressing or accenting of GREEN indicates that the book’s colour is important 
and/or new information) (Shattuck-Hufnagel & Turk, 1996; Turk & Shattuck-Hufnagel, 2013). 
Further prosody and the cues it provides also perform an influential role in language acquisition. 
For example, research supports the prosodic bootstrapping hypothesis that words are segmented 
and identified in the almost continuous speech stream through exploitation of a relatively reliable 
                                                          
1 The term, utterance is used to refer to an uninterrupted unit of spoken language bounded by silence or a change in 
speaker (Calhoun, 2010). 
2 Capital letters are used to indicate a strongly stressed syllable. 
3 Brackets are used to indicate prosodic boundaries. 
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and regular stress patterning in English (and other languages) (Cutler & Carter, 1987; Wanner & 
Gleitman, 1982).   
Prosodic sensitivity. Throughout this thesis, the term prosodic sensitivity is used to refer 
to an individual’s sensitivity to suprasegmental phonology (prosody), as evidenced by 
performance on activities, where the use or manipulation of prosodic information aids successful 
completion. While phonological awareness is the term widely used to describe sensitivity to 
segmental phonology, the term ‘awareness’, is somewhat misleading, as it suggests conscious 
access to knowledge. Some researchers have recommended that the term ‘phonological 
sensitivity’ is more appropriate than phonological awareness (Bowey, 1994a; Gottardo, 
Stanovich, & Siegel, 1996). Nonetheless, the term ‘phonological awareness’ has become widely 
entrenched when referring to segmental phonological skills. However, to avoid inappropriate 
connotations of ‘awareness’, sensitivity to suprasegmental phonology will be referred to in this 
thesis as ‘prosodic sensitivity’. 
The Role of Prosody in Reading Comprehension 
The simple view of reading (Gough, Hoover, & Peterson, 1996; Hoover & Gough, 1990) 
provides a useful framework to investigate the role of prosody in reading. The simple view of 
reading posits that reading comprehension (the ultimate goal of reading) is the product of two 
key skills; the ability to decode written words (for which segmental phonological awareness has 
been demonstrated to be an essential skill), and listening comprehension. The simple view holds 
that the word decoding process is unique to reading, while the same comprehension skills are 
common to both listening and reading comprehension. In other words, the simple view of 
reading states that once individual written words have been decoded into their spoken 
equivalents and identified, spoken language comprehension processes are all that is required to 
comprehend the written message. 
However, a key difference between spoken and written language (between listening and 
reading comprehension) has gone largely ignored in the simple view, and in much of the research 
on prosody and reading. Written text does not contain the rich array of prosodic information 
available in spoken language.  The reader must imbue text with prosody to read with natural 
expression, and potentially, to comprehend the text fully (Schwanenflugel, Hamilton, Kuhn, 
Wisenbaker, & Stahl, 2004; Schwanenflugel et al., 2006).  It is argued in this thesis that the 
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reader’s sensitivity to prosody, and their ability to imbue text with prosodic features is an 
additional factor that aids in reading comprehension.  
Thus, the work of this thesis challenges the contention of the simple view of reading, 
which assumes that once word identification has successfully taken place, normal spoken 
language processes are all that is needed for reading comprehension. Rather, it will be argued 
that comprehension of text can place additional demands on the comprehender, in comparison to 
comprehending spoken language, because the reader must imbue the text with prosodic features 
to discern its meaning. 
Research to date has tended to focus on the role of prosody in word recognition. At the 
word recognition level, prosodic features such as stress and reduced vowel markers provide 
useful cues to word recognition in spoken language, but are not evident in written (English) 
language. There is now a large body of evidence supporting the view that young readers’ 
prosodic sensitivity supports written word recognition. A recent systematic review by Wade-
Woolley and Heggie (2016) concluded that prosodic sensitivity accounts for significant unique 
variance in children’s word decoding skills, after controlling for phonological awareness (which 
to date is the most significant predictor of reading achievement).  
However, no studies, to my knowledge, have examined the potential unique role of 
prosodic skills in reading comprehension, after controlling for both word recognition and 
listening comprehension skills. A few studies, notably Whalley and Hansen (2006) and Clin, 
Wade-Woolley, and Heggie (2009) have found that prosodic sensitivity accounts for significant 
additional variance in reading comprehension, after controlling for phonological awareness and 
word identification skills, as well as other measures.  However, these researchers did not control 
for the other key component of reading comprehension identified in the simple view of reading, 
namely listening comprehension. An adequate test of the hypothesis that prosodic skills 
contribute uniquely to reading comprehension, in a way that differs from their recruitment for 
listening comprehension, requires that both word identification and listening comprehension 
skills be considered. 
In comparison to the prosodic richness of spoken language, prosody is limited and poorly 
represented in text at sentence level, principally represented by punctuation such as commas, full 
stops and exclamation points. It is contended that readers must often supply their own prosody to 
fully understand the intended written message, and therefore written language may place 
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particular demands on prosodic skills, beyond those required for spoken language. Moreover, as 
young readers’ prosodic skills are still developing while they are learning to read, the role of 
prosodic sensitivity in reading may be especially crucial for children, and children with less 
developed prosodic sensitivity may be more at risk of reading difficulties.  
Support for the view that readers recruit prosodic skills specifically to aid reading 
comprehension comes from two areas. Firstly, when reading aloud, young readers’ ability to read 
with appropriate expressive prosody is reliably predictive of their reading comprehension (e.g., 
Benjamin & Schwanenflugel, 2010; Schwanenflugel et al., 2004; Schwanenflugel et al., 2006). 
Secondly, studies of adult readers support the view that silent readers implicitly generate the 
appropriate prosodic structure to understand the written text.  The implicit prosody hypothesis 
posits that silent readers project prosodic structure onto written language in line with spoken 
language, especially to resolve syntactic ambiguities. These findings have been supported cross-
linguistically (Fodor, 2002a; Hwang & Schafer, 2009; Wijnen, 2004). 
In summary, the work of this thesis challenges the contention of the simple view of 
reading (Gough et al., 1996; Hoover & Gough, 1990), that once word identification has 
successfully taken place, normal spoken language processes are all that is needed for 
comprehension. Rather, it will be argued that comprehension of text can place additional 
requirements on the comprehender, in comparison to comprehending spoken language, because 
the reader must imbue the text with prosodic features to discern its meaning. This thesis sets out 
to demonstrate a unique role for prosody in reading comprehension in both children and adult 
readers. 
Plan of the Thesis 
Chapter 2 outlines the pervasive and important role of prosody in spoken language, 
including its key role in language development. It is shown that prosody is an important 
linguistic sub-system that is crucial to spoken language comprehension, interacting with and 
adding value to the semantic and syntactic analysis of spoken language (Calhoun, 2010; Turk & 
Shattuck-Hufnagel, 2013). Prosody, with its simpler and flatter hierarchy, plays an integral 
supporting role to the complex linguistic structure of syntax by facilitating the identification of 
syntactic constituents of phrases, clauses, sentences and topics through prosodically realised 
boundaries (Nespor & Vogel, 1983; Turk & Shattuck-Hufnagel, 2013). In relation to semantics, 
prosodic cues are used to highlight the most informative, new or contrastive part(s) of an 
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utterance, while other less prominent constituents are prosodically de-accentuated (Turk & 
Shattuck-Hufnagel, 2013).  
 In relation to language acquisition and development, the prosodic bootstrapping 
hypothesis (Wanner & Gleitman, 1982) contends that newborns and infants are perceptually 
attuned to recognise the regularity and salience of prosodic patterns in the speech stream, and use 
this prosodic information to isolate words as the basic building blocks of language. In English, 
the salient prosodic patterns include the regular alternating pattern of strong and weakly stressed 
syllables, with the stressed strong syllable indicating the beginning of lexical or content words 
(Cutler & Norris, 1988). In addition, prosody is a bootstrapping mechanism for syntactic 
acquisition, as the simpler prosodic hierarchy allows infants as young as six months to become 
attuned to the more complex syntactic structure (Soderstrom, Kemler-Nelson, & Jusczyk, 2005; 
Soderstrom, Seidl, Kemler Nelson, & Jusczyk, 2003).  
Prosodic skills continue to develop until at least age 13 (Atkinson-King, 1973; Wells, 
Peppe, & Goulandris, 2004). However, little is known about prosodic development in this period, 
which also spans reading instruction. Due to its important role in language development, children 
may rely more than adults do on prosodic cues to understand spoken language, and in turn 
written language (Schreiber, 1987). 
Chapter 3 reviews the current research on the relationship between prosody and reading, 
including reading comprehension. It is demonstrated that most research in the developmental 
domain has focussed on the contribution of prosodic skills (prosodic sensitivity) to word-level 
reading, with no well-controlled studies, to the writer’s knowledge, effectively examining the 
role of prosodic sensitivity in reading comprehension. Research already noted above, 
investigating the relationship between young readers’ prosodic reading and reading 
comprehension will be reviewed (Benjamin & Schwanenflugel, 2010; Schwanenflugel et al., 
2004; Schwanenflugel et al., 2006), as well as studies of adult readers which support the implicit 
prosody hypothesis in silent reading (Fodor, 2002a, 2002b).  This review will highlight the gap 
in the current research that has led to the present thesis, examining a potential unique role of 
prosodic skills in reading comprehension that has not been clearly explored to date. 
The empirical work of the thesis is presented in chapters 4 to 6. Studies 1 and 2 (Chapters 
4 and 5) explore a developmental focus, testing the hypothesis that prosodic sensitivity explains 
unique variance in primary school children’s reading comprehension, after controlling for the 
7 
 
 
components of the simple view of reading (Hoover & Gough, 1990), namely word decoding and 
listening comprehension.   
Chapter 4 presents two correlational studies (Studies 1A and 1B) examining the role of 
prosodic sensitivity in reading comprehension for children in grades 3 and grade 5 respectively, 
controlling for phonological awareness and the components of the simple view of reading (word 
decoding and listening comprehension). Following on from Studies 1A and 1B, Chapter 5 
presents Study 2, which examines the unique contribution of prosodic sensitivity to reading 
comprehension in grade 4 children. Study 2 includes an additional measure of prosodic 
sensitivity, as well as controlling for additional language skills, which potentially may have 
confounded the conclusions drawn from Studies 1A and 1B. 
Study 3 (Chapter 6) extends the research focus to mature adult readers using the online 
method of electroencephalography (EEG), to examine the role of prosody in comprehension in 
real time, as sentences unfold. As event-related potentials (ERPs) from spoken and written 
sentences cannot be directly compared, a proxy measure of reading is used in Study 3. Spoken 
sentences, devoid of natural prosodic contours, are used to mimic the information available in 
reading once word identification has been achieved. Study 3 directly manipulates prosodic 
information to examine the impact of the absence of prosodic information on sentence 
processing, in comparison to identical sentences presented with normal prosody.  
Similar measures of reading comprehension are used across all three studies. Complex 
sentence structures are utilised (for example, centre-embedded relative clauses), such that 
prosodic information is likely to aid in understanding the complex syntactic structure of the 
sentences. The aim of this strategy is to maximise the focal relationship between prosody and 
reading comprehension. 
Chapter 7 discusses the overall findings of the research, highlighting the unique 
contribution of the research program of the study of reading comprehension. The chapter also 
discusses its strengths, limitations, and implications, as well as proposed avenues for future 
research.  
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Chapter 2  
Prosody and Spoken Language Comprehension 
To appreciate the prosodic information that is not provided in written text, it is necessary 
to understand the rich array of prosodic information that is present in spoken language, and the 
ways in which prosody supports language comprehension.  This chapter provides an up-to-date 
account of prosody and its functions in spoken language comprehension for both experienced 
and beginning language users. 
Prosody (or suprasegmental phonology) is one part of the linguistic subsystem of 
phonology. Whereas segmental phonology is concerned with the individual sounds (phonemes) 
of a language, prosody or suprasegmental phonology encompasses the phonological aspects of 
language that are suprasegmental in that they extend across more than one segment/sound, 
syllable and word, and how such segments are inlaid into the speech stream (Fletcher, 2010). 
Prosody is a universal multi-level linguistic sub-system that encompasses the tempo, rhythm and 
stress of language, and manifests itself in varying formats in all of the world’s languages (Nespor 
& Vogel, 1983). Prosody is crucial to spoken language comprehension as every word, phrase, 
clause and utterance has a prosodic component, which supports comprehension (Cutler, 2012). 
Prosody interacts and adds value to the other linguistics subsystems of syntax4 (e.g., prosodically 
marking phrasal, clausal and sentence boundaries, and disambiguating sentences) and semantics5 
(e.g., contributing to the identification of words and their meaning, and prosodically indicating 
new and/or important information) (Hirsh-Pasek et al., 1996). Prosody is crucial to the 
comprehension of spoken language.   
A full discussion of prosody in all its form and functions is beyond the scope of this 
thesis. This thesis is concerned with the ‘linguistic’ functions of prosody, focusing on its role in 
language acquisition and comprehension. The emotional and social functions of prosody, such as 
conveying the speaker’s emotional state, irony, sarcasm, social turn-taking, and the conveyance 
of social status in conversation (Capelli, Nakagawa, & Madden, 1990; Culpeper, Bousfield, & 
Wichmann, 2003; Cutler & Pearson, 1986; Dews et al., 1996; Friend, 2000) are not central to the 
thesis.  
                                                          
4Syntax is the linguistic sub-system that encompasses the rules and processes that govern the structure of phrases, 
clauses and sentences in any given language, especially word order (Hirsh-Pasek et al., 1996) 
5 Semantics is the linguistic sub-system that governs the meaning of words and sentences in each specific language 
(Saaed, 2015). 
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A further caveat is that while prosody is universal across languages, the way prosodic 
cues and structures are utilised differs markedly between languages (Cutler, 2012). Prosody is 
the most language-specific of all the linguistic sub-systems. For example, stress does not appear 
in all languages (Cutler, 2012). The research presented in this thesis refers to the English 
language, unless otherwise noted.  
The following review firstly provides a general definition of prosody to orient the reader. 
This is followed by the development of an extended definition of prosody, outlining prosody’s 
role at the local utterance level (namely, its interface with syntax and semantics) and at the 
global level of language, where newborns and infants use prosodic cues in the speech stream 
(e.g., the overall linguistic pattern of syllabic stress) to bootstrap language acquisition (Wanner 
& Gleitman, 1982). The review then examines prosodic development in children, noting that 
little is known about prosodic development in the period that coincides with formal schooling, 
which in turn may affect reading development, as developing prosodic skills may be sorely 
tested when beginning readers need to supply their own prosodic structure to text. Spoken 
language processes have been shown to heavily influence reading processes, and hence prosodic 
deficits may underpin subtle sub-clinical language impairments that play a role in some reading 
problems (see Chapter 3 for a full review).  
Prosody and Its Role in Spoken Language Comprehension   
Research on prosody in spoken language, while growing, is still lacking a definitive 
account, with much yet to be unraveled (e.g., Calhoun, 2010; Cutler, 2012; Turk & Shattuck-
Hufnagel, 2013). Language needs prosodic structure to be understood, and each spoken utterance 
has its own unique prosodic structure (Cutler, 2012; Speer, Crowder, & Thomas, 1993). The role 
of prosody in language has been regarded as providing a supporting role ‘around the edges’ of 
language (Bolinger, 1978). Prosody’s inextricable relationship with the major linguistic sub-
systems of syntax and semantics complicates and constrains its full understanding.  Prosody is 
not a unitary construct, but a pervasive linguistic phenomenon performing many functions in 
language acquisition and competence. Even though research on prosody is the biggest area of 
growth in phonetics, prosody is yet to be fully integrated into psycholinguistic theory, lacking a 
complete account of its role in spoken language (Cutler, 2012).  
Hargrove (1997) developed a simplistic model of prosody that conceptualises prosody as 
being comprised of features and components. Hargrove posited that there are four prosodic 
10 
 
 
features or perceptual correlates: pitch (the auditory perception of acoustic frequency); loudness 
(the perception of changes in sound including amplitude); duration of a specified linguistic unit; 
and pauses or gaps in vocalizations. These prosodic features combine to produce the prosodic 
components of rhythm, intonation, stress and tempo (Fee, 1997). Rhythm is the overall or global 
pattern of a particular language (Kohler, 2009). Intonation refers to the use of pitch and is 
measured by contours in speech (Fee, 1997). Stress is used to give prominence to syllables 
within words (lexical stress) and to words in phrases (emphatic stress) to indicate meaning and 
aid comprehension (Weismer & Hesketh, 1998). Linguistic stress includes both lexical and 
emphatic stress (Baum, 1998; Shriberg, 2003). Tempo includes the rate of articulation, the 
juncture of linguistic units into one another and the use of pause between words, phrases and 
speakers (Fee, 1997).   
This definition is useful as an introduction to prosody’s features and components, but it 
does not explain the more complex aspects of prosody. An extended definition of prosody 
encompassing both its local and global profile has been advocated for some time (Kohler, 2009). 
Classe (1939, p.78) argued that the overall global rhythmic structure in English coexists with 
local sentential constraints, namely the sentence’s syntactic (prosodic bracketing) and semantic 
(accentuation) constraints. Similarly, Shatttuck-Hufnagel and Turk (1996) included an ‘extra’ 
dimension in their definition of prosody being syntactic grouping and semantic prominence 
functions at the syllabic/word level necessary for language acquisition. This thesis adopts the 
terms local to refer to the sentential/utterance6  level needed to facilitate the comprehension of 
spoken language at the utterance level, and global to refer to the overall prosodic profile of 
language, crucial to language acquisition and development. 
This review turns firstly to the local profile of language, at the level of the utterance. 
Each utterance has its own prosodic structure, which is used to organise utterances for 
comprehension and memory purposes (e.g., Speer & Ito, 2009). The interaction between prosody 
and syntax, and between prosody and semantics, at the utterance/local level, are discussed in 
turn. Then, a review of the functions of prosody at the global level of language crucial to 
language acquisition and development will be presented. Finally, the review turns to prosodic 
development in children.  
                                                          
6  The term utterance is used to refer to an uninterrupted unit of spoken language bounded by silence or a change in 
speaker (Calhoun, 2010). 
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Prosody and syntax: the prosodic hierarchy of constituents in utterances. According 
to Bolinger (1978), the first universal property of prosody is the interface between prosody and 
syntax. The syntax of any given language governs the structure or rules, that is the linguistic sub-
system encompassing the structure or rules governing the formation of phrases, clauses and 
sentences (Hirsh-Pasek et al., 1996). Prosody and the cues it provides interface with syntax in a 
number of ways; demark phrases, clauses, sentences, and topics into prosodic constituents, which 
closely align with the syntactic structure of language (Cutler et al., 1997), resolve ambiguities in 
sentences, by prosodically bracketing the appropriate phrase to yield the correct interpretation 
(Ferreira, Christianson, & Hollingworth, 2001), and organise sentences into their constituents, 
processing the sentence in ‘chunks’ for better memory retention, which is crucial for language 
comprehension (Beckman, 1996). Each function of prosody as it interfaces with syntax is 
discussed fully in this section.  
Prosody as a separate linguistic subsystem to syntax, with its own parsing conventions, 
did not emerge as an area of research until the late 1970s and even 1980s (Fletcher, 2010).  The 
prosodic hierarchy is flatter and simpler than the more complex hierarchy of syntax, and hence it 
provides some juncture with, and reduced approximation of the more complex syntactic 
structure, with its almost limitless embedding possibilities (Jusczyk, Houston, & Newsome, 
1999; Nespor & Vogel, 1983). For example, 72.3% of clause boundaries in syntactic structure 
align with prosodic phrasal boundaries (Calhoun, 2006 as cited in Cole, 2015). Syntactic parsing 
is reinforced when prosodic and syntactical structural boundaries coincide, resulting in speedier 
judgments and less errors by the listener (Cutler et al., 1997). For example, Klein (1971) found 
that participants made more errors in identifying major syntactic constituents such as clauses, 
when the prosodic and syntactic structure were placed in direct conflict, than when the structures 
matched, demonstrating how the underlying prosodic acoustic pattern cues the syntactic 
structure. Further, Speer et al. (1993) found a facilitation effect when prosodic and syntactic 
constituents coincided, and an interference effect showing syntactic misanalysis when there was 
a misleading or absent prosodic boundary.  
Listeners can identify and locate syntactic constituents such as phrases from prosodic 
cues alone, without any semantic/phonetic information. This has been demonstrated using a 
range of techniques that remove semantic information from speech, including spectrally 
scrambled speech, reiterant speech using repeated syllables (e.g.,  ma or dee), low pass filtering, 
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and hummed utterances (for review, Cutler et al., 1997). For example, Collier, de Pijper, and 
Sandeman (1993) found that listeners similarly identified prosodic boundaries and their relative 
strength in sentences presented with normal speech and when lexical information was removed 
through filtering, which rendered the speech unintelligible in meaning, but retaining the overall 
prosodic structure.  
Prosodic marking of boundaries.  Prosodic boundaries play a role in sentence processing 
through their interactions with syntactic bracketing. Prosodic marking of boundaries is mainly 
conveyed by the prosodic correlates of duration and fundamental frequency (Wagner & Watson, 
2010). Longer durational cues are used to mark the left (first sound of the phrase) and right (last 
syllable of the phrase) prosodic boundaries (Calhoun, 2010; Wagner & Watson, 2010; Yi, 2011).   
Fundamental frequency or pitch is used to delineate prosodic constituents (Calhoun, 
2010; Wagner & Watson, 2010). Firstly, pitch cues in the form of boundary tones mark the 
beginning and end of prosodic boundaries (Shattuck-Hufnagel & Turk, 1996). Secondly, the 
relative scaling of pitch can indicate prosodic phrasing. For example, in the sentences, A but (B 
and C), A has a higher fundamental frequency than B which is turn has higher fundamental 
frequency than C, while in the sentence (A and B) but C, B and C have the same pitch level 
which is lower than A (Wagner & Watson, 2010, p.4). Lastly, resetting the reference pitch by a 
sudden rise in fundamental frequency acts an additional indicator of intonational phrases 
(Calhoun, 2010; Yi, 2011).    
Listeners make use of prosodically marked boundaries to interpret the accompanying 
syntactic structure (Clifton, Carlson, & Frazier, 2002; Snedeker & Trueswell, 2003). There is a 
high level of agreement between listeners regarding boundary placement in spontaneous speech, 
despite the presence of discontinuities/pauses unrelated to syntactic structure (for review, see 
Cutler et al., 1997). In line with the rational speaker hypothesis, Frazier, Carlson, and Clifton 
(2006) found support for the hypothesis that speakers intentionally use prosody in an internally 
consistent and rational fashion. Listeners rely on speakers to make prosodic choices for a reason, 
and rely on those prosodic choices to understand what is being said.  
Resolving ambiguities in spoken language.  Spoken utterances are often ambiguous, but 
listeners typically are able to correctly understand what is being said to them, using strategies 
including attention to prosodic cues (Price, Ostendorf, Shattuck-Hufnagel, & Fong, 1991). 
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Prosodic cues are utilised by listeners in detecting and resolving structural 7 ambiguities in 
spoken language (Ferreira et al., 2001).  
Structural ambiguities can be divided broadly into global and local ambiguities (Stirling 
& Wales, 1996).  Global ambiguities occur when a completed sentence can yield different 
meanings, and as the utterance unfolds, lexical or syntactic information contained within the 
sentence does not resolve the ambiguity (Cutler et al., 1997).  Globally ambiguous statement, 
(e.g., Old men and women were waiting for the bus) can have two different meanings, which are 
dependent upon how prosodic bracketing is used. For example, the alternate interpretations of 
the sentence’s meaning occur by bracketing the old men as one term and women as another term, 
(e.g., (Old men) and (women) were waiting for the bus, meaning that the only the men were old). 
A different interpretation occurs if men and women are prosodically bracketed together, e.g., Old 
(men and women) were waiting for the bus, meaning that both the men and the women were old 
(Lehiste, 1973).  
In contrast, a local ambiguity occurs when the ambiguity is temporary, and is resolved as 
further sentential information is supplied (Stirling & Wales, 1996). The appropriate prosodic 
bracketing can prevent the listener misunderstanding the sentence or being linguistically led up 
the ‘garden path’ (Ferreira & Henderson, 1993; Frazier, 1987; Frazier & Fodor, 1978). Beach 
(1991) and Kjelgaard and Speer (1999) showed that speakers provide, and listeners use, prosodic 
cues early in the parsing process to disambiguate ‘garden path’ sentences. For example, in 
locally ambiguous sentences such as [When Madonna sings][ the song is a hit], a prosodically 
marked boundary after sings, prevents sings attaching to the following noun, the song, and 
correctly divides the sentence into two clauses which facilitates comprehension (Clifton & 
Duffy, 2001). 
 Kraljic and Brennan (2005) found that speakers prosodically mark syntactic boundaries 
in spontaneous speech to assist the listener’s comprehension, regardless of whether there is an 
ambiguity or not. Speakers were given line drawings to instruct the listener to move certain 
objects and ignore other distractors in a physical display. For example, the derived sentence 
could be [Put the dog in the basket] [on the star] as opposed to [Put the dog] [in the basket on 
                                                          
7 A distinction is made between lexical and structural ambiguities. Lexical ambiguities arise in the context of 
homophones such as ‘bat’ where the sentence ‘I saw the bat lying beside the fence.’ could refer to a cricket bat or an 
animal being a bat.  Prosodic cues do not influence lexical ambiguities and hence this research is concerned only 
with structural ambiguities. 
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the star].  Listeners correctly understood the instructions for all sentences at a rate of 94% 
(Experiment 1) and 96% (Experiment 2). When there was a potential ambiguity, the listeners 
could correctly move the object to the designated location at a rate of 83% (Experiment 1) and 
84% (Experiment 2). Speakers spontaneously produced prosodically marked syntactic 
boundaries in a consistent manner, which was readily interpreted by listeners.   
Further evidence that prosody is rapidly integrated into spoken language to assist 
syntactic analysis is provided by electroencephalography (EEG) studies, which allows the study 
of online linguistic processes in real time. Intonational prosodic boundaries that mark prosodic 
bracketing in sentences, (indicated by # in the sentences below), has been found to elicit an event 
related potential waveform called the Closure Positive Shift (CPS).  
 [Since Jay always jogs a mile and a half] # [this seems like a short distance to him]. 
 [Since Jay always jogs] # [a mile and a half seems like a short distance to him]. (Steinhauer 
& Friederici, 2001p. 268). 
The CPS is elicited between 350 and 550 ms after the listener encounters a prosodic 
boundary (Itzhak et al., 2010; Steinhauer & Friederici, 2001). The CPS occurs early and prior to 
syntactic processing. The syntactic ERP, the P600, occurs from 600 to 1200 ms, after the same 
prosodic boundary is heard by the listener (Steinhauer, Alter, & Friederici, 1999). The CPS is 
distinct from the P600 component, as firstly as the CPS occurs only at phrasal boundaries and is 
not elicited by syntactic anomalies (Steinhauer, 2003). Secondly, the CPS and P600 are separate 
components which can act together. For example, in the sentence [Since Jay always jogs a mile 
and a half] # [this seems like a short distance to him], placing an incorrect prosodic boundary 
after the first verb (jogs), leads to a syntactic anomaly at the second verb (seems) resulting in a 
P600 component at the second prosodic boundary adding to the second CPS, as the listener needs 
to reanalysis/repair the sentence for meaning (Steinhauer, 2003). Further evidence of the 
prosodic nature of the CPS component is its presence at phrasal boundaries in de-lexicalised 
sentences, as syntax needs lexical information to be conveyed (Steinhauer & Friederici, 2001). 
Summary. Prosody interacts with, and adds value to the syntactic analysis of language. 
Prosody and the cues it provides can be used to identify syntactic boundaries, especially where 
there may be some ambiguity (e.g., Put the dog in the basket on the star) (Frazier et al., 2006; 
Kraljic & Brennan, 2005). Speakers reliably and consistently prosodically mark syntactic 
boundaries, that listeners readily can identify and use to aid comprehension (Kraljic & Brennan, 
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2005). Online EEG investigation has shown that intonational prosodic boundaries are processed 
and rapidly integrated into spoken language to assist syntactic interpretation, as shown by the 
event related potential, the CPS (e.g., Steinhauer & Friederici, 2001). The CPS is a centro-
parietal ERP that occurs between 350 and 500 ms, after encountering an intonational prosodic 
boundary (for review, see Bogels, Schriefers, Vonk, & Chwilla, 2011). 
Prosody and semantics: the prosodic hierarchy of prominence. The parsing of the 
syntactic structure of the utterance is insufficient for comprehension, as semantic meaning must 
be determined. Semantic analysis of the utterance is the bridge between parsing syntactic 
structure and the overall understanding of language (Clifton & Duffy, 2001).  Once words are 
identified and understood, each utterance has an information structure, whereby as the utterance 
unfolds, information needs to be updated and/or altered (Shattuck-Hufnagel & Turk, 1996).  
Prosody and semantics at the word level. Firstly, in English, prosodic cues are part of the 
phonological frame of a word (Lindfield, Wingfield, & Goodglass, 1999). The prosodic 
hierarchy builds from the linguistic sub-syllabic unit of the mora (which determines the 
syllable’s stress or weight, e.g., MOUNT), to the syllable in strongly or weakly stressed 
conformations), which in turn are grouped into metrical feet to form a prosodic word (defined as 
a lexical noun or verb, e.g., MOUNTain), and when morphemes are added provide the word’s 
overall prosodic structure (e.g., MOUNTainous) (Gerken & McGregor, 1998; Kehoe & Stoel-
Gammon, 1997). Each lexical or content word in English has primary stress on one syllable (e.g., 
HAPpy, heLLO), even in multisyllabic words, which may also have secondary and tertiary stress 
placement (e.g., HAPPiness elecTRICity) (Hayes, 1995; Lehiste, 1980).   
The English stress pattern is characterised by alternating patterns of strong and weak 
syllables. Approximately 85% of English lexical words begin with a strong syllable, which is 
referred to as trochaic patterning (e.g., MOUNtain) (Cutler & Carter, 1987). This prosodic 
patterning provides a useful and reliable cue to segmentation of words in the speech stream, in 
that strong syllables are assumed to mark the beginning of words, which will be discussed more 
fully in the section on prosodic development (Cutler, 1997). Prosody also interacts with 
morphology (word form) via the stress pattern contained in English, so that the word’s root and 
not the suffix is stressed (e.g., SWIMming). Cognitive resources thus are efficiently directed to 
the word’s content rather than its form to aid comprehension (Schreiber, 1991). 
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Prosodic cues are reliable cues to determine grammatical class; 90% of words with 
trochaic patterning are nouns, while words with the stress on the second syllable (iambic 
patterning) are verbs (Kelly, 1992). For example, stress placement is sometimes needed to 
differentiate between noun/verb pairs, which are phonemically identical (e.g., CONvict and 
conVICT).  
Prosodic cues also are necessary at the word level to differentiate between compound 
nouns (e.g., blackbird), and noun phrases or adjective and noun couplets (e.g., black bird) 
(Kitzen, 2001). These phonemically identical word strings only can be distinguished in in speech 
by prosodic cues. The absence of intonation indicates a compound noun, whereas intonational 
prominence in the noun indicates a noun phrase (Wells & Peppe, 2003). 
It will be shown in Chapter 3 which reviews the prosody and reading literature, that 
experimental measures of prosodic sensitivity that have shown a relationship with reading at the 
word (e.g., Wood, 2006) and comprehension level (e.g., Whalley & Hansen, 2006) were 
designed to measure individual differences in recognising prosodic/stress patterning at the word 
level. For example, the Mispronunciation task (e.g., Wood, 2006) uses the ability to recognise 
and manipulate stress in bi-syllabic words (e.g., monKEY) (e.g., Wood, 2006). The Derived 
Word Production task (Jarmulowicz, Taran, & Hay, 2007) also utilises the ability to produce 
correct stress patterning for multisyllabic words (e.g., eLECtric to elecTRICity).  Further, the 
Compound Noun task (e.g., Kitzen, 2001) utilises the ability to discern between compound 
nouns (e.g., breadstick) and noun phrases (e.g., bread’ ‘stick). Consequently, the ability to 
recognise and manipulate the prosodic frame of words is related to reading ability (for review, 
see Chapter 3).  
Prosody and information structure. Other aspects of the prosody/semantic interface are 
thought to be universal across languages. According to Bolinger (1978), the second universal 
property of prosody is the highlighting of salient information. Prosody aids semantic 
understanding by emphasising salient information for the listener. However, the relationship 
between prosody and semantics has received less research attention than the prosody/syntax 
relationship (Shattuck-Hufnagel & Turk, 1996). As this thesis is focused on the relationship 
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between prosody and syntax, the relationship between prosody and semantics/pragmatics8 is 
reviewed briefly to provide a comprehensive account of prosody’s functions in language.  
Prosody is one linguistic means used to highlight new information.9 In general terms, 
prosodic cues are used to highlight the most informative part(s) of an utterance to make key 
words more prominent than their deaccentuated surrounding words, hence drawing the listener’s 
attention to new or important information (Calhoun, 2010; Terken & Hermes, 2000). The 
given/new strategy of information structure dictates that the speaker prosodically highlights the 
new or unknown information for the listener, and the information that the speaker expects the 
listener to know is prosodically deaccentuated (Haviland & Clark, 1974). For example, Pick up 
the GREEN book, the stressing or accenting of green, referred to as contrastive or empathic 
stress10, indicates that the book’s colour is important, and/or new information.  
Emphatic or contrastive stress is unpredictable from the language’s stress pattern or 
structure, and can be placed on almost any syllable or word to facilitate the sentence’s 
understanding (Cutler, 2012). It is paralinguistic in nature, being determined by the speaker and 
not by the syntax or phonology of the language (Atkinson-King, 1973). Emphatic stress is 
characterised by significantly longer duration and higher amplitude differences (Bettagere, 
2010). Generally, the already stressed syllable (e.g., MOUNTain) is the one to receive additional 
prominence (Cutler, 2012). The information that is already known, and/or unimportant to the 
listeners is deaccentuated, and typically shows a reduced range of pitch as well as reduced 
intensity (Cutler, 2012). Listeners pay special attention when they detect a different prosodic 
pattern to the one they were expecting based on the sentence’s syntactic structure (Lehiste, 
1980). For example, the stressing of a homophone (a word with two or more meanings for the 
same pronunciation) in a spoken sentence more strongly activates the alternative meaning of the 
homophone than if it was not accented (Blutner & Sommer, 1988). For example, The man was 
                                                          
8 There is no clear consensus within the literature whether prosodic prominence is part of the semantic meaning of 
an utterance. Some theorists view prosodic prominence as being related to syntactic structure (for example, Buring, 
2011) or in context combining both semantic and syntactic structure (Cole, 2015). This thesis treats it as a 
relationship with the semantic/pragmatic structure of language. 
9 Another way is pronominalisation where the first time John is referred to in the discourse, his name is used but for 
the second and subsequent times, the pronoun he is substituted for John (MacWhinney & Bates, 1978). Information 
structure also can be conveyed by word order and using particular syntactic constituents such as cleft constructions 
(Breen, Fedorenko, Wagner, & Gibson, 2010). 
10 Other terms for contrastive stress include contrastive pitch accent (Ito, Bibyk, Wagner, & Speer, 2014), focal 
accent (Cutler & Swinney, 1987), or acoustic emphasis (Wonnacott & Watson, 2008). 
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not surprised when he found several spiders, cockroaches and bugs (Blutner & Sommer, 1988p. 
362) 
Darwin (1975) demonstrated that, although prosody, as operationalised as continuity of 
the sentence’s intonation contour was important in maintaining attention. Listeners were 
instructed to attend to one message/ear and repeat what was being said (i.e., shadowing), when 
messages were presented simultaneously to both ears. There were four conditions: a normal 
condition, a semantic change condition where the semantic content switched from one ear to the 
other in the middle of the sentence but the intonation contour for both messages was maintained, 
an intonation change condition where the verbal message did not change but the intonation 
contour of the messages changed halfway through the message, and a semantic and intonation 
change condition where both the verbal message and the intonation contours switched between 
the ears. In the semantic change condition, listeners switched their shadowing to the wrong 
message to maintain prosodic continuity, even if that meant the repeated message became 
nonsensical. Further, there were a high number of errors in the shadowing task in the intonation 
change condition, as listeners tracked the message based on intonational continuity.  This shows 
that, although prosody is cast in the supporting role, when either a semantic or prosodic 
mismatch was induced, participants foremost attended to the prosody of the message.  
A sentence may contain the same segmental and syntactic information, but a different 
message is conveyed due to different intonation contours, For example, John was here could be a 
statement, question, sarcastic comment or exclamation, dependent on the prosodic cues used 
(Speer et al., 1993). In English, questions and statements are prosodically differentiated by the 
presence or absence of rising intonation at the end of a sentence, with the presence of rising 
intonation indicating that a question is being asked (Graddol, Cheshire, & Swann, 1994; Snow, 
1998).  
Summary. Prosody is active in semantic analysis by providing cues to word 
segmentation (Cutler & Carter, 1987), word class (Kelly, 1992), compound nouns (Wells & 
Peppe, 2003) and to sentence types (i.e., declarative sentences and questions). Additionally, 
prosody further aids semantic understanding by emphasising salient or new information to draw 
the listener’s attention to the most important and relevant information (e.g., Calhoun, 2010; 
Terken & Hermes, 2000).  
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Prosody: organisation and memory processes. This section reviews the organisational 
role of prosody in language through memory processes. Prosody is language’s ‘essential 
skeleton’ (Frazier et al., 2006, p. 246). The prosodic structure binds the phonological, syntactic 
and semantic structures of a sentence, facilitating its retention in memory while processing is 
undertaken (Beckman, 1996; Frazier et al., 2006).  Prosody and the cues it provides ‘chunk’ or 
organise a spoken sentence into its constituents in working memory, aiding its retention until 
more abstract, and complex syntactic and semantic processing can occur (Speer et al., 1993). 
Prosodic ‘chunking’ or bracketing reduces the listener’s memory load, facilitating the efficient 
use of limited working memory resources in spoken language  comprehension (Cutler et al., 
1997; Speer & Ito, 2009). For example, it is easier to recall 32642097 when chunked (3264) 
(2097) than (3 2 6 4 2 0 9 7) when single digits are recalled individually.  
Dooling (1974) found that memory for key words in sentences was more disrupted by 
changes in prosodic structure than by surface syntactic structure, indicating prosody’s 
importance in sentence memory. Similarly, Speer et al. (1993) found that sentences were 
recognised with fewer errors, when presented on the second occasion using the same prosodic 
structure than when the words were the same, but the prosodic structure was different.  
Infants show early use of grouping of prosodic constituents, when encoding speech 
(Soderstrom et al., 2005; Soderstrom et al., 2003). Mandel, Jusczyk, and Kemler Nelson (1994) 
demonstrated that infants as young as two months of age preferred and were better able to 
remember words contained in a single clause, than if the same words were presented in list form 
or spanned two clausal fragments. As measured by habituation to the stimuli using the high 
amplitude sucking paradigm, the infants were quicker remembering to complete sentences (e.g., 
Cats like park benches), over when presented as two clausal fragments (e.g., drawn from Brigid 
really knows what cats like. Park benches are their favorite things to climb on, p.166), and list of 
words made from the same sequence of words, drawn from lists of unrelated words.  
Summary: Prosody and Its Role in Spoken Language Comprehension   
The less complex prosodic hierarchy facilitates access to the more complex linguistic 
structure of syntax. Prosody and the cues such as duration, and fundamental frequency are used 
to signal prosodic boundaries, which reliably correlate with syntactic phrases and clauses (Cole, 
2015). Speakers plan their utterances to indicate prosodic boundaries to inform syntactic 
structure (Kraljic & Brennan, 2005). Listeners use prosodic information to assist comprehension 
20 
 
 
of utterances including resolution of ambiguities (Kjelgaard & Speer, 1999). Further support for 
the rapid integration of prosody into spoken language is provided by electroencephalography 
(EEG) studies, where the Closure Positive Shift (CPS) is elicited in response to an intonational 
prosodic boundary, prior to syntactic processing occurring (Pauker, Itzhak, Baum, & Steinhauer, 
2011; Steinhauer & Friederici, 2001).    
Prosody interacts with semantics to aid comprehension (Turk & Shattuck-Hufnagel, 
2013). At the word level, prosody helps identify words (Cutler & Carter, 1987), including word 
class (Kelly, 1992) and compound nouns/noun phrases (Wells & Peppe, 2003) to aid semantic 
analysis. Prosodic prominence draws the listener’s attention to salient and/or new information 
(Haviland & Clark, 1974). Similarly, prosodic deaccentuation is used to inform the listener that 
important information is coming up (Cutler et al., 1997).  
Prosody provides the essential organisational skeleton of language whereby memory 
processes are efficiently used to aid comprehension (Frazier et al., 2006). Prosodic cues aids 
memory processes, which in turn can be useful when integrating and updating the sentence’s 
structure, as further information becomes available (Ferreira, Henderson, Anes, Weeks, & 
McFarlane, 1996).  
To summarise, at the local or utterance level, prosody plays an active role in mature 
spoken language comprehension by interacting with, and adding value to, the syntactic and 
semantic analysis of spoken discourse (Fletcher, 2010; Shattuck-Hufnagel & Turk, 1996). 
Prosody has received less research attention than its more influential linguistic counterparts, but 
its integral role in spoken language should not be underestimated. The simple view of reading 
(Hoover & Gough, 1990) posits that the skills required for reading comprehension are the same 
as that used in spoken language. Hence the crucial role that prosody plays in local profile of 
spoken language is transferable to reading comprehension, which provides the context for this 
thesis.  
Prosody and its Role in Language Acquisition and Development 
The preceding review has highlighted the many important functions of prosody for the 
mature language speaker and listener, at the local or utterance level. While the previous account 
of prosody’s local profile is sufficient for the mature language user, it does not account for the 
vital role, prosody plays in language acquisition and development (Cutler & Swinney, 1987).  
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The current section shows that prosody at the global level of, or melody of language, 
being those recurring phonetic characteristics specific to each language, (above the local 
syntactic and semantic structure) is crucial to language acquisition. The prosodic bootstrapping 
hypothesis is proposed to denote the notion of children pulling themselves up by the bootstraps 
by utilising and systematically analysing  prosodic regularities and patterns in the global profile 
of language in what first seems to be a ‘meaningless sea of sounds’ (Mueller, Bahlmann, & 
Friederici, 2010, p. 338). The prosodic bootstrapping hypothesis provides that newborns, infants 
and children use the overall rhythm/timing of language to identify words, as the initial building 
blocks for learning language. While there are other bootstrapping hypotheses, the prosodic 
bootstrapping hypothesis holds appeal, as prosody and the cues it provides are readily available 
in the speech stream and requires no further knowledge of higher levels of languages to be used 
by the beginning language learner. It will be argued that prosody is utilised as bootstrapping 
mechanism, where identification of words by prosodic means bootstraps the individual initially 
into vocabulary (for example, Wanner & Gleitman, 1982), and then into syntax.  
   There are two main bodies of empirical research that have shown that prosodic cues at 
the global or overall rhythmic level of language aid language acquisition and mastery. Firstly, 
Nazzi, Bertoncini, and Mehler (1998) developed the rhythm based language discrimination 
hypothesis that showed that newborns, as young as four days old can distinguish between their 
native language and other languages, which orients newborns and infants to their native 
language. Secondly, Cutler and Norris (1988) proposed the metrical segmentation strategy where 
infants exploit the rhythmic structure of their native language to identify words in the almost 
continuous speech stream. Further, prosody is a crucial element to bootstrap beginning language 
users into understanding the more complex linguistic hierarchy of syntax. The review will then 
examine continued prosodic development in children, including longitudinal studies, that have 
shown that prosodic sensitivity in the first year of life, predicts later linguistic ability (e.g., Singh, 
Reznick, & Xuehua, 2012). Some prosodic skills continue to develop until at least 12 or 13 years 
of age (Wells et al., 2004). The paucity of knowledge about prosodic development in spoken 
language during the early school years will be outlined, which in turn may be crucial to reading 
acquisition and development which occurs in the same developmental period.  
The role of prosody in language acquisition. Prosody and the cues it provides are one 
of the first aspects of the speech stream to be utilised by newborns and infants to ‘bootstrap’ their 
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acquisition of language (e.g., Cutler & Swinney, 1987; Nazzi et al., 1998; Wanner & Gleitman, 
1982). According to the prosodic bootstrapping hypothesis, newborns and infants are 
perceptually attuned to recognise the regularity and salience of prosodic patterns in the overall or 
global profile of their native language (Wanner & Gleitman, 1982). When acquiring their native 
language, newborns and infants utilise prosodic features (e.g., stress at the syllabic and word 
level, and pause at phonological boundaries) to facilitate the segmentation of the almost 
continuous speech stream into words, thus contributing to the development of their vocabulary 
(Bedore & Leonard, 1995; Cutler & Carter, 1987). Further, infants use this prosodic information 
to segment the speech stream into comprehensible syntactic units such as phrases and clauses, 
thus facilitating the acquisition of the language’s syntactic and semantic structure (Morgan & 
Demuth, 1996; Peters & Stromqvist, 1996; Speer & Ito, 2009). Unlike the semantic (Pinker, 
1987) and the syntactic (Gleitman & Landau, 1994) bootstrapping hypotheses, the prosodic 
bootstrapping hypothesis does not require the language learner to have any prior linguistic 
knowledge (e.g., Fernald & McRoberts, 1996; Soderstrom et al., 2003). 
Prosody’s role in bootstrapping word identification. Words are the basic building block 
of language.  Language users perceive speech to be made up of discrete words, phrases etc., yet 
utterances are produced in an almost continuous speech stream (Wagner & Watson, 2010). 
Adults speak an average of 200 words per minute (Caron, 1992), co-producing and co-
articulating between 10 to 15 phonemes per second (Studdert-Kennedy, 1998). In fluent speech, 
listeners believe there are breaks or pauses between words, even when there are no periods of 
acoustic silence, and do not notice if there is a pause within a word (Wagner & Watson, 2010).   
Anyone learning a second language will attest that identifying and extracting individual spoken 
words is hard.  However, in acquiring one’s native language, spoken word recognition is a robust 
and seemingly effortless process that newborns and infants easily achieve as the initial step to 
understanding language, due in part to how prosodic cues orient infants to their native language 
(Berko Gleason, 2005; Christophe & Dupoux, 1996).  
Using high amplitude sucking paradigm, Mehler et al. (1988) found that newborns of 
French speaking parents, as young as four days old can discriminate, and prefer their native 
language from an unfamiliar language, (Russian), by increased sucking (interest), when listening 
to their native language of French. Further, using low pass filtered sentences that only retained 
the prosodic information, Nazzi et al. (1998) found that French monolingual newborns, as young 
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as four days old were able to distinguish between languages belonging to different rhythmic 
classes (e.g., Japanese and  English).  However, they could not distinguish between languages 
belonging to the same rhythmic class (e.g., English and Dutch). Similar findings of 
discrimination between languages with different global characteristics, but not between similarly 
patterned languages was found in five-month-old American speaking infants (Nazzi, Jusczyk, & 
Johnson, 2000).  
The Metrical Segmentation Strategy (MSS)11 proposed by Cutler and Norris (1988) 
posits that infants exploit the rhythmic stress structure of their native language to identify words, 
via their word boundaries in the speech stream. English is categorised as a lexical stress language 
with free stress, where overall stress is unpredictable, but is part of the lexical identity of words 
(Hayes, 1995).  Recall that each lexical or content word in English has primary stress on one 
syllable (e.g., HAPpy, heLLO), even in multisyllabic words, which also may have secondary and 
tertiary stress placement (e.g., HAPPiness, elecTRICity) (Hayes, 1995; Lehiste, 1980). Results of 
perception and production studies consistently have shown that the acoustic correlates of lexical 
stress are longer syllabic duration, greater intensity/amplitude, and higher fundamental 
frequency, as well as differing vowel quality (full versus reduced or schwa vowels in unstressed 
syllables12) (Nakatani & Schaffer, 1978; Quam & Swingley, 2014; Zhang, Nissen, & Francisa, 
2008). The first three acoustic correlates are suprasegmental in nature, while vowel quality is 
conveyed predominantly by segmental information13. Overall, the English stress pattern is 
characterised by alternating patterns of strong and weak syllables, a readily identifiable pattern of 
binary opposition that newborns and infants use to segment the speech stream (Kelly, 1992).  
The majority of English content words are trochaic in patterning; that is, the first syllable 
is strongly stressed, and, where applicable, is followed by a weak syllable (e.g., MOUNtain) 
(Gerken & McGregor, 1998).  Cutler and Carter (1987) found that after examining a speech 
sample of around 190,000 words of spontaneous speech, over 90% of lexical or content words 
were characterised by initial strong syllables, including monosyllabic words (60%), multisyllabic 
                                                          
11 The MSS was later reincarnated as the Rhythmic Segmentation Hypothesis which is a very general claim that the 
rhythmic regularities in language can be used to segment the speech stream (Cutler, 2012) 
12 Reduced vowels and schwas are perceptually less distinct than their stressed counterparts (Hayes, 1995)  
13 Shattuck-Hufnagel and Turk (1996) also included the acoustic pattern of spectral tilt, an acoustic parameter that 
measures the degree that intensity decreases while frequency increases. Spectral tilt affects vowel quality with a 
steeper positive tilt for ‘creaky’ vowels as contrasted to its steeply negative pattern for ‘breathy’ vowels (Styler, 
2014) 
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words with initial primary stress (28%) and multisyllabic words with initial secondary stress 
(3%). Verbs tend to be iambically patterned with stress on the second syllable (e.g., PREsent vs 
preSENT; Kelly, 1992). When produced in isolation, function words (e.g., the, that, an) are 
strongly stressed, but when they are part of a sentences, function words are weakly stressed 
(Selkirk, 1996).  
Using the Metrical Segmentation Strategy (MSS), language learners exploit the rhythmic 
stress structure of their native language, to identify words via their word boundaries in the speech 
stream (Cutler, 2012). By employing a strategy of segmenting the speech stream, that any strong 
syllable marks a lexical/content word or its beginning, and any weak syllable is a function word, 
affords the listener a 90% success rate of identifying content words, as well as a very low false 
alarm rate (Cutler, 2012).  
A body of work by Jusczyk and colleagues (for review see, Gerken & Aslin, 2005) 
demonstrated that English-speaking infants between six and nine months of age use their 
sensitivity to initial primary stress patterning of content words to segment the speech stream. The 
studies used a variant of the Head-turn Preference Procedure, where after familiarised with the 
individual target words (e.g., guitar, design), the infants heard a series of up to six sentences 
containing the target words. Their head-turn to the speaker playing the target passage, and the 
length of time spent listening were measured, with longer listening times determined as 
recognition of, and preference for the target words. Jusczyk et al. (1999) found that 7.5 month 
old infants could segment the speech stream, when bisyllabic words conformed to trochaic 
patterning (e.g., kingdom), but not for words iambically stressed (e.g., guitar). Jusczyk, Cutler, 
and Redanz (1993) found that nine-month-old infants, but not six-month-old infants preferred the 
STRONG/weak stress configuration of words (e.g., KINGdom, DOCtor) in low-pass filtered 
speech, and not just for the portion of the word that was strongly stressed (e.g., king, dock).  By 
11 months, infants were able to identify iambically patterned words (e.g., guitar, design) 
(Jusczyk et al., 1999).  
Based on this evidence, it can be said that English speaking infants begin extracting 
words, using initial primary stress patterning to segment the speech stream between 6 and 7.5 
months of age. There is a preference for the words conforming to the dominant stress pattern in 
English (i.e., trochaic), which develops to sensitivity to the non-dominant stress patterning (i.e., 
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iambic) starting around 11 months. The evidence provided by the Metrical Segmentation 
Strategy is consistent with the prosodic bootstrapping hypothesis (Wanner & Gleitman, 1982).  
Further evidence for the use of prosodic cues to assist word learning is provided by 
infant-directed speech. Infant-directed speech, a near universal linguistic phenomenon, is an 
exaggerated form of speech which aids language acquisition in infants through the use of one 
word/short sentences with content rich and restricted vocabulary (Werker, Lloyd, Pegg, & Polka, 
1996). Infant-directed speech is characterised by exaggerated prosodic features such as rising 
and falling intonation contours, stress, lengthened vowel durations and pauses (Werker, Pegg, & 
McLeod, 1994). Adults and older children, largely unconsciously, draw the infant’s attention 
toward the names of concrete objects (i.e., nouns), which are predominantly trochaic in 
patterning. Newborns and infants prefer infant-directed speech over adult-directed speech 
(Cooper & Aslin, 1990; Pegg, Werker, & McLeod, 1992; Werker & McLeod, 1989). 
Prosody’s role in bootstrapping syntactic acquisition. Once words are identified and 
vocabulary is being built, prosody and the cues it provides are crucial to beginning language 
users to ‘bootstrap’ their acquisition of the more complex linguistic hierarchy of syntax. After 
reviewing the role of prosody in first language acquisition, Speer and Ito (2009) concluded that 
children’s developmental sensitivity to, and use of, prosodic cues in deriving sentential structure 
elevated prosody to  ‘a sort of proto-syntax’ (p.94). 
 Infants are sensitive to, and make use of, prosodic cues in relation to syntactic structure in 
listening much earlier than they can produce them. Whereas children as young as 20 months 
show beginning levels of syntactic competence by producing utterances with relatively few 
errors in word order (Nespor, Shukla, van de Vijver, Schraudolf, & Donati, 2008), infants as 
young as 6 to 12 weeks are sensitive to to prosodic cues that discriminate between different 
syntactic structures between languages (Christophe, Nespor, Guasti, & Van Ooyen, 2003). For 
example, using the non-nutritive sucking paradigm, Christophe et al. found that 16 French 
infants showed significantly increased sucking responses for changes between French and 
Turkish, than within the same language. Due to different word order, French phonological 
phrases (e.g., We sang the chorus) are marked prosodically by final stress, whereas Turkish 
phonological phrases (e.g., The chorus we sang) are marked by initial stress. Matched on number 
of words and syllables, word, phonological and intonational boundary positions, and word stress, 
sentences were resynthesised to preserve the prosodic structure without any phonetic content.  
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 Infants as young as six months can respond to prosodically realised clausal boundaries in 
fluent speech   Soderstrom et al. (2003) found that 6 and 9-month-old infants preferred target 
word sequences that formed clauses within sentences (e.g., people by the whole), over the same 
word sequences that straddled a clausal boundary (e.g., people # buy the whole), and were 
sensitive to the smaller syntactic constituents of phrases. Also, Soderstrom et al. (2005) found 
that six-month-old infants preferred new passages that contained intact noun phrases, over 
passages where the same noun phrase was presented across a phrasal boundary.    
Summary: the role of prosody in language acquisition 
 The prosodic bootstrapping hypothesis posits that infants and newborns are equipped to 
use the prosodic cues present in the overall global pattern of the speech stream to identify and 
extract words from the almost continuous speech stream to bootstrap them into their native 
language (Wanner & Gleitman, 1982). The English stress pattern of words is used by infants to 
identify words in the almost continuous speech stream, bootstrapping the building of their 
vocabulary (e.g., Cutler, 1994; Cutler & Carter, 1987; Cutler & Norris, 1988). Adults and older 
children emphasise these prosodic patterns in infant-directed speech to further exploit the 
prosodic patterning of language to assist language acquisition in infants (Werker et al., 1996). 
Infants as young as six weeks old can use prosodic cues to inform syntactical structure 
(Christophe et al., 2003). From six months of age, infants can use prosodic cues to identify 
phrasal (Soderstrom et al., 2005) and clausal boundaries (Soderstrom et al., 2003). 
The role of prosody in language development. 
Early prosodic skills predict later language development. Recent longitudinal studies 
have shown that both the sensitivity to words, as a separate linguistic unit within the almost 
continuous speech stream, and to the realisation of syntactic boundaries, via prosodic skills 
within the first year of life predicts later linguistic ability. This has been demonstrated in both 
behavioural (Singh et al., 2012) and electrophysiological studies (Cristia & Seidl, 2011), which 
are discussed below.  
 Singh et al. (2012) measured the word segmentation ability of forty 7.5-month-old 
infants, by examining their ability to recognise familiarised words (e.g., bike and hat) in 
passages, either presented with the same high pitch or low pitch, (simple matching task) or 
presented with different pitch (complex matching task). Vocabulary was measured every two 
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months from eight14 to 24 months of age (the MacArthur-Bates Development Inventories 
[MCDI], Fenson et al., 1993). At 23 months of age, the cognitive ability of the infants was 
measured by administering the Mental Development Index of the Bayley Scales of Infant 
Development (BSID-II, Bayley, 1993). The BSID-II was positively and significantly correlated 
with the simple matching segmentation task, (r =.34, p < .05), while the complex task was 
significantly correlated with vocabulary size at two years (r =.51, p < .01). 
Newman, Ratner, Jusczyk, Jusczyk, and Dow (2006) retrospectively analysed the 
language ability of infants at 2, and 4 to 6 years of age, who had undertaken speech perception 
studies in the first year of life. At 2 years, the expressive vocabulary of 412 children was 
assessed using the MCDI (Fenson et al., 1993).  Further analysis was undertaken comparing two 
groups (n = 117); high performing children (>85% MCDI scores) and low performing children 
(< 15% MCDI scores). The early ability (7.5 months to 12 months) to segment speech by 
identifying single words in fluent speech was found to significantly and positively influence later 
vocabulary scores. Similarly, when followed up between 4 and 6 years (n = 27), the preschoolers 
who had succeeded on the infant speech segmentation task demonstrated significantly better 
language and cognitive skills15 than those who had not.  
Similarly, using a passive oddball task, five month old German speaking infants listened 
to bisyllabic words both trochaic (e.g., BAba) and iambic (e.g., baBA) patterning (Weber, Hahne, 
Friedrich, & Friederici, 2005). Those infants who exhibited a displayed less awareness of the 
prosodic patterning (smaller electrophysiological Mismatch response) were found to be at higher 
risk for language impairment at 12 and 24 months.  
Cristia and Seidl (2011) found that infants’ prosodic sensitivity at the phrasal level (six 
months) predicted later vocabulary development (24 months). Prosodic skills in English-
speaking six-month-old infants were measured, by coding their reaction to two different prosodic 
realisations of the same word sequences extracted from fluent speech. The word sequence was 
presented either, as a well-formed and natural intonational phrase, or spanning a prosodic 
boundary. Using a variant of the head-turn preference paradigm, the infants looked longer in the 
                                                          
14 The MCDI provides that parents of caregivers indicate if infants as young as eight months understand the words, 
and whether the infant can say the word.  
15 The preschoolers were tested using the Overall Language Quotient and Supplemental Articulation Test (Test of 
Language Development Primary, 3rd edition; Newcomer & Hammill, 1990), parental rating of communicative skills 
on the Speech and Language Assessment; Hadley & Rice, 1993), and the generalised cognitive function (Kaufman 
Brief Intelligence Test; Kaufman & Kaufman, 1990).  
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direction of the well-formed prosodic sequences. Prosodic sensitivity was measured as a ratio, 
calculated by dividing the time spent looking at the well-formed prosodic sequences, by the time 
spent looking at the disrupted sequence. A positive ratio indicated more advanced prosodic 
sensitivity. A Visual Recognition Memory task (VRM) also was administered at six months as a 
measure of general cognitive ability.  At two years, the infants’ language outcome of total 
vocabulary size was measured by administering the MCDI (Fenson et al., 1993). A significant 
positive relationship was found between a positive ratio (the time spent looking at the well-
formed prosodic sequences divided by the time spent looking at the disrupted sequence) of 
prosodic sensitivity (6 months) and later vocabulary size (2 years), after accounting for general 
cognitive ability as measured by the VRM (at 6 months).     
Thus, recent studies have shown that infants’ sensitivity to prosodic cues in the first year 
of life predicts their later language development.  Prosodic skills also are continuing to develop 
throughout childhood, which is now reviewed. 
The development of prosodic skills. While children have acquired a certain level of 
competence in their native language by 3 or 4 years of age, language development continues to 
improve over childhood, with some further development into adulthood  (Berko Gleason, 2005). 
Some prosodic development continues until at least 12 or 13 years of age (Wells et al., 2004). 
However, the period of language development after infanthood has received less research 
attention. This may be due to the subtler and less easily detected improvements in language in 
older children. The following review shows that there is limited research on prosodic 
development in children, particularly during the early school years, when children are learning to 
read. Written language, with its paucity of prosodic cues, may place particular demands on 
prosodic skills in early readers. Yet prosodic development during this period is not well 
understood. Prosodic development is discussed here in three sections: prosodic cues at the word 
level (lexical stress including noun/verb pairs, and compound nouns/noun phrases); the 
interaction of prosody with syntax (compound noun/phrasal contrasts, prosodic phrasing, and 
declarative sentences/questions); and the interaction of prosody with semantics (contrastive 
stress, newness).  
Prosody at word level. Children’s ability to judge whether two bisyllabic words contain 
the same stress pattern increases with age (Myers & Myers, 1983). Myer and Myer found that the 
ability to judge whether nonsense words strings (e.g., baBA and BAba) sound the same or 
29 
 
 
different, increased from 4 years (M = 66.6%, SD = 1.33) to adult-like proficiency shown by 11 
years (M = 97.5%, SD = .44).  
 Prosodic cues16 are used to distinguish between noun/verb pairs (e.g., PREsent versus 
preSENT), where the first syllable of the noun (e.g., PRESent) is stressed, while the verb (e.g., 
preSENT) carries the stress on the second syllable (Kelly, 1992). In a sample of 125 children and 
19 adults, Atkinson-King (1973) found that 67% of six year olds could effectively distinguish 
between noun and verb pairs, with 90% accuracy by 8 years, and 100% accuracy by 12 years.  
 Ballard, Djaja, Arciuli, James, and van Doorn (2012) found that when naming pictures, 
children aged from 3 to 7 years (n =73) pronounced the multisyllabic words with trochaic 
patterning as adults did, using the acoustic correlates of relative duration and intensity (e.g., 
BUtterfly, CAterpillar). However, naming words with iambic patterning (e.g., poTAto) in line 
with adult stress patterns was still developing.   
 Jarmulowicz (2006) examined the production of derived multisyllabic words in 52 
children (7 to 9 years) and 19 adults, using words whose stress pattern either changed or 
remained the same with the addition of a suffix. The addition of neutral suffixes (e.g., -ness and -
er) does not change the stress pattern of the derived word, (e.g., HAPPy to HAPPiness). 
However, stress patterns are affected by the addition of non-neutral suffixes (e.g., –ity, and -ic,) 
with the stressed syllable moving across one syllable (e.g., Active to acTIVity). Affixation of the 
neutral suffixes was mastered by both 7- and 9-year-old children, and the adults. However, 
children’s ability to produce words with non-neutral patterning still was developing, with 34% 
accuracy at 7 years, increasing to 78% for 9 year-olds, with adults being mostly error free.  
Prosodic cues of stress, duration, and pause are necessary at the word level, to 
differentiate between compound words, (e.g., blackbird), and two-word phrases including 
adjective and noun couplets, (e.g., black bird) (Kitzen, 2001). In English, the first member of the 
compound word carries the stress, (e.g., BLACKbird), while phrasal stress is assigned to the 
phrase’s right edge (e.g., black BIRD) (Vogel & Raimy, 2002). A developmental progression of 
distinguishing between and producing the two different stress patterns has been found, with skills 
being mastered as a function of age, and comprehension preceding production (e.g., Atkinson-
King, 1973; Wells et al., 2004).  
                                                          
16 The segmental cue of vowel reduction also is used to distinguish between noun/verb pairs. 
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Wells et al., (2004) found that children could comprehend and produce the differences 
between compound nouns and noun phrases as young as five years of age. Wells, et al. 
administered the prosodic chunking tasks from the Prosodic Elements in Prosody in Speech – 
Children  (PEPS-C; Wells & Peppe, 2003) to groups of children aged 5, 8, 10 and 13 years (30 in 
each group). The chunking tasks used compound nouns and noun phrases, where 2 phonemically 
identical phrases can mean 2 or 3 items, dependent on the intonational phrasing used. An 
intonational phrase contains a complete intonation contour, marked by an initial and final 
prosodic boundary, and at least one accent group, being at least one change in pitch (Wells et al., 
2004). For example, chocolate cake and honey can be comprised of three small intonational 
phrases representing 3 food items e.g., chocolate, cake, and honey or 2 intonational phrases 
representing 2 food items in the phrase, chocolate-cake, and honey.   
In the comprehension chunking task, children were required to indicate which picture 
depicting 2 or 3 items best matched what they had heard. In the production task, the children 
were shown the same picture strips and asked to describe what they saw. In both the production 
and comprehension tasks, functional competence was reached by five years; a mean score of 
75.6% in the comprehension task, and 82.2% for the production task. Proficiency increased with 
age. Ceiling effects were observed even in the youngest group of children. Significant positive 
correlations were found between both the comprehension and production chunking tasks, and 
expressive and receptive language ability (CELF-R; Semel, Wiig, & Secord, 1987; TROG, 
Bishop, 1989), supporting a relationship between more developed prosodic and language skills. 
Dankovicova et al., (2004) administered the chunking production task (PEPS-C; Wells & 
Peppe, 2003) to eight year old children (n = 10). Eight-year-old children produced a longer pause 
and final syllable lengthening, when there was a prosodic boundary (e.g. chocolate cake), and no 
pause or final syllable lengthening for compound nouns (e.g., chocolate-cake). A closer analysis 
of each child’s utterances revealed a more fine-grained picture, revealing significant individual 
differences. Only 3 of the 10 children marked the prosodic boundaries with correct duration and 
final syllable lengthening. The next most proficient group traded pause duration and final 
syllable duration off one another to mark the boundary, while the least proficient children were 
unable to effectively mark the boundaries. This finding suggests that there are highly variable 
individual differences in producing prosodic boundaries.  
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 Summary of prosodic development at word level. There still is much to be learned 
about prosodic development in children in the period prior to adult-like competence, which is at 
least until around 12 to 13 years of age (Wells & Peppe, 2003). Prosodic research has 
concentrated on word level prosodic skills (e.g., lexical stress in bi- and multi-syllabic words, 
and compound nouns). Similarly, as reviewed in Chapter 3, reading research predominantly has 
used such prosodic word-level measures (e.g., ability to manipulate lexical stress in bi- and 
multisyllabic words, and recognise compound nouns) to show significant correlation with 
phonological awareness, and to predict unique variance in written word (e.g., Holliman, Wood, 
& Sheehy, 2008; Jarmulowicz et al., 2007; Whalley & Hansen, 2006).  
Prosodic development and syntax. The following review outlines what is currently 
known about the interface between prosody and syntax in children’s language development. The 
review covers the use of prosodic cues by children to resolve syntactic ambiguities, and prosodic 
signaling of questions/statements.  
  Prosodic cues to resolve ambiguities. As noted earlier, adults use prosodic cues to parse 
and understand spoken utterances and to resolve ambiguities (e.g., Carlson, 2009; Frazier et al., 
2006). However, little is known about how children use prosodic cues to resolve syntactic 
ambiguities. Snedeker and Yuan (2008) found that children, as young as 4 to 6 years can 
effectively use prosodic cues, when processing ambiguous sentences. Using the visual world 
paradigm, they monitored the gaze of children and adults, as the experimenter enacted what was 
being said using target and distractor toys. For example, in the sentence, You can feel the frog 
with the feather an intonational break was placed after the noun (e.g., frog’) or after the verb 
(e.g., feel). Adults processed the prosodic cues earlier, by gazing at the sentence’s object 200 ms 
after hearing it, while the children took longer to direct their gaze toward the target object, 
around the 300 ms mark. While the children were slower in processing the sentence, both 
children and adults used prosodic cues rapidly and effectively to understand the sentences.   
  Beach, Katz, and Skowronski (1996) examined how adults and children (5 and 7 year 
olds) used prosodic information to arrange pink, green and white coloured rabbits, according to 
spoken prosodically bracketed phrases (e.g., pink and [green and white] or [pink and green] and 
white). When evaluating the varying duration and intonational cues at phrasal boundaries, 
children as young as five performed at adult levels.  However, there were qualitative differences 
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between the children and the adults. The adults’ performance was better, while the children’s 
processing was ‘noisier’, but moving toward adult mastery of comprehension.  
In a companion study, Katz, Beach, Jenouri and Verma (1996) examined whether 5 and 7 
year olds, and adults could prosodically mark phrasal boundaries.  Participants were required to 
spontaneously describe the grouping of pink, green and white blocks, (e.g., [pink and [green and 
white], or [pink and green] and white]). Acoustic analysis revealed that adults consistently and 
reliably lengthened the words, pink in the grouping, pink and [green and white] and green in 
[pink and green] and white along with a longer pause following the lengthened word. Children 
used nonverbal information, such as hand gestures and facial expressions, rather than prosodic 
cues to describe the groupings. Overall, the findings from Beach et al. (1996) and Katz et al. 
(1996) showed that children could comprehend prosodic bracketing of such phrases, but not 
produce them.   
Prosodic signaling of questions/statements. Prosodic cues are used to differentiate 
between questions and statements. In English, adults prosodically mark a declarative statement 
with falling fundamental frequency/intonation contour, while a question is marked by an 
increasing fundamental frequency/intonation contour (Graddol et al., 1994).  
Children as young as five years can imitate the production of the question/statement 
contrast (Loeb & Allen, 1993), while the rising contour associated with questions being harder to 
produce (Patel & Grigos, 2006; Snow, 1998).  Patel and Grigos (2006) found that children aged 
4, 7, and 11 produced different combinations of prosodic cues to distinguish between statements 
and questions. In a play situation, four children in each age group produced spontaneous speech, 
in response to contextual scenarios and prompts. The four-year-old children could produce 
falling intonation contours for statements, but not the rising intonation contour for questions. The 
younger children predominantly relied on the prosodic cue of duration to lengthen the final 
syllable. Patel and Grigos attributed the inability to produce rising intonation to motor 
development, such as shorter vocal tracts and shorter pharyngeal cavity. The 7- and 11-year-old 
children were starting to use adult-like patterns produced by a combination of fundamental 
frequency, intensity and duration, with fundamental frequency the most prominent prosodic cue 
used. The 7-year-old children produced more variable patterns of all three cues, while the 11 
year-olds’ productions were the most adult-like.  
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Overall, by seven years of age, adult-like patterns for producing questions/statements are 
emerging, but with variable patterns of the prosodic cues used of fundamental frequency, 
duration and intensity (Patel & Grigos, 2006). The ability to produce this prosodic contrast like 
adults is mastered by 11 years (Patel & Grigos, 2006).  
Vogel (1975) found that the ability to recognise questions/statements by their prosodic 
intonation contours distinguished between good and poor readers in second grade. Hook and 
Johnson (1978) also found that 9 to 10 year old male poor readers were unable to comprehend or 
produce the appropriate intonation contour for questions and statements. 
The effects of misleading prosodic structure. Cutler and Swinney (1987) found that 
sentence comprehension by children (aged 5 to 7 years) was not disrupted by the application of 
incorrect prosody to target words in sentences. Children took similar times to identify target 
words (e.g., clean) in sentences where the target word was accented (e.g., The nurse bought a 
CLEAN towel and took away the dirty one) and where another word was accented. (e.g., The 
nurse bought a clean TOWEL and took away the dirty one, p.151).  
However, Read and Schreiber (1982) presented contrary findings for seven-year-old 
children. In a listening comprehension task, children and adults were required to identify the 
subject noun phrase in sentences with normal and misleading prosody. Misleading prosody was 
produced by splicing the bolded section of sentence (a) into sentence (b). The same word string 
was used but was prosodically different. 
a. Your neighbours shovel their sidewalk carefully. 
b. Your neighbour’s shovel got lost in the snow. 
In the normal prosody condition, adults were error-free in identifying the multiword 
subject noun phrase (e.g., your neighbour’s shovel), and the children were correct in 70% of 
trials. In the misleading prosody condition, the seven-year-old children were correct only 30% of 
the time, whereas the adults were correct 82% of the time, suggesting the adults were not solely 
relying on prosodic cues. Read and Schreiber (1982) concluded that children relied more on the 
prosodic cues, and were prone to more errors when the prosodic structure was misleading.  
Prosodic development and semantics.  
Contrastive/emphatic stress. Contrastive or emphatic stress can be placed on a word to 
draw a listener’s attention to new or important information (MacWhinney & Bates, 1978). For 
example, in the sentence, Pick up the GREEN book, the stressing or accenting of GREEN, 
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indicates that the book’s colour is important and/or new information. Contrastive stress is 
unpredictable from the language’s stress pattern or structure, and can be placed on almost any 
syllable or word (Lehiste, 1973).  
Research suggests that comprehension of contrastive stress begins as early as four or five 
years of age with adult-like proficiency by 13 years of age (Arnold, 2008; Cutler & Swinney, 
1987; Hornby, 1971; Ito et al., 2014; Peppe & McCann, 2003). The findings were similar, 
although task varied between the studies. Arnold (2008) is discussed as an illustrative example of 
the comprehension of contrastive stress. They found that 20 children (aged 4 to 5 years) could 
distinguish between sentences with and without contrastive stress, in line with adult processing. 
The children’s eye movements were monitored, as they carried out instructions involving 4 target 
nouns and 4 locations on a magnet board (e.g., bacon/bagel/arm/skunk, and 
star/square/circle/triangle). A context sentence (e.g., Put the bacon on the star), was followed 
by either an accented sentence (e.g., Now put the BAGEL on the square), or unaccented sentence 
(e.g., Now put the bagel on the square). The children looked longer, by around 200ms, at the 
objects than the adults, before moving the target object. The children also looked significantly 
longer at the previously mentioned object (e.g., bacon) in the unaccented sentence, than in the 
accented sentence, suggesting they were processing the provided contrastive stress. However, 
when processing the accented words in the sentences, the children performed like adults, 
showing a processing advantage for sentences with accented words.  
Several studies have shown that children from 4 to 5 years of age can produce contrastive 
stress with competency, increasing with age (Atkinson-King, 1973; Hornby & Hass, 1970; 
MacWhinney & Bates, 1978; Patel & Brayton, 2009; Wells et al., 2004; Wonnacott & Watson, 
2008). An illustrative example is provided by Wells et al. (2004), who tested 120 children, aged 
from 5 to 14 years of age. The children were presented with a picture that does not match the one 
they had, prompting the child to ask for a different picture. For example, the tester says How 
about a black bike? The child looking at his/her picture says, I want the GREEN bike, or I want a 
black BUS.  Measured as correct or an ambiguous response by adult listeners, five-year-old 
children could correctly produce contrastive stress. However, there was variation in production 
of contrastive stress in all age groups from 5 to 14 years. 
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Summary of Prosodic Development 
 Longitudinal studies have shown that prosodic skills acquired in the first year of life 
positively predict language development at 2, (Newman et al., 2006; Singh et al., 2012), and 
between 4 and 6 years (Newman et al., 2006). Cristia and Seidl (2011) found that the early 
ability to detect well-formed prosodic phrases in fluent speech was significantly correlated to 
later vocabulary size, even after accounting for general cognitive ability.  
Prosodic development at word and sentence level develops throughout childhood. 
Trochaic patterning (the most common in English) is mastered first, and deviations from the 
predominant trochaic word patterning are mastered later. The adult-like production of iambic 
patterning is not mastered until after 7 years (Ballard et al., 2012), and adult-like stress-shifting 
patterns in multisyllabic words is not achieved by 9 years of age (Jarmulowicz, 2006). There is 
considerable individual difference in comprehending and producing the prosodic differences 
between compound nouns and noun phrases, with adult-like proficiency increasing until 13 years 
of age (e.g., chocolate-cake and honey, and sun flower pot) (e.g., Wells et al., 2004; Yoshido & 
Katz, 2004, 2006).  
The ability to use and produce prosodically prominent words in sentences to aid 
comprehension begins as early as four years (Arnold, 2008; Atkinson-King, 1973; MacWhinney 
& Bates, 1978; Wonnacott & Watson, 2008). This skill develops over childhood (Arnold, 2008; 
Cutler & Swinney, 1987; Ito et al., 2014; Patel & Brayton, 2009) with adult-like competence 
continuing until 13 years (Wells et al., 2004). 
Overall, it has been shown that at least some aspects of prosodic development continue 
until at least 13 years of age (Wells et al., 2004). Development research has concentrated on 
word level processes (e.g., segmentation of words from the speech stream, and recognition of 
compound nouns) showing that prosodic skills are being mastered as early as five years of age, 
but continue to develop until much later, with much individual variation in skills/competency at 
all stages of development (Wells et al., 2004). In turn, reading research has used similar tasks 
measuring the developing word level prosodic processes (e.g., lexical stress by the 
Mispronunciation task, and compound nouns by the Compound Nouns task), which have been 
unique predictors of word level reading processes (Whalley & Hansen, 2006; Wood, 2006), 
which will be reviewed in Chapter 3. Much is to be learnt about prosodic development in the 
same period that reading development occurs.  A central tenet of the thesis is that readers, 
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especially developing readers need to provide their own prosody to fully understand the written 
message, due to impoverished prosodic cues in reading when compared to listening 
comprehension. It therefore is contended that the developing prosodic skills of children may be 
most sorely tested when comprehending the written text.  
Chapter Summary 
The complex nature and inherent subtleties of prosody in spoken language are yet to be 
fully understood (Calhoun, 2010; Cutler, 2012; Turk & Shattuck-Hufnagel, 2013). Prosody is an 
influential albeit under-researched linguistic sub-system, which contributes significantly to 
spoken language comprehension at two levels, local and global. 
At the local level, prosody plays an active role in linguistic comprehension by interacting 
with, and adding value to, both the semantic and syntactic analysis of spoken discourse. Prosody 
and the cues it provides are important to facilitate syntactic understanding by the prosodic 
bracketing of prosodic/syntactic constituents, aiding memory processes, and the resolution of 
structural ambiguities to aid spoken language comprehension (for review see, Cutler et al., 
1997). It marks sentences as questions or statements, and indicates the delineation of new topics, 
clauses and paragraphs (Speer et al., 1993). In English, each word has its own prosodic frame 
(Lindfield et al., 1999), which contributes to identification of words and their meanings in the 
speech stream (Cutler & Carter, 1987), the grammatical classification of nouns and verbs (Kelly, 
1992), and differentiating between compound nouns and noun phrases (Wells & Peppe, 2003). 
The interface between prosody and semantics is used to highlight salient information and 
deaccentuate old or given information that is already understood by the speaker and the 
listener(s) (Calhoun, 2010; Terken & Hermes, 2000).   
At the global level, newborns and infants make use of the overall pattern of prosodic cues 
in English via the prosodic bootstrapping hypothesis, which aid word segmentation in the speech 
stream to aid identification of words for vocabulary acquisition (Wanner & Gleitman, 1982). 
Further, prosody and the cues it provides also help infants/children to bootstrap their acquisition 
of the more complex linguistic sub-system of syntax, as prosody’s simpler structure provides 
juncture and cues to the more complex linguistic hierarchy characteristic of syntax (Wanner & 
Gleitman, 1982). It also was shown that prosodic skills of segmenting words, and understanding 
phrasal boundaries gained within the first year of life predict later language skills, until at least 
six years of age (Cristia, Seidl, Junge, Soderstrom, & Hagoort, 2014) 
37 
 
 
This chapter has highlighted the importance of prosody in spoken language, for both 
beginning language learners and experienced language users.  In comparison to this rich array of 
prosodic information in speech, written language contains only minimal prosodic cues. It is the 
contention of this thesis that this difference in prosodic cues between spoken and written 
language matters, is an issue that requires more attention, particularly in the reading development 
sphere.  Confronted with written language that is largely devoid of prosodic cues, the reader 
must imbue text with prosody to fully map written language onto spoken language, and to fully 
understand the written message. Further, the less developed prosodic skills of children may be 
particularly tested when learning to read and understand written text. The role of prosody in 
reading is a topic, which only has recently begun to be been investigated, and remains under-
developed.  Chapter 3 provides a review of the role of prosody, and of the reader’s prosodic 
sensitivity in reading.   
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Chapter 3 
The Role of Prosodic Sensitivity in Reading Comprehension 
 Reading is based upon the foundations built by spoken language and hence, oral and 
written language are intimately connected. The discussion of prosody, thus far, has focused on its 
pervasive role in spoken language. As demonstrated in Chapter 2, prosody is an important 
linguistic sub-system contributing to all levels of spoken language processes at syllable, word, 
phrase, clause, and utterance level (Cutler, 2012; Fletcher, 2010; Turk & Shattuck-Hufnagel, 
2013). Chapter 2 has shown that prosodic skills develop over the course of childhood, with full 
competence not reached until the mid-teenage years (Wells et al., 2004). This developmental 
period hence coincides with formal schooling, including reading acquisition and development.  
This chapter focuses on research into the role of prosody in reading (i.e., in decoding and 
understanding written language). This has emerged as an area of research interest over the past 
15 years, (e.g., Clin et al., 2009; Jarmulowicz et al., 2007; Whalley & Hansen, 2006). The 
purpose of this chapter is to outline the current empirical understanding of the role of prosody in 
reading, and to highlight gaps in the literature, which have led to the hypotheses tested in this 
thesis.  
The chapter begins by introducing a model of the reading process, the simple view of 
reading (Hoover & Gough, 1990), which provides a useful framework for investigating the ways 
in which prosody, and prosodic sensitivity, may contribute to reading, particularly during reading 
development.  The simple view of reading posits that reading comprehension is the product of 
two processes, namely written word decoding and oral language comprehension (listening 
comprehension). Of these two key processes, a great deal of research has focused on the 
demands of written word decoding, the aspect of the simple view that is unique to reading 
(Hoover & Gough, 1990). A large body of research has identified difficulties in acquiring 
accurate and efficient word decoding skills, as the major stumbling block to reading success 
(NICHD, 2000b; Share, 1995; Snowling, 2006).    
Not surprisingly, most research on prosodic sensitivity and reading to date has 
concentrated on the role of prosodic sensitivity in word decoding. This pivotal role of accurate 
and efficient word decoding in reading will be briefly reviewed, as well as the crucial role that 
segmental phonological skills (phonological/phonemic awareness) play in the development of 
word decoding skills, and thus ultimately in reading comprehension. Any investigation of the 
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role of prosodic sensitivity in reading must consider this central role of segmental phonological 
skills in the development of accurate and efficient word decoding skills, which in turn enables 
reading comprehension.  
The simple view of reading provides that once word identification has been achieved, the 
skills needed for listening and reading comprehension are the same (Hoover & Gough, 1990). 
However, the simple view of reading does not recognise a key difference between the demands 
of listening and reading comprehension: namely, the paucity of prosodic cues available in written 
text compared to the rich prosodic cues which are pervasive in spoken language. Reading 
comprehension requires the reader to extract the written word’s meaning, and once decoded, to 
integrate word meaning into phrases and sentences and into a comprehensible whole. A potential 
deficit in the simple view of reading is thus identified, as prosodic skills may be recruited 
differently in the aid of reading comprehension, compared to listening comprehension. It will be 
argued that comprehending written text places special demands on prosodic skills that are not 
demanded in comprehending speech, due to the need for the reader to provide the missing 
prosody to aid comprehension. (e.g., Bader, 1998; Benjamin & Schwanenflugel, 2010; Fodor, 
2002a; Miller & Schwanenflugel, 2008). The extra demands of prosodic skills on reading 
comprehension are proposed to occur for all readers, and not just those identified as poor 
comprehenders17.  
An examination of this issue is the central concern of the current thesis. As yet, research 
has not adequately investigated this proposition. However, this argument for the potential direct 
contribution of prosodic sensitivity to reading comprehension is supported by the implicit 
prosody hypothesis (Fodor, 2002b), and the role of prosodic/expressive reading aloud in reading 
comprehension (Benjamin & Schwanenflugel, 2010; Schwanenflugel et al., 2004; 
Schwanenflugel et al., 2006), which is reviewed later in this chapter. 
The Simple View of Reading 
The simple view of reading (Gough et al., 1996; Hoover & Gough, 1990; Kendeou, 
Savage, & van den Broek, 2009) provides a useful framework for considering the reading 
process and a context for considering the role that prosodic sensitivity may play in reading 
comprehension. Although the simple view of reading has been challenged by many researchers 
                                                          
17 Around 10% of children (aged 7 to 10 years) have normal decoding ability but display deficits in reading 
comprehension (Snowling et al., 2009). 
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since its introduction in 1990 (e.g., Kirby & Savage, 2008; Ouellette & Beers, 2010), and will be 
challenged in this thesis, it remains an empirically validated and widely accepted model of the 
reading process (e.g., Kendeou et al., 2009; Protopapas, Simos, Sideridis, & Mouzaki, 2012), and 
a useful starting point for the present research.  
Word decoding has been the major focus of reading research over the past three decades 
(Melby-Lervåg et al., 2012). The most obvious way in which written alphabetic languages like 
English differ from spoken language is that words are represented by strings of letters on a page. 
Written words must be decoded (recognised as their spoken word equivalents) for reading to 
proceed. A great deal of research has focused on the task of written word decoding and the skills 
needed for its success. Research has established that the ability to decode written words 
accurately and fluently is critical to reading success, and word decoding difficulties are the major 
stumbling block for struggling readers (NICHD, 2000b; Share, 1995; Snowling, 2006). 
Word decoding, in turn, has been found to be critically dependent on segmental 
phonological skills, known as phonological awareness  (Melby-Lervåg et al., 2012). The 
importance of this relationship cannot be overstated. Beginning readers must be able to discern 
the individual sounds (phonemes) within words, to make sense of the relationship between letters 
and sounds in alphabetic scripts such as English. This phonemic awareness, together with 
knowledge of letter-sound relationships, supports the development of phonological recoding (or 
word attack) skills, whereby readers use their knowledge of letters and sounds to ‘sound out’ 
unfamiliar words (Share, 1995).  Word attack skills are assessed by means of nonword reading 
tasks, where readers are required to pronounce unfamiliar (non)words or increasing difficulty. 
Word attack skills, in turn, are crucial for developing accurate and efficient word reading ability. 
The discovery of the critical role of phonological awareness in the development of phonological 
recoding (word attack) skills, and hence in word decoding, has led to major advances in our 
understanding of the reading process, in the teaching of beginning readers and in remediation of 
reading difficulties (NICHD, 2000b; Rose, 2006; Rowe, 2005).   
Much of the research on the role of prosodic sensitivity in reading development has 
focused on word decoding, and the ways in which prosody supports the decoding process.  Any 
discussion of the potential role of prosodic sensitivity in reading must consider the important role 
of phonological awareness in word decoding. Prosodic sensitivity (suprasegmental phonology) is 
correlated with phonological awareness (segmental phonology) (Whalley & Hansen, 2006; 
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Wood, 2006). The research reviewed in this chapter suggests that prosodic skills explain unique 
variance in word decoding, independently of phonological awareness (e.g., Holliman, Wood, & 
Sheehy, 2010a; Jarmulowicz et al., 2007; Whalley & Hansen, 2006). This growing body of 
research has highlighted the previously overlooked role of prosody in reading. 
Word decoding ability places limits on reading comprehension in the early primary grades. 
Children must learn to decode written words accurately in order to understand text, and they 
must come to decode words quickly and automatically in order to free up cognitive capacity for 
comprehension (LaBerge & Samuels, 1974; Samuels & Flor, 1997).  In the early stages of 
reading, word decoding ability is a stronger predictor of reading comprehension than is listening 
comprehension. As word decoding ability develops, the relationship between listening 
comprehension and reading comprehension strengthens (Gough et al., 1996). Once children have 
developed the skills to efficiently decode written words, their ability to comprehend text is no 
longer limited by inefficient or inaccurate word decoding skills, so that individual differences in 
language comprehension become the more important predictor of reading comprehension in 
more advanced readers (Gough et al., 1996). 
The simple view of reading (Hoover & Gough, 1990) assumes that once the (sometimes 
difficult) task of word decoding is achieved, normal listening comprehension processes are all 
that is required to achieve reading comprehension. Thus, the simple view posits that while 
written word decoding is a process unique to reading, comprehension requirements are the same 
for listening and reading comprehension (Hoover & Gough, 1990). However, written language 
(in comparison to spoken language) may place particular demands on prosodic skills, due to the 
paucity of prosodic information provided in written, as compared to spoken language. Written 
text only contains very minimal prosodic cues in comparison to the rich prosodic information 
embedded within spoken language. Prosody is conveyed minimally in text by punctuation, such 
as commas and full stops for pauses, italics for stress and capitalisation indicating the beginning 
of sentences.  Written text fails to capture the richness inherent in spoken language. When 
reading aloud or silently, the reader infers and must supply the prosody intended by the writer to 
fully understand the intended message (Fodor, 2002a, 2002b). Prosody adds context to reading 
(Chafe, 1988), and aids in syntactic analysis (Klauda & Guthrie, 2008), whereas reading word by 
word without expression hinders comprehension (e.g., Schwanenflugel et al., 2006). 
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The following review examines the growing body of research evidence on the role of 
prosody in reading, focusing first on prosodic sensitivity (sensitivity to prosodic features in 
spoken language) and word decoding, and then examining research on prosody and reading 
comprehension. However, before considering the role of prosodic sensitivity in word decoding, it 
is important to be cognisant of the critical and well-established role of phonological awareness in 
developing word attack skills and word decoding ability. A review of this relationship precedes 
the discussion of the relationship between prosodic sensitivity and word decoding.  
Decoding Written Words  
Phonological awareness and written word decoding. Reading comprehension is 
critically dependent upon efficient word decoding (Peterson & Pennington, 2012).  Over three 
decades of reading research has established conclusively that word decoding is critically 
dependent upon phonological awareness (Melby-Lervåg et al., 2012). Phonological awareness 
refers to the ability to discern and manipulate the component sounds within words. This critical 
skill allows the reader, especially the beginning reader, to break words down into their individual 
sounds, and to combine sounds to form words (Share, 1995).  
Pre-reading children’s awareness of large sub-syllabic units (being able to break words 
into onset and rime, e.g.,  b-at, sp-ot) is the strongest predictor of later reading success 
(Goswami, 1999). For beginning readers, more fine-grained phonemic awareness (being able to 
discern the individual phonemes within a word, e.g.,  b-a-t, s-p-o-t), along with letter-sound 
knowledge, provides the basis for a phonologically based strategy to identify (sound out) 
unfamiliar written words (known as phonological recoding, or word attack skills), which is 
critical to the development of accurate and efficient word decoding skills, and hence to reading 
acquisition (Muter, Hulme, Snowling, & Stevenson, 2004).  
Melby-Lervåg et al. (2012) conducted a meta-analysis of 235 studies on the relationship 
between phonological awareness and reading, including both extreme group (comparing poor 
readers with typically developing children) and correlational studies using normal unselected 
samples. Correlational studies have shown that phonemic awareness is the strongest correlate of 
individual word reading ability in normal unselected samples, remaining reliable after controlling 
for both verbal short-term memory and rime awareness (i.e., awareness of larger phonological 
units). Using extreme group comparisons, Melby-Lervåg et al. found that children with 
developmental reading disability (dyslexia) performed poorly on phonemic awareness 
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(sensitivity to individual phonemes), when compared to chronological aged matched children 
who were typically developing (pooled effect size estimate d = 1.37), as well as compared with 
younger children with similar reading ability (pooled effect size estimate d = 0.57). This latter 
comparison of poor readers to children matched for reading ability, called a reading-level-match 
comparison, provides stronger evidence for the relationship between phonemic awareness and 
reading progress than does a chronological age comparison, because poor readers and their 
normally-reading peers are matched on reading ability. This helps to control for the reciprocal 
effects of reading development on phonemic awareness. The finding that poor readers have 
poorer phonemic awareness than younger children reading at the same level provides stronger 
evidence on the path towards establishing a causal connection between phonemic awareness and 
reading (Jackson & Butterfield, 1989) 
Evidence supporting a causal relationship between phonological awareness and reading 
ability is provided by training and intervention studies (Castle, Riach, & Nicholson, 1994), 
longitudinal studies (Torgesen, 2001) and computer modeling studies (Ziegler, Perry, & Zorzi, 
2014). The National Institute for Literacy (2008) conducted a meta-analysis on seven studies 
where training interventions on phonemic awareness resulted in better reading ability, with an 
effect size of d = 0.67. This research has formed the basis for major national initiatives to 
improve reading instruction and remediation (NICHD, 2000b; Rose, 2006; Rowe, 2005).   
Pre-reading children with poor phonological awareness are at a higher risk of developing 
reading difficulties (Snowling & Hulme, 2006), with between 3 and 10% of children forming a 
‘phonologically challenged’ group, whose phonological deficits result in reading difficulties, 
unless effectively remediated (Nation, 2001). The phonological representation hypothesis, the 
most widely accepted view on developmental dyslexia, posits that children with reading 
difficulties have phonological processing deficits, leading to poorly coded, underspecified or 
noisy phonological representations of words (Snowling, Hulme, & Nation, 1997; Szenkovitis & 
Ramus, 2005).   
While phonological representations of words are comprised predominantly of sounds 
(segmental phonology), words also have a prosodic structure, exemplified by the word’s stress 
pattern (Lindfield et al., 1999). Additionally, retrieval of spoken words from the mental lexicon 
is facilitated by the word’s prosodic structure, providing a template or means for accessing 
lexical representations, which is particularly important for bi- and multisyllabic words (Cutler & 
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Swinney, 1987). In the past decade, the role of prosody in reading development has received 
significant research attention (e.g., Jarmulowicz et al., 2007; Whalley & Hansen, 2006). In 
particular, there is growing evidence that prosodic sensitivity explains unique variance in word 
decoding ability, beyond that contributed by measures of phonological awareness (for review, 
Wade-Woolley & Heggie, 2016).  
Prosodic sensitivity and written word decoding. In their recent systematic review, 
identified 10 studies that found that prosody explains unique variance in children’s reading at the 
word and/or comprehension levels18, beyond variance explained by phonological awareness. 
Only the eight English studies will be discussed here, omitting the Spanish studies. In addition, a 
further recent study by Lochrin, Arciuli, and Sharma (2015) is included in the current review, in 
relation to prosodic sensitivity, and both word and non-word reading. Seven of these nine studies 
included word-level reading outcomes (word decoding and/or word attack), which will be 
discussed here, and three studies incorporated reading comprehension and composite reading 
outcomes, which are discussed in the next section.  
The studies used a variety of tasks to measure children’s prosodic sensitivity (that is, their 
ability to respond to, or manipulate the prosodic structure of words). Most of these prosodic 
sensitivity tasks focus on lexical stress at the word level (Mispronunciation task, Derived Word 
Production task) or phrase level (Compound Nouns task, DEEdee task).  
In the earliest of these studies, Whalley and Hansen (2006) administered two measures of 
prosodic sensitivity (the compound noun and DEEdee tasks) to a sample of 84 grade 4 children 
(average age 9;3 years). The compound noun task19 required participants to differentiate between 
two word strings that were phonemically identical, but prosodically different, comprising either a 
compound noun (lighthouse) or a noun phrase (light house) (Whalley & Hansen, 2006). Children 
were required to choose the picture that represented what they had heard. The DEEdee task 
required children to match a spoken phrase to one of two DEEdee phrases. In the DEEdee 
phrases, each syllable was replaced by the same reiterated syllable, dee, in strong (e.g., DEE) and 
weak (e.g., dee) configurations, to eliminate the phonemic information, while retaining the same 
prosodic structure of the phrase (Kitzen, 2001). Target phrases were the names of children’s 
books. Children first heard a book title (e.g., The Jungle Book), followed by two DEEdee 
                                                          
18 Spelling measures are not included.  
19 The Compound Nouns task has the same format as the receptive chunking sub-test of the Profiling Elements of 
Prosody in Speech Communication (PEPS-C; Peppe & McCann, 2003). 
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phrases, one of which matched the stress pattern of the target book title (e.g. DEEdee DEEdee 
[Stuart Little] versus dee DEEdee DEE [The Jungle Book]). They were asked to indicate 
whether the first or the second DEEdee phrase matched the target. Whalley and Hansen (2006) 
found that children’s scores on the Compound Nouns task accounted for a significant proportion 
of additional variance in word identification (4%), (but not in word attack skills), after 
accounting for phonological awareness (rime and phoneme oddity) and non-speech rhythm 
measures. Similarly, scores on the DEEdee task predicted 2.7% unique variance in word-level 
reading, but did not predict unique variance in word attack scores.  
Goswami, Gerson, and Astruc (2010) found that a modified version of the DEEdee task 
(with targets based on Famous Names) accounted for additional significant variance in both 
word and non-word reading, after accounting for phonological awareness measures (rhyme or 
onset awareness). Word reading was assessed by means of the British Ability Scales (BAS; 
Elliott, Smith, & McUlloch, 1996) and nonword reading by the Phonetic Decoding Efficiency 
subtest of the Test of Word Reading Efficiency (TOWRE; Torgesen, Wagner, & Rashotte, 
1999). Their sample comprised of a combination of extreme group (dyslexic) and normal readers 
(chronological age-matched controls). 
Hierarchical regression analyses were conducted on the combined scores of 20 dyslexic 
children (average age 12;1 years), and 21 chronological-age matched normally-progressing 
readers (average age 12;0 years) with age entered at step 1 and intelligence at Step 2 (Weschler 
Intelligence Scale for Children, Weschler, 1992). In alternate analyses, phonological awareness 
as measured by either (but not both) the English rhyme task and Spanish onset oddity20 were 
added at Step 3. When entered at step 4 after the English rhyme task or the Spanish onset oddity 
task, the Famous Names DEEdee task accounted for significant unique variance 16% and 15% 
respectively in word reading (BAS; Elliott et al., 1996) 17% and 18% in non-word level reading 
(Phonetic Decoding Efficiency subtest of TOWRE; Torgesen et al., 1999). This is a large 
proportion of unique variance explained by the prosodic DEEdee task in this study, in 
comparison to other studies, and is likely to reflect the composition of the sample, which 
contained nearly 50% dyslexic children (in comparison to the 10% of children with reading 
                                                          
20 A Spanish oddity task was used as the researchers were concerned that there would be a ceiling effect on the 
English rhyme task. 
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difficulties likely to be present in unselected samples). Goswami et al.’s (2010) results suggest a 
strong relationship between prosodic skills and word-level reading in dyslexic children.  
In younger samples, Holliman et al. (2008), Holliman et al. (2010a) and Holliman, Wood, 
and Sheehy (2010b) found that 5 to 7-year-old children’s scores on the Mispronunciation task 
explained independent variance in word-level reading, beyond that contributed by phonological 
awareness (rime detection and phoneme deletion). Holliman et al. (2008) administered the 
original mispronunciation task to a sample of 44 children (5 to 6 years). Children were aurally 
presented with incorrectly stressed disyllabic words (e.g., monKEY) and were required to 
silently manipulate the stress pattern to produce the target word, (e.g., MONkey). The original 
mispronunciation task predicted 3.8% unique variance in a composite measure of word and 
nonword reading, comprised of word identification (BAS-II; Elliott et al., 1996) and nonword 
reading (Nonword Reading test; Frederickson, Frith, & Reason, 1997), after controlling for age, 
vocabulary and phonological awareness.  
Holliman et al. (2010a) and Holliman et al. (2010b) used a revised mispronunciation task, 
which required participants to pick which picture out of four matched the spoken mis-stressed 
word, (e.g., singER). To reduce the potential of vocabulary and phonological awareness 
influencing the outcome, the three distractor items began with the same initial phoneme (e.g., 
seagull, skateboard, swordfish) and all appeared with similar frequency in the children’s printed 
word database (http://www.essex.ac.uk/psychology/cpwd). An additional potential confound, 
however, is that the distractor items were compound words (e.g., seagull), while the target words 
were not (e.g. singer). (This potential confound will be addressed in a new version of the task 
used in Studies 1 and 2.) 
In a sample of 102 children (aged 5 to 7 years), Holliman et al. (2010a) found that the 
revised Mispronunciation task accounted for an additional significant 2.1% variance in word 
reading ability, after accounting for age, vocabulary (British Picture Vocabulary Scale II, Dunn 
& Dunn, 1997), phonological awareness, short-term memory (digit span test subtest BAS II, 
Elliott et al., 1996), as well as non-speech rhythm (rhythm copying and discrimination). One year 
later, Holliman et al. (2010b) found that in a sample of 69 children from the earlier study (now 
aged 5 to 8 years), the Mispronunciation task predicted a small but significant proportion of 
unique variance of 2.2% in word reading, after accounting for age, vocabulary, and phonological 
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awareness skills and the Mispronunciation task at time 1. This pattern of results is consistent 
with a causal pathway from prosodic sensitivity to word-level reading skills. 
In contrast, Goodman, Libenson, and Wade-Woolley (2010) did not find either the original 
Mispronunciation task (Wood, 2006) nor the Compound Noun task (Wells & Peppe, 2003) 
accounted for any additional variance in word reading skills in a sample of 45 kindergarten 
children (mean age 5;7 years), once phonological awareness (first and final phoneme deletion 
and sound matching task) was entered into the hierarchical regression analyses. Word decoding 
was assessed via a compound measure of the word identification subtest of the WRMT-R 
(Woodcock, 1989) and the reading subtest of the Wide Range Achievement Test 3 (Wilkinson, 
1993), other control variables of non-verbal intelligence (Martrix Analogies task, Naglieri, 
1985), and verbal intelligence using the Peabody Picture Vocabulary test (PPVT-II, Dunn, Dunn, 
Whetton, & Burley, 1997) were entered at step 1 of the analyses. In contrast to the previously 
discussed samples studied by Holliman and colleagues, which included a wider range of 
beginning readers from 5 to 7 years, the children in this kindergarten sample were likely to have 
very limited word-reading skills, which may have attenuated the relationship between prosody 
and reading.  
Lochrin et al. (2015) administered the Profiling Elements in Speech-Children (PEPS-C, 
Peppe & McCann, 2003) to 63 children from 7 to 12 years of age (mean age 9;49 years). The 
PEPS-C has expressive and receptive tests of six different functional prosodic skills addressing 
focus (contrastive stress), affect (conveyance of affect or attitude), interaction (turn taking 
between speakers), imitation and discrimination, including both short (1 to 2 syllables) and long 
(6 to 7 syllables) items, as well as chunking (prosodically distinguishing between compound 
words such as ice-cream and nouns such as ice, cream) (Wells & Peppe, 2003). Using 
simultaneous regressions with backwards elimination, Lochrin et al. (2015) found that two tasks 
from the PEPS-C contributed unique variance to word reading, measured using the Weschler 
Individual Achievement Test, (WIAT-II; Weschler, 2007) after accounting for age, and 
phonological awareness. The expressive chunking task (the production equivalent of the 
Compound Noun task) explained 6.6% unique variance in word reading, while the ability to 
understand contrastive stress accounted for unique variance of 7.1%. Lochrin et al. concluded 
that prosodic sensitivity, assessed by the PEPS-C, was as powerful a predictor of reading ability, 
as the more well-established phonological awareness, which was assessed using the 
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Comprehensive Test of Phonological Processing (CTOPP; Wagner, Torgesen, & Rashotte, 
1999). 
Three studies have examined the contribution of prosodic sensitivity to word attack skills, 
after controlling for phonological awareness, with conflicting results. Whalley and Hansen 
(2006) found that neither the Compound Noun or the DEEdee task predicted additional variance 
in word attack skills (word attack subtest of the WRMT- R, Woodcock, 1987), after accounting 
for phonological awareness in their grade 4 sample (mean age, 9;3 years). Using different 
measures and different aged samples, Lochrin et al. (2015) and Jarmulowicz et al. (2007) 
similarly found that prosodic sensitivity accounts for unique variance in word level reading, after 
accounting for phonological awareness, which are discussed in turn. 
 After accounting for age and phonological awareness, Lochrin et al. (2015) found that the 
expressive and receptive chunking tasks explained unique variance of 7.1% and 4.2%, 
respectively, in non-word reading (WIAT-II, Weschler, 2007). Similarly, the ability to 
prosodically express the differences between questions and statements (expressive turn-end) 
accounted for 8.9% of unique variance in nonword reading ability. 
Jarmulowicz et al. (2007) devised and administered the Derived Word Production task 
(DWPT) to 76 grade 3 children (mean age 8;8 years). Whereas the Mispronunciation task 
addresses stress patterns in bisyllabic words, the Derived Word Production task devised by 
Jarmulowicz (2006) exploits the implicitly-acquired linguistic phenomenon that by adding 
suffixes to multisyllabic words, the derived word’s prosodic stress pattern may change.  Non-
neutral suffixes (e.g.,–ic, -ity, and–ian) change the word’s stress pattern (e.g., ARtist to arTIStic), 
and also change consonants (e.g., decide to decision), vowel quality (e.g., vane to vanity), or both 
consonants and vowel quality  (e.g., metal to metallic) (Jarmulowicz, Hay, Taran, & Ethington, 
2008). In contrast, neutral suffixes (e.g., –ness, -ful, and –er) do not alter the stress pattern when 
appended to the word stem, (e.g., SADness, BEAUtiful) and SWIMmer). The Derived Word 
Production task requires participants to add an affix (neutral or non-neutral) to a word to make a 
bigger word (e.g., Put –ity on electric to make a bigger word). Participants were required to 
pronounce the derived word with the correct stress pattern.  
Jarmulowicz et al. (2007) found that the Derived Word Production task accounted for an 
additional 13.2 % variance in word attack skills (WMRT-R; Woodcock, 1987), after accounting 
for age, core language skills (Clinical Evaluation of Language Fundamentals 4 -CELF-4; Semel, 
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Wiig, & Secord, 2003), phonological awareness (elision and blending sub-tests from CTOPP, 
Wagner, et al. 1999) and morphological awareness (identifying smaller words in pairs e.g.,  
foggy/soggy). The grade 3 children in Jarmulowicz et al.’s study scored 83.5% on the stress 
production accuracy of the derived words, while an adult comparison group scored 97%.  
Further, Jarmulowicz (2006) found a maturation effect within the group, as the stress production 
of multisyllabic words improved from 7 to 9 years of age. Overall then, these studies have 
demonstrated that prosodic sensitivity explains unique variance in word-level reading skills 
(word and non-word reading), after controlling for phonological awareness and a range of other 
language skills.   
Wood, Wade-Woolley, and Holliman (2009) proposed a developmental model whereby 
prosodic skills might contribute to word decoding via four possible pathways. The first pathway 
is an indirect one, where prosody bootstraps word recognition and the development of 
vocabulary, which in turn affects phonological awareness. There are two direct pathways to 
phonological awareness, facilitated through identification of phonemes in stressed syllables, and 
through onset-rime boundaries, due to peaks in syllables signaling vowel location. The fourth 
and indirect pathway, where prosodic sensitivity affects multisyllabic word decoding through 
morphological awareness provides a developmental pathway from reading monosyllabic to 
multisyllabic words.  
Holliman, Critten, et al. (2014) tested the validity of these four proposed pathways 
between prosodic sensitivity and reading in a sample of 75 beginning readers, (aged 5 to 7 years) 
using their Dina the Diver task. The Dina the Diver task is a multi-component prosodic measure 
capturing three prosodic components (stress, intonation and timing) at three linguistic levels 
(word, phrase and sentence).  Experimental stimuli were devised using low pass filtering to 
remove the phonemic information, while retaining the overall prosodic structure. Sensitivity to 
stress was measured using a task similar to the DEEdee task, where children listened to pairs of 
low pass filtered words, phrases and sentences, and were required to judge if they were the same 
or different. Sensitivity to intonation was measured using a task similar to the receptive affect 
sub-test of the PEPS-C (Wells & Peppe, 2003), where children were required to indicate if  Dina 
was telling them something (statement) or asking them (question) (indicated by a falling or rising 
intonation contour) about a character or scene from a book, cartoon or television program. 
Sensitivity to timing was measured by using pairs of low-pass filtered words, phrases and 
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sentences, where one syllable was lengthened (e.g., Spiderman/Spiiiiderman). Children had to 
decide whether a pair of stimuli were the same (Spiderman/Spiderman) or different 
(Spiderman/Spiiiiderman). Holliman, Critten, et al. found support for three pathways: (1) from 
prosody directly to rhyme; (2) from prosody via vocabulary to word reading and spelling; and (3) 
from prosody to vocabulary to morphology to word reading and spelling.   
The findings of Holliman, Critten, et al. (2014) are somewhat problematic, in that the 
analysis used composite scores of all sub-tests of the Dina the Diver task, which have been 
shown to be separate factors (Holliman, Williams, et al., 2014). In addition, the findings of the 
other studies reviewed above, that prosodic sensitivity explains unique variance in word reading, 
after controlling for a range of other language skills, including phonological awareness, general 
language skills, and morphological awareness, support a direct pathway from prosodic sensitivity 
to word reading, over and above the indirect role of prosodic skills in supporting phonological 
awareness and vocabulary development, and hence reading. 
Although the studies reviewed have found that prosodic sensitivity explains significant 
unique variance in word reading skills, after controlling for phonological awareness, these 
studies are correlational in nature, and therefore cannot demonstrate a causal role for prosodic 
sensitivity in word decoding. As is the case with the much more intensively researched skill of 
phonological awareness, it is likely that prosodic sensitivity and reading have a reciprocal 
relationship. Prosodic sensitivity may contribute to reading ability, but prosodic skills may also, 
in turn, be enhanced through reading development. It also is possible that the relationship is 
unidirectional from reading to prosody, such that children’s prosodic skills improve because of 
reading experience, but do not themselves contribute to reading development.  One way in which 
researchers have tried to find stronger (though still correlational) evidence of the importance of 
prosodic skills to reading is by means of a reading-level-match design. 
Reading level studies.  In a reading-level-match design (see Jackson & Butterfield, 
1989), children who are poor readers are typically compared to two groups: a chronological-age 
(CA) match of children of the same age who are normally-developing readers, and a reading-
level (RL) match, in which poor readers are matched to younger normally-developing readers 
who are reading at the same level. The critical comparison is the reading-level match. If poor 
readers perform more poorly than younger children reading at the same level on a critical 
reading-related skill (such as prosodic sensitivity), this pattern of results provides cannot be 
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readily explained by differences in reading ability (unlike the CA match), and provides stronger 
support for the contention that the critical skill (e.g., prosodic sensitivity) contributes to reading 
development (Backman, Mamen, & Ferguson, 1984). Although still correlational in nature, the 
reading-level match design has proved useful in distinguishing skills that are correlates or 
consequences of reading experience from those that may drive reading development. (For 
example, see Share, 1995, for a review of reading-level-matched studies in research on 
phonological awareness.) 
The reading-level match is a conservative design, in that the critical differences under 
investigation require older poor readers to perform more poorly on a specific skill than younger 
children, who are otherwise less cognitively advanced. In addition, regression to the mean must 
be managed in the matching process, to prevent a situation where poor readers, who are selected 
based on low scores on the matching variable (e.g., word decoding) perform at a higher level on 
subsequent testing (and may thus be reading at a higher level than the RL controls) (Backman et 
al, 1984).  Matching based on two test scores from reliable reading measures is recommended to 
reduce the impact of regression to the mean. 
 Reading-level-match studies investigating prosodic sensitivity and word reading have 
not so far demonstrated the critical pattern of results in which poor readers perform more poorly 
than younger RL controls. However, none of these studies has used strict matching criteria to 
select reader groups, and thus these results need to be treated with caution. 
Wood and Terrell (1998) compared 30 poor readers with a wide age range (M = 9 years, 
SD= 21 months) to 30 CA matched children (M = 9 years, SD = 20.8 months) and 30 RL 
matched children (M = 6;5 years, SD =14.2 months) on a rhythmic matching task requiring them 
to match a spoken phrase to one of two low-pass filtered phrases. Children were matched using 
one administration of the BAS word reading test (Elliot, 1983). The poor readers performed 
more poorly than the CA matched group, but similar to younger RL matched children. The 
researchers acknowledged that the wide age range of the reader groups may have undermined the 
power of this study. In addition, the study did not employ double testing on the matching criteria, 
which is likely to further reduce the power of the critical RL comparison (Backman et al., 1984). 
Marshall, Harcourt-Brown, Ramus, and van der Lely (2009) carried out a complex study 
which included (among other groups) a clinical sample of 18 children with dyslexia (mean age 
12.32 years, SD 1.23), a chronological age (CA) comparison group (M = 11.84 years, SD= 1.26), 
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and a group of 15 younger children (LA1 control group, M = 7.92 years, SD = 0.50) who did not 
differ significantly from the dyslexic group on word reading ability. The groups were originally 
selected based on a broad range of language and literacy criteria, and then average performance 
on literacy measures was used to determine which groups could be used to conduct relevant 
group comparison. Marshall et al. administered six tasks from the PEPS-C (Wells & Peppe, 
2003) assessing expressive and receptive chunking and focus skills, and two long-item 
discrimination tasks. The dyslexic children performed significantly worse than CA controls, but 
did not differ from the younger (LA1) group, on the receptive tasks of chunking (chocolate-cake 
and honey/chocolate, cake and honey) and focus task (I wanted a BLUE and black sock), as well 
as the expressive task of long term imitation (repetition of items with 6 to 7 syllables with 
appropriate prosody). Again, the poor reader and RL groups in this study were not carefully 
matched on reading ability. In fact, these two groups did not differ on other aspects of reading, 
where poor readers would be expected to perform more poorly than RL controls (non-word 
reading and phonological awareness). The small sample sizes, and restricted alpha levels 
(p<.003) employed due to the large number of measures used in this study also reduced the 
power of group comparisons.   
Holliman, Wood, and Sheehy (2012) administered a battery of prosodic measures to 14 
poor readers (mean age 10;6 years), 14 CA-matched readers (mean age of 10;5 years) and 14 RL 
matched children (mean age 7;0 years). The reader groups were selected based on the word 
reading and digit span subtests of the British Ability Scales (BAS-II; Elliott et al., 1996), with 
poor readers scoring at least two years behind their chronological age. Four prosodic measures 
were administered including the revised Mispronunciation task, the Compound Noun and 
DEEdee tasks, and a non-speech stress assignment task, where children were required to repeat a 
word and clap on the part of the word with the strongest beat  (Wade-Woolley, 2007). 
Vocabulary and phonological awareness also were assessed. 
Holliman et al. (2012) found that, while poor readers performed below the level of both 
chronological age and reading-level control groups on one of two measures of phonological 
awareness (rime awareness), poor readers did not differ significantly from reading-level controls 
on any of the prosodic sensitivity measures. However, this difference approached significance 
(p=.08) for the Mispronunciation task. When receptive vocabulary scores were controlled via 
ANCOVA, this difference became significant, with poor readers adjusted scores significantly 
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lower than the reading-level control group. With both receptive vocabulary and phonological 
awareness controlled in the ANCOVA, this critical comparison was no longer significant, but 
again approached significance (p=.08). Given the small sample sizes (n= 14 in each group), this 
trend is worth exploring in a larger sample. 
Goswami et al. (2013) reported two reading-level comparison studies with reader groups 
drawn from participants at two time-points in a longitudinal study. In study 1, 43 of the 104 
children in the longitudinal study were identified as dyslexic, either through formal educational 
diagnosis or through reading scores more than 1 SD below age norms on at least one of two 
reading measures – the British Ability Scales (BAS; Elliott et al., 1996) and the Test of Word 
Reading Efficiency (TOWRE; Torgesen et al., 1999). Thus, this sample comprised a higher 
proportion of children with developmental reading disabilities than would be found in unselected 
classrooms.  The group of 43 dyslexic children (mean age 9;7 years), were compared to a 
chronological age (CA) control group of 36 normally-developing readers (mean age 9;5 years) 
and younger children matched on reading level (mean age, 7:6 years). Goswami et al. compared 
the reader groups’ performance on the DEEdee task (already described). The dyslexic children 
performed at a significantly lower level on the DEEdee task than both the chronological age and 
reading-level comparison groups. This pattern of results supports the hypothesis that prosodic 
skills, as assessed by the DEEdee task, may play a causal role in the development of word 
reading ability, as younger, and less cognitively mature children of equivalent reading age were 
better able to complete the task.  
The second reading-level match study reported in Goswami et al. (2013), reader groups 
were chosen from the 64 of the original 104 participants who were still engaged in the 
longitudinal study four years later.  Reading level was assessed using the British Ability Scales, 
and reader groups comprised 20 children with dyslexia (now aged 13;8 years), 28 chronological-
age matched controls (aged 13.2 years), and 21 reading-level matched controls (aged 
10;10years). The children completed a syllable stress perception task (Leong, Hamalainen, 
Soltesz, & Goswami, 2011), in which, participants heard two four-syllable words, each of which 
had stress on either the first syllable (e.g., CATerpillar) or the second syllable (e.g., maTERnity), 
and they were required to judge if the words had the same or different stress pattern. The 
dyslexic group performed more poorly than their chronological age matched peers, but at the 
same level as the young reading-level match on this task. Overall, these two reading level studies 
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suggest that children’s sensitivity to prosodic stress contributes to reading development in middle 
childhood (at 9 years), but not later in reading development (13 years).   
 Overall, these reading level studies have shown that poor readers performed significantly 
worse than chronological age (CA) matched children on a variety of prosodic tasks, but they 
provide only limited support for the critical comparison of poor readers to reading-level (RL) 
matched children, which would provide stronger (though still correlational) support for a causal 
role of prosodic sensitivity in word decoding. Only Goswami et al.’s (2013) first study found that 
poor readers (at 9 years) performed more poorly on the DEEdee prosodic stress task than 
younger children reading at the same level. Goswami et al.’s study had larger group sizes and a 
greater proportion of severely disabled readers (with a diagnosis of dyslexia) than the other 
studies, which is likely to yield more statistical power for the critical and conservative 
comparison of poor readers and younger RL controls.  
None of the studies used the recommended matching technique to select poor readers and 
reading-level controls based on two reliable measures of word reading ability, to counteract the 
effects of regression to the mean (Backman et al., 1984). However, Holliman et al. (2012) used 
dual measures of word reading and digit span to select their reader groups. This was the only 
other study in which the critical comparison between poor readers and RL controls approached 
significance, despite the small sample sizes. Future reading-level match studies with carefully 
matched reader groups and larger sample sizes are needed to provide stronger and more reliable 
empirical evidence regarding the innately conservative critical comparison of poor readers and 
reading-level controls. Reliable evidence from reading-level match designs provides a very 
useful evidence base for distinguishing between skills which are causes, as opposed to simply 
correlates, of reading (Backman et al., 1984; Goswami et al., 2013; Jackson & Butterfield, 1989; 
Share, 1995)  
Summary of prosodic sensitivity and written word decoding. Overall, the research on 
the relationship between prosodic sensitivity and word decoding reviewed in this chapter 
provides strong support for the conclusion, that prosodic sensitivity explains unique variance in 
word decoding (and word attack) skills, after controlling for segmental phonology (phonological 
awareness) and a range of other language skills. This is an important first step in demonstrating 
the potential importance of prosodic sensitivity to word decoding. Evidence from reading-level 
match studies, which would provide a stronger basis for inferring that prosodic sensitivity may 
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play a causal role in word decoding which as yet is patchy and in need of further research.  
Ultimately, longitudinal studies and training studies are needed to support causal claims about 
the role of prosodic sensitivity in word decoding. However, the existing research evidence 
certainly demonstrates that this is a potentially important area worthy of further investigation.  
Prosody, listening comprehension, and reading 
The ability to comprehend written language is clearly dependent upon the ability to 
comprehend spoken language. Listening comprehension is the second key component of the 
simple view of reading, in addition to word decoding (Hoover & Gough, 1990). The review of 
prosody and oral language in Chapter 2 has demonstrated the importance of prosodic skills to 
oral language. Prosodic skills have an indirect impact on reading comprehension, through their 
importance in oral language (and so, in listening comprehension). This indirect role is not itself 
the focus of the current thesis. 
Nonetheless, there is a subgroup of poor readers, whose reading difficulties are thought to 
be due to general language (listening comprehension) difficulties. Around 10% of children (aged 
7 to 10 years) have been found to have poor reading comprehension despite having good 
phonological awareness and good word decoding skills (Nation & Angell, 2006). Some 
researchers attribute these reading comprehension deficits, in the absence of word decoding 
difficulties, to more general cognitive deficits in working memory (Gathercole & Baddeley, 
1989; Oakhill & Yuill, 1996; Seigneuric, Ehrlich, Oakhill, & Yuill, 2000). Others, in line with 
the simple view of reading (Hoover & Gough, 1990), have found that these poor readers have 
poor listening comprehension skills (Nation & Angell, 2006), and subtle sub-clinical linguistic 
deficits including weaker semantic and syntactic skills (Nation & Snowling, 1999). 
The extent to which poor prosodic sensitivity may play a part in these reading difficulties 
has not been examined.  Prosodic skills may influence these children’s reading comprehension 
indirectly, through their influence on listening comprehension. It also is possible that prosodic 
skills may play a more direct role in reading comprehension difficulties for some children. The 
potential role of prosodic skills in these reading deficits has not been examined. While the 
characteristics of this subgroup will not be examined in the present study, an investigation of the 
prosodic skills of this group of poor readers would be a useful avenue for future research. The 
potential for prosodic skills to contribute directly to reading comprehension skills, however, is a 
topic of central concern to this thesis.  
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Prosody and Reading Comprehension 
 The proposal that prosodic skills play a direct role in reading comprehension, beyond the 
indirect roles that prosody plays in supporting listening comprehension and word decoding, is the 
central concern of this thesis. There is a crucial difference in the prosodic information available 
for listening and reading comprehension, which potentially affects all readers not just those 
identified as poor comprehenders. This difference has not been acknowledged in the simple view 
of reading (Hoover & Gough, 1990) and has received little research attention. Speakers provide a 
rich array of prosodic cues to assist the listener’s comprehension of their intended meaning 
(Cutler, 2012). In contrast, there is minimal prosodic information provided in written language, 
poorly and minimally conveyed by punctuation. Written language comprehension, therefore, 
may place increased demands on the reader’s prosodic sensitivity, due to the paucity of prosodic 
information in written text. As prosodic structure largely needs to be provided by the listener to 
fully comprehend written text, prosody may play a different, and additional role in reading 
comprehension beyond its role in spoken language comprehension. Further, the role of prosodic 
sensitivity in children’s reading may be even more crucial, as prosodic skills are developing over 
childhood, and may be sorely tested during reading acquisition and development.  
A first step in investigating a potential direct role for prosodic sensitivity in reading 
comprehension is to demonstrate that prosodic sensitivity explains unique variance in reading 
comprehension, over and above the indirect pathways through which prosody contributes to 
reading comprehension, through its influence on listening comprehension and on word decoding 
(the two key components of the simple view of reading). To demonstrate this unique 
relationship, research must control for word decoding and listening comprehension skills. No 
research, to my knowledge, has done this to date. In addition, a strong and valid test of the 
impact of the differences in prosodic cues between listening and reading comprehension requires 
that parallel measures of listening and reading comprehension are used, so that the only 
difference between the two measures is their mode of presentation (spoken or written), and 
hence, the prosodic cues they provide. No research to date has examined the role of prosodic 
sensitivity in reading comprehension using these necessary controls for word decoding and 
listening comprehension. This will be done in the present thesis, in Studies 1 and 2. 
Prosodic sensitivity and reading comprehension. Very few studies, to date, have 
examined the role of prosodic skills in reading comprehension. The majority of studies have 
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focused on word-level reading skills. Some studies have used a composite reading measure as 
the reading outcome in regression analyses. For example, Clin et al. (2009) administered the 
stress contour discrimination task, based on the prosodic task using low pass filtered phrases 
devised by Wood and Terrell (1998) and the stress contour matching task based on DEEdee task 
(Whalley & Hansen, 2006) to 105 children in grades 3, 5 and 7. They found that prosodic skills 
accounted for significant unique variance in a composite reading measure comprised of word, 
non-word, and comprehension measures, after controlling for general language ability, as 
measured using the Test of Reception of Grammar (TROG, Bishop, 1989). However, the use of a 
composite reading measure makes it impossible to distinguish the relationship between prosodic 
sensitivity and reading comprehension in this study from the impact of prosodic sensitivity on 
word and non-word reading.  
In a longitudinal study, Holliman et al. (2010b) administered a speech rhythm task (the 
revised Mispronunciations task) and a range of other measures to 69 children (aged 5 to 8 years) 
at time 1, and assessed their reading one year later. They found that speech rhythm at time 1 
accounted for unique variance in word decoding, and in phrasing within a reading fluency 
measure one year later. However, speech rhythm did not predict significant additional variance 
in reading comprehension (Neale Analysis of Reading Ability-NARA, Neale, 1997) after 
accounting for age, vocabulary and phonological awareness skills at time 1.  
Whalley and Hansen (2006) administered measures of prosodic sensitivity at the word 
level (Compound Nouns task) and the phrase level (the DEEdee task) to 84 children in grade 4 
(mean age 9;3 years), along with word and nonword reading (Word Identification and Word 
Attack subtests of the WRMT-R; Woodcock, 1987), and reading comprehension (NARA-
Revised, Neale, 1988). As noted earlier, they found that children’s scores on the Compound 
Nouns task and the DEEdee task accounted for a significant proportion of additional variance in 
word identification (4% and 2%, respectively), but not in word attack skills, after accounting for 
phonological awareness (rime and phoneme oddity) and non-speech rhythm measures. Scores on 
the DEEdee task also accounted for significant additional variance in reading comprehension 
(9.3%), after controlling for phonological awareness and non-speech rhythm. After additionally 
controlling for word identification, the DEEdee task still explained significant unique variance in 
reading comprehension (5%). This is the only study to date, to my knowledge, to demonstrate a 
relationship between prosodic sensitivity and reading comprehension, that is independent of the 
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role of prosody in word-level reading. However, Whalley and Hansen did not control for 
listening comprehension in their study. So, it is possible that this relationship between prosodic 
sensitivity and reading comprehension may be an indirect one, through the role of prosody in 
listening comprehension, and thus in reading comprehension.   
Lochrin et al. (2015) administered word and non-word reading and reading 
comprehension tests  (Weschler Individual Achievement Tests [WIAT-II], Australian 
Standardised Edition, Weschler, 2007), and a range of prosodic measures (PEPS-C, Peppe & 
McCann, 2003) to 63 children from 7 to 12 years of age (mean age 9;49 years). They used 
simultaneous regression with backwards elimination methods to identify the most important 
predictors of each aspect of reading. In addition to the significant relationships between prosodic 
skills and word and nonword reading outlined earlier, Lochrin et al. found that the expressive 
chunking subtest of the PEPS-C accounted for 15.4% of variance in reading comprehension, 
after accounting for age and phonological awareness. However, Lochrin et al. did not include 
word or nonword reading as a predictor in this regression analysis (nor listening comprehension). 
It is therefore possible that some or all this relationship between prosodic sensitivity and reading 
comprehension reflects an indirect pathway from prosody to word-level reading (and/or to 
listening comprehension), and thus to reading comprehension.  
 Whalley and Hansen (2006) and Lochrin et al. (2015) showed that prosodic sensitivity 
explained significant unique variance in children’s reading comprehension, after accounting for 
phonological awareness measures, and Whalley and Hansen demonstrated that this relationship 
remained after controlling for word-level reading skills. However, no studies to date have 
considered the broader context of the simple view of reading, and controlled for listening 
comprehension. Without such control, the direct role of prosodic sensitivity in reading 
comprehension cannot be ascertained. This represents a gap in the literature that the current 
thesis seeks to address. 
The prosodic reader. Although there is, as yet little research focusing on the direct 
contribution of prosodic sensitivity to reading comprehension, two other areas of research have 
focused on prosody and reading comprehension.  Firstly, in the developmental arena, and 
focusing on early school grades, Schwanenflugel and her colleagues (e.g., Schwanenflugel et al., 
2004; Schwanenflugel et al., 2006) have examined the relationship between young readers’ 
ability to read prosodically (with appropriate pacing and expression) and reading comprehension. 
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Secondly, evidence from adult studies supports the implicit prosody hypothesis (Fodor, 2002a, 
2002b), that the silent reader supplies his/her own prosody to the written stimuli, the same as that 
generated when reading aloud, especially when trying to resolve syntactic ambiguities. Other 
evidence showing that readers generate a prosodic structure when reading silently also will be 
reviewed.  These two bodies of research are reviewed here in turn. 
Prosody and reading aloud. In the developmental reading arena, Schwanenflugel and 
her colleagues (e.g., Benjamin & Schwanenflugel, 2010; Schwanenflugel et al., 2004; 
Schwanenflugel et al., 2006) have investigated the importance of expressive prosodic skills, 
reflected in accurate, fluent reading with appropriate prosodic expression, to reading 
comprehension, focusing primarily on the early school grades. Fluent oral reading with 
appropriate expression has long been seen as the hallmark of a competent reader, and is the goal 
of instructional approaches upon which major curriculum decisions are based (Rasinksi, Rikli, & 
Johnston, 2009). A fluent reader is identified by flowing and error-free reading, which sounds 
relatively natural and speech-like to the listener, while readers struggling with fluency will 
produce laborious and slow reading marked with errors (Stahl & Kuhn, 2002). After conducting 
an extensive literature review, the U.S. Department of Education (2002) concluded that fluent 
oral reading21 is comprised of three components - speed, accuracy, and proper expression –  
which together lead to reading comprehension. Accurate reading with the added dimension of 
speed is the hallmark of word identification processes that have become relatively automatic, 
freeing up cognitive resources for the comprehension processes necessary to understand text 
(LaBerge & Samuels, 1974). The additional ability to prosodically render text (i.e., to read with 
appropriate expression, pause, and emphasis) may represent an important bridge between the 
other aspects of reading fluency (word reading accuracy and efficiency/automaticity) and reading 
comprehension (Miller & Schwanenflugel, 2006).    
Schwanenflugel and her colleagues have demonstrated a correlation between prosodic 
reading and reading comprehension in early readers (in grades 1 to 3) (Benjamin & 
Schwanenflugel, 2010; Schwanenflugel et al., 2004; Schwanenflugel et al., 2006). It is important 
to note at the outset that word decoding skills are still emerging during the early years of 
                                                          
21 This definition of reading fluency – as comprising the three aspects of (1) accuracy and (2) efficiency/ 
automaticity of word recognition, plus (3) expressiveness – is used by key researchers in this area, and will therefore 
be used in the present discussion. However, it is noted that this construct of fluency conflates accurate and efficient 
word decoding skills with reading expression.  
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schooling, and children’s word decoding abilities (accuracy and speed) have a significant impact 
on overall reading fluency (accuracy, speed, and expression) and on reading comprehension. 
Two aspects of prosodic reading that have been studied extensively are pause and 
intonation.  Better readers make fewer and shorter pauses than less skilled readers, who make 
more within-word, and between-sentences pauses, as well as longer pauses at commas (Miller & 
Schwanenflugel, 2008; Schwanenflugel et al., 2004). While inappropriate pauses within words 
may be due to word identification difficulties, longer inappropriate pausing at commas, and 
between sentences may reflect difficulties with prosodically marking the sentence’s syntactic 
structure. Miller and Schwanenflugel (2006) found that the lowest quartile of fluent readers 
paused significantly longer, and often inappropriately, compared to more skilled readers. Further, 
less skilled readers marked commas with significantly more pauses, and pause duration was 
significantly longer following basic declarative sentences, quotatives and yes/no questions. In a 
sample of 103 children (mean age, 7;5 years), Clay and Imlach (1971) found that the most 
accurate readers averaged 7 words between pauses, whereas the poorest readers averaged only 1 
to 3 words per pause. Better readers were judged to have processed the passages in syntactic 
chunks, without solely relying on punctuation.  
Further, the ability to approximate adult intonation distinguishes fluent from poorer 
readers (Benjamin & Schwanenflugel, 2010; Miller & Schwanenflugel, 2008; Schwanenflugel et 
al., 2004). Better child readers marked the end of sentences with larger declination in pitch, in 
line with adult intonation patterns, while less skilled readers used flatter intonation (Miller & 
Schwanenflugel, 2006, 2008; Schwanenflugel et al., 2004). Miller and Schwanenflugel (2008) 
demonstrated a longitudinal relationship between the production of the appropriate intonation 
contour and reading fluency. They found that reading fluency in grade 3 was predicted by the 
change in children’s ability (from grade 1 to 2) to approximate adult intonation contour.  
The pitch rise associated with yes/no questions also is significantly more marked as 
reading skill increases (Benjamin & Schwanenflugel, 2010; Miller & Schwanenflugel, 2006, 
2008). For example, in a sample of 80 third grade children (mean age, 9;3 months), Miller and 
Schwanenflugel (2008) found that pitch change accounted for an additional 6.7% significant 
variance in reading comprehension (Weschler Individual Achievement test, Psychological 
Corporation, 1992), after accounting for word decoding skill (a composite score of TOWRE; 
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Torgesen et al., 1999), and reading rate and accuracy (Gray Oral Reading Test; Weiderholt & 
Bryant, 2001). 
However, several methodological issues must be addressed before conclusions about a 
causal relationship between expressive (prosodic) reading and reading comprehension can be 
established.  These include the pervasive and potentially confounding effect of children’s word 
decoding skills on their reading fluency and reading comprehension (Miller & Schwanenflugel, 
2008), the moderating influence of text difficulty on the relationship between reading 
expressiveness and reading comprehension (Benjamin & Schwanenflugel, 2010), and the 
direction of the relationship between reading expressiveness and reading comprehension, 
including whether such a relationship is unidirectional or bi-directional (Lai, Benjamin, 
Schwanenflugel, & Kuhn, 2014).   
Word identification difficulties can masquerade as reading fluency problems, including 
decreased reading rate and prosodic differences such as more inappropriate pausing (e.g., 
Benjamin & Schwanenflugel, 2010). Miller and Schwanenflugel (2008) found in a longitudinal 
study following 92 children from grade 1 to 3 that initial word reading skills were the largest 
contributor to oral reading fluency in grade 3. Difficulty with word recognition was indicated by 
substantial pausing, which interferes with the prosodic reading of text. Decreases in pausal 
intrusions from grade 1 to 2 were found to significantly predict improved reading comprehension 
skills in grade 3, and this is likely to reflect improved word reading skills.  
Different methods have been used to minimise the confounding effects of word 
identification difficulties, when assessing prosodic expressiveness in reading. Schwanenflugel 
and her colleagues statistically controlled for word decoding ability by administering the 
TOWRE (Torgesen et al., 1999) (Benjamin & Schwanenflugel, 2010; Miller & Schwanenflugel, 
2006, 2008; Schwanenflugel et al., 2004; Schwanenflugel et al., 2006). In other studies, only 
skilled readers who were able to read the passage with greater than 90% accuracy were included 
in the analyses (Miller & Schwanenflugel, 2006; Schwanenflugel et al., 2004; Schwanenflugel et 
al., 2006). Miller and Schwanenflugel (2006) provided further control by removing sentences 
from analysis if children consistently made decoding errors for words such as curious. 
In addition to controlling for word decoding issues, passages to be read need to be 
difficult enough to elicit prosodic skills to aid comprehension. Young and Bowers (1995) found 
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that differences on difficult passages distinguished between groups of 45 poor readers22 and 40 
average readers in grade 5 (mean age, 10;8 years) on measures of reading rate (words per 
minute), accuracy (proportion of words read correctly) and fluency (overall ratings of fluency 
and expressiveness) (De Santi Cloze Reading Inventory; De Santi, 1986). Both good and poor 
readers’ accuracy declined as text difficulty increased, but this decline was greater for poor 
readers, suggesting an interaction between reading ability and text difficulty. However, the 
phrasal and syntactic demands of the easiest text were not sufficient to distinguish between 
readers. The grade-appropriate and hardest passages did distinguish between good and poor 
readers, but did not adequately control for decreases in fluency that were caused by word 
identification errors.  
Similarly, Benjamin and Schwanenflugel (2010), in a sample of 90 grade 2 children 
(mean age, 8;2 years), found that expressive (prosodic) reading was less predictive of reading 
comprehension in a simple passage than in passages that taxed the upward limits of the readers’ 
skill. After controlling for word reading fluency (word reading rate and accuracy, Gray Oral 
Reading test; Wiederholt & Bryant, 2001 and TOWRE scores; Torgensen et al., 1999), 
hierarchical regression analyses found that prosodic variables (easy and difficult sentences 
measurement of sentence final Fo, pause ratio, ungrammatical pause ratio and Fo contour) 
accounted for 5.5% additional variance in reading comprehension.  
In summary, reading expressively (with appropriate prosody) is an important marker of 
the accomplished reader, and there is a well-established correlation between expressive reading 
and reading comprehension. In comparison to skilled readers, less skilled readers make more 
pausal intrusions within words, within and between sentences and at commas (Miller & 
Schwanenflugel, 2008; Schwanenflugel et al., 2004), use less pitch variation within sentences to 
mark declarative sentences and questions, and read with a flatter intonation, unlike that produced 
by adults (Benjamin & Schwanenflugel, 2010; Miller & Schwanenflugel, 2008). However, 
isolating prosodic reading from other aspects of reading fluency (accuracy and automaticity) can 
be difficult, because children lacking automaticity in word recognition will stumble and hesitate 
over words, increasing pause duration, and thus confounding measures of prosodic reading and 
their relation to reading comprehension (Benjamin & Schwanenflugel, 2010; Clay & Imlach, 
                                                          
22 Poor readers were identified by performing at or below the 24th percentile on the Gates-MacGinitie Reading 
Comprehension test (MacGinitie, MacGinitie, Maria, Dreyer, & Hughes, 1999) and as identified by their teachers as 
being a below average reader.  
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1971). Word identification difficulties masquerading as prosodic difficulties need to be 
minimised to obtain a true measure of prosodic reading. Also, passages need to be difficult 
enough to recruit prosodic skills to aid reading comprehension. 
There is a delicate balancing act between the need for word decoding ability to be 
managed, so that it does not interfere with the assessment of reading expressiveness, while 
ensuring that the passage is sufficiently complex to recruit prosodic processes. This relationship 
cannot be tested using standardised measures of reading comprehension, as increases in text 
complexity are accompanied by increased word decoding demands as the test progresses. These 
issues are addressed in the thesis by devising measures of reading comprehension, which 
comprise sentences with complex syntactic structure, such that prosodic skills should aid reading 
comprehension, but which use only simple vocabulary to minimise decoding demands and avoid 
decoding errors.  
Implicit Prosody Hypothesis. Does the reader imbue written language with prosodic cues 
akin to those present in spoken language, and does this prosodic information aid in reading 
comprehension?  The role of prosody in adults’ written sentence processing has been a neglected 
area of research until relatively recently (Bader, 1998; Fodor, 1998, 2002b). Earlier written 
sentence processing research concentrated on syntax and semantics, largely ignoring the 
potential contribution of prosody to processing text (Bader, 1998). More recently, 
psycholinguists, led by the seminal work of Fodor (1998, 2002a) and Bader (1998), have 
investigated the role of prosody in silent reading, providing evidence that readers do indeed 
implicitly imbue written text with prosody, and that this prosodic information influences reading 
comprehension (see Breen, 2014 for a review).  
Many readers experience an ‘inner voice’ during silent reading complete with “specific 
intonations, accents, pauses, rhythms, and voice qualities, even if the writing itself may show 
these features poorly, if at all” (Welty & Long, as cited in Chafe (1988), p.397). Slowiaczek and 
Clifton (1980) were the first study to provide evidence (albeit indirectly) of the role of prosodic 
structure in silent reading. Slowiaczek and Clifton suppressed readers’ subvocalisation while 
reading, by requiring them to repeat nonsense syllables (e.g., cocacolacocacola…). They found 
that readers who read with this phonological suppression of subvocalisation were less able to 
answer questions about the text, which relied on integrating information across sentences.  
Slowiaczek and Clifton proposed that subvocalisation inhibited the translation of the written 
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word into a phonological code, which lasts longer in memory, allowing deeper sentence 
processing to occur. Short term memory processes are postulated to be acoustic, and the reader’s 
memory for each word is strengthened by generating its phonological code, as the sentence 
unfolds (Gathercole & Baddeley, 2001). Slowiaczek and Clifton hypothesised that words thus 
are integrated into context by accessing prosodic structure, largely lacking in text, to inform and 
update both the information (semantics) and syntactical structure of the sentence (Breen, 2014).  
Later research inspired by the seminal work of Bader (1998) and Fodor (1998, 2002a, 
2002b) has demonstrated that an inner voice which imbues the text with prosodic features of 
spoken language which are not represented in the text is not merely an epiphenomenon of 
reading, but contributes to the reader’s processing and comprehension of text.  Prosodic features 
generated while reading silently cannot be observed directly, but can be inferred through careful 
experimentation (Breen, 2014; Fodor, 2002). The theories of Fodor (1998) and Bader (1998) 
have provided psycholinguists with frameworks to investigate the role of prosody in written 
sentence processing, and are discussed next. 
Fodor (1998, 2002) proposed that readers incrementally assign both syntactic and 
prosodic structure to words in a sentence, with prosodic and syntactic parsers operating in 
parallel.  Fodor argued that when reading silently, even in the absence of punctuation, readers 
mentally project prosody onto the sentence to discern its correct meaning, especially where 
sentences are syntactically ambiguous (e.g., While Mary was mending the sock fell off her lap) 
(Fodor, 2002b). If spoken, speakers would use explicit prosody to convey the correct syntactic 
structure to the listener(s).  
Fodor (1998, 2002) argued that the implicit prosodic phrasing generated by the reader 
affects their syntactic decisions. Based on the proposal that prosodic analysis implicitly favours 
phrases of similar sizes (the same size sister constraint; Fodor, 1998), and evidence from spoken 
language that listeners resist syntactic attachments that cross prosodic boundaries, Fodor (2002a) 
proposed the implicit prosody hypothesis:  
‘In silent reading, a default prosodic contour is projected onto the stimulus, and it may 
influence syntactic ambiguity resolution. Other things being equal, the parser favors the 
syntactic analysis associated with the most natural (default) prosodic contour for the 
construction.’ (p. 84) 
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The implicit prosodic hypothesis was developed in an effort to explain the source of 
cross-linguistic differences in language processing found by researchers such as Cuetos and 
Mitchell (1988). Cuetos and Mitchell compared equivalent ambiguous sentential structures of 
relative clause attachment with two competing noun phrases in Spanish and English. Examples 
of the sentence structure are shown below.  
    [subject]     [verb]          [NP1]        [NP2]                  [RC] 
 The journalist interviewed the daughter of the colonel who had had the accident. 
 El periodista entrevisto a la hija del coronel que tuvo el accidente. 
The sentence structure generated by the reader can be observed indirectly by asking the reader 
comprehension questions about the sentences. Whether the colonel or his daughter had the 
accident is dependent upon how the relative clause (e.g., who had the accident) is attached. 
Attachment is determined by the syntactic principle of early versus late closure (Frazier & Fodor, 
1978). Cuetos and Mitchell (1988) found that late closure was preferred by English speakers 
(60%), indicating that the relative clause is attached to the most recent phrase/clause (e.g., the 
colonel had the accident). However, early closure was preferred by Spanish speakers (60%), 
meaning that the relative clause is attached to the earlier noun phrase, (e.g., the daughter had the 
accident).  Fodor (2002) argued that early or high relative clause attachment was due to the 
imposition of a prosodic break before the relative clause in some languages such as Dutch, 
French, and Russian, while languages such as English, Romanian and Swedish did not, leading 
to a local attachment preference. 
Within the implicit prosody hypothesis, Fodor (2002a) proposed the same-size sister 
account, where relative clause attachment is affected by the prosodic length/weight of the 
relative clause. The prosodic parser divides the sentence into phrases, that are roughly the same 
in length, affecting the attachment preferences of the relative clause. A short relative clause (e.g., 
who cried) cannot form its own prosodic phrase (including a prosodic break), and hence it 
attaches itself to the preceding words, resulting in local attachment (late closure) (Fodor, 2002a; 
Jun & Kim, 2004). However, long relative clauses (e.g., who cried all through the night) are 
processed as one intonational phrase predisposing the reader to high attachment or early closure 
(Hwang & Schafer, 2009; Jun, 2010). Prosodic phrasing has been manipulated by varying the 
length of noun phrases and relative clauses. Even when lexical and semantic factors are largely 
negated using Jabberwocky sentences, prosodic phrasing affects attachment preferences (Wijnen, 
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2004). The finding that the phonological weight of a relative clause (a prosodic feature) 
influences parsing decisions has been replicated in Korean (Hwang & Schafer, 2009; Jun & Kim, 
2004) and German (Wijnen, 2004).    
Working in the German language, Bader (1998) proposed the prosodic constraint of 
reanalysis (PCR), where the reanalysis of ambiguous sentences is more difficult, if both the 
initial syntactic and prosodic structure need to be revised. Using a self-paced reading paradigm, 
Bader found slower reading times for German sentences, which required prosodic re-analysis, 
supporting the reader’s online and implicit generation of prosodic structure. The theories of 
Fodor (1998, 2002) and Bader (1998) have inspired a wealth of research demonstrating the role 
of implicit prosody in silent reading, and its effect on syntactic analysis (for review, see Breen, 
2014). 
In her review of evidence for the role of implicit prosody in silent reading, Breen (2014) 
found that there also is empirical support for the role of implicit prosody in the prosodic 
phenomena of rhythm, stress, and (to a lesser extent) intonational contour, in addition to prosodic 
phrasing, all of which largely are not signaled in text. Prosodic phrasing denotes how words are 
perceptually combined into groups or phrases by prosodic features of increased duration, pitch 
changes (lowering or raising) of pre-boundary words, and pause. Breen goes on to note that 
prosodic phrasing and intonational contour are strongly linked to the combination of words into 
intonational phrases. Such prosodic boundaries are partly determined by syntactic structure with 
intonational phrasal and syntactic boundaries coinciding to provide the listener/reader with quick 
and efficient processing of the intended message (Cutler et al., 1997).  
Hayes (1995) argued that each word has one main stressed syllable which, when words 
are linked together, provides the overall rhythm of language. Stressed syllables are more 
perceptually prominent than surrounding unstressed syllables. Supporting evidence is provided 
by Kentner (2012), who found that silent readers preferred syntactic analyses where stressed and 
unstressed syllables alternated in a rhythmic structure. Other research evidence also shows that 
prosodic word stress is being accessed during reading. Ashby and Clifton (2005) found that in 
silent reading, words with one stressed syllable were processed faster and with fewer eye 
fixations than words with two stressed syllables. Arciuli and Cupples (2006) found that readers 
processed lexical stress when reading bi-syllabic words. Arciuli and Cupples also found fewer 
reading errors for words adhering to typical stress patterns - specifically, the typical trochaic 
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(strong/weak) pattern for nouns (e.g., MOUNtain) and iambic (weak/strong) pattern for verbs 
(e.g., loCATE) - than words with irregular stress (i.e., iambic nouns and trochaic verbs). Finally, 
intonational contour, or the overall ‘melody’ of the sentence can be realised as a question (rising 
pitch on the final syllables) or a statement (falling pitch on the final syllable). 
In summary, implicit prosody generated during silent reading is not merely a by-product 
of reading, but affects syntactic and semantic analysis of the sentence (Breen, 2014). This body 
of research demonstrates that even when reading silently, readers implicitly generate prosodic 
cues, which are not provided in written text, but nonetheless play an important role in facilitating 
reading comprehension. When the default prosodic phrasing assigned by the reader does not 
match the syntactic structure of the sentence, prosodic and syntactic structure need to be re-
assessed to disambiguate the sentence (Bader, 1998; Fodor, 1998, 2002). These effects of 
prosodic phrasing on sentence analysis in silent reading have now been demonstrated across a 
wide range of languages (see Breen, 2014 for a review).  
Chapter Summary 
Written language contains a paucity of prosodic information in comparison to the rich 
prosodic cues available in spoken language, requiring the reader to imbue the text with prosody 
to read with expression and to support comprehension. Yet the role of prosodic skills in reading 
has gone largely unrecognised in models of reading development until relatively recently (Wood 
et al., 2009). Differences in prosodic information between spoken and written language are not 
recognised within the simple view of reading (Hoover & Gough, 1990), a widely-cited model of 
the skills underlying reading comprehension.  Rather, the simple view of reading assumes that 
the only role of prosody in reading is an indirect one, through the influence of prosody on oral 
language skills (listening comprehension).   
This chapter has reviewed evidence demonstrating that individual differences in prosodic 
sensitivity (suprasegmental phonology) explain significant unique variance in children’s word 
decoding ability, after accounting for the critical role of phonological awareness (Goswami et al., 
2010; Holliman et al., 2008, 2010a, 2010b; Jarmulowicz et al., 2007; Lochrin et al., 2015; 
Whalley & Hansen, 2006).  Although further research is needed to establish a causal role for 
prosodic sensitivity in word decoding, existing research suggests that prosodic sensitivity is 
uniquely related to word decoding. Prosodic skills allow the reader to identify the prosodic frame 
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of the word, particularly important in assigning correct stress within multisyllabic words 
(Jarmulowicz et al., 2007).    
Of central concern to this thesis is that prosodic skills also play a significant and unique 
role in reading comprehension, beyond their indirect influence through the two key components 
of the simple view of reading: word decoding and listening comprehension.  This hypothesis is 
based on a consideration of the paucity of prosodic information available to the reader, in 
comparison to the listener, and the importance of prosodic information in language 
comprehension (outlined in Chapter 2). Few studies to date have investigated the contribution of 
prosodic sensitivity to reading comprehension (Holliman et al., 2010b; Lochrin et al., 2015; 
Whalley & Hansen, 2006), and none have used appropriate controls for word decoding and 
listening comprehension (the two key components of the simple view of reading) needed to 
demonstrate a direct relationship between prosodic sensitivity and reading comprehension. The 
studies reported in Chapter 4 and 5 will address this issue.  
Two other sources of evidence for the importance of prosodic skills in reading 
comprehension also were reviewed in this chapter.  In the developmental area, Schwanenflugel 
and her colleagues have demonstrated a relationship between children’s ability to read aloud 
with appropriate prosodic expression and their reading comprehension, with the aim of 
disentangling the direction of this relationship between prosodic reading and reading 
comprehension (Benjamin & Schwanenflugel, 2010; Miller & Schwanenflugel, 2008). In the 
adult sphere, research supports Fodor’s (2002) implicit prosody hypothesis and Bader’s (1998) 
prosodic constraint of reanalysis, demonstrated that even when reading silently, readers 
implicitly generate prosodic cues which are not provided in written text, but nonetheless play an 
important role in syntactic and semantic analysis and reading comprehension (for review, see 
Breen, 2014).  
The central aim of this thesis is to demonstrate that reading comprehension recruits 
prosodic skills in a manner that goes beyond the role of prosody in supporting listening 
comprehension, because the reader must draw additionally on their prosodic skills to compensate 
for the paucity of prosodic information provided in text. This proposal challenges the central 
proposition of the simple view of reading (Hoover & Gough, 1990), that two core components, 
written word identification and oral language comprehension, are all that is required to explain 
individual differences in reading comprehension. According to the simple view of reading, once 
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written word decoding has been achieved, written text has been transformed into its spoken 
equivalent, and reading comprehension is achieved in the same way as listening comprehension. 
This model of reading does not consider the stark differences in prosody cues available to the 
listener, but not to the reader. The empirical studies presented in the following chapters (4 to 6) 
aim to demonstrate the direct contribution of prosodic skills to reading comprehension, over and 
above their influence on word decoding and listening comprehension, the key components of the 
simple view of reading.  
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Chapter 4  
The Role of Prosodic Sensitivity in Children’s Reading Comprehension: Studies 1A and 1B 
The empirical work of this thesis examines the role of prosodic sensitivity in reading, 
using the simple view of reading (Hoover & Gough, 1990) to provide a structured framework for 
examining the relationship between prosodic sensitivity and the core components of reading. Of 
particular interest in the current thesis is the proposal that prosodic sensitivity may contribute 
directly to reading comprehension, beyond its role in supporting written word decoding and 
language comprehension. This proposal challenges the central proposition of the simple view of 
reading (Hoover & Gough, 1990), that two core components, written word identification and oral 
language comprehension explain individual differences in reading comprehension.  
The simple view of reading has been and is a useful model for highlighting the central 
importance of word decoding skills to reading comprehension. Efficient and accurate word 
decoding is essential to reading success, and numerous studies have identified word decoding 
problems as the major source of reading failure (e.g., NICHD, 2000a; Share, 1995; Snowling, 
2006). The development of word decoding skills, in turn, is crucially dependent upon the 
segmental phonological skill of phonological awareness (the ability to reflect upon and 
manipulate sounds in words) (Snowling & Hulme, 2006).  
Children’s suprasegmental prosodic sensitivity is correlated with phonological awareness 
(segmental phonological skills) (e.g., Goodman et al., 2010; Holliman et al., 2008; Whalley & 
Hansen, 2006). Importantly however, prosodic sensitivity accounts for significant unique 
variance in word reading ability, after accounting for phonological awareness (Holliman et al., 
2008; Jarmulowicz et al., 2007; Whalley & Hansen, 2006).  
The simple view of reading provides that once individual written words are decoded (i.e., 
translated into spoken words), normal oral language comprehension processes are all that are 
required to understand written language. The simple view of reading (Hoover & Gough, 1990) 
posits that, while written word decoding is a process unique to reading, comprehension 
requirements are the same for listening and reading comprehension. However, this view does not 
consider the paucity of prosodic information provided in written text, in comparison to the rich 
prosodic information available to support the listener’s understanding of spoken language. Even 
once individual words have been identified fluently and accurately, written language does not 
provide the reader with the rich prosodic cues to meaning that is embedded in spoken language. 
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Research has shown that silent readers use their own inner voice to generate prosodic structure, 
which is largely not signalled in text to support comprehension, (e.g., Bader, 1998; Fodor, 
2002b). The prosody available for listening comprehension differs markedly to its realisation in 
written text. 
Given the importance of prosodic information to understanding spoken language, as 
outlined in Chapter 2, it is possible that prosodic sensitivity, which allows the reader to imbue 
written text with richer prosodic information, will directly support reading comprehension. In 
particular, prosodic sensitivity may aid the reader in discerning syntactic structure in complex 
sentences. The prosodic structure of language is flatter and simpler, but closely aligned to 
syntactic structure, with its much more complex hierarchy (Beckman, 1996; Nespor & Vogel, 
1983). Prosodic structure, being more accessible, plays an integral role in identifying more 
intricate syntactic structure (Cutler et al., 1997). Prosody and the cues it provides demark 
phrases, clauses, sentences and topics, closely in line with syntactic structure, to facilitate 
comprehension (Cole, 2015). Prosodic cues are especially important for children as language 
learners, as prosody bootstraps syntactic acquisition (Speer & Ito, 2009). Prosodic sensitivity 
may play a unique role in reading comprehension, beyond its role in understanding spoken 
language, by providing the reader with tools to aid in discerning syntactic structure and meaning. 
Understanding written text, with its paucity of prosodic cues, may make heavier demands on the 
reader’s prosodic sensitivity, in comparison to listening comprehension. 
Studies 1A and 1B 
Two studies designed to examine the direct role of prosodic sensitivity in reading and to 
test the hypothesis that prosodic sensitivity contributes directly to children’s reading 
comprehension are reported in this chapter. Study 1A examines the role of prosodic sensitivity in 
reading comprehension in grade 3 children, and Study 1B extends this investigation to grade 5 
children. By grade 3, children have begun to consolidate their word decoding skills. As word 
decoding becomes more fluent and automatic, cognitive resources are freed up to comprehend 
what is being read (Gough et al., 1996). By grade 5, most readers have developed fluent and 
efficient word decoding skills, and comprehension skills account for more of the variance in 
reading (Gough et al., 1996). Studying children in grades 3 and 5 allows investigation of the role 
of prosodic sensitivity in reading comprehension, as reading skills develop.  
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 The simple view of reading (Hoover & Gough, 1990) provides the framework for these 
studies, with the particular aim of demonstrating that prosodic sensitivity contributes directly to 
reading comprehension, over and above its role in supporting the two key components of the 
simple view (word decoding and listening comprehension). Chapter 2 outlined the importance of 
prosodic sensitivity in supporting the acquisition of the underlying phonological representations 
of words, as well as in listening comprehension. The research reviewed in Chapter 3 
demonstrated that prosodic sensitivity accounted for significant unique variance in written word 
decoding, after controlling for phonological awareness (Holliman et al., 2008; Jarmulowicz et 
al., 2007; Whalley & Hansen, 2006).  
 However, research investigating the relationship between prosodic sensitivity and reading 
comprehension is limited. Whalley and Hansen (2006) found that prosodic tasks at the phrase 
level contributed unique variance to reading comprehension. We found that the DEEdee task 
accounted for 5% unique variance in reading comprehension in grade 4 children, after 
accounting for word decoding, phonological awareness, non-speech rhythm, and a word level 
prosodic measure (Compound Noun task). However, we did not control for listening 
comprehension in this study. Thus, it is possible that the additional variance in reading 
comprehension that we identified represented an indirect role of prosodic sensitivity in reading 
comprehension, through the influence of prosody on listening comprehension. Whalley and 
Hansen did not provide an adequate test of the influence of prosodic sensitivity on reading 
comprehension, beyond its contribution to the two key components of the simple view of 
reading: word identification and listening comprehension.  
 To my knowledge, no study adequately has examined the contribution of prosodic 
sensitivity to reading comprehension, beyond that predicted by the simple view of reading, that 
is, by controlling adequately for word decoding and listening comprehension. The current study 
addressed this shortfall, by examining the prosodic and reading skills of children in grade 3 
(Study 1A) and grade 5 (Study 1B). 
 Studies 1A and 1B were designed to provide a strong and valid test of the simple view of 
reading, and of the hypothesised direct role of prosodic sensitivity in reading comprehension. A 
number of key methodological issues were addressed in designing the studies, particularly with 
regard to the choice of listening and reading comprehension measures, as well as the inclusion of 
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measures to control for other key language skills, that play a role in word identification and 
listening comprehension.  
 A valid test of the simple view of reading requires that parallel measures of listening and 
reading comprehension be used (Hoover & Gough, 1990). Studies which use qualitatively 
different measures of listening comprehension and reading comprehension risk introducing 
additional, and potentially confounding, variation between the listening and reading tasks. A 
valid test of the simple view of reading thus requires that the measures of listening and reading 
comprehension differ only in their presentation in oral or written form. Two parallel sets of 
material were used in the current studies, so that each set could be presented as either a listening 
comprehension task (oral presentation with the normal prosodic cues available in spoken 
language) or a reading comprehension task (written presentation with the minimal prosodic cues 
provided in text).  
In addition, the stimuli used for the listening and reading comprehension tasks were chosen 
to minimise demands on written word decoding. As already noted, word decoding is a crucial 
factor in children’s reading comprehension, and difficulties with accurate and fluent word 
decoding undermine reading comprehension (Hulme & Snowling, 2013). Research on oral 
reading fluency has demonstrated that word identification difficulties can present as fluency 
problems such as decreased reading rate, which results in reading comprehension difficulties 
(e.g., Schwanenflugel et al., 2004; Schwanenflugel et al., 2006). The tasks chosen for the current 
studies used sentences with simple reading vocabulary to minimise the impact of individual 
differences in word decoding on task performance.  
Thirdly, the parallel listening and reading comprehension tasks were chosen to maximise 
the focal relationship between prosodic sensitivity and reading comprehension (Cook & 
Campbell, 1976). Benjamin and Schwanenflugel (2010) found that, when examining prosody in 
reading fluency, reading passages need to be difficult enough to require prosodic sensitivity to 
aid reading comprehension. The parallel listening and reading comprehension measures used in 
the current study were based on the Test of Reception of Grammar (TROG-2; Bishop, 2003). 
The TROG-2 comprises sentences with simple vocabulary, but increasingly complex 
grammatical structures (e.g., relative clauses and post-modified subject sentences). These 
sentential constructions were chosen because prosodic sensitivity is likely to aid in parsing the 
sentence. For example, prosodically bracketing or ‘chunking’ sentences (e.g., [The duck] [the 
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ball is on] [is yellow]) facilitates the understanding that the duck is yellow, not the ball. Such 
prosodic chunking is signalled in spoken language, but not in written form. 
An additional advantage of using sentences from the TROG-2 (Bishop, 2003) was the 
ability to counterbalance between the listening and reading versions. Each of the sentences was 
reversible, in that the nouns could be used either as the first or second noun, (e.g., The ball the 
duck is on is yellow and The duck the ball is on is yellow). Appropriate response choices for the 
parallel versions were represented among the four answer choices for each item. Each of the two 
parallel versions was presented to half the participants as a listening comprehension task, and to 
the other half as a reading comprehension task in a counterbalanced order. Thus, these stimuli 
provided a parallel test of listening and reading comprehension, using complex grammatical 
structures likely to recruit prosodic sensitivity, but with minimal demands on word decoding 
ability.   
Study 1A and 1B also included measures of a number of key language and memory 
abilities which were controlled for, in order to isolate the contribution of prosodic sensitivity to 
reading. A measure of phonological awareness was included in the studies for two main reasons. 
Firstly, empirical research has shown conclusively that reading success is critically dependent on 
segmental phonological skills, which allow the reader to decode new and unfamiliar words 
(Share, 1995). Secondly, prosodic sensitivity and phonological awareness have been shown to be 
separate but correlated abilities related to reading success, especially at the word decoding level 
(Beattie & Manis, 2014).  
Spoken language processes have been shown to heavily influence reading development  
(Snowling & Hulme, 2006). Snowling (2006) argued that while children with poor phonological 
skills are at a higher risk for reading difficulties magnified by subtle language deficits, reading 
difficulties can be mitigated by strong higher order language skills including semantic and 
syntactic skills. In line with suggestions made by Jarmulowicz et al. (2007) and Clin et al. (2009) 
that a vocabulary measure be included, the Expressive Vocabulary Test (EVT-2, Williams, 2007) 
was administered to all participants. Syntactic skills were not measured independently in the 
current studies, but were controlled for by using counterbalanced, grammatically complex 
sentential stimuli in both the listening and reading comprehension tasks.  
There is some empirical support for the view that reading comprehension difficulties 
reflect cognitive deficits in verbal working memory (Gathercole & Baddeley, 1989; Oakhill & 
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Yuill, 1996; Seigneuric et al., 2000). The relationship between reading skills and memory is 
complex, and as yet without any definitive answers. Prosody may serve as a memory aid in 
organising sentences into relevant ‘chunks’ to facilitate efficient processing in spoken and 
written language (Gilbert, Boucher, & Jemel, 2014; Stevens, 1981). It therefore was prudent to 
control for complex memory skills in the current studies. 
A battery of prosodic sensitivity measures was included in Studies 1A and IB to capture 
the multi-componential nature of prosodic sensitivity, and to ensure the inclusion of 
developmentally appropriate measures for these age groups. These measures include the 
Mispronunciation task and the Derived Word Production task, assessing prosodic sensitivity 
related to stress assignment in bi- and multi-syllabic words respectively, the Prosodic Nouns 
task, assessing prosodic sensitivity beyond single words, and the DEEdee task assessing phrasal 
prosodic sensitivity. These measures are described in detail in the Method section.  
Hierarchical multiple regression analyses were used to assess the independent contribution 
of prosodic sensitivity to reading comprehension, after controlling for word decoding and 
listening comprehension, and the other language and memory measures. Although this research 
is correlational in nature, and cannot demonstrate causal relationships, the research design allows 
the testing of the hypothesis that prosodic sensitivity contributes directly to reading 
comprehension, over and above the indirect pathways (via word identification and listening 
comprehension) suggested by the simple view of reading. Study 1A (grade 3 sample) will be 
discussed in full, outlining the method, results and discussion, followed by a full account of 
Study 1B (grade 5 sample).  
Study 1A 
Method 
Participants  
The grade 3 sample comprised of 63 children (39 males and 24 females) attending four 
different primary schools. There was one State school and one Catholic school, both located in a 
low-income to middle-income socioeconomic area of Brisbane, Australia. There were two 
private schools catering to a higher socioeconomic demographic, one located in Brisbane and 
one at the Sunshine Coast, Australia. All children for whom parental permission was obtained 
participated in the study. A copy of the parent information letter and the consent form are shown 
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in Appendix A. The children’s ages ranged from 7 years; 2 months to 9 years; 7 months with a 
mean age of 8 years; 5 months (SD = 6.23 months).  
Apparatus  
The prosodic tasks were pre-recorded to ensure consistency of stimulus presentation. All 
auditory stimuli were recorded on an Apple Macintosh computer and digitally edited and 
mastered using GarageBand software. The stimuli were played to participants using a Phillips 
AZ1146 portable compact disc player. The children’s responses for the Derived Word 
Production task were recorded using a Sony TCM-150 cassette recorder.  
Measures  
 The children completed tasks to assess their reading ability at the word level (including 
word and nonword reading accuracy), reading and listening comprehension, phonological 
awareness, vocabulary and complex memory. They also completed a battery of prosodic 
sensitivity tests. Prosodic sensitivity was assessed at the level of lexical stress (Mispronunciation 
task and the Derived Word Production task), word(s) (Prosodic Nouns task) and phrase level 
(DEEdee task).  
 Word level reading. Word and nonword reading accuracy were assessed using the word 
identification and word attack subtests of the Woodcock Reading Mastery Tests- Revised 
(Woodcock, 1998) The word identification subtest is a graded test of single word reading 
accuracy. The word attack subtest is a graded test of nonword reading accuracy, designed to 
assess basic decoding skills. For both tests, children read aloud single words (or nonwords) of 
increasing difficulty, until the discontinuation ceiling was reached (the six highest-numbered 
items administered on a page read incorrectly or until the last page of the test was administered). 
The word identification and word attack subtests of the WRMT-R have been widely used 
in reading research and in the identification of struggling readers, and have well established 
reliability, and content and predictive validity (Torgesen, 1998). In addition to the word 
identification measure, the word attack test was included because this test of reading unfamiliar 
nonwords provides an insight into the role of prosodic (and other) skills in supporting the 
decoding of unfamiliar words, through letter-sound translation, and also is independent of 
vocabulary knowledge. Raw scores on the Woodcock tests were converted to W scores (a 
common metric using a Rasch-calibrated interval scale) for statistical analysis. Woodcock tests 
provide a transformation of raw scores into W-scores, which are rasch-based designed to 
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approximate an interval scale and therefore are more suitable than raw score for regression 
analyses (Woodcock, 1998).  
 Listening and reading comprehension. The Test for Reception of Grammar (2) 
(TROG-2; Bishop, 2003) was adapted to provide parallel tests of reading and listening 
comprehension. The TROG-2 was chosen as it uses sentences with increasingly complex 
grammatical structure, such that prosodic sensitivity is likely to aid comprehension. For example, 
in the sentence, The cup but not the fork is red, prosodic grouping or chunking of words together 
parse the sentence as (The cup (but not the fork) is red), as well as appropriate prosodic emphasis 
(The cup but not the fork…), which should facilitate comprehension that only the cup is red.  As 
the vocabulary used in the TROG-2 is simple, the test could be adapted from a listening to 
reading task without introducing a significant word decoding requirement.  
For the present study, 24 original test items from the TROG-2 were chosen, for which 
prosodic sensitivity was considered likely to aid comprehension. There were two practice items 
to ensure the children understood the instructions, and could complete the task. Two parallel tests 
were created from the 24 original items by changing the order of key nouns within the sentence. 
For example, The cup but not the fork is red and The fork but not the cup is red. These two 
parallel tests were assigned to the listening or the reading comprehension modes in a 
counterbalanced order across children.  
For the listening comprehension test, the child heard a spoken sentence, read with normal 
prosody by the examiner, and for the reading comprehension test, the child was required to read 
the sentence silently. After listening to, or reading the sentence, the child was required to mark 
from a choice of four on the answer sheet, a picture that best showed what he/she read or heard. 
The answer sheet was the same for both listening and reading comprehension tasks, but the 
correct answer varied, depending on which version of the task the child was administered in 
either the listening or reading comprehension condition. Both the listening and reading 
comprehension tests were conducted in small groups, and on different days. The maximum score 
for each test was 24. Appendix B shows instructions and sample answer sheets for the listening 
and reading comprehension tests.   
 Phonological awareness. Phonological awareness was assessed by using the 
phonological oddity, or odd-word-out test used by Whalley and Hansen (2006). In the 
Phonological Oddity task, the child heard a series of three monosyllabic spoken words, two of 
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which contained a sound sequence not present in the third word in the series. The child’s task 
was to identify the odd word out in each trial. The Phonological Oddity task consisted of two 
subtests, where the odd word differed from the other word by rhyme (e.g., rod, nod, pub or 
bought, sort, laugh) or by final phoneme (e.g., log, red, pad’ or big, deck, smack).  
 Previous researchers (e.g., Stanovich, Cunningham, & Cramer, 1984) have noted ceiling 
effects on such phonological awareness tasks with children in this age range, as well as a 
tendency for children to use an orthographic strategy, relying on their knowledge of the word’s 
spelling to complete the task (Barron, 1998; Stuart & Masterson, 1992). The stimuli developed 
by Whalley and Hansen (2006) were designed to minimise these problems. 
 Barron (1998) demonstrated that the spellings of words were activated in rhyming 
activities, and that reaction times were faster for pairs of words, that shared both acoustic rhymes 
and the orthographic rime patterns (e.g., rod, nod) compared to pairs of words that rhymed 
acoustically, but whose orthographic rime were spelt differently (e.g., bought, sort). Therefore, 
for the rhyme subtest, stimuli for 5 of the 10 trials were chosen, so that the words with 
acoustically similarly rhyming segments had different spelling patterns (e.g., cot, yacht) to limit 
support from orthographic information when making rhyme judgements. 
 For the final phoneme subtest, difficulty was increased in 5 of the 10 trials by 
incorporating phonologically similar final phonemes that differed only in the place of 
articulation. Snowling, Hulme, Smith, and Thomas (1994) found that phoneme pairs such as /p/ 
versus /b/ and /g/ versus /k/, which differ only in place of articulation, were the hardest to detect 
in phoneme discrimination tasks. Such place changes were utilised in half of the items in the 
final phoneme awareness task. 
Both the rhyme and final phoneme subtests consisted of 3 practice items, where 
corrective feedback was provided if needed by the child, followed by 10 test trials in each 
subtest. Within each subtest, the placement of the target (odd) word was varied systematically, so 
that the target word appeared either 3 or 4 times in each position. Scores on these two subtests 
were combined to provide one phonological awareness score, with a maximum possible score of 
20. Instructions, stimuli and answer sheets for this measure are provided in Appendix C. 
Expressive vocabulary. Children’s expressive vocabulary was assessed using the 
Expressive Vocabulary Test (EVT-2; Williams, 2007), an individually administered, norm-
referenced instrument used to assess expressive vocabulary. The EVT-2, designed for 
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participants aged 2;6 to 81+ years of age, is co-normed with the Peabody Picture Vocabulary 
Test (4th edition) (PPVT-4, Dunn & Dunn, 2007) and correlations between the two tests were 
high across all age ranges (r= .80 to .84). The EVT-2 has test-retest reliability correlations of 
between .94 and .97, and contains 190 items of increasing difficulty, with some items having 
multiple correct responses. There are incremental starting points for each age level, all with three 
practice items. For example, children aged 8 years began at item 51. Participants are asked, in 
age appropriate language, to label or find a synonym for an attractively drawn stimulus displayed 
on a large easel page. The test was discontinued when five consecutive incorrect responses were 
recorded.  
 Complex working memory. The Complex Memory Span task devised by Leather and 
Henry (1994) and modified for Australian children (Adams, 2000), was used to tap both the 
processing and storage components of working memory. Measures of linguistic complex 
working memory have been shown to predict unique variance in reading comprehension, after 
accounting for word reading, vocabulary, and other verbal ability skills (e.g., Cain, Oakhill, & 
Bryant, 2004; Seigneuric et al., 2000).  
Each child listened to sets of short sentences in which the final (predictable) word was 
missing from each sentence, and the child was required to supply the final missing word 
(processing requirement). After hearing the set of sentences, the child was required to recall the 
last word from each sentence in the correct serial order (storage requirement). Example sentences 
included, I go to the doctors when I am …. [sick, ill] and I can see with my …. [eyes].  
The number of sentences in the set increased after every second trial, from 2 to 3 then 4, 
with a maximum of 5 sentences, yielding a maximum of 8 trials. Scores on this test were 
calculated using both strict scoring (where the child was required to recall all the target words in 
the correct order) and lenient scoring (where the target words could be recalled in any order). 
Appendix D provides an outline of the Complex Working Memory task. 
 Mispronunciation task. As part of the prosodic battery administered, the 
Mispronunciation task required children to identify, from a choice of four pictures, a word that 
had been mispronounced by using incorrect stress. Adapted from the Mispronunciation task 
(aural word recognition) devised by Wood (2006), this task assessed children’s ability to 
understand and manipulate lexical stress at the syllable/word level for bi-syllabic words.  
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The Mispronunciation task required children to listen to bi-syllabic words in which the 
stress pattern had been reversed. For example, monkey, is correctly pronounced with the stress on 
the first syllable, MONkey, whereas in the Mispronunciation task, the stress was placed on the 
second syllable, monKEY.  There were 2 practice items and 18 test trials. The children were told 
that the recorded speaker often gets her words wrong, and they were asked to work out what she 
really meant. The correct word was represented by 1 of 4 pictures on an answer sheet provided. 
The children were asked to mark the correct picture on the answer sheet. For all 18 trials, the 
correct picture was systematically varied in positions 1 to 4 on the answer sheet.  
An example item is shown in Figure 4.1, the target word, ribbon, was pronounced 
incorrectly as ribBON. All response options for a trial began with the same sound, (e.g., rabbit, 
ribbon, robot and robber). This prevented the children from relying on a strategy of using the 
beginning sound of the spoken word to distinguish between the depicted options, rather than 
reconstructing the stress pattern of the spoken word which was the desired strategy for this task. 
A possible problem was identified in the Mispronunciation task in Holliman et al. (2010a), as 
compound words were used as distractors (e.g., seagull, skateboard, swordfish) for the target 
word singer). The current task used non-compounded bi-syllabic words for all target and 
distractors items (e.g., bullet, builder, burger, button). Appendix E outlines the instructions and a 
sample answer sheet for this task.  
Prosodic nouns task. As part of the prosodic battery, the Prosodic Nouns task was 
administered where children were required to distinguish between compound nouns and noun 
phrases that are phonemically identical but differ prosodically (e.g., sunflower pot; sun 
flowerpot; sun flower pot). This task assesses whether children can use prosodic features such as 
intonation, stress and pause to make distinctions between phonemically identical word strings. 
The stimuli used in this task were based on those developed by Yoshido and Katz (2004), 
who used word strings with three nouns (e.g., sun flower pot) to test expressive and receptive 
prosodic sensitivity in children aged 5 and 7 years. Yoshido and Katz designed the task to have 
two main advantages over previous Compound Noun tasks (e.g., Whalley & Hansen, 2006). 
Firstly, they used word strings (e.g., sun flower pot) which can be prosodically modified to 
produce 3 separate words (e.g., sun flower pot) or 2 alternate compound noun/noun phrases and 
word combinations, either left branching (e.g., sunflower pot) or right branching (e.g., sun  
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Figure 4.1. Mispronunciation task: response options for the mispronounced word ribBON.  
  
flowerpot). Previous Compound Noun tasks (e.g., Whalley & Hansen, 2006) only yielded two 
possible combinations (e.g., chocolate, cake and honey versus chocolate-cake and honey.)  
In addition, the joining word, and, was removed from the word string, as it was no longer 
needed to combine the words into compound noun and noun phrases. Katz et al. (1996) found 
that 5- and 7-year-old children experienced semantic difficulty with the use of the connective, 
and, which affected the results of their study. Children, as young as two use the connective, and. 
However, it appears that young children semantically use and as a discourse marker for turn 
taking, as well as indicating cohesion in a sentence, such as, The dog chased the cat AND the cat 
ran under the house AND the dog went under the house AND…. Yoshido and Katz (2004) 
reasoned that the removal of an unnecessary word being ‘and’ would provide a purer measure of 
the prosodic sensitivity needed to distinguish between the word strings, uncontaminated by other 
non-prosodic cues. 
An example item for the Prosodic Nouns task is shown in Figure 4.2. After hearing a 
word string (e.g., gold fishtank), children were asked to mark 1 of 2 graphically presented 
options selected from the three possible combinations (e.g., gold fish tank or goldfish tank or 
gold fishtank) that best matched what they heard. There were two practice items conducted  
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Figure 4.2. Prosodic Nouns task: response options for the word string gold fishtank  
 
collaboratively with the children to ensure they understood what was required, followed by 23 
test trials. The placement of the correct answer was systematically and quasi-randomly varied, so 
that the first picture was the correct answer for 11 trials and the second picture was correct in 12 
trials. The instructions and sample stimuli/answer sheet are contained in Appendix F. 
DEEdee task. The third prosodic sensitivity test was the DEEdee task (Whalley & 
Hansen, 2006). The DEEdee task was originally adapted from Kitzen (2001), and was designed 
to assess prosodic sensitivity at the phrase level. The DEEdee task is based on the reiterative 
speech technique of Nakatani and Schaffer (1978), where each syllable in a phrase is replaced by 
the same reiterated syllable (e.g., ma or dee) to eliminate phonemic information while retaining 
the same stress, rhythm and intonational patterns as the original phrase. Whalley and Hansen 
adapted the DEEdee task for children by using phrases, as both targets and foils, which were the 
titles of popular children’s books, movies or television programs. The phrases varied in length 
from 2 to 6 syllables, increasing in syllable length as the test progressed. Targets and foils in 
each trial were matched in syllable length to prevent identification solely based on a comparison 
of the number of syllables presented. For example, the child heard the target phrase, Bob the 
Builder and had to choose either DEE dee DEEdee (STRONG weak STRONG-weak based on 
BOB the BUILder) or deeDEEdeeDEE (weak-STRONG-weak-STRONG based on pinOcchiO) as 
the matching target phrase. An example item is shown in Figure 4.3.  
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Figure 4.3. An example item from the DEEdee task, with auditory DEEdee stimuli, their real 
word equivalents and example response format. 
 
All phrases were recorded by a female presenter, who recorded the original phonemically 
intact phrase and then a modified DEEdee phrase containing the same prosodic pattern. The 
recorded phrases were edited to produce 2 practice and 23 test trials, where the original target 
phrase was followed by 2 DEEdee phrases (target and foil), one of which matched the prosody of 
the original phrase. There was an interval of one second between the three phrases in each trial 
and all three phrases were repeated after an interval of three seconds. In quasi-random order, the 
correct response appeared 12 times in the first position and 11 in the second position. 
There were two practice trials, where children were provided with assistance to ensure 
that they could complete the task. The child was instructed to choose which of the two DEEdee 
phrases best corresponded to the target phrase, by ticking the first or second option on the 
provided answer sheet. As shown in Figure 4.3, the answer sheet included a graphic of the target 
phrase which served to reduce the cognitive load required to remember the original phrase, 
followed by two numbered check boxes. Appendix G contains the instructions, stimuli and 
sample answer sheet for the DEEdee task.  
Derived word production task. The Derived Word Production task (DWPT) was the 
most complex task in the prosodic sensitivity battery. The DWPT is a morpho-phonological task, 
containing both prosodic and morphological aspects. Children were asked to add a suffix to an 
English word (the morphological aspect), where the suffix may change the stress pattern in the 
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original word (the prosodic aspect). The task used in the present study was adapted from the task 
of the same name designed by Jarmulowicz (2006), using stimuli that matched Australian 
pronunciation.  
The Derived Word Production task takes advantage of a linguistic rule of prosodic 
manipulation and morphological formation that occurs naturally in the English language. The 
English language contains (among others) two types of suffixes: neutral and non-neutral suffixes. 
Neutral suffixes, (e.g., ful, ness, and er), when added to a word stem, do not alter the stress 
pattern of the original word (e.g, BEAUty to BEAUtiful, HAPPy to HAPPiness, SING to SINGer). 
Non-neutral suffixes (e.g., ic, ity, and tion) change the stress pattern in a predictable manner 
(e.g., SYMbol to symBOLic, ACtive to acTIVity, and EDucate to eduCAtion). Jarmulowicz et al. 
(2007) found a strong and significant relationship between children’s ability to correctly replicate 
the stress rule contained in affixing suffixes to word stems and their word attack skills (WMRT-
R; Woodcock, 1998). 
The Derived Word Production task contained 2 practice items followed by 24 test trials. 
The neutral suffixes used were -ful, -ness and –able. Each neutral suffix was used to derive 3 
words, for a total of 9 stimuli (e.g., Put -ful on the end of wonder to make a bigger word). The 
non-neutral suffixes used were –tion, -ic and –ity (e.g., Put -ity on the end of electric to make a 
bigger word). Each non-neutral suffix was used 5 times each to yield 15 items for the task. All 
24 stimuli were organised in a random order to prevent practice effects of either class of suffix.  
Each child’s responses were recorded and scored later as correct or incorrect by the researcher.  
Appendix H contains the instructions and stimuli for the Derived Word Production task. 
Procedure  
The grade 3 children were tested at their schools. The testing consisted of 4 sessions; 2 
individual sessions and 2 group sessions in which groups of up to six children were tested. Each 
session was approximately 15 minutes in length. All testing was conducted in a quiet area within 
the children’s school. In the first individual session, each child completed the Complex Working 
Memory task and the Expressive Vocabulary Test (EVT-2; Williams, 2007). The Derived Word 
Production task, Phonological Oddity task, and the Word Identification and Word Attack sub-
tests (WMRT-R; Woodcock, 1998) were administered in the second individual session. In the 
first group session, the modified TROG-2 (reading comprehension) task and the DEEdee task 
were administered to groups of 2 to 6 children. The TROG-2 (listening comprehension) task, the 
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Mispronunciation and the Prosodic Nouns tasks were administered in the second group session.  
At the end of each testing session, the children were thanked for their participation and rewarded 
with a sticker, bookmark or certificate as an expression of appreciation by the researcher.  
Results 
Of the 63 children who participated in study 1A, data for 61 children were included in the 
analyses. The two children whose data were excluded included one child with a diagnosed 
developmental disorder (Asperger’s syndrome), and another child for whom English was his 
second language. The data were screened for compliance with the assumptions underpinning the 
regression analyses to be performed. Two children were found to have outlier (low) scores on the 
Mispronunciation task. Their scores were retained as the scores were valid, and they did not have 
undue influence on the overall regression analyses. The strict scoring of the complex working 
memory test was used, as this method better represents the instructions of the task. (The pattern 
of results was the same using either the strict and lenient scores.) Descriptive statistics for all 
measures used in the study are reported in Table 4.1.  
Overall, the participants were reading at a level (9 years, 4 months) above their 
chronological age (8 years, 5 months). There was no evidence of ceiling effects on any of the 
measures used, including the Phonological Oddity task. Participants scored significantly better 
on the listening comprehension test (M = 19.72, SD = 2.7) than the reading comprehension test 
(M = 18.64, SD = 2.48), t(60) = 3.47, p = .001).  
Table 4.2 outlines the zero-order correlations between reading ability, listening 
comprehension, phonological awareness, expressive vocabulary, complex memory span and the 
prosodic sensitivity measures. Table 4.2 shows a strong correlation between word identification 
and word attack scores, and moderate correlations between these word decoding measures and 
reading comprehension. The TROG-2 listening and reading comprehension measures were 
moderately positively correlated but, as expected, listening comprehension was not correlated 
with word identification and word attack scores. 
Phonological awareness, as operationalised by the Phonological Oddity task, was correlated with 
all reading measures; Word Identification, Word Attack, and Reading Comprehension (TROG-2 
modified), and with Listening Comprehension (TROG-2 modified). Phonological awareness also 
was positively correlated with expressive vocabulary, and with 3 of the 4 prosodic sensitivity 
measures (but not with the Prosodic Nouns task). Vocabulary was significantly correlated with  
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Table 4.1 
Means and Standard Deviations for Age, Reading Ability, Listening Comprehension, 
Phonological Awareness, Expressive Vocabulary, Complex Memory and the Prosodic Sensitivity 
Measures for Third Grade Children (N=61). 
 Mean (SD) Max1    Range  
Age (months)  101.00 (6.20)    86 - 115 
Woodcock reading tests    
      Word Identification (W score)  490.93 (23.31)  427 - 553 
      Word Attack (W score) 501.64 (11.38)  471 - 522 
Reading Comprehension (TROG-2 modified)   18.64 (2.48) 24   11 - 23 
Listening Comprehension (TROG-2 modified)   19.72 (2.70) 24   10 - 24 
Phonological Awareness    13.82 (3.15) 20     6 - 20 
Expressive Vocabulary 106.62 (11.99)    76 - 141 
Complex Working Memory     3.41 (1.35) 8     1 - 8 
Prosody - Mispronunciation task    14.72 (2.59) 18     6 - 18 
Prosody – Prosodic Nouns task 18.31 (3.94) 23     5-23 
Prosody – DEEdee task 15.89 (3.61) 23     8-23 
Prosody – Derived Word Production task  17.59 (3.49) 24     8-24  
1. Max denotes the maximum score possible, where applicable 
word identification (but not with word attack scores), reading comprehension, listening 
comprehension, phonological awareness and two word-level prosody tasks (the 
Mispronunciation and Derived Word Production tasks).  
The complex working memory measure was not strongly correlated with any of the reading 
measures, and showed a significant correlation only with one prosodic task, the Derived Word 
Production task. Among the prosody measures, the Derived Word Production and 
Mispronunciation tasks showed the strongest correlations with reading measures of the prosodic 
battery, being positively correlated with all three reading measures. The Prosodic Nouns and 
DEEdee tasks were not significantly correlated with any of the reading measures. The Prosodic 
Nouns task correlated with Listening Comprehension and the Mispronunciation task, while the  
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Table 4.2  
Intercorrelations between Third Grade Children’s Reading Ability, Listening Comprehension, Phonological Awareness, Expressive 
Vocabulary, Complex Memory Span, and Prosodic Sensitivity Measures (N=61) 
     1. 2.    3.     4.       5.         6.  7.      8.     9.       10.         11. 
     Age WId    WA     RC       LC         PA Voc       WM     Mis       PN          DEEdee 
2. Word identification (W scores) .19  
3. Word attack (W scores)  .18 .78**     
4. Reading comprehension –       -.00 .34**    .38** 
    TROG-2 (modified) 
5. Listening comprehension  -.12 .30*        .27*         .57**    
    TROG-2 (modified) 
6. Phonological awareness  .02 .51**      .45**       .48**     .45** 
7. Expressive vocabulary  .06 .42**      .30*         .42**     .62**     .40** 
8. Complex working memory  .12 .31*        .30*         .11         .05         .26*        .205  
9. Mispronunciation   .17 .40**      .39**       .47**     .44**      .39**      .46**      .15 
10. Prosodic nouns   .19 .02          .08           .24         .36**      .19          .31*        .19       .44** 
11. DEEdee    .13 .29*        .22          .30*        .30*        .40**      .18          .32*      .05        .24 
12. Derived word production   .16 .57**     .62**       .53**      .42**      .47**      .53**      .38**    .40**     .16      .17 
* p <.05; ** p <.01 
  
DEEdee task was correlated with phonological awareness. Age (in months) was not significantly 
correlated with any other measure23, and was not included in any further analyses. 
Contribution of Prosodic Measures to Reading Ability 
  A series of hierarchical multiple regression analyses was conducted to examine the role 
of prosodic sensitivity in reading ability.  First, parallel regression analyses were conducted to 
examine the contribution of prosodic sensitivity to word decoding and listening comprehension 
abilities, the two key components of the simple view of reading. Parallel hierarchical multiple 
regression analysis examined the contribution of prosodic sensitivity to both Word Identification 
and Word Attack scores, as measures of word decoding skills. The prosodic sensitivity tasks that 
already were shown to be strongly correlated with word level reading ability, namely, the 
Mispronunciation and Derived Word Production tasks were used in the analysis. Step 1 of the 
hierarchical multiple regression accounted for all other influential predictors of word level 
reading, being phonological awareness, vocabulary, working memory, which were entered as a 
block. Due to the significant correlations found between the Mispronunciation and Derived 
Word Production tasks, it was decided to enter the former at Step 2 and the latter at Step 3. Table 
4.3 provides a summary of the important features of these relationships.  
A similar pattern emerged in the regression analyses with the two-word decoding 
measures, Word Identification and Word Attack, as criterion variables. At step 1, phonological 
awareness and vocabulary were significant predictors of word-level reading skills. The 
Mispronunciation task did not significantly add to the prediction of word level reading skills at 
step 2 of the model. However, the Derived Word Production task significantly accounted for 7% 
of unique variance in word identification scores, Fch (1,55) = 6.41, p <.05, and 16% in word 
attack scores Fch (1,55) = 15.9, p <.001, after accounting for vocabulary, memory, and 
phonological awareness measures. Overall, the complete set of variables accounted for 42.4% of 
variance in word identification scores, F(5,55) = 8.1, p < .001 and 45% of variance in word 
attack scores, F(5,55) = 8.9, p > .001.  
In the parallel hierarchical multiple regression analysis with listening comprehension as the 
criterion variable, at step 1, only the vocabulary and phonological awareness measures (not  
                                                          
23 Although age is correlated with reading and language skills across samples covering a broad age and grade range, 
age typically is not a significant correlate of reading measures within samples of children at the same grade level. 
Years of schooling, rather than age, has the greater developmental impact on school-aged children’s reading-related 
skills (e.g., Crone & Whitehurst, 1999)  
Table 4.3 
Hierarchical Multiple Regression Analyses Predicting Third Grade Children’s Word and Nonword Decoding, and Listening 
Comprehension from Expressive Vocabulary, Working Memory, Phonological Awareness, and Prosodic Sensitivity. 
Step  Word Identification  Word Attack  Listening Comprehension 
  β on entry Final β  β on entry Final β  β on entry Final β 
1. Expressive vocabulary   .24*    .06  .12 -.14  .54*** .46*** 
   Working Memory  .16            .08  .18 .06  -.13 -.15 
   Phonological Awareness    .37**   .26*  .35** .18  .27* .21 
R2step 1     .34***   .26***   .45***  
2. Mispronunciation  .16 .12  .23 .17  .15 .14 
R2change  .02   .04   .02  
3. Derived Word Production  .34* .34*  .53*** .53***  .08 .08 
R2change  .07*   .16***   .00  
Total R2   .42***   .45***   .47*** 
* p <.05; ** p <.01; *** p<.001          
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complex working memory) were significant predictors of listening comprehension. Neither 
prosodic measures added significant variance to the prediction of listening comprehension; the 
Mispronunciation task Fch(1,56) = 1.7, p > .05, and the Derived Word Production task, Fch(1,55) 
= 0.4, p > .05. 
The final hierarchical multiple regression analysis examined the key prediction that 
prosodic sensitivity would explain unique variation in reading comprehension, over and above 
any indirect impact that prosodic skill may have through supporting word decoding and listening 
comprehension (the core components of the simple view of reading). The results of this analysis 
are reported in Table 4.4.   
Table 4.4 
Hierarchical Multiple Regression Analyses Testing the Independent Contribution of Prosodic 
Sensitivity to Third Grade Children’s Reading Comprehension, controlling for Vocabulary, 
Working Memory, Phonological Awareness, Word Identification, and Listening Comprehension. 
Step  Reading Comprehension (TROG) 
  β on entry Final β 
1. Expressive vocabulary  .04    -.09 
   Working Memory  .00            -.08 
   Phonological Awareness    -.24   .18 
   Word Identification   .08 -.07 
   Listening Comprehension (TROG)     -.42** .34* 
R2step 1      .39***  
2. Mispronunciation  .22 .20 
R2change  .03  
3. Derived Word Production  .35* .35* 
R2change  .06*  
Total R2   .42*** 
* p <.05; ** p <.01; *** p<.001   
 
Both components of the simple view of reading, word identification and listening 
comprehension skills were entered in Step 1 of the analysis, along with vocabulary, phonological 
awareness, and complex working memory. The two prosodic sensitivity measures, 
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Mispronunciation and Derived Word Production tasks, were entered at Steps 2 and 3, 
respectively. The Mispronunciation task did not account for significant additional variance in 
reading comprehension at Step 2. However, the Derived Word Production task accounted for an 
additional significant 6% of variability in the reading comprehension measure at Step 3, after 
accounting for word identification, listening comprehension, phonological awareness, 
vocabulary, and working memory measures, the prosodic Mispronunciation task.  
Discussion 
 This study sought to examine the role of prosodic sensitivity in children’s reading 
comprehension, using the framework provided by the simple view of reading (Gough et al., 
1996; Hoover & Gough, 1990). Specifically, this study tested the hypothesis that prosodic 
sensitivity contributes directly to reading comprehension, over and above the role of prosody in 
supporting the key pillars of reading comprehension within the simple view of reading, being 
word decoding and listening comprehension. The key finding of this study is that grade 3 
children’s prosodic sensitivity, as assessed by the Derived Word Production task explained 6% 
unique variance in reading comprehension, after controlling for both written word decoding and 
listening comprehension skills, as well as other relevant language and memory measures. This 
finding supports the proposal that prosodic sensitivity plays a significant role in children’s 
reading comprehension beyond that envisaged within the simple view of reading.   
Thus, the findings from Study 1A directly challenge the simple view of reading. The 
simple view assumes that once written words have been decoded successfully into their spoken 
counterparts, reading comprehension will follow exactly in the same manner as it does for 
listening comprehension. The key finding of Study 1A that grade 3 children’s prosodic 
sensitivity, as assessed by the Derived Word Production task, explained unique variance in 
reading comprehension, after controlling for both components of the simple view of reading, 
namely written word decoding and listening comprehension skills supports the proposal that 
prosodic sensitivity contributes directly to reading comprehension. To my knowledge, this is the 
first study to examine the direct contribution of children’s prosodic sensitivity to reading 
comprehension, within the context of the simple view of reading, controlling for the important 
influence of word decoding and listening comprehension, as well as other relevant language and 
memory measures. 
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The present findings support the prosodic reader hypothesis, in line with the implicit 
prosody hypothesis (Fodor, 2002b), that in order to comprehend written materials, readers must 
imbue text with prosodic information that is normally present when listening, but notably absent 
in text. These findings suggest that the simple view of reading should be augmented by the 
inclusion of a direct path from prosodic sensitivity to reading comprehension, at least in grade 3 
children.  
Children’s prosodic sensitivity, as assessed by the Derived Word Production task, also 
predicted unique variance in word decoding (both word identification and word attack skills). 
This finding replicates Jamulowicz et al.’s (2007) finding that the Derived Word Production task 
was a significant predictor of word attack skills in children (aged 7 to 9 years). In a similarly 
aged sample, the current study has extended these findings, demonstrating that the Derived Word 
Production task is a significant unique predictor of both word decoding skills (word 
identification and word attack), as well as reading comprehension. The Derived Word Production 
task predicted significant additional variance in both word identification (7%) and word attack 
(16%) scores, after accounting for phonological awareness, expressive vocabulary and complex 
memory. 
However, an important caveat in interpreting these results is that among the battery of 
prosodic measures included in this study, only the Derived Word Production task accounted for 
significant unique variance in reading comprehension, and in word decoding. The Derived Word 
Production task was the most complex measure within the prosodic battery, containing both 
morphological and prosodic components. It is possible that morphological skills, in addition to, 
or instead of, prosodic sensitivity might account for the strong relationship between Derived 
Word Production task and reading. Jarmulowicz et al. (2007) found that the Derived Word 
Production task significantly predicted word attack skills, after accounting for both phonological 
and morphological skills in children aged 7 to 9 years. However, no studies to date have 
investigated the individual contributions of prosodic and morphological skills to reading 
comprehension. Study 2 will address this shortfall.  Notwithstanding this caveat, the results of 
the present study have shown that the skills assessed by the Derived Word Production task 
explain unique variance in reading comprehension, suggesting a direct contribution to reading 
comprehension over and above the components of the simple view of reading. 
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Of the battery of prosodic measures used in the present study, only the Mispronunciation 
and Derived Word Production tasks were found to have significant zero-order correlations with 
all three reading measures, as well as with listening comprehension. Further, only the Derived 
Word Production task predicted unique variance in word decoding skills and reading 
comprehension. These prosodic measures were designed to operationalise prosodic processes in 
bi- and multi-syllabic words, respectively.   
The significant zero-order correlations found in the present study between children’s 
scores on the Mispronunciation task and word decoding/reading comprehension are in line with 
results of Holliman and his colleagues (2008, 2010a, 2010b), who found that the 
Mispronunciation task was reliably correlated with word identification measures in samples of 
pre- and beginning readers (4 to 8 years). Study 1A replicated these findings by showing 
significant correlations of prosodic sensitivity measured by the Mispronunciation task with word 
identification, word attack skills and reading comprehension in children at the upper end of the 
age range found by Holliman and colleagues. The children in the current sample were in their 
third year of schooling, with a mean age of 8;5 years. However, scores on the Mispronunciation 
task did not explain unique variation in any of the reading measures (or in listening 
comprehension) after controlling for other variables. It may be that the predictive utility of this 
task is reduced in grade 3 children, who have begun to reliably master this aspect of prosody. 
Atkinson-King (1973) found that 90% of eight-year-olds could effectively distinguish between 
noun and verb pairs that differed only in lexical stress – a task which requires a similar 
sensitivity to word stress. 
Contrary to expectations, the tasks capturing prosodic processes beyond the word level, 
the DEEdee and Prosodic Nouns tasks, did not show strong correlations with any measures of 
reading ability, at either the word or comprehension levels. Consequently, these tasks were not 
included further in the regression analyses. The lack of significant correlation between the 
DEEdee task and reading comprehension measure is contrary to findings by Whalley and Hansen 
(2006). The DEEdee task was a significant predictor of reading comprehension, after accounting 
for age, phonological awareness, nonword repetition, non-speech rhythm, and prosodic 
sensitivity at the word level (as measured by the Compound Noun task) in grade 4 children. We 
did not control for listening comprehension in that study. Nonetheless, the lack of any significant 
zero-order correlations between DEEdee scores and any of the reading measures is contrary to 
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our earlier findings. However, the present results are in line with Holliman et al. (2012), who 
found that neither the DEEdee nor the Compound Noun tasks distinguished between poor 
readers, age-matched controls and reading level matched children in the early primary grades. 
While Holliman et al. (2012) found no relationship between the DEEdee task and reading ability 
in grade 1 children, Whalley and Hansen found that DEEdee scores predicted reading 
comprehension ability in grade 4 children. To examine whether the current null findings in a 
grade 3 sample are due to the readers’ age, Study 1B will examine whether the DEEdee task is 
related to reading ability in an older grade 5 sample. 
The Prosodic Nouns task also was not significantly correlated with any of the reading 
measures in this study. As previously explained, this task is a variation on the Compound 
Noun/Receptive Chunking tasks used in previous studies (e.g., Whalley & Hansen, 2006). The 
key difference between the Compound Noun/Receptive Chunking tasks used in other studies, 
(e.g., chocolate cake and honey, chocolate-cake and honey) and the Prosodic Nouns task used in 
the present study (e.g., sun flower pot, sunflower pot, sun flowerpot) was the exclusion of and  in 
the Prosodic Nouns task. Yoshido and Katz (2004, 2006) argued that the Prosodic Nouns task 
has two advantages over the earlier Compound Noun tasks. Most importantly, the removal of the 
conjunction andmade the task a ‘purer’ measure of prosodic sensitivity, uncontaminated by non-
prosodic (semantic) cues. In addition, the word strings used could produce three possible 
combinations, while the Compound Noun task only yielded two options.  
Whalley and Hansen (2006) found that the alternative Compound Noun/Receptive 
Chunking task was a significant predictor of word reading ability in grade 4 children. Essentially 
the same task, the Receptive Chunking sub-test of Profiling Elements of Prosody in Speech – 
Children (PEPS-C) has distinguished between good and poor readers between 10 to 14 years of 
age (Marshall et al., 2009), and accounted for significant additional variance in non-word reading 
ability, after accounting for age and phonological awareness in children aged 7 to 12 years of age 
(Lochrin et al., 2015).  If the null results of the present study, using a purer measure of prosodic 
sensitivity, are replicated and robust, this would suggest that the relationship between 
performance on the earlier Compound Nouns / Receptive Chunking tasks and reading may be 
contaminated with semantic effects (Yoshido & Katz, 2004, 2006). The critical differences 
between these tasks require further research to disentangle the impact of prosodic and non-
prosodic aspects of the task and their relationship to reading. 
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Central to the design of the present study was the administration of parallel 
counterbalanced measures of listening and reading comprehension. These stimuli were chosen 
with the aim of maximising the relationship between prosodic skills and reading comprehension. 
The Test of Reception of Grammar (TROG-2; Bishop, 2003) provided sentences with sufficient 
syntactic complexity to ensure readers needed to draw upon prosodic resources to aid syntactic 
analysis, and thus comprehension. A further advantage of the TROG-2 is its use of simple 
vocabulary, which minimised word decoding demands. Decoding problems may masquerade as 
dysfluencies marring reading accuracy and fluency, and in turn adversely affect reading 
comprehension (Benjamin & Schwanenflugel, 2010).  
Of equal importance, the only difference between the parallel measures of listening and 
reading comprehension was the way they were presented – as either a listening or a reading task. 
The use of parallel measures of listening and reading comprehension allowed for an appropriate 
control for listening comprehension skills in the key regression analysis predicting reading 
comprehension. When administered as a listening comprehension task, the sentences contained 
the rich array of prosodic cues available in natural language and when presented as a reading 
comprehension task, readers needed to imbue the text with (absent) prosodic features, to fully 
discern its meaning. This format appears to be a useful tool for future studies. 
 The average score for reading and listening comprehension measures was respectively 
18.64 (SD = 2.48) and 19.72 (SD = 2.7) out of a possible 24, which showed that on average, the 
children performed well, but not perfectly, on both tasks. As expected, children’s comprehension 
accuracy was better for the listening comprehension task than for reading comprehension. It is 
not possible to infer from this comparison that this difference was due to the differences in the 
prosodic content of the listening/reading tasks, as the reading comprehension task also required 
written word decoding. Although decoding demands were minimised in the task, their influence 
cannot be ruled out. 
An additional strength of Study 1A was the comprehensive battery of control measures of 
relevant language and memory measures administered, which have been shown to be predictive 
of reading comprehension. Going beyond the components of the simple view of reading, 
vocabulary, complex memory and phonological awareness measures were controlled. A 
vocabulary measure was included to account for underlying language ability, as argued by 
Jarmulowicz et al. (2007). Syntax was controlled for by using counterbalanced measures of 
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listening and reading comprehension, which contained the same syntactic sentential 
constructions. A measure of working memory was included, as there is empirical evidence that 
cognitive deficits in verbal working memory may contribute to reading difficulties (Gathercole & 
Baddeley, 1989; Oakhill & Yuill, 1996; Seigneuric et al., 2000). A phonological awareness 
(segmental phonology) measure was administered, as it is the most important causal predictor of 
word decoding skills, which in turn are critical to reading comprehension (for review, see Melby-
Lervåg et al., 2012). 
The key finding of the present study is that grade 3 children’s scores on the Derived 
Word Production task explained significant additional variance in reading comprehension, after 
accounting for both components of the simple view of reading, and other known predictors. This 
study provided evidence of a direct contribution of prosodic sensitivity to the prediction of 
reading comprehension, supporting the notion of the prosodic reader wherein the reader needs to 
supply their own prosody to fully comprehend the writer’s meaning (Fodor, 2002b). These 
findings challenge the simple view of reading, that once word decoding has been accomplished, 
reading comprehension involves identical processes to listening comprehension.  Rather, the 
results of Study 1A showed a unique role for prosodic sensitivity in reading comprehension in 
grade 3 children. 
There are three limitations to the conclusions that can be drawn from the present study. 
Firstly, the sample size for this study was limited, considering the number of predictor variables. 
This was due to the difficulty in recruiting a larger sample of children for multiple testing 
sessions. However, despite the limited sample size and resultant low power, significant 
relationships between prosodic skills and reading comprehension were found. Secondly, as 
already discussed, the findings need to be interpreted with the caveat that the Derived Word 
Production task requires both prosodic and morphological skills to complete. This shortfall will 
be addressed in Study 2, where morphological tasks will be included to assess the unique 
contribution of prosodic sensitivity to reading. 
An additional important limitation of the present study is its correlational design, which 
does not support causal inferences. Although the present results show a unique relationship 
between scores on the Derived Word Pronunciation task and reading comprehension, the 
direction of this relationship cannot be determined from this correlational design. This unique 
relationship may reflect the contribution of prosodic skills to reading comprehension (as 
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hypothesised), but it may also reflect the reverse relationship, whereby prosodic skills are 
developed in the process of developing better reading comprehension skills. Alternatively, the 
relationship between prosodic sensitivity and reading comprehension may be a reciprocal one, as 
is the case with the relationship between phonological awareness and word decoding (Share, 
1995). Longitudinal and training studies are needed to disentangle the direction of this 
relationship. The results of the present study provide a first step in this direction, by 
demonstrating that there is a unique relationship between scores on the Derived Word 
Pronunciation task and reading comprehension, which is worthy of further investigation. 
Study 1B 
The aim of Study 1B was to examine whether the pattern of results founds in Study 1A 
extended to older grade 5 children. As little is known about prosodic development though middle 
childhood, a comparison of younger (grade 3) and older (grade 5) children may provide useful 
information about the relationship between developing prosodic sensitivity and reading ability 
over this period. As noted already, whereas children in grade 3 are beginning to consolidate their 
word decoding skills, most children in grade 5 have developed fluent and efficient word 
decoding skills, and comprehension skills account for more of the variance in reading (Gough et 
al., 1996). Studying children in grades 3 and 5 allows investigation of the role of prosodic 
sensitivity in reading comprehension as reading skills develop. Study 1B used an identical design 
and materials to Study 1A, and similar procedures (except where noted below).  
Method 
Participants 
The grade 5 sample comprised of 50 participants (33 males and 17 females) who ranged 
in ages from 9 years;7 months to 11 years;5 months with a mean age of 10 years;5 months (SD = 
5.17 months). The grade 5 sample were recruited from one State school and one Catholic school, 
both located in a low-income to middle-income socioeconomic area of Brisbane, Australia, as 
well as two Brisbane private schools catering to a higher socioeconomic demographic. All 
children for whom parental permission was obtained participated in the study. A copy of the 
parent information letter and the consent form are shown in Appendix A. To boost sample size, 
an additional seven children were recruited via known associates of the researcher.  
Measures 
All measures were the same as those used in Study 1B. 
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Procedure 
Forty-three of the grade 5 children were tested at school, using the same procedure as for 
the grade 3 sample. The remaining seven children were tested at their homes, following the same 
procedures for each test, as with school testing. These children were tested on two different days 
convenient to their caregivers. The modified TROG-2 Listening and Reading Comprehension 
tasks were administered on separate days. Other measures were spread out over the two testing 
days with frequent rest breaks for the children. Testing was dictated by the children’s ability to 
concentrate, and complete the tasks to the best of their ability. 
Results 
Independent samples t-tests were undertaken to determine, if there were any differences 
in performance between children tested at school and those tested in their homes. No differences 
were found on the experimental measures across the school and home testing environments 
(using p < .01 due to multiple comparisons)   
Data for all 50 participants were included. The data were screened for compliance with 
the assumptions underpinning the regression analyses to be performed.  One child was found to 
have an outlying (low) score on the Derived Word Production task, while another child had a 
low outlying score on the Listening Comprehension task. Their data were retained for the 
analyses as the scores were valid, and they did not have undue influence on the overall 
regression analyses. In line with Study 1A, the strict scoring protocol for the Complex Working 
Memory task was used.  
Descriptive statistics for all measures used in the study are reported in Table 4.5. As with 
the grade 3 sample, the participants were reading at a level (11 years;10 months) above their 
chronological age (10 years;5 months). There is no evidence of ceiling effects on any of the 
measures administered, including the Phonological Oddity task. Participants scored significantly 
better on the listening comprehension (M = 21.00, SD = 2.07) than the reading comprehension 
test (M = 19.56, SD = 2.48, t(49) = 4.4, p < .001). Developmental differences also are evident, 
with the grade 5 children’s average scores significantly higher than the grade 3 children on all 
measures except complex memory span, prosodic nouns, and reading comprehension (TROG-
modified) tasks. Similar scores were shown for the Complex Working Memory (3.41/8 for grade 
3, and 3.26/8 for grade 5 children), the prosodic nouns (18.31/24 for grade 3 and 19.06/24 for  
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Table 4.5 
Means and Standard Deviations for Fifth Grade Children’s Age, Reading Ability, Listening 
Comprehension, Phonological Awareness, Expressive Vocabulary, Complex Memory and 
Prosodic Sensitivity Measures (N=50). 
 
 Mean (SD) Max1 Range  
Age (months)  125 (5.2)  115-137 
Woodcock reading tests    
      Word identification (W score)  513.62 (19.58)  471 - 545 
      Word attack (W score) 509.06 (13.07)  482 - 544 
Reading comprehension (TROG-2 modified)   19.56 (2.48) 24   13 - 24 
Listening comprehension (TROG-2 modified)   21.00 (2.07) 24   13 - 24 
Phonological awareness    15.60 (3.14) 20     8 - 20 
Expressive vocabulary 124.08 (14.14)    98 - 152 
Complex working memory     3.26 (1.21)   8     2 - 8 
Prosody - mispronunciation task    16.06 (1.54) 18   13 -18 
Prosody – prosodic nouns task   19.06 (3.44) 23   10 - 23 
Prosody – DEEdee task   17.68 (3.66) 23   11 - 23 
Prosody – derived word production task    19.86 (3.08) 24     9 - 24 
1Max denotes the maximum score possible, where applicable 
grade 5 children), and the TROG reading comprehension tasks (18.64/24 for grade 3 and 
19.56/24 for grade 5 children).  
Table 4.6 outlines the zero-order correlations between the reading tests, listening 
comprehension, phonological awareness, expressive vocabulary, complex memory span and  
prosodic measures. Among the reading measures, there is a strong correlation between the 
Woodcock Word Identification and Word Attack scores (r = .78). A significant correlation was 
found between Word Identification and reading comprehension (r = .50). The modified TROG-2 
listening and reading comprehension measures were positively correlated (r = .50). While 
listening comprehension showed a weak but significant correlation with word identification (r = 
.29), it was not correlated with word attack scores. 
 Table 4.6 
Intercorrelations between Fifth Grade Children’s Reading Ability, Listening Comprehension, Phonological Awareness, Expressive 
Vocabulary, Complex Working Memory, and Prosodic Sensitivity Measures (N=50) 
       1.    2.      3.        4.         5.            6.    7.        8.        9.        10.        11. 
       Age    WId      WA       RC        LC         PA    Voc      WM       Mis       PN       DEEdee 
2. Word identification (W scores)    .22  
3. Word attack (W scores)     .24  .78**     
4. Reading comprehension a        .12  .50**    .36* 
5. Listening comprehension a   -.05  .29*       .28      .50**    
6. Phonological awareness     .10  .56**     .52**      .53**     .54** 
7. Expressive vocabulary     .25  .64**     .58**      .30*       .39**     .69** 
8. Complex working memory   -.15  .22         .26          .28         .30*       .46**       .43** 
9. Mispronunciation      .02  .29*       .27          .11         .05         .19           .32**      .47** 
10. Prosodic nouns      .12  .27         .18          .21         .04         .22           .30*        .12         .08 
11. DEEdee       -.28  .35*       .29*        .25         .20         .15           .18          .04         .30*       .16 
12. Derived word production     .02   .66**     .53**      .50**     .43**     .54**       .54**      .16         .23        .33*      .29* 
Note. a Reading and listening comprehension measures based on modified TROG-2. 
* p <.05; ** p <.01
Phonological awareness, vocabulary, and the Derived Word Production task were 
strongly correlated with all three reading measures, with listening comprehension, and each 
other. Of the other prosodic sensitivity measures, the DEEdee task was somewhat weakly, but 
significantly correlated with Word Identification (r = .35) and Word Attack (r = .29), and the 
Mispronunciation task with Word Identification scores (r = .29). Only the Derived Word 
Production task was significantly correlated with reading comprehension (r = .66). The complex 
working memory measure was not strongly correlated with any of the reading measures, but was 
significantly correlated with listening comprehension (r = .3), and the Mispronunciation task (r = 
.47). As with Study 1A, age was not significantly correlated with any other measures and was 
not included in any further analyses.    
Contribution of Prosodic Measures to Reading Ability 
  As with Study 1A, a series of hierarchical multiple regression analyses were conducted to 
examine the role of prosodic sensitivity in reading ability.  Hierarchical multiple regression 
analyses first were conducted to examine the contribution of prosodic sensitivity to the core 
components of the simple view of reading; word decoding (including measures of both word 
identification and word attack) and listening comprehension. To preserve degrees of freedom, the 
Derived Word Production task, the only prosodic measure to show a strong relationship with 
reading, was the measure of prosodic sensitivity used in these analyses. Table 4.7 provides a 
summary of the important features of these analyses. 
Parallel hierarchical regression analyses were carried out for each of the word level 
reading measures (word identification and attack skills) and listening comprehension. The non-
prosodic control measures, namely phonological awareness, vocabulary, and working memory, 
were entered as a block in Step 1 of the hierarchical multiple regression analyses, with prosodic 
sensitivity (Derived Word Production) entered at Step 2.  
With Word Identification scores as the criterion variable, phonological awareness and 
vocabulary were significant predictors of word-level reading skills at Step 1 (as in Study 1A).  
As with the grade 3 sample, the Derived Word Production task predicted significant unique 
variance in word identification skills at step 2, after accounting for vocabulary, working memory 
and phonological awareness measures. The Derived Word Production task accounted for a 
significant 11% of unique variance in word identification scores, Fch(1,45) = 10.42, p <.01.  
Table 4.7 
Hierarchical Multiple Regression Analyses Predicting Fifth Grade Children’s Word Level Reading Ability and Listening 
Comprehension from Expressive Vocabulary, Working Memory, Phonological Awareness, and Prosodic Sensitivity. 
Step  Word Identification  Word Attack  Listening Comprehension 
  β on entry Final β  β on entry Final β  β on entry Final β 
1. Expressive vocabulary       .51**      .36     .42* .32  .02 -.06 
   Working Memory         -.12            -.06  -.04 .00  .07  .10 
   Phonological Awareness    .27   .11   .25 .15      .48**   .40* 
R2step 1     .44***   .36***   .31**  
2. Derived Word Production      .41**     .41**  .28 .28  .23  .23 
R2change  .11**       .05         .03  
Total R2   .55***   .41***   .32** 
* p <.05; ** p <.01; *** p<.001          
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Overall, the complete set of variables accounted for 51% of variance in word 
identification scores, F(4,45) = 13.68, p < .001. A different pattern from Study 1A emerged 
in the regression analyses with word attack and listening comprehension as the criterion 
variables. Only the vocabulary measure significantly predicted word attack skills at step 1.   
The Derived Word Production task did not add significant variance to the prediction of word 
attack skills at Step 2, Fch (1,45) = 3.67, p > .05. In the analysis with listening comprehension 
as the criterion variable, only phonological awareness was a significant predictor at Step 1. 
The Derived Word Production task did not add significant variance to the prediction of 
listening comprehension, Fch (1,45) = 2.09, p > .05. 
A further hierarchical multiple regression analysis was conducted to test the key 
hypothesis that prosodic sensitivity predicts unique variance in reading comprehension, over 
and above the key components of the simple view of reading. Table 4.8 provides a summary 
of this analysis.  
Table 4.8 
Hierarchical Multiple Regression Analyses Testing the Independent Contribution of Prosodic 
Sensitivity to Fifth Grade Children’s Reading Comprehension controlling for Expressive 
Vocabulary, Working Memory, Phonological Awareness, Word Identification and Listening 
Comprehension.  
Vocabulary, Working Memory, Step  Reading Comprehension (TROG) 
  β on entry Final β 
1. Expressive vocabulary  -.37*    -.39* 
   Working Memory  .10            .12 
   Phonological Awareness  .32   .30 
   Word Identification     .45** .36* 
   Listening Comprehension (TROG)  .31 .27* 
R2step 1     .46***  
2. Derived Word Production  .18 .18 
R2change  .02  
Total R2   .48*** 
* p <.05; ** p <.01; *** p<.001   
 
Word identification and listening comprehension measures were entered at Step 1 of 
the analysis, along with other control measures, being vocabulary, phonological awareness, 
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and working memory. Together, these variables accounted for 46% of the variance in reading 
comprehension, F(5,44) = 7.59, p < .001 with Word Identification and Expressive 
Vocabulary emerging as the significant predictors when all measures were considered 
together. Derived word production scores did not account for significant additional variability 
in reading comprehension at Step 2, after accounting for variance in reading comprehension 
provided by known predictors of reading ability, Fch(1,43) = 1.26, p > .05.  
Discussion 
The findings from Study 1B extended those from Study 1A, by investigating the role 
of prosodic sensitivity in children’s reading in grade 5 children. As with the grade 3 sample, 
prosodic sensitivity, as assessed by the Derived Word Production task, predicted unique 
variance in word identification scores, after controlling for the other language and memory 
measures. However, the hypothesis that prosodic sensitivity uniquely and significantly 
predicts reading comprehension, after controlling for both word decoding and listening 
comprehension processes, was not supported in this study (in contrast to the findings from the 
grade 3 sample). Scores on the Derived Word Production task did not predict unique variance 
in reading comprehension in this sample, after controlling for both components of the simple 
view of reading; decoding and listening comprehension, and other language and memory 
measures. 
Thus, support for a direct route from prosodic sensitivity to reading comprehension was 
not shown in the grade 5 sample. A possible reason for the null finding in this older sample of 
children is that by grade 5, children’s grammatical and syntactic skills have developed to a 
stage, where they can accurately use those more complex skills to understand the structure of 
the complex sentences, rather than having to rely on simpler prosodic skills to bootstrap their 
analysis of the syntax. Thus, individual differences in their prosodic sensitivity are no longer 
predictive of reading comprehension skills. More research is needed to determine if this is a 
reliable developmental difference between grade 3 and grade 5 readers.  
The strong zero-order correlations between scores on the Derived Word Production 
task and all three reading measures, as well as listening comprehension in grade 5 children, is 
consistent with the results of the grade 3 sample, and with the results found by Jarmulowicz 
et al. (2007) in children aged 7 to 9. The hierarchical multiple regression analyses predicting 
the word decoding and listening comprehension components of the simple view of reading 
showed that the Derived Word Production task was not found to be a significant unique 
predictor of word attack or listening comprehension skills, in contrast to the findings of Study 
1A. However, in a parallel analysis, the Derived Word Production task accounted for an 
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additional 11% of variance in word identification, after accounting for other known 
predictors of reading ability, being expressive vocabulary, complex working memory, and 
phonological awareness measures. The latter result may be due to the Derived Word 
Production task capturing prosodic processes in multisyllabic words, and multisyllabic words 
being more commonplace to children in their middle primary school years (from grades 3 to 
6). For example, Nagy and Anderson (1984) estimated that 60% of new words encountered 
by children in middle primary school are multisyllabic words. 
As with the grade 3 sample (Study 1A), the fact that only the Derived Word 
Production task, and no other measures in the prosodic battery, evidenced strong relationships 
with word identification and a strong zero-order correlation with reading comprehension, 
clouds the interpretation of these results.  As noted already, the Derived Word Production 
task is a morpho-phonological task, containing both morphological and prosodic aspects. 
Although previous researchers including Jarmulowicz et al. (2007) have found that it is the 
stress-changing (prosodic) aspect of the task that is most predictive of reading achievement 
(at least for single word reading), it is not possible to determine from the present results 
whether it is the prosodic component that is responsible for the unique contribution of 
Derived Word Production task scores to word identification in this study, and to reading 
comprehension in the grade 3 sample.  More research is required to determine whether 
morphological skills or prosodic sensitivity is the critical predictor of reading captured by the 
Derived Word Production task. This outstanding question will be further investigated in 
Study 2. 
In contrast to the grade 3 sample, the Mispronunciation task, measuring the ability to 
recognise and manipulate the prosodic pattern of bi-syllabic words, was only weakly 
correlated with Word Identification in the grade 5 children. These findings suggest that the 
Mispronunciation task may lose its predictive ability in relation to reading as children’s 
language skills develop. It may be a more suitable measure for pre- and beginning readers 
(e.g., Holliman et al., 2010b, 2012; Wood et al., 2009). The utility of the Mispronunciation 
task may lessen as bi-syllabic words have largely been mastered by children in middle 
primary school. As noted earlier, Atkinson-King (1973) found that 90% accuracy by eight 
year olds could effectively distinguish between noun and verb pairs that differ only in stress 
(CONvict/conVICT); a prosodic sensitivity measure related to the Mispronunciation task - 
with 100% accuracy by 12 years. 
Although the DEEdee task was moderately correlated with the word identification 
measure (as with the grade 3 sample in Study 1A), the Prosodic Nouns task did not show 
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significant correlations with any of the three reading measures. The lack of significant 
correlation between the Prosodic Nouns task and the reading measures in both grade 3 and 5 
samples is unexpected. Previously, similar prosodic tasks, the Compound Noun task 
(Whalley & Hansen, 2006) and the Receptive Chunking task in the Profiling Elements of 
Prosody in Speech – Children (PEPS-C; Wells & Peppe, 2003) were found to be a significant 
predictor of word level reading (Marshall et al., 2009; Whalley & Hansen, 2006), and non-
word reading (Lochrin et al., 2015). The present null results may be due to the choice of a 
modified task, in which the conjunction and had been eliminated, as devised and used by 
Yoshido and Katz (2004). It may be that the presence of the conjunction and in the word 
strings such as chocolate cake and honey was crucial to the relationship between this type of 
task and reading. The success of the Compound Noun/Receptive Chunking tasks may be 
dependent upon both prosodic and semantic cues contained in the word strings used, rather 
than purely on prosodic sensitivity. This issue is a worthy avenue for future research.  
 In relation to the DEEdee task, the argument put forth in Study 1A about the grade 3 
sample, namely that the task may be correlated with reading measures in older children (e.g., 
grade 5 sample) was not supported. This finding is contrary to Whalley and Hansen (2006) 
and Clin et al. (2009). Further, Goswami et al. (2010), using a reading level design, found 
that dyslexic children performed similarly to reading level controls, but significantly worse 
than chronologically aged matched children on tasks modelled on the DEEdee task. Thus, the 
null results in the current studies are at odds with those of prior research. There is no clear 
explanation for this difference. 
The hypothesis that prosodic sensitivity would contribute directly (and uniquely) to 
reading comprehension, beyond the indirect role suggested by the simple view of reading 
(i.e., beyond the contribution of prosodic skills to word decoding and listening 
comprehension skills) was not supported in this grade 5 sample. This finding should be 
treated with caution, particularly due to the small sample size of 50 in the present study. 
However, if the finding is replicated, together with those of Study 1A, it would suggest that 
prosodic sensitivity as measured by the Derived Word Production and Mispronunciation 
tasks may be more crucial to reading comprehension in younger children (grade 3). Due to 
maturation effects in grade 5 children (when compared to the younger grade 3 sample), 
syntactic skills may have developed enough to require less reliance on prosodic skills as a 
bootstrapping mechanism for the more complex language sub-system of syntax.  
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General Discussion 
 Studies 1A and 1B were designed to examine the contribution of prosodic sensitivity 
to children’s reading achievement in grade 3 and 5 children, respectively, and to test the 
hypothesis that prosodic sensitivity plays a unique, and hitherto unrecognised, role in 
children’s reading comprehension. The rationale for this hypothesis was the observation that 
text is largely devoid of the rich prosodic cues that help the listener to comprehend spoken 
language, and that readers’ ability to imbue text with prosody will aid in reading 
comprehension is in line with the implicit prosodic hypothesis (Fodor, 2002b).  This 
hypothesis was tested using the framework of the simple view of reading, with particular care 
taken to choose parallel tests of listening and reading comprehension based on materials 
(grammatically complex sentences) for which prosodic information might be expected to aid 
in identifying sentence structure, and hence in comprehension. 
The key finding from Study 1A was that the prosodic sensitivity measure, the Derived 
Word Production task explained 6% unique variance in reading comprehension, after 
accounting for both components of the simple view of reading, and other known predictors of 
reading success including phonological awareness. However, this finding was not replicated 
in the older grade 5 sample in Study 1B.  The Derived Word Production task predicted an 
additional 11% of variance in word identification, but in relation to the key hypothesis, the 
Derived Word Production task did not predict unique variance in the reading comprehension 
of grade 5 children.   
This finding suggests that, for grade 3 children, the prosodic and/or morphological 
skills assessed by the Derived Word Production task contribute directly to reading 
comprehension. As far as can be determined, such a relationship has not been demonstrated 
before. It supports the hypothesis that the task of comprehending written material, with its 
paucity of prosodic information, makes special demands on prosodic sensitivity beyond those 
required for comprehending spoken language, with its rich array of prosodic cues. The null 
findings in Study 1B may reflect that by grade 5, children’s grammatical and syntactic skills 
have developed to an extent, where they can accurately discern the structure of complex 
sentences using syntactic knowledge, rather than relying on bootstrapping support from 
prosody. However, as noted already, the small sample size makes these results unreliable, and 
further research is needed to address this question. 
A strength of Studies 1A and 1B was the choice of the parallel and counterbalanced 
listening and reading comprehension measures, designed to maximise the focal relationship 
between the two variables of interest, prosodic sensitivity and reading comprehension. 
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Syntactically complex pairs of sentences (e.g., The balloon the bird is near is red and The 
bird the balloon is near is red) were chosen because they were expected to recruit prosodic 
processes, such as bracketing/chunking, to facilitate comprehension. These prosodic cues 
help children access the syntactic structure necessary for comprehension. Further, the use of 
simple vocabulary in these tasks minimised word decoding demands, which could be a 
confounding variable adversely affecting reading comprehension processes.  
Although the correlational design of these studies does not allow causal inferences, it 
has allowed an assessment of a unique relationship between prosodic sensitivity and reading 
comprehension, with appropriate controls for word decoding and listening comprehension. 
The direction of the relationship between prosodic sensitivity and reading comprehension, 
and the underlying processes, are difficult to ascertain in correlational studies. It may be that 
reading may enhance the prosodic sensitivity of children, with good readers developing better 
and more attuned prosodic sensitivity, thus enhancing their reading abilities. Longitudinal 
and training/intervention studies are needed to establish the direction of this relationship. 
However, this correlational study has played a valuable role in identifying a unique 
relationship between prosodic sensitivity and reading comprehension in developing readers 
(grade 3). 
However, an important caveat to the present results arises from the fact that the 
Derived Word Production task was the only measure in the prosodic battery to explain unique 
variance in reading comprehension in the grade 3 sample, and to consistently explain unique 
variance in word identification skills in both grades 3 and 5.  The fact that other prosodic 
sensitivity measures did not show the same relationship to reading, and that the Derived 
Word Production task is a complex task containing both prosodic and morphological 
components, means that the strong relationship of Derived Word Production scores to reading 
cannot be clearly interpreted as demonstrating a relationship between prosodic sensitivity and 
reading. The Derived Word Production task is morphophonological in nature, because it taps 
knowledge and manipulation of the prosodic pattern of multisyllabic words, as well as the 
formation of these complex multisyllabic words, which is morphological awareness 
(Jarmulowicz, Taran, & Hay, 2008). Clin et al. (2009) and Wade-Woolley and Heggie (2015) 
have shown that measures of morphological awareness contribute to reading outcomes, along 
with prosodic sensitivity. Further work is needed to differentiate the influence of the 
morphological and prosodic components of this task. Study 2 will address this potential 
confound by controlling for morphological skills (by administering two morphological tasks 
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assessing both inflectional and derivational morphology, without stress changes), along with 
the Derived Word Production task.  
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Chapter 5 
Disentangling the Contribution of Prosodic and Morphological Sensitivity to Reading 
Comprehension: Study 2 
 Study 2 was designed to extend the findings from Studies 1A and 1B to a grade 4 
sample, and to further investigate the prosodic nature of the Derived Word Production task 
(DWPT). The DWPT was shown to be a significant predictor of word identification skills in 
both grade 3 (Study 1A) and grade 5 (Study 1B) children, and predicted unique variance in 
reading comprehension in grade 3. However, the Derived Word Production task is morpho-
phonological in nature, meaning that it requires both morphological and phonological 
(prosodic) skills to complete it  (Jarmulowicz, Hay, et al., 2008). This leaves the results from 
Studies 1A and 1B ambiguous. To isolate the prosodic component in the Derived Word 
Production task, both inflectional and derivational morphological control measures were 
administered in the current study.  
Study 2 also provided the opportunity to incorporate another measure of prosodic 
sensitivity, the Question/Statement task. This task is designed to capture the prosodic ability 
to differentiate between the sentence intonation for statements (falling intonation) and 
questions (rising intonation) (Graddol et al., 1994). The Question/Statement task replaced the 
DEEdee and Prosodic Nouns tasks used in Studies 1A and 1B. A modified version of the 
Mispronunciation task also was included in the present study. 
A number of other changes were made to the experimental measures used in Study 2.  
First, the parallel listening and reading comprehension tasks used in Study 1A and 1B were 
modified to focus on one type of complex sentence structure (relative clauses), which proved 
to be the most difficult sentences in the Test of Reception of Grammar (TROG-2; Bishop, 
2003). As in the previous studies, parallel listening and reading comprehension tests were 
administered, where prosodic sensitivity was expected to help the listener/reader to fully 
parse and understand the sentences.  
In addition, an alternative measure of word and non-word decoding was used, the Test 
of Word Reading Efficiency  (TOWRE; Torgesen et al., 1999). Although the Word 
Identification and Word Attack tests used in Study 1 are well-used and reliable measures of 
reading accuracy, some researchers have suggested that measures of word decoding should 
account for both accuracy and fluency (e.g., Rasinksi et al., 2009; Schwanenflugel et al., 
2004). The TOWRE provides a reliable and well-validated measure of both word and 
nonword reading fluency, incorporating both reading accuracy and speed (Torgesen et al., 
1999). Finally, the additional control measures (phonological awareness, expressive 
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vocabulary and complex memory span) included in Studies 1A and 1B were not included in 
the present study. The decision not to include these measures was partly pragmatic (due to the 
additional testing time required for the added prosodic and morphological measures), but 
based on the evidence from Studies 1A and 1B that prosodic sensitivity (as measured by the 
DWPT) predicted unique variance in reading that was not explained by these control 
measures. Table 5.1 outlines a comparison of measures used in Studies 1A and 1B and the 
present study. 
Table 5.1 
 Comparison of Measures Used in Studies 1A and 1B, and Present Study (Study 2). 
Measure  Study 1A & 1B Study 2 
Comprehension – 
reading & listening  
 
TROG-2 (Bishop, 2003) Relative Clause task 
Word decoding  Word Identification 
Word Attack (WMRT-
R; Woodcock, 1998) 
Sight word efficiency 
Phonetic decoding efficiency (TOWRE: 
Torgesen et al., 1999) 
 
Phonological 
awareness 
Phonological Oddity 
task (Whalley & 
Hansen, 2006) 
 
 
Vocabulary  Expressive Vocabulary 
Test (EVT-2; Williams, 
2007)  
 
 
Complex working 
memory 
Complex Working 
Memory (Adams, 2000) 
 
 
Prosodic sensitivity Mispronunciation  Mispronunciation (shortened)  
 Derived Word 
Production  
Derived Word Production  
 Prosodic Nouns task Question/Statement task 
 DEEdee task   
   
Morphological 
awareness  
 Inflectional morphology (Grammatic 
Closure subtest of the Illinois Test of 
Psycholinguistic Abilities [(ITPA; Kirk, 
McCarthy, & Kirk, 1968) 
  Derivational Morphology task (adapted 
from Test of Morphological Structure 
[TMS]) devised by Carlisle (2000) 
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Morphological Skills and Reading  
The morpho-phonological nature of the Derived Word Production task requires the 
isolation of its prosodic component (stress shift) from the morphological component (forming 
complex words) to determine whether prosodic sensitivity uniquely contributes to reading 
ability, beyond the influence of morphological skills. Measures of both inflectional and 
derivational morphology were used in Study 2 to fully capture the construct of morphology. 
The relevance of morphological skills to reading is discussed below. 
  Morphology is the linguistic sub-system governing the formation of complex words 
from morphemes, the smallest linguistic units of meaning (Lieber, 2010). There are three 
ways of forming complex words in English; compounding24 (e.g., sleep-walking), inflecting 
(e.g., walk/walked), and deriving (e.g., sleepy/sleepiness) (Niswander, Pollatsek, & Rayner, 
2000). As inflectional and derivational morphology are relevant to morpho-phonological 
processes, these skills are discussed more fully.    
             In English, inflectional morphology is largely rule-determined, with one free 
morpheme (e.g., cat) and one suffix (e.g., /s/) (Niswander et al., 2000). Inflected words (e.g., 
girl/girls) are different grammatical forms of the same root word, but do not change the 
grammatical class of word (Wysocki & Jenkins, 1987). Nouns are inflected to pluralise (e.g., 
cat/cats), and indicate possession (e.g., daughter’s) (Marslen-Wilson, Tyler, Waksler, & 
Older, 1994). Adjectives are inflected comparatively (e.g., hot, hotter), and superlatively 
(e.g., hottest). Inflectional suffixes inflect verbs in four ways; to mark tense (e.g., walk, 
walked), for third person-singular verbs (e.g., walks),for progressive verbs (e.g., walking) and 
for the past participle (e.g.,  fallen) (Anglin, 1993). Many verbs can be inflected using regular 
rules (e.g., adding–ed; talked/walked), whereas others are irregular (e.g., bleed/bled; 
build/built; go/went; hit/hit) (Marcus et al., 1992).  
            Inflectional morphological skills are correlated with reading ability. Nation, 
Snowling, and Clarke (2005) found that the ability to produce past tense in English 
differentiated between similarly aged poor and normally achieving comprehenders in grade 5. 
Joanisse, Manis, Keating, and Seidenberg (2000) similarly found that the ability to 
understand regular and irregular patterns of plural nouns and past tense inflection 
differentiated between dyslexic readers and chronologically matched children in grade 3. 
Derivational morphology is the more abstract and difficult of the morphological 
processes to learn and takes longer to master (Nagy, Diakidaoy, & Anderson, 1993). It is still 
                                                          
24 The relationship between compound words and prosody was discussed fully in Study 1. 
113 
PROSODY AND READING 
 
being acquired well into the high school years (Deacon & Kirby, 2004; Kuo & Anderson, 
2006). Derived words prove more challenging to master for several reasons. Firstly there are 
a greater number of derivational affixes, with many low frequency affixes (e.g., de, ette) 
(Reed, 2008). Derivational morphology creates new words and often changes the word’s 
grammatical class (e.g., happy/happiness) (Marslen-Wilson et al., 1994). Further, the addition 
of both prefixes and suffixes increases the complexity of the derived word (e.g., 
create/recreate /recreation).  Derived words are often semantically opaque, where the 
derived word no longer directly reflects the original meaning of its stem (e.g. department and 
release) (Marslen-Wilson et al., 1994).  
Derivational morphological skills grow in their importance to reading over the years 
of schooling, with the contribution of morphology to reading ability becoming stronger 
around grade 4 (Carlisle & Fleming, 2003). Tong, Deacon, Kirby, Cain, and Parrila (2011) 
found that unexpectedly poor comprehenders in grade 5 (i.e., children with poor reading 
comprehension despite adequate word decoding skills) had poorer derivational morphological 
skills, when compared to average and good comprehenders of the same age.  The ability to 
decompose and derive high frequency words in sentences was assessed by administering the 
Test of Morphological Structure (TMS; Carlisle, 2000). Children were required to decompose 
high frequency words (e.g., Growth. She wanted her plant to ___ [grow]) and derive (e.g., 
Farm. My uncle is a ___ [farmer]).  
Further, Roman, Kirby, Parrila, Wade-Woolley, and Deacon (2009) found that 
morphological skills made an independent contribution to real and non-word reading, beyond 
that contributed by age, phonological awareness, and orthographic knowledge in children in 
grades 4, 6 and 8. Derivational morphological skills were tested by a word analogy task (e.g., 
paint is to painter, as bake is to _____[baker]), while phonological awareness was tested by 
an elision task (e.g., Say mat without the m), and orthographic knowledge by identifying the 
correct spelling for word pairs (e.g., hert, hurt).  
Morphological (inflectional and derivational) and phonological skills are strongly 
related (e.g., Deacon & Kirby, 2004; Roman et al., 2009). As children develop their reading 
skills, they move from using phonological based strategies to larger sound-spelling units in 
morphemes to decode unfamiliar words (Foorman, Petscher, & Bishop, 2012). Reflecting this 
developmental trajectory, Deacon and Kirby (2004) found the ability to inflect nouns and 
verbs strengthened as a predictor of reading comprehension from grades 3 to 5, surpassing 
the contribution of phonological awareness (sound oddity task). 
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Morphological skills and vocabulary also are related. Nagy and Anderson (1984) 
estimated that 60% of unfamiliar complex written words encountered by children in middle 
school are derived words, where they can make reasonable guesses as to meaning (e.g., happy 
to happiness/unhappy). The relationship between morphological skills and reading is 
reciprocal, as children also acquire and understand the meaning of morphemes from reading, 
especially those that are clearer in the written form (e.g., break/fast) (Deacon, Benere, & 
Pasquarella, 2012). Nagy, Beringer, and Abbott (2006) found that derivational morphological 
skills predicted unique variance in reading comprehension, both indirectly via vocabulary, 
and directly (controlling for vocabulary) in children in 4-5th, 6-7th, and 8-9th grades.  
In addition, using the Test of Morphological Structure, Carlisle (2000) found that 
derivational morphological skills contributed significant unique variance (13.7%) in reading 
comprehension in grade 5 children, after accounting for vocabulary25. However, the Test of 
Morphological Structure was not a significant predictor in younger grade 3 children. Once 
again, the importance of derivational morphological skills to reading outcomes appears to 
increase as children develop.  
          While prosodic and morphological skills are highly correlated, these skills individually 
contribute to reading ability. Clin et al. (2009) administered two prosodic sensitivity tasks 
(Stress Contour Discrimination task and the Stress Contour Matching task, similar to the 
DEEdee task) to 105 children from grades 3, 5, and 7. The children also undertook a 
morphological awareness task, which required stem words to be derived in four conditions; 
no change (e.g. warm to warmth), phonemic change (e.g. elect to election), stress change (e.g. 
artist to artistic) and both phonemic and stress change (e.g. electric to electricity). Prosodic 
sensitivity was significantly correlated to morphological skills in the stress-neutral condition 
(r = .52) and the stress shifting condition (r = .48). The morphological and prosodic measures 
individually contributed significant unique variance to a composite reading measure.26   
Hierarchical regression analyses were conducted with age, non-verbal intelligence (Matrix 
Analogies Test; Naglieri, 1985), general language ability (Test for Reception of Grammar; 
Bishop, 1989), working memory (Digit Backwards test), and phonological awareness (Elision 
task) entered as control variables at step 1, accounting for 59% variance in the composite 
reading measure. The prosodic measures at Step 2 added an additional 3% variance, while 
                                                          
25 Reading comprehension and vocabulary was measured by sub-tests of the Comprehension Testing Program 
III (Educational Records Bureau). 
26 The composite reading measure was a composite of reading rate and accuracy, word identification and 
reading comprehension. 
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morphological skills at Step 3 accounted for an additional 6%. When the step order was 
reversed, the additional variance was 7% (morphological skills) and a small but significant 
2% (prosodic sensitivity). As a composite reading measure was used in this study, it is not 
possible to distinguish the relationship between these focal skills and reading comprehension. 
In summary, to fully capture morphological skills that are important to reading ability, 
both inflectional and derivational measures need to be included (Kirby et al., 2012). The 
Grammatic Closure subtest of the Illinois Test of Psycholinguistic Abilities (ITPA; Kirk et 
al., 1968) was administered to fully capture inflectional morphological skills in nouns, verbs 
and adjectives  (e.g., This dog likes to bark. Here he is ____. [barking] and Here is a dress. 
Here are two _______. [dresses]). A derivational morphological task based on the Test of 
Morphological Structure  (Carlisle, 2000) was devised and comprised of two sub-tests. The 
Derivation sub-test required children to derive a root word (e.g., Help. My sister is always 
__________ [helpful]), and the Decomposition sub-test required children to decompose a 
complex word into its root (e.g., Growth – She wanted her plant to ________ [grow]). 
Question/statement Task and Sentence Intonation 
An additional measure of prosodic sensitivity, the Question/Statement task was 
included in Study 2. Segmentally identical sentences (e.g., Susan was over there) can be 
declarative sentences (e.g., stating where Susan was standing) or questions (e.g., asking 
where Susan was standing), dependent upon the intonation contour at the sentence’s end 
(Graddol et al., 1994). Falling intonation at the sentence end indicates a declarative statement 
(e.g., Susan was over there), whereas rising intonation occurs in questions, (e.g., Susan was 
over there?). The ability to distinguish between these two intonation contours is correlated 
with reading ability (Hook & Johnston, 1978; Vogel, 1975). 
Vogel (1975) developed the Recognition of Melody Pattern task where semantically 
identical sentences (e.g., Today Lee went to the library), with two different intonation 
contours (statement or question) were presented to participants. The ability to prosodically 
differentiate questions and statements distinguished between good and poor readers in second 
grade. Using the same task, Hook and Johnson (1978) found that 9 to 10 year old male poor 
readers could not correctly perceive nor produce sentence intonation indicative of questions 
and statements. 
The Question/Statement task taps a separate prosodic construct to the prosodic 
measures used in Studies 1A and 1B, which focused on prosodic features of stress and 
timing. Holliman, Williams, et al. (2014) completed a factor analysis on a multi-component 
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measure of prosodic sensitivity which included measures of rising or falling intonation, stress 
and timing, each at the word, phrase and sentence level. The factor analysis revealed that the 
intonation measures at word, phrase and sentence level formed a separate component to other 
prosodic measures of stress and timing.    
Reading and listening comprehension measures 
A relative clause comprehension task based on the Test of Reception of Grammar  
(TROG-2; Bishop, 2003) was devised to provide parallel tests of reading and listening 
comprehension in Study 2. Relative clause constructions are structurally complex and 
pervasive across languages (Sag, 1997). The relative clause within a sentence gives essential 
information to define or identify the person or thing under discussion. Most importantly to 
Study 2, relative clause structures require prosodic bracketing to efficiently assess meaning, 
maximising the focal relationship between prosodic sensitivity and comprehension. A 
number of relative clause structures were used in the Relative Clause comprehension tasks. 
These included centre-embedded relative clause structures (e.g., The car [that is black] is on 
the bed), X but not Y sentences (e.g., The bird [but not the balloon] is yellow), and post-
modified subject sentences (e.g., The book [on the cup] is yellow). As with Study 1, the 
Relative Clause comprehension task is adaptable to both listening and reading formats, and 
using simple vocabulary to minimise the impact of word decoding on comprehension. An 
experimental advantage of these sentences was that none contained commas, the written 
symbol of phrasing, thus minimising the prosodic information available in the written version 
of each sentence, and requiring the reader to supply his/her own prosody to understand the 
sentence’s meaning.  
In summary, Study 2 further investigates the role of prosodic sensitivity in children’s 
reading, and specifically the hypothesis that prosodic sensitivity contributes uniquely to 
reading comprehension, beyond its role in supporting word identification and listening 
comprehension. Children’s morphological skills are independently assessed in this study, to 
determine whether the Derived Word Production task, the strongest predictor of word 
decoding and reading comprehension from Study 1, uniquely contributes to reading 
comprehension in grade 4 children, after controlling for morphological skills. An additional 
measure of prosodic sensitivity (the Question/Statement task) is used to further assess the 
relationship between prosodic sensitivity and reading comprehension. The Relative Clause 
comprehension task was used to measure listening and reading comprehension. The key 
prediction of the present study is that measures of prosodic sensitivity will predict unique 
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variance in reading comprehension, after controlling for word decoding and listening 
comprehension (the key components of the simple view of reading) and morphological skills. 
Method 
Participants 
 Participants were 78 children in grade 4 (36 males and 42 females) attending four 
Catholic primary schools. All schools were in middle-income socioeconomic areas of 
Brisbane, Australia. All children for whom parental permission was obtained participated in 
the study. The children’s ages ranged from 8 years; 10 months to 10 years; 3 months with a 
mean age of 9 years 6 months (SD = 3.52 months). A copy of the parent information letter 
and the consent forms are shown in Appendix I. 
Apparatus 
The prosodic tasks and listening comprehension task were pre-recorded to ensure 
consistency of stimuli presentation. All auditory stimuli were recorded on an Apple 
Macintosh computer, digitally edited and mastered using GarageBand software. The stimuli 
were played to participants using either an iPhone with speakers or a Hewlett Packard 
netbook, both of which provided clear speech. The children’s responses for the Derived Word 
Production task, and Relative Clauses task (reading) were recorded using digital recorders for 
later scoring.  
Measures 
 The children completed two parallel measures designed to assess their listening and 
reading comprehension of complex relative clause sentences, and a standardised test of single 
word and nonword reading fluency (TOWRE; Torgesen et al., 1999). Three prosodic 
sensitivity tasks were administered: the strongest prosodic measures from Study 1A and 1B 
(the Mispronunciation and Derived Word Production tasks), and the new prosodic measure 
designed to capture sentence level prosody (the Question/Statement task). Morphological 
skills encompassing derivational and inflectional morphology including the use of superlative 
and comparative adjectives also were tested.  
  Word decoding. Word and nonword reading efficiency (a combination of accuracy 
and fluency) were assessed using the TOWRE (Torgesen et al., 1999). This differs to the 
word-level reading measures used in Study 1. The TOWRE was chosen as it measures 
accuracy of identification, as well as speed/fluency of word-level decoding processes (e.g., 
Rasinksi et al., 2009).  The TOWRE is made up of two subtests: sight word efficiency, which 
measures reading of familiar sight words, and the phonetic decoding efficiency subtest, which 
measures reading efficiency of unfamiliar non-words. Individuals are required to accurately 
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and fluently read from vertical graded lists, as many words/nonwords as possible in 45 
seconds. Scores are based on the number of words/non-words correctly identified, adjusted 
for errors made in the testing period. The test is age normed from 6 to 24 years of age.  The 
TOWRE is a widely-used test and is suitable for Australian children (Knight & Galletly, 
2006). It has test-retest reliability coefficients at or above .90 for students in middle school, 
and high concurrent validity (.80 to .94) with other measures of word reading (Torgesen et 
al., 1999).   
Listening and reading comprehension. For the present study, 2 parallel sets of 14 
sentences were constructed using a variety of relative clause structures outlined in the 
introduction. The grammatically complex structures were chosen, such that prosodic cues and 
bracketing were considered likely to aid comprehension of the syntactically complex 
sentential structures.  
As in Study 1, the two parallel tests were randomly assigned to listening or reading 
comprehension modes, counterbalanced across the children.  For the listening comprehension 
test, each child heard the recorded sentence spoken with normal prosody. For the reading 
comprehension test, the child read the sentence aloud. After listening to or reading the 
sentence, the child was asked to point to the picture, from four options, which best matched 
what he/she heard or read. An example item is shown in Figure 5.1. The maximum score for 
each test was 14. For each test, the correct answers were A or C (depending on the version) in 
three sentences, and B or D were the correct answer in four sentences. A full list of sentences 
with counterbalancing, correct answers as well as instructions and sample graphics are shown 
in Appendix J. 
Inflectional morphology. The Grammatic Closure subtest of the Illinois Test of 
Psycholinguistic Abilities (ITPA; Kirk et al., 1968) is an older but reliable measure of 
inflectional morphology abilities in children (Paraskevopoulos & Kirk, 1969). This test has 
been used successfully as a general measure of language ability, in relation to reading ability 
(Stanovich & Siegel, 1994). It tests the full array of inflectional morphological skills: plurals, 
verb inflections, possession, superlative and comparative adjectives. The test comprises 33 
items with accompanying pictures, where the child is required to supply the missing word in 
a sentence read aloud by the examiner. Each response requires the use of an appropriate  
 
119 
PROSODY AND READING 
 
Figure 5.1. Relative Clause task: response options for The bird but not the balloon is yellow 
and The balloon but not the bird is yellow. 
 
morphological inflection. For example, This dog likes to bark. Here he is _____________. 
(barking) and Here is a dress. Here are two _________. (dresses). There is no basal level. 
The test is discontinued after six successive incorrect answers. Each correct answer was 
scored as one mark, with a maximum of 33 marks. 
Derivational morphology. The measure of derivational morphology was based on 
the Test of Morphological Structure (TMS) devised by Carlisle (2000). Unlike the Derived 
Word Production task, this task did not require any stress/prosodic changes. The task 
consisted of 2 sub-tests with 2 practice and 10 test items each, with a total of 20 test items. 
The derivation sub-test measured the ability to derive complex words (10 items), where the 
child was instructed to make the first spoken word fit into the sentence to make it sound right, 
(e.g., Help. My sister is always __________ [helpful]). In the decomposition sub-test, the 
ability to decompose complex words into their root word was assessed. The child was 
instructed to make a bigger word smaller fit into the sentence to make it sound right, (e.g., 
Growth – She wanted her plant to ________ [grow]). Scores on the two sub-tests were 
combined to make a total score out of 20. The Derivational Morphology task and its 
instructions are presented in Appendix K.  
 Mispronunciation task. The Mispronunciation task used in Study 1 was shortened 
for quicker administration to consist of 2 practice items and 10 trials. After analysis of 
responses from Study 1A (grade 3 sample), eight items were deleted from the original task. 
The deleted items were correctly identified by most children in the grade 3 sample, reaching 
ceiling level, and were hypothesised to have limited ability to discriminate between children 
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of different abilities in the grade 4 sample. The current task was administered in the same 
way as for Studies 1A and 1B. Children listened to bi-syllabic words where the stress pattern 
was reversed (e.g., monKEY). They were told that the recorded speaker often gets her words 
wrong, and were asked to work out what she really means. The children were asked to mark 
the correct picture out of four options on the answer sheet. The target words were presented 
at the rate of one every three seconds. The stimuli for the task are presented in Appendix L. 
Derived word production task. The Derived Word Production task was the same as 
used in Study 1A and 1B. Children were asked to add a suffix to an English word, where 
some suffixes changed the stress pattern in the original word (e.g., Put –ity on electric to 
make a bigger word), whereas others did not (e.g., Put –ness on happy to make a bigger 
word).  Each child’s responses were recorded and scored correct or incorrect, with a 
maximum score of 24.  The stimuli for the task are shown in Appendix M. 
The question/statement task. The Question/Statement task was adapted from the 
Melody of Intonation Pattern instrument, where participants are required to use prosodic cues 
to determine whether a spoken sentence is a statement or a question (Hook & Johnson, 1978; 
Vogel, 1975). The task functionally assesses sentence level prosody. Wells and Peppe (2003) 
distinguish between form- and function-level processing of prosody; form-level processing is 
concerned with the ability to use prosody, while function-level processing is a person’s 
ability to understand how communication is affected in speech (e.g., the discrimination 
between questions and statements in discourse).  
To minimise the use of semantic cues, stimuli were constructed where the words in a 
four-word sentence were replaced by nonsense words. The overall intonation pattern of the 
sentence was preserved, including the falling or rising intonation at the sentence’s end. For 
example, the sentence, Do you play sport? was changed to the test item, Mo kar deev craur? 
The children listened to the recorded sentences, and were asked to tell the examiner if the 
person was ‘telling you something or asking you a question’. There were 4 practice trials (2 
questions, 2 declarative sentences), followed by 12 test items. The researcher recorded the 
children’s responses and scored all correct responses as 1, with a maximum of 12 marks. 
Instructions and the stimuli for this task are shown in Appendix N. 
Procedure 
Children were tested individually in two sessions of approximately 20 minutes’ 
duration in a quiet location at their school. The first session was undertaken by three co-
researchers undertaking a related psychology honours project, where the Relative Clause 
listening comprehension test was administered first followed by the TOWRE (Torgesen et al., 
121 
PROSODY AND READING 
 
1999), then the Relative Clause reading comprehension test, and another task not relevant to 
this study. The listening comprehension component was administered first, to give children 
the advantage of listening to a spoken example, before having to read the written 
counterbalanced sentences themselves.  
The second session was completed by the researcher. The order of test administration 
was Grammatic Closure, as a measure of inflectional morphology (ITPA; Kirk et al., 1968), 
Derivational Morphology, Mispronunciation, Derived Word Production tasks and lastly, the 
Question/Statement task. At the end of each testing session, the children were thanked for 
their participation and rewarded with a sticker, bookmark or certificate, as an expression of 
appreciation by the researchers.  
Results 
 Of the 78 children who participated in Study 2, data from 76 children were included 
in the analyses. Data was excluded for two children, as one child had a severe hearing 
impairment, and the other child spoke English as her second language. Neither of these 
children could complete all tasks successfully. Data was screened for compliance with the 
assumptions underpinning the regression analyses to be performed. One child was found to 
have outlier (low) scoring on the Grammatic Closure subtest. The child’s score was retained, 
as it was a valid score and did not have undue influence on the analyses undertaken. 
Descriptive statistics for all measures used in Study 2 are reported in Table 5.2.  
Children showed relative mastery of inflectional morphology with an average score of 
29.72 out of a maximum of 33. Relative competence also was shown on the Derivational 
Morphological task with an average score of 17 out of a possible 20. The only common task 
to Study 1 and 2 is the Derived Word Production task. The average score for the current 
grade 4 sample (M=18.71; SD=3.6) was in between that achieved by the grade 3 sample 
(M=17.59; SD=3.49) and the grade 5 sample (M=19.86; SD=3.08). Similar variability for the 
Derived Word Production task was shown in the three samples. Participants scored 
significantly better on the listening comprehension test (M = 11.6, SD = 1.4) than the reading 
comprehension test (M = 11.07, SD = 1.8), t(74) = 2.33, p < .05.  
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Table 5.2 
Means, Standard Deviations for Fourth Grade Children’s Age, Word Reading Efficiency, 
Listening and Reading Comprehension, Morphological Skills and Prosodic Sensitivity (N = 
76). 
 Mean (SD) Max4 Range  
Age (months)  115 (3.5)  106-123 
TOWRE    
      Sight Word Efficiency 66.91 (9.1) 104 43-85 
      Phonetic Decoding 35.77 (10.5)   63 13-61 
Reading Comprehension (Relative Clause) 11.07 (1.78)   14   6-14 
Listening Comprehension (Relative Clause) 11.60 (1.4)   14   7-14 
Inflectional Morphology (Grammatic Closure, ITPA) 29.72 (2.5)   33 20-33 
Derivational Morphology 17.00 (2.1)   20 10-20 
Prosody - Mispronunciation task    8.41 (1.4)   10   4-10 
Prosody – Derived Word Production task 18.71 (3.6)   24 12-24 
Prosody - Question/Statement task   8.24 (2.5)   12   1-12 
 
Table 5.3 outlines the zero-order correlations among all the measures. Given the large 
number of correlations, only correlations with the significance level of p <.01 are discussed. 
Age (in months) was not correlated with any of the measures used in this study, as was found 
in Study 1A and 1B, and other studies (Goodman et al., 2010; Whalley & Hansen, 2006), and 
is not included in the correlation matrix. 
The TOWRE sight word reading and phonetic decoding tests were highly correlated 
with each other (r = .78), but not with the relative clause listening or reading comprehension 
tasks. The Derivational Morphological task was correlated with all standardised reading 
measures (word r = 47, non-word r = 36, and reading comprehension r = 34), whereas the 
inflectional morphology tests (ITPA) was significantly correlated only with word reading 
ability (r =.3). The Derived Word Production task was the only prosodic measure to be 
significantly correlated with the standardised TOWRE reading measures (word r = 43, non-
word r = 48), and the Relative Clause reading comprehension task (r =.39). The prosodic 
Question/Statement task was significantly correlated only with the reading comprehension 
measure (r =.4).
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Table 5.3 
Intercorrelations among Fourth Grade Children’s Word Decoding, Listening and Reading Comprehension, Morphological Skills and 
Prosodic Sensitivity (N=76). 
   1.  2. 3. 4. 5. 6. 7. 8. 
1. TOWRE Sight Word Reading 
 
        
2. TOWRE Phonetic Decoding 
 
.78**        
3. Listening Comprehension 
 
.06 .01       
4. Reading Comprehension  
 
.10 .12 .25      
5. Inflectional Morphology 
 
.30** .25 .16 .27     
6. Derivational Morphology 
 
.47** .36** .23 .21 .43**    
7. Mispronunciation task 
 
.22 .20 .03 .14 .26 .31**   
8. Derived Word Production  
 
.43** .48** .16 .39** .52** .59** .51**  
9. Question/Statement task 
 
.25 .19 .19 .40** .17 .22 -.04 .24 
** p <.01  
124 
PROSODY AND READING 
 
Significant correlations can be seen between the morphological and prosodic 
sensitivity measures. The inflectional and derivational morphology measures were 
significantly inter-correlated (r =.43), and both morphological tasks had substantial 
correlations with the Derived Word Production task (inflectional morphology, r =.52; 
derivational morphology, r =.59). The Mispronunciation task also was significantly 
correlated with the Derivational Morphological task (r =.31), indicating some common 
variance between prosodic and morphological sensitivity. Among the prosodic sensitivity 
measures, the Derived Word Production task and Mispronunciation tasks were substantially 
inter-correlated (r =.51), while the Question/Statement task not significantly correlated with 
the other two prosodic sensitivity measures. Scores on the Question/Statement task were 
correlated only with reading comprehension. 
Contribution of Morphological and Prosodic Sensitivity to Reading  
Parallel hierarchical multiple regression analyses were conducted to examine the 
contribution of prosodic sensitivity to the core components of the simple view of reading: 
word decoding skills (i.e., sight word and phonetic decoding efficiency) and listening 
comprehension. Two prosodic measures, the Derived Word Production and the 
Question/Statement tasks were used in this analysis. The Mispronunciation task, which was 
only weakly correlated with word reading fluency, and not correlated with reading 
comprehension, was not included in the regression analyses to preserve degrees of freedom 
(and thus the power of the analyses). 
Table 5.4 provides a summary of the important features of the three parallel 
hierarchical regression analyses, with TOWRE sight word reading (i.e., real word decoding) 
and phonetic recoding (i.e., word attack) and listening comprehension as the criterion 
variables.  Inflectional and derivational morphological skills were entered at Step 1 of each 
hierarchical multiple regression analysis, with the two prosodic sensitivity measures added at 
Steps 2 and 3; firstly, with the Question/Statement task at Step 2 followed by the Derived 
Word Production task at Step 3, and also in the reverse order.  
When both morphological measures were entered at step 1, the Derivational 
Morphology measure emerged as a significant predictor of both Sight Word and Phonetic 
Decoding Efficiency, but not of the Relative Clause listening comprehension measure. 
Inflectional morphology was not a significant predictor in any of these regression models. 
There were no significant predictors at any step in the model for listening comprehension. 
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Table 5.4 
Hierarchical Multiple Regression Analyses Predicting Fourth Grade Children’s Word and Nonword Decoding, and Listening 
Comprehension from Morphological and Prosodic Sensitivity. 
 Step  Sight Word   Phonetic decoding  Listening Comprehension 
  β on entry Final β  β on entry Final β  β on entry Final β 
1. Inflectional Morphology    .11    .04  .11 -.18  .21 .16 
   Derivational Morphology        .42***           .31*  .31* .11  .25 .17 
R2step 1       .24***   .14**      .16**  
2. Question/Statement   .14 .13  .11 .07  .06 .05 
R2change  .02   .01   .0  
3. Derived Word Production  .20 .20  .41** .41**  .16 .16 
R2change  .02   .09**   .02  
2. Derived Word Production  .22 .20  .42** .41**  .17 .16 
R2change  .03   .10**   .16  
3. Question/Statement   .13 .13  .08 .08  .05 .05 
R2change  .02   .01   .00  
Total R2   .28***   .24***   .17** 
* p <.05; ** p <.01; *** p<.001          
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The Question/Statement task did not significantly add to the prediction of either word-
level reading or listening comprehension measures, when added at Step 2 or Step 3. 
However, the Derived Word Production task significantly accounted for 10% of unique 
variance in phonetic decoding (word attack) when entered at Step 2, Fch(1,71) = 9.07, p <.01,  
and when entered at Step 3, significantly accounted for 9% unique variance Fch(1,70) = 8.48, 
p <.01.  
To test the simple view of reading (Hoover & Gough, 1990), a hierarchical multiple 
regression analysis was conducted with relative clause reading comprehension as the 
outcome measure. This analysis is presented in Table 5.5. The two components of the simple 
view of reading (word decoding and listening comprehension) were entered at Step 1, and the 
two morphological measures (Derivational and Inflectional Morphology) were entered at 
Step 2. The two prosodic sensitivity measures (the Question/Statement task and the Derived 
Word Production task) were entered in alternate order at steps 3 and 4.  
Table 5.5 
Hierarchical Multiple Regression Predicting Reading Comprehension in Fourth Grade 
Children. 
Step  Reading Comprehension  
  β on entry Final β 
1.  Word Decoding (TOWRE) 1.    .10    -.13 
      Listening Comprehension          2.      .25* .14 
R2step 1 3.     .07 4.  
2.  Inflectional Morphology 5.    .21    .09 
     Derivational Morphology 6.      .07 -.10 
R2change 7.  .05 8.  
3.  Question/Statement task        .34**    .32** 
R2change  .10**  
4.  Derived Word Production task    .37 *  .37* 
R2change  .07*  
3.  Derived Word Production task    .37*    .37* 
R2change   .08*  
4.  Question/Statement task    .32**   .32** 
R2change  .09**  
Total R2   .30*** 
* p <.05; ** p <.01; *** p<.001   
  
127 
PROSODY AND READING 
 
Table 5.5 shows that listening comprehension (but not word decoding) was a 
significant predictor of reading comprehension at Step 1. Neither morphological measure 
added significantly to prediction at Step 2. However, the two prosodic measures added 
significant additional variance totalling 17% when entered at Steps 3 and 4. When entered at 
Step 3, the Derived Word Production task accounted for an additional 8% variability 
Fch(1,69) = 7.05, p <.05, and 7.1% variability when entered at step 4 after the 
Question/Statement task, Fch (1,68) = 6.83, p <.05. When entered at Step 3, the 
Question/Statement task accounted for an additional  10% variability Fch(1,69) = 9.27, p 
<.01, and 9.3% variability when entered at step 4 after the Derived Word Production task at 
Step 3, Fch (1,68) = 9.02, p <.01. The overall model accounted for 30% of variance in the 
reading comprehension measure, R2=.30, F (6, 68) = 4.8, p<.001. Thus, each of these 
prosodic measures predicted unique variance in reading comprehension. 
Discussion  
Discussion will be undertaken in two parts. The specific findings of Study 2 will be 
discussed, prior to a general discussion of the findings of Studies 1A, 1B, and 2. 
The key finding of Study 2 is that prosodic sensitivity once again explained unique 
variance in children’s reading comprehension, after controlling for the key components of the 
simple view of reading (Hoover & Gough, 1990). Although the sample size in Study 2 was 
again limited, the results of this study are consistent with those of Study 1A. Like Study 1A, 
Study 2 provides evidence of a direct contribution of prosodic sensitivity to reading 
comprehension, beyond the contribution of prosodic skills to the key components of the 
simple view of reading (word decoding and listening comprehension), at least for developing 
readers in grades 3 (Study 1A) and 4. These findings, which challenge the simple view of 
reading (Hoover & Gough, 1990), support the contention that successful reading calls upon 
prosodic skills in a manner not required to understand prosody-rich spoken language.  The 
current findings are consistent with the notion of the prosodic reader, where the reader needs 
to supply their own prosody to fully comprehend the writer’s meaning.  Study 1B suggests 
that individual differences in prosodic sensitivity may not be as important to reading 
comprehension outcomes as children’s prosodic and syntactic skills develop. The finding in 
older children from grade 5 at least requires replication.  
The multiple regression analyses showed that, after accounting for the components of 
the simple view of reading (word decoding and listening comprehension skills), as well as 
inflectional and derivational morphological skills, both the Derived Word Production and the 
Question/Statement tasks predicted significant unique variance in reading comprehension. 
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Each of these aspects of prosodic sensitivity explained independent, unique variance in 
reading comprehension in the present study. 
The Question/Statement and Derived Word Production tasks accounted for relatively 
non-overlapping variance in reading comprehension of 9% and 7% respectively, and 18% 
combined. This finding indicates that the Question/Statement and Derived Word Production 
tasks are measuring different aspects of prosody: that is, the ability to discern different 
intonation contours at sentence level (Question/Statement task) is different to the ability to 
produce stress changes when deriving complex words (Derived Word Production). The 
independence of these two prosodic measures is consistent with the findings of a factor 
analytic study by Holliman, Williams, et al. (2014), where prosodic sensitivity measures 
involving intonation contours at word, phrase and sentence level (like the Question/Statement 
task) were found to form a separate factor to measures involving stress and timing for words, 
phrases and sentences (like the Derived Word Production task).  
The unique relationship between the Derived Word Production task and reading 
comprehension found for grade 4 children in the present study parallels that found for grade 3 
children in Study 1A. The Derived Word Production task accounted for significant unique 
variance of 7% in reading comprehension, after statistically controlling for both components 
of the simple view of reading and derivational and inflectional morphological skills27. By 
statistically controlling for both derivational and inflectional morphological skills, the present 
study has demonstrated that this relationship was not due to the morphological component of 
the Derived Word Production task.  Rather, prosodic skills involved in managing stress 
changes across complex words are responsible for this unique relationship. 
The Question/Statement task, an additional prosodic sensitivity measure introduced in 
this study, also explained unique variance in reading comprehension, accounting for an 
additional 9% unique variance in reading comprehension, after controlling for both 
components of the simple view of reading, the morphological measures, and the other 
prosodic measure (the Derived Word Production task). The present results are in line with the 
findings of Vogel (1975) and Hook and Johnson (1978), where a similar prosodic task28 
distinguished between good and poor readers in the early schooling years. The Question/ 
Statement task is worthy of further investigation in relation to reading development. The 
independence of the two prosodic sensitivity measures also is evident in the zero-order 
                                                          
27In addition to accounting for the other prosodic measure, the Question/Statement task. 
28 The Question/Statement task used pseudoword sentences, while Melody of Intonation Pattern task (Vogel, 
1975) used semantically correct sentences. 
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correlations and in the multiple regression analyses predicting word-decoding (TOWRE sight 
word reading) and nonword reading skills (i.e., TOWRE phonetic recoding). The 
Question/Statement task was correlated only with reading comprehension in the present 
study. It showed no significant correlations with the Derived Word Production task nor with 
the components of the simple view (word and phonetic decoding, and listening 
comprehension). Thus, this sentence-level measure of prosodic sensitivity was uniquely 
related to reading comprehension, but not related to either of the key components of reading 
comprehension outlined in the simple view of reading. 
In contrast, the Derived Word Production task was correlated with all other measures in 
the study except listening comprehension. The Derived Word Production task scores, as in 
Study 1A, also predicted unique variance in phonetic decoding (i.e., reading unfamiliar 
nonsense words, or word attack skills). Thus, the current study found that the prosodic skills 
assessed by the Derived Word Production task contribute to both word-level decoding skills 
(for unfamiliar words) and directly to reading comprehension, whereas the skills assessed by 
the Question/Statement task are not related to the key components of the simple view of 
reading, but account for unique variance in reading comprehension. The results of Study 2 
suggest that these two aspects of prosody have different impacts on reading comprehension. 
Both types of measures should be included in future studies investigating the impact of 
prosodic skills on reading comprehension.   
The Inflectional and Derivational Morphology tasks were included in this study to 
control for the morphological aspects of the Derived Word Production task.  Of these two 
tasks, the Derivational Morphology task was most closely correlated with reading, and 
remained a significant predictor of word-level decoding (but not of reading comprehension) 
in the final regression models.  
Study 2 used a revised set of stimuli for the parallel listening and reading 
comprehension measures than the version used for Study 1. The sentences used in the present 
study comprised relative clause sentences, again modelled on sentences used in the TROG-2 
(Bishop, 2003). Contrary to expectations, scores on the counterbalanced listening and reading 
comprehension versions of the task were not significantly correlated to each other in Study 2. 
This was an unexpected outcome for which no clear explanation is apparent.  
There was a small, but significant, reduction in children’s performance on the reading 
comprehension version of the task compared to the listening comprehension version.  
Although an obvious explanation for this difference might be the additional need to decode 
the written words in the reading comprehension version of the task, there is reasonable 
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evidence to suggest that the differences in prosodic information in the listening versus 
reading versions impacted this difference in accuracy. First, the sentences used in the 
listening and reading comprehension measures, although comprising a complex relative 
clause structure, were designed to minimise the demands of written word decoding by using 
short sentences with short, easy to read, concrete words. This seems to have been successful, 
as there was no significant correlation between children’s word reading skills, as measured by 
the TOWRE (Torgesen et al., 1999), and the reading comprehension measure. The reading 
comprehension measure minimised demands of word decoding, and together with the unique 
relationship found between individual differences in prosodic sensitivity and reading 
comprehension, support the specific involvement of prosodic skills in comprehending these 
written complex sentences.  
Overall, there is consistent evidence in Study 2 to support the hypothesis that prosodic 
skills play a direct role in aiding children’s reading comprehension. Further different aspects 
of prosodic sensitivity (e.g., stress patterns of multisyllabic words and intonation contours) 
may contribute independently to reading comprehension, a research avenue worthy of future 
research utilising different aged samples.    
General Discussion of Studies 1 and 2 
Studies 1(A & B) and 2 tested the hypothesis that reading comprehension places 
additional demands on reading, in comparison to listening, that have not been adequately 
recognised or investigated, and are not accounted for in the simple view of reading (Hoover 
& Gough, 1990). The simple view of reading assumes that word decoding is the only aspect 
of reading comprehension that is unique to reading, and that once written words have been 
successfully decoded, reading comprehension proceeds in the same way as listening 
comprehension. This view (and much reading research which is either implicitly or explicitly 
follows this model) ignores the significant differences in prosodic information available to 
the listener (for whom spoken language is rich in prosodic cues) compared to the reader (who 
encounters only very minimal prosodic cues in text).  
Studies 1A and 2 have demonstrated a unique relationship between prosodic 
sensitivity and reading comprehension in young readers in grades 3 and 4 (but not in grade 
5).   These findings support the contention that successful reading calls upon prosodic skills 
in a manner not required to understand prosody-rich spoken language; thus challenging the 
simple view of reading.  The results are consistent with the notion of the prosodic reader, 
where the reader needs to supply their own prosody to fully comprehend the writer’s 
meaning. However, Study 1B suggests, that individual differences in prosodic sensitivity may 
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not be as important for reading comprehension success in grade 5 children. This position 
could be clarified by replication of the study in the same age sample. 
To my knowledge, this is the first work demonstrating this unique relationship 
between children’s prosodic sensitivity and reading comprehension, after adequately 
controlling for both word decoding and listening comprehension. Earlier studies reporting a 
unique relationship between prosodic sensitivity and reading comprehension have not taken 
into account the role of listening comprehension (e.g., Whalley & Hansen, 2006). However, 
Studies 1A and 2 have demonstrated a robust independent contribution of prosodic sensitivity 
to reading comprehension for grade 3 and grade 4 children, with word decoding, listening 
comprehension and other relevant language skills controlled.  The fact that two different 
prosodic sensitivity measures each explained unique variance in reading comprehension in 
Study 2 suggests that prosodic skills may impact reading comprehension in multiple ways, 
which is entirely consistent with the complex and multi-faceted nature of prosody and its use 
in spoken language as shown in Chapter 2. 
Prosodic sensitivity did not account for additional unique variance in reading 
comprehension in the grade 5 sample in Study 1B.  As this was a one-off finding, it should be 
treated with caution. Nonetheless, this null result may indicate that by grade 5, children’s 
grammatical and syntactic skills have developed to an extent where they can accurately 
discern the structure of the complex sentences using syntactic knowledge, rather than relying 
on bootstrapping support from prosody. However, the Question/Statement task, which 
accounted for additional unique variance in reading comprehension in grade 4 (Study 2) was 
not included in Studies 1A and B.  This additional aspect of prosodic sensitivity also should 
be included in future studies. 
Clearly, more research is warranted to better understand prosodic development in 
childhood and the role of prosodic sensitivity in reading development over the period of 
formal schooling. It would be useful to extend the current studies to younger (e.g., grade 2), 
and older (e.g., grade 6) children, to ascertain when and how prosodic sensitivity contributes 
to reading development across middle childhood. Prosodic measures assessing the two 
prosodic factors identified by Holliman, Williams, et al. (2014) represented in the present 
studies by the Derived Word Production task and Question/Statement task, should be 
included in future studies. 
  
132 
PROSODY AND READING 
 
Strengths and Limitations 
The parallel listening and reading comprehension tasks used in this series of studies 
were designed to maximise the focal relationship between prosodic sensitivity and reading 
comprehension (Cook & Campbell, 1976).  Prosodic structure, being more accessible, plays 
an integral role in identifying more intricate syntactic structure (Cutler et al., 1997).  The 
complex syntactical structures of the sentences (incorporating a variety of relative clauses) 
were difficult enough to engage prosodic sensitivity, which aids in identifying the syntactic 
structure (through prosodic bracketing) and thus supports reading comprehension. Yet the 
sentences also were very short, using simple vocabulary and concrete words, which 
effectively minimised the demands of written word decoding in the reading condition. As 
individual differences in word decoding skills are ubiquitous in early readers and impact 
strongly on reading fluency and reading comprehension, tasks like those used in the current 
studies, which minimise word decoding requirements, while still being difficult enough to 
engage prosodic processing in the service of comprehension, provide a useful research tool 
(Benjamin & Schwanenflugel, 2010).  Thus, this approach should prove useful in future 
studies investigating the role of prosody in children’s reading comprehension. 
Whereas the stimuli used in the present series of studies focused on the interface 
between prosody and syntactic structure, future studies also might look at other aspects of 
prosody that should impact reading comprehension. For example, the accentuation of 
important information and the new/old distinction is clearly marked in spoken language, but 
is not generally realised in written text (Shattuck-Hufnagel & Turk, 1996). 
 Although these studies have demonstrated a unique relationship between prosodic 
skills and reading comprehension for young readers, the studies were cross-sectional 
(correlational) in design. Therefore, no firm causal inferences can be drawn from the present 
findings.  Nonetheless, further cross-sectional studies will be useful to map out the 
relationship between prosodic sensitivity and reading comprehension, how different aspects 
of prosody impact reading comprehension, and how these relationships develop as children’s 
reading competence develops. 
 Less than ideal sample sizes are acknowledged. However, it also is noted that the 
results of Study 2 support those of Study 1. The results of Study 1B need to be replicated.  
Future research 
Longitudinal studies could help to tease out the directionality of the relationship 
between prosodic sensitivity and reading comprehension, as well as tracking how this 
relationship changes over time.  Schwanenflugel and her colleagues (see Schwanenflugel et 
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al., 2004) have reported a series of longitudinal studies aiming to tease out the directionality 
between young readers’ prosodic expressiveness, while reading and their reading 
comprehension. As noted already, the influence of developmental differences in word 
decoding, which have a strong impact on both reading comprehension and reading 
prosody/expressiveness, are difficult to control in these studies particularly with the young 
(grade 1) children. Future longitudinal studies may find the comprehension tasks used in the 
present study useful, because they effectively minimise word decoding issues, at least in the 
grade 3 to 5 children tested in the present thesis. Once the cross-sectional and longitudinal 
relationship between prosodic sensitivity and reading comprehension is better understood, 
training or intervention studies may be able to provide stronger causal evidence, by 
demonstrating that improving children’s prosodic skills has a positive impact on their reading 
comprehension.  
In addition, the present results suggest that it may be fruitful to investigate the role of 
prosodic skills in explaining comprehension difficulties in those children who have specific 
reading comprehension difficulties despite adequate word decoding skills. About 10% of 
children aged 7 to 10 years can effectively decode text, but display deficits and reading 
comprehension (Snowling et al., 2009; Stothard & Hulme, 1995; Stothard & Hulme, 1996). 
While poor listening comprehension may explain the reading comprehension difficulties of 
some, or most, of these children (Nation & Angell, 2006), poor prosodic skills also may  
undermine their reading comprehension. Snowling and colleagues have found that poor 
comprehenders have subtle sub-clinical linguistic deficits including weaker semantic and 
syntactic skills (e.g., Hulme & Snowling, 2011; Nation & Snowling, 1999). The present 
studies suggest that investigating poor comprehenders’ prosodic skills may be a fruitful area 
for future research, and the tasks devised for the present study may be useful in that context.  
Although the results of the present research suggest that individual differences in 
prosodic sensitivity may no longer uniquely predict reading comprehension in more capable 
readers, such as the grade 5 sample in Study 1B, it does not follow that prosodic skills are no 
longer deployed in the service of reading comprehension.  For example, individual 
differences in word decoding skills, which are strongly predictive of reading comprehension 
in beginning readers, become less influential as a predictor of individual differences in 
reading comprehension once word identification skills are established. However, word 
identification still is an essential and necessary part of the process of comprehending written 
language. Similarly, individual differences in prosodic skills may become less critical in 
determining individual differences in reading comprehension, as children develop stronger 
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syntactic skills to support sentence parsing, but prosodic skills may still play a role in 
supporting these syntactic skills, as comprehension processes unfold.  
In addition to investigating the relationship between individual differences in prosodic 
sensitivity and reading comprehension, future research could learn more about the role of 
prosody during sentence processing.  As discussed in Chapter 3, psycholinguists, led by the 
seminal work of Fodor (1998, 2002a) and Bader (1998), have investigated the role of prosody 
in silent reading, providing evidence that adult readers implicitly imbue written text with 
prosody, and that this prosodic information influences reading comprehension (for review, 
see Breen, 2014).  
Studies with adults, such as those supporting the implicit prosody hypothesis (for 
review, see Breen, 2014), have demonstrated that prosody is actively processed during 
sentence processing and impacts on sentence parsing and comprehension. These studies have 
examined sentence processing in real time, online methodologies such as 
electroencephalography (EEG) and fMRI techniques. The studies reported thus far in this 
thesis have relied on off-line behavioural methods (i.e., outcomes such as comprehension 
accuracy), so that results can only surmise/infer as to the underlying linguistic processes 
occurring. A more comprehensive knowledge base is derived by using both offline 
behavioural and online methodologies. Study 3 will progress the current research program 
utilising the online method of the EEG technique to capture linguistic processing of relative 
clause sentences in real time to better understand the way in which prosodic skills aid in 
comprehending syntactically complex sentences. 
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Chapter 6 
An EEG Study of the Impact of Prosody on Linguistic Processing  
of Centre-Embedded Object Relative Clause Sentences: Study 3  
Studies 1 and 2 demonstrated a unique association between grade 3 and grade 4 
children’s prosodic sensitivity, and their ability to comprehend syntactically complex written 
sentences. The complex sentence structures used in those studies were chosen because they 
were likely to invoke prosodic processing to help discern the syntactic structure and semantic 
meaning of the sentences. These sentence structures, including centre-embedded relative 
clause sentences (e.g., The dog [the boy looks at] is sleeping and The book [on the cup] is 
yellow) require prosodic bracketing to process efficiently the syntactic/clausal structure 
necessary for comprehension.  The unique association between children’s prosodic sensitivity 
and their reading comprehension, after controlling for word identification and listening 
comprehension skills, supports the contention that prosodic skills contribute directly to 
comprehending such complex written sentences. 
Study 3 takes a different approach to demonstrating the importance of prosodic cues 
in reading comprehension, using the electroencephalography (EEG) technique to capture 
language processing of syntactically complex sentences in real time. The behavioural 
techniques used in Studies 1 and 2 can only measure end-state outcomes, and therefore the 
findings only can infer as to actual online processes. The use of EEG technology in Study 3 
allows online investigation of the linguistic processes used in sentence processing and 
comprehension. EEG studies provide an objective, fine-grained, and on-line temporal picture 
of processing at the neural level, which successfully capturing the complexity of language 
processing at multiple and parallel levels, as sentences unfold (Kutas & Federmeier, 2000).  
A more comprehensive knowledge base is derived using both offline behavioural (Study 1 
and 2) and online (Study 3) methodologies. 
Whereas Studies 1 and 2 adopted a correlational (individual differences) approach to 
demonstrating the relationship between prosodic skills and reading comprehension, Study 3 
uses an experimental design, in which the prosodic content of syntactically complex 
sentences is manipulated directly to assess its effect on online sentence processing, as well as 
on comprehension.  
The most complex sentence type used in the previous studies, involving centre-
embedded object relative clauses, (CEORCs) was chosen for this experiment. Relative 
clauses are subordinate clauses that attach to and modify noun phrases, affecting the 
sentence’s syntax and meaning (e.g., The monkey the elephant is near is jumping).  
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The complexity of the experimental design and resultant length of the experiment 
required adult participants for this study. An adult sample provides an opportunity to 
investigate prosodic skills in mature language users (not influenced by developing linguistic 
competence in children of different ages), where prosody provides a supporting role to the 
more established linguistic sub-system of syntax.  Previous studies have demonstrated the 
additional demands of syntactic and prosodic processing of object relative clauses in 
comparison to control sentences in adult readers and listeners (King & Kutas, 1995; Müller et 
al., 1997).   
While, as shown below, subject and object relative clauses share similar surface 
features, object-relative clause structures are more difficult to parse, as the syntactic 
processing of the initial noun phrase (e.g., the fireman), is disrupted by the need to process 
the embedded clause (e.g., who the cop speedily rescued), of which the initial noun phrase 
(the fireman), which is the subject of the sentence, is also the (unspoken) object of the 
relative clause (Müller et al., 1997).  
(SS) The fireman who speedily rescued the cop sued the city over working conditions  
(SO) The fireman who the cop speedily rescued sued the city over working conditions 
(p.193, Müller et al., 1997). 
As will be detailed below, the centre-embedded object relative clause sentences used 
in the present study, albeit short and with simple vocabulary, have the multiple advantages of 
a complex syntactic structure requiring reanalysis, as well as opportunities to effectively 
manipulate prosodic cues, and to construct appropriate control (comparison) sentences.    
Ideally, this experimental design would involve the direct comparison of EEG data for 
comparable auditory and visually presented sentences, which differ naturally in prosodic 
cues. However, it is not possible to directly compare EEG data for auditory and written 
sentences, due to the many different processes involved in visual versus auditory word 
recognition. Therefore, an ‘auditory analogue of reading’, as posited by Pauker et al. (2011) , 
was used in the present study. For this analogue condition, auditory sentences were 
manipulated to remove prosodic cues, to simulate the information available to the reader, 
once word identification has been achieved. It is important to acknowledge that this is not a 
reading task, but a listening task. The aim is to provide stimuli which are analogous to the 
prosodically-impoverished stimuli available to the reader, once word identification (i.e., 
reading the words) has taken place. This technique allows comparison of the processing of 
complex sentences with prosody (as in normal speech) and without prosody (which is similar 
to reading). A further advantage of the sentences used (e.g., The monkey the elephant is near 
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is jumping) is that the written versions of these sentences do not contain punctuation, and 
hence prosody is not explicitly marked in the written version, thus making the ‘reading 
analogue’ and auditory processes more analogous. 
This chapter provides a brief discussion of the EEG technique and the linguistic Event 
Related Potentials (ERPs) elicited in processing complex sentences (including CEORCs). Of 
particular interest is how prosodic cues aid the comprehension of complex sentences. The 
following review concentrates on the interaction of syntactic and prosodic processing of 
sentences, including syntactic working memory.  
EEG Technique 
In recent years, there has been an increase in use of EEG technology to directly 
observe brain activity. Individuals undertake sensory, perceptual, cognitive, motor and 
linguistic tasks, giving insight to cognitive processing in real time (Kutas & Federmeier, 
2007). The advantages of the EEG technique are its non-invasive method, along with its 
superior temporal ability to track online processing at the level of milliseconds (Kutas & 
Delong, 2007). EEGs are temporally superior to imaging techniques, such as functional 
magnetic resonance imaging (fMRI), positron emission tomography (PET), and Functional 
Near-Infrared Spectroscopy (fNIR), which are more suited to spatially identifying active 
brain areas during processing (Kutas & Federmeier, 2000).  
The EEG measures changes in the brain’s electrical activity, as voltage differences 
between electrodes placed directly onto the scalp (Kutas & Delong, 2007). The voltage 
fluctuations, which are referred to as Event-Related Potentials (ERPs), can be time-locked to 
the presentation of stimuli (e.g., onset of a relative clause) (Rispens & Krikhaar, 2010). ERPs 
are identified by polarity (negative or positive), latency (onset latency in milliseconds after 
occurrence of the critical stimulus), topography (scalp distribution of neural populations), and 
amplitude or quantitative strength of brain waves, which reflects the amount of resources 
used to undertake the linguistic processing (Bornkessel-Schlesewsky & Schlesewsky, 2009; 
Molinaro, Barber, & Carreiras, 2011). Meltzer and Braun (2013) added a further dimension 
for ERPs, namely that ERPs can be classified by the nature of the event or experiment that 
elicits the ERP in question, e.g., Syntactic Positive Shift in relation to syntactic processing of 
sentences. In general, ERPs for different sentence types (e.g., sentences containing 
anomalous/unexpected/ungrammatical sentence structures) are examined in comparison to a 
baseline provided by appropriate control sentences.  
The ERPs reviewed here are those associated with prosodic processing, as well as 
those associated with syntactic processing. The ERPs are considered in light of Friederici’s 
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influential (2002, 2011) auditory sentence processing model, which is reproduced in Figure 
6.1.  
ERP markers of prosodic processing 
According to the dynamic dual pathway model (Friederici & Alter, 2004), prosodic 
information such as pitch and intonational contours at the sentence level is primarily 
processed in the right hemisphere, and is integrated with linguistic information at the  
 
Figure 6.1. Auditory language comprehension model. (Friederici, 2011, p. 1377). 
 
segmental, semantic and syntactic levels in the left hemisphere, via the corpus callosum. The 
dual pathway model is supported by evidence showing the dominance of the right hemisphere 
in processing intonational information in neurological  (e.g., Blumstein & Cooper, 1974; 
Weintraub, Mesulam, & Kramer, 1981), and neuroimaging studies (e.g., Meyer, Alter, 
Friederici, Lohmann, & von Cramon, 2002; Plante, Creusere, & Sabin, 2002). This right-
hemisphere prosodic pathway is depicted in Friederici’s model in Figure 6.1. (However, note 
that the event-related potential - the Right Anterior Negativity – associated with prosodic 
processing is not specified in Figure 6.1). 
Right Anterior Negativity (RAN). The RAN (not specified in Figure 6.1) is a purely 
prosodic ERP elicited late in the language-processing stream, signalling an interaction 
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between syntactic and prosodic processes (Eckstein & Friederici, 2005).  The RAN has been 
elicited by prosodic anomalies, such as prosodically inappropriate sentence structures 
(Eckstein & Friederici, 2005; Honbolygo, Torok, Banreti, Hunyadi, & Csepe, 2016).    
Eckstein and Friederici (2005) manipulated the position and prosodic contour of the verb in 
auditory German relative clause sentences. Prosodically incongruent sentences were created 
by splicing the verb (e.g., backt/bakes) from one sentence and placing it in the other, as 
shown below.  
Syntactically correct   Peter weiβ dass der Onkel kucken backt. 
    Peter knows that the uncle cake bakes. 
Syntactically incorrect Peter weiβ der Onkel backt kucken. 
    Peter knows the uncle bakes cakes.   
(Eckstein & Friederici, 2005, p. 130.) 
 
The first sentence structure (e.g., syntactically correct, below) mandates that the verb (e.g., 
backt/bakes) is in the final position, while the second structure (syntactically incorrect, 
below) placed the verb in the penultimate position in the sentence (a syntactic violation)  
 Irrespective of syntactic correctness, a RAN was elicited between 450 and 550ms, 
after encountering the last word of the sentences that were incorrectly prosodically marked at 
the penultimate word. As this late negativity occurred in both syntactically correct and 
incorrect sentences, Eckstein and Friederici (2005) concluded that the RAN itself was 
independent of syntactic processing, and thus reflected purely prosodic aspects of sentence 
processing. However, they also found that the magnitude of a later P600 ERP (a marker of 
syntactic processing reviewed below) was present for both syntactic and prosodic violations, 
but greatest for conditions with both prosodic and syntactic violations, indicating an 
interaction of prosodic and syntactic information. Thus, they argued that prosodic processing 
(indicated by the RAN) interacts with syntactic processing; a proposal compatible with the 
dynamic dual pathway model (Friederici & Alter, 2004).  
Honbolygo et al. (2016) investigated the interaction of prosodic and syntactic 
processing in centre-embedded relative clause sentences in Hungarian.  They manipulated the 
prosodic contour at the beginning of the relative clause by reversing the intonation contour of 
the relative clause (e.g., in the sentence, The cat [the dog chased] escaped). They found 
significantly larger RAN amplitude in the prosodically incongruent condition than in the 
congruent condition (indicating more active prosodic processing), followed by an increased 
P600 for the incongruent condition. Their results similarly suggest that prosodic processing 
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(indicated by the RAN) is a mandatory part of sentence processing, and that prosodic and 
syntactic analysis interact during sentence processing. 
An important distinction to note is that Honbolygo et al. (2016) found increased 
processing for misleading prosody (reversing the intonation contour of the embedded clause), 
whereas the experimental sentences in the study 3 contain an absence of, rather than 
misleading, prosodic information. Pauker et al. (2011) found that misleading prosody, where 
a superfluous prosodic boundary needed to be deleted for the listener to comprehend the 
spoken sentence, led to increased syntactic processing, as evidenced by a larger P600 
waveform than for sentences presented without prosodic information. In other words, the 
absence of prosody in spoken sentences, where listeners needed to supply their own prosody 
led to syntactic revision, that was less costly than mentally deleting misleading prosodic 
boundaries. A similar result was found in written sentences, where the absence of commas 
led to less syntactic revision than required for the mental deletion of misleading commas 
(Steinhauer & Friederici, 2001). 
The Closure Positive Shift (CPS). Although not a focus of the current study, the 
Closure Positive Shift is a robust ERP phenomenon, that marks the closure of intonational 
prosodic boundaries (IPBs). The CPS has been found in both spoken and written language, 
and across languages (Peter, McArthur, & Crain, 2014; Steinhauer et al., 1999; Steinhauer & 
Friederici, 2001). The CPS had a consistent pattern of starting at (or even prior to) the pause 
signalling the IPB (Itzhak et al., 2010; Pauker et al., 2011; Peter et al., 2014). A review of 
CPS studies showed that the CPS is a bilateral ERP, which is largest at the midline electrodes 
(Bogels et al., 2011).  
The Closure Positive Shift has been found to be a purely prosodic phenomenon, not 
influenced by semantic or syntactic factors. For example, Pannekamp, Toepel, Alter, Hahne, 
and Friederici (2005) systematically reduced phonemic, semantic and syntactic information 
in spoken sentences by using normal sentences, jabberwocky sentences (no semantic content 
but preserved syntactic content), pseudoword sentences (no semantic or syntactic 
information) and hummed sentences (no semantic, syntactic or phonological information). 
They found the CPS in response to phrasal boundaries in all sentences types, regardless of 
their semantic or syntactic content.  
This brief review of the Closure Positive Shift was presented to provide a complete 
account of ERPs relevant to prosodic processing. The Closure Positive Shift represents an 
additional and robust example of the processing of purely prosodic information. However, the 
Closure Positive Shift is not a focus of the current study, as it focuses on the impact of 
141 
PROSODY AND READING 
 
prosody on syntactic processing and comprehension, and was not designed to compare the 
presence/absence of a Closure Positive Shift across conditions. However, the CPS represents 
an additional and robust example of the processing of purely prosodic information in 
processing language. 
ERP Markers of Syntactic Processing 
Discerning the syntax, or structure of language involves a series of processing tasks 
rather than one monolithic task (Schlesewsky & Bornkessel-Schlesewsky, 2012). Friederici’s 
(2002, 2011) influential neurocognitive model of auditory sentence processing (see Figure 
6.1) outlines three incremental processing stages, which generate distinct ERP waveforms. 
Phase 1 is the ELAN (early-lateralised anterior negativities), which reflects initial and highly 
automatic building of phrase structure, occurring between 100 and 300 ms post onset of the 
critical word. Phase 2 is the LAN (left anterior negativities) that assigns morpho-syntactic 
and thematic relations in the phase structure between 300 and 500 ms, post critical word 
onset.  Phase 3 is the P600 (centro-parietal location), where syntactic reanalysis and 
reintegration occurs appearing in the time window 500 to 1200 ms or later.  
The current study investigates a further ERP relevant to the syntactic and prosodic 
processing of CEORCs. The sustained LAN is an indicator of syntactic working memory 
processes needed to comprehend complex sentence structures including CEORCs. The 
sustained LAN lasts from 300 ms to as long as 2000 ms, and can extend to the right 
hemisphere (Barkley, Kluender, & Kutas, 2015). The sustained LAN is reviewed here along 
with its local LAN counterpart.  
Early Lateralised Anterior Negativity (ELAN). The ELAN reflects the first pass, 
highly automatic parsing of phrase structure (Friederici, 2002, 2011). The ELAN is elicited 
by word category violations, which disrupt the online building of phrase structure (Martín-
Loeches, Muñoz, Casado, Melcón, & Fernández-Frías, 2005). For example, Neville, Nicol, 
Barss, Forster, and Garrett (1991) found an ELAN in relation to a grammatical error (e.g., at 
of) but not in grammatically correct sentences. Examples are shown below. 
 The scientist criticized Max’s of proof the theorem.  
 The scientist criticized Max’s proof of the theorem. 
 Steinhauer and Drury (2012) recently have called the ELAN into question, as it 
appears to be restricted to German and is predominant in reading (not auditory) studies. 
Additionally, as the syntactic violations that elicit the ELAN are not relevant to the current 
study, the ELAN is not discussed any further.  
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 Left Anterior Negativity (LAN).  
Local phasic LAN. The second crucial phase in Friederici (2011) model is 
computation of both syntactic and semantic relations in the sentence, which are processed in 
parallel between 300 and 500 ms after word onset. Morpho-syntactic violations such as 
subject-verb agreement (e.g., The elected officials hopes to succeed) and verb argument 
structure (e.g., John believes that her will win) have resulted in the local LAN waveform 
(Friederici, 2004). The LAN occurred 300 to 500 ms after encountering the syntactically 
incongruous word. In other words, the LAN reflects relatively automatic second pass parsing, 
detecting violations of syntactic well-formedness (Kutas & Federmeier, 2007). It generally is 
centro-frontal or with a frontal maximum, often dominant in the left hemisphere as its name 
suggests, and is generally followed by a late positivity, the P600 (Friederici, 2004). 
Sustained LAN. A further LAN component occurs in response to more complex 
sentence structures (such as embedded relative clause sentences). The sustained LAN lasts 
from 300 to as long as 2000 ms, and can extend to the right hemisphere (e.g., Barkley et al., 
2015). It is seen as an index of working memory, where listeners/readers need to refer back to 
a previous element in the sentence to fully comprehend the sentence (e.g., Müller et al., 
1997).  
Müller et al. (1997) compared the processing of centre-embedded subject and object 
relative clause sentences in an ERP study. Examples of their subject/subject (SS) and 
subject/object (SO) relative clause sentences are shown below.  
(SS) The fireman who speedily rescued the cop sued the city over working conditions  
(SO) The fireman who the cop speedily rescued sued the city over working conditions 
(p.193, Müller et al., 1997). 
Both relative clause structures contain centre-embedded relative clauses that modified the 
first noun phrase (e.g., the fireman). However, the SO sentence requires greater working 
memory resources, as the modification of the initial noun phrase (e.g., the fireman) is 
interrupted by the need to process the second noun phrase (e.g., the cop). Therefore, this gap 
in processing requires temporary storage of the first noun phrase (e.g. the fireman), prior to 
processing the rest of the sentence, which resulted in a sustained LAN.    
Both sentence types were divided into three parts for time locking for the ERP 
analyses; the pre-relative clause (e.g., The fireman who), relative clause (speedily rescued the 
cop’/the cop speedily rescued), and the post relative clause ([gap] sued the city). The 
sentences contained a gap at the end of the relative clause, which naturally occurred in some 
sentences, but was artificially inserted into other sentences, to equate sentence length. Muller 
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et al. noted that this may have influenced the sustained LAN after the relative clause, which is 
discussed below.  
Muller et al. (1997) found two LAN effects in SO sentences, when compared to the 
SS sentences. A local phasic LAN (300 to 500 ms) began in the relative clause region, with a 
predominantly frontal negativity. After a gap at the end of the relative clause, the negativity 
changed to a slow brain potential, that was more broadly distributed and continued to the 
sentence’s end. These findings replicated those found for written sentences of the same 
relative clause constructions (King & Kutas, 1995).  
Müller et al. (1997) posited that the LAN waveform reflected two different processes. 
The first indicates relatively automatic phrase-building processes, shown by the local LAN 
ERP occurring 300 to 500 ms after the critical word. The second LAN occurs as increased 
sustained frontal negativities, which are more prolonged and broadly distributed including 
fronto-central and posterior temporal sites. Muller et al. interpreted this sustained LAN as a 
syntactic working memory marker of processing more syntactically complex structures such 
as object relative clauses.  
While the precise relationship between the local LAN and the slow negativities 
spanning seconds is still an open question (Kutas & Federmeier, 2007), both the short phasic 
LAN and its sustained counterpart have been elicited, when processing both written and 
spoken relative clause sentences (King & Kutas, 1995; Meltzer & Braun, 2013; Müller et al., 
1997). Both waveforms are potentially relevant to the current study. However, it may be 
important to note that the relative clause sentences used by Muller et al. and by King and 
Kutas were significantly longer and somewhat more complex than those devised for the 
current study, and thus may have required increased memory resources.    
Research investigating other sentence types, where long dependencies need to be 
processed, has elicited a sustained frontal negativity, the Nref lasting approximately from 400 
to 1000 ms (for review, see Van Berkum, Koornneef, Otten, & Nieuwland, 2007). The Nref 
occurs in sentences, when the listener/reader encounters a noun/pronoun, where the 
noun/pronoun requires earlier reference to its antecedent (e.g., The proposal is currently 
being finalised and it  seems solid) (Van Berkum et al., 2007). Referential processing is 
incremental, but is not always contingent upon syntax. Barkley et al. (2015) showed that 
referential processing of pronouns and the processing of object relative clauses elicited 
similar waveforms, both in duration and scalp location. Future research is needed to confirm 
whether the sustained LAN and the Nref may be the same waveform, elicited by more 
144 
PROSODY AND READING 
 
complex sentence structures, where the listener/reader needs to refer back to a previously 
encountered element to fully comprehend the sentence.  
Both the local LAN and the RAN are generally followed by a late positivity, the 
P600, a marker of syntactic reanalysis in both spoken and written language (Friederici, 2011; 
Steinhauer & Connolly, 2008). The P600 ERP is reviewed next.  
The Syntactic Positive Shift: P600. The P600, or the Syntactic Positive Shift, 
represents the third and final phase of syntactic processing in Friederici’s (2002, 2011) 
auditory sentence processing model where, if necessary, syntactic reanalysis and repair is 
necessary to fully comprehend the presetned sentences. The cost of syntactic repair/ 
reanalysis has been shown in offline studies by increased reaction and reading times (Frazier 
& Rayner, 1982). Online, the P600 is a late centro-parietal positivity that occurs between 500 
and 1200 ms, after the critical word is detected (Roll & Horne, 2011). Further, the amplitude 
and duration of the P600 waveform directly reflects the resources required for structural 
assembly (and disassembly), while its latency reflects the time needed to retrieve sentential 
elements necessary for structural repair (Gouvea, Phillips, Kazanina, & Poeppel, 2009).  
Friederici, Hahne, and Saddy (2002) found that there is slightly different scalp 
topography for the P600, dependent upon whether the syntactic operation of repair or 
reanalyis is undertaken  They found that the repair P600, induced by syntactic violation(s), 
such as ungrammaticality (e.g., The spoilt child throw the toys on the floor) had a more 
centro-parietal distribution (Friederici et al., 2002).  A P600 with a more fronto-central 
location occurred, when sentences needed to be reanalysed (at # as indicted in in garden path 
sentences, e.g., The judge believed the defendant # and threw out the charges versus The 
judge believed the defendant # was lying) and other complex sentence types (e.g., embedded 
clauses, (e.g., The father knows that his son likes pizza for breakfast). 
In contrast, Gouvea et al. (2009) found commonalities of scalp location of the P600 
with subtle differences in duration and latency. Gouvea et al. compared the three sentential 
structures with control sentences, which are shown below. ERPs were measured from the 
critical word underlined in the following sentences.  
Ungrammatical: The patient met the doctor while the nurse with the white dress show 
the chart during the meeting. 
Garden path: The patient met the doctor and the nurse with the white dress showed 
the chart during the meeting. 
Wh-dependency: The patient met the doctor to whom the nurse with the white dress 
showed the chart during the meeting. 
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Control: The patient met the doctor while the nurse with the white dress showed the 
chart during the meeting.  (p. 157) 
The scalp topography in all experimental conditions was similar, when compared to 
the control condition. The P600 was maximal in the time window 700 to 900 ms around the 
posterior midline electrode, Pz. However, there were reliable differences in latency and 
duration of the P600 for the three experimental conditions. The ungrammatical and garden 
path sentences elicited similar posterior P600, with longer duration than the wh-dependency 
condition. However, the ungrammatical condition also elicited a negativity with weak 
anterior focus, prior to the posterior P600. The anterior waveform was similar to the LAN 
found for morpho-syntactic violations discussed previously (e.g., Hagoort, Brown, & 
Groothusen, 1993). The other difference between the ungrammatical and garden path 
sentences was a difference in latency; the ungrammatical condition had a later onset (500 to 
700 ms) than the garden path condition (300 to 500 ms). The wh-dependency sentences were 
characterised by a smaller positivity with more anterior topography (beginning 300 to 500 ms 
after the critical verb) than the other two conditions. This ERP was more robust than the later 
more standard posterior distribution (occurring from 500 ms onwards). 
Gouvea et al. (2009) posited that the differences between the experimental conditions 
were due to the operations needed to repair the syntactical structure encountered. The 
amplitude and duration of the P600 waveform directly reflected the resources required for 
structural assembly (and disassembly), while its latency reflected the time needed to retrieve 
sentential elements necessary for structural repair. For example, the ungrammatical and 
garden path sentences are syntactically anomalous sentences, which require more processing 
for comprehension. As noted already, both Eckstein and Friederici (2005) and Honbolygo et 
al. (2016) have found that the magnitude of the P600 increases for sentences with both 
prosodic and syntactic violations, indicating an interaction of prosodic and syntactic 
processing.  
In review, the P600 waveform occurs across different languages in both spoken and 
written language. The P600 represents syntactic processes that occur when sufficient 
information is provided to reanalysis and repair the initial parsing of sentences. It is a multi-
dimensional syntactic waveform, that is dependent upon the syntactic operation needed, and 
which may differ in scalp location (e.g., Friederici et al., 2002), and latency and duration 
(e.g., Gouvea et al., 2009). The P600 has been shown to be sensitive to the interactive effects 
of prosodic and syntactic processing (Eckstein & Friederici, 2005; Honbolygo et al., 2016).  
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Summary 
The review has shown that EEG technology is effective for capturing online linguistic 
processing and its real-time contribution to both reading and listening comprehension. The 
relevant ERPs for centre-embedded object relative clauses were reviewed; namely the RAN, 
LAN (phasic and sustained), and P600. Table 6.1 summarises the relevant ERPs of interest  
for Study 3 showing the critical event(s) responsible for the ERPs, their polarity, onset, 
duration and topography, as well as the critical event that elicits the ERP. 
Syntactic processes for detecting morpho-syntactic violations at the phrase building 
stage are captured by the local LAN. Both the LAN and RAN are followed by the late 
syntactic positivity, the P600, which occurs when sentences need to be repaired/reanalysed.  
The LAN/Nref, a slow potential lasting several seconds, occurs when working memory 
processes are needed to store sentence components for reanalysis or integration. 
The RAN is a relatively late negativity, lateralised to the right hemisphere, and peaking 
around 500 ms (Eckstein & Friederici, 2005). While the RAN implicates right hemisphere 
involvement in.purely prosodic processing, this prosodic processing can interact with 
syntactic processing to amplify the P600, which signifies syntactic reanalysis or repair.  
Figure 6.2 shows the location of the relevant ERPs using a standard 10-20 EEG cap.  
 
Figure 6.2. Location of relevant ERPs - left anterior negativities (LAN), right anterior 
negativities (RAN) and P600 using a standard 10-20 EEG cap. 
 
Study 3 
In the present study, the prosodic content of syntactically complex sentences will be 
directly manipulated to experimentally investigate the impact of the prosodic cues typically 
present in spoken, but not written, language on sentence processing and comprehension. As it
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Table 6.1.  
Summary of Event-Related Potentials Indicating Syntactic and Prosodic Processing of Centre-Embedded Object Relative Clauses. 
ERP Critical event(s) Polarity Onset/duration Peak Topography 
LAN 
(Local) 
Local - critical word indicating morpho-
syntactic anomaly relevant to phrase building  
 
negative 
 
300 to 500 ms 
 
none 
 
left, centro-frontal(for review, 
see Friederici, 2011) 
Sustained 
LAN/Nref 
Index of working memory – e.g., processing 
relative clauses 
negative Slow potential 
from 300/400 ms 
spanning up to 
seconds 
none Broadly distributed including                                                           
central & posterior temporal 
(Barkley et al., 2015; Van 
Berkum et al., 2007) 
RAN Processing more complex than expected 
prosodic information, from simpler syntactic 
structure(s) of control sentences   
negative 450 to 550 ms  
 
300 ms duration  
500ms Right anterior (Eckstein & 
Friederici, 2005) 
Right anterior (Honbolygo et 
al., 2016) 
P600 syntactic reanalysis due to sentence complexity 
(e.g., centre-embedded relative clause) 
positive 300/500 to <1200 
ms  
none maximal around Pz, extending 
posterior with some fronto-
central electrodes (Gouvea et 
al., 2009) 
More fronto-central distribution 
(Friederici, 2011) 
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is not possible to directly compare EEG data for auditory and written sentence modalities, an 
auditory sentence condition was created which is designed to mimic the lack of prosodic cues 
available in reading, as proposed by Pauker et al. (2011). For the ‘reading analogue’ 
condition, auditory sentences will be manipulated to remove prosodic cues in an effort to 
simulate information available to the reader, once word identification has been achieved. This 
allows a direct comparison of the processing of complex sentences with prosody (as in 
normal speech) and without prosody (as is available in reading). 
As noted already, the time-consuming nature of the EEG experiment and the need for 
sustained attention and alertness led to the use of an adult sample. Adult participants also 
allow online investigation of mature language processes. A potential disadvantage, however, 
is that children may rely more on prosodic cues to assist with understanding complex 
syntactic structures, whereas adults, as mature language users, may rely less on prosodic 
sensitivity as their syntactic skills are well established. 
Centre-embedded Object Relative Clause sentences (CEORCs). The stimuli used in 
the present study are reversible centre-embedded relative clause sentences (CEORCs) (e.g., 
The cup the book is on is yellow). As the name indicates, these sentences contain a relative 
clause (e.g., the book is on) which is embedded within the centre of the main clause (The cup 
… is yellow). The relative clause is an object relative clause (as opposed to a subject relative 
clause) because the noun in the main clause to which it refers (e.g., the cup) serves as the 
object of the relative clause (e.g., the book is on [the cup]).  
Based on previous research, these CEORC sentences are expected to be challenging 
enough to require additional processing for adult participants, in comparison to control 
sentences. King and Kutas (1995) and Muller et al. (1997) have demonstrated that object 
relative clauses, as used in the present study, are more difficult to process than subject 
relative clauses.   
Further, Meltzer and Braun (2013) more recently provided evidence that reversibility 
may be the key difficulty in processing object relative clause sentences. They found that 
object relative clauses, where the actors in the main and relative clause are potentially 
reversible (e.g., girl pushes boy) are more difficult to process than those where the actors are 
non-reversible (e.g., girl eats pear). The CEORC sentences in the present study are 
reversible. In addition, because the roles of the subject and object actors in the sentences are 
reversible, two counterbalanced versions of the stimuli can be created by reversing the order 
of the nouns in the main and relative clauses (e.g., The dog the boy looks at is sleeping versus 
The boy the dog looks at is sleeping). This allows for parallel measures of listening 
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comprehension with normal prosody and without prosodic cues (i.e., the reading analogue 
condition).  
Four auditory sentence conditions were devised for Study 3. These are CEORC 
sentences spoken with normal prosody, identical CEORC sentences constructed to remove 
prosodic cues (to simulate the lack of prosody available in reading), as well as prosodic and 
semantic control conditions. Sample sentences for each condition, including counterbalanced 
alternatives, are shown in Table 6.2.  
 
Table 6.2 
Example Sentences for Each Sentence Condition. 
Sentence Type Example sentence 
CEORCa with/without prosody The book the cup is on is yellow. 
 The cup the book is on is yellow. 
Prosodic control The book the cup and the spoon are yellow. 
 The cup the book and the spoon are yellow 
Semantic control The book is on the yellow cup 
 The cup is on the yellow book 
Note. a CEORC = Centre-Embedded Object Relative Clause     
 
The CEORC with prosody sentences were recorded by a native Australian\English 
female speaker speaking naturally. The CEORC without prosody sentences were created by 
manipulating natural speech to yield a flatter prosodic structure, minimising prosodic cues, in 
order to provide an auditory analogue of reading (e.g., Pauker et al., 2011).  
Prosodic control sentences provide a baseline against which the effects of the 
processing requirements of both CEORC sentence conditions in the EEG experiment ca be 
compared. Prosodic control sentences have identical wording to their corresponding CEORC 
sentences up until the end of the second noun (e.g., The book the cup …), after which the two 
sentence structures diverge.  The prosodic control sentences also serve to minimise any 
learned parsing strategy that participants may develop for the CEORC conditions, when 
encountering two nouns in a row (e.g., The book the cup is on is yellow versus The book the 
cup and the spoon are yellow). The semantic control sentences have the same meaning, but 
simpler syntactic structure, than their corresponding CEORC sentences (e.g., The cup is on 
the yellow book, and The book is on the yellow cup).  Both control sentence types provide a 
baseline against which to compare the comprehension difficulty of both CEORC conditions.  
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In addition to examining differences in ERPs when processing these different sentence 
conditions (the EEG measures), the present study also includes behavioural data on 
comprehension accuracy and response times for comprehension probes for each sentence 
type. Two measures of prosodic sensitivity also were administered.  
Behavioural Hypotheses 
Given that the added complexity of CEORC sentences (both with and without prosody) 
requires greater processing resources in the service of syntactic reanalysis, it is predicted that 
participants will make more errors, and be slower in answering comprehension probes for the 
more complex CEORC sentences, than for the semantic and prosodic controls. More 
importantly, in line with the argument that the absence of prosodic cues in the CEORC 
without prosody condition (as in reading) makes sentence processing and comprehension 
more difficult in comparison to normal prosody-rich CEORC sentences, it is hypothesised 
that the CEORC without prosody condition will result in slower response times and more 
errors than the normal prosodic CEORC sentences (and for the other conditions).  
Two measures of prosodic sensitivity also will be used in this study, to examine the 
relationship between individual differences in prosodic sensitivity and comprehension. Given 
that individual differences in prosodic sensitivity were no longer predictive of reading 
comprehension in grade 5 children in Study 1B, and that the adult participants in the present 
study will have developed mature prosodic skills (i.e., they may not exhibit strong individual 
differences in prosodic sensitivity), a correlation between prosodic sensitivity and 
comprehension is not hypothesised. However, if such a correlation is found, this may cast 
doubt on the reliability of the null result for the grade 5 children in Study 1B, suggesting that 
individual differences in prosodic skills continue to be predictive of comprehension ability in 
adults.  
ERP hypotheses 
Both CEORC sentence types (with normal prosody and without prosody) are expected 
to display ERPs characteristic of the additional processing required for the object relative 
clause structures, in comparison to the prosodic control condition. Importantly, these 
processing demands are predicted to be greater for the CEORC without prosody condition 
(and by extension, to reading) than for the normal CEORC with prosody condition, due to the 
absence of prosodic cues in the target sentences, leading to additional processing required of 
the listener.  
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The prosodic control sentences provide the relevant baseline condition for the EEG 
analysis, because (aside from possible subtle differences in prosody up to this point) these 
sentences are identical to the CEORC sentences up until the end of the second noun, (e.g., 
The balloon the bird# is near is red versus The balloon the bird# and the kite are red). The 
sentences differ in structure and meaning after the onset of the verb in the CEORC sentences, 
which serves as the disambiguating point between the CEORCs and prosodic foil sentences. 
EEG analysis will be conducted on ERPs time-locked to this point (indicated by # in the 
preceding sentences), which immediately precedes the disambiguation point (i.e., the verb) 
for the relative clause.  
A local LAN should arise at left anterior electrodes (e.g., F7 and FC5) in the time 
window of 300 to 500 ms, after the onset of the disambiguating verb in the relative clause 
(Kutas & Federmeier, 2007). This LAN reflects relatively automatic second pass parsing, 
detecting the violation of expected syntactic structure, evident when the disambiguating verb 
signals the relative clause (in comparison to the simpler (default) structure of the prosodic 
control sentence).  
The local LAN may be similar for CEORC sentences with and without prosody, as the 
impact of differences in prosodic cues is more likely to be seen in the following RAN and 
P600 (Eckstein & Friederici, 2005; Honbolygo et al., 2016). However, a stronger LAN for 
the CEORC without prosody sentences may be seen, if prosodic cues in the CEORC with 
prosody sentences prior to the disambiguating verb help signal the relative clause for the 
listener prior to the disambiguating verb.  
The RAN, as a marker of processing of prosodic information within the sentence, is 
expected to occur in the normal CEORC with prosody sentences in comparison to the simpler 
prosodic control sentences. This reflects the expectation that the prosodic contour of the 
relative clause at the disambiguation point, like the syntactic structure itself, will differ from 
the simpler (default) prosodic structure of the prosodic control sentences, prompting more 
careful analysis. However, no RAN is expected for the CEORC sentences without prosody, 
since prosodic information has been removed from these sentences.   
In line with the findings of Gouvea et al. (2009), both CEORC sentences (with and 
without prosody) should elicit a P600 beginning around 300 to 500 ms, after the 
disambiguating verb is encountered. The P600 ERP should be posterior in topography and be 
maximal around the Pz electrode (Gouvea et al., 2009). However, as the experimental 
sentences may require re-analysis, the topography could be more fronto-central in location 
(Friederici et al., 2002) 
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Differences between the CEORC conditions are predicted to emerge as a longer 
duration (to 1200 ms) and larger amplitude in the CEORC without prosody condition, 
reflecting more intensive syntactic processing to compensate for the lack of prosodic cues. In 
the CEORC with prosody condition, the prosodic and syntactic boundaries coincide, resulting 
in speedier judgements and fewer errors in spoken language (Cutler & Carter, 1987), which 
will result in smaller amplitude and shorter duration of the P600 ERP.  
Post relative clause ERPs. Previous studies have found slow potential LAN, lasting 
several seconds, which extends beyond the end of the relative clause, or the end of the 
sentence, as an index of working memory, in the process of sentence integration and 
comprehension (e.g., Kluender & Kutas, 1993; Müller et al., 1997). The slow potential LAN 
is broadly distributed, including central and posterior temporal locations. In the present study, 
this slow potential LAN was expected to be present for both the CEORC sentences with and 
without prosody, but it is expected to be more pronounced or longer lasting for the CEORC 
without prosody sentences, reflecting the additional processing difficulty. 
Method 
Participants  
 The participants were 32 adults (25 females and 7 males) ranging in age from 18 to 57 
years (M = 32.63 years, SD = 10.42 years). All participants were right handed and native 
speakers of English with no known history of hearing impairment or brain injury. Participants 
were recruited from Summer School psychology students at Queensland University of 
Technology, who received course credit for their participation. Additional participants were 
individuals known to the researcher, and received double movie passes for their participation. 
The university’s human research ethics committee gave ethics approval (QUTHREC ethical 
clearance 1200000585). Prior to participation, each participant was given a participant 
information sheet and they gave written informed consent (See Appendix O).  
Apparatus   
EEG recording. The EEG experiment was programmed using EPrime 2.0 Software 
(Psychology Software Tools, Pittsburgh, PA.). A 32+2 channel EEG was recorded 
continuously using a Biosemi Active Two EEG system (http://www.biosemi.com), at a 
sampling rate of 512 Hz with band pass amplifiers filtered between 0.1 and 100Hz. 
Electrodes were placed in accordance with the International 10-20 system (Jesper, 1958), 
using nasion to inion distance as reference points (see Appendix P). The Cz electrode was 
used as the online reference point for the EEG recording, while the data collected used the 
average of all 32 electrodes as its reference point.  
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Audio recording. All auditory stimuli were recorded on an Apple Macintosh computer, 
using Apple Garageband software and digitally edited/mastered using Wavepad Sound Editor 
Masters Edition V 5.33 (NCH Software, 2013). All stimuli were presented to participants on 
a desktop computer and desktop speakers adjusted to suit each participant. A Sony TCM-150 
cassette-corder was used to record participants’ responses for the Derived (Nonsense) Word 
Production task for later analysis.  
Materials 
The materials comprised of auditory and visual materials prepared for the EEG 
experiment, and two tests of prosodic sensitivity (the Stress Identification task, and the 
Derived [Nonsense)] Word Production task). The EEG experiment is described, prior to 
outlining the prosodic sensitivity measures.   
EEG sentence stimuli. Four blocks of 40 auditorily presented sentences were 
constructed from the four sentence conditions in the EEG experiment. Swaab, Ledoux, 
Camblin, and Boudewyn (2012) recommend a workable rule of thumb for language 
experiments is at least 40 trials for each condition, which, after artefact rejection, should 
leave a minimum of 25 trials per condition for analysis. Kaan (2007) also recommended 40 
items per condition with a minimum of 20 participants for the generation of relevant 
linguistic ERP. Further, 40 trials per condition has been used in similar EEG studies (Pauker 
et al., 2011; Steinhauer, Abada, Pauker, Itzhak, & Baum, 2010). 
The target sentences contained centre-embedded object relative clauses (CEORC). The 
target sentences were 40 centre-embedded relative clause (CEORC) sentences with normal 
prosody, as well and 40 centre-embedded relative clause (CEORC) sentences without 
prosody.  The remaining two sentence types represented control conditions (prosodic and 
semantic controls). Simple vocabulary was used in all sentences, in line with the sentential 
stimuli used in the previous studies with children. This simple vocabulary served to minimise 
the impact of individual differences in vocabulary knowledge. Table 6.3 provides an example 
of each sentence type.  
The 40 prosodic control sentences had identical wording to their respective CEORC 
sentences up to the critical verb in the relative clause. These prosodic control sentences 
served two purposes. Firstly, they were designed to prevent participants from anticipating the 
complex prosodic/syntactic structure associated with the CEORC sentences, and thus 
adopting a particular processing strategy when encountering sentences starting with two 
consecutive nouns (e.g., The balloon the bird). Secondly, the prosodic control sentences 
served as a comparison for CEORC sentences with and without prosody, as they shared the 
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Table 6.3 
Sentence Types constructed for the EEG Experiment (Study 3).  
Sentence type Example 
CEORC with prosody The balloon the bird is near is red. 
CEORC without prosody The balloon the bird is near is red. 
Prosodic control The balloon the bird and the kite are red. 
Semantic control The bird is near the red balloon. 
Note: CEORC = Centre-embedded object relative clause. 
 
same words up until the critical verb, which signalled the relative clause. The 40 semantic 
control sentences had the same meaning, but simpler sentence structure to their 
corresponding CEORC sentence. The semantic sentences provided a comparison for 
comprehension of the CEORC sentences.  
All sentences used in the EEG experiment were pre-recorded. Sentences were spoken 
by a female Australian/English native speaker naïve to the experiment’s purpose. For the 
CEORC (prosodic), prosodic control, and semantic control sentences, the speaker was 
instructed to speak each sentence twice with natural expression. The researcher listened to 
both versions of each sentence, and chose the sentence that sounded the most natural.  
The target CEORC sentences without prosody were created using a similar technique 
to that used by den Ouden, Dickey, Anderson, and Christianson (2016) by utilising sentences 
with as an flat intonation as possible, while still sounding natural and not machine created.  
For each CEORC sentence, the speaker recorded two additional semantic control sentences 
with as flat an intonation as possible. Components of these sentences then were cut and cross-
spliced to construct the CEORC without prosody sentences.  
For example, the CEORC sentence without prosody, The balloon the bird is near is 
red was created from pairs of semantic control sentences spoken with flat intonation, e.g., 
sentence 1, The balloon is near the red bird, and sentence 2, The bird is near the red balloon. 
The segment, the balloon was cut from sentence 1, while the segment the bird is near was 
taken from the second sentence. A universal is segment was created from a sentence with flat 
intonation, and was used in all CEORC sentences without prosody. The adjective red was 
taken from either sentence 1 or 2 shown above. All segments were compiled into a single 
sentence with each word being followed by 150 ms of silence to prevent any prosodic 
bracketing of phrases, maintaining an evenly spaced duration throughout the sentence.   
Using PRAAT Version 5.3.65 (Boersma & Weenink, 2014), Figure 6.3 compares the  
155 
PROSODY AND READING 
 
 
 
 
Figure 6.3. Comparison of pitch contours of CEORC with normal prosody (top picture) and 
CEORC without prosody (bottom picture) for example sentence stimuli, The balloon the bird 
is near is red. 
 
prosodic features of both prosodic and non-prosodic CEORC sentences, showing a flatter 
pitch and intonation contour for the CEORC without prosody condition than for the naturally 
spoken prosodic CEORC sentences.  
Overall, the sentences ranged from 7 to 9 words. The shortest sentences contained 
seven words (semantic control and some CEORC sentences e.g., The cat the girl sees in  
playing). Some CEORC sentences contained eight words (e.g., The egg the hat is on is 
brown). The prosodic control sentences were the longest, containing nine words (e.g., The  
egg the hat and the coat are brown). The sentences ranged in mean duration of 1.92 seconds 
(SD = 0.18 s) for semantic control sentences, 2.2 seconds (SD=0.42 s) for prosodic CEORC 
sentences, 2.4 seconds (SD = 0.44 s) for non-prosodic CEORC sentences to 2.8 seconds (SD 
= 0.5 s) for prosodic control sentences. 
Comprehension probes. Comprehension probes were prepared for 14 sentences within 
each sentence condition (representing 35% of sentences), and were evenly dispersed across 
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the four testing blocks. The comprehension probes ensured participants’ attention to the 
sentences, as well as allowing for the measurement of response time and error rates in 
relation to sentence comprehension. Each comprehension probe comprised a choice of two 
pictures, one of which depicted the correct meaning of the sentence. Participants were 
required to decide which of the graphics best matched the sentence that they had just heard. 
They indicated their response by mouse click (left button to indicate the picture on the left 
and right button for the picture on the right).  
The picture stimuli for the CEORC and semantic control sentences showed the 
relationship between the subjects/objects in the correct position, as well as the reversed 
relationship. For example, the left graphic in Figure 6.4 shows the correct response for The 
cat the bird sees is sleeping whereas the right graphic depicts The bird the cat sees is 
sleeping.  The same graphics pair was used for the corresponding semantic control sentences, 
for example, The bird looks at the sleeping cat and its counterbalanced version, The cat looks 
at the sleeping bird.  
 
 
Figure 6.4. Graphical response options for the CEORC sentences The cat the bird sees is 
sleeping/The bird the cat sees is sleeping, and the corresponding semantic control sentence, 
The bird looks at the sleeping cat/ The cat looks at the sleeping bird.  
 
In the prosodic control condition, one graphic showed all three nouns sharing a 
common feature (e.g., sleeping or being blue) while the other showed one noun with a 
contradicting feature (e.g., awake or red). Figure 6.5 shows an example of the response 
choices for the prosodic sentence, The cat the bird and the pig are sleeping. One graphic 
showed all objects sharing a common characteristic (e.g., sleeping), while the other graphic 
shows one item not sharing the common characteristic (e.g., not sleeping).  
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Figure 6.5. Graphical response options for the prosodic control sentences, The cat, the bird 
and the pig are sleeping and The bird, the cat and the pig are sleeping. 
 
Prosodic measures. 
Stress identification task. This task required participants to identify the primary stress 
placement in English multisyllabic words.  The task was adapted from the Stress 
Identification task developed by Wade-Woolley, Austin and Chan (2012) to accommodate 
Australian pronunciation. The five resultant changed items retained the same primary stress, 
number of syllables and grammatical classification (e.g., adjective or noun) as the original 
items.  The stimuli comprised 26 pre-recorded English multisyllabic words of 4 or 5 syllables 
in length. Twenty words had their primary stress on either the first or second syllable (e.g., 
CANnibalism, disREputable). A further six items had a less common stress pattern where the 
primary stress was on the third or fourth syllable (e.g, interFERence, coinciDENtal). 
Participants were required to identify the primary stress placement in the word (e.g., 1st 
syllable, 3rd syllable, etc.).  Stimuli were pre-recorded, and presented to each participant in 
the same randomly determined order.  The full list of items, in the order of presentation, can 
be seen in Appendix Q. Items changed from the original task appear with numbers in bold. 
Instructions for the task included a brief discussion on the nature of stress within 
words, noting that words are made up of stronger and weaker syllables. As per the 
instructions formulated by Wade-Woolley et al. (2012), participants were informed that the 
strongest syllable in the word was the syllable that had the strongest emphasis or was the 
syllable with the main beat in the word. Participants undertook two practice items, and were 
provided with corrective feedback to ensure they understood the task requirements. When 
undertaking the task, participants were required to listen to each word carefully, and indicate 
the syllable that held the primary stress. Only non-contingent positive feedback was provided 
in the test phase. The maximum possible score on this task was 26. 
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Derived (nonsense) word production task.  The Derived (Nonsense) Word 
Production task (DnWPT) was designed as an adult version of the Derived Word Production 
task used in studies 1 and 2. As previously discussed, the Derived Word Production task was 
adapted from the task of the same name designed by Jarmulowicz (2006), where children 
were required to add suffixes to words to make longer words, (e.g., adding the suffix, ‘ness’ 
to the stem, happy to make the word, happiness). The Derived Word Production task takes 
advantage of a linguistic rule of morphological formation and stress manipulation occurring 
naturally in English. Neutral suffixes (e.g., ful, ness, and er), when added to a word stem do 
not alter the stress pattern of the original stem, (e.g., adding, ful, to the stem BEAUty makes, 
BEAUtiful).  However, non-neutral suffixes (e.g., ic, ity, and tion), change the stress pattern 
(e.g., the primary stress on the first syllable SYMbol moves to the second syllable to form 
symBOLic).   
As the Derived Word Production task was a significant unique predictor of children’s 
reading comprehension in Studies 1 and 2, it seemed logical to use a similar measure for the 
adult study.  However, as adults generally have consolidated stress/morphological rules 
associated with real words, multisyllabic nonsense words were used to increase the difficulty 
level of the task. Nonsense words were chosen that could be combined with either neutral or 
non-neutral suffixes to produce a larger morphological word with a predictable stress pattern, 
in line with real words. Twelve nonsense words were formed using neutral suffixes which 
resulted in no stress change in the larger word (e.g., put ful on the end of PRIMpy, which 
yields PRIMpiful). A further twelve words were formed with non-neutral suffixes requiring a 
stress change to form the correct answer (e.g., put ity on the end of NOCtic, which yields 
nocTICity). The complete set of stimuli can be seen in Appendix R. 
  Before commencing the task, participants were briefed about the changes in stress 
with the addition of certain suffixes to real English words, with examples such as beautiful 
(no stress change; BEAUty to BEAUtiful) and electricity (stress moves one syllable across 
when the suffix is added; eLECtric to elecTRICity).  They were instructed to produce the 
correct stress patterns when adding suffixes to nonsense words, and were given two practice 
items with corrective feedback from the researcher. Participants were awarded 1 point for a 
totally correct answer and ½ point when the production demonstrated stress change (or no 
change) in accordance with the suffix, but the response was not completely fluent or correct.   
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Design  
Eprime 2.0 experimental presentation software was used to construct the EEG 
experiment. It controlled the presentation of stimuli, collected response time and error data 
for the comprehension probes, and provided triggers to time-lock ERP signals.  
Two counterbalanced versions of the EEG experiment were constructed, each with four 
blocks of 40 sentences. The 40 sentences in each block comprised 10 sentences from each 
sentence condition (CEORC with prosody, CEORC without prosody, prosodic and semantic 
controls). Comprehension probes followed 35% of the sentences. Alternative versions of the 
CEORC sentences (e.g., The balloon the bird is near is red versus The bird the balloon is 
near is red), and their corresponding prosodic and semantic control sentences were 
counterbalanced across the two versions of the experiment. A full list of the two 
counterbalanced versions of the stimuli is shown in Appendix S.  
Within each version, the sentences were randomly allocated to blocks, and to positions 
within each block. To achieve randomisation within each block, the randomisation function 
in Excel was used, which allocated a random decimal number between 0 and 1 (e.g., 
0.753319) to each of 40 trials within each block. These random values were sorted in 
ascending order to determine each trial’s place within the block. Some changes were made to 
this randomised order to ensure that there were no more than two consecutive trials with a 
graphical comprehension probe following the sentence, and that each block contained 14 of 
the comprehension probes. This was done to spread the comprehension probes more evenly 
through each block, so that participants were required to attend more consistently to all 
sentences. The positioning of the correct answer in all graphical response options was 
allocated randomly by using a coin toss (heads representing left, and tails representing right).  
Participants were allocated randomly to complete one version of the experiment, with 
the proviso of allocating an equal number of participants to each version.  For each version of 
the experiment, the order of presentation of the four blocks of stimuli was randomised for 
each participant via Eprime 2.0.  For each version, participants experienced the same order of 
stimuli within each of the four blocks, and the same placement of comprehension probes.  
EEG time-locking.  To allow time locking of the recorded Event-Related Potentials 
(ERPs) to critical points within the sentences, cue points were inserted into each sentence file 
within EPrime. The cue points for each spoken sentence were manually calculated by the 
researcher using Praat Version 5.3.65 (Boersma & Weenink, 2014). These cue points served 
to partition the CEORC and prosodic control sentences at salient points so that differences in 
ERPs across sentence types could be fully explored. The cue points, shown in Table 6.4, were  
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Table 6.4 
Sample Sentential Stimuli with Cue Points Used to Time-Lock ERP Signals. 
Sentence Type    Sentential Constituents 
______________________________________________________________________ 
CEORC (prosody and no prosody) NP1  NP2  VP1  VP2 
     The balloon #  the bird #  is near #  is red 
Prosodic controls    NP1  NP2  NP3  VP1 
     The balloon #  the bird # and the kite#  are red 
Semantic controls    NP1  VP1  NP2 
     The bird #   is near #  the red balloon 
Note: NP = noun phrase; VP = verb phrase; # cue point at end of noun/verb phrase. 
 
inserted at the end of noun and verb phrases (indicated by #). Note that the CEORC and 
prosodic control sentences share identical semantic content until they digress after the second 
noun (the bird). 
Procedure 
Participants were individually tested in a quiet room, specifically outfitted for EEG 
experiments. All participants completed the EEG experiment first, followed by the two 
prosodic sensitivity tasks. The whole testing session took about one hour to complete.  As 
noted above, participants were allocated randomly to complete one version of the experiment, 
with the proviso of allocating an equal number of participants to each version. Sixteen 
participants completed each version of the EEG experiment.  
EEG experiment. Participants were first fitted with the EEG cap by the researcher. As 
noted above, electrodes were placed in accordance with the International 10-20 system, 
(Jesper, 1958), using nasion to inion distance as reference points (see Appendix P). The 
participant was seated in a padded stable chair approximately 70 cm in front of an LCD 
monitor with 800 x 600 pixels’ resolution. The auditory stimuli were played through a 
desktop speaker, which was adjusted for each participant’s comfort. 
Participants were verbally given instructions as to how the EEG experiment would be 
conducted. They were instructed to keep movement, including eye movements (blinks), to a 
minimum to minimise movement artefacts in the EEG recording. However, movement 
including stretching was permitted between blocks. Participants were instructed that they 
would hear a series of short sentences, and that they were to listen each sentence to ascertain 
its meaning. They were instructed that a pair of graphical images (comprehension probe) 
would sometimes follow the sentence, and they were required to pick the graphic which best 
fitted the sentence they had just heard, by left clicking the mouse for the graphic on the left, 
and right mouse click to signify the choosing of the graphic on the right.   
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Participants undertook a practice block with computer-displayed instructions. Both 
verbal and computer-displayed instructions are shown in Appendix T. The practice block 
comprised six auditory sentences with three graphical comprehension probes.  After the 
practice block, participants were presented with the computer-mediated option of repeating 
the practice block, seeing the instructions again, or continuing to the main experiment.   
An auditory tone sounded 100 ms prior to each trial to alert the participant to the next 
trial’s presentation. A fixation cross, ‘+’ (black on a silver background using bolded Courier 
New 18-point font), then was displayed in the centre of the screen for 1000 ms, prior to the 
auditory file being played and stayed there for the duration of the auditory sentence. In those 
trials where a comprehension probe followed, the graphic response options were displayed on 
the screen 2000 ms after the end of the sentence.  The two picture choices were separated by 
a black line down the middle of the screen, with a resolution of 800 x 600 pixels. The 
participant clicked the mouse to indicate which of the response options best represented the 
sentence he/she had just heard, and this terminated the graphics display.  A clear screen was 
displayed for 2000 ms, while the EEG continued to record responses for that trial. Eprime 2.0 
captured responses and response times for later analysis. A visual display of a single trial of 
the EEG experiment is shown below in Figure 6.6. 
 
Figure 6.6. Display showing how a single trial of the EEG experiment was conducted. 
At the end of each trial, the screen displayed ***(black on a silver background using 
bolded Courier New 18-point font) for five seconds. As instructed, participants could blink 
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etc., move while ***were displayed, prior to the tone indicating that the next trial was about 
to begin. At the end of each block, the screen displayed the following instructions, Have a 
rest???  Press C to continue. Prior to continuing, participants could stretch, drink some water 
or do whatever they needed to do to feel comfortable for the next block.  
Once all four blocks of sentences were completed, the EEG recording was terminated. 
The researcher then removed the EEG cap from the participant, and allowed the participant a 
short break, before proceeding to the prosodic sensitivity tasks.  
Prosodic sensitivity tasks. Each participant then completed the two prosodic 
sensitivity tasks. The Stress Identification task adapted from Wade-Woolley et al. (2012) was 
administered, followed by the Derived (Nonsense) Word Production task. It took 
approximately 10 minutes to complete both tasks.  
At the completion of testing, participants were thanked for their participation, and 
offered the opportunity to learn more about the experiment once all testing was completed. 
They were rewarded for their participation with either course credit or a double movie pass. 
Results 
Behavioural Data  
 The results for Study 3 include behavioural data and EEG data. The behavioural data 
includes 31 participants’ scores on the two prosody tests (Stress Identification and Derived 
[Nonsense] Word Pronunciation tasks), as well as the behavioural results captured by 
EPRIME 2.0 comprising the proportion of correct responses for the comprehension probes 
which followed 35% of the EEG trials for each condition, and participants’ response times 
for correct responses to these probes.   
Data cleaning and screening. Preliminary screening identified that, due to a 
programming error, data for some of the comprehension probe questions in the EEG 
experiment were not recorded for Version 1: 1 missing probe for the CEORC-prosodic 
condition and 2 for the semantic control condition. Accordingly, accuracy scores for the 
comprehension probes for each condition were converted to a percentage of the available 
trials, to allow for comparison between conditions. Visual inspection of histograms of the % 
correct answers revealed no outliers across conditions in either version of the experiment. 
Prior to calculating the mean response time for correct comprehension trials for each 
participant in each condition, histograms of each individual’s response times for 
comprehension trials within each condition were inspected for outliers (i.e., too fast or too 
slow response times). Using a z-score cutoff of (±) 3.29 (p =.001) to detect outliers, as 
recommended by Field (2013), one outlier (a slow response time) was detected, and removed 
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from any further analysis.  Mean response times for correct comprehension probes for each 
participant in each condition then were calculated, and these distributions were inspected for 
normality and the presence of outliers. Although there was wide variation in mean response 
times across participants (as shown in Table 6.5), there were no participants whose mean 
response times were significant outliers, and mean response times for each condition were 
reasonably normally distributed. 
Equivalence of versions. Independent samples t-tests were conducted on mean 
response times and % correct comprehension scores to check for the equivalence of the two 
counterbalanced versions of the experiment. There were no significant differences of 
response times between versions for any condition. However, one condition, the semantic 
control condition, showed different comprehension accuracy across the two versions. 
Comprehension accuracy was lower and more variable in version 1 (M = 90.56%, SD = 9.38) 
than in version 2 (M = 98.21%, SD = 4.12), t(29) = 2.98, p = .006. Inspection of the scores 
showed a higher proportion of participants scored 100% correct in version 2. There was no 
obvious explanation for this difference. Versions 1 and 2 of the experiment were equivalent 
for the other sentence conditions. 
Descriptive statistics. Table 6.5 shows scores for the Stress Identification and 
Derived [Nonsense] Word Production prosodic sensitivity tasks. Both tasks proved 
adequately difficult for this adult population, with a broad range of scores, and no ceiling 
effects. However, scores on the two prosodic sensitivity measures were not correlated, r(30) 
= .22, p = .25.  
Table 6.5 
Means, Standard Deviations, Minimum and Maximum Scores for the Two Prosodic Measures 
used in Study 3 (N = 31). 
 M SD Min Max Max possible 
Stress Identification 17.29 4.72 5 25 26 
Derived [Nonsense] Word Production  15.06 3.72 8 21 23 
Note. Min = Minimum, Max = Maximum. 
 
Table 6.6 provides participants’ percentage (%) correct for the comprehension probes 
in the four conditions of the EEG experiment, and mean response times for correct trials for 
each condition. In assessing whether there are significant differences in accuracy or response 
times between the CEORC and control sentences, it is important to note that the semantic  
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Table 6.6 
Percentage (%) Correct and Mean Response Times for Correct Comprehension Probes for 
Each Sentence Type (N=31). 
 % correct  Response time (ms) 
Sentence type M SD  M SD 
CEORC - prosodic 87.5 14.2  2530 1049 
CEORC - no prosody 78.8 17.1  2570 908 
Prosodic control 96.3 6.4  2072 601 
Semantic control 94.5 8.0  1985 571 
 
control sentences, which have the same meaning but simpler structure to the CEORC 
sentences, provide the relevant comprehension control comparison.  To recap, the CEORC 
sentence, The ball the duck is on is yellow has a more complex sentence structure, but the 
same meaning as the semantic control sentence The duck is on the yellow ball. Both require 
the participant to choose the probe image which satisfies two conditions: the duck is on top of 
the ball, and the ball is yellow. In contrast, the equivalent prosodic control sentence, The 
duck, the ball, and the box are yellow requires participants to choose the image that satisfies 
only one condition: that all three objects are yellow.   
Ceiling effects were observed for correct answers in all conditions, but most notably for 
the prosodic and semantic control conditions. As noted already, there was large variability in 
response times between individuals, especially for the harder CEORC sentences. Age was not 
found to be correlated with either correct responses or reaction time across all four 
conditions.  
Table 6.6 suggests that participants were most accurate in the comprehension probes for 
the prosodic control sentences. The % correct data also suggest less accurate and more 
variable comprehension accuracy in the CEORC conditions with and without prosody, 
compared to both the semantic and prosodic control conditions.  The lowest comprehension 
accuracy was recorded for the CEORC sentences without prosody. Response times for both 
CEORC conditions also appear longer and more variable than those for the control 
conditions. These apparent differences in comprehension accuracy and response time among 
the different sentence types were tested using via one-way repeated measures ANOVAs.  
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A repeated measures ANOVA confirmed significant differences in comprehension 
accuracy across the four sentence types, Wilks’ =.49, F(3,28) = 9.6, p<.001. Bonferroni-
adjusted pairwise comparisons showed that comprehension accuracy was significantly lower 
for the CEORC sentences without prosody than for the same CEORC sentences with normal 
prosody, Mdiff = 8.68, 95% CI [1.91, 15.46]. Comprehension accuracy for the CEORC 
sentences without prosody also was significantly lower than for the semantic control, Mdiff = 
15.71, 95% CI [7.44, 23.98], and prosodic control conditions, Mdiff = 17.51, 95% CI [8.07, 
26.95]. Comprehension accuracy for prosodic CEORC sentences was also significantly lower 
than for both semantic, Mdiff = 7.02, 95% CI [0.93, 13.12], and prosodic control sentences, 
Mdiff = 8.83, 95% CI [1.33, 16.32]. There was no significant difference in comprehension 
accuracy between semantic and prosodic control sentences.   
The repeated measures ANOVA on response times also revealed significant 
differences between sentence types, Wilks’ =. 51, F(3,28) = 8.93 p<.001. Bonferroni-
adjusted pairwise comparisons showed that response times were equivalent for the two 
CEORC sentence types regardless of prosody, Mdiff = 39.88, 95% CI [-170.17, 249.92].  
Response times were longer for the CEORC sentences, with or without prosody, than for the 
semantic controls (CEORC with prosody, Mdiff = 545.10, 95% CI [170.39, 919.81], CEORC 
without prosody, Mdiff = 584.98, 95% CI [274.89, 895.07], or prosodic controls (CEORC with 
prosody, Mdiff = 458.08, 95% CI [120.50, 795.67]; CEORC without prosody, Mdiff =497.96, 
95% CI [202.24, 793.68], Response times were equivalent for the prosodic and semantic 
controls, Mdiff = 87.02, 95% CI [-241.10, 67.06]. Thus, participants were both slower and less 
accurate in answering comprehension probes for the CEORC sentences, and least accurate for 
the CEORC sentences without prosody.   
Correlations among behavioural measures. Table 6.7 outlines the zero-order 
correlations among all behavioural measures. Given the large number of correlations, a 
significance level of p<.01 was adopted (Field, 2013). There were no strong correlations 
between either prosodic sensitivity measure (Derived Nonsense Word Pronunciation and 
Word Stress) and comprehension accuracy or response times.  There was a moderately strong 
correlation between comprehension accuracy for the CEORC sentences, with and without 
prosody (r = .65), and between comprehension accuracy for the CEORC sentences with 
prosody and the semantic control condition, which have the same meaning (r = .54).  There 
were strong inter-correlations among response times for the four sentence types, indicating 
consistent individual differences in response times. 
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Table 6.7 
Intercorrelations among All Behavioural Measures (N=31). 
 1. 2. 3. 4. 5. 6. 7.     8.    9. 
1. Derived nonsense pronunciation  -         
2.Word stress  .22 -        
3. CEORC prosody accuracy  .26 .07 -       
4. CEORC no prosody accuracy   .33 .01 .65
** -      
5. Prosodic control accuracy  .04 .26 .14 -.07 -     
6. Semantic control accuracy  .39* .17 .54** .33 -.04 -    
7. CEORC prosody RT   -.39
* -.31 .01 .10 -.22 .21 -   
8. CEORC no prosody RT   -.33 -.25 .03 .20 -.17 .25 .92
** -  
9. Prosodic control RT   -.17 -.24 .26 .36* -.09 .37* .81** .77** - 
10. Semantic control RT  -.12 -.23 .26 .41* -.09 .23 .74** .75** .87** 
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EEG Results 
 Brain Electrical Source Analysis (BESA 6.0 software, MEGIS Software GmbH, 
Graferling Germany, www.besa.de) was used for initial filtering, and to analyse the ERP 
data. Using BESA software, all data files were individually inspected, and cleaned for 
excessive artifacts of eye, muscle and other movements. Protocols provided in the BESA 
manual, together with those recommended by Jacoby, Baker, and Sherwell (2011) were 
followed to prepare the EEG data for analysis. 
For the ERP analysis, the EEG signal was band-passed filtered at 0.1 zero phase 12db 
to 30 Hz zero phase 24db, with a notch filter of 50Hz (BESA; Jacoby, Baker, & Sherwell, 
2011). All data was baseline corrected to 200 ms preceding each cue point. If the EEG signal 
exceeded ± 120 µV, or if eye blink/movement or other artifact were present, the relevant part 
of the signal was rejected from the analysis. Artifact screening and exclusion was carried out 
firstly by means of the automated processes available in BESA. Additional artifacts were 
identified and eliminated through visual inspection of each trial. Single subject average ERPs 
were calculated for all conditions from the continuous recordings in epochs of -200 to 2000 
ms. EEG data from five participants could not be used, due to excessive artefacts (i.e., 
artefacts > 50% in the EEG signal) or computer error. In the overall EEG analysis, there were 
21 females and 5 males. The average age was 32 years (SD = 0.78), with a range from 18 to 
51 years.  
Grand average waveforms were created using the average of artefact-free trials for 26 
participants. To examine the online processing of the centre-embedded relative clauses, 
analysis was carried out in the time window 0 to 1200 ms, time-locked to the disambiguation 
of the relative clause (prior to verb onset in both CEORC conditions and the prosodic control 
sentences). After visual examination of the grand averages, mean amplitudes in successive 
100 ms time windows were extracted for the ERPs of interest, the sustained LAN, RAN and 
the P600.   
Repeated measures MANOVAs were conducted using the traditional (mixed-model) 
approach to the repeated measures factors, as there were insufficient degrees of freedom to 
support multivariate tests. Greenhouse-Geisser corrections were used to adjust for breaches 
of the sphericity assumption for all repeated measures analyses. 
Disambiguation of relative clause. The prosodic control sentences provided the 
relevant control condition for analysis of the centre-embedded relative clause because 
(notwithstanding possible subtle differences in prosody up to this point), these sentences were 
identical in wording to the CEORC sentences up until the end of the second noun. This cue 
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point serves as the disambiguating point between the CEORC and prosodic foil sentences. 
The sentences differ in structure and meaning after this point. The relative clause was 
disambiguated after the end of the second noun (i.e., with the onset of the relative clause 
verb), which is indicated by # in the conditions shown below. 
CEORC with/out prosody:  The balloon the bird# is near is red  
Control (Prosodic Foil):  The balloon the bird# and the kite are red.  
Figure 6.7 shows the EEG waveforms for all electrodes, time-locked to the end of the 
second noun (i.e., the beginning of disambiguation of the relative clause). It should be noted 
that by convention, ERPs are reported with negativity at the top, and positivity at the bottom 
of the Y-axis (Luck & Kappenman, 2012).  
Three areas are of interest to the current study: the Right Anterior negativity (RAN) 
shown in the right anterior electrodes, F8, FC6 and surrounding electrodes, indicative of 
processing of prosodic cues in the CEORC sentences with prosody; the Left Anterior 
Negative waveform (LAN/Nref) centred on the left anterior electrodes, F7, FC5 and 
surrounding electrodes, indicative of additional syntactic working memory processing of the 
more complex CEORC sentences; and the P600 waveform, centred on the posterior 
electrodes of P3, Pz, P4, PO3, PO4, reflecting syntactic reanalysis and repair for the more 
complex CEORC sentences.  
Figure 6.7 suggests that the Right Anterior Negativity (RAN) is elicited only for the 
CEORC sentences with normal prosody, at F8 and FC6 in the time window 300 to 1000 ms,  
after disambiguation of the CEORC sentences. There appears to be similar Left Anterior 
Negativity (LAN) for both prosodic and non-prosodic CEORCs, in comparison to the 
prosodic control sentences, at F7 and the FC5.  Similarly, a positive P600 waveform in the 
time window 200 to 900 ms, peaking around 600 ms can be seen for electrodes Pz, P3, P4, 
PO3, and PO4. Figure 6.7 suggests a P600 is similar for both CEORC sentences with and 
without prosody, in comparison to the control sentence at central and left electrodes Pz, P3, 
and PO3, and a P600 is less strongly evident for the non-prosodic CEORC sentences at the   
right hemisphere electrode P4.  This time window (up to 1000 ms after the onset of the 
disambiguating verb) extends through the relative clause to the end of the sentence. These 
potential effects were subjected to analysis. 
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Figure 6.7. Grand average ERP waveforms across all participants, time-locked to the end of the second noun in three conditions: CEORC with 
prosody, CEORC without prosody, and the prosodic control condition. The waveforms were generated with baselines of 200 ms.  
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Note also that the waveforms in Figure 6.7 appear to show a second wave of 
divergent ERP activity beyond the 1000 ms timepoint (i.e., after the end of the sentence). 
Differences in prolonged LAN were hypothesised to occur after the end of the sentence. 
However, this apparent divergence in ERPs is due to the differing timing of the main verb in  
the CEORC vs control sentences. The apparent divergence disappears when ERPs are time-
locked to the end of the sentence. Thus, this additional hypothesis was not pursued further 
RAN. Figure 6.8 shows the grand average waveforms of interest at right anterior 
electrodes; F8 and FC6. For the right hemisphere electrodes, F8 and FC6, the CEORC with 
prosody condition showed significant negativity, when compared to the CEORC without 
prosody condition and prosodic control conditions. There were no apparent differences 
between the CEORC without prosody condition and the prosodic control condition.  
 
Figure 6.8. Grand average RAN waveforms (with a baseline of 200 ms), timelocked to end of 
the second noun in the three conditions: CEORC with prosody, CEORC without prosody, and 
the prosodic control condition.  
A two-way (3 x 7) (Sentence Type x Time) repeated measures MANOVA was 
conducted comparing mean amplitudes for the three sentence types (CEORC with prosody, 
CEORC without prosody, and prosodic control) in successive 100 ms time periods from 300 
to 1000 ms. The two dependent variables were mean amplitudes for the right anterior 
electrodes F8 and FC6.  
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The traditional mixed model MANOVA showed a significant multivariate main effect 
of sentence type, Wilks’ =.57, F(4,22) = 4.22, p<.001.  There was no significant 
multivariate main effect of time, Wilks’ =.39, F(12,14) = 1.82, p=.14 nor a significant 
multivariate Sentence Type x Time interaction, Wilks’ =.09, F(24, 2) = .89, p=.66  
Follow-up repeated measures ANOVAs investigating the significant main effect of 
sentence type for each electrode are reported in Table 6.8. Greenhouse-Geiser corrections are 
used to account for breaches of the assumption of sphericity for the repeated measures 
factors. Bonferroni corrected pairwise comparisons for each main effect showed that there  
was a significant negativity indicative of a RAN at F8 electrode for the CEORC with prosody 
condition in comparison to both the CEORC without prosody, Mdiff = .82 95% CI [.155,1.49], 
and the prosodic control condition, Mdiff = 1.051, 95% CI [.317, 1.784]. The same pattern of 
significant negativity was shown for the FC6 electrode: CEORC with prosody condition in  
comparison to both the CEORC without prosody, Mdiff = .73 95% CI [.036,1.429], and the 
prosodic control condition, Mdiff = 1.051, 95% CI [.317, 1.784]. 
Sustained LAN. Figure 6.9 shows the grand average waveforms of interest at left 
anterior electrodes F7 and FC, where both CEORC sentences (with or without prosody) show 
prolonged negativity in comparison to the prosodic control sentences. A two-way (3 x 7) 
(Sentence Type x Time) repeated measures MANOVA was conducted on mean amplitudes 
for each sentence type, in successive 100 ms time periods from 300 to 1000 ms, with two  
dependent variables; electrodes F7 and FC5. The traditional mixed model MANOVA 
revealed that there was a significant multivariate main effect of sentence type, Wilks’ =.34, 
F(4,22) = 10.68, p<.001. There was no significant multivariate main effect of time, Wilks’ 
=.4, F(12,14) = 1.74, p=.16, nor a significant multivariate Sentence Type x Time 
interaction, Wilks’ =.01, F(24,2) = 9.04, p=.1. 
Follow-up repeated measures ANOVAs examining the significant main effect of 
sentence type for both electrodes are reported in Table 6.9. Greenhouse Geisser corrections 
were used to account for breaches of the assumption of sphericity for the repeated measures 
factors. Bonferroni corrected pairwise comparisons for each main effect showed that there  
was significant negativity indicative of sustained LAN for both CEORC conditions (with and 
without prosody) in comparison to the prosodic control sentences.  
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Table 6.8 
RAN: Repeated Measures ANOVAs and Follow-Up Pairwise Comparisons on the Mean Amplitude (inV) for Each Sentence Type for Each 
Electrode, Averaged over 300 – 1000 ms from Disambiguation of the Relative Clause. 
   Sentence Type 
 
Electrode  
 
ANOVA 
 CEORC 
Prosody 
 CEORC 
No prosody 
 Control 
Prosodic foil 
F8 F(1.97, 49.71) =  8.42, MSE = 6.7,   p = .001  -.76 a  .06b  .29b 
FC6 F(1.97, 49.41) = 5.72, MSE = 6.12,   p = .006  -.66a  .08 a  .12b 
Note. Means with the same subscript do not differ significantly, using Bonferronni-adjusted pairwise comparisons
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Figure 6.9. Grand average LAN waveforms (with a baseline of 200 ms), timelocked to end of 
the second noun in the three conditions: CEORC with prosody, CEORC without prosody, and 
the prosodic control condition.  
Table 6.9 
Sustained LAN: Repeated Measures ANOVAs and Follow-Up Pairwise Comparisons on the 
Mean Amplitude (inV) for Each Sentence Type for Each Electrode, Averaged over 300 – 
1000 ms from Disambiguation of the Relative Clause. 
Electrode ANOVA Sentence Type 
 
 
 
 
CEORC 
Prosody 
 CEORC 
No prosody 
 Control 
Prosodic 
foil 
F7 F(1.6, 40.7) =  13.85, MSE = 12.8,  p < .001 -1.06 a  -.62 a  .66b 
FC5 F(1.9, 48.2) = 19.75, MSE = 6.57,  p < .001   -.89a  -.88 a  .55b 
Note. Means with the same subscript do not differ significantly, using Bonferronni-adjusted pairwise 
comparisons. Means with different subscripts differ significantly. 
 
P600. As identified earlier from inspection of the grand averages, a P600 waveform 
was identified for the posterior electrodes of Pz, P3, P4, PO3, P04 and is shown in Figure 
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6.10.  P600 waveforms can be seen for both CEORC sentences (with and without prosody) in 
comparison to the prosodic control sentences. 
 
Figure 6.10. Grand average 600 waveforms (with a baseline of 200 ms), timelocked to end of 
the second noun in the three conditions: CEORC with prosody, CEORC without prosody, and 
the prosodic control condition.  
 
A (3 x 7) (Sentence Type x Time) repeated measures MANOVA was conducted on 
mean amplitudes for each sentence type (CEORC with prosody, CEORC without prosody, 
prosodic control) across successive 100 ms time periods from 200 to 900 ms.  There were 
five dependent variables representing the five electrodes of interest; (Pz, P3, P4, PO3, P04).  
The traditional mixed model MANOVA revealed that there was a significant multivariate 
main effect of sentence type, Wilks’  = .44, F(10, 92) = 4.72, p < .001. However, there was 
no significant multivariate main effect of time, Wilks’  = .83, F(30, 586) = .92, p = .59, nor 
a significant multivariate Sentence Type x Time interaction, Wilks’  = .81, F(60, 1389.83) = 
1.11, p = .27. 
Follow-up repeated measures ANOVAs examining the significant main effect of 
condition for each of the five electrodes are reported in Table 6.10. Greenhouse Geisser 
corrections were used to account for breaches of the assumption of sphericity for the repeated 
measures factors. There was a significant main effect of sentence type for each of the five 
electrodes. Bonferronni corrected pairwise comparisons for each main effect showed that, for 
electrodes P3 and PO3, there was significant positivity indicative of P600 for both CEORC 
conditions (with and without prosody), in comparison to the prosodic control sentences. For  
the central electrode Pz, there was no significant difference in the P600 amplitude between 
the CEORC sentences with and without prosody. The only significant difference was a more 
positive amplitude between the CEORC without prosody condition and the prosodic foil 
condition. For electrodes P4 and PO4, there was a further significant difference between the 
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two CEORC conditions (with and without prosody), but not in the predicted direction; 
CEORC sentences with prosody showed significantly higher positive amplitude, when 
compared to the CEORC without prosody condition.  
Differences between good and poor comprehenders. Previous studies (e.g., Müller et 
al., 1997) have found that ERP responses to CEORC sentences are more evident for good 
comprehenders than for poor comprehenders. This possibility was examined by dividing 
participants into groups of good and poor comprehenders, based on a median split on the 
number of comprehension questions answered correctly in the EEG experiment. Preliminary 
analyses found no differences on any EEG measures between good and poor comprehenders 
using ANOVA. Therefore, these subgroup analyses have not been reported here. 
Discussion 
In Study 3, the availability of prosodic cues in CEORC sentences was directly 
manipulated to examine online sentence processing, and the impact of prosody on 
comprehension. CEORC sentences were presented with normal prosody, representative of 
spoken language. As ERPs from spoken and written language involve significantly different 
processes for spoken versus written word recognition that cannot be directly compared, an 
auditory condition without prosody was developed, to simulate the information available to 
the reader after word identification processes have occurred; that is, CEORC sentences 
without prosodic cues (den Ouden et al., 2016; Pauker et al., 2011). Comprehension probes 
for 35% of the sentences generated behavioural data for comprehension accuracy and 
response times.   
It was hypothesised that CEORC sentences without prosody would be more difficult to 
process than the same sentence structures spoken with natural prosody, and that this would be 
evident in the behavioural data (poorer comprehension and longer response times for the 
CEORC sentences without prosody), as well as in the EEG data (more intensive processing 
evident in the LAN and P600 waveforms for the CEORC sentences without prosody). 
However, little empirical support was found for these hypotheses. 
Behavioural Data 
 The hypothesis that the CEORC sentences without prosody would be more difficult to 
process than CEORC sentences with prosody was supported by the results for comprehension 
accuracy, but not for response time. Comprehension accuracy was significantly lower for the 
CEORC sentences without prosody than all other sentences types, including the CEORC 
sentences with prosody, consistent with the hypothesis that the lack of prosodic cues led to  
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Table 6.10 
P600: Repeated Measures ANOVAs and Follow-Up Pairwise Comparisons on the Mean Amplitude (inV) for Each Sentence Type for Each 
Electrode, Averaged over 200 – 900 ms from Disambiguation of the Relative Clause. 
   Sentence Type 
 
Electrode  
 
ANOVA 
 CEORC 
with 
Prosody 
 CEORC 
w/out 
prosody 
 Control 
Prosodic foil 
P3 F(1.87, 46.62) = 7.33, MSE = 6.0,   p = .002  .88a  .69a  -.02b 
PO3 F(1.63, 40.73) = 16.12, MSE = 7.83,   p < .001  1.16a  .70a  -.31b 
Pz F(1.92, 47.97) =  4.38, MSE = 7.92,  p =.019  .31a,b  .48a  -.33b 
P4 F(1.76, 44.02) = 14.10, MSE = 3.21,   p < .001  .68a  .19b  -.25c 
PO4 F(1.38, 34.43) = 21.41, MSE = 4.63,   p < .001  .65a  .22b  -.56b 
Note. Means with the same subscript do not differ significantly, using Bonferronni-adjusted pairwise comparisons. Means with different subscripts differ significantly. 
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more comprehension errors in the more complex sentence structures than when prosodic cues 
were provided. However, there were no significant response time differences between the 
CEORC sentences with and without prosody. Overall, both CEORC sentence types were 
more difficult to process by adults than the simpler control sentence structures (prosodic and 
semantic controls), as shown by significantly lower accuracy, and slower response times in 
answering comprehension probes. The finding that comprehension was more accurate for the 
CEORC sentences with prosody than for those without prosody is consistent with previous 
findings that when prosodic and syntactic breaks coincide, stronger and more robust parsing 
effects occur, with the listener making fewer errors in language comprehension (Cutler et al., 
1997; Kelly, 1992).  
Prosodic Measures. There were no correlations between either prosodic sensitivity 
measures (Stress Identification task and the Derived Nonsense Word Production task), and 
comprehension accuracy or response times. The lack of correlations between the prosodic 
measures used in Study 3, and accuracy or response times for the comprehension probes 
suggests that individual differences in prosodic sensitivity are not predictive of 
comprehension processes in adults. A similar lack of correlation between individual 
differences in prosodic skills and reading comprehension was found in the grade 5 children 
(Study 1B).  The findings of both studies support the conclusion that once the required level 
of syntactic competence is reached (beyond grade 3 and 4 children), prosodic skills are no 
longer required to bootstrap understanding of syntactic structure, and prosodic sensitivity is 
therefore no longer a predictor of individual differences in reading comprehension. While 
individual differences in prosodic sensitivity may no longer be predictive of reading 
comprehension, this finding does not mean that adults are not using prosodic skills to aid 
comprehension. The ERP results show that they are.   
ERP data. The findings from the ERP data showed that both CEORC sentence 
conditions (with or without prosody) showed increased online processing, in comparison to 
the prosodic control condition, as evidenced by larger RAN (only for CEORC with prosody 
sentences), LAN and P600 waveforms. However, the hypothesis that the CEORC sentences 
without prosody would elicit more intensive processing, evidenced by stronger LAN or P600 
waveforms, when compared to their prosodic counterparts was not borne out. This prediction 
of increased processing was based on the hypothesis that listeners would need to compensate 
for the lack of prosodic cues in the CEORC without prosody sentences, leading to more 
active processing of the relative clause structure to compensate for the lack of prosodic cues. 
This hypothesis of increased linguistic processing, because of the listener having to supply 
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the missing prosodic structure to fully understand the sentences was not supported. There was 
no increased processing, which would be evidenced by stronger LAN or P600 waveforms in 
the CEORC sentences without prosody when compared to their prosodic counterparts. 
Rather, the ERP data showed more processing for the CEORC sentences with prosody, which 
elicited a RAN (a marker of prosodic processing in the right hemisphere) while the CEORC 
sentences without prosody did not. Additional right-hemisphere P600 activity also was found 
for the CEORC sentences with prosody, suggesting a prosody-syntax interaction (i.e., 
stronger syntactic processing in the right hemisphere, when prosodic cues were available).  
RAN. The presence of a RAN waveform for the CEORC sentences with prosody, but 
not for those without prosody, was the main difference found in ERPs for the CEORC 
sentences with vs without prosody. As a response to the prosodic cues, the RAN waveform 
was elicited at right anterior electrodes, in the time window 300 to 1000 ms, after the 
disambiguating verb for the relative clause was presented. As hypothesised, this finding 
suggests that the prosodic cues present in the CEORC sentences with prosody were processed 
in the right hemisphere, in line with brain areas identified as being involved in linguistic 
prosodic processing (Friederici, 2002, 2011). The additional processing revealed in the ERP 
pattern is consistent with better comprehension outcomes for the CEORC sentences with 
normal prosody, compared to those without prosody. 
Of note, the RAN elicited in the current study occurred in the same time window as 
the sustained LAN (300 to 1000 ms), rather than the previously found shorter, phasic RAN 
waveforms; 450 to 550 ms from the appearance of the critical verb in the final position in the 
sentence (Eckstein & Friederici, 2005), and a longer RAN of 300 ms duration (Honbolygo et 
al., 2016)29.  The RAN found by Eckstein and Friederici was in response to the incongruent 
prosody for the verb in the final position of the sentence, while the RAN in Honbolygo et al. 
was in response to an embedded clause comprised of two words (e.g., The grandfather [who 
entered] was thirsty). The sustained RAN in the current study was elicited by the processing 
of a longer relative clause, comprising of 4 to 5 words, which may contribute to the RAN 
being longer in duration, in line with the processing associated with a longer relative clause.  
LAN: phasic and sustained. A LAN at left anterior electrodes occurred in the time 
window of 300 to 1000 ms, after the disambiguating point for both CEORC sentence types, 
when compared to the prosodic control sentences. It would appear that the ERP started as a 
                                                          
29 Honbolygo et al. (2016) found a RAN in the time window of 2350 to 2650ms from the beginning of their 
sentences. However, this method of time-locking makes it hard to accurately pinpoint where the RAN originated 
from (e.g., critical word or prosodic/syntactic event). 
179 
PROSODY AND READING 
 
local LAN, as it begins in the appropriate time window (300 ms after the critical word). 
However, a local LAN soon returns to its baseline (at around 500 ms) as per Friederici’s 
(2002, 2011) auditory sentence processing model. The elicited LAN in this study continues 
up to 1000 ms, after the disambiguating verb (to the end of the sentence), suggesting it 
became more sustained to accommodate the syntactic working memory requirements for the 
processing of the complex object relative clause (Barkley et al., 2015; Van Berkum et al., 
2007). The extended nature of the LAN event was consistent with syntactic working memory 
processes needed to process the relative clause in both CEORC conditions. However, 
critically, there were no differences between the experimental CEORC sentences with and 
without prosody, and thus no support for the prediction of increased processing needed in the 
absence of overt prosodic cues in the CEORC without prosody sentences.  
Compared to expectations based on previous research (King & Kutas, 1995; Meltzer 
& Braun, 2013; Müller et al., 1997), a sustained LAN has been found in response to the 
processing of relative clauses, but later in the sentence processing, sometimes spanning 
seconds after the sentence has finished. However, the sentences used in those studies were 
longer and often more abstract than those used in the present study, for example, The fireman 
who the cop speedily rescued sued the city over working conditions (p. 193, Müller et al., 
1997). It may be that the longer and more abstract relative clause sentences are more likely to 
engage working memory over a longer time course. The time course of the LAN of 300 to 
1000 ms in the present study covers the active processing, needed over the time frame of the 
relative clauses contained within the shorter and less abstract CEORC sentences used, and 
thus suggests active reprocessing of CEORC sentences. 
Some previous studies have interpreted the sustained LAN and RAN as part of the 
same waveform, particularly as they co-occur in the same time window, forming a sustained 
frontal negativity, the Nref.  Barkley et al. (2015) found the Nref in a similar time window 
(400 to 1000 ms) in sentence (e.g., The proposal is currently being finalised and it seems 
solid) where the pronoun (e.g., it) needs to refer back to its antecedent (e.g., the proposal). 
Barkley et al. (2015) found that referential processing of pronouns elicits similar brainwaves 
including the LAN for processing object relative clauses. However, in the present study, the 
finding that the RAN was only found in the CEORC sentences presented with prosody, 
indicating prosodic processing, whereas the LAN was present in both CEORC sentences with 
and without prosody, would counter the argument of a single Nref brain response. Rather, the 
present data suggests two separate waveforms of a sustained LAN and RAN. The current 
findings support both the sustained RAN as reflecting prosodic processes, and the sustained 
180 
PROSODY AND READING 
 
LAN being an index of the reactivation of the object of the relative clause in semantic role 
assignment, as found in studies such as King and Kutas (1995).  
P600. It was hypothesised that a P600 waveform would be evoked 300 to 500 ms, 
after the onset of the disambiguating verb in CEORC sentences, lasting to around 1200 ms, 
and centro-posterior in location (Gouvea et al., 2009). The P600 reflects the increased 
demands of syntactic processing for the CEORC sentences, and was predicted to be more 
prominent in the CEORC sentences without prosody, due to the need for additional 
processing effort to compensate for lack of prosodic cues. The P600 waveform was found for 
both CEORC sentences with and without prosody, as expected, compared to the prosodic 
control sentences. This supports the expectation that the more complex CEORC sentence 
structures would require additional syntactic processing to that needed in simpler sentential 
constructions of the prosodic control sentences. However, contrary to the study’s hypotheses, 
the P600 was not significantly stronger for the CEORC sentences without prosody.  At the 
left hemisphere and central electrodes (Pz, P3, and PO3), the P600 waveform was equivalent 
for the more complex CEORC sentences regardless of prosody. 
In the right hemisphere, and contrary to expectations, significant differences between 
the two CEORC conditions were found in the opposite direction to prediction, with the P600 
stronger for the CEORC sentences with prosody, than for those without for the right-
hemisphere electrodes P4 and P04. This stronger activity for the sentences with prosody, in 
concert with the RAN for those sentences, suggests the interaction of prosodic and syntactic 
processing for the CEORC sentences with prosody. Overall, these P600 results suggest that 
the prosodic information available in the normal prosodic CEORC sentences allowed for 
stronger processing in the right hemisphere than for the non-prosodic sentences. This is line 
with greater comprehension accuracy found in the behavioural data. 
The P600 waveform was elicited in the time window, 200 to 900 ms post critical 
event. The earlier than expected onset of the P600 at 200 ms is comparable to that seen with 
sentence structures requiring similar levels of processing (Gouvea et al., 2009). To recap, 
Gouvea et al. found an earlier onset P600 (beginning around 300 ms) at the underlined word 
in wh-dependency sentences (e.g., The patient met the doctor to whom the nurse with the 
white dress showed the chart during the meeting) (p.157). The wh- dependency and CEORC 
sentence constructions but require referral back an earlier reference in the sentence. For 
example, in the wh-dependency sentences, ‘the nurse’ refers to the previously mentioned 
doctor. Similarly, the second noun in the centre-embedded clause refers to the first noun 
(e.g., The duck the ball in on is yellow).  
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Differences between good and poor comprehenders. Unlike previous studies         
(e.g., Müller et al., 1997), there were no significant differences between good and poor 
comprehenders. This null finding could be due to the longer and more abstract sentences used 
in other studies (e.g., King & Kutas, 1995; Müller et al., 1997), where the comprehension 
accuracy was lower overall and particularly for poor comprehenders. Using a simpler 
response format of true/false, Müller et al. (1997) had an overall accuracy for comprehension 
probes of 77%, and poor comprehenders had an accuracy rate of 68%, which was said to be 
comparable with other studies such as King and Kutas (1995). In the current study, where the 
processing associated with comprehension probe was harder because participants had to 
match which of two pictures best matched what they had just heard, the overall 
comprehension accuracy rate was higher; prosodic and semantic control sentences recorded 
accuracy rates of 96.3% and 94.5%, while the CEORC sentences with and without prosody 
had accuracy rates of 87.5% and 78.8% respectively. The lack of significant differences 
between good and poor comprehenders in the current study also may have been due to 
restricted range in ability, perhaps at the higher end of the sample recruited in the current 
study.  
Summary of Findings 
 Overall, the CEORC sentences presented with and without prosody were, as expected, 
more difficult to process than the simpler sentence structures used in the semantic and 
prosodic control sentences. This was evident in both the behavioural and EEG data. 
In terms of the key hypotheses, there was only limited support that the CEORC 
sentences without prosody would be more difficult to process than those presented with 
normal prosody. The behavioural data demonstrated that the CEORC sentences without 
prosody did indeed show significantly lower comprehension accuracy than those with normal 
prosody, supporting the hypotheses that prosodic cues aid in comprehension.  
 However, in terms of inline sentence processing, the EEG results were not as 
predicted.  The only differences in ERPs found between the two CEORC conditions were a 
sustained RAN for the CEORC sentences with prosody, showing that the prosodic cues for 
the centre-embedded relative clause were actively processed, and an accompanying stronger 
P600 for right-hemisphere electrodes for the CEORC sentences with prosody. This pattern of 
results suggests that the difference in comprehension accuracy may be due to more intensive 
processing in the CEORC sentences with prosody, due to the availability of prosodic cues to 
aid sentence processing. There was no evidence of the hypothesised more intensive 
processing in the non-prosodic condition to compensate for the lack of prosodic cues.  
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The findings that the CEORC sentences without prosody were processed less 
successfully than those with prosody is not in line with a recent fMRI study reported by den 
Ouden et al. (2016),who found that spoken sentences presented without prosody did not elicit 
extra neural processing, when compared to the same sentence type presented with prosody. 
Den Ouden et al. manipulated prosody in a similar manner to the present study in spoken 
garden path sentences (e.g., While the man hunted the deer ran into the woods, p.93). In the 
natural prosodic condition, prosodic cues including a prosodic break after the verb, (e.g., 
hunted), prevented the listener from attaching the second noun phrase ‘e.g., the deer) to the 
preceding verb. However, the principle of late closure in the garden path model posits that in 
the absence of prosodic cues (such as is the case in sentences with flat intonation), the listener 
will attach the second noun phrase to the preceding verb, requiring the listener to re-analysise 
the sentence as it unfolds (Frazier & Rayner, 1982), which in turn requires additional 
processing. As in the present study, Den Ouden et al. hypothesised that additional processing 
would be evident for the garden path sentences with flat intonation, compared to their 
naturally spoken counterparts.  However, in line with the findings of the present study, they 
found greater activation for the sentences presented with natural prosody than for those 
sentences presented with flat intonation, suggesting more neural resources were activated for 
the sentences with natural prosody, over that activated for the sentences with flat intonation.  
Den Ouden et al. (2016) suggested that a possible reason for this lack of difference in 
processing may be that the prosodic contrasts between the experimental sentences may have 
been inherently subtle, thus not evoking any processing differences. This explanation is in 
line with ERP findings by Pauker et al. (2011) and Honbolygo et al. (2016), where 
misleading or incongruent prosodic cues were found to be more disruptive, leading to 
increased processing, when compared to sentences without prosodic cues. Further, according 
to Bader’s (1998) prosodic constraint of reanalysis, prosodic cues need to be supplied in 
silent reading, when syntactic ambiguities are encountered. Thus additional neural prosodic 
processing only may be recruited when encountering a syntactic ambiguity (Bader, 1998), or 
when processing misleading or incongruent prosody (Honbolygo et al., 2016; Pauker et al., 
2011), rather than merely supplying missing prosodic cues in non-ambiguous sentences.  
Alternatively, den Ouden et al. (2016) suggested that the flat intonation sentences may 
have led to ‘good enough’ parsing due to the inherent processing difficulties of the sentence, 
rather than full sentence parsing with effortful processing as expected. Both explanations may 
be plausible for the current study, and this is worthy of further investigation, both in fMRI 
and EEG studies.  
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It also is possible that the CEORC sentences used, while a good choice in terms of 
ensuring the relevance of prosody to syntactic analysis and reading comprehension, were at a 
difficulty level that engendered maximal processing for the CEORC sentences with prosody, 
making it difficult to elicit additional processing for more effortful syntactic analysis without 
prosody.  Future studies using sentential stimuli that are not so intrinsically difficult may 
uncover an effect of additional processing for non-prosodic sentences (e.g., in left-
hemisphere LAN and P600).  
An important caveat to the current study is that it was not possible to directly compare 
ERPs for listening and reading comprehension. Instead, a listening condition was used 
incorporating spoken sentences without prosodic cues which, as suggested by Pauker et al. 
(2011) and used by den Ouden et al. (2016), was designed to mimic the situation the reader 
faces in comprehending sentences without prosodic cues, once word identification has been 
achieved. A strength of this approach is that the CEORC sentences without prosody, while 
not a reading task, have the advantage of removing the requirement for written word 
recognition from the task of sentence comprehension. The key difference between the 
prosody and no prosody conditions was the presence or absence of prosody itself.  
The behavioural data showed that CEORC sentences without prosody were 
comprehended less accurately than those with prosody. However, it is possible that the 
manipulation to remove prosody from the CEORC sentences, though designed as an analogue 
of the comprehension processes required in reading, may have introduced some unnaturalness 
into the target stimuli that could impact on processing and comprehension. Evidence 
demonstrating the functional equivalence of reading and reading analogue conditions would 
be useful for future research. 
However, the EEG data showed that the prosodic component of the CEORC 
sentences with prosody was actively processed in a way, that was not available to the 
sentences without prosody (and not available in reading). This supports the view that 
prosodic cues available in listening, but not in reading, aid reading comprehension. However, 
the hypothesis that reading comprehension (and comprehension in the no-prosody condition 
in the present study) would elicit additional prosody-driven processing to compensate for the 
lack of overt prosody provided in the sentence was not supported.  Thus, the present results 
support the view that, for adults, once word recognition has been achieved, reading 
comprehension proceeds in a similar fashion to listening comprehension (albeit without the 
advantage of the rich prosodic cues available in spoken language).  
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Together with Studies 1 and 2, the present study has demonstrated that prosody (or its 
lack) has an impact on reading comprehension, for both developing and mature readers.  A 
combination of behavioural methods with developmental samples (Study 1 and 2) and both 
behavioural and online methods with an adult sample (Study 3) has consistently demonstrated 
an impact of prosodic cues on reading comprehension, albeit a changing impact as readers’ 
competence improves. The results of all three studies challenge to varying extents the 
assumption of the simple view of reading (Hoover & Gough, 1990) that written word 
decoding is the only source of difference between listening and reading, and that once words 
have been decoded, listening and reading comprehension are essentially identical. 
However, the central hypothesis of the thesis, that reading comprehension recruits the 
use of prosodic skills in a way not required for listening comprehension, to compensate for 
the lack of prosody in text, was supported only for the younger readers in Study 1A (grade 3) 
and Study 2 (grade 4).  For these young readers, prosodic skills predicted significant unique 
variance in reading comprehension, after controlling for word decoding and listening 
comprehension, supporting the contention that young readers use their prosodic skills to 
bootstrap syntactic processing and comprehension. This was not the case for older children 
and adults. For older children in grade 5 (Study 1B) and for the adults in the present study, 
the results suggest that, while the lack of prosodic cues in reading (or the reading analogue 
condition) leads to somewhat poorer reading comprehension, there is no evidence to support 
the view that prosodic skills are specifically recruited by older readers to support syntactic 
processing and comprehension.   
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Chapter 7 
General Discussion 
This thesis set out to demonstrate that there is a crucial difference in how prosody and 
the cues it provides manifest in spoken and written language, and that this difference 
represents an important distinction, which should be acknowledged in reading theory and 
research. Prosody traditionally has been regarded as being ‘around the edges’ of language 
(Bolinger, 1978), playing a supporting role to the more influential linguistic sub-systems of 
syntax and semantics in assisting spoken language comprehension  (e.g., Cutler et al., 1997; 
Fletcher, 2010). The contention that prosody has been an often neglected aspect of language 
in reading research, at least in the developmental arena, is well demonstrated by the failure to 
recognise the gap between the prosodic cues available in listening and in reading in the 
widely-accepted simple view of reading (Hoover & Gough, 1990). The current studies have 
highlighted the need to consider prosody, and prosodic skills, in models of reading.  
According to the simple view of reading (Hoover & Gough, 1990), the only process 
unique to reading in the enterprise of understanding text (versus spoken language) is visual 
word recognition. Once written words have been successfully decoded into their spoken 
counterparts, the simple view assumes that reading comprehension will follow in exactly the 
same manner as it does for listening comprehension. The studies presented here successfully 
challenge this contention, focusing on the paucity of prosodic information available to the 
reader, in comparison to the rich prosodic cues available to the listener. The argument 
advanced herein was that comprehension of text places additional requirements on the 
comprehender, in comparison to comprehending spoken language, because the reader needs 
to supply his/her own prosodic features to the text to fully comprehend the written message. 
The studies conducted in this research program have succeeded in demonstrating a unique 
role for prosodic skills in reading comprehension for young readers (in grades 3 and 4), as 
well as demonstrating an impact of the lack of prosodic cues on reading comprehension in 
adults.   
The three studies reported in this thesis, combining behavioural methods with 
developmental samples (Study 1 and 2), and both behavioural and online methods with an 
adult sample (Study 3), have demonstrated an impact of prosodic cues on reading 
comprehension, albeit a changing (and diminishing) impact, as readers’ competence 
improves. In particular, the results of Studies 1A and 2 challenge the assumption of the 
simple view of reading (Hoover & Gough, 1990), that written word decoding is the only 
source of difference between listening and reading comprehension, and that once words have 
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been decoded, listening and reading comprehension require essentially identical processes 
and skills. These studies demonstrated, rather, that grade 3 and grade 4 children’s prosodic 
sensitivity explains unique variance in their reading comprehension, beyond the variability 
explained by word decoding and listening comprehension, the key components of the simple 
view of reading. This unique relationship was not evident for grade 5 children or adults. 
These studies challenge the simple view of reading, and other models of reading 
development, to consider the crucial differences between listening and reading 
comprehension, and the contribution of prosodic sensitivity to bridging that difference, 
particularly for young readers. 
The unique relationship between scores on the Derived Word Production task and 
reading comprehension demonstrated for grade 3 children in Study 1 remained after 
additional controls for morphological skills were included for the grade 4 sample in Study 2.  
Study 2 also showed that two prosodic measures (the Derived Word Production and 
Question/Statement tasks), tapping different aspects of prosodic sensitivity, made different, 
independent contributions to reading comprehension. This finding is in line with the factor 
analytic study on prosodic sensitivity measures conducted by Holliman et al. (2014). They 
found that prosodic sensitivity measures involving intonation contours at word, phrase and 
sentence level (i.e., the Question/Statement task) formed a separate factor to measures 
involving stress and timing for words, phrases and sentences (i.e., the Derived Word 
Production task). 
The lack of a similar unique relationship between prosodic sensitivity and reading 
comprehension in grade 5 (Study 1B) suggests, that the importance of prosodic skills in 
supporting syntactic analysis and sentence comprehension may diminish as children’s 
syntactic and other language skills mature.  In investigating the relationship between prosodic 
skills and reading comprehension, the focus of the thesis was on the interface between 
prosody and syntax. The flatter and simpler prosodic structure of language interacts with the 
more complex syntactic structure to facilitate the identification of syntactic constituents 
through prosodically realised, phrasal, clausal and sentential boundaries, as well as resolving 
syntactic ambiguities such as garden path sentences30  (e.g., Speer et al., 1993). Prosody is 
used by infants and children to ‘bootstrap’ their acquisition of the more complex linguistic 
hierarchy of syntax, acting as “a sort of proto-syntax” (Speer & Ito, 2009, p.94).  Hence 
                                                          
30 For example, in the garden path sentence, ‘When Mary dressed the baby threw up’, the prosodic boundary 
after ‘dressed’ prevents the listener being lead up the garden path, requiring the sentence to be re-analysed upon 
encountering the second verb phrase, ‘threw up’.   
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prosodic skills may be more crucial for children than adults, facilitating the comprehension of 
syntactic structure (Schreiber, 1991). The null finding in the older sample of children in study 
1B suggests that by grade 5, children’s grammatical and syntactic skills may have developed 
to a stage, where they can accurately use those more complex skills to understand the 
structure of the complex sentences, rather than having to rely on simpler prosodic skills to 
bootstrap their understanding. More research is needed to determine if this is a reliable 
developmental difference between grade 3 and grade 5 readers, and whether it applies to 
other aspects of prosody, (such as its interface with semantics) important to comprehension. 
Study 3 expanded the scope of the investigation to mature readers, using online EEG 
methods to examine sentence processing as it unfolds, and an experimental manipulation of 
prosodic content of syntactically complex sentences. As it is not possible to directly compare 
EEG data for auditory and written sentence modalities, an auditory sentence condition was 
created which provides an analogue of reading, as proposed by Pauker et al. (2011) and used 
by den Ouden et al. (2016). This allowed a direct comparison of the processing of complex 
sentences with prosody (as in normal speech) and without prosody (as in reading). 
The behavioural data for Study 3 found that adults were less accurate, but not slower, in 
comprehending CEORC sentences without prosody, than their counterparts presented with 
prosody. These behavioural findings support previous findings that, when prosodic and 
syntactic breaks coincide, stronger and more robust parsing effects occur, with the listener 
making fewer errors in language comprehension (Cutler et al., 1997; Kelly, 1992).  
However, contrary to expectations, the CEORC sentences without prosody (reading 
analogue) did not elicit extra processing to compensate for the lack of prosodic cues, when 
compared to normal CEORC sentences where prosodic cues were available. Rather the 
reverse was found, with CEORC sentences with normal prosody eliciting additional 
processing of the prosodic cues. Both CEORC sentences with and without prosody elicited a 
sustained LAN, which spanned 300 to 1000 ms, after the disambiguating verb was 
encountered. The sustained and extended LAN is indicative of increased syntactic working 
memory processes needed to integrate and comprehend the centre-embedded relative clause.  
Similarly, the CEORC sentences with and without prosodic cues both elicited a similar left-
hemisphere P600 component, a marker of processing complex sentences structures, when 
compared to the prosodic control sentences (e.g., The bird the balloon# and the flag is red).   
However, the only differences in processing evident between the CEORC sentences 
with and without prosody was additional processing of the prosodic cues in the normal 
CEORC sentences, evident in both RAN and a stronger P600 in the right hemisphere.  This 
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additional processing of prosodic cues, available only in the sentences with normal prosody, 
is consistent with the comprehension advantage for the CEORC sentences with prosody over 
their non-prosodic reading-analogue counterparts. Thus, although this pattern of results does 
not support the key hypothesis that comprehension of the reading analogue sentences, 
without prosody, would elicit additional processing to compensate for the lack of prosodic 
cues, the results do demonstrate a comprehension advantage for the sentences with normal 
prosody, likely driven by the additional prosodic processing (RAN and P600) seen in the 
right hemisphere. This finding in itself, along with previous research demonstrating the role 
of implicit prosody in silent reading (for review, Breen, 2014), argues for the inclusion of 
prosody in models of mature reading.  
The failure to find additional sentence processing to compensate for the lack of 
prosodic cues in the reading analogue condition is in line with a recent fMRI imaging study 
by den Ouden et al. (2016), who also predicted, but did not find, such an effect. Using 
different sentence types, (early and late closure sentences), den Ouden et al. undertook a 
similar prosodic manipulation, comparing sentences with appropriate prosody and sentences 
with flattened intonation contours to minimise the prosodic cues. Den Ouden et al. also found 
that there was no additional processing evident for the complex sentences without prosodic 
cues, and the sentences with prosodic cues required more neural resources as shown by 
additional processing. It may be that additional processing beyond that needed to comprehend 
existing prosodic cues, only is activated when the sentential stimuli contain misleading or 
incongruent prosodic cues, which have been shown to be more disruptive to processing (e.g., 
Pauker et al., 2011).  
Original Contributions to Knowledge 
The developmental findings from Studies 1 and 2 are new and potentially important 
for better understanding of reading development, particularly reading comprehension. To my 
knowledge, this is the first studies to clearly demonstrate a unique relationship between 
prosodic skills and reading comprehension, using adequate measures and statistical controls 
for other relevant skills implicated in reading comprehension, including both components of 
the simple view of reading (word decoding and listening comprehension), as well as 
measures of vocabulary, syntactical skills, working memory, and phonological awareness.   
The present results complement and extend the existing body of research that has 
shown that prosodic sensitivity accounts for unique variance in reading at the word level 
beyond that contributed by phonological awareness (for review, Wade-Woolley & Heggie, 
2016). In contrast to the growing body of evidence showing this unique relationship between 
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prosodic sensitivity and word-level reading skills, there has been very limited previous 
research investigating the role of prosodic skills in reading comprehension. Whalley and 
Hansen (2006) and Lochrin et al. (2015) demonstrated that prosodic sensitivity explained 
significant unique variance in reading comprehension for developing readers, after 
accounting for word decoding and phonological awareness. However, neither previous study 
controlled for listening comprehension, and thus a unique contribution of prosodic sensitivity 
to reading comprehension was not demonstrated in either study. This thesis has addressed this 
gap in the research, and adds significantly to this limited research knowledge base.  
To my knowledge, Study 3 is the first EEG study in English to examine how 
comprehension processes are influenced by the presence or absence of prosodic cues in 
centre-embedded object relative clause (CEORC) sentences. The EEG study used an 
innovative design to study the online processing of prosodic cues (or the lack thereof). 
Specifically, the sentence types were designed to examine the interface between prosody and 
syntax, where prosodic and syntactic boundaries coincide. Further as reading and listening 
are fundamentally different cognitive processes, an auditory analogue of reading was devised, 
and successfully used to remove the prosodic cues from spoken sentences by using a flattened 
intonation, resulting in relatively naturally sounding sentences, but with minimised prosodic 
cues, akin to reading.    
Strengths of the Research Program  
Some of the strengths of the current work already have been outlined. These include the 
research focus on the differences in prosodic cues available in written versus spoken 
language, inclusion of adequate controls (especially listening comprehension) in the 
developmental studies, and the demonstration of a unique contribution of prosodic skills to 
reading comprehension in young readers.   
The combination of behavioural (Studies 1 and 2) and EEG techniques (Study 3), 
focusing on both children (Studies 1 and 2) and adults (Study 3), using individual differences 
(Studies 1 and 2) and experimental methodologies (Study 3) has provided a broader insight 
into the interface between prosody and reading than either method or age groups alone could 
provide.  For example, although in the developmental domain, individual differences in 
prosodic sensitivity were no longer a unique predictor of reading comprehension in the older 
grade 5 sample, the EEG study showed that prosodic information still was actively processed, 
leading to better comprehension outcomes in adults.  In addition, whereas the proposal that 
prosody aids reading comprehension through the role of prosody in supporting syntactic 
analysis was inferred in Studies 1 and 2 from the unique contribution of prosodic sensitivity 
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to reading, and the choice of syntactically complex sentences in the reading comprehension 
measures, the EEG data from Study 3 provided important additional insights. The EEG study 
provided evidence that, in normal prosodic speech, prosodic information indeed was 
processed, and it influenced further syntactic analysis of the relative clause, leading to better 
comprehension.  However, the EEG results did not find evidence of additional processing to 
compensate for the lack of prosody in the reading analogue sentences. Rather, the lack of 
prosody led to (somewhat) poorer comprehension.  
Another strength of the research was the innovative stimuli developed for the parallel 
listening and reading (and reading analogue) comprehension tasks. The sentential stimuli 
developed across the three studies, culminating in the centre-embedded object relative clauses 
(CEORC) sentences used in Study 3, were designed to ensure the recruitment of prosodic 
skills to facilitate syntactic analysis, and thus also comprehension, while using otherwise 
short sentences with simple vocabulary and minimal demands on visual word identification. 
The measures were designed to provide the rich array of prosodic cues in the spoken 
comprehension component, which was largely lacking in the reading comprehension task. 
The ability to construct parallel listening and reading comprehension measures (Studies 1 and 
2), and parallel prosodic and non-prosodic sentences (Study 3) was an additional advantage 
of these materials. These stimuli should prove useful in future research, particularly in the 
developmental arena, where it is difficult to construct reliable reading comprehension tasks 
(and parallel listening comprehension tasks), which contain simple vocabulary that obviates 
the normally ubiquitous impact of word recognition on reading comprehension, while still 
being difficult enough to engender the use of prosodic and syntactic skills (Benjamin & 
Schwanenflugel, 2010). 
Limitations 
Caveats and limitations in the present work have also been discussed in earlier 
chapters. They are briefly recapped here.  
First, the unique contribution of prosodic sensitivity to reading comprehension found 
in the developmental studies was based on a cross-sectional (correlational) design, which 
does not support firm causal inferences. Longitudinal studies could help to tease out the 
directionality of the relationship between prosodic sensitivity and reading comprehension, 
and training studies (once the phenomena are more fully understood) could provide 
experimental evidence to support a causal relationship between prosodic sensitivity and 
reading comprehension in developing readers. 
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An important caveat to the conclusions that can be drawn from the EEG data (Study 
3) is that it was not possible to directly compare ERPs for listening and reading 
comprehension. A listening analogue of reading (spoken sentences without prosodic cues) as 
posited by Pauker et al. (2011), and used by den Ouden et al. (2016) was employed in Study 
3. There are both strengths and limitations to this approach. On the one hand, this method, 
though artificial, provided a ‘purer’ test of the impact of prosodic information on 
comprehension, not contaminated by visual word recognition processes. This effectively 
provided a test of the proposal of the simple view of reading, that once word recognition has 
been achieved, comprehension is the same for spoken (prosodic) and written (non-prosodic) 
language. However, the artificiality of the stimuli may have impacted the results, and it was 
not possible to make a direct comparison to reading.  The EEG data indicating a lack of 
prosodic processing of the non-prosodic sentences though, in comparison to the prosodic 
sentences, does suggest that the non-prosodic sentences indeed were perceived as lacking in 
prosody, rather than containing odd and inconsistent prosodic cues, because past research has 
shown that inconsistent prosody engenders additional prosodic processing (Honbolygo et al., 
2016; Pauker et al., 2011). 
The nature of the prosodic skills investigated in this research program was necessarily 
limited in scope. First, the current findings must be interpreted with the caveat that prosodic 
skills tested and conclusions drawn may be applicable to the English language only. Prosody 
is the most language specific of the linguistic sub-systems, with prosodic structures and cues 
differing markedly between languages, making direct comparisons difficult (Cutler, 2012). 
Further, prosody is a pervasive linguistic phenomenon performing many functions in 
language acquisition, development and mastery. It is not a unitary construct. The current 
thesis has focused on the interface between prosody and syntax, and even within this context 
different aspects of prosody were found to contribute to reading comprehension. In Study 2, 
the Derived Word Production task (lexical stress in multisyllabic words) and the 
Question/Statement task (overall intonation contours of declarative statements and questions) 
were found to predict independent variance in reading comprehension, further reinforcing 
that prosody is a multi-dimensional construct. However, prosody performs a wide variety of 
functions in elucidating the meaning of spoken (and therefore written) language, including 
the highlighting of new or salient information, as well as conveying emotional and social 
information (Luks, Nusbaum, & Levy, 1998). The different aspects of prosody need to be 
investigated in relation of reading comprehension. Different aspects of prosody are likely to 
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impact on reading comprehension in different ways, and at different stages of reading 
development. 
Future Research 
The original insights presented herein, concerning the unique relationship between 
prosodic skills and reading comprehension, open this area for a wide range of future research. 
Some avenues for future research are discussed below. 
Prosodic development and reading comprehension. Studies 1 and 2 provide a first 
small step in recognising and understanding the role of prosodic skills in reading 
comprehension.  A great deal more research is needed to fully understand this relationship. 
Some prosodic skills are developing from infanthood through to at least 13 years of age 
(Wells et al., 2004), encompassing the period of formal schooling when children’s reading 
skills are developing. Evidence of a developmental trajectory was found across Studies 1 and 
2, suggesting that the unique contribution of prosodic sensitivity to reading comprehension 
may decrease from grade 5 onwards, presumably as children’s prosodic and syntactic skills 
develop and mature. More research is needed to fully understand prosodic development in 
childhood, and how the trajectories of prosodic and reading development affect each other. It 
is important and timely for spoken language experts and reading researchers to collaborate on 
this issue, which is important to both spoken and reading comprehension. Whereas the 
stimuli used in the present series of studies focused on the interface between prosody and 
syntactic structure, future studies also need to investigate other aspects of prosody that are 
influential in understanding spoken language (e.g., highlighting salient information to assist 
the understanding the sentence’s meaning), and how and when these prosodic aspects may 
impact reading comprehension. 
Standardised measures of prosodic sensitivity. The lack of empirically validated 
standardised measures of prosodic sensitivity is a potential barrier to future research progress; 
one that reflects the relative newness of the area of research. In Study 1, for example, a broad 
battery of prosodic sensitivity measures, that have been found to be correlated with reading 
was incorporated, but only one measure, the Derived Word Pronunciation task emerged as a 
significant predictor of reading comprehension. Whether the lack of correlations between 
other measures in the prosodic battery and reading reflects the age of the participants, the 
type of reading measures employed (especially the specifically designed reading 
comprehension measure), specific peculiarities of the tasks, or other factors is unclear.  
Although a wide range of studies have demonstrated a relationship between prosodic skills 
and reading, different studies have used different prosodic measures at different time-points 
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of reading/prosodic development with differing results (for review, see Wade-Woolley & 
Heggie, 2016).  
For example, the DEEdee and Prosodic Nouns tasks were not significant predictors of 
reading comprehension in Study 1A (grade 3 sample) or in Study 1B (grade 5 sample), 
contrary to previous results (e.g., Goswami et al., 2010; Holliman, Williams, et al., 2014; 
Kitzen, 2001; Marshall et al., 2009; Whalley & Hansen, 2006). While the removal of the 
conjunction (and) in the Prosodic Nouns task, based on findings from Yoshido and Katz 
(2004, 2006), was expected to make the task a purer measure of prosodic sensitivity, this 
manipulation may have attenuated the relationship between the task and reading 
comprehension. Future research could investigate if there is a critical difference between 
these two tasks, which may in turn lead to a better understanding of the prosodic cues most 
salient to the relationship between these tasks and reading. In general, there is still much to 
learn about the makeup of different measures of prosodic sensitivity, their relationship to one 
another and to the different aspects of reading, and their behaviour across children’s reading 
development.  
To map the way forward, factor analytic studies of the existing age-appropriate 
prosodic measures (e.g., Derived Word Production task, Mispronunciation task, 
Question/Statement task, and others) need to be undertaken, examining the interrelationships 
among these measures for children of different ages. Holliman, Williams, et al. (2014) is a 
good starting point in this regard. More such research is needed, encompassing children 
throughout primary schooling years, and using a variety of prosodic tasks. The results from 
such factor analyses should help to disentangle the nature of prosodic skills, their appropriate 
assessment, and their relationship to reading development.  
Once the nature and trajectory of existing prosodic measures is more clearly 
understood, standardised tests of prosodic sensitivity can be developed to provide a targeted 
prosodic battery, which would bring greater consistency, and hopefully speedier progress, to 
this area of research. While the PEPS-C (Peppe & McCann, 2003) provides a starting point as 
a prosodic battery designed to test children with atypical language development (e.g., 
children on the autism spectrum), a refined prosodic battery designed for normally 
developing children would be useful both in future research, and for identifying children with 
prosodic deficits, who may benefit from specific remediation, particularly designed for 
reading intervention.  
Identification and remediation of prosodic deficits among poor readers. The 
present results suggest that it would be fruitful to investigate the role of prosodic skills in 
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explaining comprehension difficulties in those children who have specific reading 
comprehension difficulties despite adequate word decoding skills (Snowling et al., 2009; 
Stothard & Hulme, 1995; Stothard & Hulme, 1996). Around 10% of children fall into the 
category of specifically poor comprehenders, who have poor comprehension despite intact 
phonological awareness and word decoding skills (Snowling et al., 2009; Stothard & Hulme, 
1992). The simple view of reading (Hoover & Gough, 1990) predicts that the source of these 
children’s reading difficulties lies in their poor spoken language skills (i.e., poor listening 
comprehension) (Nation, 2001). Further, Nation and Snowling (1999) found that poor 
comprehenders have subtle sub-clinical linguistic deficits including weaker semantic and 
syntactic skills. The current thesis has highlighted that prosodic skills also play a significant 
role in reading comprehension, beyond their indirect impact via spoken language skills and 
word decoding. It is possible that prosodic deficits may underpin the reading comprehension 
difficulties of some of these children.  It could be fruitful to investigate the extent to which 
reading comprehension problems in this sub-group of poor comprehenders may be due to 
prosodic deficits impacting either directly on reading comprehension, or indirectly through 
their impact on syntactic (and other) skills and in turn, reading comprehension.  
A greater understanding of the impact of prosodic skills on reading development, and 
the potential impact of poor prosodic skills, would support the potential development of 
targeted remediation for some poor readers. To date, prosodic intervention studies largely 
have not been successful (e.g., Overy, 2003; Thomson, Leong, & Goswami, 2013). However, 
the lack of success to date should not discourage further research. Prosodic remediation 
programs may be more fruitful, once our basic understanding of the interplay between 
prosodic skills and reading development has improved.  
It also is important to note that, while the relationship between word decoding and 
prosodic skills has not been the key focus of this thesis, a substantial body of research has 
demonstrated that prosodic sensitivity also predicts unique variance in children’s word 
decoding skills. This relationship was found in the current studies as well as in previous 
research (for review see, Wade-Woolley & Heggie, 2016). Remediation programs targeting 
prosodic sensitivity could be useful for addressing difficulties in both word decoding and 
reading comprehension. However, the development of such programs relies on a better 
understanding of the role of prosodic skills in all aspects of reading development.  
EEG studies. The tracking of prosody and syntax-sensitive ERP components (i.e., 
LAN, RAN, P600) provided useful and somewhat parallel insights to the development 
studies, into the way prosodic information impacts sentence processing and comprehension. 
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It would be interesting, if challenging to investigate these processes in children. Children 
appear to be more reliant on the flatter and simpler hierarchy of prosody than on their less 
developed syntactic skills in processing and comprehending syntactic complexity (Speer & 
Ito, 2009). Online studies have the advantage over behavioural studies of providing insight 
into the underlying processes involved in sentence comprehension, as they unfold over time.   
The necessary length of stimuli in EEG studies, and particularly in studies which 
involve attention and a lack of movement during the presentation of whole sentences (e.g., 4 
blocks of 40 sentences with experimental and control sentences in Study 3) would require 
precise planning and adaptation to the needs and attentional capabilities of young readers.  In 
terms of the present Study 3, for example, the stimuli used could be reduced by investigating 
the behavioural aspects (comprehension accuracy and response time), for which the semantic 
control sentences provided the relevant baseline in a separate study. This would reduce the 
number of stimuli required for the EEG analysis (e.g., to 4 block of 30 sentences, including 
prosodic, non-prosodic, and appropriate prosodic control conditions). However, this data 
would likely need to be collected over multiple sessions, and incorporate additional practice 
items.  While such an undertaking would be challenging, and likely only to be successful 
with older age groups, it could provide interesting and informative data. 
Conclusion 
The studies presented in this thesis have highlighted an issue which has been under-
researched, and indeed, largely overlooked in developmental reading research. Together, 
these studies demonstrate that prosody (or its lack) has a direct impact on reading 
comprehension, for both developing and mature readers.  A combination of behavioural 
methods with developmental samples (Study 1 and 2), and both behavioural and online 
methods with an adult sample (Study 3) consistently demonstrated an impact of prosodic cues 
on reading comprehension, albeit a diminishing impact as readers’ competence improves.  
The central hypothesis of the thesis, that reading comprehension recruits the use of 
prosodic skills in a way not required for listening comprehension, to compensate for the lack 
of prosody in text, was supported only for the younger readers in grades 3 and 4.  For these 
young readers, prosodic skills predicted significant unique variance in reading 
comprehension, after controlling for word decoding and listening comprehension, supporting 
the contention that young readers use their prosodic skills to bootstrap syntactic processing 
and comprehension. This was not the case for older children and adults.  
Thus, these results challenge the simple view of reading to recognise the importance of 
prosody in listening and reading comprehension, and to incorporate a direct contribution of 
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prosodic skills to reading comprehension, at least for beginning readers.  Prosody, which is 
abundant in spoken language, impoverished in written language, is an important source of 
linguistic information that should be considered in models of reading development.
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Appendix A 
Participation Information Letter and Consent Form 
 
PARTICIPANT INFORMATION for QUT RESEARCH PROJECT 
“The Role of Prosodic Development in Children’s Language and Reading Comprehension 
Research Team Contacts 
Karen Whalley : PhD Student Dr Julie Hansen – Senior Lecturer 
32642097 31384748 
k.whalley@qut.edu.au ja.hansen@qut.edu.au 
Dear Parent/Guardian 
During Term 2, we will be conducting a research project in your child’s school. This research is being undertaken 
by Karen Whalley, who is completing her PhD at Queensland University of Technology. The research project is 
being supervised by Dr Julie Hansen from the School of Psychology and Counselling at QUT.  
Description 
The aim of this research is to provide more information on the skills that contribute to children’s reading 
development. We are particularly interested in the role of prosody (the stress, tempo and rhythm of language) in 
children’s reading development. Recent research suggests that children’s sensitivity to prosody is an important 
aspect of their basic language skills that may influence reading at many levels.   
Participation 
We are writing to ask if you would give your permission for your child to participate in this research. The overall 
research program consists of two phases, with Phase 1 being carried out this year, and Phase 2 in Term 1 next 
year (2009). However, the research for which we are seeking your permission is Phase 1. This research program 
consists of a series of short activities and tests which are varied and enjoyable for the children, and tailored to 
individual abilities. Your child’s participation in this project is voluntary. Your child is free to end the testing 
session at any time without explanation and return to the classroom. Your child will not be penalised in any way 
for choosing to withdraw. Separate information and consent forms will be forwarded to you next year to request 
your permission for your child to participate in Phase 2 of the study. 
Expected benefits 
Although participation in this research may have no direct benefits to you or your child, it is hoped that the research 
findings will contribute to our understanding of children’s reading development. Your school will be provided with a 
summary of the overall outcomes of the research work.  
Risks
 
As research activities are varied and designed to engage the children. The research will be conducted in the familiar 
school environment, and it is not anticipated to raise any risks to your child.  Children have enjoyed these activities in 
the past. They are rewarded with a small sticker at the end of each session and a certificate at the end of all sessions. 
The researcher also gives the children lots of praise and positive feedback, so they tend to leave the sessions feeling 
pleased with themselves. Any nervousness or anxiety that might arise in any testing situation will therefore be 
minimised. Additionally, your child is free to withdraw at any time from the testing. 
Confidentiality 
 
Each child in the study will be assigned an individual code and all data collected will be scored anonymously. Only 
group data will be analysed and all results will remain confidential.  
Consent to Participate 
We would be grateful if you would give your permission for your child to be included in this study. If you are happy 
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for your child to participate in the study, please complete the attached written consent form and return it to your child’s 
teacher. Please retain this information sheet for your own records.  
Questions / further information about the project 
If you would like to discuss any aspect of this project, please telephone Karen Whalley (ph: 32642097) or Dr Julie 
Hansen (ph: 31384748). 
Concerns / complaints regarding the conduct of the project 
QUT is committed to researcher integrity and the ethical conduct of research projects.  However, if you do have any 
concerns or complaints about the ethical conduct of the project you may contact the QUT Research Ethics Officer on 
3138 2340 or ethicscontact@qut.edu.au.  The Research Ethics Officer is not connected with the research project and 
can facilitate a resolution to your concern in an impartial manner.  
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CONSENT FORM for QUT RESEARCH PROJECT 
 
The role of prosodic development in children’s language and reading comprehension 
 
Statement of consent 
 
By signing below, you are indicating that you: 
 have read and understood the information document regarding this project 
 have had any questions answered to your satisfaction 
 understand that if you have any additional questions you can contact the research team 
 have discussed the project with your child and outlined the research requirements to 
your child 
 understand that you or your child are free to withdraw at any time, without comment or 
penalty 
 understand that you can contact the Research Ethics Officer on 3138 2340 or 
ethicscontact@qut.edu.au if you have concerns about the ethical conduct of the 
project 
 agree for your child to participate in the project. 
 
 
Name  
Signature  
Date  /  /   
 
 
Statement of Child consent 
 
Your parent or guardian has given their permission for you to be involved in this research 
project.  This form is to ask for your agreement to be involved. 
I would like to participate in the project that my parents have talked to me about. 
 
Name  
Signature  
Date  /  /   
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Appendix B 
Instructions and Sample Items for both Listening and Reading Comprehension Tests. 
(Note that the two parallel sets of items were counterbalanced across listening and reading 
conditions). 
TROG-2 – Listening condition 
Instructions for listening condition: Now we are going to play a listening game. You must 
listen to the sentence and then find the picture that best matches what you have heard. Mark 
the right answer on your answer sheet. If you want me to repeat the sentence, put your hand 
in the air and I will repeat it for you. Let’s have a practice. 
Researcher says “The girl that is jumping points at the man”. 
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TROG-2 – Reading condition 
Instructions for reading condition: Now you are going to do some reading for me. Read the 
sentence to yourself and find the picture that best matches what you have read. Mark the 
right answer on your answer sheet. If you have any questions, raise your hand and I will help 
you. To make sure we all understand what we have to do, let’s have a practice. 
“The duck the ball is on is yellow”. 
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Appendix C 
Instructions and Stimuli for the Phonological Oddity Task. 
Instructions: 
(1) Rhyme. 
We’re going to play a word game.  The word game is about rhymes. 
First, check that the child understands the concept of rhyme. 
Can you tell me a word that rhymes with “hat”? 
Confirm correct responses by saying:  That’s right, bat rhymes with hat. Good. 
Suggest rhyming words when the child makes an error.   
Then say:  What about “book”?  Does “book” rhyme with “hat”? 
Check that the child understands the concept before continuing.   
I’m going to say three words.  Two of the words will rhyme with each other.  The “odd one 
out” will be the word that doesn’t rhyme.  I want you to tell me the word that doesn’t rhyme. 
(2) Final Phoneme. 
This time, I want you to listen to the very last sound in the word.  Two of the words will end 
with the same sound, but the “odd one out” will end with a different sound.  Tell me the word 
that ends with a different sound. 
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Phonological Awareness Task Stimuli 
Rhyme 
Practice 1  Deck   Neck   Fit  _________ 
    2  Zip  Bat   Hat  _________ 
    3  Fish  Man  Dish  _________ 
 Test 1.  bought  sort  laugh  _________ 
  2  vault  nut  malt  _________ 
  3.  hat  rat  cap  _________ 
  4.  date  saw  door  _________ 
  5.  mug  tub  cub  _________ 
  6.  sick  pit  fit  _________ 
  7.  yacht  cot  cop  _________ 
  8.  rob  nod  sob  _________ 
  9.  they  may  rat  _________ 
  10.  lack  wrap  pack  _________ 
Final 
 Practice 1.  hit  rat  cop  _________ 
    2.  shut  bed  cat  _________ 
    3.  met  map   mop  _________ 
  Test 1.  lock  pat  sick  _________ 
  2.  mud  bet  cat  _________ 
  3.   big  deck  smack  _________ 
  4.  peg  dog  bid  _________ 
  5.  lad  rob  kid  _________ 
  6.  rod  bed  pack  _________ 
  7.  log  red  pad  _________ 
  8.  get  knob  lit  _________ 
9.  set  pat  lip  _________ 
  10.  dig  top  sap  _________  
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Appendix D 
Instructions, Sample Stimuli for the Complex Working Memory Task 
Instructions: I am going to say a sentence with the last word of the sentence missing.  You  
need to say that missing word out loud.  You should then try to remember the word that you  
said.  I will say another sentence also with the last word missing.  I want you to also say the  
missing word out loud.  Then I will ask you to tell me the missing words from both sentences.   
You need to tell me the words in order, that is the missing word from the first sentence first  
and then the missing word from the second sentence. Let’s practice this.  
Sample stimuli  
Practice 
When I have a cold I blow my __________ 
When I hear a funny joke I __________ 
Trial 1 
I go to the doctors when I am _________ 
I can see with my ________ 
Trial 2  
I use a brush to brush my _______ 
The colour of the grass is________ 
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Appendix E 
Instructions, Sample Stimuli and Answer Sheet for the Mispronunciations Task 
Instructions: We are going to play a game where the lady on the CD sometimes gets her 
words wrong. The words don’t always sound right. So you are going to listen to what the lady 
says and try and work out what she really wants to say. You are going to pick which picture 
matches what the lady was trying to say. You are to tick the picture that best matches what 
she’s trying to say. So we all understand what we have to do, we are going to try two 
practices. Here we go.  
  Practice 1 - parROT 
 
 
 
 
 
 
 
 
 
 
  
 
  
234 
PROSODY AND READING 
 
Appendix F 
Instructions, Sample Stimuli and Answer Sheet for Prosodic Nouns Task 
Instructions: I will play a set of words to you. You are to mark on your answer sheet which of 
the two pictures best fits what you have heard.  
Practice Trials 
Spoken Stimuli Depicted Answers 
1. blackbird house  blackbird house 
black birdhouse 
2. pocket watchband  pocket watch band 
pocket watchband 
 
Name: _______________________________________________ 
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Appendix G 
Instructions, Sample Stimuli and Answer Sheet for the DEEdee task. 
Instructions: I will play some words to you and ask you to match those words with one of two 
choices. The trick is that the answers will only be made up of the sound “Dee”. The right 
answer will have the same pattern of Dees as the original words. The words and answers will 
be repeated for you. You are to mark on your answer sheet whether the correct answer is the 
first or the second one by marking “1” or “2”. Let’s try some examples. 
Stimuli 
 
1.  Humpty Dumpty   DEEdee DEEdee  dee DEEdee DEE  
Humpty Dumpty  The Lion King 
 
Let’s start now. 
Practice Trial 
 
             1.       2.  
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Appendix H 
Instructions and Scoring Sheet for the Derived Word Production Task 
Instructions: Can you build some big words for me? I am going to record what you say. Let’s 
practice – can you put “ful” on the end of “wonder” to make a bigger word? Can you put 
“tion” on the end of ‘illustrate’ to make a bigger word. 
Let’s start. 
No Answer Score No Answer Score 
P1. wonderful  12. activity  
P2. illustration  13. celebration  
1. artistic  14. communication  
2. sleepiness  15. certifiable  
3. curiosity  16. photographic  
4. magnetic  17. responsibility  
5. happiness  18. commitment  
6. alphabetic  19. comfortable  
7. establishment  20. stimulation  
8. stupidity  21. silliness  
9. tranquillity  22. motivation  
10. angelic  23. acceptable  
11. enjoyment  24. illumination  
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Appendix I 
Participant Information Letter and Consent Form  
 
PARTICIPANT INFORMATION for QUT RESEARCH PROJECT 
The Role of Prosodic Development in Children’s Language and Reading Comprehension 
QUT Ethics Approval Number 0700000815 
Research Team Contacts 
Karen Whalley – PhD Student Dr Julie Hansen – Senior Lecturer and Supervisor 
School of Psychology & Counselling School of Psychology & Counselling 
3264 2097 3138 4748 
k.whalley@qut.edu.au 
Annette Marriott     Harriet Glab  
Postgraduate Diploma 
julie.hansen@qut.edu.au 
Siau Juinn (Alexa) Goh    Elissa Faint 
  In Psychology students, QUT 
 
Description 
During third term, we will be conducting a research project in your child’s school. This research is being undertaken by Karen 
Whalley, who is completing her PhD at Queensland University of Technology, and Annette Marriott, Harriet Glab, Alexa 
Goh, and Elissa Faint, who are completing the Postgraduate Diploma in Psychology at QUT. The research project is being 
supervised by Dr Julie Hansen from the School of Psychology and Counselling at QUT. The aim of this research project is to 
provide more information on the skills, specifically prosodic skills that contribute to children reading development and 
comprehension. Prosody encompasses the tempo, rhythm and stress of language and is often referred to as the melody of 
language. Recent research indicates that prosody is a promising area of reading research. We request your assistance to gain 
valuable insights regarding language development especially prosodic skills and their contribution to reading acquisition and 
comprehension. 
Participation 
We are writing to ask if you would give your permission for your child to participate in this research. The research program 
consists of a series of short activities and tests which are varied and enjoyable for the children, and tailored to individual 
abilities. Your child’s participation in this project is voluntary. Your child is free to end the testing session at any time without 
explanation. Your child will not be penalised in any way for choosing to withdraw. Your child’s participation will involve 2 
sessions of approximately 20 minutes duration to be conducted at his/her school. 
Expected benefits 
Although participation in this research may have no direct benefits to you or your child, it is hoped that the research 
findings will contribute to our understanding of children’s reading development. 
Risks 
As the testing is varied and designed to engage the children and conducted at your child’s school, it is not anticipated to raise any risks 
to your child. The children will be encouraged in the activities and will not know their results. Any mild adverse feelings that might 
arise in any testing situation will therefore be minimised. Additionally, the children are free to withdraw at any time from the testing. 
Confidentiality 
Each child in the study will be assigned an individual code and all data collected will be scored anonymously. Only group data will 
be analysed and all results will remain confidential.  
Consent to Participate 
We would be grateful if you would give your permission for your child to be included in this study. If you are happy 
for your child to participate in the study, please complete the attached written consent form and return it to your child’s 
teacher. 
Questions / further information about the project 
If you would like to discuss any aspect of this project, please telephone Karen Whalley (ph: 3264 2097) or Dr Julie 
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Hansen (ph: 3138 4748). 
Concerns / complaints regarding the conduct of the project 
QUT is committed to researcher integrity and the ethical conduct of research projects.  However, if you do have any 
concerns or complaints about the ethical conduct of the project you may contact the QUT Research Ethics Unit on 3138 
5123 or email ethicscontact@qut.edu.au. The Research Ethics Unit is not connected with the research project and can 
facilitate a resolution to your concern in an impartial manner. 
Thank you for helping with this research project.  Please keep this sheet for your 
information. 
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CONSENT FORM for QUT RESEARCH PROJECT 
The Role of Prosodic Development in Children’s Language and Reading Comprehension 
QUT Ethics Approval Number 0700000815 
Research Team Contacts 
Karen Whalley : PhD Student Dr Julie Hansen – Senior Lecturer 
3264 2097 3138 4748 
k.whalley@qut.edu.au 
Annette Marriott     Harriet Glab  
Postgraduate Diploma 
julie.hansen@qut.edu.au 
Siau Juinn (Alexa) Goh    Elissa Faint 
In Psychology students, QUT 
Statement of consent 
By signing below, you are indicating that you: 
 have read and understood the information document regarding this project 
 have had any questions answered to your satisfaction 
 understand that if you have any additional questions you can contact the research team 
 have discussed the project with your child and outlined the research requirements to your child 
 understand that you or your child are free to withdraw at any time, without comment or penalty 
 understand that you can contact the Research Ethics Unit on 3138 5123 or email 
ethicscontact@qut.edu.au if you have concerns about the ethical conduct of the project 
 agree for your child to participate in the project 
Name  
Signature  
Date   
 
 
Statement of Child consent 
Your parent or guardian has given their permission for you to be involved in this research project.  This form is o 
seek your agreement to be involved.By signing below, you are indicating that the project has been discussed with you 
and you agree to participate in the project. 
Name  
Signature  
Date   
Please return this sheet to your child’s teacher.
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Appendix J 
Instructions and Stimuli for the Relative Clause Test – Listening and Reading Comprehension 
Instructions for Relative Clauses (Listening Comprehension) 
Researcher: I’m going to play a recording of a lady reading some sentences. After the lady 
finishes the sentence, I’ll show you 4 pictures in this green book. I want you to point to the 
picture that best matches the sentence you have heard.  You’ll hear the sentence twice, and 
then have time to choose your answer. The lady will read the next sentence after that, and 
you will need to choose the right picture again. We’ll do some practice ones first so you 
understand what to do. 
 Open the book to the page for the first practice item, so it’s ready when the recording 
begins. 
 Record the child’s answer on your scoring sheet. 
 Turn the page after each trial, so it’s ready when the next sentence is heard. 
Instructions for Relative Clauses (Reading Comprehension) 
Researcher. Now I want you to read some sentences out loud for me in the purple book. I am 
going to record it on my tape recorder. When you’ve read the sentence, look at the 4 pictures 
on the page. Point to the picture that best matches what you read.  When I turn the page, you 
can read the next sentence, and tell me which picture matches what you read. We will do 
some practice ones first. 
 Children can read the sentence again if they want to. Encourage them to read out loud. 
 Mark the child’s responses on your answer sheet. 
Condition 1 
Condition 2 
Practice 
Practice 1 
1. The girl chased that cat that is sitting.  B 
2. The cat chased the girl that is sitting.   A   
3. The girl and the cat are running toward each other. C 
4. The girl and the cat are sitting.   D 
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Practice 2 
1. The egg that is green is on the hat.   D  
2. The hat that is green is on the egg.   C  
3. The white egg is on the green hat.   A  
4. The white hat is on the green egg.   B 
Item 1. 
1. The car that is black is on the bed.    B 
2. The bed that is black is on the car.    D 
3. The black car is beside the red bed.   A 
4. The black car is under the red bed.   C  
Item 2. 
1. The shoe that is small is on the book.  C 
2. The book that is small is on the shoe.   A 
3. The book that is small is under the shoe.  D 
4. The shoe that is small is under the book.  B 
Item 3. 
1. The dog the boy looks at is sleeping.  A 
2. The boy the dog looks at is sleeping.   C 
3. The boy is not looking at the sleeping dog.  D 
4. The dog is not looking at the sleeping boy.  B 
Item 4. 
1. The hat the box is on is blue.   B 
2. The box the hat is on is blue.    A 
3. The box is under the hat that is blue.   D 
4. The hat is under the box that is blue.   C  
Item 5. 
1. The cat chases the dog that is jumping.  D 
2. The dog chases the cat that is jumping.  B 
3. The jumping cat chases the running dog.  A 
4. The jumping dog chases the running cat.  C 
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Item 6. 
1. The tree is in the box that is red.    A 
2. The box is in the tree that is red.   D 
3. The red box is in the green tree.   C 
4. The red tree is in the blue box.   D 
Item 7. 
1. The lady sees that the girl is pointing at her. C 
2. The girl sees that the lady is pointing at her. B 
3. The girl and the lady are pointing at each other. A 
4. The girl and the lady are looking at each other. D 
Item 8. 
1. The boy sees that the man is shouting at him. D 
2. The man sees that the boy is shouting at him. B 
3. The man doesn’t see the boy shouting at him. C 
4. Both the man and boy are looking at each other. A 
Item 9. 
1. The bird but not the balloon is yellow.  B  
2. The balloon but not the bird is yellow.  D 
3. The bird and the balloon are both yellow.  C 
4. The bird is blue and the balloon is red.  A 
Item 10. 
1. The dog but not the boy is running.  C 
2. The boy but not the dog is running.   A 
3. The boy and the dog are both running.  B 
4. The boy and the dog are both standing.  D 
Item 11.  
1. The pencil is red but not long.   B 
2. The pencil is long but not red.   D 
3. The pencil is short and blue.    A 
4. The pencil is long and yellow.   C 
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Item 12. 
1. The dog is sitting but not eating.   D  
2. The dog is eating but not sitting.    C 
3. The dog and man are standing.   A 
4. The dog is standing while man is sitting.  B 
Item 13. 
1. The bear touching the monkey is big.  A  
2. The monkey touching the bear is big.   B 
3. Little bear touching big monkey.   D 
4. Little monkey touching big bear.   C 
Item 14. 
1. The book on the cup is yellow.   D  
2. The cup on the book is yellow.   C 
3. The white book on yellow book.   B 
4. The blue cup on the yellow book.   A 
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Appendix K 
Instructions and Stimuli for the Derivational Morphology Test 
Instructions: I am going to give you a word and then read you a sentence. You have to make 
the first word fit into the sentence to make it sound right. 
Part 1 - Derivation 
Practice  1. Farm. My uncle is a ________________  [farmer] 
    2. Help. My sister is always ____________ [helpful] 
1. Warm. He chose the jacket for its ________[warmth] 
2. Teach. He was a good _________________[teacher] 
3. Appear. He cared about his_____________[appearance] 
4. Perform. Tonight is the last ____________ [performance] 
5. Adventure. The trip sounded ___________ [adventurous] 
6. Swim. She was a strong _______________ [swimmer] 
7. Humour. The kind man was known to be __[humorous] 
8. Assist. The teacher will give you_________[assistance] 
9. Glory. The view from the hill top was ____[glorious] 
10. Beauty. My mother  is always __________[beautiful] 
 
Part 2- Decomposition 
Instructions: I am going to give you a big word and then read you a sentence. You have to 
make the first word smaller to fit into the sentence to make it sound right. 
Practice  1. Driver. Children are too young to drive ___________________ [drive] 
       2. Improvement. My teacher wants my spelling to ____________ [improve] 
1. Growth. She wanted her plant to ____________________________ [grow] 
2. Dryer. Put the washing out to _______________________________ [dry] 
3. Discussion.  The friends have a lot to ________________________ [discuss] 
4. Famous. The actor would achieve much ______________________ [fame] 
5. Runner. How fast can she _________________________________ [run] 
6. Difference. Do their opinions_______________________________ [differ] 
7. Dangerous. Are the children in any __________________________ [danger] 
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8. Baker. She put the bread in to ______________________________ [bake] 
9. Guidance. The map was her _______________________________ [guide] 
10.  Acceptance. Is that an offer you can ________________________ [accept] 
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Appendix L 
Instructions and Stimuli for the Mispronunciation Task 
We are going to play a listening game. I am going to play some names on the CD player. The 
trouble is that Julie sometimes gets her words wrong and so they don’t always sound quite 
right. So your job is to help Julie out. You have to try to work out what you think she really 
wants to say, and find it in the pictures on your answer sheet. Mark the right answer. 
Let us have a practice to see that everyone understands. 
Practice 1.  
p as in put  
Word Correct 
Answer 
panda  
parrot ** 
paper  
paddle  
 
Practice 2. 
b as in but 
Word Correct 
Answer 
baby  
balloon  
basket ** 
bucket  
 
Trial 1 
f as in fall 
Word Correct 
Answer 
flower  
finger  
fairy ** 
feather  
 
Trial 2 
p as in put 
Word Correct 
Answer 
pirate ** 
pizza  
pillow  
pigeon  
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Trial 3 
c as in can 
Word Correct 
Answer 
kitten  
curtain  
kennel ** 
cattle  
 
Trial 4 
s as in sad 
Word Correct 
Answer 
sailor  
salad ** 
sausage  
scissors  
 
Trial 5 
m as in man 
Word Correct 
Answer 
monster  
monkey  
money  
mother ** 
 
Trial 6  
s as in some (s) 
Word Correct 
Answer 
cigar  
singer  
circle ** 
circus  
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Trial 7  
l as in like 
Word Correct 
Answer 
ladder  
lady  
lion  
lemon ** 
 
Trial 8 
r as in run 
Word Correct 
Answer 
rabbit  
ribbon ** 
robber  
robot  
 
Trial 9 
c as in can 
Word Correct 
Answer 
carrot  
canoe ** 
candle  
cartoon  
 
 
Trial 10.  
sh as in ship (s) 
Word Correct 
Answer 
singer  
shower  
shampoo  
shadow ** 
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Appendix M 
Instructions and Scoring Sheet for the Derived Word Production Task 
Instructions: Can you build some big words for me? I am going to record what you say. Let’s 
practice – can you put “ful” on the end of “wonder” to make a bigger word? Can you put 
“tion” on the end of ‘illustrate’ to make a bigger word. 
Let’s start. 
No Answer Score No Answer Score 
P1. wonderful  12. activity  
P2. illustration  13. celebration  
1. artistic  14. communication  
2. sleepiness  15. certifiable  
3. curiosity  16. photographic  
4. magnetic  17. responsibility  
5. happiness  18. commitment  
6. alphabetic  19. comfortable  
7. establishment  20. stimulation  
8. stupidity  21. silliness  
9. tranquillity  22. motivation  
10. angelic  23. acceptable  
11. enjoyment  24. illumination  
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Appendix N 
Instructions and stimuli for the Prosodic Question/Statement Task 
Instructions: I am going to play some sentences to you on the CD player. I am going to play 
each sentence twice for you. Then it is your job is to tell me if the person is telling you 
something or asking you a question. 
(After each sentence ask – Do you think the person is telling you something or asking you a 
question?) 
1. The cat is sitting down. 
2. The cat is sitting down? 
3. The car is over there? 
4. The car is over there.  
Now, the sentences will be silly and be made up of silly words. It will be like listening to 
someone talking in another language. I want you to listen carefully to each sentence. Then it 
is your job is to tell me if you think it sounds like the person is telling you something or is 
asking you a question. I am going to play the sentences twice for you. 
(After each sentence ask – Do you think the person is telling you something or asking you a 
question.) 
1. Model item - My bird eats seed. 
 Test item – Su prat ules tret. 
2. Model item – Where do you live? 
Test item – Sar koo lou pav? 
3. Model item – Do you play sport? 
       Test item – Mo kar deev craur? 
4. Model item – What time is it? 
Test item – Tu mat di  et? 
5. Model item – Her dog plays ball. 
        Test item – Ha joo deev foos. 
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6. Model item – It is warm now. 
Test item – Do de pow met. 
7. Model item – Why are you here? 
Test item – Mu fo das tee? 
8. Model item – The car has gone. 
Test item – De gair ma fune. 
9. Model item – Do you like maths? 
Test item – Mim yo droll sakk?  
10. Model item – My name is John. 
Test item – Ja karm mis Warne. 
11. Model item – Did you see Sam? 
Test item – mez fo sai Tur? 
12. Model item – Fresh eggs taste good. 
Test item – Grut mai spek kort. 
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Appendix O 
Participation Information Letter and Consent Form 
 
PARTICIPANT INFORMATION FOR QUT RESEARCH 
PROJECT 
The Role of Prosodic Development in Children’s Language and Reading 
Comprehension 
QUT Ethics Approval Number 1200000585 
RESEARCH TEAM    
Principal Researcher: Ms Karen Whalley – PhD student – Queensland University of Technology (QUT) 
Associate Researchers: Dr Julie Hansen (Supervisor) and Associate Professor Renata Meuter (Associate Supervisor) 
DESCRIPTION 
This study is being undertaken as part of PhD study for Karen Whalley, who is completing her PhD at Queensland 
University of Technology. The purpose of this study is to provide more information on the skills, especially 
prosodic skills that contribute to language and reading comprehension. Prosody encompasses the tempo, 
rhythm, and stress of language and is often referred to as the melody of language. Recent research indicates 
that prosody is a promising area of reading research. We request your assistance to gain valuable insights into 
sentence processing to help understand the prosodic skills needed in listening and reading comprehension in 
real time.  
Participants will be individually tested. You will be required to wear an electroencephalography cap to monitor 
brain activity while reading and listening to short sentences, such as “The girl chased the cat that is sitting.” Also 
participants will be required to undertake two prosodic tests of locating and producing word stress. The 
electroencephalography (EEG) technique is a non-invasive method of assessing brain activity while undertaking 
cognitive tasks and is routinely used in research by QUT and other universities as well as clinical practice with no 
adverse consequences.  
PARTICIPATION 
The research team is looking for adults aged between 18 and 55 years of age, who are native English speakers, 
and right-handed.   
Your participation in this project is entirely voluntary. If you do agree to participate, you can withdraw from the 
project at anytime without comment or penalty. Your decision to participate, or not participate, will in no way 
impact upon your current or future relationship with QUT. Please note, once you have completed the testing 
session it will not be possible to withdraw from the study as the data you provide will be anonymous and non-
identifiable. 
Participants will be tested individually at the EEG laboratory (OB-407) at QUT’s Kelvin Grove campus. While 
listening to and reading short sentences, you will be fitted with a snugly fitting EEG cap which will be adjusted 
to ensure your comfort and correct recording location. After the cap has been fitted, electrodes will be placed 
on the cap in those holes such that contact is made with the scalp. A small amount of low irritant water soluble 
gel (less than 3-4 mm²) will be applied to your scalp at the site of each electrode.  If required, antiseptic wipes, 
shampoo, towels and shower facilities are available if you wish to remove this gel out of your hair upon 
completion of the study. You should be mindful that the cap is likely to flatten your hair and, depending on your 
hair style and the products you have already applied to your hair yourself prior to the cap being fitted, shampoo 
may be the best way of removing the gel. Although unlikely, the cap can be removed at any time during the 
session, if any irritation or discomfort occurs. The testing session is expected to take between 2 and 2.5 hours 
While listening to and reading the short sentences, some sentences will require choosing via mouse click which 
of two pictures best matches the sentence you have heard or read. Participants also will be tested for prosodic 
skills being identification and manipulation of word stress.   
To recognise your contribution should you choose to participate, first year psychology students will be offered 
course credit on completion of the study. All other participants will receive a double movie pass for your 
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participation.  
EXPECTED BENEFITS 
It is expected that this project will not directly benefit you. However, it is anticipated that the research findings 
will contribute to our understanding of the processes involved in listening and reading comprehension.  
RISKS 
There are minimal risks associated with your participation in this project, including the possible discomfort or 
slight irritation due to the fitting of the EEG cap. EEG research is routinely carried out in many settings without 
any adverse consequences. You may ask the researcher to remove the EEG cap at any time throughout the study. 
Access to antiseptic wipes, towels and showering facilities (if required) is provided.  
PRIVACY AND CONFIDENTIALITY 
All data collected will be scored anonymously. Only group data will be analysed and all results will remain 
confidential. Any data collected as part of this project will be stored securely as per QUT’s Management of research 
data policy. Please note that non-identifiable data collected in this project may be used as comparative data in 
future projects.  
CONSENT TO PARTICIPATE 
If you wish to participate in the study, please email k.whalley@qut.edu.au to organise a convenient testing time. 
Please complete the attached written consent form which can be handed to Karen Whalley at the start of your 
testing session. 
QUESTIONS / FURTHER INFORMATION ABOUT THE PROJECT 
If have any questions or require any further information please contact one of the research team members 
below. 
Karen Whalley PhD student 07 3138 0045 k.whalley@qut.edu.au 
Dr Julie Hansen Senior Lecturer and Supervisor 07 3138 4748 julie.hansen@qut.edu.au 
Assoc Prof Renata Meuter Head of School and Associate Supervisor 07 3138 4641 r.meuter@qut.edu.au  
School of Psychology and Counselling – Faculty of Health – Queensland University of Technology (QUT) 
CONCERNS / COMPLAINTS REGARDING THE CONDUCT OF THE PROJECT 
QUT is committed to research integrity and the ethical conduct of research projects.  However, if you do have 
any concerns or complaints about the ethical conduct of the project you may contact the QUT Research Ethics 
Unit on 07 3138 5123 or email ethicscontact@qut.edu.au. The QUT Research Ethics Unit is not connected with 
the research project and can facilitate a resolution to your concern in an impartial manner. 
Thank you for helping with this research project.  Please keep this sheet for your information. 
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CONSENT FORM FOR QUT RESEARCH PROJECT 
The Role of Prosodic Development in Children’s Language and Reading Comprehension 
Ethics Approval Number 1200000585 
RESEARCH TEAM CONTACTS 
Karen Whalley PhD student 07 3138 0045 k.whalley@qut.edu.au 
Dr Julie Hansen Senior Lecturer and Supervisor 07 3138 4748 julie.hansen@qut.edu.au 
Assoc Prof Renata Meuter Head of School and Associate Supervisor 07 3138 4641 r.meuter@qut.edu.au  
School of Psychology and Counselling – Faculty of Health – Queensland University of Technology (QUT) 
STATEMENT OF CONSENT 
By signing below, you are indicating that you: 
 Have read and understood the information document regarding this project. 
 Have had any questions answered to your satisfaction. 
 Understand that if you have any additional questions you can contact the research team. 
 Understand that you are free to withdraw at any time, without comment or penalty. 
 Understand that you can contact the Research Ethics Unit on 07 3138 5123 or email 
ethicscontact@qut.edu.au if you have concerns about the ethical conduct of the project. 
 Understand that non-identifiable data collected in this project may be used as comparative data in 
future projects. 
 Agree to participate in the project. 
 
Name  
Signature  
Date   
 
Please return this sheet to the investigator. 
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Appendix P 
 
Standard Head Cap Layout for BioSemi 32+2 channels 
 
Source: ActiveTwo Operating Guidelines. Rev 6, Printed: January 31, 2007 p.9 
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Appendix Q 
 
Instructions and Stimuli for the Stress Identification Task (adapted from Wade-Woolley, 
Austin & Shan, 2012 
 
Instructions: I’m going to ask you to listen to some words. After each word, I’d like you to tell 
me on which syllable you hear the strongest emphasis, or the main stress. We’ll do two for 
practice and then I’ll let you answer the rest of them on your own. Do you have any questions 
before we start?”     
 Item Stress Placement 
P1 variable  va ri a ble      
P2 inevitable in     e      vi     ta    ble 
1 cannibalism ca     nni     ba     li     sm 
2 disreputable dis     re     pu    ta      ble  
3 melatonin me    la    to     nin 
4 vandalism van     da     li     sm  
5 metropolis me     tro     po     lis 
6 presidency pre     si     den     cy 
7 antagonism an     ta     go     ni     sm 
8 fatality fa     ta     li     ty  
9 alphabetical al    pha    be    ti    cal 
10 disciplinary di     sci     pli     na     ry 
11 inadequacy in     ad     e     qua     cy 
12 metabolism me     ta     bo     li     sm 
13 mechanism me     cha    ni   sm 
14 undergraduate un    der    gra    du   ate 
15 collaborator co     lla     bo     ra     tor 
16 tolerable to     le      ra     ble 
17 geometry ge     o     me     try 
18 interference in    ter    fer    ence 
19 nepotism ne     po    ti    sm 
20 capitalism ca     pi     ta    li     sm 
21 kaleidoscope ka     lei     do     scope  
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22 coincidental co    in    ci    den    tal 
23 incompetent in     com     pe     tent 
24 positivism po    si      ti     vi      sm 
25 individual in    di    vi    dual      
26 mahogany ma     ho     ga     ny 
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Appendix R 
 
Instructions and Stimuli for the Derived Nonsense Word Production Task 
This task involves you adding suffixes such as “ful” to words such as “beauty” to make a 
bigger word being [get participant to supply beautiful]. I will record your responses for later 
coding. However, we will be using nonsense words such as “frosure” so your task would be 
to say aloud the word that is made by adding “ful” to frosure. You will get to hear the 
nonsense word twice before you say your answer. Let’s practice. 
P1 Put ful on the end of frosure 
P2 Put ity on the end of  bistin 
1 Put ful on the end of primpy 
2 Put ity on the end of noctic 
3 Put less on the end of measer 
4 Put ee on the end of griffable 
6 Put ful on the end of yiremma 
7 Put ic on the end of otimal 
8 Put ic on the end of vilaspon 
9 Put er on the end of wiroop 
10 Put ity on the end of prether 
11 Put er on the end of ickat 
12 Put tion on the end of avplamate 
13 Put tion on the end of nesfimate 
14 Put ment on the end of empra 
15 Put ment on the end of riveemec 
16 Put tion on the end of noprotite 
17 Put ic on the end of tespet 
18 Put ment on the end of gregin 
19 Put tion on the end of imbord 
20 Put ity on the end of klorip 
21 Put ise on the end of irreper 
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22 Put ic on the end of atral 
23 Put ful on the end of sooda 
24 Put ment on the end of mossif  
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Appendix S 
EEG Sentential Stimuli – CEORC, Semantic and Prosodic Control Conditions 
Version 1  
 CEORC31   Semantic Controls32 Prosodic Controls33 
1. The hat the egg is on is brown  The hat is on the brown egg The hat the egg and the hen are brown  
2. The hanger the dress is on is blue The hanger is on the blue dress The dress the hanger and the bow are blue 
3. The shoe the book is on is small The shoe is on the small book The shoe the book and the sock are small 
4. The box the hat is on is blue The box is on the blue hat The box the hat and the comb are blue 
5. The balloon the bird is near is red The balloon is near the red bird The balloon the bird and the kite are red 
6. The cup the book is on is yellow The cup is on the yellow book The cup the book and the spoon are yellow 
7. The hand the bag is in is old The hand is in the old bag The hand the bag and the face are old 
8. The plate the spoon is on is broken The plate is on the broken spoon The plate the spoon and the knife are broken 
9. The flower the tree is near is dead The flower is near the dead tree The flower the tree and the bush are dead 
10. The girl the cat sees is playing The girl sees the cat playing The girl the cat and the boy are playing 
11. The chair the duck is under is green The chair is under the green duck The chair the duck and the ball are green 
12. The plate the cake is on round The plate is on the round cake  The plate the cake and the table are round 
13. The apple the pear is near is rotten The pear is near the rotten apple The apple the pear and the orange are rotten 
14. The knife the fork is under is pink The fork is under the pink knife The knife the fork and the spoon are pink 
15. The pencil the ruler is on is broken The pencil is on the broken ruler The pencil the ruler and the chair are broken 
16. The cup the egg is near is broken The cup is near the broken egg The egg the cup and the plate are broken  
17. The book the scarf is on is green The book is on the green scarf The book the scarf and the hat are green 
18. The shoe the sock is in is red The shoe is in the red sock The shoe the sock and the shirt are red 
19. The box the bin is in is blue The box is in the blue bin The box the bin and the flag are blue 
20. The pan the pot is in is dirty The pan is in the dirty pot The pan the pot and the stove are dirty 
21. The boy the dog looks at is sleeping The boy looks at the sleeping dog The boy the dog and the bird are sleeping 
22. The cat the girl is chasing is sitting The cat chases the sitting girl The cat the girl and the dog are sitting 
                                                          
31 CERC presented with and without appropriate prosody 
32 Semantic controls have the same meaning but simpler syntactic structure to CERC sentences 
33 Prosodic controls provide an alternate sentence starting with two nouns like the CERC, to prevent a singular processing strategy when sentences start with two nouns. 
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CEORC   Semantic Controls  Prosodic Controls  
23. The dog the cat chases is jumping The dog chases the jumping cat The dog the cat and the boy are jumping 
24. The girl the lady sees is pointing The girl sees the lady pointing The girl the lady and the man are pointing 
25. The girl the boy looks at is crying The girl looks at the crying boy The girl the boy and their friend are crying  
26. The horse the man touches is tall The horse touches the tall man The horse the man and the house are tall 
27. The man the dog sees is eating The man sees the dog eating The man the dog and the horse are eating 
28. The horse the boy looks at is jumping The horse looks at the jumping boy The horse the boy and the dog are jumping  
29. The dog the rat chases is brown The dog chases the brown rat The dog the rat and the cat are brown 
30. The boy the clown sees is running The boy sees the running clown The boy the clown and the lady are running 
31. The elephant the man pushes is big  The elephant pushes the big man The elephant the man and the horse are big 
32. The dog the cat bites is fat The dog bites the fat cat The dog the cat and the goat are fat 
33. The fox the hen sees is running The fox sees the running hen The fox the hen and the hound are running 
34. The bird the duck sees is flying The bird sees the flying duck The bird the duck and the kite are flying 
35. The rabbit the goat pushes is white The rabbit pushes the white goat The rabbit the goat and the duck are white 
36. The cat the bird watches is sleeping The cat watches the sleeping bird The cat the bird and the pig are sleeping  
37. The child the man catches is laughing The child catches the laughing man The child the man and the lady are laughing 
38. The truck the car hits is blue The truck hits the blue car The truck the car and the bike are blue 
39. The chair the toy is under is broken The chair is under the broken toy The chair the toy and the glass are broken 
40. The mouse the girl sees is eating The mouse sees the girl eating The mouse the girl and the hen are eating 
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 Version 2  
 CEORC   Semantic  Controls Prosodic Controls 
1. The egg the hat is on is brown  The egg is on the brown hat The egg the hat and the hen are brown  
2. The dress the hanger is on is blue The dress is on the blue hanger The hanger the dress and the bow are blue 
3. The book the shoe is on is small The book is on the small shoe The book the shoe and the sock are small 
4. The hat the box is on is blue The hat is on the blue box The hat the box and the comb are blue 
5. The bird the balloon is near is red The bird is near the red balloon The bird the balloon and the kite are red 
6. The book the cup is on is yellow The book is on the yellow cup The book the cup and the spoon are yellow 
7. The bag the hand is in is old The bag is in the old hand The bag the hand and the face are old 
8. The spoon the plate is on is broken The spoon is on the broken plate The spoon the plate and the knife are broken 
9. The tree the flower is near is dead The tree is near the dead flower The tree the flower and the bush are dead 
10. The cat the girl sees is playing The cat sees the girl playing The cat the girl and the boy are playing 
11. The duck the chair is under is green The duck is under the green chair The duck the chair and the ball are green 
12. The cake the plate is on round The cake is on the round plate  The cake the plate and the table are round 
13. The pear the apple is near is rotten The apple is near the rotten pear The pear the apple and the orange are rotten 
14. The fork the knife is under is pink The knife is under the pink fork The fork the knife and the spoon are pink 
15. The ruler the pencil is on is broken The ruler is on the broken pencil The ruler the pencil and the chair are broken 
16. The egg the cup is near is broken The egg is near the broken cup The cup the egg and the plate are broken  
17. The scarf the book is on is green The scarf is on the green book The scarf the book and the hat are green 
18. The sock the shoe is in is red The sock is in the red shoe The sock the shoe and the shirt are red 
19. The bin the box is in is blue The bin is in the blue box The bin the box and the flag are blue 
20. The pot the pan is in is dirty The pot is in the dirty pan The pot the pan and the stove are dirty 
21. The dog the boy looks at is sleeping The dog looks at the sleeping boy The dog the boy and the bird are sleeping 
22. The girl the cat is chasing is sitting The girl chases the sitting cat The girl the cat and the dog are sitting 
23. The cat the dog chases is jumping The cat chases the jumping dog The cat the dog and the boy are jumping 
24. The lady the girl sees is pointing The lady sees the girl pointing The lady the girl and the man are pointing 
25. The boy the girl looks at is crying The boy looks at the crying girl The boy the girl and their friend are crying 
26. The man the horse touches is tall The man touches the tall horse The man the horse and the house are tall 
27. The dog the man sees is eating The dog sees the man eating The dog the man and the horse are eating 
28. The boy the horse looks at is jumping The boy looks at the jumping horse The boy the horse and the dog are jumping 
29. The rat the dog chases is brown The rat chases the brown dog The rat the dog and the cat are brown 
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CEORC   Semantic Controls Prosodic Controls 
30. The clown the boy sees is running The clown sees the running boy The clown the boy and the lady are running 
31. The man the elephant pushes is big  The man pushes the big elephant The man the elephant and the horse are big 
32. The cat the dog bites is fat The cat bites the fat dog The cat the dog and the goat are fat 
33. The hen the fox sees is running The hen sees the running fox The hen the fox and the hound are running 
34. The duck the bird sees is flying The duck sees the flying bird The duck the bird and the kite are flying 
35. The goat the rabbit pushes is white The goat pushes the white rabbit The goat the rabbit and the duck are white 
36. The bird the cat watches is sleeping The bird watches the sleeping cat The bird the cat and the pig are sleeping  
37. The man the child catches is laughing The man catches the laughing child The man the child and the lady are laughing 
38. The car the truck hits is blue The car hits the blue truck The car the truck and the bike are blue 
39. The toy the chair is under is broken The toy is under the broken chair The toy the chair and the glass are broken 
40. The girl the mouse sees is eating The girl sees the mouse eating    The girl the mouse and the hen are eating
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Appendix T 
Instructions for EEG Experiment 
“You will be required to listen to as well as read short sentences. The EEG 
experiment consists of four auditory blocks. Some sentences, and only some sentences will be 
followed by a pair of pictures. When this happens, you will be required to choose the picture 
that best matches the sentences that you have just heard. If the picture on the left best 
matches, you need to click the left side of the mouse. If the picture on the right is the one that 
you choose you need to right click the mouse. You only get one chance at picking the picture. 
Don’t worry if you make an error, you just need to go on the next sentence. 
There will be rest periods between each block. At the end of each block, the screen 
will display “Have a break, press C to continue”. So when you are ready to go on to the next 
block, press C to continue. 
It is important that you keep movement to a minimum, including eye blinks. During 
the sentences in the auditory blocks, when the symbol ‘+’ is present, please try and minimise 
eye blinking and other movement. However, when ‘***’ is shown on the screen, please feel 
free to blink. You can blink readily between sentences. 
As already mentioned some sentences will be followed by two pictures. When the pair 
of pictures appears, you need to click the corresponding side of the mouse to choose the 
picture that best matches what you have just heard. Obviously, at this time you will need to 
move to click the mouse. This is okay as I am not interested in what is happening at this time. 
Also, there will be repetition of sentences and some sentences will seem to be the 
same. Don’t worry about this as this is intentional. Just try and deal with each sentence as it 
comes. Some of the sentences may seem a little silly but we have tried to use simple words at 
this experiment is also designed to be used with children. 
I will be in the adjoining room. I am here to help with any problems you may have as 
the experiment continues. 
Let’s do some practice ones first.  
Instructions on Computer Screen 
Welcome to the Experiment 
You will be listening to short sentences. It is important that you keep movement including eye 
blinking to a minimum during the sentences. When listening to sentences try to minimise eye 
blinking when + is displayed while *** indicates that you can blink. After some sentences, 
you will be required to choose one of two pictures that best match what you have just heard. 
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If you answer is the picture on the left, click the left mouse and if it is the right, right click the 
mouse. Press “R” to repeat instructions or “C” to continue. 
 
