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A CLASS OF NULL SPACE CONDITIONS FOR SPARSE RECOVERY
VIA NONCONVEX, NON-SEPARABLE MINIMIZATIONS
HOANG TRAN∗ AND CLAYTON WEBSTER†
Abstract. For the problem of sparse recovery, it is widely accepted that nonconvex minimiza-
tions are better than ℓ1 penalty in enhancing the sparsity of solution. However, to date, the theory
verifying that nonconvex penalties outperform (or are at least as good as) ℓ1 minimization in exact,
uniform recovery has mostly been limited to separable cases. In this paper, we establish general re-
covery guarantees through null space conditions for nonconvex, non-separable regularizations, which
are slightly less demanding than the standard null space property for ℓ1 minimization.
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1. Introduction. This paper is concerned with the reconstruction of a sparse
signal x ∈ RN from relatively few observed data y ∈ Rm. More precisely, we recover
the unknown vector x ∈ RN from the system
Az = y, (1.1)
given the matrix A ∈ Rm×N (m ≪ N), and using linear measurements y = Ax. In
general, the system (1.1) is underdetermined and has infinitely many solutions. With
the additional acknowledgement that the unknown signal is sparse, which is the case
in several contexts such as compressed sensing [3, 8], statistics [16], and uncertainty
quantification [9, 21, 7], we search for the sparsest solution of (1.1) only. It is natural
to reconstruct x via the ℓ0 minimization problem
min
z∈RN
‖z‖0, subject to Az = y, (1.2)
where ‖z‖0 is the number of nonzero components in z. However, since the loca-
tions of the nonzero components are not available, solving (1.2) directly requires a
combinatorial search and is unrealistic in general.
An alternative and popular approach is basis pursuit or ℓ1 minimization, which
consists in finding the minimizer of the problem
min
z∈RN
‖z‖1, subject to Az = y. (1.3)
The convex optimization problem (1.3) is an efficient relaxation for (1.2) and often
produces sparse solutions. The sparse recovery property of ℓ1 minimization has been
well-developed. It is known from the compressed sensing literature that if A possesses
certain properties, such as the null space property and restricted isometry property,
problem (1.2) and its convex relaxation (1.3) are equivalent [13].
Although the ℓ1 minimization technique has been used in a wide variety of prob-
lems, it is not able to reconstruct the sparsest solutions in many applications. As
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such, several nonconvex regularizations have been applied to improve the recovery
performance. These penalties are generally closer to the ℓ0 penalty than the ℓ1 norm,
thus it is reasonable to expect that nonconvex minimizations can further enhance the
sparsity of the solutions. The most commonly used nonconvex penalty is probably
ℓp with 0 < p < 1 [4, 12], which interpolates between ℓ0 and ℓ1. Other well-known
nonconvex methods in the literature include Smoothly Clipped Absolute Deviation
(SCAD) [11], capped ℓ1 [31, 23] and transformed ℓ1 [19, 30]. All of these penalties are
separable, in the sense that they are the sum of the penalty functions applied to each
individual component of the vector. Recently, many non-separable regularizations
are also considered, for instance, iterative support detection [24], ℓ1 − ℓ2 [10, 27, 25],
two-level ℓ1 [17] and sorted ℓ1 [18]. While nonconvex penalties are generally more chal-
lenging to minimize, they have been shown to reconstruct the sparse target signals
from significantly fewer measurements in many computational test problems.
Yet, to date, the theoretical evidence that nonconvex penalties are superior to (or
at least, not worse than) ℓ1 optimization in uniform reconstruction of sparse signals
has not been fully developed. For some regularizations such as ℓp (0 < p < 1) [12],
iterative support detection [24], recovery guarantees are available, established via
variants of restricted isometry property (RIP), and proved to be less restrictive than
that of ℓ1. However, such guarantees remain elusive or suboptimal for many others,
especially non-separable penalties. Let us elucidate this point by an examination of
the null space properties recently developed for ℓ1 − ℓ2 [27, 25] and two-level ℓ1 [17].
For any v = (v1, . . . , vN ) ∈ RN and S ⊂ {1, . . . , N}, denote by S the complement of
S in {1, . . . , N} and #(S) the cardinality of S, then the null space property of the
measurement matrix A, introduced in [6], can be stated as follows.
Definition 1.1 (Null space property). For the matrix A ∈ Rm×N , the null space
property is given by:
ker(A)\{0} ⊂
{
v∈RN : ‖vS‖1 < ‖vS‖1, ∀S⊂{1, . . . , N} with #(S) ≤ s
}
. (NSP)
It is well-known that (NSP) is the necessary and sufficient condition for the success-
ful reconstruction using ℓ1 minimization [6, 13], thus, stronger recovery properties,
which are desirable and expected for nonconvex minimizations, would essentially al-
low ker(A) to be contained in a larger set than that in (NSP). The arguments in
[27, 25, 17] are, however, at odds with this observation. Therein, the RIP were devel-
oped so that
ker(A)\{0} ⊂
{
v ∈ RN :‖vS‖1 < ‖vH∩S‖1, ∀S : #(S) ≤ s, ∀H : #(H) = ⌊N/2⌋
}
,
and ker(A) \ {0} ⊂
{
v ∈ RN :‖vS‖1 + ‖vS‖2 + ‖vS‖2 < ‖vS‖1, ∀S : #(S) ≤ s
}
,
respectively for two-level ℓ1 and ℓ1 − ℓ2 penalties. As then ker(A) was restricted
to strictly smaller sets than as in ℓ1 case, the acquired RIPs were inevitably more
demanding.
In this paper, we establish new uniform recovery guarantees for a general class
of nonconvex, possibly non-separable minimizations, which are superior to or at least
as good as ℓ1. More specifically, we consider the nonconvex optimization problem in
general form
minimize
z∈RN
R(z) subject to Az = Ax, (PR)
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and, under some mild assumptions of R (applicable to most nonconvex penalties
considered in the literature), derive null space conditions for the exact reconstruction
via (PR), which are less demanding or identical to the standard conditions required
by the ℓ1 norm. Our main achievement in this paper is: for the regularizations that
are concave, non-separable and symmetric1 (such as ℓ1 − ℓ2, two-level ℓ1, sorted ℓ1),
(NSP) is sufficient for the exact recovery of all s-sparse signals. Furthermore, in many
cases, an improved variant of (NSP) is enough, i.e.,
ker(A) \ {0} ⊂
{
v ∈ RN : ‖vS‖1 ≤ ‖vS‖1, ∀S with #(S) ≤ s
}
. (iNSP)
One distinct aspect of these results, as we shall see, is that they do not have fixed
support version. As such, our analysis requires technical arguments beyond the stan-
dard approach, that is, first deriving and then combining all null space properties for
the recovery of vectors supported on fixed sets of same cardinality.
To compare with the better known case where separable property is assumed, we
revisit the necessary and sufficient condition for the exact recovery for concave and
separable regularizations. The generalized null space property
ker(A) \ {0} ⊂
{
v ∈ RN : R(vS) < R(vS), ∀S with #(S) ≤ s
}
(gNSP)
can be established from fixed support null space conditions, therefore is a routine
extension of several similar results for specific penalties [12, 13]. This property can
also be found in [15]. However, (gNSP) is not automatically less restrictive than
the standard (NSP), and we verify that this is the case only if the regularization
is also symmetric. Penalties that can be treated in this setting include ℓp, SCAD,
transformed ℓ1, capped ℓ1.
1.1. Related works. This paper examines the recovery of sparse signals by
virtue of global minimizers of nonconvex problems. These are the best solutions one
can acquire via the considered nonconvex regularizations, regardless of the numer-
ical procedures used to realize them. Therefore, our results serve as a benchmark
for the performance of concrete algorithms. Often in practice, one can only obtain
the local minimizers of nonconvex problems. The theoretical recovery properties via
local minimizers, attached to specific numerical schemes, has also gained considerable
attention in the literature. In [31, 32], a multi-stage convex relaxation scheme was
developed for solving problems with nonconvex objective functions, with a focus on
capped-ℓ1. Theoretical error bound was established for fixed designs showing that the
local minimum solution obtained by this procedure is superior to the global solution
of the standard ℓ1. In [28], ℓ1− ℓ2 minimization was proved not worse than ℓ1, based
on a difference of convex function algorithm (DCA), which is an iterative procedure
and returns ℓ1 solution in the first step.
Generalized conditions for nonconvex penalties were also established in [11, 19],
under which three desirable properties of the regularizations - unbiasedness, sparsity,
and continuity - are fulfilled. Therein, the properties of the local minimizers and
the sufficient conditions for a vector to be the local minimizer were analyzed with a
unified approach, and specified for SCAD and transformed ℓ1 (referred to as SICA in
[19]). We remark that this framework applies to separable penalties only.
1The precise definitions of separable, concave and symmetric are presented in Section 2.
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Finally, sorted ℓ1 is a nonconvex method recently introduced in [18]. This method
generalizes several nonconvex approaches, including iterative hard thresholding, two-
level ℓ1, truncated ℓ1, and small magnitude penalized (SMAP).
1.2. Organization. The remainder of this paper is organized as follows. In
Section 2, we describe the general nonconvex, non-separable minimization problem,
some examples, and provide the necessary background results. In Section 3, we prove
our main results on the null space properties for the exact reconstruction via non-
separable penalties. The recovery conditions for separable penalties are discussed in
Section 4. Finally, concluding remarks are given in Section 5.
2. Nonconvex, non-separable minimization problem. Throughout this pa-
per, we denote U = [0,∞)N , and for z = (z1, . . . , zN ) ∈ RN , let |z| = (|z1|, . . . , |zN |)
with |z|[1] ≥ . . . ≥ |z|[N ] the components of |z| in decreasing order. If z has nonnega-
tive components, i.e., z ∈ U , we simply write
z[1] ≥ . . . ≥ z[N ].
We call a vector z ∈ RN : equal-height if all nonzero coordinates of z have the same
magnitude; and s-sparse if it has at most s nonzero coefficients. Also, ej is the
standard basis vector with a 1 in the j-th coordinate and 0’s elsewhere. The j-th
coordinate of a vector z ∈ RN is often denoted simply by zj , but at some places, we
also use the notation (z)j .
Recall the nonconvex optimization problem of interest is given by
minimize
z∈RN
R(z) subject to Az = Ax. (PR)
We define the following theoretical properties of the penalty R described in (PR).
Definition 2.1. Let R be a mapping from RN to [0,∞) satisfying R(z1, . . . , zN )
= R(|z1|, . . . , |zN |), for all z = (z1, . . . , zN) ∈ RN .
• R is called separable on RN if there exist functions rj : R → [0,∞), j ∈
{1, . . . , N} such that for every z ∈ RN , R can be represented as
R(z) =
N∑
j=1
rj(zj). (2.1)
If R cannot be written in the form (2.1), we say R is non-separable on RN .
• R is called symmetric on RN if for every z ∈ RN and every permutation
(π(1), . . . , π(N)) of (1, . . . , N):
R(zπ(1), . . . , zπ(N)) = R(z). (2.2)
• R is called concave on U if for every z, z′ ∈ U and 0 ≤ λ ≤ 1:
R(λz + (1 − λ)z′) ≥ λR(z) + (1− λ)R(z′). (2.3)
• R is called increasing on U if for every z, z′ ∈ U , z ≥ z′ then
R(z) ≥ R(z′). (2.4)
Here, z ≥ z′ means zj ≥ z′j, ∀1 ≤ j ≤ N .
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The theory for uniform recovery developed herein is applicable for all concave,
non-separable and symmetric penalties. In particular, our present conditions unify
and improve the existing conditions for ℓ1 − ℓ2 and two-level ℓ1. On the other hand,
we provide, for the first time, the theoretical requirements for the uniform recovery
of sorted ℓ1.
Example 2.2 (Concave, non-separable and symmetric penalties).
1. ℓ1 − ℓ2: Rℓ1−ℓ2(z) = ‖z‖1 − ‖z‖2, [10, 27].
2. Two-level ℓ1: R2ℓ1(z) = ρ
∑
j∈J(z)
|zj|+
∑
j∈J(z)c
|zj|, [17].
Here, 0 ≤ ρ < 1 and J(z) is the set of largest components of |zj|.
3. Sorted ℓ1: Rsℓ1(z) = β1|z|[1] + . . .+ βN |z|[N ], [18].
Here, 0 ≤ β1 ≤ . . . ≤ βN and |z|[1] ≥ . . . ≥ |z|[N ] are the components of |z|
ranked in decreasing order.
We remark that our analysis does not cover non-concave or non-symmetric reg-
ularizations. However, unlike their concave and symmetric counterparts, (NSP) may
not be sufficient to guarantee the uniform and sparse reconstruction with these penal-
ties in general. Therefore, non-concave or non-symmetric regularizations are not
necessarily better than ℓ1 minimization in exact, uniform recovery, in the sense that
for some sampling matrices, ℓ1 can successfully recover all s-sparse vectors, while a
non-concave or non-symmetric penalty fails to do so. A well-known example of non-
concave penalties which are less efficient than ℓ1 is ℓp with p > 1. Another interesting
example is ℓ1/ℓ2 [10, 26], a non-concave and non-convex regularization. Whether
there exists a null space property less restrictive than (NSP) for this penalty is an
open question. Non-symmetric regularizations, on the other hand, do not always re-
cover the sparsest vectors due to their preference for some components over others.
An example of a non-symmetric penalties is given in Section 4.
2.1. Properties of penalty functions. Next, we present a few necessary sup-
porting results for the penalty functions of interest. These results are relatively well-
known, so will be provided here without proofs.
Lemma 2.3. Let R be a map from RN to [0,∞). If R is concave on U , then R
is increasing on U .
Note that if R : RN → [0,∞) satisfies R(z1, . . . , zN) = R(|z1|, . . . , |zN |), ∀z =
(z1, . . . , zN) ∈ RN and is increasing on U , then
R(z) ≥ R(z′) for all z, z′ ∈ RN with |zj | ≥ |z′j|, ∀1 ≤ j ≤ N. (2.5)
R is therefore increasing in the whole space RN in the sense of (2.5). We will use
both terms “increasing on U” and “increasing on RN” interchangeably in the sequel.
To establish the generalized conditions for successful sparse recovery in the non-
separable case, we employ the concept of majorization. This notion, defined below,
makes precise and rigorous the idea that the components of a vector are “more (or
less) equal” than those of another.
Definition 2.4 (Majorization, [20]). For z, z′ ∈ U , z is said to be majorized by
5
z′, denoted by z ≺ z′, if

n∑
j=1
z[j] ≤
n∑
j=1
z′[j], n = 1, . . . , N − 1,
N∑
j=1
z[j] =
N∑
j=1
z′[j].
(2.6)
Given condition (2.6), we also say z′ majorizes z and denote z′ ≻ z.
As a simple example of majorization, we have(
1
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, 0, 0, 0, 0
)
≺ (1, 0, 0, 0, 0, 0) .
Loosely speaking, a sparse vector tends to majorize a dense one with the same ℓ1
norm. On the other hand, a sparse-promoting penalty function should have small
values at sparse signals and larger values at dense signals. One may think that a
penalty function which reverses the order of majorization would promote sparsity,
in particular, outperform ℓ1. We will show in the next sections that this intuition is
indeed correct, but first, let us clarify that all symmetric and concave penalty functions
considered are order-reversing2, see [20, Chapter 3.C] and [2, Remark II.3.7].
Lemma 2.5. Let R be a function from RN to [0,∞) satisfying R(z1, . . . ,zN)
= R(|z1|, . . . , |zN |), ∀z = (z1, . . . , zN ) ∈ RN . If R is symmetric on RN and concave
on U , then R reverses the order of majorization:
R(z) ≥ R(z′) for all z, z′ ∈ U with z ≺ z′. (2.7)
3. Exact recovery of sparse signals via non-separable penalties. In this
section, we prove that concave, non-separable and symmetric regularizations are su-
perior to ℓ1 in sparse, uniform recovery. This setting applies to penalties such as
two-level ℓ1, sorted ℓ1, and ℓ1 − ℓ2. Our main result is given below.
Theorem 3.1. Let N > 1, s ∈ N with 1 ≤ s < N/2, and A be an m × N
real matrix. Consider the problem (PR), where R is a function from R
N to [0,∞)
satisfying R(z1, . . . , zN) = R(|z1|, . . . , |zN |), ∀z = (z1, . . . , zN) ∈ RN , symmetric on
R
N , and concave on U .
i) If
R(z1, . . . , zs, zs+1, 0, . . . , 0) > R(z1, . . . , zs, 0, . . . , 0), ∀z1, . . . , zs+1 > 0, (R1)
then every s-sparse vector x ∈ RN is the unique solution to (PR) provided that
the null space property (NSP) is satisfied. In this sense, (PR) is at least as
good as ℓ1-minimization.
ii) If
R(z1, . . . , zs−1, zs, zs+1, 0, . . . , 0) > R(z1, . . . , zs−1, zs + zs+1, 0, . . . , 0),
∀z1, . . . , zs+1 > 0,
(R2)
2Functions that reverse the order of majorization are often referred to as Schur-concave functions,
see, e.g., [20].
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then every s-sparse vector x ∈ RN (except equal-height vectors) is the unique
solution to (PR) provided that the improved null space property (iNSP) is sat-
isfied. The recovery guarantee of (PR) therefore is better than that of ℓ1-
minimization.
It is worth emphasizing that Theorem 3.1 does not have a fixed support version.
More specifically, it may be tempting to think that (NSP) can be proved to be a
sufficient condition for non-separable minimizations by the same mechanism as in ℓ1
and separable cases, i.e., combining all conditions for the recovery of vectors supported
on fixed sets S of cardinality s, i.e.,
ker(A)\{0} ⊂
{
v∈RN : ‖vS‖1 < ‖vS‖1
}
, (3.1)
see [13, Section 4.1]. However, this strategy does not work, as we can show that unlike
ℓ1, (3.1) does not guarantee the successful recovery of vectors supported on S with
non-separable penalties. Indeed, consider the underdetermined system Az = Ax,
where the matrix A ∈ R4×5 is defined as
A =


1 0.5 1 0 0
1 −0.5 0 1 0
0 0.1 0 0 1
1 −1 0 0 0

 .
As ker(A) = (−t,−t, 3t/2, t/2, t/10)⊤ satisfies (3.1) with S = {1, 2}, all sparse signals
supported on S can be exactly recovered with ℓ1 penalty. Consider ℓ1 − ℓ2 regular-
ization, let x = (1, 1, 0, 0, 0)⊤ supported on S, then any solution to Az = Ax can be
represented as (1 − t, 1 − t, 3t/2, t/2, t/10)⊤. Among those, the unique minimizer of
Rℓ1−ℓ2(z) is z=(0, 0, 3/2, 1/2, 1/10)
⊤, which is different from x and not the sparsest
solution.
The proof of Theorem 3.1 is rather lengthy and is relegated to Section 3.1. Let
us first discuss the assumptions (R1) and (R2). We will see from this proof that the
concavity and symmetry of the penalty function R is enough to guarantee every s-
sparse vector is a solution to (PR). For the exact recovery, we also need these solutions
to be unique. Such uniqueness could be derived assuming R is strictly concave, but
several regularizations do not satisfy this property. Rather, we only require strict
concavity (or strictly increasing property) in one direction and locally at s-sparse
vectors, reflected in (R1) and (R2). These mild conditions can be validated easily
for the considered non-separable penalties; see Proposition 3.2. We note that (R1) is
weaker than (R2).
On the other hand, (iNSP) cannot guarantee the exact recovery of equal-height, s-
sparse vectors with symmetric penalties in general. Indeed, it is possible that ker(A)
contains equal-height, 2s-sparse vectors, for example,
∑2s
j=1 ej , in which case the
recovery problem of an equal-height, s-sparse vector, say z =
∑s
j=1 zej , would essen-
tially have at least another solution, namely z′ = −∑2sj=s+1 zej , as R(z) = R(z′).
We therefore exclude the reconstruction of equal-height vectors under (iNSP).
Proposition 3.2.
i) The following methods:
two-level ℓ1, sorted ℓ1 with βs+1 > 0
are at least as good as ℓ1-minimization in recovering sparse vectors in the sense
that these methods exactly reconstruct all s-sparse vectors under the null space
property (NSP).
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ii) The following methods:
ℓ1 − ℓ2, sorted ℓ1 with βs+1 > βs
are provably superior to ℓ1-minimization in recovering sparse vectors in the
sense that these methods exactly reconstruct all s-sparse (except equal-height)
vectors under the improved null space property (iNSP).
Proof. In this proof, for convenience, we often drop the zero components when
denoting vectors in RN , for instance, (z1, . . . , zs, 0, . . . , 0) with zi 6= 0, ∀ 1 ≤ i ≤ s and
s < N is simply represented as (z1, . . . , zs). Applying Theorem 3.1, we only need to
show that: i) R2ℓ1 and Rsℓ1 with βs+1 > 0 satisfy (R1) and ii) Rℓ1−ℓ2 and Rsℓ1 with
βs+1 > βs satisfy (R2).
1. Rℓ1−ℓ2 : For z1, . . . , zs+1 > 0,(√
z21 + . . .+ z
2
s+1 + zs+1
)√
z21 + . . .+ z
2
s > z
2
1 + . . .+ z
2
s
=
(√
z21 + . . .+ z
2
s+1 + zs+1
)(√
z21 + . . .+ z
2
s+1 − zs+1
)
,
thus, zs+1 −
√
z21 + . . .+ z
2
s+1 > −
√
z21 + . . .+ z
2
s . Adding z1 + . . . + zs in
both sides yields (R2).
2. R2ℓ1 : We have
R2ℓ1(z1, . . . , zs+1) ≥ R2ℓ1(z1, . . . , zs) + ρzs+1 > R2ℓ1(z1, . . . , zs)
for all z1, . . . , zs+1 > 0 and (R1) is deduced.
3. Rsℓ1 : Let us define z = (z1, . . . , zs+1, 0, . . . , 0) ∈ RN and assume zs and zs+1
are the T -th and t-th largest components of z, i.e., zs = z[T ], zs+1 = z[t].
Consider βs+1 > 0, we assume t < s + 1 (the other case t = s + 1 is
trivial). For any j with t ≤ j ≤ s, βjz[j] ≥ βjz[j+1]. At j = s+1, we estimate
βs+1z[s+1] > 0. There follows
Rsℓ1(z1, . . . , zs+1) =
s+1∑
j=1
βjz[j] >
t−1∑
j=1
βjz[j] +
s∑
j=t
βjz[j+1] = Rsℓ1(z1, . . . , zs),
giving (R1).
Next, consider βs+1 > βs. Without loss of generality, assume t > T
and also t < s+ 1 (the below argument also applies to t = s+ 1 with minor
changes). At j = t, we estimate βtz[t] ≥ βT z[t]. For all j with t+1 ≤ j ≤ s+1,
βjz[j] ≥ βj−1z[j]. In particular, at j = s+ 1, the strict inequality holds, i.e.,
βs+1z[s+1] > βsz[s+1]. Combining these facts and applying rearrangement
inequality yield
Rsℓ1(z1, . . . , zs+1) =
s+1∑
j=1
βjz[j] >
t−1∑
j=1
βjz[j] + βT z[t] +
s+1∑
j=t+1
βj−1z[j]
=
t−1∑
j=1
j 6=T
βjz[j] +
s+1∑
j=t+1
βj−1z[j] + βT (z[T ] + z[t]) ≥ Rsℓ1(z1, . . . , zs−1, zs + zs+1).
We obtain (R2) and complete the proof.
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3.1. Proof of Theorem 3.1. First, since R is concave on U , R is also increasing
on RN ; see Lemma 2.3 and the discussion after. In what follows we denote
K1 := {v ∈ RN : ‖vS‖1 < ‖vS‖1, ∀S ⊂ {1, . . . , N} with #(S) ≤ s},
K2 := {v ∈ RN \ {0} : ‖vS‖1 ≤ ‖vS‖1, ∀S ⊂ {1, . . . , N} with #(S) ≤ s}.
Recall that if A satisfies (NSP) or correspondingly (iNSP), then ker(A) \ {0} ⊂ K1 or
ker(A) \ {0} ⊂ K2 respectively. Let x be a fixed s-sparse vector in RN , then z = x
solves Az = Ax and any other solution of this system can be written as z = x+ v
with some v ∈ ker(A) \ {0} ⊂ K1|2. We will show in the next part that:
• if (R1) holds then
R(x+ v) > R(x), ∀v ∈ K1; and
• if (R2) holds and x is not an equal-height vector then
R(x+ v) > R(x), ∀v ∈ K2,
thus x is the unique solution to (PR) assuming either: (i) (R1) and (NSP); or (ii) (R2)
and (iNSP) and x is not an equal-height vector.
Since R is symmetric, without loss of generality, we assume
x = (x1, . . . , xs, 0, . . . , 0), where xi ≥ 0, ∀1 ≤ i ≤ s. (3.2)
For every v ∈ K1|2, there exists v˜ ∈ K1|2 that
R(x+ v˜) ≤ R(x+ v),
and the s first components of v˜ are nonpositive, i.e., v˜i ≤ 0, ∀1 ≤ i ≤ s. Indeed, let
v = (v1, . . . , vN ) be a vector in K1|2. For any 1 ≤ i ≤ s, if vi > 0, we flip the sign of
vi, i.e., replacing vi by −vi. Denoting the newly formed vector by v˜, then v˜ ∈ K1|2
and
|(x+ v˜)i| = |xi − vi| ≤ xi + vi = |(x+ v)i|,
for every i where the sign is flipped, while (x + v˜)i = (x + v)i, for other i. By the
increasing property of R, v˜ satisfies R(x+ v˜) ≤ R(x+ v). The first s components of
v˜ are nonpositive by definition.
It is therefore enough to consider v ∈ K1|2 represented as
v = (−a1, . . . ,−as, b1, . . . , bt, 0, . . . , 0), (3.3)
where {ai}, {bj} are correspondingly nonnegative and positive sequences. We denote
by E(v) the multiset {ai : i ∈ 1, s} ∪ {bj : j ∈ 1, t}, by U(v) the multiset containing
s largest elements in E(v) and L(v) := E(v) \ U(v). Let
b(v) := minU(v), and
σ(v) and λ(v) be the sum of all elements in U(v) and L(v) respectively.
Then v ∈ K1 (or v ∈ K2 correspondingly) if and only if σ(v)< λ(v) (σ(v)≤ λ(v) and
v 6= 0 respectively). Also, note that t ≥ s+ 1 for all v ∈ K1, and t ≥ s for all v ∈ K2
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with t = s occurring only if v is an equal-height vector. Below we consider two cases.
Case 1: Assume (R1) and v ∈ K1 as in (3.3).
We will show there exists v̂ ∈ K1 that
v̂ =(−a1, . . . ,−as, b, . . . , b︸ ︷︷ ︸
T−1
, bT , 0, . . . , 0), for some T ≥ s+ 1, 0 < bT ≤ b ≡ b(v),
and R(x+ v̂) ≤ R(x+ v).
First, we replace all components bj in U(v) (which satisfy bj ≥ b) by b and
subtract a total amount
∑
bj∈U(v)
(bj − b) from bj ’s in L(v). It is possible to form an
elementwise nonnegative vector (referred to as v′) with this step, since∑
bj∈U(v)
(bj − b) <
∑
bj∈L(v)
bj . (3.4)
Indeed, one has
∑
ai∈L(v)
ai ≤ sb ≤
∑
ai∈U(v)
ai +
∑
bj∈U(v)
b. Combining with σ(v)< λ(v),
it gives∑
ai∈U(v)
ai +
∑
bj∈U(v)
bj <
∑
ai∈L(v)
ai +
∑
bj∈L(v)
bj ≤
∑
ai∈U(v)
ai +
∑
bj∈U(v)
b+
∑
bj∈L(v)
bj,
yielding (3.4). We remark that v′ ∈ K1, since
σ(v′)= σ(v)−
∑
bj∈U(v)
(bj − b) < λ(v) −
∑
bj∈U(v)
(bj − b) = λ(v′).
On the other hand, by the construction, the magnitudes of coordinates of x+v′ are less
than or equal to that of x+v. The increasing property ofR givesR(x+v′) ≤ R(x+v).
Now, representing v′ as
v′ = (−a1, . . . ,−as, b′1, . . . , b′t′ , 0, . . . , 0),
we observe σ(v′) ≥ sb, as v′ has at least s components whose magnitudes are not less
than b. Thus,
∑t′
j=1 b
′
j ≥ λ(v′) > σ(v′) ≥ sb and there exist T ≥ s+1 and bT ∈ (0, b]
such that (T − 1)b+ bT =
∑t′
j=1 b
′
j . We define
v̂ = (−a1, . . . ,−as, b, . . . , b︸ ︷︷ ︸
T−1
, bT , 0, . . . , 0).
One has U(v̂) = U(v′), which implies σ(v̂) = σ(v′) and λ(v̂) = λ(v′). Then, v̂ ∈ K1
can be deduced from the fact that v′ ∈ K1. As b′j ≤ b ∀1 ≤ j ≤ t′, it is easy to see
|x+ v′| ≺ |x+ v̂|. From Lemma 2.5, there follows R(x+ v̂) ≤ R(x+ v′).
We proceed to prove R(x) < R(x+ v̂). Let a =
∑s
i=1 ai/s. If a = 0, the assertion
can be deduced easily from the increasing property of R and (R1). Let us consider
a > 0. Since v̂ ∈ K1, (T − 1)b+ bT > sa. There exists 0 < κ < 1 such that
(T − 1)κb+ κbT > sa > (T − 1)κb.
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We write (T − 1)κb + κbT = sa + a′ = a1 + . . . + as + a′, then 0 < a′ < κbT . Also,
note that a > κb, as T − 1 ≥ s. Denoting
z1 = (|x1 − a1|, . . . , |xs − as|, κb, . . . , κb︸ ︷︷ ︸
T−1
, κbT , 0, . . . , 0),
z2 = (|x1 − a1|, . . . , |xs − as|, a, . . . , a︸ ︷︷ ︸
s
, a′, 0, . . . , 0),
z3 = (|x1 − a1|, . . . , |xs − as|, a1, . . . , as, a′, 0, . . . , 0),
z4 = (|x1 − a1|+ a1, . . . , |xs − as|+ as, a′, 0, . . . , 0),
x′ = (x1, . . . , xs, a
′, 0, . . . , 0),
(3.5)
there holds z1 ≺ z2 ≺ z3 ≺ z4. Applying Lemma 2.5 yields
R(z1) ≥ R(z2) ≥ R(z3) ≥ R(z4). (3.6)
On the other hand, x+ v̂ ≥ z1 and z4 ≥ x′, thus
R(x+ v̂) ≥ R(z1) and R(z4) ≥ R(x′). (3.7)
We have from (R1) that
R(x′) > R(x). (3.8)
Combining (3.6)–(3.8) gives R(x+ v̂) > R(x), as desired.
Case 2: Assume (R2) and v ∈ K2 as in (3.3) and x is not an equal-height vector.
Following the arguments in Case 1, there exists v̂ ∈ K2 that
v̂ =(−a1, . . . ,−as, b, . . . , b︸ ︷︷ ︸
T−1
, bT , 0, . . . , 0), for some T ≥ s+ 1, 0 ≤ bT < b ≡ b(v),
and R(x+ v̂) ≤ R(x+ v).
Note that here bT ∈ [0, b), implying #(supp(v̂)) ≥ 2s (rather than bT ∈ (0, b] and
#(supp(v̂)) ≥ 2s+ 1 as in previous case).
First, if #(supp(v̂)) = 2s, then v̂ must be an equal-height vector:
v̂ = (−b, . . . ,−b︸ ︷︷ ︸
s
, b, . . . , b︸ ︷︷ ︸
s
, 0, . . . , 0),
x+ v̂ = (x1 − b, . . . , xs − b, b, . . . , b︸ ︷︷ ︸
s
, 0, . . . , 0).
We denote
z5 = (|x1 − b|+ b, . . . , |xs − b|+ b, 0, . . . , 0).
Since x is not an equal-height vector, |xi − b| 6= 0 for some 1 ≤ i ≤ s. Lemma 2.5
and assumption (R2) give R(z5) < R(x + v̂). It is easy to see x ≤ z5, therefore,
R(x) ≤ R(z5), and we arrive at R(x) < R(x+ v̂).
Otherwise, if #(supp(v̂)) ≥ 2s+ 1, then (T − 1)b+ bT > sb. Let us again denote
a =
∑s
i=1 ai/s and consider a > 0. Since v̂ ∈ K2, (T − 1)b+ bT ≥ sa, and we can find
0 < κ ≤ 1 that
(T − 1)κb+ κbT ≥ sa > sκb.
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We write (T − 1)κb+ κbT = sa+ a′, then a′ ≥ 0 and a > κb. Denoting z1, z2, z3, z4
and x′ as in (3.5), similarly to Case 1, there holds
R(x) ≤ R(x′) ≤ R(z4) ≤ R(z3) ≤ R(z2) ≤ R(z1) ≤ R(x+ v̂)
due to z1 ≺ z2 ≺ z3 ≺ z4, z4 ≥ x′ ≥ x and z1 ≤ x + v̂. We show that the strict
inequality must occur somewhere in the chain. If a′ > 0, we have from (R2) that
R(x) < R(x′). Otherwise, if a′ = 0, then #(supp(z1)) ≥ s+ 1 and #(supp(z4)) ≤ s.
Applying Lemma 2.5 and assumption (R2) gives R(z4) < R(z1). This concludes the
proof. 
4. Exact recovery of sparse signals via separable penalties. With the
addition of separable property, the path to establish the null space condition for
nonconvex minimizations is much simpler. To highlight the difference between the
separable and non-separable cases, in this section, we revisit the exact recovery of
sparse signals assuming the penalty is concave and separable. The discussion herein
is applicable for the following well-known regularizations.
Example 4.1 (Concave, separable and symmetric penalties).
1. ℓp norm with 0 < p < 1: Rℓp(z) = ‖z‖pp, [4, 12].
2. SCAD: RSCAD(z) =
∑N
j=1 rSCAD(zj), [11].
Here, rSCAD(zj) =


a1|zj |, if |zj| < a1,
−a1|zj|2−2a1a2|zj |+a312(a2−a1) if a1 ≤ |zj| ≤ a2,
a1a2+a
2
1
2 if |zj| > a2.
3. Transformed ℓ1: Rtℓ1(z) =
∑N
j=1 ρa(zj), [19, 30].
Here, ρa(zj) =
(a+1)|zj|
a+|zj |
, ∀zj ∈ R with a ∈ (0,∞).
4. Capped ℓ1: Rcℓ1(z) =
N∑
j=1
min{|zj|, α}, [31].
The first key difference is that with the separable property, one can obtain the
subadditivity of penalty functions.
Lemma 4.2. Let R be a map from RN to [0,∞) satisfying R(z1, . . . , zN ) =
R(|z1|, . . . , |zN |), ∀z = (z1, . . . , zN ) ∈ RN . If R is separable on RN and concave on
U , then R is subadditive on RN :
R(z + z′) ≤ R(z) +R(z′), ∀z, z′ ∈ RN .
Proof. The assertion can be implied from its univariate version, see, e.g., [2,
Problem II.5.12] and the separable property of R.
In this case, it is possible and also natural to show (gNSP) to be the necessary
and sufficient condition for the uniform, exact recovery via fixed support setting. The
following theorem extends several results for specific penalties, e.g., ℓp [12], weighted
ℓ1 [22]. Similar result was proved in [15].
Theorem 4.3. Let A be an m×N real matrix. Consider the problem (PR), where
R is a function from RN to [0,∞) satisfying R(z1, . . . , zN) = R(|z1|, . . . , |zN |), ∀z =
(z1, . . . , zN) ∈ RN , separable on RN , concave on U and R(0) = 0. Then every s-
sparse vector x ∈ RN is the unique solution to (PR) if and only if the generalized null
space property (gNSP) is satisfied.
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Proof. It is enough to show that for index set S ⊂ {1, . . . , N}, every vector
x ∈ RN supported in S is the unique solution to (PR) if and only if
ker(A) \ {0} ⊂ {v ∈ RN : R(vS) < R(vS)}.
First, assume that every vector x ∈ RN supported in S is the unique solution
to (PR). For any v ∈ ker(A) \ {0}, vS is the unique minimizer of R(z) subject to
Az = AvS . Observe that A(−vS) = AvS and −vS 6= vS (since v 6= 0), we have
R(vS) < R(vS).
Conversely, assume ker(A) \ {0} ⊂ {v ∈ RN : R(vS) < R(vS)}. Let x ∈ RN
be a vector supported in S. Any other solution to Az = Ax can be represented as
z = x+v with v ∈ ker(A)\{0}. We have by the separable property of R and Lemma
4.2
R(x+ v) = R(x+ vS) +R(vS) ≥ R(x)− R(vS) +R(vS) > R(x), (4.1)
thus x is the unique solution to (PR).
Remark 4.4. (gNSP) is actually a necessary condition for the exact recovery of
every s-sparse vector even when the separable and concave property on R is removed,
thus applicable to a very general class of penalty functions. For this condition to
become sufficient, the separable assumption on R is critical. In estimate (4.1), we
utilize this assumption in two ways: splitting R(x + v) into R(x + vS) + R(vS),
and bounding R(x + vS) ≥ R(x)−R(vS) via the subadditivity of R. Without the
separable property, a concave penalty may not be subadditive. For example, consider
Rℓ1−ℓ2 : R
2 → [0,∞), corresponding to ℓ1 − ℓ2 regularization. Rℓ1−ℓ2 is not separable
and also not subadditive, as one has
2−
√
2 = Rℓ1−ℓ2(1, 1) > Rℓ1−ℓ2(1, 0) +Rℓ1−ℓ2(0, 1) = 0.
In this case, the analysis for the sufficient condition follows a significantly different
and more complicated path (see Section 3).
It is worth emphasizing that the necessary and sufficient condition (gNSP) for
concave and separable penalties is not necessarily less demanding than (NSP), as
shown in the below example.
Example 4.5. Consider the underdetermined system Az = Ax, where the matrix
A ∈ R4×5 is defined as
A =


1 12
9
4 0 0
1 − 12 0 34 0
0 1 0 0 43
1 −1 0 0 0

 .
As ker(A) = (−t,−t, 2t/3, 2t/3, 3t/4)⊤ satisfies (NSP) with N = 5 and s = 2, one
can successfully reconstruct all 2-sparse vectors using ℓ1 minimization. Consider the
weighted ℓ1 regularization
Rwℓ1(z) = 4|z1|+ 3|z2|+ |z3|+ |z4|+ |z5|,
which is normally perceived as a convex penalty but also concave according to Defini-
tion 2.1. Rwℓ1 is not symmetric, and we can see that not every 2-sparse vector can
be recovered using this penalty, especially those whose first two entries are nonzero.
For instance, if x = (1, 1, 0, 0, 0)⊤, all solutions to Az = Ax can be represented as
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z = (1−t, 1−t, 2t/3, 2t/3, 3t/4). Among these, the solution that minimizes Rwℓ1(z) is
(0, 0, 2/3, 2/3, 3/4), different from x and not the sparsest one. Nevertheless, it should
be noted that weighted ℓ1 minimization, with appropriate choices of weights can be a
very efficient approach that outperforms ℓ1, in the case when a priori knowledge of
(the structure of) the support set is available, see, e.g., [14, 29, 5, 1].
Finally, (gNSP) is truly less demanding than (NSP) if, in addition, the penalty
function is symmetric. The following result verifies that separable, concave, and
symmetric regularizations are superior to ℓ1 minimization in sparse, uniform recovery.
Proposition 4.6. Let N > 1, s ∈ N with 1 ≤ s < N/2. Assume R is a function
from RN to [0,∞) satisfying R(z1, . . . , zN) = R(|z1|, . . . , |zN |), ∀z = (z1, . . . , zN ) ∈
R
N , separable and symmetric on RN , and concave on U . Also, R(0) = 0 and R(z) >
0, ∀z 6= 0. Then{
v ∈ RN : ‖vS‖1 < ‖vS‖1, ∀S ⊂{1, . . . , N} with #(S) ≤ s
}
⊂{
v ∈ RN : R(vS) < R(vS), ∀S ⊂{1, . . . , N} with #(S) ≤ s
}
.
Consequently, (gNSP) is less demanding than (NSP).
Proof. Let v ∈ RN satisfy ‖vS‖1 < ‖vS‖1, ∀S ⊂{1, . . . , N} with #(S) ≤ s. We
denote by S⋆ the set of indices of s largest components of v (in magnitude), then
‖vS⋆‖1 < ‖vS⋆‖1. Since R is concave on U , by Lemma 2.3, R is increasing on U . It
is enough to prove that R(vS⋆) < R(vS⋆). Let α = ‖vS⋆‖1 − ‖vS⋆‖1 > 0 and j be an
index in S⋆, we define v˜ = vS⋆ + αej . Since R is separable and R(z) > 0, ∀z 6= 0,
one has
R(v˜) = R(vS⋆) +R(αej) > R(vS⋆). (4.2)
On the other hand, ‖v˜‖1 = ‖vS⋆‖1 and, by the definition of S⋆, any nonzero compo-
nent of v˜ (with the possible exception of the j-th one) is larger than any component
of vS⋆ . This yields v˜ ≻ vS⋆ . Applying Lemma 2.5, there follows R(v˜) ≤ R(vS⋆).
Combining with (4.2), the proposition is concluded.
5. Concluding remarks. In this effort, we establish theoretical, generalized
sufficient conditions for the uniform recovery of sparse signals via concave, non-
separable and symmetric regularizations. These conditions are proved less restrictive
than the standard null space property for ℓ1 minimization, thus verifying that con-
cave, non-separable and symmetric penalties are better than or at least as good as
ℓ1 in enhancing the sparsity of the solutions. Our work unifies and improves existing
NSP-based conditions developed for several specific penalties, and also provides first
theoretical recovery guarantees in some cases.
Extending the present results to the more practical scenarios, which allows mea-
surement errors and compressible (i.e., only close to sparse) signals is the next logical
step. In particular, an important open question is: are concave and symmetric reg-
ularizations still provably better than ℓ1 in uniform recovery, when taking noise and
sparsity defect into account? Also, the general sufficient conditions for non-separable
penalties, established herein from that of ℓ1, may be suboptimal for specific penalties.
It will be interesting to investigate the specialized and optimized conditions in such
cases. Finally, while the advantage of nonconvex minimizations over ℓ1 in terms of
null space property is obvious, how this advantage reflects itself in sample complexity
is unclear to us and a topic for future work.
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