Fractional differentiation systems are characterized by the presence of non-exponential aperiodic multimodes. Although rational orthogonal bases can be used to model any L2[0, ∞[ system, they fail to quickly capture the aperiodic multimode behavior with a limited number of terms. Hence, fractional orthogonal bases are expected to better approximate fractional models with fewer parameters. Intuitive reasoning could lead to simply extending the differentiation order of existing bases from integer to any positive real number. However, classical Laguerre, and by extension Kautz and generalized orthogonal basis functions, are divergent as soon as their differentiation order is non-integer. In this paper, the first fractional orthogonal basis is synthesized, extrapolating the definition of Laguerre functions to any fractional order derivative. Completeness of the new basis is demonstrated. Hence, a new class of fixed denominator models is provided for fractional system approximation and identification.
Γ(m) Euler's Gamma function, defined as Γ (m) =
∞ 0 e −x x m−1 dx ∀m ∈ R \ {0}.
C

Cholesky decomposition
INTRODUCTION
Over the last fifteen years, orthogonal functions have been widely used in identification and control of linear systems; see for instance [13, 15, 21, 22] and their own references. The most popular orthogonal functions used in control engineering are Laguerre functions with a single pole, Kautz functions with two complex conjugate poles, and the Generalized Orthogonal Basis (GOB) functions. The latter extend the first two to any number of real or complex conjugate poles. All these bases span Lebesgue space of squared integrable functions, provided the completeness condition is satisfied [2] . They can hence approximate any linear system, including those with fractional differentiation, provided its impulse response belongs to L 2 [0, ∞[. However, fractional systems, such as thermal [5] or electrochemical [7] systems (see the special issue of Signal Processing [17] for other fields of application), are characterized by the presence of two kinds of modes: exponential modes, as in rational systems, and aperiodic multimodes [18] which decay polynomially.
Using rational orthogonal bases to approximate a fractional L 2 [0, ∞[ system leads to a high truncation order to capture the non-exponential mode's behavior.
An intuitive approach to extend Laguerre functions to fractional differentiation orders led El-Sayed [8] to simply allow their differentiation orders to be positive real numbers without any precaution. However, Abbot [1] , commenting on El-Sayed's work, has since proved that classical Laguerre functions are divergent whenever their differentiation order is non-integer.
In this paper, a fractional orthonormal basis is synthesized by applying the Gram-Schmidt orthogonalization procedure. The objective is twofold: to extrapolate Laguerre functions to any fractional derivative, and to obtain convergent functions forming a complete orthonormal basis in H 2 (C + ). Hence, a new class of fixed denominator models is provided for fractional differentiation systems. The new orthonormal basis is governed by two tuning parameters: an eigenvalue and a commensurable order γ ∈]0, 2[, (all differentiation orders are multiples of γ). Laguerre functions correspond to the special case γ = 1. This is the first working fractional orthonormal basis ever synthesized.
MATHEMATICAL BACKGROUND
Definition of fractional differentiation
Differentiation to not only integer but also non-integer orders was defined in the 19 th century by Riemann and Liouville. This is usually termed fractional differentiation. The γ th fractional derivative of a continuous real function f (t) is defined as [16] :
The Laplace transform of D γ f (t), when f is relaxed at t = 0 (f (t) and all its derivatives equal 0 for all t < 0), is given by [16] :
This result is coherent with the classical case when γ is an integer. Consequently, it is easy to define a symbolic representation of a fractional dynamic system using the transfer function:
where a i and b j belong to R and α i and β j belong to R + , for i = 0, 1, . . . , m A , and for j = 1, 2, . . . , m B . Both α i and β j form strictly increasing sequences.
F (s) is called a commensurable transfer function at order γ ∈ R + * , iff (α i , β j ) are commensurable 1 with γ. This γ is called a commensurable order and the biggest number is always chosen.
Time-domain simulation of fractional transfer functions (3) is explained in [3, 4, 19] .
Aperiodic multimodes as compared to exponential modes
Taking the inverse Laplace transform of the following simple fractional transfer function
x 2γ − 2λx γ cos (γπ) + λ 2 dx (4) where s k , k = 1, . . . , K, are the s-roots of s γ − λ = 0. The number of s-roots, K, depends on γ as shown in [18] . Expression (4) shows the presence of exponential modes in the left part, as in rational transfer functions. Also aperiodic multimodes, which decay polynomially, are present in the right part [18] . When γ is integer there is no aperiodic multimode as sin (γπ) = 0 is a factor of the right part.
Although classical rational orthogonal functions span completely L 2 [0, ∞[, they are less appropriate for a good approximation of the polynomially decaying behaviors when using a limited number of terms. Hence, fractional orthogonal bases are expected to better approximate fractional models with fewer parameters. 
Stability condition
Matignon [14, 
, where T and R are two coprime polynomials, is BIBO stable iff
and for every s ∈ C such that R(s) = 0
Stability conditions (5) and (6) will be necessary when choosing fractional generating functions for the synthesis of the new basis.
Fractional transfer functions belonging to
Contrary to rational systems, the stability condition does not guarantee that a fractional transfer function belongs to H 2 (C + ). The H 2 norm of fractional systems is extensively studied in [12] , where it is demonstrated that a stable fractional transfer function as defined in (3), where conditions (5) and (6) are satisfied, belongs to H 2 (C + ) iff its relative degree is greater than 
Condition (7) will be necessary when choosing fractional generating functions for the synthesis of the new basis.
Scalar product, orthogonality and Laguerre functions
Laguerre, Kautz and GOB functions form complete orthonormal bases in L 2 [0, ∞[, according to the usual definition of the scalar product:
where the reciprocal in the frequency domain is obtained by Plancherel's theorem:
can be written as a linear combination of these functions:
F (s) is the Laplace transform of f (t). Usually, (11) is truncated to a given order N which is justified by the convergence of Fourier coefficients as n tends to infinity. F (s) is hence approximated by the finite sum:
The Fourier coefficients are computed by minimizing the least squares criterion:
which corresponds to the L 2 norm of the approximation error, according to the definition of the scalar product (8):
Minimizing J and taking advantage of the orthonormality, Fourier coefficients are obtained by computing the scalar product in time or frequency domains:
As stated previously l n (t) can represent any set of orthonormal functions in L 2 [0, ∞[. In the case where Laguerre functions are used, l n (t) is defined as:
It has the following Laplace transform:
Laguerre functions are well suited for modelling systems with a dominant time constant, because they have a single pole. Abbott [1] has shown that Laguerre functions (16) are divergent as soon as n becomes non-integer:
Therefore, the generalization of Laguerre functions by simply allowing their differentiation order to be real is not possible.
Construction of the orthonormal basis
This section contains the main results of the paper.
Gram-Schmidt orthogonalization procedure
Given an arbitrary set of functions {F m } m=m0,m0+1,... M , where F m ∈ H 2 (C + ) ∀m, the orthonormalized functions {G m } m=m0,m0+1,... M are obtained, according to the Gram-Schmidt procedure, as a linear combination of functions {F m } m=m0,m0+1,... M :
where
and ∆ is a lower-triangular orthogonalization matrix obtained as follows. Since G is the vector of orthonormal functions:
I denotes M by M identity matrix. Thus, using (19) :
The solution of the previous quadratic form is given by Cholesky decomposition C of the inverse Gram-matrix F, F T :
As a result, the functions of the orthonormal set are given by:
Evaluating the Gram-matrix F, F T requires, first of all, generating functions to be defined.
Generating functions
To extrapolate Laguerre functions to any fractional order derivative, the {F m (s)} m≥m0 m ∈ N set of generating functions is chosen where:
Both conditions in (27) stem from the stability theorem in 2.3, and with impulse response of (26) set to be realvalued. To guarantee that the generating function (26) belongs to H 2 (C + ), an additional condition is obtained by applying (7) on (26):
Keeping in mind that m is integer, yields:
Condition (29) defines the starting value m 0 of the subscript m to orthogonalize the set of functions F m (s) defined in (26).
Evaluating elements of the Gram-matrix F, F
T Each element F h , F m of the matrix F, F T is a scalar product of two generating functions (26):
Evaluating integral (30) is not an easy task because F m (s) is a complex multivalued function when γ = 1. Consequently, a plane cut is necessary. Integral (30) is solved in appendix A.
Completeness of the fractional basis
Completeness theorem: Define F m (s) as in (26) with conditions (27) satisfied. Then, the linear span of {F m } m=m0,...,∞ , where
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Proof: To prove the completeness of the generating functions {F m } m=m0,...,∞ in H 2 (C + ), it suffices to prove the completeness in a dense subset of H 2 (C + ), denoted H, since for a given ε > 0 and K ∈ H 2 (C + ), there exists an H ∈ H satisfying: 
Due to (i) and by setting N > γm 0 in (ii), G is analytic on C + , continuous on C + and vanishes when |s| → ∞. fig. 1 .
Thus, F is analytic on Ω and continuous on its closure Ω. All the assumptions in Mergelyan's theorem [20, theorem 20.5] are satisfied and there is a polynomial
a n z n such that:
which, replacing z by F 1 (s), yields
Replacing G(s) by its definition (31), noting that F n (s) = (F 1 (s)) n , and integrating the square of the obtained expression along the imaginary axis, yields the desired result:
Thus, the linear span of {F m } m0,m0+1,...,∞ is dense in H 2 (C + ), which completes the proof.
Consequently, the linear span {G m } m≥m0 is dense in H 2 (C + ) too, and the orthonormal functions {G m } m≥m0 can be used to approximate any finite energy system.
Important remarks
-The new basis has two tuning parameters: an eigenvalue λ and a commensurable order γ. -The only necessary conditions to build the basis are λ > 0 and 0 < γ < 2. -When the commensurable order γ equals 1, the built basis corresponds exactly to the classical Laguerre basis. Hence, the fractional Laguerre basis can be considered as an extrapolation of the rational Laguerre basis for any commensurable order γ ∈]0, 2[. -For a large number of functions (large M ), bad conditioning of F, F T matrix (to be inverted in (24)) may occur. Orthogonal functions can then be computed using a recursive Gram-Schmidt procedure:
Examples
When the differentiation order γ = 0.4 and the eigenvalue λ = 1.5, condition (29) imposes starting from m 0 = 2. Hence, the first three orthonormal functions are: This corresponds exactly to the classical definition of Laguerre functions (17) , which are thus considered as a special case of the new fractional basis when γ = 1.
When the differentiation order γ = 1.5 and the eigenvalue λ = 1.5, the first three orthonormal functions are: Fig. 2 shows impulse responses of the first three orthogonal functions for λ = 1.5 and various values of γ. One can notice that fractional orthonormal functions are more oscillatory when the differentiation order increases beyond 1. Also the impulse response at t = 0 can be finite or infinite depending on γ. Proof is given by the initial value theorem:
4 System identification using fractional Laguerre basis
Fractional Laguerre basis can be used in output error identification with fixed denominator models [22] . Prior knowledge can be used to fix both tuning parameters γ and λ. These two parameters are then plugged in (26), and the orthonormal basis is synthesized using (25). Assume u(t), y(t), t ∈ [0, T ] input and output data generated using a finite energy linear fractional model H. So H(s) can be approximated by a linear combination of orthonormal functions with:
where G is defined by (20) and
The truncation order M is fixed to obtain a satis-factory approximation. Akaike and Young information criteria can be used. The identification procedure consists of computing optimal coefficient vector g = [g m0 , g m0+1 , . . . , g M ] T which minimizes the least square error:
y(t) and u Gm(t) are respectively the system and orthogonal network outputs:
Setting:
the optimum estimation of Fourier coefficientsĝ is given by the least squares formula:
Or, after a numerical discretization, by defining Y as a column vector of system's output and Φ as a regression matrix where columns are filter outputs,ĝ can be approximated by:ĝ
All properties of least squares estimates (persistent excitation, variance on estimates) as stated in [11] apply in this context.
Example
To illustrate the use of fractional Laguerre bases in system identification, the following academic system is simulated and then identified in a noisy context:
The pseudo random binary sequence used as input signal and the output signal are plotted in fig. 3 . Output signal is corrupted by a stationary zero mean Gaussian white noise with a signal to noise ratio arbitrarily set to 10 log 10
Signal energy Noise energy = 13dB. H is approximated using two fractional Laguerre functions. Least squares error, J, is computed in terms of differentiation order γ varying from 0.55 to 1.9 and eigenvalue λ varying from 0.55 to 3. For each pair of (γ, λ), generating functions (26) are orthogonalized, and then Fourier coefficients, g, computed using the least squares formula (42). Iso-contours of J are plotted in fig. 4 for γ ∈ [0.55, 1] and λ ∈ [0. 5, 3] . Then, tuning parameters are chosen around the optimal values (γ, λ) = (0.75, 1.75). The optimal differentiation order is far from an integer value, as expected, because the initial system (44) is fractional. The optimal model is: where G 1 (s) and G 2 (s) are the orthonormal functions: 
The normalized residual,
is mainly due to the injected noise (as SNR is 13dB). The modeling error is hence very small, which is confirmed when noise-free validation data are applied to the true system and to the obtained model.
For further comparison, the system is identified using classical orthogonal bases. Six Laguerre functions or two GOB functions with optimal poles provide similar approximation errors: J dB = −12.5dB. Optimal Kautz poles converge to the optimal Laguerre pole (the imaginary parts equal zero). Fig. 5 shows that time-domain outputs of the true system (44) and the identified models are almost identical. A better distinction is obtained in the frequency domain and fig. 6 shows that the fractional Laguerre model clearly exhibits a better approximation. Fractional models can indeed have any asymptotic slope in the gain diagram and any asymptotic phase lock in the phase diagram [18] .
CONCLUSION
An orthonormal fractional Laguerre basis has been synthesized for system approximations. It has two tuning parameters: an eigenvalue and a commensurable differentiation order γ ∈]0, 2[. Classical Laguerre functions are shown as a special case of the new basis corresponding to γ = 1. This is the first fractional basis ever developed. An academic system identification example shows the advantage of using a fractional basis as compared to a rational one.
A Computing scalar product F h , F m F h and F m are the orthogonalized functions defined by (26).
where λ ∈ R + * , γ ∈ R + * , h ≥ m 0 , m ≥ m 0 and m 0 = 1 2γ + 1.
The following change of variable is applied: ω γ = x , dω = 
