The authors extend previous results on nondifferential exposure misclassification to the situation in which multilevel exposure and covariables are both misclassified. They show that if misclassification is nondifferential and the predictive value matrices are independent of other predictor variables it is possible to recover the true relative risks as a function of the biased estimates and the misclassification matrices alone. If the covariable is a confounder, the true relative risks may be recovered from the apparent relative risks derived from misclassified data and the misclassification matrix for the exposure variable with respect to its surrogate. If the covariable is an effect modifier, the true relative risk matrix may be recovered from the apparent relative risk matrix and misclassification matrices for both the exposure variable with respect to its surrogate and the covariable with respect to its surrogate. By varying the misclassification matrices, the sensitivity of published relative risk estimates to different patterns of misclassification can be analyzed. If it is not possible to design a study protocol that is free of misclassification, choosing surrogate variables whose predictive value is constant with respect to other predictors appears to be a desirable design objective. Am J Epidemiol 1999;150:886-91. bias (epidemiology); epidemiologic methods; models, statistical; risk; statistics Estimating risk associated with exposure to an agent is subject to errors due to misclassification of the exposure and confounding variables. Early work on the effects of nondifferential exposure misclassification on estimates of relative risk focused on dichotomous exposure classification and dealt primarily with the extent and direction of bias (1-8). These results were extended to multilevel classification (9-11), control for confounding (12) (13) (14) , misclassification of a confounding variable (13, (15) (16) (17) , and simultaneous and possibly correlated misclassification of both exposure and outcome (18). Several investigators have given methods for estimating true relative risks by using misclassified data (19-21), while others have given methods for recovering the true relative risks from biased relative risks under various combinations of circumstances (1, 3, 17, (22) (23) (24) .
The authors extend previous results on nondifferential exposure misclassification to the situation in which multilevel exposure and covariables are both misclassified. They show that if misclassification is nondifferential and the predictive value matrices are independent of other predictor variables it is possible to recover the true relative risks as a function of the biased estimates and the misclassification matrices alone. If the covariable is a confounder, the true relative risks may be recovered from the apparent relative risks derived from misclassified data and the misclassification matrix for the exposure variable with respect to its surrogate. If the covariable is an effect modifier, the true relative risk matrix may be recovered from the apparent relative risk matrix and misclassification matrices for both the exposure variable with respect to its surrogate and the covariable with respect to its surrogate. By varying the misclassification matrices, the sensitivity of published relative risk estimates to different patterns of misclassification can be analyzed. If it is not possible to design a study protocol that is free of misclassification, choosing surrogate variables whose predictive value is constant with respect to other predictors appears to be a desirable design objective. Am J Epidemiol 1999;150:886-91. bias (epidemiology); epidemiologic methods; models, statistical; risk; statistics Estimating risk associated with exposure to an agent is subject to errors due to misclassification of the exposure and confounding variables. Early work on the effects of nondifferential exposure misclassification on estimates of relative risk focused on dichotomous exposure classification and dealt primarily with the extent and direction of bias (1) (2) (3) (4) (5) (6) (7) (8) . These results were extended to multilevel classification (9-11), control for confounding (12) (13) (14) , misclassification of a confounding variable (13, (15) (16) (17) , and simultaneous and possibly correlated misclassification of both exposure and outcome (18) . Several investigators have given methods for estimating true relative risks by using misclassified data (19) (20) (21) , while others have given methods for recovering the true relative risks from biased relative risks under various combinations of circumstances (1, 3, 17, (22) (23) (24) .
In reality, any or all of the relevant variables could be subject to misclassification errors. Most previous work has considered misclassification of one variable at a time, assuming that all other variables were cor-rectly classified. Simultaneous misclassification of exposure and disease has been investigated by Savitz and Baron (17), Brenner et al. (18) , and Chen (20) . Fung and Howe (25) analyzed the effects of joint misclassification of exposure and confounding variables on the magnitude of the bias. In this paper, we extend previous results on recovering the true relative risks from estimates biased by misclassification to the case in which multilevel exposure and covariables are both subject to nondifferential misclassification with respect to a dichotomous outcome variable known without error.
ANALYSIS
Let X represent exposure to an agent of interest and C represent a covariable that is a possible confounder or effect modifier. Assume that it is not feasible to measure X and C directly and that W and B are surrogate variables used to estimate X and C, respectively. Let X, C, W, and B also denote the sets of levels of their respective variables. We use the corresponding italicized lower-case letter to denote a typical level and the nonitalicized lower-case letter to denote the unexposed level of each of these variables. Let |X| = \W\ = n and \C\ = \B\ = m. We shall refer to X, W, C, and B collectively as the predictor" variables.
Let D be a binary outcome variable. For simplicity of presentation, we shall assume that D is death from some cause. Consider a population of interest that is at
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risk from cause of death D, and let P X c be a matrix with a row for each xeX and a column for each ce C, giving the distribution of the population at risk with respect to X and C; let P WB be a similar matrix giving the distribution of the same population with respect to W and B. There should be no confusion from using the letter P for both matrices.
We define the misclassification matrix M xw as M^ = Pr{X(p) = x\W(p) = w}= Pr{x|w}; M CB is defined similarly. There should be no confusion from using the letter M for both misclassification matrices. We assume that misclassification of X by W is independent of the other predictor variables and Likewise for the misclassification of C by B. Specifically, we assume PT{;T|H>C£} = Pr{x|w} and Pr{c|&t>v} = Pr{c|fr}. Under these assumptions, it is easy to show that Pr{xc\wb} = Pr{x\w}Pr[c\b} and P xc = M w 'XW ' We assume that X and C are both risk factors for D but that their surrogates are not in themselves risk factors. Specifically, we assume Prf^l^cwZ?} = Pr{d|;cc} = R cx or, equivalently, Pr{wb\xcd) = Pr{wb\xc}. That is, the misclassification is nondifferential. Now for each w and b R wb = Pr{d\wb} = Pr{dwb}/Pr{wb} and, therefore, ' Therefore, if we multiply the published vector of standardized rates on the left by M xw '" 1 , we obtain the true rates standardized using the weights M CB SB. Although the result depends on M CB , it is not explicitly used in the computation. Moreover, if the weights were derived from the population as misclassified by B, the result will actually be standardized to the population correctly classified by C.
Finally, suppose that C is a confounder and that an investigator has published a vector, A w , of apparent standardized rate ratios using standardizing weights S B . In this case, X and C act independently, and R xc can be expressed as the outer product of the rate vectors R x and R c , i.e., R xc = R x R c '. Therefore,
R\VBS B = M^ R X {R C ' M CB S B )
Since the factor in parentheses is a scalar independent of x and w, we obtain is the true vector of rate ratios.
Therefore, Consequently,
t-li
Therefore, the misclassification matrices can be used to recover the true rates from the apparent rates or to explore the sensitivity of the rates to various assumptions about the amount of misclassification.
Suppose that an investigator has published a vector of standardized rates using the vector of standardizing weights S B . We see that
EXAMPLE
Consider an exposure X and its surrogate W with levels none, low, moderate, and high. Also consider a covariable C and its surrogate B with levels none, low, and high. Suppose that we are interested in a cause of death D for which the death rate among those unexposed to X and C is 0.0001 and the relative risks for X and C are 1.0, 1.8, 2.5, 3.6 and 1.0, 2.0, 3.0, respectively. Also suppose that the distribution of the population at risk with respect to W and B, P WB , is None Low High None 50000 30000 10000
Low 10000 12000 15000 Moderate 8000 10000 15000 High 1000 4000 6000 The population distribution, along with the misclassification matrices, may be used to generate a fourdimensional array of the population classified by W, B, X, and C. The assumed death rate among the unexposed along with the assumed relative risks can then be used to compute the number of deaths in each cell and the resulting four-dimensional array collapsed along the X and C axes to yield the expected number of deaths with respect to W and B, DyN If we happened to know the exposure misclassification matrix, Af^w.
we could recover the true risk ratios by multiplying the standardized risk ratios on the left by Afxw'" 1 and then dividing by the first element to obtain 1 1.8 2.5 3.6
A reader of a published study may want to examine the extent of the changes in estimated risk given a certain degree of misclassification. Of course, the reader will not know the true misclassification matrix, but will have to assume one or more possible matrices based on the investigator's description of the study protocol. Suppose the reader assumes the following misclassification matrix
With this matrix, the "true" risk ratios would be 1 2.05 1.89 3.01
The low category has been overcorrected, while the moderate and high categories have been undercorrected. The fact that the dose response is not monotonic would suggest that this is not the correct misclassification matrix. Implausible or impossible true risk ratios can help rule out patterns of misclassification that are unlikely to be correct. Selen (19) , Chen (20) , and Thomas et al. (21) have presented methods for adjusting or correcting classification errors in the analysis, but, so far, virtually no published studies have used these techniques. A possible reason that few investigators have used methods for correcting for misclassification is that even a fairly sizeable subsample of correctly classified data on which to base a misclassification model may have insufficient statistical power (20) . The use of misclassification matrices not based on a sufficiently large subsample is speculative at best, and investigators may decide not to adjust for misclassification lest they be criticized for making arbitrary adjustments to their data. Consequently, there is a need for methods by which readers of epidemiologic literature can assess the effects of possible misclassification after the fact.
DISCUSSION
Our main result gives sufficient conditions for recovery of the true rates from published apparent rates based on surrogate or misclassified exposure and covariables. These conditions are 1) that the misclassification is nondifferential or, equivalently, that the death rates depend only on the true exposure and covariables and that the surrogate variables are not, in themselves risk factors (i.e., are not independently associated with disease), and 2) that the predictive value of each surrogate variable is independent of the remaining predictor variables. The question that naturally arises is how likely these conditions are to be fulfilled. Certainly, if we were simply to select four variables more or less arbitrarily and label them B, C, W, and X, we could not expect the required conditions to hold in general.
Any variable used in an epidemiologic investigation is subject to misclassification, even when it is feasible to observe or measure the variable directly. Depending on the nature of the variable being observed, this unavoidable misclassification can result from any or all of a variety of factors, such as inherent variability of measuring or recording equipment, computational errors, recording or transcribing errors, coding errors, recall errors, and falsification or misrepresentation of information on the part of study subjects. Measurement errors arising from the inherent variability or lack of precision of a physical measurement process are probably unaffected by other variables and unrelated to risk. On the other hand, there is evidence that subjects who have been diagnosed with a smoking-related disease are more likely to report their smoking behavior accurately than are subjects who do not have such a disease (26) . The situation with respect to many other risk factors, especially those associated with lifestyle, is probably similar.
An investigator resorts to a surrogate variable when it is impractical to measure the true variable directly. For instance, the instrumentation and monitoring necessary to measure exposure of workers to formaldehyde may be too costly or cumbersome to be practical. Therefore, instead, a time-weighted average area measurement associated with job type is commonly used as a surrogate. Since it is to serve as a substitute for the true variable, the surrogate should be highly correlated with the true variable, and its relation to the true variable should not depend on other variables included in the analysis. In addition, if the surrogate variable is the measurement of another substance to which the subjects may be exposed, that substance should not be a risk factor in and of itself. For example, the mere presence of a basement in a house is not, in and of itself, a risk factor for lung cancer, but it is positively correlated with elevated radon levels in the house, which is a risk factor. Thus, our conditions can be viewed as criteria for assessing the appropriateness of a proposed surrogate. Actually, we are using the term surrogate in a somewhat broader sense to also include the case of a variable measured directly but with nonnegligible error.
Most of the literature on misclassification deals with dichotomous variables and quantifies the amount of misclassification in terms of the sensitivity and specificity of the classification scheme. These are the diagonal elements in the 2 x 2 matrix Pr{w|jc} (or Pr{b|c}). These two elements determine the entire matrix, since the columns must sum to 1. In the case of a multilevel variable, there are no names associated with the elements of the conditional probability matrix, but we shall refer to it as the sensitivity matrix. In the dichotomous case, an alternative method of quantifying the performance of a classification scheme is based on the positive and negative predictive value. These are the diagonal elements of the matrix Pr{;c|>v} (or Pr{c|fe}). As before, we generalize to the multilevel case and call the matrix the predictive value matrix. This is the approach we have adopted.
Although most studies have been parameterized in terms of the sensitivity matrix, a number of authors have also utilized the predictive value matrix in analyzing misclassification (20) (21) (22) (23) (24) . For a given variable and its surrogate, either of these matrices can be derived from the other, provided the joint probability matrix is known.
We have assumed that the predictive value matrices are constant with respect to the other predictor variables. Most authors who have used the sensitivity matrix in the multivariate case have similarly assumed that it is constant with respect to the other predictor variables. As Thomas et al. (21) have observed, the sensitivity and predictive value matrices cannot simultaneously be constant with respect to additional variables except in the trivial case of perfect correlation between the variable and its surrogate. It is also possible that neither the sensitivity nor the predictive value matrix is constant with respect to the other predictor variables. In this event, the number of parameters that must be estimated to correct for misclassification increases enormously, and it is probably impractical to make the attempt.
We have also tacitly assumed that any misclassification matrix actually used in solving for the true risks is invertible. As Selen (19) has pointed out, this is hardly restrictive, since any classification device in which the misclassification matrix "does not have rather large elements on the main diagonal is of limited value in practice."
Greenland (13), Cox and Elwood (16) , and Savitz and Baron (17) have shown that unbiased misclassification of a covariate (in the sense that sensitivity and specificity are constant across the levels of the other predictor variables) leads to loss of ability to control confounding or bias in stratum-specific risk estimates. In contrast with this result, if the predictive value of the misclassified covariate is constant across the levels of the other predictor variables, the ability to adjust for confounding is unaffected, and if the variable is an effect modifier, corrected stratum-specific estimates are readily obtained using the inverses of the predictive value matrices, while standardizing to the distribution of the covariable is unaffected. Of course, it is also possible to correct risk estimates if the sensitivity matrix is constant across levels of the other predictor variables, but in that case, the computations are more complex and require the availability of the joint distribution of the population at risk.
Greenland and Robbins (14) have presented a series of examples that demonstrate that subtle differences in circumstances can drastically alter the effect of modest amounts of misclassification. The number of combinations of circumstances is enormous, and there is no universally applicable method for correcting for misclassification after the fact. Chen (20) shows how a log-linear model may be formulated to correspond to virtually any pattern of misclassification of any or all of the variables involved in an analysis. If our assumptions are satisfied, the relation between the apparent and true risks depends only on the misclassification matrices and not on the distribution of the population at risk. Therefore, Chen's method could be applied using an arbitrary population; however, in this situation, our approach is computationally simpler than the iterative solution required using Chen's approach. In situations in which our assumptions do not hold, the relation between the apparent and true risks depends not only on the misclassification matrices but also on the distribution of the population at risk. In such cases, Chen's approach cannot be applied without access to the original data and is, therefore, applicable primarily in the original analysis.
There does not appear to be any reason why the predictive value matrices would be any more or less likely than the sensitivity matrices to be constant across strata of the other predictor variables. Nor may it be easy in an after-the-fact analysis to decide which, if either, of these situations is, in fact, correct. However, if it is not possible to design a study protocol that is free of misclassification, then attempting to find surrogate variables for which the predictive value is constant with respect to the other predictor variables would appear to be a desirable design objective.
These results may have considerable practical significance with respect to the interpretation of study results. For example, numerous studies of the effects of environmental tobacco smoke have studied the lung cancer risk of nonsmoking wives as a function of thenhusbands' smoking habits. In these spousal studies, husbands' smoking is being used as a surrogate for environmental tobacco smoke exposure. The majority of these studies have largely ignored the possibility of confounding from either direct occupational exposure of the subjects or paraoccupational exposure through their spouses. Studies such as that by Fontham et al. (26) , which have made some attempt to control for occupational exposure of the subjects, have used job classification as a surrogate for occupational exposure. If an attempt were made to control for paraoccupational exposure of the wives by their husbands, a somewhat different set of job groupings would likely be used as a surrogate for paraoccupational exposure. In either case, we have a situation in which the exposure variable and the confounder are both being estimated through surrogates, and failure to take this into account in the analysis and interpretation could lead to erroneous or misleading results. By varying the misclassification matrices systematically while ensuring that the columns sum to one, the sensitivity of published relative risk estimates to different patterns of misclassification can be analyzed.
