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Abstract. In the Packing Interdiction problem we are given a packing
LP together with a separate interdiction cost for each LP variable and a
global interdiction budget. Our goal is to harm the LP: which variables
should we forbid the LP from using (subject to forbidding variables of to-
tal interdiction cost at most the budget) in order to minimize the value
of the resulting LP? Interdiction problems on graphs (interdicting the
maximum flow, the shortest path, the minimum spanning tree, etc.) have
been considered before; here we initiate a study of interdicting packing
linear programs. Zenklusen showed that matching interdiction, a spe-
cial case, is NP-hard and gave a 4-approximation for unit edge weights.
We obtain an constant-factor approximation to the matching interdic-
tion problem without the unit weight assumption. This is a corollary
of our main result, an O(log q ·min{q, log k})-approximation to Packing
Interdiction where q is the row-sparsity of the packing LP and k is the
column-sparsity.
1 Introduction
In an interdiction problem we are asked to play the role of an adversary: e.g.,
if a player is trying to maximize some function, how can we best restrict the
player in order to minimize the value attained? One of the classic examples
of this is the Network Interdiction Problem (also called network inhibition), in
which the player is attempting to maximize the s-t flow in some graph G, and we
(as the adversary) are trying to destroy part of the graph in order to minimize
this maximum s-t flow. Our ability to destroy the graph is limited by a budget
constraint: each edge, along with its capacity, has a cost for destroying it, and
we are only allowed to destroy edges with a total cost of at most some value
B ≥ 0 (called the budget). This interdiction problem has been widely studied
due to the many applications (see e.g. [1,2,3,4]). Obviously, if the cost of the
minimum s-t cut (with respect to the destruction costs) is at most B, then we
can simply disconnect s from t, but if this is not the case then the problem
becomes NP-hard. Moreover, good approximation algorithms for this problem
have been elusive. Similarly, a significant amount of work has been done on
interdicting shortest paths (removing edges in order to maximize the shortest
path) [5,6], interdicting minimum spanning trees [7], and interdicting maximum
matchings [8].
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Our motivation is from the problem of interdicting the maximum matching.
Zenklusen [8] defined both edge and vertex versions of this problem, but we
will be concerned with the edge version. In this problem, the input is a graph
G = (V,E), a weight function w : E → R+, a cost function c : E → R+,
and a budget B ∈ R+. The goal is to find a set R ⊆ E with cost c(R) :=∑
e∈R c(e) at most B that minimizes the weight of the maximum matching in
G \ R. Zenklusen et al. [9] proved that this problem is NP-complete even when
restricted to bipartite graphs with unit edge weights and unit interdiction costs.
Subsequently, Zenklusen [8] gave a 4-approximation for the special case when
all edge weights are unit (which is also a 2-approximation for the unit-weight
bipartite graph case) and also an FPTAS for bounded treewidth graphs. These
papers left open the question of giving a constant-factor approximation without
the unit-weight assumption. This is a special case of the general problem we
study, and indeed our algorithm resolves this question.
Maximum matching is a classic example of a packing problem. If we forget
about the underlying graph and phrase the matching interdiction problem as an
LP, we get the following problem: given a packing LP (i.e., an LP of the form
max{wᵀx | Ax ≤ b, x ≥ 0}, where A, b, w are all non-negative), in which every
column j has an interdiction cost (separate from the weight wj given to the
column by the objective function), find a set of columns of total cost at most B
that when removed minimizes the value of the resulting LP. This is the problem
of Packing Interdiction , and is the focus of this paper. Interestingly, it appears
to be one of the first versions of interdiction that is not directly about graphs: to
the best of our knowledge, the only other is the matrix interdiction problem of
Kasiviswanathan and Pan [10], in which we are given a matrix and are asked to
remove columns in order to minimize the sum over rows of the largest element
remaining in the row.
The Packing Interdiction problem is NP-hard, by the fact that bipartite
matching interdiction is a special case due to the integrality of its standard
LP relaxation, and the results of [9], and hence we consider approximation al-
gorithms for it. Let (k, q)-packing interdiction, or (k, q)-PI for short, denote the
Packing Interdiction problem in which the given non-negative matrix A ∈ Rm×n
has at most k nonzero entries in each row and at most q nonzero entries in
each column. So, for example, bipartite matching interdiction is a special case of
(|V |, 2)-PI, where |V | is the number of nodes in the bipartite graph. Note that
k ≤ n (where n is the number of variables in the LP) and q ≤ m (where m is
the number of constraints). Our main result is the following.
Theorem 1. There is a polynomial time O(log q ·min{q, log k})-approximation
algorithm for the (k, q)-Packing Interdiction problem.
As a corollary, we get an O(1)-approximation for matching interdiction with-
out assuming unit weights, since the natural LP relaxation has q = 2 and an
integrality gap of 2. (See Lemma 1 for a formal proof.)
Corollary 1. There is a polynomial-time O(1)-approximation for matching in-
terdiction
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Packing Interdiction problems turn out to be closely related to the well-studied
problems called partial covering problems ; indeed, there is an algorithm for one
if and only if there is an algorithm for the other (see Theorem 3). In a par-
tial covering problem we are given a covering LP (i.e., a problem of the form
min{wᵀx | Ax ≥ b, x ≥ 0}, where A, b, w are again all non-negative, together
with costs for each row (rather than for each column as in Packing Interdiction),
and a budget B. We seek an vector x ≥ 0 that minimizes the linear objective
function wᵀx, subject to x being feasible for all the constraints except those in
a subset of total cost at most B. In other words, rather than our (fractional)
solution x being forced to satisfy all constraints as in a typical linear program,
we are allowed to choose constraints with total cost at most B and violate them
arbitrarily. When the matrix A defining the covering problem has at most k
nonzero entries in each row and at most q nonzero entries in each column, we
refer to this as the (k, q)-partial covering problem, or (k, q)-PC for short. We
prove the following theorem about partial covering:
Theorem 2. There is a polynomial time O(log k ·min{k, log q})-approximation
algorithm for the (k, q)-partial covering problem.
Using the correspondence between Packing Interdiction and partial covering al-
luded to above, Theorem 1 follows from Theorem 2.
While many specific partial covering problems have been studied, the general
partial covering problem we define above appears to be new. The closest work is
by Könemann, Parekh, and Segev [11], who define the generalized partial cover
problem to be the version in which the variables are required to be integral (i.e.,
even after choosing which rows to remove, they still have to solve an integer
programming problem, whereas we have only a linear program which we want
to solve fractionally); moreover, they consider the case where A is a {0, 1}matrix.
Their main result is a general reduction of these integer partial covering problems
to certain types of algorithms for the related “prize-collecting” covering problems
(where covering constraints may be violated by paying some additive penalty
in the objective function). They use this reduction to prove upper bounds for
many special cases of integer partial covering, such as the partial vertex cover,
and partial set cover problem. Our approach to partial covering will, to a large
extent, follow their framework with suitable modifications.
2 Packing Interdiction and Partial Covering
A packing LP consists of a matrix A ∈ Rn×m, a vector c ∈ Rm, and a vector
b ∈ Rn, all of which have only nonnegative entries. The packing LP is defined
as:
max{cᵀx | Ax ≤ b, x ∈ Rm≥0}
A packing LP is called q-column-sparse if every column of A has at most q
nonzero entries, and k-row-sparse if every row of A has at most k nonzero en-
tries. Note that q ≤ m and k ≤ n. We consider the problem of Packing Inter-
diction (or PI), in which we are given a packing LP and are asked to play the role
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of an adversary that is allowed to essentially “forbid” certain variables (which
corresponds to setting their ci multiplier to 0) in an attempt to force the optimum
to be small. More formally, an instance of Packing Interdiction is a 5-tuple
(c, A, b, r, B) where c ∈ Rm, A ∈ Rn×m, b ∈ Rn, r ∈ Rm, and B ∈ R+ and all
entries of c, A,B and r are nonnegative. Given such an instance and a vector
z ∈ {0, 1}m, define








s.t. Ax ≤ b
xi ≥ 0 ∀i ∈ [m]
to be the optimum value of the packing LP when we interdict the columns with
zi = 1. The Packing Interdiction problem on (c, A, b, r, B) is the following integer
program:





zi ∈ {0, 1} ∀i ∈ [m]
(MIPPI)
Observe that while we want the z variables to be {0, 1} (to denote which vari-
ables are zero to zero), the x variables are allowed to be fractional. When the
matrix A is k-row-sparse and q-column-sparse we call this problem (k, q)-Packing
Interdiction (or (k, q)-PI). We say that an algorithm is an α-approximation if it
always returns a solution z to (MIPPI) that is within α of optimal, i.e., the vec-
tor z is feasible for (MIPPI) (satisfies the budget and integrality constraints),
and Φ(z′, c, A, b) ≤ α · Φ(z, c, A, b) for any other feasible vector z′.
Our main example, and the initial motivation for this work, is (integer)match-
ing interdiction. In this problem we are given a graph G = (V,E), where each
edge e has a weight we ≥ 0 and a cost re ≥ 0, and budget B. We, as the interdic-
tor, seek a set E′ ⊆ E with ∑e∈E′ re ≤ B that minimizes the maximum weight
matching in G \ E′. We can relax this to the fractional matching interdiction
problem, where instead of interdicting the maximum weight matching we inter-
dict the maximum weight fractional matching, defined as the optimum solution








xe ≤ 1 ∀v ∈ V
xe ≥ 0 ∀e ∈ E
(2.1)
It is easy to see that fractional matching interdiction is a special case of (n, 2)-PI.
Lemma 1. A ρ-approximation for fractional matching interdiction gives a 2ρ-
approximation for the integer matching interdiction problem.
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Proof. Consider the optimal solution E′ to integer matching interdiction, and
say the weight of the max-weight matching in G \ E′ is W . It is well-known
that dropping the odd-cycle constraints in the LP for non-bipartite matching
results in the vertices being half-integral (and hence an integrality gap of at
most 2). This means the value of the LP after interdicting E′ is at most 2W ,
which gives an upper bound on the optimal fractional interdiction solution. Now
a ρ-approximation finds a set E′′ such that the fractional solution on G \ E′′ is
at most 2ρW . Since (2.1) is a relaxation, the weight of the max-weight matching
in G \ E′′ is also at most 2ρW , giving the claimed approximation.
2.1 Partial Covering Problems
A dual problem which will play a crucial role for us when designing an algorithm
for (k, q)-PI, is the problem of Partial Covering. Given a matrix A ∈ Rm×n,
vectors c ∈ Rm and b ∈ Rn, all having nonnegative entries, the covering LP is:
min{bᵀx | Ax ≥ c, x ∈ Rn≥0}
As before, we say that a covering LP is q-column-sparse if every column of A
has at most q nonzeros and is k-row-sparse if every row of A has at most k
nonzeros. For j ∈ [m] and i ∈ [n], let aji denote the entry of A in row j and
column i. An instance of Partial Covering is a 5-tuple (b, A, c, r, B) in which
b ∈ Rn, A ∈ Rm×n, c ∈ Rm, r ∈ Rm, B ∈ R+, and all entries of b, A, c, r are
nonnegative. Given such an instance and a vector z ∈ {0, 1}m, we define








ajixi ≥ cj(1− zj) ∀j ∈ [m]
xi ≥ 0 ∀i ∈ [n]
to be the value of the covering LP we get when we make the constraints j with
xj = 1 trivial by setting their right side to 0. Then the Partial Covering problem
is the problem of computing





zi ∈ {0, 1} ∀i ∈ [m]
(MIPPC)
Analogously to Packing Interdiction, we say that an algorithm is an α-
approximation to partial covering if on any instance it returns a vector z such
that the value of (MIPPC) is at most α times the optimal value. We let (k, q)-
Partial Covering be partial covering restricted to covering LPs that are k-row-
sparse and q-column-sparse.
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2.2 Relating Packing Interdiction and Partial Covering
Theorem 3. There is a polynomial time α-approximation algorithm for (q, k)-
Packing Interdiction if and only if there is a polynomial time α-approximation
algorithm for (k, q)-Partial Covering.
Proof. Suppose that we have an α-approximation algorithm for (k, q)-partial
covering. Let (c, A, b, r, B) be an instance of (q, k)-Packing Interdiction. Then
(b, Aᵀ, c, r, B) is an instance of (k, q)-Partial Covering. Note that for a fixed
z ∈ {0, 1}m, linear programming strong duality implies that Φ(z, c, A, b) =
Ψ(z, b, Aᵀ, c). Let z∗ ∈ {0, 1}m be the optimal solution to the Packing In-
terdiction problem, and let ẑ ∈ {0, 1}m be the solution to the partial cover-
ing problem computed by the algorithm. Then Φ(ẑ, c, A, b) = Ψ(ẑ, b, Aᵀ, c) ≤
α · Ψ(z∗, b, Aᵀ, c) = α · Φ(z∗, c, A, b), where the first and last step are by strong
duality and the middle inequality is by the definition of an α-approximation
algorithm. Thus ẑ is an α-approximation to the Packing Interdiction instance.
The proof of the other direction is entirely symmetric.
2.3 Partial Fractional Set Cover
A useful case of (k, q)-Partial Covering is (k, q)-Partial Fractional Set Cover (or
(k, q)-PFSC), in which the matrix A has all entries from {0, 1}, and moreover
where the covering requirement ci = 1 for all rows i ∈ [m]. As the name suggests,
we can interpret (k, q)-PFSC in terms of set systems as follows: The universe
of elements U is [m], the set of rows in A. For each column j ∈ [n] of A we
have a set Sj := {i ∈ [m] | aij = 1} corresponding to the rows which have a 1
in the jth column. The k-row-sparsity of A means that every element is in at
most k sets, and the q-column-sparsity means that every set contains at most
q elements. Then (k, q)-PFSC corresponds to choosing a set of elements E with∑
i∈E ri ≤ B to ignore the covering requirement for, and then constructing a
minimum-cost fractional set cover for the remaining elements.
The version of this problem in which the x variables are forced to be integral
is the partial set cover problem. For this problem, algorithms are known that
achieve an approximation ratio of O(min{k,H(q)}), where H(q) = ∑qi=1 1/i =
Θ(log q) is the harmonic number. (See, e.g., [11], which improves on [12,13,14,15].)
3 Algorithms for Partial Covering
Thanks to Theorem 3 we know that an algorithm for partial covering implies
one for packing interdiction (i.e., Theorem 2 implies Theorem 1). We now prove
Theorem 2 by designing an approximation algorithm for (k, q)-Partial Covering.
The approach is to first reduce the general (k, q)-Partial Covering problem to
the (k, q)-Partial Fractional Set Cover problem with a loss of O(log k) (i.e., with
this logarithmic loss we can assume that A, c are not just non-negative, but have
entries in {0, 1}). We finally give an approximation for (k, q)-PFSC.
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3.1 Reduction to Partial Fractional Set Cover
Let I = (b, A, c, r, B) be an instance of (k, q)-Partial Covering; the associated
optimization problem is given by the following mixed-integer program obtained









xi ≥ 0 ∀i ∈ [n]
zj ∈ {0, 1} ∀j ∈ [m]
(3.2)
We modify this mixed-integer program to be an instance of partial fractional
set. If aji = 0, let t(i, j) = 	log2(cj/aji)
, and for each j ∈ [m] let S(j) = {i ∈
[n] : aji = 0}. For every i ∈ [n], we replace the variable xi with a collection of
variables {xti}t∈Z, where the “intended” interpretation of xti = 1 is that xi ≥ 2t


















xti ≥ 0 ∀i ∈ [n], t ∈ Z
zj ∈ {0, 1} ∀j ∈ [m]
(3.3)
Although as stated there are an infinite number of variables, we only need the
variables xti where t = t(i, j) for some j, and hence the number of x
t
i variables
is at most nm. We will call this instance I ′ = (b′, A′, 1, r, B), where r and B are
unchanged from the original instance.
Lemma 2. Ψ(z, b, A, c) ≤ Ψ(z, b′, A′, 1) ≤ O(log k) · Ψ(z, b, A, c) for any vector
z ∈ {0, 1}m.
Proof. To show that Ψ(z, b, A, c) ≤ Ψ(z, b′, A′, 1), take {xti}i∈[n],t∈Z to be a solu-
tion to (3.3) for integral vector z, and construct a solution {xi}i∈[n] to (3.2) on






Every constraint j ∈ [m] with zj = 1 is trivially satisfied, so consider some j





























i ≥ cj(1 − zj),
where we use the definition of 2t(i,j) ≥ cj/aji, and that xt(i,j)i is a feasible solution

















which is exactly the value of {xti}i∈[n],t∈Z in (3.3) on z. Thus Ψ(z, b, A, c) ≤
Ψ(z, b′, A′, 1) for each binary vector z.
To prove that the second inequality of the lemma, consider {xi}i∈[n], a solution
to (3.2) on z, and construct a solution for (3.3) on z of cost at most O(log k) ·∑n
i=1 bixi as follows. For each i ∈ [n], set xti = 1 for all integers t ≤ log2 xi. For
integers t that satisfy log2 xi < t ≤ log2(4kxi), set xti = xi/2t, and for larger
integers t, set xti = 0.
Define Ij = {i ∈ [n] : ajixi ≥ cj(1 − zj)/2k} ⊆ S(j). Since there are at most
k values of i for which aji = 0, the value
∑
i∈Ij ajixi < k · cj(1 − zj)/2k =
cj(1− zj)/2; hence
∑
i∈Ij ajixi ≥ 12cj(1− zj).
If zj = 0, we claim that for each i ∈ Ij , either xt(i,j)i ∈ {1, xi/2t(i,j)}. In other
words, we need to show that t(i, j) ≤ log2(4kxi) and hence is not set to zero.
Indeed, by definition, t(i, j) ≤ log2(cj/aji)+1 = log2(2cj/aji). Moreover, by the
definition of Ij , if i ∈ Ij and zj = 0 we know that cj/aji ≤ 2k xi. Combining the
two inequalities, t(i, j) ≤ log2(4k xi) as claimed.
Consider some constraint j ∈ [m] for (3.3); we will show that the solution 4xti
satisfies this constraint. If zj = 1 then the constraint is trivially satisfied. Else
zj = 0; then for each i ∈ Ij , we have xt(i,j)i ∈ {1, xi/2t(i,j)}. If any of these xt(i,j)i






























Now by multiplying all of the xti variables by 4 we have a valid solution to (3.3)


























Lemma 3. An α-approximation algorithm for (k, q)-Partial Fractional Set Cover
gives an O(α log k)-approximation for (k, q)-Partial Covering.
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Proof. The above reduction to Partial Fractional Set Cover loses a factor of
O(log k) in the approximation due to Lemma 6, so it remains to show that the
instance (b′, A′, 1, r, B) is in fact a (k, q)-PFSC instance, i.e., the row and column
sparsities of A′ are the same as in A.
For each constraint j ∈ [m], the number of non-zeroes in the partial covering
constraint of (3.3) for j equals the number of nonzeros in the partial covering
constraint of (3.2) for j: both have one nonzero for each i ∈ S(j). Thus the row
sparsity of our PFSC instance is at most k. Similarly, for i ∈ [n] and value t ∈ Z,
the variable xti has a nonzero coefficient in (3.3) only for constraints j in which
i ∈ S(j) and t = t(i, j), which is at most the number of constraints j in which
i ∈ S(j). This is the number of constraints j for which aji = 0, which is at most
q, and the column sparsity of our PFSC instance is at most q, as desired.
3.2 Approximating Partial Fractional Set Cover
We now give approximation algorithms for (k, q)-Partial Fractional Set Cover.
Könemann, Parekh, and Segev [11] give good algorithms for the partial set cover
problem, i.e., the variant in which the x variables are also required to be integral.
We adapt their framework to our setting of partial fractional set cover, giving
the desired approximation for (k, q)-PFSC, and thus for (k, q)-Partial Cover and
(q, k)-Packing Interdiction.
Prize-Collecting Covering Problems. Prize-collecting fractional set cover
can be interpreted as the Lagrangian relaxation of partial fractional set cover,
and is defined thus: given a collection of sets S over a universe of elements U ,
cost function c : S → R, and for each element e ∈ U there is a penalty p(e),
every element needs to either be covered by a set or else we pay the penalty for
that element, and the goal is to minimize the total cost. We are allowed to cover
an element fractionally, i.e., by fractionally buying sets which in total cover the
element; however, the decision of whether to cover the set or pay the penalty












xS + ze ≥ 1 ∀e ∈ U
xS ≥ 0 ∀S ∈ S
ze ∈ {0, 1} ∀e ∈ U
(3.4)
In prize-collecting set cover, we change the requirements that xS ≥ 0 to
xS ∈ {0, 1}. A ρ-Lagrangian multiplier preserving (ρ-LMP) algorithm for prize-
collecting (integral) set cover, as defined by [11], is one which on any instance I of
prize-collecting (integral) set cover returns a solution with C+ρ·Π ≤ ρ·OPT (I),
where C is the cost of the sets chosen and Π is the sum of penalties of all un-
covered elements. The modification for our context is natural: an algorithm is
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ρ-LMP for prize-collecting fractional set cover if it always returns a solution
to (3.4) with C + ρ · Π ≤ ρ · OPTMIP , where as before Π is the sum of the
penalties of uncovered elements (elements where ze = 1), C is the total cost of
the fractional covering (i.e.
∑
S∈S c(S)xS), and OPTMIP is value of the optimal
solution to (3.4).
Könemann et al. [11, Theorem 1] show that a ρ-LMP algorithm for prize-
collecting (integral) set cover gives a ( 43+ε)ρ-approximation for partial set cover,
for any constant ε > 0. Theorem 4 below generalizes this to the fractional ver-
sion in a natural way, but we need an additional property: even for the fractional
prize-collecting problem, the algorithm returns a solution where both x, z vari-
ables are integral. (We defer the simple proof to the full version of the paper;
the crucial idea is that for any PFSC instance I, if we ignore all sets of cost
more than 2OPTLP , the optimal value of the resulting PFSC instance remains
at most 2OPTLP . And once every set has small cost, one can follow the earlier
analysis.)
Theorem 4. If there is a ρ-LMP algorithm for the k-row-sparse, q-column-
sparse prize-collecting fractional set cover problem which returns an integral so-
lution, then there is an O(ρ)-approximation algorithm for (k, q)-PFSC.
Using this theorem, it suffices to give algorithms for the prize-collecting fractional
set cover problem. Könemann et al. [11, Section 4.1] show that a natural variant
of the greedy algorithm is H(q)-LMP for prize-collecting (integer) set cover,
where H(q) is the q-th harmonic number. We show that their algorithm is, in
fact, H(q)-LMP for prize-collecting fractional set cover (despite returning an
integral solution) by analyzing their algorithm relative to an LP rather than
relative to the optimal integer solution. The algorithm works as follows: given
an instance of prize-collecting partial fractional set cover (U,S, c, p), we create a
new collection of sets S ′ where, in addition to the sets in S, we have a singleton
set {e} for every element e ∈ U . For every set S ∈ S we set c′(S) = c(S), and
for each element e ∈ U we set c′({e}) = H(q) · p(e). We now run the greedy
algorithm on this collection of sets, where we iteratively buy the set in S ′ that
maximizes the number of currently uncovered elements divided by the cost c′ of
the set.
Lemma 4. This greedy algorithm is H(q)-LMP for prize-collecting fractional
set cover.
Proof. We prove this by a standard dual-fitting argument. Relaxing the inte-





s.t. ye ≤ p(e) ∀e ∈ U∑
e∈S
ye ≤ c(S) ∀S ∈ S
ye ≥ 0 ∀e ∈ U
(3.5)
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Let OPT denote the value of an optimal solution for (3.4). Let Sgr denote the
sets in S bought by the greedy algorithm, and let Pgr denote the singleton sets
it bought. Suppose at some point the greedy algorithm has covered elements in




|B\Z| for every set B ∈ S ′. Defining price(e) to be c
′(A)
|A\Z| , and recalling
















To prove the greedy algorithm is H(q)-LMP, it suffices to show
∑
e∈U price(e) ≤
H(q) · OPT . Let LP denote the optimal fractional solution to (3.4) where the
z variables are no longer constrained to be integral. Then LP ≤ OPT , and
by duality any solution to (3.5) is a lower bound on LP . We claim that ye =
price(e)/H(q) is a valid dual solution; hence
∑
e∈U price(e) = H(q)
∑
e∈U ye ≤
H(q)× LP ≤ H(q)×OPT , as required.
Finally, we show ye is a valid solution to (3.5). Since at any point we could
choose the singleton set {e} to cover element e, we get price(e) ≤ c′({e})/1 =
H(q)p(e), and thus ye ≤ p(e) for every element e ∈ U . Now let S be an arbitrary
element of S, and order the elements of S = {x1, x2, · · · , x|S|} by the time that
they are covered. Then since S could have been picked to cover xi, we know






e∈S ye = (1/H(q))
∑n
i=1 price(xi) ≤
(1/H(q)) · c(S) ·H(|S|) ≤ c(S), and thus our choice of y variables form a valid
dual solution.
A different approximation ratio for prize-collecting fractional set cover is in terms
of k, i.e., the maximum number of sets that any element is contained in (a.k.a.
its frequency). Könemann et al. [11, Lemma 15] showed that the primal-dual
algorithm of Bar-Yehuda and Even [16] can be modified to give the following
result.
Lemma 5. There is a k-LMP algorithm for the prize-collecting fractional set
cover problem.
We can now combine these ingredients into an algorithm for (k, q)-PFSC.
Lemma 6. There is an O(min{k,H(q)})-approximation algorithm for (k, q)-
PFSC.
Proof. Lemmas 4 and 5 give algorithms that always return integral solutions.
Thus combined with Theorem 4 they give the lemma.
3.3 Putting It Together
Having assembled all the necessary components, we can now state our main re-
sults. (Observe that all the above reductions run in polynomial time.) Combining
Lemmas 3 and 6, we get.
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Theorem 5. There is a polynomial time O(log k ·min{k, log q})-approximation
algorithm for (k, q)-Partial Covering.
Now combining Theorem 5 with Theorem 3, we get
Theorem 6. There is a polynomial time O(log q ·min{q, log k})-approximation
algorithm for (k, q)-Packing Interdiction.
Corollary 2. There is a polynomial time O(1)-approximation algorithm for the
Matching Interdiction problem.
Proof. As mentioned in Section 2, matching interdiction is a special case of
(n, 2)-Packing Interdiction, and using q = 2 in Theorem 6 gives us an O(1)-
approximation for fractional matching interdiction. By Lemma 1, we lose another
factor of 2 in going to integer matching interdiction.
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