Humans understand language based on rich background knowledge about how the physical world works, which in turn allows us to reason about the physical world through language. In addition to the properties of objects (e.g., boats require fuel) and their affordances, i.e., the actions that are applicable to them (e.g., boats can be driven), we can also reason about ifthen inferences between what properties of objects imply the kind of actions that are applicable to them (e.g., that if we can drive something then it likely requires fuel). In this paper, we investigate the extent to which state-of-theart neural language representations, trained on a vast amount of natural language text, demonstrate physical commonsense reasoning. While recent advancements of neural language models have demonstrated strong performance on various types of natural language inference tasks, our study based on a dataset of over 200k newly collected annotations suggests that neural language representations still only learn associations that are explicitly written down. 1
Introduction
Understanding everyday natural language communication requires a rich spectrum of physical commonsense knowledge. Consider the example dialog sketched in Figure 1 . A simple observation that, "The blender is broken again!" triggers myriad pieces of implied understanding (e.g., that something which requires electricity will only work with a source of power). Such knowledge is rarely stated explicitly (Van Durme, 2010) , and instead can be inferred on-the-fly as needed.
In this paper, we study physical commonsense knowledge underlying natural language understanding, organized as interactions among three distinct concepts: (i) objects, (ii) their attributes (properties), and (iii) the actions that can be applied to them (affordances) (Figure 1, bottom) . The premise of our study is that language models trained on a sufficiently large amount of text can recover a great deal of physical commonsense knowledge about each of these concepts. However, aspects of this knowledge may only be implicit in natural language utterances. For example, answering a question from the Winograd Schema Challenge (Levesque, Davis, & Morgenstern, 2012 )-"The trophy would not fit in the brown suit-1 Visit https://mbforbes.github.io/physical-commonsense for our data, code, and more project information. , what actions are applicable to objects) from the properties of the objects (e.g., whether an object is edible, stationary, or requires electricity) and vice versa. We study the extent to which neural networks trained on a large amount of text can recover various aspects of physical commonsense knowledge.
case because it was too big. What was too big?"-implicitly requires the physical commonsense reasoning that "in order to fit X in Y, X should be relatively smaller compared to Y," which essentially requires reasoning about the affordances of objects (fit X in Y) from their attributes (relative sizes of X and Y). We investigate the extent to which neural language models trained on a massive amount of text demonstrate various aspects of physical commonsense knowledge and reasoning. Our analysis includes word embeddings such as GloVe (Pennington, Socher, & Manning, 2014), as well as more re-cent contextualized representations like ELMo (Peters et al., 2018) and BERT (Devlin, Chang, Lee, & Toutanova, 2018) . Such models are trained without supervision by exposing them to billions of words, and allowing them to extract patterns purely from token prediction tasks that can be derived directly from raw text. These language representation models have established unprecedented performance on a wide range of evaluations, including natural language inference and commonsense reasoning.
How much do these large, unsupervised models of language learn about physical commonsense knowledge? Some recent work has studied the capabilities of word embeddings to predict an object's properties (Rubinstein, Levi, Schwartz, & Rappoport, 2015; Lucy & Gauthier, 2017) . Motivated by these efforts to understand language representations, we present several contributions. We propose two datasets: the abstract dataset, a refreshed version of the McRate dataset (McRae, Cree, Seidenberg, & McNorgan, 2005) , pruned and densely annotated to eliminate false negatives present in previous work; and the situated dataset, with annotations for objects' properties and affordances in real-world images sampled from the MS COCO dataset (Lin et al., 2014) . As in previous work, we consider the prediction task of linking objects and their properties (O←→P), but with our new situated dataset, we are also able to study the connection between objects and their affordances (O←→A), as well as between affordances and properties (A←→P). We also study the latest models from the natural language processing community (ELMo, BERT) using in-context word representations, and present results for all of our proposed datasets and tasks. Our analysis suggests that current neural language representations are proficient at guessing the affordances and properties of objects, but lack the ability to reason about the relationship between affordances and properties itself.
Characterizing Objects through Properties and Affordances Properties
We use the term properties to refer to the static characteristics of objects. They encompass our commonsense understanding of what something is like. For example, we might say that an apple has the property of being edible, or that a plant is stationary.
As with McRae et al. (2005) , properties capture the general perception of a thing. Exceptions naturally arise. For example, specific instances can violate the general properties of an object, such as the inediblilty of a rotten apple. Additionally, subtypes can diverge from the exemplar of a category: the Venus flytrap is a plant with the ability to move.
Affordances
We express an object's actions with verbs. One way to focus on understanding the actions of objects is to focus on their affordances. Coined by Gibson (1966) , this term initially described animal-perceived uses for an object, but has since come to mean the perceived uses of an object in a given environment (Norman, 1988; Gaver, 1991) .
Here, we take a simpler, human-centric definition. We consider an object's affordances to be, "what actions do humans take with an object?" For example, boots commonly afford wear, kick off, lace up, and put on.
Inference Between Affordances and Properties
Affordances and properties exhibit a surprising connection. As humans, we are able to infer many of an object's affordances based on its properties (A←P). The same is also true in the reverse (A→P).
Consider an exchange: "You think you could fit that boulder in your truck?" "No way! That thing was so big you could go for a hike on it." We might sketch out some of this information as:
While the above information only concerns a property's relative value (comparative size), a broad range of information can be inferred between affordances and properties. Our focus in this work is on absolute properties, for example:
plug-in(x) =⇒ uses-electricity(x) She looked through the keyhole.
look-through(x) =⇒ transparent(x)
He poured coffee into the cup pour-into(x) =⇒ holds-liquid(x) It shattered on the floor.
The implications ( =⇒ ) should be taken with a probabilistic grain of salt. However, they capture our intuitions about what we expect to be true. Wouldn't it be surprising to shatter something that isn't rigid, or plug-in something that doesn't take power?
Humans use the link between affordances and properties to recover information. Can machine learning models do the same? It is is difficult to model these implications based on text alone because there is no direct evidence for the implied information. Any implication that can be trivially understood by a person is precisely the kind of information left unsaid. Who would write, "If I can walk inside my house, I know that my house is bigger than I am?" Nevertheless, we naturally understand that: x walk-inside y =⇒ x < size y.
Directly attacking the link between affordances and properties requires access to implications across the edges. Without such information, we can use objects as a proxy to understand how much modern neural networks know about this edge. For example, taking an object like boots, and using only its top affordances wear, kick off, and lace up, can we predict its properties?
Experiments Tasks
As shown at the bottom of Figure 1 , our problem space naturally defines three edges in a graph. A property prediction task may attempt to produce the human-labeled set of properties given a new object (O→P) (Lucy & Gauthier, 2017) . Predicting affordances can be done similarly: given a new object, can its top affordances be distinguished from others (O→A)? And finally, the troublesome but fertile edge between properties and affordances: can a model predict the set of properties compatible with an affordance (A→P)? We frame each scenario as a series of joint reasoning tasks. Given two instances (e.g., an object and a property), a model must make a binary decision as to whether they are compatible. For example, predicting which of k properties {p 1 , . . . , p k } are compatible with an object o will be set up as k compatibility tasks (o, p i ) → {0, 1}. 2 We denote the tasks as object-property (O←→P), object-affordance (O←→A), and affordance-property (A←→P).
2 We experimented with other task setups found in previous work, such as using an object to predict a k-length vector of properties: (o) → {0, 1} k . However, we found models performed better on all metrics by instead framing the task as a series of compatibility decisions. We suspect the reason is that this setup allows models to take advantage of input representations of both words rather than just one.
Data
To fuel experiments in these three tasks, we introduce two new datasets. The first we call the abstract dataset, which is a set of judgements elicited from only the name of the object (e.g., wheelbarrow) and property (e.g., is an animal). The second is the situated dataset, where properties and affordances are annotated on objects in the context of real-world pictures. 3 Abstract Dataset Several lists of properties (McRae et al., 2005) , categorization schemes (Devereux, Tyler, Geertzen, & Randall, 2014) , and quantification layers (Herbelot & Vecchi, 2015) have been proposed. We take the set of objects and properties from McRae et al. (2005) and perform filtering and preprocessing similar to Lucy and Gauthier (2017) . We also include the set of objects from the MS COCO dataset (Lin et al., 2014) , collapse similar objects (e.g., many bird species) and add seven new properties (such as man-made and squishy). We end up with a set of 514 objects and 50 properties. We re-annotate all 25,700 object-property pairs to eliminate false negatives from the original McRae data collection process and provide labels for new entries. We annotate each pair three times for a total of 77,100 annotations, and keep only labels with ≥ 2/3 agreement.
Situated Dataset
We also annotate instances of objects situated in photographs. Images have the great advantage of resolving visual ambiguities of appearance, shape, and form. For example, a bottle has different properties if it is a glass beverage container or plastic shampoo tube. Only a few nonvisual properties (e.g., smelliness) must then be inferred from the environment.
To build the an experimental situated testbed, we sample images from the MS COCO dataset (Lin et al., 2014) . We constrain each image to have between three and seven objects to avoid scenes that are too sparse (often portraits) or dense (cluttered collections). We also ensure that we have at least five samples of each of the 80 unique object categories in the dataset. We end up with 1,024 objects across 220 images. We then annotate all 50 properties (introduced in the abstract dataset) for each object, annotating each three times for a total of 153,600 labels. We filter using the same scheme (≥ 2/3 agreement).
In addition to the properties, we also collect annotations of the affordances for all objects in the situated dataset. We allow annotators to choose from the 504 verbs from the imSitu dataset (Yatskar, Zettlemoyer, & Farhadi, 2016) . We provide common variants of each verb that include particles, allowing annotations such as pick up and throw out. Annotators select the top three to five affordances that come to mind when they see the selected object in the context of its photograph. We again perform this annotation three times for each object, and aggregate the verbs chosen to pick the top three most common affordances for each object. We end up with a set of sparsely labeled affordances for each situated object. We perform balanced negative sampling by selecting k = 3 affordances for each datum and setting their labels to zero. Detailed statistics and examples for both datasets are shown in Table 1 . Full lists of the objects, properties, and affordances, as well as the annotation interfaces, are provided in the Appendix.
Models
Word embeddings We consider four representations of the words involved in the tasks. Two of the representations are word embeddings. These map single words to vectors in R d . We use GloVe embeddings (Pennington et al., 2014) as they have proven effective at object-property tasks in the past (Lucy & Gauthier, 2017) . We also use Dependency Based Word Embeddings (Levy & Goldberg, 2014) , as they may more directly capture the relations between objects and their affordances. In both cases, d = 300, and we use the GloVe embedding variant with the largest amount of pretraining (840 billion words).
Contextualized representations
The other two representations are ELMo (Peters et al., 2018) and BERT (Devlin et al., 2018) , which are contextualized. These require full sentences (as opposed to single words) to compute a vector, but in turn produce results more specific to words' linguistic surroundings. For example, ELMo and BERT produce different representations for book in "I read the book" versus "Please book the flight," while word embeddings have only a single representation.
To account for this, we generate sentences using the relevant objects, properties, and affordances for the task at hand. For example, to judge accordion and squishy, we would generate "An accordion is squishy."
For ELMo, we then take the final layer representations for the two compared words, each of which is a d = 1024 length vector. For BERT, we take the overall sentence representation as the final layer's hidden state of the [CLS] (sentence summary) symbol, which produces a single d = 1024 vector.
Finetuning Given the word representations above, we finetune each of the models by adding trainable multilayer perceptron (MLP) after the input representations. This allows models to learn interrelations between the two categories at hand, essentially calibrating the unsupervised representations into a compatibility function. We use a single hidden layer in the MLP, and train using mean squared error loss with L2 regularization. For BERT, we find the standard procedure of finetuning the entire model vital for good performance.
To summarize, for two words (w i , w j ) which can be written together in a sentence s = w 1 ...w n , we have for a model m,
where m(·) i is an embedding of the ith token in the layer , a is a nonlinear activation function, y ∈ {0, 1} is the ground truth label, θ = {W 1 , W 2 , b 1 , b 2 } are trainable parameters, and λ is the regularization strength. 4 We optimize models using gradient descent (or Adam (Kingma & Ba, 2014) for BERT), and tune all hyperparameters using k-fold cross validation with k = 5. Baselines We compare performance for these models against two simple approaches. The random baseline simply flips a coin for each compatibility decision. The majority baseline uses the per-class majority label for the training set, aggregating by property for the O ←→ P and A ←→ P tasks, and by affordance for the O ←→ A task.
Human performance Finally, we estimate human performance on this task. We sample 50 samples at random from the test set for each task, and have an expert annotate them. For fairness to the models, we do not show the expert the photographs or exact instance from which the situated examples are drawn.
Results
A summary of all model performances is shown in Table 2 . Consistent with prior work that has studied object and property compatibility (Lucy & Gauthier, 2017), we find good but not perfect performance (close to 0.70 F1 scores) on the abstract dataset (task O ←→ P). Models fare slightly worse on the situated O ←→ P task, with the best performance below 0.60 F1. This effect is consistent in the human expert scores as well. Though this dataset is larger, the introduction of context allows for greater variance in the properties of an object. The object-affordance compatibility task (O ←→ A) yields significantly higher numbers. Not only is this task statistically easier (as demonstrated by the strong majority baseline), but this edge is the only one directly observed in language. All models pretrained on text have been exposed to many instances of likely verbs for each object considered. In fact, all pretrained models perform in the same range as human ability, and there is no statistically significant difference between the models for this task.
However, all models struggle with the affordance-property task (A ←→ P). The highest F1 scores are in the 0.30s, with the random baseline achieving the highest macro F1 score by property. While this task is also the most difficult for humans, their macro F1 scores for both affordances and properties are around double those of the best performing models. We posit that the inference between affordances and properties requires multi-hop reasoning that is simply not present in the pretraining of large text-based models. We provide further analysis in the following section.
Analysis
Models achieve reasonable performance predicting the compatibility of both properties and affordances with objects. However, the task requiring inference between affordances and properties (A←→P) confounds even the strongest models.
We explore this result through a detailed analysis of the top performing model. Figure 2 presents a breakdown of BERT's results on the affordances-property compatibility task (A←→P) on the situated dataset. From the leftmost graph (a), we observe that a per-property analysis shows a largely bimodal split between properties that are fully predicted (1.0 F1), and went completely unmodeled (0.0 F1). Affordances, on the other hand, lie more evenly across the F1 range. Because the task involved the compatibility between properties and affordances, mass for correct predictions must be shared between the two data groups. That so few properties achieved a high F1 score suggests that many affordances rely on only a few properties for accurate prediction.
We perform further analysis to investigate which kinds of properties yielded better affordance-property modeling. We categorize each property into four coarse classes: functional (e.g., is used for cooking), encyclopedic (e.g., is an animal), commonsense (e.g., comes in pairs), and perceptual (e.g., is smooth). Figure 2 (b) shows a breakdown of property performance grouped by these four categories. (Here, we plot accuracy instead of the sharper F1 metric to better illustrate the spread of performance.) Functional properties exhibit the highest performance. This makes intuitive since, because functional capabilities are directly tied to an object's affordances. In contrast, perceptual properties exhibit generally lower and inconsistent performance than other categories. We suspect that perceptual observations observed in text are not expressed with affordances, making this connection difficult for models. Largely perceptual features can be written about with simple verbs (hear, see, feel), giving them less implicit evidence than more nuanced properties. Finally, encyclopedic and commonsense properties fall somewhere in the middle. These properties, which involve an object's general characteristics (like requires gasoline, lives in water, or has a peel), correlate with a variety of verbs. But they may only be directly expressed at a distance from a verb, making the inference between them still challenging.
Our final analyses in Figure 2 (c) and (d) investigate whether there is a link between the predictive power of the model and how often a word is used in text. We compute the frequencies of all affordances and properties occurring in natural language using the Google Web 1T corpus, an ngram corpus computed from approximately one trillion words (Brants & Franz, 2006) . Figure 2 (c) plots the F1 score of properties against how frequently they appear in natural language; 2 (d) plots the same for affordances. We include a best-fit line along with confidence intervals shown as one standard deviation of the data. We do not observe a statistical correlation between how much affordances and properties are written about, and how well neural models are able to connect their effects; a single confidence interval spans both positive and negative slopes. This lack of clear correlation is surprising, because large state-of-the-art neural textual models generally improve with repeated exposure to instances of words. Except for the three most common words measured by property F1 score, the rest of the data shows a strikingly uniform distribution of F1 scores for any choice of frequency in natural language. This suggests that current neural models are fundamentally limited in their capacity for physical reasoning, and that only new designs-not more data-can allow them to acquire this skill.
Discussion
Despite being able to associate a considerable range of information with the names of objects, neural models are not able to capture the more subtle interplay between affordances and properties. In some sense, this result is unsurprising. Collecting information around an object can be informed largely by the co-occurrence of words around that object's various mentions. Affordances that imply properties (and the reverse) are rarely mentioned together; their mutual connotation naturally renders joint expression redundant. Hence, priorless models that learn from statistical associations falter. Given the depth of the networks used in models such as ELMo and BERT, complex inter-parameter structure arises, but the latent semantic patterns that describe physical commonsense are much weaker than more superficial patterns that arise due to grammar or domain.
This evidence evokes theories of embodied cognition (Gover, 1996; Wilson, 2002) , which suggest that the nature of human cognition depends strongly on the stimuli granted by physical experience. If this is so, then how is information encoded in our physical experience such that we can make predictions? If we assume a form of mental simulation, then what are the mental limits on its reliability? From an artificial intelligence perspective, the more interesting proof is in the principles of creating such a mental simulator. If we are to simulate human capacity for thought, how actually must we simulate elements of the physical world? With the rise of physics engines, our ability to model physical inferences grows (Wu, Yildirim, Lim, Freeman, & Tenenbaum, 2015) . However, while this may make us better at anticipating human predictions about physical situations through perceptual stimuli (Gerstenberg, Zhou, Smith, & Tenenbaum, 2017) , there is still a long way to go before we understand the inferences that are being made through more symbolic stimuli, such as language. Exploring the mechanisms underlying this communication using an implicit shared world model will require us to either develop access to such a world model, or expose algorithms to predictions of that world model by directly querying humans. Bridging the inductive biases learned from simulation (Battaglia, Hamrick, & Tenenbaum, 2013) and those discovered by scientists (Lake, Linzen, & Baroni, 2019) to make inferences implicit in text will lead to a more cohesive model of commonsense physics. We expect such a model to bear fruit in studies of communication rich with physical implications. 
Objects
We provide below a full list of the objects considered in both of our datasets. We note the split that it belongs to in each dataset (train or test), and the origin of the object (MR = McRae et al. (2005); C = MS COCO (Lin et al., 2014) ). In general, this list is the union of objects found in McRae (2005) and MS COCO. For cases where we do not use the object in either dataset (i.e., a "-" in both columns), we mark the row in italics and provide a note for why it was dropped. The most common reasons for dropping an object are: polysemy, such as in bat (animal vs baseball); hypernomy (e.g., sparrow → bird) to collapse similar objects, such as the eighteen species of birds found in McRae (2005) 
Properties
We provide below the list of fifty properties used in both the abstract and situated datasets. We also list our categorization of the property into four areas: encyclopedic, perceptual, functional, or commonsense. Forty-three properties come from MR (McRae et al., 2005) , and seven are new.
To build this list of properties, we started by the nowstandard practice of filtering the properties used in (McRae et al., 2005) to those that occur at least five times, which yields 266 properties. From this list, we selected properties that seemed applicable to a moderate range of objects. For example, we preferred produces noise over the much more specific used by blowing air through, and we added has words on it over the near-unanimous has different colors. We also avoided properties that were narrowly identifiable (e.g., has feet) in favor of judgment-based properties (e.g., is slimy). Finally, we added a few natural complements to the selected properties; e.g., from is usually cold we included is usually hot. 
Affordances
We provide below the list of candidate verbs, along with the assistive particles and prepositions, we used for annotating affordances.
When annotating "What might you do to the X?" for an object X, it can be helpful or necessary to use a particle or preposition when writing an answer. Here are some examples:
Feed the dog.
(verb only) Take out the trash.
(verb + particle) Dive into the water.
(verb + preposition)
We use two strategies to enable annotators to write grammatical constructions like the above. For particles, we provide common variants of each verb that use particles, such as buckle up and buckle in in addition to buckle. For prepositions, we allow an additional choice of a preposition after the annotator has selected a verb (or verb + particle) from the list.
We discard both particles and prepositions when building our task data. We do this for two reasons. First, we wish to eliminate errors where an annotator mistakes the subtle distinction between a particle and a preposition. Second, we want to constrain the input and output space for the models, which would otherwise multiplicatively scale the verbs by the number of particles and prepositions.
To pick the verbs, we take the set of 504 verbs used in the imSitu dataset (Yatskar et al., 2016) and lemmatize them. For particles and prepositions, we run a dependency parser on a large corpus of sentences and aggregate statistics. We add all verb + particle forms of all verbs that occur in at least 5% of the usages of that verb. We then provide the twentysix widely used prepositions as an additional selection. For brevity, we list here just the verbs in their lemmatized form, and provide the twenty-seven unique particles and prepositions.
Verbs adjust, admire, ail, aim, applaud, apply, apprehend, arch, twirl, twist, type, uncork, unload, unlock, unpack, unplug, unveil, urinate, vacuum, vault, videotape, vote, wad, waddle, wag, wait, walk, wash, water, wave, wax, weed, weep, weigh, weld, wet, wheel, whip, whirl, whisk, whistle, wilt, wink, wipe, work, wrap, wring, wrinkle, write, yank, yawn Particles and Prepositions about, after, against, around, as, at, before, behind, by, down, for, from, in, into, like, of, off, on, onto, out, over, through, to, towards, up, with, without 
Data Collection
We provide below the data collection interfaces we used to label properties in both the abstract and situated datasets. The affordances collected for the situated dataset used a similar interface.
Abstract Dataset
The interface for labeling the abstract dataset asks about an object by giving only its name (e.g., accordion), and then asking about the usual properties of that object. Annotators are given the choice "too difficult to tell," but are encouraged to use that only when absolutely necessary, and use their best guess when possible. We display twenty-five properties at once.
Situated Dataset The interface for labeling the situated dataset displays a picture with an object highlighted in it (the photos and object labels are from MS COCO (Lin et al., 2014) ).
To label properties, the annotator is asked to select which properties apply to this particular object. Because the object is grounded in a specific instance, we remove the "too difficult to tell" option, forcing a yes/no decision. We display ten properties at once.
To label affordances (not pictured), the annotator is prompted "What might you do to X?", where X is the highlighted object. The annotator is asked to provide three to five choices using the provided verbs, particles, and prepositions (described above). After collecting all annotations, we discard the particles and prepositions, and aggregate to pick the top three verbs used for each instance. To create negative samples, we randomly pick three verbs that were not selected from the complete list.
Quality Control We collect annotations using Amazon Mechanical Turk. We find workers generally provide high quality annotations. However, even with strict qualification requirements, we often find a nontrivial rate of negligence. To combat this, we inject two pseudo-properties (e.g., "Is X a word in the English language?" for the object X) in our data collection interface. Because we know the answers to these questions in advance, we can use them as a check to prevent a worker from answering at random. We discard all data from any worker who answers any of these questions incorrectly.
Revisions
August 2019 This is the first version uploaded to arXiv. Previously, BERT was trained in the same way as all other models: fixing the model, and training an MLP on top. We fine-tuned BERT end-to-end, which then outperformed all other models. We updated the Models section, results and statistical significance tests (Table 2) , and the analysis graphs (Figure 2 ). While BERT's finetuned numbers are higher overall, the conclusions of the paper remain unchanged. BERT's performance on the situated affordance ←→ property task are still far below humans'.
This version also includes an Appendix, which contains detailed information about our datasets.
