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Abstract
Since Euler began studying paths in graphs, graph theory has become an important branch
of mathematics. With all of the research into graph theoretic problems, however, counting –
exactly or approximately – the number of simple paths in finite graphs has been neglected.
This thesis investigates an approximation technique known as Markov chain Monte
Carlo (MCMC) for the specific purpose of approximating the number of simple paths in
graphs. Due to the paucity of research into the subject, the thesis will make the conjecture
that this cannot be done exactly in an efficient manner (assuming that the longstanding
conjecture P 6= NP holds).
To this end, the thesis focuses on the relationship between counting and sampling in
both weighted and unweighted complete graphs, trees, and directed acyclic graphs (DAGs).
This includes both positive and negative results for sampling, as well as demonstrating how




Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Notation and Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Graph Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Markov Chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.2 Lazy Markov Chain . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.3 Reducibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.4 Periodicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.5 Recurrence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.6 Ergodicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.7 Stationary Distribution . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.8 Reversibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.9 Mixing time of a Markov chain . . . . . . . . . . . . . . . . . . . 8
2.3 Complexity and Approximation Schemes . . . . . . . . . . . . . . . . . . 9
2.3.1 Chernoff bound . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Randomized Approximation Schemes . . . . . . . . . . . . . . . . 10
2.4 Almost Uniform Samplers . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Background and Prior Work . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1 Theoretical Basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.1 Reducing Approximate Counting to Almost Uniform Sampling . . 13
3.1.2 Bounding the Mixing Time . . . . . . . . . . . . . . . . . . . . . 14
3.1.3 Metropolis-Hastings Algorithm . . . . . . . . . . . . . . . . . . . 16
3.2 Prior Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
vi
3.3 Counting Unweighted Binary Strings . . . . . . . . . . . . . . . . . . . . 18
3.4 Counting Weighted Binary Strings . . . . . . . . . . . . . . . . . . . . . 25
4 Counting From Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1 Unweighted Complete Graph . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.1 Approximate Counting ≤ Almost Uniform Sampling . . . . . . . . 31
4.1.2 Existence of an FPAUS . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1.3 FPRAS for the Unweighted Complete Graph . . . . . . . . . . . . 42
4.2 Weighted Complete Graph . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.1 Approximate Counting ≤ Almost Uniform Sampling . . . . . . . . 42
4.2.2 Existence of an FPAUS . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.3 FPRAS for the Weighted Complete Graph . . . . . . . . . . . . . 50
4.3 Unweighted Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.1 Approximate Counting ≤ Almost Uniform Sampling . . . . . . . . 51
4.3.2 Existence of an FPAUS . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.3 FPRAS for the Unweighted Tree . . . . . . . . . . . . . . . . . . 54
4.4 Weighted Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4.1 Proof of Torpid Mixing . . . . . . . . . . . . . . . . . . . . . . . 55
5 Sampling From Counting . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.1 Counting Paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.1.1 Algorithm Sketch . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.1.2 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Sampling Paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2.1 Algorithm Sketch . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2.2 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6 Conclusions and Open Problems . . . . . . . . . . . . . . . . . . . . . . . 62




The Markov chain based approach to counting through sampling is a well studied approach
with many diverse applications ([2][3][7][8][15]). While most sampling approaches attempt
to sample uniformly from a set (and thus the corresponding counting problem is estimating
the cardinality of the set), there are cases where one does not wish to sample uniformly. In
some systems with applications to physics, for instance, configurations occur proportional to
their energy (or in computer science, their weight). In these instances the counting problem
does not compute the number of configurations, but rather the sum of their energies (in
physics this is known as computing the partition function). In this thesis the Markov chain
Monte Carlo (MCMC) technique is used to calculate the partition function for the number
of paths in both unweighed (uniform sampling) and weighted (sampling from a non uniform
distribution) graphs.
Sampling paths in arbitrary graphs has its use in modeling real world phenomena. While
in this context it is often called sampling trajectories (e.g. [6][9][10]), the basic idea is the
same. In each of these scenarios the underlying graph must first be inferred (or is known
to be some network), and then paths are sampled to determine either likely behavior, or
network usage.
To model these scenarios by the weighted complete graph, we would take the graph
which they generated, and any missing edge would be added with a very low weight to
discourage its use. In this way we could sample the trajectories which they desire.
In the thesis sample proofs are also provided to demonstrate the MCMC technique before
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moving to the main results. The purpose of the sample proofs is not to show a new result for
an unsolved problem, but rather to demonstrate the key concepts. To this end, the example
chosen has a closed form solution so certain aspects of the proofs are more obvious, yet still
demonstrate the complexities involved.
The example proofs and the results of this thesis share their need for two proofs to
determine the existence of a fully polynomial randomized approximation scheme, or FPRAS
(more formally defined in (2.3.2)). Namely, proving a reduction from approximate counting
to almost uniform sampling in polynomial time, and a proof of a polynomial run time bound
on the mixing time which defines approximately how long the Markov chain must run to
reach the desired distribution (defined in (2.2.9)). When combined, these results show that
given a fully polynomial almost uniform sampler, or FPAUS (defined in (2.4)), an FPRAS
also exist.
The main results presented are the existence of an FPRAS for the weighted and un-
weighted complete graph (under some assumptions), as well as the unweighted tree. We
also present a proof that the Markov chain defined for the unweighted tree mixes torpidly
for the weighted tree. Finally, an algorithm is presented to compute the partition function
for weighted trees and weighted DAGs. Given this counting algorithm, we then show how it




This section outlines important definitions which are used throughout the thesis. The two
main areas which discussed are graph theory and Markov chains. For a more detailed look
at graph theory, West ([29]) provides a good reference. For Markov chains, more detailed
analysis and proofs can be found in Ross ([23]) and Häggström ([11]).
2.1 Graph Notation
A graph is an ordered pair of sets G = (V, E), where V is a set of elements (called vertices),
and E is a set of pairs of elements from the set V (called edges). In an undirected graph
the pair of elements that make up an edge are considered unordered, while in a directed
graph the pairs of elements are considered ordered. That is, the edge represented by the
pair (v1, v2) is the same as that represented by the pair (v2, v1) in an undirected graph, but
different in a directed graph. For the remainder of this thesis, we will refer to undirected
graphs simply as graphs, and directed graphs as digraphs.
A cycle is a sequence of distinct vertices (v1, v2, . . . , vk, v1) such that for all 1 ≤ i ≤ k,
(vi, vi+1) ∈ E, and for all i 6= j, vi 6= vj . That is, one can walk along the sequence of
vertices in the graph starting at v1, and follow the path back to the starting vertex.
The three types of graphs discussed in this thesis are: complete graphs, trees, and
directed acyclic graphs (DAGs). A complete graph is a graph in which all vertices in V
are connected, i.e. ∀v1 6= v2 ∈ V , (v1, v2) ∈ E. A tree is a graph with n vertices and n− 1
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edges which is connected. A DAG is a directed graph (i.e. a graph with directed edges)
which has no cycles.
A simple path (self avoiding walk) p in a graph G = (V, E) is a sequence of distinct
vertices, p = (v1v2 . . . vk), such that for 0 < i < k, (vi, vi+1) ∈ E. That is, it is a path
through the graph such that no vertex occurs more than once As p denotes the (ordered)
sequence of vertices, let e(p) denote the (ordered) sequence of edges in p. As is common
in graph theory, for the remainder of this thesis we will refer to simple paths as paths. The
length of a path (denoted |p|) is the number of vertices in the path, where the path on 0
vertices is called the empty path. Finally, we use P(G) as the set of all paths in a graph,
including the empty path.
A weighted graph G = (V, E) is a graph with a function w : E → R+. That is, it has
a function which maps each edge to a nonnegative real number (or weight). A path p in a





(Note that the weight of paths without any edges is the empty product which is 1). That is, it






or the sum of all of the weights of the elements in S.
2.2 Markov Chain
The main mathematical construct behind the algorithms in this thesis is the Markov chain.
This section is devoted to the definition of a Markov chain which will be used throughout
1Note that while weights are often defined as the sum of the edges, here the weight is defined as the product
as is standard and more meaningful in many applications in physics.
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the thesis. Since the approach taken requires the size of the state space to be the quantity
estimated, we will only concern ourselves with Markov chains with finite state space.
2.2.1 Definition
A discrete time Markov chain (DTMC) is a discrete time stochastic process with the
Markov property. A discrete time stochastic (random) process is a set of random variables
{Xn : n > 0}, where Xn is a random variable over the state space Ω. The Markov
property states that, given the present state, the conditional probability of any future state is
independent from any state before the present. Mathematically:
P (Xn+1 = i|Xn = jn, Xn−1 = jn−1, . . . , X0 = j0) = P (Xn+1 = i|Xn = jn)
We can then define pij to be the probability that the Markov chain, when in state i, will
transit to state j one time step later. We also define pnij to be the probability that the Markov
chain, when in state i, will be in state j n time steps later. Since probabilities must be
nonnegative values, pij ≥ 0. We also know that if a Markov chain is in state i at time n, it
must be in some state at time n + 1. That is, the Markov chain will not leave the state space
in the next time step, and therefore, ∀i ∈ Ω,
∑
j∈Ω pij = 1.
We can then define P (known as the one step transition matrix of the Markov chain) as:
P =

p00 p01 p02 · · ·
p10 p11 p12 · · ·
p20 p21 p22 · · ·
...
...
... . . .

Note that given this definition, ∀x ∈ Ω, P (x, ·) (i.e. row x) is a probability distribution.
While P denotes the probability of going from state x to state y in one step, P n denotes
the probability of going from state x to state y in n steps. Thus P n is called the n step
transition matrix.
5
2.2.2 Lazy Markov Chain
A Markov chain is considered lazy if, for all x ∈ Ω, P (x, x) ≥ 1/2. To create a lazy Markov
chain from an arbitrary Markov chain, it suffices to divide each element in P by 2, and then
add probability 1/2 to each element along the diagonal (equivalent to adding I · 1/2 where
I is the identity matrix).
2.2.3 Reducibility
A state j is accessible from state i if, when in state i there exists an n such that:
Pr (Xn = j|X0 = i) > 0
That is, there is a way of transitioning through the Markov chain from i to j. Note that by
setting n = 0, any state i is accessible from itself.
States i and j communicate if i is accessible from j and j is accessible from i. A set of
states S is a communicating class if every pair of states in C communicate, and no state in
C communicates with a state not in C.
A Markov chain is irreducible if its entire state space is a communicating class.
2.2.4 Periodicity
A state i has a period of k if, given that the Markov chain is in state i at some time n, it can
only return to state i in time steps which are multiples of k. A state with a period of 1 is said
to be aperiodic.
2.2.5 Recurrence
A state i is recurrent if the probability of returning to state i after visiting state i is positive.
A state is positive recurrent if it is recurrent and if the expected value of the number of steps
it takes to return to state i is finite. Otherwise, the state is called null recurrent. Since the
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Markov chains discussed in this thesis all have finite state space, it is useful to note that any
recurrent state in a finite Markov chain is positive recurrent.
2.2.6 Ergodicity
An ergodic state i is one which is both aperiodic and positive recurrent. An ergodic Markov
chain is one for which all of its states are ergodic.
2.2.7 Stationary Distribution
A stationary distribution (sometimes called the limiting probabilities) of a Markov chain is a








From Ross ([23]) we have the following theorem about the stationary distributions.
Theorem 2.2.1 (Ross Theorem 4.1). For an irreducible ergodic Markov chain limn→∞ P nij
exists and is independent of i. Furthermore, letting
πj = lim
n→∞
P nij, (j ≥ 0)




πiPij, (j ≥ 0)∑
j∈Ω
πj = 1
It is important to note that if the transition matrix of a Markov chain is symmetric, then
the stationary distribution is uniform.
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2.2.8 Reversibility
Time reversibility (sometimes called detailed balance) is a property of a Markov chain which
states, given i, j ∈ Ω,
πipij = πjpji.
It is easy to see that for an ergodic Markov chain the π satisfying the detailed balance
condition is also the stationary distribution of the Markov chain.
2.2.9 Mixing time of a Markov chain
Intuitively, the mixing time of a Markov chain is the minimum number of steps that it takes
before the distribution of states is within some ε of the stationary distribution. In order to
measure the distance from the stationary distribution, we use the total variation distance.
Given two probability distributions π and µ, the total variation distance between the two
distributions is defined as:






Therefore, mathematically, the mixing time of a Markov chain with stationary distribu-
tion π is defined as:
τx(ε) = min{n : dTV (P n(x, ·), π) ≤ ε}
It is important to note that P i(x, ·) is a probability distribution over Ω corresponding to
the Markov chain starting from x and making i steps. This is due to the fact that P i(x, ·)
merely refers to row x in the i step transition matrix. In fact limn→∞ P n(x, ·) is exactly the
stationary distribution π.
While this definition of the mixing time depends on the initial state x, the definition
of the stationary distribution does not depend on the initial state. We therefore define the






A Markov chain is said to be rapidly mixing if τ(ε) is bounded by a polynomial in the
size of the input, and log(1/ε). Conversely, a Markov chain is said to be torpidly mixing if
τ(ε) is bounded by an exponential (or worse) in the size of the input, and log(1/ε).
In section (3.1.2) we will present two techniques used to bound the mixing time of a
Markov chain.
2.3 Complexity and Approximation Schemes
In computer science, the determining factor of the efficiency of an algorithm is its running
time, normally expressed in O (big-Oh) notation. O running times which are polynomial in
all inputs are considered efficient, while those which run in time exponential (or worse) on
any input are generally considered inefficient.
For some problems only inefficient algorithms are expected; in these cases we look for
approximation schemes which are efficient. If, given an instance x, the approximation can
be made accurate to within some arbitrary ε > 0 (that is, the result obtained is within an
e±ε factor from the desired answer), the approximation is called an e±ε-approximation2. If
the algorithm runs in time polynomial in |x| and ε−1, it is called a fully polynomial-time
approximation scheme (FPTAS). If, however, the algorithm runs in time polynomial in |x|,
but exponential in ε−1, it is called a polynomial-time approximation scheme (PTAS). A more
detailed analysis of approximation algorithms can be found in [13][27].
In some cases not even an (F)PTAS is known. In these cases randomized approximation
schemes (RAS) might yield an effective approximation algorithm within some probabilistic
(as well as ε) bound. The following sections defining RAS will closely follow lecture notes
by Vigoda ([28]), which summarize the relevant sections of Jerrum ([15]).
2.3.1 Chernoff bound
In the following sections it will be useful to have the following Chernoff inequality:
2Note that by the Taylor series expansion this is essentially equivalent to a (1± ε)–approximation
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Theorem 2.3.1 (Chernoff Inequality). Let X1, . . . , Xn be independent, identically dis-
tributed (iid) {0,1}-random variables where p = E(Xi)3. Then:








This is one of the simpler versions of the Chernoff bounds, however it is enough for
the purpose of this thesis. For a more detailed overview of Chernoff’s inequalities see
[1][4][14][20].
2.3.2 Randomized Approximation Schemes
A randomized approximation scheme aims to estimate a function f on input x. Given an
input x, an approximation parameter 0 < ε ≤ 1, and a confidence parameter 0 < δ < 1/2,
the randomized approximation scheme g produces a random variable X such that:
Pr
(
e−εf(x) ≤ X ≤ eεf(x)
)
≥ 1− δ
(Note, this is exactly the definition used by Jerrum in [15], and is used for the same reasons
referenced therein.) A randomized approximation scheme which runs in time polynomial in
|x|, ε−1, and log(1/δ) is said to be a fully polynomial randomized approximation scheme
(FPRAS). For a more detailed overview on (randomized) approximation schemes see
[13][15].
It is interesting to note that if the above holds for δ = 1/4, then one can boost the error
rate to an arbitrarily small δ′. The algorithm is defined as follows:
Choosing y to be the median results in the desired probabilities. This can be seen by
defining:4
Xi =
 1 if yi ∈ e±εf(x)0 otherwise
3Note that we use E to denote the expected value
4Note that x ∈ e±a (or /∈) means x is (not) in the interval [e−a, ea]
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BOOST-ERROR-RATE(g, δ′)
1 Let k = d16 log(2/δ′)e.
2 Run k trials of the FPRAS g with error probability 1/4, yielding y1, . . . , yk.
3 Let y be the median of the k values
4 return x
Algorithm 1: Algorithm to boost the error rate of of an FPRAS.
Then by our error bounds we have that E(
∑










(∣∣∣∑Xi − E (∑Xi)∣∣∣ > k/4)
≤ 2e−k2/16k (by Chernoff’s inequality)
≤ δ′
With this in mind, this report will only be concerned with FPRAS which have δ = 1/4,
and thus our requirement for an FPRAS is:
Pr
(
e−εf(x) ≤ X ≤ eεf(x)
)
≥ 3/4. (2.1)
Note that this is not a major restriction, as it will only add at most a logarithmic factor, as the
above algorithm makes d16 log(2/δ′)e iterations, which is then multiplied by the running
time of the FPRAS.
2.4 Almost Uniform Samplers
Let Σ be the set of all instances of a problem P . Given an instance x ∈ Σ, define Ωx to
be the set of solutions of x and π be a distribution on Ωx. We then want to sample from
π, but sometimes this does not appear feasible. In such cases we attempt to devise an
almost uniform sampler g which outputs solutions to x from a distribution µ. In order to
measure the accuracy of g we use the total variation distance (as defined previously) between
11
the desired distribution π, and µ. If g generates samples from a distribution µ such that
dTV (µ, π) ≤ δ, then g is called an almost uniform sampler. If an almost uniform sampler




Background and Prior Work
While the MCMC technique has not been directly applied to counting the number of paths
in finite graphs, the technique has seen usage in many other areas. Most closely related
of which being Dana Randall’s work on counting and sampling paths in the infinite lattice
([21]).
Due to the dependence of this thesis on previous theoretical work on the MCMC
technique, a brief summary of the relevant work will be provided. Examples will also be
provided to demonstrate some of the relevant techniques.
3.1 Theoretical Basis
While a complete introduction to the theory of MCMC is beyond the scope of this thesis,
this section provides an overview of some of the major ideas. For a more in depth review
Jerrum ([15]) and Sinclair ([25]) provide good references.
3.1.1 Reducing Approximate Counting to Almost Uniform Sampling
In order for the MCMC technique to be applicable to counting, a result showing the
link between approximate counting and almost uniform sampling is necessary. This was
accomplished by Jerrum, Valiant, and Vazirani ([17]) who proved that any so-called self-
reducible problem which allows an almost uniform sampler can be approximately counted.
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This work was subsequently summarized by Jerrum ([15]) for the specific case of matchings
in a graph. In order to take advantage of this result in this thesis, however, one must
demonstrate that each individual problem is self-reducible.
To denote a reduction, we use the symbol≤. Thus, given two problems A and B, A ≤ B
means that given an algorithm to solve B, a solution to A follows immediately.
3.1.2 Bounding the Mixing Time
The next two important results give a bound on the mixing time of a Markov chain. Before
continuing it is important to note that a Markov chain can be viewed as a graph, where the
set of vertices are defined by Ω, and the set of edges are defined by the transition matrix P .
In the first technique, called the canonical paths technique, one attempts to show that
there exists a canonical path between every pair of states x, y ∈ Ω using only the transitions
of the Markov chain, such that no edge is overloaded (i.e. which is depended upon by too
many such pairs x and y). In order to ensure that no overloading occurs, we must measure
the congestion of each edge of the Markov chain and prove that no bottleneck exists, thus
implying that Markov chain is rapidly mixing.
The second technique, called conductance uses the idea of a minimum cut. More
specifically, if there exists a reasonably sized portion of the states such that the Markov chain
has a low probability of leaving, then it is not rapidly mixing. This is due to the fact that the
set will be sampled from with higher probability than it contributes to the distribution unless
more steps are taken to ensure a probability of leaving.
Canonical Path Technique
Given a Markov chain with state space Ω, two states are adjacent if the probability of
transitioning between the two is non-zero. For all pairs of states x, y ∈ Ω, define the
canonical path γxy = (z1z2 . . . zk) (where z1 = x and zk = y) as the path from x to y going
through adjacent states in the Markov chain. Furthermore, we define: Γ = {γxy|x, y ∈ Ω}
as the set of all canonical paths, and Γuv = {γxy|x, y ∈ Ω, and (u, v) ∈ γxy}. With this, we
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define the congestion ρ of a Markov chain as:
ρ(Γ) = max
(u,v):P (u,v)>0




where |γxy| is the length of the path.
In order for this approach to be successful, ρ should imply something about the mixing
time of the Markov chain. Jerrum goes through the derivation of this in [15], eventually
proving:




2 ln ε−1 + ln π(x)−1
)
,
where ρ = ρ(Γ) is the congestion (defined previously) with respect to any set of canonical
paths Γ
This technique will therefore provide a good upper bound on the number of steps the
Markov chain requires to sample from (close to) the stationary distribution.
Conductance Technique
While the canonical path technique is used to give an upper bound for the mixing time, a
popular technique for giving a lower bound is called conductance. This technique, introduced
by Jerrum and Sinclair ([26]), relates the mixing time of a Markov chain to the probability
of leaving a set of states in the Markov chain.
If S ⊂ Ω, then we define the probability that the Markov chain leaves set S given that
the Markov chain is in a state in S as: ∂S =
∑







x∈S,y/∈S π(x)P (x, y)
π(S)
.





Given this definition of conductance, the following is a result from Jerrum and Sinclair
([26]):
Theorem 3.1.2 (Jerrum and Sinclair [26]). For any Markov chain with conductance Φ,
Φ2
2
≤ Gap(P ) ≤ 2Φ.
Where Gap(P ) is the spectral gap of the transition matrix P .
In order to use this to bound the mixing time, we refer to Randall’s overview (in [22]).
Therein she concisely demonstrates how to use the concept of the Markov chain’s spectral
gap to bound its mixing time. That is, letting λ1, λ2, . . . , λ|Ω| be the eigenvalues of the
Markov chain’s transition matrix P such that 1 = λ1 > |λ2| ≥ . . . ≥ |λ|Ω||, the spectral gap
is defined as Gap(P ) = 1− |λ2|. Using this definition, we have from [17]:

















Given this bound on Gap(P ), we can now combine Theorem 3.1.2 and Theorem 3.1.3






Using Theorem 3.1.2 it is easy to see that if the conductance, Φ, of a Markov chain is
inverse exponential, the Markov chain will be torpidly mixing.
3.1.3 Metropolis-Hastings Algorithm
The Metropolis-Hastings Algorithm provides a tool for defining a Markov chain with a
specific stationary distribution (e.g. non-uniform). The algorithm achieves this by limiting
the probability that the Markov chain makes a bad choice. Given two states x, y ∈ Ω and
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a stationary distribution π, a bad decision is one for which π(x) > π(y), and the Markov
chain transitions from x to y. That is, a bad decision occurs when the MC transitions from a
state with higher likelihood to one with lower likelihood.
In order to discourage this behavior, the Metropolis-Hastings algorithm slightly modifies
how transitions are made. Originally, if a Markov chain in state x generates state y as the
next state, the MC immediately transitions to state y. The Metropolis-Hastings algorithm,
however, defines that transition only to be taken with probability p = min{1, π(y)/π(x)},
staying at x otherwise.
For more information on the Metropolis-Hastings Algorithm, [5] gives a good overview.
The original algorithm is defined in [19], with extensions in [12].
3.2 Prior Work
The use of Markov chains to approximately count the size of some combinatorial structure
has become more prevalent recently. It has also been used in quite diverse applications. The
seminal paper in this area is by Jerrum, Valiant, and Vazirani ([17]). Building on this result,
Dyer, Frieze, and Jerrum ([8]) used the technique to approximate the number of independent
sets in sparse graphs. Jerrum, Sinclair, and Vigoda ([16]) approximated the permanent of a
non-negative matrix; this result was later improved by Bezáková, Štefankovič, Vazirani, and
Vigoda ([3]). The wide area of applications shows the promise of this approach, and thus its
choice for this thesis.
Prior work in the area of counting paths in a (specific type of) graph was carried out by
Randall in [21]. Randall’s work differs from this thesis in that she looked exclusively at
paths of length n in a specific type of graph called an infinite lattice due to its applications
in chemical physics. Her work also used the Markov chain based approach, however there
are key differences in the construction of the Markov chain used due to the difference
between a finite graph, and an infinite graph. More importantly, the results she obtained
were promising, and show that the Markov chain approach is a good choice for counting
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paths. For a complete overview of known results counting for self avoiding walks [18]
provides a good reference.
Finally, Sinclair has extended the approach to sampling and counting as defined by
Jerrum, Valiant, and Vazirani to weighted graphs ([24]). In order to use this approach, the
bounds on the mixing time need to reflect the addition of the weights. This means that
instead of merely being able to conclude the number of elements in a structure, one can now
determine the sum of the weights of the elements of the structure. Therefore, in order to
determine the number of paths in an arbitrary graph, one can define a weight function for
the complete graph. The weight function can then be defined such that the weight of paths
not in the underlying graph (called phantom paths) are negligible, and weights of paths in
the underlying graph are 1. In this way, the sum of all of the weights will be very close to
the number of paths in the graph. The only discrepancy will be the sum of the weights of
the phantom paths.
3.3 Counting Unweighted Binary Strings
This section will detail how the Markov chain based approach is used in a simple example.
To do this, we will prove that there exists an FPRAS for counting the number of binary
strings of length k.
The major barrier for proving the existence of an FPRAS is the proof of the reduction
of approximate counting to almost uniform sampling. This will then be used to motivate
the search for an FPAUS for generating a random binary string of length k, as if an FPAUS
exists, the addition of the reduction will mean an FPRAS also exists.
Theorem 3.3.1. Let Σ = {0, 1} be the alphabet to be considered, and T ki be the set of all
strings over Σ of length k (i.e. Σk) with the last k − i positions fixed to some a ∈ Σ. We
then denote T kk as T k. If there exists an almost uniform sampler S for T ki with a polynomial
run-time bounded by T (k, δ), then there is a randomized approximation scheme for |T k|
which runs in fully polynomial time. In particular, if there exists an FPAUS for T ki , then
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there exists an FPRAS for |T k| which runs in time: 75k2ε−2T (k, ε/6k).
Proof of Theorem 3.3.1. Let S be the almost uniform sampler from the theorem, and Σ be
the alphabet to be considered. Given i, 1 ≤ i ≤ k, T ki−1 results from setting the ith element
of all of the strings in T ki to be a fixed element a ∈ Σ. We can then approximate |T k| as a
product of ratios1:





(Note that T k0 = {Λ}, and thus |T k0 | = 1.) Since T ki contains all of the strings in T ki−1,
T ki−1 ⊆ T ki . Also note that T ki can be mapped into T ki−1. This can be done by fixing the last
element ti in all strings in T ki to a. Since there are 2 choices for ti in T ki for each prefix,
there will be at most 2 strings mapped to each string in T ki−1. Hence,
1
2
≤ %i ≤ 1. (3.1)
(Note that while this inequality appears trivial, similar bounds can be proven for problems
with no known closed form expression.)
Since we want an e±ε–approximation, we may assume 0 < ε ≤ 1, and k ≥ 1 to
avoid trivial strings. Then in order to estimate %i, we run the sampler S on T ki with some
δ – which will be computed precisely later – in order to obtain a random string Ti from
T ki . We then define Zi as the indicator variable of the event that Ti is in T ki−1, and let
µi = E(Zi) = Pr[Zi = 1]. (Note that this is equivalent to the probability of the ith position
in Ti being a.) From the definitions of δ, and the variation distance,
%i − δ ≤ µi ≤ %i + δ
And combining with (3.1)
(1− 2δ)%i ≤ µi ≤ (1 + 2δ)%i (3.2)
1Informally, whenever we can express a counting problem as a product of polynomial-number of ratios,
each of which is ratio of counts for subproblems, the problem is called self-reducible.
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So the sample mean of a sufficiently large number s of independent copies Z(1)i , . . . , Z
(s)
i
of the random variable Zi will provide a good estimate for %i, assuming δ provides a good
bound.
Before continuing to try to find s, it will be useful to have a lower bound on µi. In order
to do this, we must define δ. Keeping in line with the bound in the original proof in Jerrum











Therefore we can get a lower bound for µi by noting that (3.3) is minimized when ε = 1,
k = 1, and %i = 12 , yielding: µi ≥ 1/3.




i . Note that Var[Zi] = E [(Zi − µi)2] = Pr[Zi =
1](1 − µi)2 + Pr[Zi = 0]µ2i = µi(1 − µi). By our previously computed lower bound, we
have: µ−2i Var[Zi] = µ
−1











Note: E [Z1Z2 · · ·Zk] = µ1µ2 · · ·µk, and
Var[Z1Z2 · · ·Zk]




2 · · ·Z
2
k]

















≤ (1 + x)k − 1 (by (3.4))
≤ ey − 1 (where x = y/k)
≤ z
c
(where y = z/(c + 1), and c ∈ N+)
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since ea/(b+1) ≤ 1 + a/b for 0 ≤ a ≤ 1 and b ∈ N+. (Note that s must conform to all of
these intermediate constraints.)
The final major task is to bound the probability that Z1Z2 · · ·Zk is close to %1%2 · · · %k.
Chebyshev’s Inequality states:
Pr(|X − µ| ≥ b) ≤ Var[X]
b2
Therefore, by Chebyshev’s Inequality, and by letting b = εµ1µ2···µk
3










µ1µ2 · · ·µk (3.5)
with probability at least (letting a = z/c) 1− (ε/3)−2a. Since we want the error rate of this






















Therefore, now that we have a, we can solve for s. From (3.6) we can set z = ε2, and c = 36.












We now have the s required by the algorithm.








µ1µ2 · · ·µn. (3.7)
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%1%2 · · · %n (3.8)








%1%2 · · · %n (3.9)
with probability at least 3/4.
We now note that Z1Z2 · · ·Zn = N−1, and %1%2 · · · %n = |Tk|−1. This means that the
previously defined estimator N satisfies (2.1). Therefore, the algorithm computing N is an
FPRAS for |Tk|, as desired.
We finally note the running time of this algorithm. Since for 0 < i ≤ k we must
compute s samples, we have that the algorithm is at least O(75k2ε−2) = O(k2ε−2). We
also must take into account the time per sample, which is T (k, ε/6k) (as the sampler rate
requires an error rate of ε/6k from the sampler), and therefore the algorithm will run in time
75k2ε−2T (k, ε/6k), and the claimed bound has been proven.
In this proof we have shown how to develop an e±ε algorithm for the cardinality of a set.
In order to do this, we first noted that the expected value of our defined indicator variable
was in fact the ratio of the cardinalities of the set and its subproblem. In order to get a
good estimate of the expected value of the indicator variable, we ran the FPAUS for 75kε−2
iterations, taking the expected value of all of the indicator variables we accumulated. Once
we obtain the expected value of the indicator variable for all k subproblems, we multiply the
ratios to obtain an estimate on the cardinality of the set. We then note that by our definition
this estimate will be accurate with probability 3/4, and to obtain a more accurate prediction
we can use the boosting algorithm, Algorithm (1).
In this way we have shown that an FPAUS for binary strings will lead to an FPRAS for
counting the number of such strings. We therefore now show how to define such a sampler
as required by the algorithm.
22
Theorem 3.3.2. There exists an FPAUS for unweighted binary strings with run-time bounded
by: 4k2 (2 ln(δ) + k ln(2)).
Proof of Theorem 3.3.2. Once again let Σ be the alphabet of characters we are considering,
where |Σ| = 2. Let MΣ = {Nt : t ∈ N0} be a Markov chain such that: Nt is a binary string
of length k in Σk, and MΣ has state space Ω. We then define the transitions from each state
x = x1 . . . xk ∈ Ω as follows:
UNWEIGHTED-BINARY-STRING-TRANSITION(x)
1 With probability 1
2
let y = x; otherwise
2 Select i u.a.r.a from the range 1 ≤ i ≤ k
3 Let y = x with the ith bit flipped.
4 return y
aNote we use u.a.r. for uniformly at random
Algorithm 2: Markov chain which defines how to transition between unweighted binary strings.
Informally, the process MΣ moves around the binary strings of length k by flipping a
random bit at every step.
The Markov chain MΣ is ergodic since all states communicate (to see this, note that
from any state one can get to the state of all 0s by flipping all of the 1s in the string to 0s,
and conversely from all 0s one can get to any state by flipping the appropriate 0s to 1s), and
line (1) ensures aperiodicity. Also note that the probability of transitioning from state x to y
is the same as transitioning from y to x, and thus the Markov chain is symmetric. Therefore
the stationary distribution over Ω is unique and uniform.
We can next define a canonical path between two states x = x1 . . . xk and y = y1 . . . yk
(where x, y ∈ Ω). The canonical path γxy from x to y is defined by (at most) k edges e1 to
ek, where edge ei is defined as: (y1 . . . yi−1xi . . . xk, y1 . . . yi−1yixi+1 . . . xk), i.e. we flip the
ith bit in x to be the same as yi. In some instances no change is necessary (since xi = yi by
chance), and therefore the edge will be a self loop. In order to compute ρ, we consider a
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particular (oriented) edge:
e = (p, p′) =
(
p′1 . . . p
′
i−1pi . . . pk, p
′
1 . . . p
′
ipi+1 . . . pk
)
Define cp(e) = {(x, y) : γxy 3 e} the set of all canonical paths which go through
e. We can then define the injective function ηe : cp(e) → Ω as follows: if (x, y) =
(x1 . . . xk, y1 . . . yk) ∈ cp(e) then:
ηe(x, y) = (x1 . . . xi−1yi . . . yk)
That is, ηe(x, y) (called an encoding) first encodes the original values of the bits which
have already been set (i.e. x1 . . . xi−1), and then encodes the values of the bits which have
not yet been reached (i.e. yi . . . yk).
For example, let k = 7, the initial string be x = 0100010, and the final string be
y = 1011001. Also let the transition e(x, y) = {1010010, 1011010}. From this we can infer
i = 4, and therefore, by definition, ηe = 0101001.
Note that ηe is injective since we can recover x and y unambiguously from e and
(u1 . . . uk) = ηe(x, y) (where e is defined as above). In order to recover x, we note that
x1 . . . xi−1 are immediately recoverable by the definition of ηe(x, y). In order to recover
xi . . . xk, we note that e = (p, p′), where p = y1 . . . yi−1xi . . . xk. Therefore we can recover
xi . . . xk from p. In our example, x1x2x3 = u1u2u3 = 010, and x4x5x6x7 = p4p5p6p7 =
0010. Therefore, x = 0100010, and thus x was recovered correctly.
To recover y, we again note that e = (p, p′), where p = y1 . . . yi−1xi . . . xk. Therefore,
from p we can recover y1 . . . yi−1. To recover the rest of y, we note that yi . . . yk are
recoverable from u = ηe(x, y) = x1 . . . xi−1yi . . . yk. Therefore, yi . . . yk = ui . . . uk. In our
example, y1y2y3 = p1p2p3 = 101, and y4y5y6y7 = u4u5u6u7 = 1001. Thus y = 1011001,
and was thus y was recovered correctly.
Using the fact that ηe is injective, we can now evaluate ρ. Note that: π(x)π(y) =
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We have that |γxy| ≤ k < k by definition, and
∑
γxy3e π(ηe(x, y)) ≤ 1 since π is a
probability distribution (and thus the sum over all elements is 1), and ηe(x, y) is injective
(and thus relates to, at most, all of the elements in π). Therefore, we have that ρ < 2k2. The
claimed bound follows immediately once we note that there are at most 2k binary strings,
and thus π(x) > 1/2k.
With these two proofs we can now prove the existence of an FPRAS for approximating
the size a combinatorial structure which is (potentially) exponential. To do this we note the
following theorem.
Theorem 3.3.3. There exists an FPRAS for counting the number of binary strings of length
k which runs in time: 300k4ε−2 (2 ln(6k/ε) + k ln(2)).
Proof of Theorem 3.3.3. By combining Theorem 3.3.1 with Theorem 3.3.2 (and noting the
requirement for δ in Theorem 3.3.1) the claimed bound is immediate.
While this proof only holds for unweighted structures, in the next section we discuss the
weighted case. This eases the restriction and makes the technique even more general.
3.4 Counting Weighted Binary Strings
This section will proceed analogously to the unweighted section, focusing on the main
results for the weighted case. Since the results are in some cases so similar, these proofs
will refer to their unweighted counterparts when appropriate.
25
Since this section deals with weighted strings, we will define weight as follows2. For each
position 1 ≤ i ≤ k in a string, define c(ai) to be the weight of character a ∈ Σ in position
i. If x = x1 . . . xk is a string of length k, the weight of x is defined as: w(x) =
∏k
i=1 c(xi).
Finally we define wmin to be the minimum weight of any character, and wmax to be the
maximum weight of any character.
Since we are dealing with weighted strings, we note that the distribution from which
we are sampling is a weighted distribution. That is, the probability of a string occurring is
proportional to its weight, as opposed to the unweighted case where it merely depended
upon the total number of strings. The weighted count, therefore, will determine the sum
of all of these weights, as opposed to the cardinality of the set, similarly to the partition
function defined previously.
Once again we will motivate the search for an FPAUS which generates a weighted binary
string of length k by showing that if an FPAUS exists, then an FPRAS also exists.
Theorem 3.4.1. Let Σ = {0, 1} be an alphabet, and T ki be the set of all weighted strings of
length k (i.e. Σk) with the last k − i positions fixed to some ak−i ∈ Σ. If there is an almost
uniform sampler for T ki with a run-time bounded by T (k, δ), then there is a randomized
approximation scheme for w(T k) which runs in fully polynomial time. In particular, if
there exists an FPAUS for T ki , then there exists an FPRAS for w(T k) which runs in time
75k2ε−2T (k, ε/6k).
Proof of Theorem 3.4.1. This proof proceeds exactly as the unweighted case, with some
minor alterations.
As before we approximate w(Tk) as a product of ratios:





2Note that this is not the only way to define weights, but is particularly common in physics.
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(Note again that T k0 = {Λ}, and thus w(T k0 ) = 1 as it is the empty product.) Since T ki
contains all of the strings in T ki−1, T ki−1 ⊆ T ki . As before, we must determine a lower bound
for %i. Since we have fixed the ith character in T ki−1 to be ai (which is either 0 or 1 and
denoted T ki,a), we have the following:
%i =
w(T ki,a)
w(T ki,0) + w(T ki,1)
In order to determine the ratio, we must formally define ai. Note that if ai is defined to be
the character with the higher weight (i.e. c(ai) ≥ c(ji) for all j ∈ Σ), we note that %i ≥ 1/2




≤ %i ≤ 1. (3.10)
Since the bound on %i is the same, the rest of the proof will proceed exactly as before.
This is a curiosity due to the fact that we can bound %i by a constant, as opposed to it
depending on the weight function. In other problems it is possible for %i to depend on the
weight. In these instances the running time would then be influenced by the weight similarly
as the sampling algorithm defined below.
Therefore, as before, the algorithm will run in time 75k2ε−2T (k, ε/6k).
Theorem 3.4.2. There exists an FPAUS for weighted binary strings with run-time bounded
by: 4k2wmax/wmin (2 ln(δ) + k ln(2wmax/wmin)), where wmin is the minimum weight in
c(·), and wmax is the maximum weight in c(·).
Proof of Theorem 3.4.2. Using the definitions of Σ, c(·), wmin, and wmax, define MΣ =
{Nt : t ∈ N0} to be a Markov chain such that: Nt is a binary string of length k in Σk, and




where w(Ω) is the quantity to be determined. While this definition seems strange, we will
show how the dependence on w(Ω) does not matter.
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WEIGHTED-BINARY-STRING-TRANSITION(x)
1 With probability 1
2
let y = x; otherwise
2 Select i u.a.r. from the range 1 ≤ i ≤ k
3 Let z = x with the ith bit flipped.
4 With probability min{1, π(z)/π(x)} let y = z; otherwise
5 Let y = x.
6 return y
Algorithm 3: Markov chain which defines how to transition between weighted binary strings.
We then define the transitions from each state x = x1 . . . xk ∈ Ω as follows: Informally,
the process MΣ moves around the binary strings of length k. As opposed to moving around
completely randomly as in the unweighted case, step (4) allows the Markov chain to prefer
to transition to strings with a higher weight by using the Metropolis-Hastings algorithm.
As before, the Markov chain MΣ is ergodic since all states communicate, and the self
loops ensure aperiodicity. Since the Markov chain is ergodic, it has a unique stationary
distribution over Ω. Note that as we defined the Markov chain, π(·) satisfies the detailed bal-
ance condition, and therefore is the unique stationary distribution. Also note that π(z)/π(x)
is easy to compute, as the w(Ω) cancel leaving w(z)/w(x). From the definition of π(·) we
see that the stationary distribution is proportional to the weights, denoted: π(x) ∝ w(x).
The canonical path between two states will be defined exactly as before. Thus γxy is
defined by (at most) k edges, e1 to ek, where edge ei is defined as:
(y1 . . . yi−1xi . . . xk, y1 . . . yi−1yixi+1 . . . xk), i.e. we flip the ith bit in x to be the same as yi.
In order to compute ρ, we consider a particular (oriented) edge:
e = (p, p′) =
(
p′1 . . . p
′
i−1pi . . . pk, p
′
1 . . . p
′
ipi+1 . . . pk
)
Once again, define cp(e) = {(x, y) : γxy 3 e} as the set of all canonical paths which
go through e. We can then define the injective function ηe : cp(e) → Ω as follows: if
(x, y) = (x1 . . . xk, y1 . . . yk) ∈ cp(e) then:
ηe(x, y) = (x1 . . . xi−1yi . . . yk)
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Note that this is exactly as we defined the canonical path and the encoding in the
unweighted case, so the same properties still hold (namely ηe is injective).
The difference between the weighted case, and the unweighted case, is the importance of
w(p)w(ηe(x, y)) ≈ w(x)w(y). This in turn will help bound the quantity of interest, namely:

































Since w(p)w(ηe(x, y)) = w(x)w(y), and π(·) ∝ w(·), we have that π(p)π(ηe(x, y)) =


















Note once again that |γxy| ≤ k by definition, and
∑
γxy3e π(ηe(x, y)) ≤ 1 since π is a
probability distribution and ηe(x, y) is injective. Also, we note that the smallest P (p, p′)
can be corresponds flipping a bit with a weight that is most likely (wmax) to the least likely
(wmin) Therefore, ρ ≤ 2k2wmax/wmin.
Finally we bound π(x). To do this, we first note that w(Ω) is bounded above by 2kwkmax.
Therefore, noting that the minimum weight of a string is wkmin, π ≥ wkmin/(2wmax)k, and the
bound is immediate.
29
Given this, we can now prove the following.
Theorem 3.4.3. There exists an FPRAS for computing the sum of the weights of all binary
strings of length k with run time: 300k4ε−2wmax/wmin (2 ln(6k/ε) + k ln(2wmax/wmin)).
Proof of Theorem 3.4.3. By combining Theorem 3.4.1 with Theorem 3.4.2 (and noting the
requirement for δ in Theorem 3.4.1) the claimed bound is immediate.
Note that for this specific problem, the terms wmax/wmin in the running time can be
avoided, yielding a truly polynomial-time bound. Since the required techniques do not
appear to apply to most other weighted problems, and this is just an example to demonstrate
the technique, we opted not to discuss them here.
In the weighted case we have shown how to estimate the size of a structure when each
element is not counted equally. The only restriction that remains is the dependence on the
weights. More specifically, the running time of the algorithm depends on the weights, and
thus for the algorithm to run in polynomial time, the weights must be polynomial in the
input size. If one is willing to run in exponential time, then the weights can be exponential,
however since the structure to be estimated has (potentially) exponentially many values, in




In this chapter we will outline algorithms to sample almost uniformly at random (u.a.r.) from
various combinatorial structures. The specific structures to be consider are the weighted and
unweighted complete graph, and the weighted and unweighted tree. When an FPRAS exists
(e.g. when the Markov chain is rapidly mixing), the proofs will proceed in the same way as
the binary string example presented as an example. For the negative examples (i.e. when the
Markov chain is torpidly mixing), the proof of torpid mixing will be presented.
4.1 Unweighted Complete Graph
In this section we will outline the FPRAS for the unweighted complete graph. To do so, we
will begin with the reduction from approximate counting to almost uniform sampling. The
reduction will then motivate the search for an FPAUS, which will then be presented.
4.1.1 Approximate Counting ≤ Almost Uniform Sampling
Theorem 4.1.1. Given a graph G = (V, E) where |V | = n, and |E| = m, and a FPAUS
with running time bounded by T (n, m, δ), there exists a FPRAS for counting the number of
paths in G (|P(G)|) which runs in time 56(n + 1)n2ε−2T (n, m, ε/3n(n + 1)).
Proof of Theorem 4.1.1. Let S be the almost uniform sampler from the theorem, then the
approximation scheme proceeds as follows. Let G = (V, E) be as defined in the theorem
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such that V = {v1, v2, . . . , vn}, then Gi is the vertex induced subgraph resulting from the
first i vertices (v0, v1, . . . vi) in G, 0 < i ≤ n. Therefore, given Gi, Gi−1 results from the
deletion of the vertex vi. We can then approximate |P(G)| as a product of ratios:





(Note that |P(G0)| = 1 since it contains the trivial path of no vertices.) Since Gi
contains all of the paths in Gi−1, P(Gi−1) ⊆ P(Gi). Also, P(Gi) \ P(Gi−1) can be
mapped into P(Gi−1). This can be done by simply removing vertex {vi} from the paths in
P(Gi) \ P(Gi−1) (i.e. send all of the paths to P \ {vi}). Since there are at most i positions
for vertex {vi} to appear in a path of length i, there will be at most i + 1 paths mapped to
each P \ {vi}. Hence,
1
i + 1
≤ %i ≤ 1. (4.1)
Since we want an e±ε–approximation, we may assume 0 < ε ≤ 1, and n ≥ 1 to avoid
trivial graphs. Then in order to estimate %i, we run the sampler S on Gi with some δ –
which will be computed precisely later – in order to get a random path Pi from P(Gi).
We then define Zi as the indicator variable of the event that Pi is in P(Gi−1), and let
µi = E(Zi) = Pr[Zi = 1]. From the definitions of δ, and the variation distance,
%i − δ ≤ µi ≤ %i + δ
And combining with (4.1)
(1− (i + 1)δ)%i ≤ µi ≤ (1 + (i + 1)δ)%i. (4.2)
Thus the sample mean of a sufficiently large number s of independent copies Z(1)i , . . . , Z
(s)
i
of the random variable Zi will provide a good estimate for %i, assuming δ provides a good
bound.
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Before continuing trying to find s, it will be useful to have a lower bound on µi. Letting
δ = ε
3n(i+1)
and combining with (4.2), we have:(




















Therefore we can get a lower bound for µi by noting that (4.3) is minimized when ε = 1,
n = 1, and %i = 1i+1 , yielding: µi ≥ 2/(3(i + 1)).




i . Note that Var[Zi] = E [(Zi − µi)2] = Pr[Zi =
1](1 − µi)2 + Pr[Zi = 0]µ2i = µi(1 − µi). By our previously computed lower bound, we
have: µ−2i Var[Zi] = µ
−1
i − 1 ≤
3(i+1)
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Note: E [Z1Z2 · · ·Zn] = µ1µ2 · · ·µn, and
Var[Z1Z2 · · ·Zn]
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< (1 + x)n − 1 (by (4.4))




(where y = z/(c + 1), and c ∈ N+)
since ex/(k+1) ≤ 1 + x/k for 0 ≤ x ≤ 1 and k ∈ N+. (Note that s must conform to all of
these intermediate constraints.)
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The final major task is to bound Z1Z2 · · ·Zn by %1%2 · · · %n. By Chebyshev’s Inequality,
and by letting k = εµ1µ2···µn
3










µ1µ2 · · ·µn (4.5)
with probability at least (letting a = z/c) 1 − (ε/3)−2a. If we want this probability to be






















Therefore, now that we have a, we can solve for s. We now know that z = ε2, and c = 36.











s ≤ 56(i + 1)nε−2
s ≤ 56(n + 1)nε−2
We now have the s required by the algorithm.
Returning to (4.5), we see that we can weaken the inequality to be:(
e−ε/2
)




µ1µ2 · · ·µn. (4.7)
The same weakening technique can be used on (4.3) to obtain:
(e−ε/2)%1%2 · · · %n ≤ µ1µ2 · · ·µn ≤ (e−ε/2)%1%2 · · · %n (4.8)
Combining (4.7) and (4.8), we see we have:
(e−ε)%1%2 · · · %n ≤ Z1Z2 · · ·Zn ≤ (e−ε)%1%2 · · · %n (4.9)
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with probability at least 3/4.
We now note that Z1Z2 · · ·Zn = N−1, and %1%2 · · · %n = |P(G)|−1. This means that
the previously defined estimator N satisfies (2.1). Therefore, the algorithm computing N is
an FPRAS for |P(G)|, as desired.
We finally note the running time of this algorithm. Since for 0 < i ≤ n we must compute
s samples, we have that the algorithm requires a total of O(56(n + 1)n2ε−2) = O(n3ε−2)
samples. Since each sample takes time T (n, m, ε/3n(n + 1)), the claimed bound follows
immediately.
4.1.2 Existence of an FPAUS
Given that we have an FPRAS which runs in polynomial time if we have an FPAUS for the
unweighted complete graph, we note the following theorem.
Theorem 4.1.2. There exists an FPAUS for sampling paths from the unweighted complete
graph G = (V, E) which runs in time 192n3(2 ln(δ) + n ln(4n)).
Proof of Theorem 4.1.2. Let MKn = {Nt : t ∈ N0} be a Markov chain such that Ni is a path
of length at most n in the complete graph on n vertices (i.e. Kn). The state space Ω is thus
all of the paths in Kn. We then define the transitions from each state x = (x1 . . . xn) ∈ Ω to
state y in Algorithm 4.
Informally, the process MKn is a self-avoiding random walk (with stationary moves) on
the complete graph with n vertices. To accomplish this, the algorithm first chooses a vertex
v. If the vertex v is in x, the algorithm chooses a position i to move v to. If v is already in
the selected position, y is defined as x with v removed. Otherwise, y is the same as x with
vertex v moved from its original position to position i. If v is not in x, a position i is chosen.
Given i, y is x with v inserted at position i.
The Markov chain MKn is ergodic since all states communicate, and the loops ensure
aperiodicity. The states can be seen to communicate since (trivially) every path can be
reduced to the empty path, and any path can be built up from the empty path. Since the
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UNWEIGHTED-COMPLETE-GRAPH-TRANSITION(x)
1 With probability 1
2
let y = x; otherwise
2 Select v u.a.r. from V .
3 if v ∈ x, select i u.a.r. from the range 0 ≤ i ≤ |x|
4 then if v = xi
5 then y ← x \ {p}
6 elseif v = xk where k < i
7 then y ← (x1 . . . xk−1xk+1 . . . xi−1xixkxi+1 . . . x|x|−1x|x|)
8 elseif v = xk where k > i
9 then y ← (x1 . . . xi−1xkxixk+1 . . . xk−1xk+1 . . . x|x|−1x|x|)
10 if v /∈ x, select i u.a.r. from the range 0 ≤ i ≤ |x|
11 then y ← (x1 . . . xi−1pxixi+1 . . . x|x|−1x|x|)
12 return y
Algorithm 4: Algorithm which defines transitions between paths in the unweighted complete graph.
probability of moving from any state x to any other state y is the same as moving from
state y to state x, the Markov chain is symmetric, and therefore the stationary distribution is
uniform over Ω.
We will first define canonical paths between two states corresponding to paths of length
n and bound the congestion of these paths. After this, we will extend this argument to
canonical paths between any pair of states. Let x = (x1x2 . . . xn) and y = (y1y2 . . . yn)
(where x, y ∈ Ω) be two states corresponding to paths of length n.
The canonical path γxy from x to y is then defined by (at most) n−1 edges (or transitions)
e1 to en−1 (since if the first n−1 vertices are in order, the nth vertex is in order by definition),
where edge ei is defined as:
((y1 . . . yi−1z1 . . . zn−i), (y1 . . . yi−1yiz
′
1 . . . z
′
n−i−1)),
where z1 . . . zn−1 and z′1 . . . z
′
n−i−1 represent the ordering of the remaining vertices in the
path. Informally, the ith edge in the canonical path is formed by moving the vertex which is
supposed to occupy position i to position i. In some instances no change is necessary (since
z1 = yi by chance), and therefore the edge will be a loop. Note that all vertices after the ith
vertex are in the same order as in x (where we skip over vertices in x that correspond to a
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yk, for some k ≤ i).
In order to compute ρ1, we consider a particular (oriented) edge:
e = (p, p′) =
(
(p′1 . . . p
′
i−1z1z2 . . . zn−i+1), (p
′










Define cp(e) = {(x, y) : γxy 3 e} as the set of all canonical paths which go through
edge e. We can then define the injective function ηe : cp(e) → Ω as follows: if (x, y) =
((x1 . . . xn), (y1 . . . yn)) ∈ cp(e) then:
ηe(x, y) = u
where, informally, u encodes the starting positions of vertices which are in their final posi-
tions (i.e. y1 . . . yi), and the order of the vertices which are yet to be placed (i.e. yi+1 . . . yn).
Formally, we first fill i positions in u = u1u2 . . . un as follows:
uj = xj , where xj = yk for some k ≤ i
Let J be the set of n− i indices of u which are undefined. For 1 ≤ w ≤ n− i, fill in the
remaining positions in u as follows:
uJw = yw+i
where Jw represents the wth smallest element in J .
For example, let n = 7, the initial path be x = (1354627), and the final path be
y = (6537241). Also let the transition e = (p, p′) = {(6531427), (6537142)}. From this
we can infer i = 4, and initialize u = (u1u2u3u4u5u6u7). Then performing the first step,
we place the first i values from p′ into u in the same positions they hold in x. This leaves
u = u135u26u37. We then fill in the remaining values in p into u in the order in which they
occur in y. Thus u = (2354617).
Note that ηe is injective since we can recover x and y unambiguously from (u1 . . . un) =
ηe(x, y), and e (where e is defined as above). In order to recover y, we note that y1 . . . yi are
1Note that this is not precisely ρ, merely the congestion between paths of maximal length. We will use it
later to precisely compute ρ.
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immediately recoverable from e. In order to recover yi+1 . . . yn, we note that the injective
mapping defines the order of the remaining vertices. Thus letting z be the remaining vertices
after removing vertices y1 . . . yi from ηe(x, y). We then have that y = (p′1 . . . p
′
iz1 . . . zn−i).
Continuing with the above example (where e = (p, p′) = {(6531427), (6537142)} and
u = (1352647)) we recover y as follows.
• First note that y must start as 6537, so we let y = (6537y1y2y3).
• Next, remove 6537 from u, leaving 241.
• Finally, append the result to y = (6537241).
Note that this is exactly the y we started with.
In order to recover x we first recover the vertices x1 . . . xi from ηe(x, y) as defined in
the encoding, filling in the missing entries with a1 . . . an−i. Given this, we note that we can
now preform all of the operations to transform x into p (since p only depends on the first
i− 1 vertices). After symbolically manipulating x, we note that the ak for 1 ≤ k ≤ n− i
now correspond to some pj for i < j < n. Therefore, filling in the corresponding values in
pj for the corresponding ak in x, we can unambiguously recover x. Therefore ηe(x, y) is an
injective function.
Using our above example again, we recover x as follows.
• First note that i = 4 since in edge e the last element in position is the 4th one.
• Therefore, for i > 4, replace those values in u with place holders and store the result
in x = (a135a26a37)
• Next perform operations on x to transform into the beginning of e (i.e. p)
– x = (a135a26a37)
– x = (6a135a2a37)
– x = (63a15a2a37)
– x = (635a1a2a37)
• Thus looking at p we see that a1 = 1, a2 = 4, and a3 = 2.
• Therefore x = 1354627
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Note that this is exactly the x we started with.
Using the fact that ηe is injective, we can now evaluate ρ. Note that: π(x)π(y) =





















It is important to note that in this case canonical paths are only defined between paths of
maximal length. This is due to the fact that a simple counting argument shows that there are
at most three times as many paths whose length is not maximal as maximal paths.
To see this, let Pn(G) denote the number of paths of length n in G, and P<n(G) denote














































Where the penultimate inequality holds since:
∑∞
i=0(1/i!) = e.
Therefore a mapping exists that takes at most three paths of length less than n and maps
them to a single path of length n. Given this, we must now give a bound on the number of
times any transition t = (a, b) is used where a is a state of the Markov chain corresponding
to a path of length less than n. If the bound for t is less than the bound for e which we
computed above (i.e. (4.10)), then the congestion between these states can be ignored. This
is due to the fact that the congestion ρ is defined as the maximum of congestions through
individual transitions of the Markov chain.
In order to compute the congestion of t, we first define level i as the states of the Markov
chain which correspond to a path of length i. We then note that any state in level i has
(n − i)(i + 1) = −i2 + ni − i + n transitions to level i + 1. This is due to the fact that
at level i there are n − i vertices which haven’t been placed, and i + 1 positions in the
string in which to place them. We next note that the expression is minimized when i = 0
and i = n− 1, which means there are at least n transitions between level i and level i + 1.
We will order transitions originating at state s in level i lexicographically by their opposite
endpoint. Thus if s is adjacent to two states a and b, each in level i + 1, a < b if a occurs
before b lexicographically.
We now (informally) define the canonical path from a path of length i to the state which
represents a path of maximal length. To do so we will continue by induction, with the base
case being the path of length 0 (i.e. the empty path). The empty path is adjacent to n states
in level 1, and to define its canonical path, we transition via the first unused transition. Note
that there exists a transition which is unused by all other canonical paths, as each state s
at level i has at most i− 1 canonical paths passing through it. To see this, given state s at
level i, we first let the states whose canonical paths pass through s from the first j levels,
0 ≤ j < i, choose the first (potentially) i − 1 transitions. The current state s therefore
transitions via the ith transition. We know that the ith transition exists – and more importantly
is unused – since there are at least n transitions going from s to a state in level i + 1.
Using the fact that each edge is used only once, we see that the maximum congestion
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Since the congestion in the Markov chain between states of length n is larger than n3/2|Ω|,
this does not represent the maximum edge for which the congestion can be defined.
Previously we computed the canonical paths between states representing paths of maxi-
mal length. In doing this, we noted that the maximum length of a canonical path between
two states x and y was: |γxy| < n. We now consider the effect of computing the canonical
path between two arbitrary states a and b (which need not represent paths of maximal
length), where a maps to the maximal length path a′, and b maps to the maximal length path
b′. The canonical path will first transition from a to a′ in at most n steps. It continues by
transitioning from a′ to b′ in at most n steps, and ends by transitioning from b′ to b in at most
n steps. Thus it is easy to see that the canonical path between a and b has length less than
3n, and thus an extra factor of 3 must be added.
Since we have shown that we can map (at most) 3 paths of length less than n to a single
path of length n, we must consider the effect this has on the congestion. Informally, we see
that every path of length n “represents” at most 4 paths. Therefore, the congestion through
a transition used by a canonical path of length n to another path of length n increases by
at most a factor of 4 · 4 = 16. Taking into account this factor of 16, and the previously
mentioned factor or 3 for increasing the upper bound on the length of a canonical path,
ρ ≤ 2n3 · 3 · 16 ≤ 96n3.
In order to bound the mixing time, we then need a bound on π(x). Since we know that
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there are at most 4n! paths, π(x) ≥ 1/4n!. The claimed bound follows from the fact that
ln n! ≤ n ln n.
4.1.3 FPRAS for the Unweighted Complete Graph
Given the previous theorems, we can now prove the following.
Theorem 4.1.3. There exists an FPRAS for the unweighted complete graph on n vertices
which runs in time: 10752(n + 1)n4ε−2(2 ln(3n(n + 1)/ε) + n ln(4n)).
Proof of Theorem 4.1.3. Combining the bounds in Theorem 4.1.1 with Theorem 4.1.2, the
claimed bound is immediate.
4.2 Weighted Complete Graph
In this section we will outline the RAS for the weighted complete graph. As before, we
will begin with the reduction from approximate counting to almost uniform sampling. The
reduction will then motivate the search for an FPAUS, which will then be presented.
While in the unweighted case we were able to bound the running time of the FPRAS by
the number of vertices and an error rate, the weighted case offers the added challenge of the
weights. While in the example proofs the weights didn’t always factor into the running time,
intuitively the weights seem to be more of a challenge in sampling paths. This will prove to
be the case, as we will see the weights being an important factor in the running time.
4.2.1 Approximate Counting ≤ Almost Uniform Sampling
Theorem 4.2.1. Given a graph G = (V, E) where |V | = n, and |E| = m, a weight
function w : E → R, and a FPAUS with running time bounded by T (n, m, δ), there
exists a FPRAS for determining the sum of the paths in G (w(P(G))) which runs in time
56(n + 1)n2ε−2T (n, m, ε/3n(n + 1)).
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Proof of Theorem 4.2.1. As before, we let S be the almost uniform sampler from the the-
orem, then the approximation scheme proceeds as follows. Let G = (V, E) such that
V = {v1, v2, . . . , vn}, then Gi = (Vi, Ei) is the vertex induced subgraph resulting from
the first i vertices {v1, v2, . . . vi} in G, 0 < i ≤ n. And once again given Gi, Gi−1 results
from the deletion of the vertex vi. The orderings of the vertices (v1, . . . , vn) will be defined
shortly.
In the unweighted case the choice of vertex to remove was arbitrary, as there was no
difference between any of the vertices. For the weighted case, however, we define the weight
of vertex v, w(v), to be the product of the weights of its incident edges. In graph Gi, the




We can now approximate w(P(G)) as a product of ratios:





(Note that w(P(G0)) = 1 since it contains the trivial path of no vertices whose weight is
defined by the empty product.) Since Gi contains all of the paths in Gi−1, P(Gi−1) ⊆ P(Gi).
Note also, that if all of the edge weights of the vertex to be removed are close to 0, the
ratio w(P(Gi−1))/w(P(Gi)) will be close to (but never greater than) 1. Therefore the lower
bound will occur when all of the edge weights of the vertex to be removed are equal to
wmax. However when each vertex has the same weight, this is equivalent to the unweighted
graph. Since the lower bound is equivalent to the case of the unweighted graph, we can
lower bound %i by the same quantity, namely 1/(i + 1). Hence
1
i + 1
≤ %i ≤ 1. (4.11)
Since this is exactly the same bound from the unweighted case, the proof proceeds exactly
as before. Therefore the algorithm will run in time 56(n+1)n2ε−2T (n, m, ε/3n(n+1)).
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Note that in unweighted case there are on the order of n! paths in the complete graph.
Therefore being able to approximate this quantity in polynomial time (assuming an FPAUS
exists) means the technique has solved the path counting problem. While ideally polynomial,
the presented bound on the runtime of the sampler presented in section 4.2.2 is exponential.
This means that that the approximation scheme as defined might not be fully polynomial,
and will be dominated by the time it takes to sample from the distribution. If a new sampling
algorithm proof can be devised which is an FPAUS, then the above proof demonstrates that
the path counting problem can be solved in polynomial time.
4.2.2 Existence of an FPAUS
By Theorem 4.2.1, there exists an FPRAS for the sum of the weights of all of the paths
in the weighted complete graph, if there exists a sampler for them. While the following
theorem does not prove the existence of an FPAUS, it does give an AUS. Based on the proof
in the weighted tree case, however, it doesn’t seem likely that an FPAUS exists.
Theorem 4.2.2. There exists an AUS for sampling paths from the weighted complete






ln(1/g(wmax, wmin, n))), where:
f(wmin) =













Proof of Theorem 4.2.2. Let MKn = {Nt : t ∈ N0} be a Markov chain such that Ni is a
path of length at most n in the weighted complete graph on n vertices (i.e. Kn). The state
space Ω is thus all of the paths in Kn. For each pair of vertices a, b ∈ Kn, a weight function
c(a, b) = c(b, a) is defined. Let wmin be the minimum weight, and wmax the maximum
weight in c(·). The weight of a path is then defined as: w(a) =
∏|a|−1
i=1 c(ai, ai+1). Note that
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the path of a single vertex and the empty path have weight 1, as they are defined by the
empty product.
We then define the transitions from each state x = (x1 . . . xk) ∈ Ω, 0 ≤ k ≤ n as
follows:
WEIGHTED-COMPLETE-GRAPH-TRANSITION(x)
1 With probability 1
2
let y = x; otherwise
2 Select v u.a.r. from V
3 if v ∈ x
4 then Select i u.a.r. from the range 0 ≤ i ≤ |x|
5 if v = xi
6 then Let z = x \ {p}
7 elseif v = xk where k < i
8 then z ← (x1 . . . xk−1xk+1 . . . xi−1xixkxi+1 . . . x|x|−1x|x|
9 elseif v = xk where k > i
10 then z ← (x1 . . . xi−1xkxixk+1 . . . xk−1xk+1 . . . x|x|−1x|x|)
11 elseif p /∈ x
12 then Select i u.a.r. from the range 0 ≤ i ≤ |x|
13 then z ← (x1 . . . xi−1pxixi+1 . . . x|x|−1x|x|)
14 With probability min{1, π(z)/π(x)} let y = z; otherwise
15 Let y = x.
Algorithm 5: Markov chain which defines how to transition between states.
Informally, the process MKn is a self-avoiding random walk (with stationary moves) on
the weighted complete graph with n vertices, giving higher preference to paths with higher
weights. It achieves this by first computing a potential next path in the same way as the
unweighted case, and transitioning to the new path with probability proportional to the ratio
of the weight of the new path, and the weight of the current path.
It is easy to see that by letting π(x) = w(x)/w(P(G)), π is the unique stationary
distribution. Therefore, as in the weighted binary string example, π(z)/π(x) is easy to
compute as it is merely w(z)/w(x).
The Markov chain MKn is ergodic since all states communicate, and the loops ensure
aperiodicity. Since the Markov chain is ergodic, it has a unique stationary distribution over
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Ω. As shown, the stationary distribution will not necessarily be uniform, instead depending
on the weights. From the definition, however, we see that π(x) ∝ w(x).
We can then once again define a canonical path between two states x = (x1x2 . . . xn)
and y = (y1y2 . . . yn) (where x, y ∈ Ω) The canonical path γxy from x to y is defined by (at
most) n− 1 edges e0 to en, where edge ei is defined as:
((y1 . . . yi−1z1 . . . zn−i), (y1 . . . yi−1yiz
′
1 . . . z
′
n−i−1)),
Note that, once again, z1 . . . zn−1 and z′1 . . . zn−i−1 define the ordering of the remaining
vertices in their respective paths. Thus, informally, to define the canonical path, the vertex
which is supposed to occupy position i is “pulled” to position i. In some instances no change
is necessary (since z1 = yi by chance), and therefore the edge will be a loop. In order to
compute ρ, we consider a particular (oriented) edge:
e = (p, p′) =
(
(p′0, . . . , p
′
i−1, z1, z2, . . . , zn−i+1), (p
′










It is important to note at this point that in the unweighted case we could bound the
number of paths of length i by a constant times the number of paths of length less than i. In
this case, however, we can only make the following observation (let Pi(G) denote the set of




This can be seen since it corresponds to removing a minimally weighted edge from every














This leads to two possible cases, namely |1/wmin| 6= 1, and wmin = 1. We must then
define the bound based on wmin.












Otherwise, wmin = 1, and the sum is merely n.
Therefore, defining:
f(wmin) =









We can now use the same argument as in the unweighted case to argue that no edge







This is due to the fact that the maximum w(x) can be is wnmax (i.e. a path of maximum length
with all maximum edges), and the minimum w(p) can be is wnmin (i.e. a path of maximum
length will all minimum edges). Since w(·) is proportional to π(·), and each edge e is used

























2n3 max{wmax, 1/wmin, 1}w(y)
w(P(G))
47
We note that w(P(G)) will dominate the entire expression. We will therefore see that
the congestion which we will define over the canonical path between states representing
paths of maximal length will be larger, and thus this congestion can be ignored. The factor
to consider, however, will be f(wmin), which will defines how the set of paths of length less
than n maps into the set of paths of length n.
We now define cp(e) = {(x, y) : γxy 3 e} the set of all canonical paths which go
through e. We can then define the injective function ηe : cp(e)→ Ω as in the unweighted
case. Doing so ensures that ηe is injective.
In the unweighted case it was easy to show that π(p)π(ηe(x, y)) = π(x)π(y). In the
weighted case we now must show that w(x)w(y) / w(p)w(ηe(x, y)). That is, we must
show that w(x)w(y) is greater than w(p)w(ηe(x, y)) by at most a polynomial factor. Unlike
in the simple bit string example, this proves to be much harder. This is due to the fact that
ηe(x, y) does not (necessarily) preserve any order of vertices. Thus when trying to show
proportionality of weights, ηe(x, y) will be essentially random. In some cases this will result
in the introduction of “bad” edges into the canonical path (i.e. edges of poor weight like
wmin), when both x and y contain only high weight edges (i.e. only of weight wmax). This
means that a potential bottleneck exists in the Markov chain causing it to be difficult to get
from one highly likely configuration to another. In general this will result in a higher mixing
time, as in this case.
First we must make a note of how each step along the canonical path changes p and p′.
Since we start at x, initially p = x and thus w(p) = w(x). After |x|/2 steps, p has at least
its first |x|/2 vertices in common with y. Thus each step after that point will bring w(p)
closer to w(y). With this in mind, it is easy to see that w(p) will be most dissimilar from
w(x) and w(y) in the first |x|/2 steps. In general, we know that the first i vertices in p will
be in common with y. It is easy to see that pulling the first vertex to the front of the path
will create at most two new links; namely the link between the new first vertex and the old
first vertex, and the link between the two vertices which used to be connected to the new
first vertex. For example, if vertex 3 is to be the new first vertex in the path: 123456, we get
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312456 as the first step in the canonical path. In this path, the link between 3 and 1, and the
link between 2 and 4 need not be present in either x or y. Each additional edge which is
“pulled” to the front, however, will only add 1 new potential “bad” edge, which will be the
edge created by it vacating its original position. This is due to the fact that there is now a
“buffer” zone between the first i vertices in p, and the original first vertex (i.e. the first vertex
of x) where a potential bad edge already may exist. Thus if in our example 5 is the next
vertex in the final path, we get: 351246. The “new” potential bad edge connecting 5 to 1
now supplants the “old” potential bad edge connecting 3 to 1. In this way, we see that at
each step after the first only 1 new potential bad edge arises.
As we have seen, at step |x|/2 at least half of the edges agree with y. It is easy to see
that the above argument causes maximum difference at step |x|/2 − 1, leaving at most
|x|/2− 1 + 1 new “bad” edges which don’t necessarily appear in either x or y, potentially
skewing the weights.








In other words, all of the potential “bad” edges in the right hand side were replaced by a
maximally weighted edge.





















































Between states of maximal length we have that
∑
γxy3e π(ηe(x, y)) ≤ 1 since π is a prob-
ability distribution (and thus the sum over all elements is 1), |γxy| ≤ n by definition, and
ηe(x, y) is injective (and thus relates to, at most, all of the elements in π).
In the unweighted case the congestion was increased by a factor of 16 · 3 since the
canonical path between maximally length paths actually defined the canonical path between
16 different pairs of states. In the weighted case, there are f(wmin)2 states which use the
same canonical path, and thus the congestion will be increased by a factor of 3f(wmin)2.
(As in the unweighted case, the factor of 3 must be included due to the length of a canonical
path once again increasing from at most n, to at most 3n).










is reasonably close to 1.
We finally consider π(x). Since there are at most 4n! paths in G, we see that w(P(G)) ≤
4n!wnmax. Thus the minimum probability of any path is min{1/(4n!wnmax), wnmin/4n!wnmax}.
The claimed bound follows as this is how g(wmax, wmin, n) was defined.
4.2.3 FPRAS for the Weighted Complete Graph
Given the previous theorems for the weighted complete graph, the following follows almost
immediately.
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Theorem 4.2.3. There exists an FPRAS for the weighted complete graph on n vertices







Proof of Theorem 4.2.3. Combining Theorem 4.2.1 with Theorem 4.2.2, the claimed bound
is immediate.
Before concluding this section, we note that Theorem 4.2.3 gives a polynomial running
time bound if wmax/wmin ≤ 1 + c log(n)/n for some constant c.
4.3 Unweighted Tree
The proof of the existence of an FPRAS for counting the number of paths in an unweighted
tree will proceed similarly to the previous cases.
4.3.1 Approximate Counting ≤ Almost Uniform Sampling
Theorem 4.3.1. Given a tree T = (V, E) where |V | = n, and |E| = m, and a FPAUS S
with running time bounded by T (n, δ), there exists a FPRAS for counting the number of
paths in T (|P(T )|) which runs in time 75n2ε−2T (n, ε/6k).
Proof of Theorem 4.3.1. Let S be the almost uniform sampler from the theorem, then the
approximation scheme proceeds as follows. Let T = (V, E) be a tree such that V =
{v1, v2, . . . , vn}, ordered such that removing any number of vertices from the end of the list
results in a vertex induced subgraph that is still a tree. Ti is thus the vertex induced subgraph
resulting from the first i vertices (v0, v1, . . . vi) in T , 0 < i ≤ n. Therefore, given Ti, Ti−1
results from the deletion of the vertex vi. We can then approximate |P(T )| as a product of
ratios:






(Note that |P(T0)| = 1 since it contains the trivial path of no vertices.) Since Ti contains
all of the paths in Ti−1, P(Ti−1) ⊆ P(Ti). Also, P(Ti) \ P(Ti−1) can be mapped into
P(Ti−1). This can be done by simply removing vertex {vi} from the paths inP(Ti)\P(Ti−1)
(i.e. send all of the paths to P \ {vi}). Since that vertex can occur at an endpoint in a string
(since it is a leaf node as per the definition), there will be at most 1 path mapped to each
P \ {vi}. Hence,
1
2
≤ %i ≤ 1. (4.13)
We now note that these are exactly the bounds which were achieved in the binary string
example. Using the resulting computations, we have a runtime for the algorithm which is
75n2ε−2T (n, ε/6k).
4.3.2 Existence of an FPAUS
Given that we have an FPRAS which runs in polynomial time, we now define an FPAUS as
follows.
Theorem 4.3.2. There exists an FPAUS for sampling paths from the unweighted complete
graph G = (V, E) with run time bounded by: 8n2(n2 + 1)(2 ln(ε) + ln(n2 + 1)).
Proof of Theorem 4.3.2. Let MT = {Nt : t ∈ N0} be a Markov chain such that Ni is a path
in tree T = (V, G) where |V | = n, and thus the state space Ω is all of the paths in T . We
then define the transitions from each state x = (x1 . . . xj) ∈ Ω to y = (y1 . . . yj′) ∈ Ω in
Algorithm 6.
Informally, the process MT is a self-avoiding random walk (with stationary moves) on
a tree T with n vertices. To transition between states, a vertex v is chosen u.a.r. from the
set of vertices, and either the head or tail is chosen. If the vertex v is the head (tail), then
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UNWEIGHTED-TREE-TRANSITION(x)
1 With probability 1
2
let y = x; otherwise
2 Select v u.a.r. from V
3 Select a u.a.r. from {0, 1}
4 if |x| = 0
5 then y ← (v)
6 elseif a = 0
7 then if v = x1
8 then y ← (x1 . . . xj)
9 elseif x0 is adjacent to v, and v /∈ x
10 then y ← (vx1 . . . xj)
11 else
12 y = x
13 elseif a = 1
14 then if v = xj
15 then y ← (x1 . . . xj−1)
16 elseif xj is adjacent to v, and v /∈ x
17 then y ← (x1 . . . xjv)
18 else
19 y ← x
Algorithm 6: Markov chain which defines how to transition between paths in the unweighted tree.
the new path is the path without that vertex. Otherwise, if the head (tail) is adjacent to the
chosen vertex v, and v isn’t already in the path, then v is added to the path.
The Markov chain MT is ergodic since all states communicate, and the loops ensure
aperiodicity. Since the probability of moving from any state x to any other state y is the
same as moving from state y to state x, the Markov chain is symmetric, and therefore the
stationary distribution is uniform over Ω.
Next we will set up a canonical path γxy between states x = (x1x2 . . . xi) and y =
(y1y2 . . . yj). The canonical path γxy from x to y is defined by (at most) 2n edges e1 to e2n,
where edge ek is defined as:
ek =
 ((x1 . . . xi−k), (x1 . . . xi−k−1)) if 0 ≤ k < i((y1 . . . yk−i), (y1 . . . yk−i+1)) if i ≤ k < j + i
Therefore, the canonical path proceeds in two stages. Stage one consists of shortening the
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starting path to the empty path by removing vertices from the end. The second stage consists
of extending the empty path to the final path by appending vertices to the end.
We will then consider an oriented edge e, and then define cp(e) = {(x, y) : γxy 3 e} the
set of all canonical paths which go through e. In previous proofs we would then define the
function ηe : cp(e)→ Ω to be injective in order to compute ρ. In this case, however, this is
not necessary. Instead, we will define ηe(x, y) = x.
With this definition of ηe, we now evaluate ρ. Note that: π(x)π(y) = π(p)π(ηe(x, y))

























≤ 4n2(n2 + 1)
We have that |γxy| ≤ 2n by definition. It is important to note that
∑
γxy3e π(ηe(x, y)) ≤∑(n2+1)2
1 1/(n
2 + 1) follows from the fact that the value for |Ω| is known to be n2 + 1.
Thus |cp(e)| (i.e. the number of canonical paths which use edge e) is at most (n2 + 1)2, and
π(·) = 1/(n2 + 1). Therefore we have that ρ ≤ 4n2(n2 + 1), and the claimed bound is
immediate.
4.3.3 FPRAS for the Unweighted Tree
Given the previous theorems, we can now prove the following.
Theorem 4.3.3. There exists an FPRAS for counting the number of paths in a tree T with n
vertices which runs in time bounded by: 600n4(n2 + 1)ε−2(2 ln(6k/ε) + ln(n2 + 1)).
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Proof of Theorem 4.3.3. Combining Theorem 4.3.1 with Theorem 4.3.2, the claimed bound
is immediate.
4.4 Weighted Tree
In the previous sections we were able to prove the existence of an FPRAS (with certain
restrictions in the case of the weighted complete graph). In this case, however we prove
that, with the given underlying Markov chain, the chain is torpidly mixing. To prove rapid
mixing in the previous cases we used the canonical path technique. To prove the chain is
torpidly mixing, however, we will use the conductance technique outlined in section 3.1.2.
4.4.1 Proof of Torpid Mixing
Theorem 4.4.1. There exists a family of graphs Dn for which the Markov chain defined by
Algorithm 7 is torpidly mixing.
Proof of Theorem 4.4.1. To prove torpid mixing, we first define the Markov chain on the
weighted tree.
That is, this is exactly Algorithm 6 with the Metropolis-Hastings algorithm added.
In order to prove that the mixing time of the Markov chain on this graph is torpidly
mixing, we will use the concept of conductance outlined in section 3.1.2. In order to do this,
we will use the family of graphs Dn defined below.
Let Dn denote the graph composed of two paths A = (a1a2 . . . an+1) and B = (b1b2)
(i.e. A is the path of length n + 1, and B is the path of length 2) with an edge connecting
a1 to b1. Let edge eAB = (a1, b1) have weight wmin = 1/nn, and all of the edges in A and
B have weight wmax = 1/wmin = nn. Note that the resulting graph is still a tree, and the
description of the length of the instance is polynomial in n, because only approximately
n log n bits are required to describe nn.
As we are using the conductance technique outlined in section 3.1.2, let the set to be
considered S = {(a1 . . . an+1)}. We now note that w(a1 . . . an+1) = w(b2b1a1 . . . an+1),
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WEIGHTED-TREE-TRANSITION(x)
1 With probability 1
2
let y = x; otherwise
2 Select p u.a.r. from V
3 Select a u.a.r. from {0, 1}
4 if |x| = 0
5 then z ← (p)
6 elseif a = 0
7 then if x0 = p
8 then z ← (x1 . . . xj)
9 elseif x0 is adjacent to p, and p /∈ x
10 then z ← (px0 . . . xj)
11 else
12 z ← x
13 elseif a = 1
14 then if xj = p
15 then z ← (x0 . . . xj−1)
16 elseif xj is adjacent to p, and p /∈ x
17 then z ← (x0 . . . xjp)
18 else
19 z ← x
20 y ← z with probability min{1, π(z)/π(x)}; otherwise
21 y ← x.
Algorithm 7: Markov chain which defines how to transition between paths in the weighted tree.
and thus w(S) ≤ w(Ω)/2. In order to compute ∂S (the probability of leaving set S), the
probability that a path in S adds edge eAB, or removes vertices a1 or an+1 needs to be
computed.
We first note that w(b1a1a2 . . . anan+1) = w(a2 . . . anan+1) = w(a1a2 . . . an) since in
each case we multiply in a factor of 1/nn. In the first case this is due to adding an edge of
weight 1/nn, while in the remaining cases this is due to the removal of an edge with weight
nn. Thus the probability of (a1a2 . . . anan+1) transitioning to any of these states is the same,
more specifically (recalling that we’re trying to determine
∑















This is due to the fact that: w(a1a2 . . . anan+1) = nn
2 , the probability of choosing vertex b1,
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a1, or an+1 is 1/(n + 3) (each), the probability of choosing the appropriate side given the
choice of vertex is 1/2, the probability of avoiding the self loop is 1/2, and the Metropolis-






We must now compute w(S). Since S only contains one path, w(S) is the weight of the












Since w(∂S)/w(S) is inverse exponential, by Theorem 3.1.2 we have that the Markov




In the previous chapter, the concept of almost uniform sampling was used to approximately
count the number of paths in a graph. This chapter will show that the converse can also be
accomplished; namely if one can approximately count a structure, one can almost uniformly
sample from the structure. To this end, an algorithm for counting the number of paths in
trees and DAGs (directed acyclic graphs) will be developed. This algorithm will then be
used to sample paths from the respective graph (proportional to their weight).
Since the algorithms use the idea of a rooted tree, the links in the tree gain an orientation.
Since in this context in both a tree and a DAG there is no way to return to a vertex upon
leaving it (otherwise a cycle would exist), both algorithms will treat trees and DAGS the
same.
5.1 Counting Paths
While there is only one way to get from any vertex to any vertex in a tree, there are potentially
exponentially many ways in a DAG. Thus while one could find the total weight of all of the
paths through brute force in polynomial time in a tree, in a DAG it might be exponential. To
avoid this, we will devise an efficient approach which uses dynamic programming.
Before proceeding, the following definitions will be useful. Let G = (V, E) be the
tree or DAG of interest, and weightMatrix be an n × n matrix where n is the number
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of vertices in V . G is said to be rooted at vertex v if all edges are oriented away from v1.
Next define weight(a, b) as the weight of the edge from a to b (or undefined if no such edge
exists). Finally, let children(b, a) be a set containing children of b given that the underlying
graph is rooted at vertex a.
5.1.1 Algorithm Sketch
For each vertex r, the algorithm first determines the weight of all of the paths which are
rooted (i.e. begin) at r. This is accomplished by building a table where entries of the form
weightMatrix[a][b] denote the weight of paths rooted at b given that the graph is rooted at
a. The weight of all of the paths rooted at b is defined as follows:
weightMatrix[a][b] = 1 +
∑
j∈children(b,a)
weightMatrix[a][j] ∗ weight(b, j)
Therefore, for each vertex v ∈ V , weightMatrix[v][v] defines precisely the number
of paths which start at v. Therefore the sum of the weights of all of the paths in P(G) is
merely 1 plus 2 the sum of all of the elements on the main diagonal.
5.1.2 Algorithm
WEIGHTED-TREE-PATH-COUNTING()
1 for each node in v ∈ V
2 do WEIGHTED-ROOTED-TREE-PATH-COUNTING(v, v)
Algorithm 8: Recursive algorithm driver which determines the sum of the weights of all paths in G
1To achieve this in a tree, merely changes the edges from undirected, to directed away from the root. In a
DAG, any edge that does not conform to the definition is not considered.




2 for each node child ∈ children(node, root)
3 do WEIGHTED-ROOTED-TREE-PATH-COUNTING(root, child)
4 weightMatrix[root][node]← weightMatrix[root][node]+
weightMatrix[root][child] · weight(node, child)
Algorithm 9: Recursive algorithm which determines the sum of the weights of all paths rooted at a
vertex.
5.2 Sampling Paths
Given the above counting algorithm, sampling follows as a result. Once again the algorithm
will treat trees and DAGs the same.
5.2.1 Algorithm Sketch
In order to sample almost uniformly, the algorithm first runs the counting algorithm, ob-
taining weightMatrix. It then uses the table to determine a starting vertex, choosing to
add vertex v to the sample path s as the starting vertex with probability equal to the weight
it adds to the weight of all of the paths in the graph (i.e. weightMatrix[v][v]). Subse-
quently, given that |s| = k, vertex w ∈ children(sk, s1) is appended to s with probability
weightMatrix[s1][w]∗weight(sk−1, w)/weightMatrix[s1][sk]. That is, vertex w is added
with weight proportional to the weight of the paths that pass through w given the prefix s.
With the remaining probability (i.e. 1/weightMatrix[s1][sk]), the current path is returned.
Once a leaf is reached (or as aforementioned no vertex is chosen), the path s is returned
as the sample path.
5.2.2 Algorithm
In the following algorithm, let s1 denote the first vertex, and sk denote the last vertex in the






4 for vertices v ∈ V
5 do total← total + weightMatrix[v][v]
6 Append vertex r to s with probability weightMatrix[r][r]/total
7 if No vertex is appended with probability 1/total
8 then return s
9 while |children(sk, s1)| > 0
10 do Append vertex w ∈ children(sk, s1) to s with probability
weightMatrix[s1][w] ∗ weight(sk, w)/weightMatrix[s1][sk]
11 if No vertex is appended with probability
1/weightMatrix[s1][sk]
12 then return s
13 return s




Conclusions and Open Problems
During the course of this thesis we have proven the existence of FPRAS for multiple
combinatorial algorithms. Even with the results, however, there are still open problems
which deserve attention.
In Theorem 4.4.1 we proved that the Markov chain which was defined for unweighted
trees is torpidly mixing in the weighted case. However in section 5.2 we described a
polynomial time algorithm for sampling paths from the weighted tree. While this might
seem like a contradiction, the existence of the counting algorithm can be explained due to the
size of the combinatorial structure. Since the number of paths in trees is polynomial (n2 +1),
they can be enumerated in polynomial time. Therefore the existence of a polynomial time
sampling algorithm is not surprising.
While the Markov chain in Theorem 4.4.1 was proven to be torpidly mixing for uncon-
strained weights, this raises an interesting open problem. Namely, to prove the existence
of a rapidly mixing Markov chain for the weighted tree with restrictions on the weights.
Intuitively the existence seems likely since there are only a polynomial number of states,
however no proof exists as of yet.
Another problem which deserves further consideration is the almost uniform sampler for
the weighted complete graph. While the existence of an AUS was proven in Theorem 4.2.2,
the result is suboptimal due to the scheme being exponential in the edge weights. Further
research into defining a Markov chain which is polynomial in the edge weights, or proving
that all Markov chains are torpidly mixing would therefore be of interest.
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There is also interesting experimental research which could be undertaken. Namely the
AUS proven in Theorem 4.2.2 has very pessimistic bounds. After some initial experiments,
it seems that much lower bounds are possible, and with more work into this, one might be
able to determine some regularity which leads to a better bound, or even a different Markov
chain which is an FPAUS.
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