Abstract. We study the equivalence relation R generated by the (non-free) action of the Thompson group F on the unit interval. We show that this relation is a standard, quasipreserving ergodic equivalence relation. Using results of Feldman-Moore, Krieger and Connes we prove that the von Neumann algebra M (R) associated to R is a hyperfinite type III λ factor, with λ = 1/2. We prove also that the core M φ is the hyperfinite II 1 factor, where φ is the state coming from the canonical separating, cyclic vector. We describe this core as M (S), the von Neumann algebra generated by S, a hyperfinite subrelation of R. We also generalize the action to arbitary N ∈ N and show that the von Neumann algebra generated by it is a hyperfinite factor of type III 1/N . Moreover we analyze R in connection with Gaboriau's work on costs of groups. By one of his results, any non-amenable group of cost 1 can not admit treeable standard preserving equivalence relations (coming from a free action of the group); also cost> 1 implies non-amenability. It is known that Thompson's group has cost 1, so that studying equivalence relations generated by F could be useful in attacking the problem of (non)amenability of F . We prove that R above is treeable. Of course we cannot apply Gaboriau's result (and conclude amenability for F ) as it holds only for relations coming from free, preserving actions. However, we think the treeability of R together with the hyperfiniteness of M (R) bring a flavor of amenability on the Thompson group.
Definitions and notations
In the following we prepare the definitions we need in this paper. We also mention some known results we are going to use: we follow [Gab] , [FMII] and [Can] . We say that R is a SP1 equivalence relation on a standard probability space (X, λ) if (S) Almost each orbit R[x] is at most countable and R is a Borel subset of X ×X.
(P) For any T ∈ Aut(X, λ) such that graphT ⊂ R we have that T preserves the measure λ. We say that R is standard if only (S) is satisfied. Also, R is called quasi-preserving if the saturation (through R) of a null set is null. From now on, unless specified otherwise, each equivalence relation satisfies (S). Next we define "graphing" and "treeability" with respect to R. This is just a simple adaptation of the SP1 situation (see [Gab] ). Definition 1.1. i) A countable family Φ = (ϕ i : A i → B i ) i∈I of Borel partial isomorphisms between Borel subsets of (X, λ) is called a graphing on (X, λ) (we do not require that the ϕ i 's preserve λ).
ii) The equivalence relation R Φ generated by a graphing Φ is the smallest equivalence relation S such that (x, y) ∈ S iff x is in some A i and ϕ i (x) = y. iii) An equivalence relation R is called treeable if there is a graphing Φ such that R = R Φ and almost every orbit R Φ [x] has a tree structure. In such case Φ is called a treeing of R. iv) R is ergodic iff any saturated Borel set has measure 0 or 1. Remark 1.2. For (SP1) R's the same notions are considered in [Gab] provided the ϕ i 's preserve the measure. One can consider the quantity C(Φ) = λ(A i ). The cost of a (SP1) equivalence relation will simply be C(R) = inf{C(Φ)|Φ is a graphing of R}.
It is the preserving property that allows one to conclude the infimum is attained iff R admits a treeing (see Prop.I.11 and Thm.IV.1 in [Gab] ). Next Gaboriau defines the cost of a discrete countable group G as C(G) = inf{C(R)|R coming from a free, preserving action of G on X}.
The result we want to highlight "measures" the non-amenability of cost 1 groups (any amenable group has cost=1):
T heorem( [Gab] , Corollaire VI.22) Any non − amenable cost 1 group is anti − treeable (i.e., any SP1 equivalence relation coming from a free action is not treeable).
Among many examples of groups whose costs are calculated, the Thompson group is shown to have cost=1 (using the infinite presentation of the group and one of the tools developed by Gaboriau). Now any countable discrete group comes with a free preserving action on some standard probability space, namely the Bernoulli shifts (thus the infimum in C(G) does make sense). However, to handle (in terms of (non)treeability) the SP1 relation determined by this purely theoretical action may be very hard. Until we find a suitable action of the Thompson group, we are content to study the canonical action of F on ([0, 1], λ). Certainly this is not a (SP1) relation but it is (S) and quasi-preserving. The main result in Section 3 is that R is treeable.
Following [Can] , we introduce some basics facts about the Thompson group. Definition 1.3. The Thompson group F is the set of piecewise linear homeomorphisms from the closed unit interval [0, 1] to itself that are differentiable except at finitely many dyadic rationals and such that on intervals of differentiability the derivatives are powers of 2. Remark 1.4. It is shown that F above is a countable subgroup of the group of all homeomorphisms from [0, 1] to [0, 1] . Two presentations of F are found. One finite presentation comes from the fact that F is generated by the functions A and B defined below
The relations between generators A and B are [AB
The other (infinite) presentation can be used to show that Thompson's group has cost 1 (see Section 3 for further comments on costs and the (non)amenability problem of F ).
Next we will introduce the von Neumann algebra of an equivalence relation. We follow [FMII] in the particular case when the 2-cocycle σ is trivial. Let R be a standard equivalence relation on the standard probability space (X, λ). The Hilbert space the algebra acts upon is H := L 2 (R, ν r ) where ν r is the right-counting measure on R. When no confusion with the left-counting measure ν l may arise, we will write ν instead of ν r . E.g., if f ∈ H, its squared norm is given by
For a left-finite function a : R → C, we denote by L a the bounded operator
It is known that L ∞ (X) can be embedded as a Cartan subalgebra into M (R). Also, ϕ 0 the characteristic function of the diagonal in R is a separating and cyclic vector. Any element L ∈ M (R) can be written as L ψ (where ψ = Lϕ 0 ), meaning that
for all ϕ ∈ H and all (x, y) ∈ R. Now the multiplication on M (R) can be written as a convolution over R: L ψ1 * L ψ2 = L ψ1 * ψ2 where
Moreover, if R is ergodic then M (R) is a factor.
It is easy to show that if the measure is R-invariant (i.e., R satisfies (P) above) then the state < . ϕ 0 , ϕ 0 > is a trace; in this case M (R) is a factor of type II. If there is no σ-finite measure µ, R-invariant such that µ ≺ λ then by Theorem 2.4 in [Kr] , M (R) has to be of type III. (The non-existence of such µ proves that R is of type III, see the terminology in [FMI] ). This is the result we are going to use for the canonical R on F . Also, it turns out that the Connes spectrum has a nice description for factors coming from ergodic equivalence relations, namely the asymptotic range of the map D :
whose values we will compute. The type III λ with λ = 1/2 is not surprising as the slopes of the functions in F are powers of 2. Following some proofs in [Co] and [Sh] we obtain that M (R) is the crossed-product of the hyperfinite II ∞ factor by Z.
M (R)
Definition 2.1. The equivalence relation R ⊂ [0, 1] × [0, 1] defined by (x, y) ∈ R iff there exists f ∈ F such that f (x) = y is called the canonical equivalence relation of the Thompson group.
Remark 2.2. We can work with a subrelation of R (still denoted R) which is R except a set of (product) measure 0. This change will not affect the (S) or (P) properties nor the construction of M (R). In our case R is replaced by R minus the points of rational coordinates. Proof. i) R is standard, being a countable union of graphs of automorphisms of [0, 1] . Also the elements of F take a set of measure 0 into a set of measure 0. Let us prove the ergodicity: we actually prove that a subrelation of R is ergodic (therefore R itself). Define (x, y) ∈ S iff |x − y| is a dyadic rational. There is a classical argument (using Fourier transforms) showing that this is an ergodic equivalence relation. We include it in our proof as it will be used for ii) as well. Take A = S[A] a saturated set. For any dyadic k/2 n consider the function:
. Let δ the characteristic function of the set A and
n . Because A is S-saturated we have δ • s = δ. We compute the n'th coefficient of the Fourrier transform
Thereforeδ(n) = 0, ∀ n = 0, which means that the characteristic function of A is constant, thus S is ergodic. All that remains to prove now is S ⊂ R. Suppose y 0 = x 0 + k/2 n , 0 < x 0 < y 0 < 1 (the other case is analogous). We have to find f ∈ F such that f (x 0 ) = y 0 . Define f 1 (x) = x + k/2 n in a small interval around x such that the endpoints are dyadic rationals d 1 < d 2 . The interval must be chosen as small as to have c 2 := d 2 + k/2 n < 1. Let c 1 := d 1 + k/2 n . Applying Lemma 4.2 in [Can] for the partitions 0 < d 1 < d 2 < 1 and 0 < c 1 < c 2 < 1 we obtain a f 2 ∈ F such that f 2 (d i ) = c i for i ∈ {1, 2}. Define f now:
Clearly f is a piecewise linear automorphism and all of its slopes are powers of 2. We conclude (x 0 , y 0 ) ∈ R. ii) As mentioned in Section 1, it suffices to prove there is no σ-finite measure µ, Rinvariant such that µ ≺ λ. If this were the case then consider the Radon-Nikodym derivative f := ∂µ ∂λ . By invariance of µ with respect to R and with a substitution we obtain
For some fixed values a < b, let δ the characteristic function of the set
We claim that δ • s = δ a.e, where s(x) = (x + k/2 n )mod1. As in the proof of i) for fixed x, we can find T ∈ F such that s(x) = T (x) and in a neighborhood of x we have T ′ = 1. Using the relation (2.1) we have
Thus the claim holds and we can apply the Fourier transform exactly as in i) to conclude that δ is constant. Because a and b are arbitrary we obtain that f must be constant. This is not possible though, as the Lebesgue measure λ is not R-invariant. In conclusion there is no such measure µ, thus M (R) is a factor of type III.
Let φ be the faithful normal state determined by the scalar product with ϕ 0 . Recall the definition of the centralizer
We know from [Co] that for III λ factors there exists a faithful normal state such that the centralizer is a factor of type II 1 . The theorem below shows in particular that on our M (R) this happens for the vector state. The second part of the theorem is the main result of this section namely the conclusion that M (R) is hyperfinite.
Proof. We need to prove first that M (R) is a III λ factor. We use Proposition 2.2 in [FMI] : in particular it says that for T ∈ F we have D(T −1 (y), y) = dT * (λ)/dλ(y) a.e. y. Thus for any Borel subset A of [0, 1] we have
The above equation (almost) finds the range, 2 Z , of the map D : R → R + . Indeed, for any (x, y) ∈ R there exists an unique T ∈ F such that T (x) = y (if there are
, then x must be dyadic rational, a value which we avoid by remark 2.2). We will actually compute the asymptotic range of D,
Actually we will prove a little more: for a.e. x ∈ Y ∃ T ∈ F such that T (x) ∈ Y and D(x, T (x)) = 2 n . By equation (2.2) suffices to show a.e. x ∈ Y ∃ y ∈ Y and d a dyadic rational such that x = (2 n y + d)mod1: indeed, as in the proof i) of theorem 2.3 for a.e. x ∈ Y we can find a T ∈ F such that T (z) = 2 −n (z − d) in a neighborhood of x. The only trouble here would be to obtain T (x) back in Y . Let us consider the set A = {(2
It is a routine to check S[A] = A where S is the ergodic equivalence relation introduced in proof i) of theorem 2.3. Because λ(Y ) > 0 by ergodicity we get λ(A) = 1 therefore λ(Y ∩ A) = λ(Y ), which proves the claim. In conclusion r * (D) = 2 Z . By Proposition 2.11 in [FMII] we conclude that the Connes spectrum S(M (R)) is 2 Z , thus showing M (R) is a III 1/2 factor. We are now going to prove part i) of the theorem. Let A be the Cartan subalgebra of M , identified with L ∞ ([0, 1]). We enter in the proof of Proposition 3.1 from [Sh] , this being the reason we had to show first M (R) is of type III λ . For φ the vector state on M (R) (called θ in [Sh] ) Shlyakhtenko finds a (faithfull normal) state ψ such that the following hold: a) there is an unitary u ∈ A such that σ t0 (m) = umu * , m ∈ M (R) where t 0 = 2π/ log λ and (σ t ) is the modular flow associated to the state φ;
Also, the modular automorphism group is implemented by the modular operator ∆, which on M (R) is simply multiplication by the map D(x, y) (see [FMII] ). We have
. Evaluating these operators at the vector φ 0 and taking into account that D(y, y) = 1 we obtain:
Working out the convolutions on the left-hand side one obtains:
The last relation holds for all L ϕ ∈ M ; also |f (x)| 2 = 1 a.e., u being unitary. One may conclude f (x) = f (y) for any (x, y) ∈ R. But R is ergodic therefore f must be constant 1 a.e. which insures u = 1. Applying statements b) and c) above we have that the centralizer M φ is a II 1 factor. Next we prove that the centralizer is the hyperfinite II 1 . First we will translate what it means for a L ψ be in the centralizer: < L ψ * ϕ ϕ 0 , ϕ 0 >=< L ϕ * ψ ϕ 0 , ϕ 0 >, for any L ϕ ∈ M . In other words: ψ * ϕ(x, x)dλ(x) = ϕ * ψ(x, x)dλ(x). For A ⊂ [0, 1] a Borel set and T ∈ F let δ T the characteristic function of the graph of T and δ A the characteristic function of A; then put ϕ := δ A * δ T in the last equation above. We have to make sure L ϕ ∈ M : this is true as both δ A and δ T are left-finite functions on R. Notice δ A * δ T (x, y) = δ A (x)δ T (x, y). After some calculations the relation above becomes:
. Because A and T were arbitrary chosen we obtain:
Notice that such ψ's have to take value 0 at the points where the slope of some T ∈ F is not 1. If the slope of T at x is 1, then (x, T (x)) is in S. Thus, we have proved the following inclusion:
To prove the other inclusion, take L ϕ ∈ M (R). Definẽ
Then, Lφ is in M (S) and since S is an SP1 relation, the restriction of φ to M (S) is a trace.
Therefore L ϕ is in the centralizer and the reverse inclusion is proved. Let D the equivalence relation generated on R by the action of the abelian group of dyadic numbers. By a result of ( [OW] ), the relation D is hyperfinite; clearly, S = D ∩ [0, 1] × [0, 1], so that S becomes hyperfinite. Also, S has infinite orbits: consequently M (S) is the hyperfinite II 1 factor.
ii) In [Co] it is shown that any III λ factor with 0 < λ < 1 is isomorphic to the crossed product of a type II ∞ factor by Z. We show that for M (R) =: M the corresponding II ∞ factor is hyperfinite, more precisely isomorphic to M φ
B(H).
Because hyperfinitness is preserved under crossed products by abelian groups we would conclude the last part of the theorem. In theorem 4.4.1 of [Co] , the II ∞ factor is constructed out of a generalized trace on M B(H) ∼ = M ; in our case φ ⊗ T r is a generalized trace (see also thm.4.3.2 [Co] ). Then just take the centralizer (M B(H)) φ⊗T r to obtain the desired II ∞ factor. An easy check shows
, a hyperfinite factor by part i).
Remark 2.5. Sergey Neshveyev pointed out that we can show that M (R) is a hyperfinite III 1/2 factor in the following way: Consider the ax + b group with a of the form 2 n , n ∈ Z and b ∈ R, dyadic, i.e. b = k/2 m for some k, m ∈ Z. The multiplication is given by (a, b)(a
. This groups acts naturally on R by dyadic translations and dilations by powers of 2. It therefore generates an equivalence relation on R. The localization properties that we used in the proof of theorem 2.4, indicate that the restriction of this equivalence relation to [0, 1] is R.
The crossed-product M R of L ∞ (R) with this action decomposes as follows: first, the dyadic translations act freely and ergodically on L ∞ (R) (same argument as in the proof of 2.3), so the crossed-product is a hyperfinite II ∞ factor. Then the dilations by 2 induce an automorphism on this II ∞ factor that scales the semi-finite trace by 2. Therefore, using Connes results [Co] , we get that M R is a hyperfinite III 1/2 factor. Now take the projection p given by the characteristic function of [0, 1]. The compression pM R p is isomorphic to M R (since we are in a type III factor); on the other hand, it can be shown that this compression is isomorphic to our M (R).
In the following we will generalize our results by passing from slopes of power 2 to slopes of power N ∈ N, N ≥ 2. The dyadic rationals will be replaced by N-adic rationals. We define a Thompson type group as follows: Definition 2.6. The Thompson group T N is the set of piecewise linear homeomorphisms from the closed unit interval [0, 1] to itself that are differentiable except at finitely many N-adic rationals and such that on intervals of differentiability the derivatives are powers of N .
As for the case N = 2 we consider the canonical equivalence relation induced by the action of T N on [0, 1]. We will call it R N . We have to make sure this relation is standard. It is not hard to see that the group T N is at most countable: given x 1 , x 2 ..., x k a list of N-adic points in [0, 1] and a list of power of N slopes there can be at most one element f ∈ T N that fullfils these data. Therefore T N is at most countable. We will actually show it is countable by displaying a non-trivial element in T N (because T N is made of strictly increasing functions). 
Proof. The way A d,p is defined shows that it is an element of T N . Also, A d,p =id, therefore all its iterates are distinct elements of T N .
Now it is clear that R N is a standard, quasipreserving equivalence relation, with almost every orbit countable. Our goal is to prove that the von Neumann algebra M (R N ) is the type III 1/N hyperfinite factor. Notice that in the case N = 2, for ergodicity and type III 1/2 we used Lemma 4.2 in [Can] , a device that does not work anymore in the general case: we will prove that if N is odd and k is odd, then
b N r , and observe that a and b have different parity.
Assume now that there is f ∈ T N such that
By induction, since f (0) = 0 we obtain that
In particular
Now take q ≥ max{−q i | i ∈ {1, ..., a − 1}} and multiply by N q :
Since a and b have different parity and since N is odd, it follows that the terms of the equality (2.4) have different parity. This is a contradiction which shows that d is not equivalent to d + k/N p for d N -adic. Now, if x is not rational, assume that x is equivalent to x + k/N p . This means that there is an f ∈ T N such that f (x) = x + k/N p . Take a small interval around x where f is differentiable. On this interval f has the form f (y) = N s y + e with s ∈ Z and e N -adic. But then s = 0 and e = k/N r otherwise x + k/N r = N s x + e and this would imply that x is rational. So on this interval f (y) = y + k/N p . We can find an N -adic point in this interval, call it d, such that f (d) = d + k/N p and this contradicts the fact that d and d + k/N p are not equivalent.
In particular, the ergodic equivalence relation determined by the N-adic translations (modulo the unit interval) is not included in R N and therefore the proofs for N = 2 cannot be adapted in the general setting. But the idea is somehow the same: we will find an ergodic subrelation that will do the job. As before, we take off from R N the points (x, y) of rational coordinates.
Proposition 2.8. The equivalence relation S N defined on [0, 1] by (x, y) ∈ S N iff there exists f ∈ T N such that f (x) = y and f ′ (x) = 1, is an ergodic subrelation of R N . Moreover, S N is a (SP1) hyperfinite equivalence relation with infinite orbits.
Proof. Notice that if (x, y) ∈ S N through some f ∈ T N then f ′ = 1 on a neighborhood of x (x not being N-adic). Clearly S N ⊂ R N . Let now X be a S N -saturated set. We show that for any 0 < d 1 < d 2 < 1 N-adic numbers the following equality holds:
We prove
We get y ∈ X from the fact that x ∈ X and X is saturated. Vice-versa, let
d1,p (y) which together with X being saturated insures x ∈ X (also, the slope of A −1 d1,p is 1, around y). In conclusion the above sets are equal. From the last two relations we obtain
Taking the limit when p goes to infinity we obtain (2.5)
For any p ∈ N, covering the unit interval with N p consecutive N-adic rationals we obtain
Lebesgue point. For any p we can find a sequence (
This together with the last equality implies λ(X) = 1. In conclusion S N is ergodic.
Let S be the equivalence relation determined by the N-adic translations modulo the unit interval, i.e. (x, y) ∈ S iff |x − y| = d for some N-adic d ∈ [0, 1]. Notice that if (x, y) ∈ S N then f (x) = y with f ′ (x) = 1 and f ∈ T N . This implies f (x) = x + d for d N-adic, therefore (x, y) ∈ S. Because S is hyperfinite (as in the proof of Theorem 2.4) we obtain S N hyperfinite: indeed, write the equivalence class S[x] = ∪ n R n [x] where (R n ) n is an increasing sequence of finite equivalence relations. Then (S N ∩ R n ) n is an increasing sequence of finite equivalence relations. We argue that S N is with infinite orbits: let x ∈ [0, 1] and d < x a N-adic. For all sufficiently large p we have
We are now ready to prove the analogue of Theorem 2.4.
Theorem 2.9. The von Neumann algebra M (R N ) is the hyperfinite factor of type III 1/N . The core M φ is the hyperfinite II 1 factor isomorphic to M (S N ).
Proof. The above proposition shows that R N is ergodic as well, therefore M (R N ) is a factor. Suppose now that there exists a σ-finite measure µ, R N -invariant such that µ ≺ λ. We take the Radon-Nikodym derivative f := ∂µ ∂λ . By invariance of µ with respect to R N and with a substitution we obtain (2.6)
For some fixed values a < b, we consider the set
We show that A is S N -saturated: if (x, y) ∈ S N with x ∈ A then there is a T ∈ T N such that T (x) = y and T ′ (x) = 1. Applying equation (2.6) we get f (y) = f (x), therefore y ∈ A. By ergodicity A has to be of Lebesgue measure 0 or 1. Because a and b are arbitrary we obtain that f must be constant. This is not possible though, as the Lebesgue measure λ is not R Ninvariant. In conclusion there is no such measure µ, thus applying Krieger's result, M (R N ) is a factor of type III. 
Because T N is countable and its elements preserve the null sets the following set is of measure 0, x) ) is the one we are looking for. Therefore M (R N ) is a type III 1/N factor. To obtain the hiperfinite II 1 core, simply continue the proof of Theorem 2.4. For example, equation (2.3), which was obtained independently of the value N , shows that the core is isomorphic to the factor generated by the hyperfinite equivalence relation S N . Also, from (2.2), D it0 (x, y) = 1 in this case as well since t 0 = 2π/ log(1/N ).
R is treeable
Let A and B the piecewise linear homeomorphisms that generate F . We will break them down such as to find a treeing of R. Consider the graphing Φ = (ϕ i : A i → B i ) i∈{1,2,3} where ϕ i 's are defined as follows:
Proposition 3.1. R = R Φ Proof. Clearly R Φ ⊂ R. Let (x, y) ∈ R i.e. ω(x) = y for ω ∈ F word over the letters A, A −1 , B, B −1 . Notice that suffices to show (x, y) ∈ R Φ for ω ∈ {A, B} (apply induction on the length of ω).
From all cases we conclude (x, y) ∈ R Φ We are now going to prove the main result of this section, namely that the graphing above is a treeing. Notice that even though the action of the ax + b group is treeable on R, it does not necessarily imply the treeability of its restriction to [0, 1] (that is our R): when starting with a treeing of the bigger relation we would have to somehow cut out partial isomorphisms in order to precisely generate the subrelation and this of course does not seem feasible. In [Gab] a nice tool is designed in order to decide a graphing is a treeing: in most of cases the cost C(R) ≥ 1 so that a graphing of cost 1 will attain the infimum in the definition of C(R), therefore it will be a treeing. In our case, treeability has to be worked out "by hand" as the canonic R does not satisfy (P).
Theorem 3.2. For all ω reduced words over Φ, the set {x ∈ [0, 1] | ω(x) = x} has Lebesque measure zero, i.e. almost every orbit has a tree structure.
is a reduced word over Φ then i j ∈ {1, 2, 3}, ǫ j ∈ {−1, 1} and if i j = i j+1 then ǫ j = ǫ j+1 . To show the set of fixed points has measure zero we use induction on the length k. The case k = 1 being trivial we assume for any reduced word of length k − 1 the measure of its fixed points is 0. Take ω of length k and x such that ω(x) = x. We may discard the orbits of x = 1/2 and x = 3/4 as these are countable sets. We distinguish three cases:
I. x ∈ [0, 1/2) We must have i k = 1 = i 1 , ϕ 1 being the only generator whose domain is [0, 1/2] and that can target points in [0, 1/2). If ǫ 1 = ǫ k apply the induction hypothesis for the word ϕ ǫ2 i2 ...ϕ
1 (x) ∈ [0, 1/2). As above we obtain i 2 = 1. ω being reduced we have ǫ 1 = ǫ 2 so that ϕ ǫ3 i3 ...ϕ
1 (x) ∈ [0, 1/2). Inductively we obtain all subscripts i j = 1. The equation ω(x) = x becomes ϕ k 1 (x) = x, therefore there is at most one solution for ω(x) = x.
By symmetry, the case ǫ 1 = ǫ k = −1 has a similar argument.
II. x ∈ (1/2, 3/4) Suppose i k = 1. In order ϕ ǫ k 1 (x) to make sense we must have ǫ k = −1. Because ω is reduced and ϕ has slope 1/2 and ϕ −1 2 has slope 1 or 1/2 we conclude that the equation ω(x) = x is equivalent to ax + b = x with a < 1. With the analysis of I, II and III we complete the k th step of induction, thus proving the theorem.
Corollary 3.3. The canonical equivalence relation on the Thompson group is treeable.
Remark 3.4. Using the infinite presentation of the Thompson group F it can be shown C(F ) = 1. We describe now how to compute this cost. The question is whether the cost of the normal subgroup [F, F ] is 1 or > 1(in this case F would be non-amenable); we believe it should be 1, even though we do not know if the following procedure may be adapted to computing C[F, F ].
It is known that F is isomorphic to the group generated by an infinite number of generators x 0 , x 1 , ...x i ,... with relations x n x k = x k x n+1 , for all k < n. The following properties are easy to work out: i) any non-trivial element of F is of infinite order; ii) x 1 x letters, where ǫ ∈ {−1, 1}. We sketch now a proof for C(F ) = 1: we first show that the group Γ generated by γ := x 1 x −1 2 and x i , i ≥ 3 has fixed price = 1. After this just use Critere 3 in [Gab] . Let Π : Γ → Aut(X, ν) be a free action that generates a (SP1) equivalence relation R Π of Γ. We prove C(R Π ) = 1: suffices to show for every δ > 0, C(R Π ) ≤ 1 + δ. Because γ is of infinite order we can find a sequence A n of Borel subsets of X such that ν(A n ) < δ/2 n and A n ∩ R γ [x] = ∅ a.e. x ∈ X (see [Gab] ). Using iii) above, it is a routine to show that for the following graphing Φ we have R Φ = R Π : Φ := {Π(γ) : X → X, Π(x i ) |Ai i ≥ 3}. The reason all of the above does not work for the subgroup [F, F ] is that we do not know the generators of [F, F ] . We can still start with the element γ and then gradually add elements of [F, F ] , the idea being to enter the hypotheses of Critere 3: however we did not find a way of adding such that to exhaust [F, F ] .
