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Abstract
Intelligent reflecting surface (IRS) is a promising new paradigm to achieve high spectral and energy
efficiency for future wireless networks by reconfiguring the wireless signal propagation via passive
reflection. To reap the potential gains of IRS, channel state information (CSI) is essential, whereas
channel estimation errors are inevitable in practice due to limited channel training resources. In this
paper, in order to optimize the performance of IRS-aided multiuser communications with imperfect
CSI, we propose to jointly design the active transmit precoding at the access point (AP) and passive
reflection coefficients of IRS, each consisting of not only the conventional phase shift and also the newly
exploited amplitude variation. First, the achievable rate of each user is derived assuming a practical IRS
channel estimation method, which shows that the interference due to CSI errors is intricately related to
the AP transmit precoders, the channel training power and the IRS reflection coefficients during both
channel training and data transmission. Next, for the single-user case, by combining the benefits of the
penalty method, Dinkelbach method and block successive upper-bound minimization (BSUM) method,
a new penalized Dinkelbach-BSUM algorithm is proposed to optimize the IRS reflection coefficients for
maximizing the achievable data transmission rate subjected to CSI errors; while for the multiuser case,
a new penalty dual decomposition (PDD)-based algorithm is proposed to maximize the users’ weighted
sum-rate. Finally, simulation results are presented to validate the effectiveness of our proposed algorithms
as compared to benchmark schemes. In particular, useful insights are drawn to characterize the effect
of IRS reflection amplitude control (with/without the conventional phase-shift control) on the system
performance under imperfect CSI.
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shift control, rate maximization.
M. M. Zhao and M. J. Zhao are with the College of Information Science and Electronic Engineering, Zhejiang University
(e-mail: {zmmblack, mjzhao}@zju.edu.cn).
Q. Wu and R. Zhang are with the Department of Electrical and Computer Engineering, National University of Singapore,
(email: {elewuqq, elezhang}@nus.edu.sg).
2I. INTRODUCTION
Due to the proliferation of mobile devices and increasing demand for high-speed data appli-
cations, various advanced wireless technologies such as massive multiple-input multiple-output
(MIMO), ultra-dense network (UDN) and millimeter wave (mmWave) communications, have
been proposed and thoroughly investigated to improve the wireless communication network
spectral efficiency [1]. However, these technologies generally incur higher energy consumption
and hardware cost, due to the ever-increasing number of active nodes/antennas/radio-frequency
(RF) chains employed in the network. To alleviate this issue, intelligent reflecting surface (IRS)
has been proposed recently as a promising new paradigm to achieve highly spectral-efficient, yet
low-cost and low-energy wireless systems in the future [2]–[5]. Specifically, IRS is a man-made
planar metasurface composed of a large number of passive reflecting elements, each of which is
able to induce certain amplitude and/or phase changes in its reflected signal, thus collaboratively
altering the signal propagation from the transmitter to receiver(s) to achieve various objectives,
such as signal enhancement and interference suppression [6]. Due to its low cost, IRS can be
densely deployed in wireless networks. In addition, different from conventional active relays,
IRS can achieve full-duplex signal reflection without self-interference and processing noise.
By properly designing the IRS reflection coefficients, it has been shown that IRS can sig-
nificantly enhance the performance of various wireless systems (see, e.g., [7]–[11]). However,
in order to achieve the performance gains offered by IRS, the acquisition of accurate channel
state information (CSI) at the IRS, for the links with both its associated access point (AP) and
users, is crucial, which however is practically difficult due to the passive nature of IRS and its
large number of reflecting elements. In the literature, various methods have been proposed to
efficiently estimate the IRS channels [12]–[18]. Specifically, in [7] and [12], an on/off reflection
control based least-square (LS) channel estimation method was proposed, where only one IRS
element is switched on to estimate the corresponding reflected channel at each time. To exploit
the IRS’s large aperture in channel estimation, a discrete Fourier transform (DFT) reflection
pattern based channel estimation method was proposed in [13], where the reflection amplitudes
of all IRS elements are set to the maximum value of unity. In [14], discrete phase shifts at the
IRS were considered and the reflection patterns for channel estimation were designed under this
practical constraint. In [15] and [16], IRS-aided multiuser system was considered and it was
shown that the IRS channel training overhead can be effectively reduced by exploiting the fact
3that each IRS element reflects the signals from different users to the AP via the same IRS-AP
channel. Besides, channel properties such as low-rank and sparsity were exploited in [17], [18]
for IRS channel estimation.
Despite the progress in channel estimation for IRS-aided systems, channel estimation errors
are inevitable in practice due to the limited channel training resources (such as power and time),
which result in performance degradation. Therefore, it is crucial to take them into account when
designing IRS reflections for data transmission. However, there are only few works that have
studied robust IRS designs under imperfect CSI [19], [20]. The robust designs in these works
are based on certain canonical CSI error models, e.g., bounded error and statistical error models,
while in practice the distribution of CSI errors depends on the specific channel estimation method
adopted. Besides, existing works mainly exploit the IRS phase-shift control, while assuming full
amplitude reflection of its elements. Thus, the effect of IRS amplitude control on its performance,
especially under CSI errors, is unexploited yet to the authors’ best knowledge. It is worth noting
that with perfect CSI, IRS full reflection has been largely assumed in the existing literature to
maximize the reflected signal power by IRS [3], [14], [21]. This is reasonable for the case with
one single-antenna user, since the phase shift of each reflecting element can be adjusted such that
the reflected signals from all reflecting elements are added constructively at the user receiver,
even under the practical constraint with discrete phase shifts [21]. Moreover, for the IRS-aided
multiuser system with co-channel interference, it was shown in [22] that the performance gain
offered by amplitude control is almost negligible under perfect CSI. However, under imperfect
CSI, it remains unknown whether exploiting the IRS reflection amplitude control is beneficial
or not, which motivates this work.
In this paper, we consider an IRS-aided multiuser multiple-input single-output (MISO) system,
where the reflection coefficients at the IRS (including both reflection amplitudes and phase shifts)
and the active transmit precoders at the multi-antenna AP are jointly optimized to maximize
the achievable rates of a set of single-antenna users under imperfect CSI. To characterize the
distribution of CSI errors, the IRS channel estimation methods in [13], [14] are considered,
for which the statistics of CSI errors are obtained accordingly. Then, tractable lower bounds
of the mutual information between the transmit symbols at the AP and the received signals at
the users, i.e., their achievable rates, are derived. It is shown that CSI errors cause additional
interference that is intricately related to the AP transmit precoders, the uplink training power,
and the IRS reflection designs in both channel training and data transmission. For maximizing
4the achievable rates, two new algorithms are proposed for the single-user and multiuser cases,
respectively. In particular, we first consider the single-user case and show why full IRS reflection
is generally undesired under imperfect CSI. Then, by leveraging the penalty method [23],
Dinkelbach method [24] and block successive upper-bound minimization (BSUM) method [25],
we propose a new penalized Dinkelbach-BSUM algorithm for solving the optimization problem
efficiently, and prove its convergence. Next, for the general multiuser case, we propose a penalty
dual decomposition (PDD)-based algorithm (similar to that in [26], [27]) to maximize the users’
weighted sum-rate. Both algorithms can be easily modified to handle discrete/continuous IRS
amplitude and/or phase-shift cases in practice. Numerical results validate the effectiveness of the
proposed algorithms and show that by controlling IRS reflection amplitude under imperfect CSI,
additional performance gains can be achieved over the conventional schemes with full reflection.
Moreover, we show that under certain practical setups, controlling IRS reflection amplitude is
more cost-effective than phase shift.
The rest of the paper is organized as follows. In Section II, we present the system model,
channel estimation method and problem formulation. In Sections III and IV, we propose efficient
algorithms to solve the formulated problems in the single-user and multiuser cases, respectively.
In Section V, numerical results are provided to evaluate the performance of the proposed
algorithms. Finally, we conclude the paper in Section VI.
Notations: Scalars, vectors and matrices are respectively denoted by lower/upper case, boldface
lower case and boldface upper case letters. For an arbitrary matrixA,AT ,A∗,AH andA† denote
its transpose, conjugate, conjugate transpose and pseudo-inverse, respectively. A−1 denotes the
inverse of a square matrix A if it is invertible. Cn×m denotes the space of n × m complex
matrices. For matrices A ∈ CN1×M and B ∈ CN2×M , [A;B] ∈ C(N1+N2)×M denotes row-wise
concatenation of A and B. Amn,k (Amn) denotes the element on the m-th row and n-column of
matrix Ak (A). ‖·‖ and ‖·‖∞ denote the Euclidean norm and infinity norm of a complex vector,
respectively, and | · | denotes the absolute value of a complex scalar or the cardinality of a finite
set. a·b denotes the dot product of two vectors. CN (x,Σ) denotes the distribution of a circularly
symmetric complex Gaussian (CSCG) random vector with mean vector x and covariance matrix
Σ; and ∼ stands for “distributed as”. For given numbers x1, · · · , xN , diag(x1, · · · , xN) denotes
a diagonal matrix with {x1, · · · , xN} being its diagonal elements and diag(A) denotes a vector
which contains the diagonal elements of matrix A. The symbol  is used to represent
√−1. For
a complex number x, ℜ{x} denotes its real part and ∠x denotes its angle. I and 0 denote an
5identity matrix and an all-zero vector with appropriate dimensions, respectively. E{·} denotes
the statistical expectation. The set difference is defined as A\B , {x|x ∈ A, x /∈ B}.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
As shown in Fig. 1, we consider an IRS-aided multiuser MISO downlink communication
system, where an IRS composed of N passive reflecting elements is deployed to assist in the
communication from the AP to a set of K users denoted by K , {1, · · · , K}. We assume that
the AP is equipped with M transmit antennas, and each user is equipped with a single antenna.
The IRS is attached with a smart controller, which is connected with the AP via a separate
reliable wireless link and responsible for coordinating their operation as well as exchanging
information such as reflection coefficients and CSI. The signals reflected by IRS two or more
times are ignored due to the severe “distance-product” power loss over multiple reflections [3].
IRS
AP
User
IRS controller
On element
Off element
Fig. 1. An IRS-aided multiuser MISO downlink system with on/off reflection.
We consider quasi-static block-fading channels and all channels are assumed to remain ap-
proximately constant in each fading block. Let hd,k ∈ CM×1 with k ∈ K denote the direct
(conjugate) channel vector of the AP-user k link, G ∈ CN×M denote the channel matrix of the
AP-IRS link and hr,k ∈ CN×1 denote the (conjugate) channel vector of the IRS-user k link.
Thus, the received signal of user k is expressed as
yk = (h
H
r,kΘG + h
H
d,k)
∑
j∈K
wjsj + nk, (1)
where sk ∼ CN (0, 1) denotes the transmit symbol for user k, with sk’s assumed to be independent
and identically distributed (i.i.d.); wk ∈ CM×1 represents the transmit precoder for user k;
nk is the additive white Gaussian noise (AWGN) at user k with zero-mean and variance σ
2
k;
Θ = diag(φ1, · · · , φn, · · · , φN) (n ∈ N , {1, · · · , N}) denotes the reflection-coefficient matrix
6at the IRS with φn = ane
θn , where an ∈ [0, 1] and θn ∈ [0, 2π) represent the reflection amplitude
and phase shift of the n-th element, respectively. In practice, due to hardware limitations, the
amplitude and phase shift of each reflecting element can only take a finite number of discrete
values [2], [21]. Besides, different from most existing works that assume an = 1, ∀n ∈ N , i.e.,
each element is designed to maximize the signal reflection [3], [21], we consider joint amplitude
and phase-shift control in this paper to unveil the full benefit offered by IRS. Let Qa and Qθ
denote the number of bits for reflection amplitude and phase-shift control per IRS element,
respectively. We thus have
φn ∈ Fd , {φn|φn = aneθn , θn ∈ S, an ∈ A}, (2)
where S , {0, 2π
L
, · · · , 2π(L−1)
L
} with L = 2Qθ , i.e., the discrete phase-shift values are assumed
to be equally spaced in the interval [0, 2π), and A , {a¯1, · · · , a¯2Qa} denotes the controllable
amplitude set which satisfies |A| = 2Qa. Note that when Qa = 0, A reduces to the case of full
reflection, i.e., A = {1}, while when Qa = 1, A represents on/off reflection, i.e., A = {0, 1}, as
shown in Fig. 1. Furthermore, by letting Qθ →∞ and Qa →∞, the model in (2) becomes the
case with continuous amplitude/phase shift, i.e., φn ∈ Fc , {φn|φn = aneθn, θn ∈ [0, 2π), an ∈
[0, 1]}, which leads to the performance upper bound for discrete amplitude/phase-shift cases in
practical systems.
B. Channel Estimation and Achievable Rate
To achieve the joint active and passive beamforming gain offered by the IRS-aided system,
accurate CSI at the AP/IRS is crucial, which however is practically difficult to obtain. In this
paper, we assume that the downlink-uplink channel reciprocity holds, thus the downlink channel
can be learned by estimating its counterpart in the uplink by varying the IRS reflection patterns
[13], [14]. Note that for multiuser systems, the uplink channel estimation overhead can be
reduced by exploiting the fact that the IRS reflects the simultaneously transmitted pilot signals
from all users to the AP via the same IRS-AP channel [15], [16]. However, for ease of exposition
and simplicity, we assume in this paper that the user channels are estimated consecutively in
the uplink. The proposed beamforming designs in this paper are applicable to other channel
estimation methods provided that the first and second order statistics of the channel estimation
errors are available.
For completeness, we extend the time-varying reflection pattern based channel estimation
method in [13], [14] to our considered system as follows, where the reflection amplitudes are
7set to an = 1, ∀n to maximize the signal reflection for channel estimation. Specifically, during
the channel training phase, user k sends Nr (Nr ≥ N + 1) pilot symbols to the AP1, while
the IRS phase shifts are varied over pilot symbols according to some pre-designed pattern. Let
N¯ , N ∪ {N + 1, · · · , Nr}. By stacking the received uplink signals at the AP {ynu,k}n∈N¯ into
Yk = [y
1
u,k, · · · ,yNru,k] and applying the LS estimation, the estimated channel can be expressed
as2
H¯k =
(
1√
pu,ksu,k
YkV
†
)H
= H˜k +
1√
pu,ksu,k
(V†)HNHu,k, (3)
where su,k denotes the uplink training symbol which is assumed to be 1 without loss of optimality;
pu,k is the uplink training signal power of user k;Nu,k = [n
1
u,k, · · · ,nNru,k] with nnu,k ∼ CN (0, ε2kI)
denoting the uplink AWGN vector; H˜k ,
[
hHd,k;Hk
] ∈ C(N+1)×M , where Hk , diag(hHr,k)G
denotes the cascaded AP-IRS-user k channel without IRS reflection; V = [v˜1, · · · , v˜Nr ] with
v˜n ,
[
1,vTn
]T
denotes the set of extended reflection vectors and vn = diag{Θ∗n} represents the
reflection pattern employed at the n-th training symbol duration; H¯k = [hˆ
H
d,k; Hˆk], hˆd,k and Hˆk
denote the estimates of the direct channel and the cascaded AP-IRS-user k channel, respectively.
Note that for the continuous phase-shift case, {v˜n} can be chosen from the columns of the
(N + 1) DFT matrix [13], while for the discrete phase-shift case, {v˜n} can be chosen to be
the columns of the quantized DFT matrix or truncated Hadamard matrix according to the value
of Qθ [14]. Therefore, for the discrete phase-shift case, the CSI error matrix ∆H˜k = H¯k − H˜k
satisfies E{∆H˜k} = 0 and E{∆H˜k∆H˜Hk } = Mε
2
k
pu,k
(VVH)†. In other words, if the extended
reflection vectors are non-orthogonal due to discrete phase shifts and/or Nr > N + 1, then the
CSI errors of different channel coefficients in the direct channel and the cascaded channel are
correlated. In the special case of continuous phase shifts with Nr = N + 1, we have ∆hd,k =
hˆd,k−hd,k ∼ CN (0, δ2d,kI) and ∆Hk = Hˆk−Hk ∼ CN (0, δ2h,kI), where δ2d,k = δ2h,k = ε
2
k
(N+1)pu,k
,
i.e., the elements of the CSI errors are i.i.d. CSCG distributed.
Due to CSI errors, there is information loss as compared to the perfect CSI case and we need
to find the user achievable rate that takes the CSI errors into consideration. Unfortunately, it is
difficult to derive the mutual information I(sk; yk|Hˆ, hˆd) in closed-form, where Hˆ = {Hˆk}k∈K
1If the IRS elements grouping scheme in [7] is used, Nr should be no less than G + 1, where G denotes the number of
groups. In this paper, we do not consider IRS elements grouping for simplicity while the proposed algorithms can be applied
with elements grouping as well.
2When M = 1 and Nr = N + 1, the channel estimation becomes identical to that proposed in [14].
8and hˆd = {hˆd,k}k∈K. We therefore turn to finding a tractable lower bound on the mutual
information I(sk; yk|Hˆ, hˆd), i.e., the achievable rate, which is given in the following proposition.
Proposition 1. I(sk; yk|Hˆ, hˆd) is lower-bounded by
I(sk; yk|Hˆ, hˆd) ≥ log
(
1 + |(vHHˆk + hˆHd,k)wk|2/Ψdk
)
, (4)
where
Ψdk ,
∑
j∈K\k
|(vHHˆk + hˆHd,k)wj |2 + (v¯11,k + vHrk + rHk v + vHRkv)
∑
j∈K
‖wj‖2︸ ︷︷ ︸
interference due to imperfect CSI
+σ2k,
(5)
V¯k ,

v¯11,k rHk
rk Rk

, V¯ij,k = ε2kpu,k (vˇ∗:,i · vˇ:,j) and vˇ:,i denotes the i-th column of V†.
Proof. Please refer to Appendix A.
From (4) and (5), we observe that the interference due to imperfect CSI is related to the
following four main factors: 1) the reflection pattern used for channel training, i.e., V; 2) the
uplink training power {pu,k}; 3) the reflection coefficient vector v for data transmission; and 4)
the AP transmit precoders {wk}.
C. Problem Formulation
In this paper, we aim to maximize the weighted sum of achievable rates of all users, by jointly
optimizing the transmit precoders {wk} at the AP and the reflection coefficient vector v at the
IRS with imperfect CSI, subject to the total transmit power constraint at the AP as well as the
IRS reflection amplitude/phase-shift constraints. The considered optimization problem can be
formulated as
max
{wk},v
∑
k∈K
αk log
(
1 + |(vHHˆk + hˆHd,k)wk|2/Ψdk
)
s.t.
∑
k∈K
‖wk‖2 ≤ P, vi ∈ Fd, ∀i ∈ N ,
(6)
where αk represents the weight of user k and P denotes the maximum transmit power at the
AP.
In the special case with continuous amplitude/phase shift and Nr = N+1, we have v¯11,k = δ
2
d,k,
rk = 0 and Rk = δ
2
h,kI. Accordingly, problem (6) reduces to
max
{wk},v
∑
k∈K
αk log
(
1 + |(vHHˆk + hˆHd,k)wk|2/Ψck
)
s.t.
∑
k∈K
‖wk‖2 ≤ P, vi ∈ Fc, ∀i ∈ N ,
(7)
9where
Ψck ,
∑
j∈K\k
|(vHHˆk + hˆHd,k)wj|2 + δ2d,k
∑
j∈K
‖wj‖2 + δ2h,k
∑
j∈K
‖wj‖2vHv︸ ︷︷ ︸
interference due to imperfect CSI
+σ2k.
(8)
From (8), it is observed that in this case, the main factors that affect the interference due
to imperfect CSI become: 1) the variance of CSI errors δ2d,k/δ
2
h,k (depending on the uplink
training power {pu,k} and the number of reflecting elements N); 2) the sum of squared reflection
amplitudes vHv, i.e.,
∑
n∈N a
2
n; and 3) the AP transmit precoders {wk}.
Both problems (6) and (7) are challenging to solve because their objective functions are non-
concave as well as that the transmit precoders and the IRS reflection coefficients are non-linearly
coupled. Besides, problem (6) is more complex than (7) since the constraints vi ∈ Fd, ∀i ∈ N
render it a mixed-integer nonlinear program (MINLP). In general, there are no efficient methods
for solving the non-convex problems (6) and (7) optimally. In the next two sections, we propose
efficient algorithms to solve problem (6) sub-optimally in the single-user and multiuser cases,
respectively, which can be applied to solve problem (7) as well.
III. SINGLE-USER SYSTEM
In this section, we consider the single-user case, i.e., K = 1, to draw useful insights into
the gain of reflection amplitude control in addition to that of phase shift by IRS. In this case,
multiuser interference does not exist, therefore we can simply drop the subscript k and ignore the
multiuser interference terms in problem (6), which leads to the following optimization problem:
max
w, v
log
(
1 +
|(vHHˆ+ hˆHd )w|2
‖w‖2(vHRv + vHr+ rHv + v¯11) + σ2
)
s.t. ‖w‖2 ≤ P, vi ∈ Fd, ∀i ∈ N .
(9)
To illustrate that amplitude control is helpful under imperfect CSI, we focus on the n-th
reflection coefficient vn = ane
−θn and assume that the optimal values of the other {voptj }j∈N\n
are given and fixed. Then, the signal power term in the objective function of problem (9) can
be equivalently rewritten as
vHAv + vHb+ bHv + hˆHd ww
Hhˆd = a
2
nAnn + ancn + dn, (10)
where A = HˆwwHHˆH , b = HˆwwHhˆd, cn =
∑
j∈N˜\n 2ℜ{eθnAnjvoptj } + 2ℜ{eθnbn}, N˜ ,
N ∪ {N + 1} and dn =
∑
i∈N˜\n
∑
j∈N˜\n(v
opt
i )
∗Φijv
opt
j +
∑
i∈N˜\n 2ℜ{(vopti )∗bi} + hˆHd wwHhˆd.
10
Similarly, the interference-plus-noise power in (9) can be expressed in a quadratic form of an
as a2nRnn‖w‖2 + anen + fn, where en and fn are not related to an and their expressions are
omitted for brevity. As a result, the objective function of problem (9) can be rewritten as
log
(
1 +
a2nAnn + ancn + dn
a2nRnn‖w‖2 + anen + fn
)
. (11)
From (11), we observe that an = 1 is not necessarily optimal for maximizing the achievable
rate, especially when Rnn‖w‖2 ≫ Ann and en ≫ cn, which could be the case when CSI error
becomes large.
Note that in [14], a similar problem formulation to (9) is considered under the assump-
tion of single-antenna AP and full IRS reflection, i.e., |vi| = 1, ∀i ∈ N , and a monotonic
convergent algorithm is proposed by employing the block coordinate descent (BCD) method
with the semidefinite relaxation (SDR) [28] based initialization. This algorithm is referred
to as the SDR-BCD algorithm in the sequel, which can also be applied to solve problem
(9) by properly modifying the BCD method, i.e., when successively refining the reflection
coefficients, one-dimensional search is applied over Fd. The complexity of this algorithm is
given by O(IBCD2Qθ2QaN3 + (N + 1)6.5 + IrN2), where IBCD denotes the number of iterations
needed for convergence of the BCD method and Ir is the number of Gaussian randomizations
used for SDR [29]. This complexity is quite high mainly due to the SDR-based optimization
required for this algorithm. To reduce complexity, we propose in this section a new algorithm,
called the penalized Dinkelbach-BSUM algorithm, to solve problem (9) by combining the penalty
method, Dinkelbach method and BSUM method, which achieves better performance yet with
lower complexity as compared to the SDR-BCD method.
A. Discrete Amplitude/Phase-Shift Control
First, we consider problem (9) in the general case of discrete amplitude/phase shift. It is ob-
served that the transmit power constraint ‖w‖2 ≤ P in problem (9) must be satisfied with equality
at optimality since otherwise, we can always scale w properly such that its objective value is in-
creased without violating any constraint. Besides, the maximum-ratio transmission (MRT) based
solution of w is optimal in the single-user case, i.e., w =
√
P (vHHˆ+ hˆHd )
H/‖vHHˆ+ hˆHd ‖.
Therefore, problem (9) is equivalent to
max
v
P‖vHHˆ+ hˆHd ‖2
P (vHRv + vHr+ rHv + v¯11) + σ2
s.t. vi ∈ Fd, ∀i ∈ N . (12)
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To solve problem (12), we introduce an auxiliary vector u = [u1, · · · , uN ]T , which satisfies
u = v. This is to facilitate parallel updating of the IRS reflection coefficients in v and thus
simplify their optimization, as will be specified later. Consequently, we have the following
equivalent form of problem (12):
max
v, u
P (vHHˆHˆHv + 2ℜ{vHHˆhˆd}+ hˆHd hˆd)
P (vHRv + 2ℜ{vHr}+ v¯11) + σ2 (13a)
s.t. ‖v‖ ≤ N, (13b)
v = u, (13c)
ui ∈ Fd, ∀i ∈ N , (13d)
where the constraint (13b) is added without loss of generality to ensure that the optimization with
respect to v with fixed u provides a bounded objective value. Note that the equality constraint
(13c) hinders the alternating optimization of v and u. To address this issue, we convert the
equality constraint (13c) into a quadratic function and then add it as a penalty term in the
denominator of (13a), yielding the following optimization problem:
max
v, u
P (vHHˆHˆHv + 2ℜ{vHHˆhˆd}+ hˆHd hˆd)
P (vHRv + 2ℜ{vHr}+ v¯11) + σ2 + 1β‖v− u‖2
s.t. ‖v‖ ≤ N, ui ∈ Fd, ∀i ∈ N ,
(14)
where β > 0 denotes the penalty coefficient used for penalizing the violation of the equality
constraint (13c). The proposed penalized Dinkelbach-BSUM algorithm aims to solve problem
(14) via two loops. In the outer loop, we gradually decrease the value of β, such that a solution
that satisfies the equality constraint (13c) within a predefined accuracy can be obtained. While
in the inner loop, we apply the Dinkelbach method and BSUM method to iteratively optimize v
and u with one of them being fixed. It is worth pointing out that although the equality constraint
(13c) is relaxed in problem (14), any solution obtained by solving (14) always satisfies this
equality constraint when β → 0 ( 1
β
→ ∞) since otherwise, 1
β
‖v − u‖2 will go to infinity (i.e.,
the objective value will become zero) and we can always let v = u to achieve a larger objective
value.
Next, by applying the Dinkelbach method in the inner loop, we can transform problem (14)
12
into the following optimization problem:
max
v, u
P (vHHˆHˆHv + 2ℜ{vHHˆhˆd}+ hˆHd hˆd)
− y
(
P (vHRv + 2ℜ{vHr}+ v¯11) + σ2 + 1
β
‖v− u‖2
)
s.t. ‖v‖ ≤ N, ui ∈ Fd, ∀i ∈ N ,
(15)
where y is the Dinkelbach variable and can be iteratively updated by
y[id + 1] =
P (vH[id]HˆHˆ
Hv[id] + 2ℜ{vH [id]Hˆhˆd}+ hˆHd hˆd)
P (vH[id]Rv[id] + 2ℜ{vH[id]r}+ v¯11) + σ2 + 1β‖v[id]− u[id]‖2
, (16)
with id being the inner iteration index. To tackle problem (15), we employ the BSUM method
to approximate it as follows (utilizing the first-order Taylor expansion and ignoring constant
terms):
min
v, u
yP (vHRv + 2ℜ{vHr}) + y
β
‖v− u‖2
− P (2ℜ{(HˆHˆHv[id])H(v − v[id])}+ 2ℜ{vHHˆhˆd})
s.t. ‖v‖ ≤ N, ui ∈ Fd, ∀i ∈ N .
(17)
Then, problem (17) can be solved by alternately optimizing two blocks of variables, i.e., v and
u. Specifically, we can obtain the following two subproblems:
min
v
yP (vHRv + 2ℜ{vHr}) + y
β
‖v− u‖2
− P (2ℜ{(HˆHˆHv[id])H(v − v[id])}+ 2ℜ{vHHˆhˆd})
s.t. ‖v‖ ≤ N,
(18)
min
u
y
β
‖v − u‖2 s.t. ui ∈ Fd, ∀i ∈ N . (19)
Problem (18) is a convex quadratically constrained quadratic program (QCQP) problem with only
one constraint and the Slater’s condition holds for it [30]. Therefore, it can be efficiently solved
by applying the Lagrange duality method. Specifically, by letting µ denote the dual variable and
exploiting the first-order optimality condition, we can obtain the following equality:(
yPR+
(
y
β
+ µ
)
I
)
v¯ =
y
β
u+ P HˆHˆHv[id] + P Hˆhˆd − yP r. (20)
As s result, the optimal solution to problem (18) is given by
v(µ) =
(
yPR+
(
y
β
+ µ
)
I
)−1(
y
β
u+ P HˆHˆHv[id] + P Hˆhˆd − yP r
)
, (21)
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where if ‖v(0)‖ ≤ N , then v(0) is the optimal solution; otherwise, the optimal dual variable
µopt can be obtained via the bisection method. On the other hand, for problem (19), we note that
{ui} are decoupled in both the objective function and constraints. Thus, the optimal solution of
problem (19) can be obtained in parallel as follows:
uopti = aˆne
∠ui, (22)
where ∠ui = arg min
∠ui∈S
|∠ui − ∠vi| and aˆn = arg min
an∈A
|ane∠ui − vi|.
In summary, we can solve problem (14) by iterating over (16), (21) and (22) in the inner loop
and gradually decreasing β in the outer loop, and the proposed penalized Dinkelbach-BSUM
algorithm is shown in Algorithm 1. The constraint violation ‖v−u‖∞ is evaluated as a measure
of convergence and the scaling constant c is imposed to gradually decrease the penalty coefficient
β such that ‖v−u‖∞ is enforced to zero eventually. Note that in Steps 12-14, we further apply
the BCD method to successively refine the IRS reflection coefficients. The optimal reflection
coefficient for each element is found by maximizing (13a) via one-dimensional search over Fd,
with those of the others being fixed, until (13a) converges. The convergence of the proposed
Algorithm 1 is given by the following proposition.
Proposition 2. With any given penalty coefficient β, the proposed Dinkelbach-BSUM algorithm
in Steps 3-9 of Algorithm 1 is monotonically convergent.
Proof. Please refer to Appendix B.
Together with the fact that the BCD method is guaranteed to converge, we can conclude that
Algorithm 1 is convergent.
Note that the complexity of the proposed algorithm is mainly due to the update of v in (21),
thus can be shown to be O(IBCD2Qθ2QaN3 + IP IDN3 log(1/ǫbi)), where ǫbi is the accuracy of
the bisection method, and IP and ID denote the number of iterations required by the penalty
method and Dinkelbach-BSUM method, respectively.
B. Continuous Amplitude/Phase-Shift Control
In this subsection, we consider the continuous counterpart of problem (12), which can be
expressed as follows:
max
v
P‖vHHˆ+ hˆHd ‖2
P (vHRv + 2ℜ{vHr}+ v¯11) + σ2 s.t. vi ∈ Fc, ∀i ∈ N . (23)
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Algorithm 1 Proposed Algorithm for Solving Problem (13)
1: Initialize v[0], u[0], y[0] and β, set ǫd > 0 and ǫp > 0.
2: repeat
3: Let the iteration index id ← 0.
4: repeat
5: Update v[id + 1] according to (21).
6: Update u[id + 1] according to (22).
7: Update the Dinkelbach variable y[id + 1] according to (16).
8: Let id ← id + 1.
9: until The fractional decrease of y is below ǫd.
10: Update the penalty coefficient β by β ← cβ.
11: until The constraint violation ‖v − u‖∞ is below ǫp.
12: repeat
13: Update {vn} successively by one-dimensional search over Fd.
14: until The fractional increase of (13a) is below ǫd.
It is worth noting that the proposed penalized Dinkelbach-BSUM algorithm (i.e., Algorithm 1)
can be easily modified to solve problem (23) and the only difference lies in the u-subproblem,
which is shown as follows:
min
u
y
β
‖v − u‖2 s.t. |ui| ≤ 1, ∀i ∈ N . (24)
Problem (24) is a simple projection problem with all the variables being decoupled in the
objective function and constraints. Thus, the optimal solution can be easily obtained by
ui =

 vi, if |vi| ≤ 1,vi
|vi| , otherwise.
(25)
Next, we modify the corresponding BCD method to further refine the IRS reflection co-
efficients. Since one-dimensional search over |vi| ≤ 1, ∀i ∈ N is inefficient, we apply the
Lagrange duality method to obtain the optimal reflection coefficient of each element, by fix-
ing those of the others, which leads to semi-closed-form expressions. Specifically, by letting
Φ = [hˆHd hˆd, hˆ
HHˆH ; Hˆhˆ, HˆHˆH], we can equivalently express problem (23) in a more compact
form as
max
v˜
P v˜HΦv˜
P v˜HV¯v˜ + σ2
s.t. |vi| ≤ 1, ∀i ∈ N . (26)
For brevity, the details of applying the BCD method to solve problem (26) is presented in
Appendix C.
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Algorithm 2 Proposed Algorithm for Solving Problem (23)
1: Initialize v by running Algorithm 1 with (22) replaced by (25), set ǫc > 0.
2: repeat
3: Update {vn} successively by solving problem (51).
4: until The fractional increase of the objective function of problem (26) is below ǫc.
To summarize, the proposed algorithm to solve problem (23) is given in Algorithm 2. Sim-
ilar to the discrete case, the complexity of Algorithm 2 can be shown to be O(IBCDN3 +
IP IDN
3 log(1/ǫbi)). Besides, we can observe that by combing the techniques used in Algorithm
1 and Algorithm 2, the proposed algorithm can be easily extended to the other cases, e.g.,
continuous amplitude/discrete phase shift (CADP) and discrete amplitude/continuous phase shift
(DACP). The details are omitted for brevity.
IV. MULTIUSER SYSTEM
In this section, we solve problem (6) under the general multiuser setup. In this case, the
proposed algorithms in Section III cannot be applied since the objective function is not in a
fractional form as given in (12). To tackle this problem, we first employ the weighted sum
mean squared error minimization (WMMSE) method [31] to transform problem (6) into a
more tractable form. Then, we leverage the PDD framework to propose a double-loop iterative
algorithm, where the inner loop seeks to solve an augmented Lagrangian (AL) problem using
a block minimization technique, while the outer loop updates the dual variables and penalty
coefficient according to the constraint violation, until the convergence is achieved. Interestingly,
we show that each block of variables (including the active precoders {wk} and IRS reflection
coefficients v) in the proposed algorithm can be updated either in closed-form or by the simple
bisection method (similar to the single-user case). Besides, the proposed PDD-based algorithm
can be easily modified to address the continuous/discrete amplitude and/or phase-shift cases.
Also note that the rationale given in the single-user case for why amplitude control is generally
required is also valid for the multiuser case, i.e., problems (6) and (7). This is because for the
n-th reflecting element, its resultant interference-plus-noise power in the multiuser case can also
be written as a quadratic function of an, and the achievable rate of each user can be expressed in
a similar form as that in (11). Intuitively, since there is more severe multiuser interference in this
case, the performance gain offered by amplitude control is expected to be larger as compared
to the single-user case (as will be shown by simulation in Section V).
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A. Discrete Amplitude/Phase-Shift Optimization
First, by letting hˆk = Hˆ
H
k v + hˆd,k denote the estimated effective channel vector between the
AP and user k, problem (6) can be written in a more compact form as
max
{wk},v
∑
k∈K
αkrk(hˆk, {wk},v) s.t.
∑
k∈K
‖wk‖2 ≤ P, vi ∈ Fd, ∀i ∈ N , (27)
where
rk(hˆk, {wk},v) = log
(
1 +
|hˆH
k
wk|2
∑
j∈K\k
|hˆH
k
wj |2+(v¯11,k+vHrk+rHk v+vHRkv)
∑
j∈K
‖wj‖2+σ2k
)
. (28)
Then, to transform problem (27) into a more tractable form, we apply the WMMSE method that
leads to the following proposition.
Proposition 3. Problem (27) has the same globally optimal solution as the following WMMSE
problem:
min
{wk,qk,uk},v
∑
k∈K
αk(qkek − log qk) s.t.
∑
k∈K
‖wk‖2 ≤ P, ui ∈ Fd, ∀i ∈ N , (29)
where ek = E{(uHk yk − sk)(uHk yk − sk)H} denotes the mean squared error (MSE) of user k and
is given by
ek =|uk|2
(∑
j∈K
|hˆHk wj |2 + (v¯11,k + vHrk + rHk v + vHRkv)
∑
j∈K
‖wj‖2 + σ2k
)
− 2ℜ(uHk hˆHk wk) + 1,
(30)
uk and qk denote the receive (scaling) coefficient and weighting factor for user k, respectively.
Proof. Since {uk} and {qk} only appear in the objective function of problem (29), by substituting
their optimal solutions into the objective function of problem (29) and following [31, Theorem
3], the equivalence between the two problems can be established.
In order to simplify the optimization of v and facilitate its parallel updating in the proposed
PDD-based algorithm, we introduce an auxiliary variable u (similar to the single-user case) and
problem (29) can then be equivalently transformed to
min
{wk,qk,uk},v,u
∑
k∈K
αk(qkek − log qk) s.t.
∑
k∈K
‖wk‖2 ≤ P, v = u, ui ∈ Fd, ∀i ∈ N . (31)
Next, in the inner loop of the proposed PDD-based algorithm, we solve the following AL
problem of (31) by applying the BCD method (see [32] for the derivation of the AL term):
min
{wk ,uk,qk},v,u
∑
k∈K
αk(qkek − log qk) + 1
2β
‖v − u+ βµ‖2
s.t.
∑
k∈K
‖wk‖2 ≤ P, ui ∈ Fd, ∀i ∈ N .
(32)
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where µ is the dual variable vector associated with the constraint v = u and β is the penalty
coefficient. In particular, we observe that by dividing the optimization variables into the following
five blocks: {wk}, {uk}, {qk}, v and u, the optimization of each block of variables with the
others fixed is much simplified as compared with those in problem (6). As a result, we can
successively solve each of the subproblems and the details are given as follows.
1) The optimization of uk: By fixing all the other variables, minimizing the (weighted) sum
MSE
∑
k∈K αkqkek leads to the following linear minimum MSE (MMSE) receive coefficient:
uk =
hˆHk wk∑
j∈K
|hˆHk wj|2 + (v¯11,k + vHrk + rHk v + vHRkv)
∑
j∈K
‖wj‖2 + σ2k
. (33)
2) The optimization of qk: The optimal solution can be easily obtained as qk =
1
ek
.
3) The optimization of wk: The update of the transmit precoders {wk} can be conducted by
solving the following QCQP problem:
min
{wk}
∑
k∈K
αkqkek s.t.
∑
k∈K
‖wk‖2 ≤ P. (34)
Since there is only one constraint in (34), its optimal solution is given by
wk(ν) = αkqk
(∑
j∈K
(αjqj |uj|2hˆjhˆHj + αjqj|uj|2(v¯11,k + vHrk + rHk v + vHRkv)I) + νI
)−1
hˆkuk,
(35)
where ν denotes the dual variable associated with the transmit power constraint. Similar to
problem (18), if
∑
k∈K ‖wk(0)‖2 ≤ P , then {wk(0)} is the optimal solution; otherwise, we can
always find the optimal dual variable via the bisection method.
4) The optimization of v: It can be observed that the v-subproblem becomes the following
unconstrained quadratic programming (QP) problem:
min
v
−
∑
k∈K
αkqk2ℜ(uHk (vHHˆk + hˆHd,k)wk) +
∑
k∈K
αkqk|uk|2
∑
j∈K
|(vHHˆk + hˆHd,k)wj|2
+
∑
k∈K
αkqk|uk|2(vHrk + rHk v + vHRkv)
∑
j∈K
‖wj‖2 + 1
2β
‖v − u+ βµ‖2,
(36)
whose optimal solution can be expressed as v = C¯−1d¯, where
C¯ =
∑
k∈K
αkqk|uk|2
∑
j∈K
Hˆkwjw
H
j Hˆ
H
k +
∑
k∈K
αkqk|uk|2
∑
j∈K
‖wj‖2Rk + 1
2β
I, (37)
d¯ =−
∑
k∈K
αkqk|uk|2
∑
j∈K
Hˆkwjw
H
j hˆd,k +
1
2β
(u− βµ) +
∑
k∈K
αkqku
H
k Hˆkwk
−
∑
k∈K
αkqk|uk|2
∑
j∈K
‖wj‖2rk.
(38)
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Algorithm 3 Proposed PDD-based Algorithm for Solving Problem (6)
1: Initialize v0, {w0k}, set the outer iteration index iout = 0. Set ǫin > 0, ǫout > 0 and c < 1.
2: repeat
3: Set the inner iteration index iin = 0.
4: repeat
5: Update {uk}, {qk}, {wk}, v and u successively.
6: Update the inner teration index: iin ← iin + 1.
7: until The fractional decrease of the objective value of (32) is below the threshold ǫin or the maximum inner
iteration number is reached.
8: Update the dual variables by (40) and decrease the penalty coefficient by β ← cβ.
9: Update the outer iteration index: iout ← iout + 1.
10: until The constraint violation ‖v − u‖∞ is below the threshold ǫout.
5) The optimization of u: Finally, the u-subproblem is given by
min
u
‖v − u+ βµ‖2 s.t. ui ∈ Fd, ∀i. (39)
Similar to problem (19), the optimal solution of problem (39) can be easily obtained in parallel.
The expression is omitted for brevity.
To summarize, the above five updating steps are successively performed in each iteration of
the inner BCD method. In the outer loop, the dual variable is updated by
µ = µ+ 1
β
(v − u). (40)
The proposed PDD-based algorithm is summarized in Algorithm 3 and it is guaranteed to
converge [27]. The complexity of Algorithm 3 is dominated by the matrix inversion oper-
ations for optimizing {wk} and v. Therefore, the overall complexity can be shown to be
O(IoIi(KN3 log(1/ǫbi)+N3)), where Io and Ii denote respectively the outer and inner iteration
numbers required for convergence.
B. Continuous Amplitude/Phase-Shift Optimization
In this subsection, we address the continuous counterpart of problem (6), by utilizing the
PDD framework. It can be readily seen that the updating steps of {uk, qk,wk} and v are almost
identical to those in the discrete amplitude/phase-shift case. The only difference lies in the
optimization of u, which can be decomposed into N subproblems, i.e.,
min
ui
|vi + βµi − ui|2 s.t. ui ∈ Fc, ∀i. (41)
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Similar to problem (24), these subproblems can be solved in parallel and their optimal solutions
can be easily obtained. Note that for the DACP and CADP cases, the optimization of u is also
the only difference in the proposed PDD-based algorithm and it can be similarly addressed.
Besides, the complexity of the proposed algorithm in the continuous amplitude/phase-shift case
is similar to that in the discrete case, since the complexity of optimizing {wk} and v dominates.
Remark 1. Note that the proposed PDD-based algorithm (i.e., Algorithm 3) can be easily
modified to solve the single-user problems (9) and (23). However, the proposed Algorithm 1
and Algorithm 2 are more suitable for the single-user case since the WMMSE method is not
required and thus less auxiliary variables are introduced (or less number of blocks in the inner
loop required), which leads to faster convergence and thus more efficient solutions.
V. SIMULATION RESULTS
In this section, we provide numerical results by simulations to evaluate the performance of
the proposed algorithms and draw useful insights. The distance-dependent path-loss is modeled
as L = C0 (dlink/D0)
−α
, where C0 is the path-loss at the reference distance D0 = 1 meter (m),
dlink represents the individual link distance and α denotes the path-loss exponent. The path-
loss exponents of the AP-user, AP-IRS and IRS-user links are denoted by αAu, αAI and αIu,
respectively. We assume that the IRS is deployed to serve the users that suffer from severe signal
attenuation in the AP-user direct link and thus we set αAu = 3.6 and αAI = αIu = 2.2, i.e., the
path-loss exponent of the AP-user link is larger than those of the AP-IRS and IRS-user links. In
our simulations, a three-dimensional coordinate system is considered where the AP (equipped
with a uniform linear array (ULA)) and the IRS (equipped with a uniform rectangular array
(UPA)) are located on the x-axis and y-z plane, respectively. We set N = NyNz where Ny and
Nz denote the numbers of reflecting elements along the y-axis and z-axis, respectively. For the
purpose of exposition, we fix Ny = 4. As shown in Fig. 2, the reference antenna/element at
the AP/IRS are located at (2 m, 0, 0) and (0, d0 = 45 m, 2 m) and the locations of the users
are randomly generated in the cluster. To account for small-scale fading, we assume the Rician
fading channel model for all channels involved in general. Thus, the AP-IRS channel G is given
by
G =
√
βAI/(1 + βAI)G
LoS +
√
1/(1 + βAI)G
NLoS, (42)
where βAI is the Rician factor,G
LoS andGNLoS represent the deterministic line-of-sight (LoS) and
Rayleigh fading non-LoS (NLoS) components, respectively. The AP-user and IRS-user channels
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are also generated by following the similar procedure and the Rician factors of these two links
are denoted by βAu and βIu, respectively. Without loss of generality, we assume that all users
use the same uplink training power during channel training, i.e., pu,k = pu, ∀k ∈ K, and the user
rate weights are the same and thus set to one, i.e., αk = 1, ∀k ∈ K. Other system parameters are
set as follows unless otherwise specified: Nr = N + 1, σ
2
k = −80 dBm, C0 = −30 dB, P = 26
dBm, M = 4, βAu = βIu = 0 and βAI = 3 dB. The simulations are carried out on a computer
with Intel i5 CPU running at 2.3 GHz and with 8 GB RAM.
x
y
z
AP
IRS
2m
45m
2m
User cluster
1.5m
45m
Fig. 2. Simulation setup of the considered IRS-aided multiuser MISO downlink system.
A. Single-User System
1) Performance Comparison with Existing Algorithms: We first investigate the performance of
the proposed penalized Dinkelbach-BSUM algorithm (i.e., Algorithm 1) with discrete amplitude/
phase-shift control at the IRS. For comparison, we consider two benchmark algorithms: 1) the
SDR-BCD algorithm in [14] with 100 randomizations, and 2) the BCD algorithm, where the
IRS reflection coefficients are randomly initialized and then the BCD method is employ to
successively optimize the coefficient of each element with the others fixed. By varying the
value of pu, we examine in Fig. 3 the achievable rates obtained by the considered algorithms
with N = 120. It is observed that Algorithm 1 achieves the best performance especially when
pu ≤ 18 dBm. This is because amplitude control is more important in the low pu regime; while
compared with the benchmark algorithms, Algorithm 1 can directly handle the discrete constraints
vi ∈ Fd, ∀i ∈ N by the introduction of the auxiliary variable u and penalty term 1β‖v − u‖2.
As a result, it potentially offers a better initial point which is more favorable for the subsequent
BCD method. Besides, we compare in Table I the running time of the proposed algorithm with
that of the SDR-BCD algorithm for various values of N . The involved semidefinite programming
(SDP) problem in the SDR-BCD algorithm is solved by CVX [33]. One can observe that the time
consumed by the proposed algorithm is significantly less than that of the SDR-BCD algorithm.
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Fig. 3. Achievable rate versus uplink training power, pu.
TABLE I
COMPUTATIONAL TIME COMPARISON
N
Running time (s)
10 20 40 80
Algorithm1 0.0190 0.0254 0.0454 0.1595
SDR-BCD 0.3429 0.4148 0.4748 1.0260
2) Impact of Uplink Training Power, pu: In Fig. 4, we compare the achievable rate and IRS
elements off percentage (EOP) of the proposed algorithm with various pu, where N is fixed
to 120. Note that “Qθ = 0, Qa = 1” denotes the case where the reflection phase shifts are
all set to zero and fixed3 while the reflection amplitudes are optimized over {0, 1}, which is
thus referred to as amplitude beamforming. In contrast, the case “Qθ = 1, Qa = 0” without
amplitude control is referred to as phase beamforming. First, it is observed from Fig. 4 (a)
that the proposed scheme with amplitude control outperforms that with full reflection in both
continuous and discrete phase-shift cases. For example, by using 1-bit phase shifters with on/off
amplitude control (Qθ = 1, Qa = 1), the achievable rate is noticeably higher than that achieved
by using phase-shift control only (Qθ = 1, Qa = 0). Second, the performance gain offered by
amplitude control is more significant when pu is lower. This is because amplitude control is
more helpful when the CSI is less accurate. In other words, more elements should be turned
off to minimize the interference caused by imperfect CSI when the training signal-to-noise ratio
(SNR) is lower, as shown in Fig. 4 (b). Due to a similar reason, the performance of amplitude
3For fair comparison, we assume discrete phase shifts with Qθ = 1 in this case for channel training although Qθ = 0 is
adopted for data transmission.
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beamforming (Qθ = 0 , Qa = 1) is close to that of phase beamforming (Qθ = 1, Qa = 0) when
pu is small, although in practice, the former is generally of lower cost to implement as compared
to the latter. On the contrary, when pu is large, phase beamforming is better since the advantage
of amplitude control is less significant.
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Fig. 4. Achievable rate and IRS EOP versus uplink training power, pu.
Moreover, we consider the following two schemes: 1) the conventional scheme by using the
MRT beamforming at the AP without the IRS, and 2) the nonrobust scheme by employing the
PDD-based algorithm in [27], but ignoring the CSI errors.4 In Fig. 5, we plot the achievable
rates by different schemes under the same simulation setup as for Fig. 4. First, as expected,
it is observed that the rate by the proposed scheme is significantly higher than those by the
scheme without IRS and the nonrobust scheme. Second, we observe that the performance of the
nonrobust scheme is worse than that of the scheme without IRS when pu is lower than about 20
dBm. This is due to the fact that the impact of CSI errors is more significant on the AP-IRS-
user link than that on the direct AP-user link (since the former experiences “distance-product”
power loss), therefore ignoring the CSI errors in the nonrobust scheme results in substantial
performance degradation. This result also illustrates the importance of robust designs in IRS-
aided communication systems by taking into account the CSI errors.
3) Impact of Uplink Training Duration, Nr: Fig. 6 plots the achievable rate of the proposed
scheme versus Nr with different values of Qθ that controls the number of discrete phase-shift
levels of IRS, with N = 20 and pu = 10 dBm. In this case, we assume that there are in
total T0 symbols in each transmission frame, among which Nr symbols are used for channel
4For the nonrobust scheme, the optimization is first carried out by assuming that there is no CSI error in the estimated channel
and then the optimized solution is substituted into (13a) to obtain the achievable rate with imperfect CSI.
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Fig. 5. Achievable rate versus uplink training power, pu.
training. Consequently, the achievable rate is multiplied by a factor of T0−Nr
T0
to account for the
training overhead. First, it is observed that there exists a tradeoff between the achievable rate
and Nr. This is due to the fact that smaller Nr leads to coarser CSI, which results in inefficient
reflection design and thus less passive beamforming gain, while larger Nr results in less number
of symbols for data transmission in each frame. As a result, the optimal value of Nr decreases
with the increasing of Qθ. Second, similar to the results in Fig. 4, the performance gain offered
by amplitude control gradually decreases with Nr, i.e., when the training SNR increases. In
addition, one can observe that the performance gain of amplitude control decreases with the
increasing of Qθ, which is expected since larger Qθ provides more refined phase beamforming
that renders amplitude beamforming less effective.
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Fig. 6. Achievable rate versus number of uplink training symbols, Nr .
4) Impact of Number of Reflecting Elements, N: Next, in Fig. 7, we investigate the achievable
rate and IRS EOP versus the number of reflecting elements, N , with fixed pu = 10 dBm.
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Fig. 7. Achievable rate and IRS EOP versus number of reflecting elements, N .
From Fig. 7 (a), we observe that the performance gain of the proposed scheme with ampli-
tude control is not sensitive to the value of N . This is mainly because in the interference
power term E{v˜H∆H˜k
∑
j∈Kwjw
H
j ∆H˜
H
k v˜} (i.e., the term (a) given in (46)), the channel MSE
Tr(∆H˜k∆H˜
H
k ) is inversely proportional to N , while with given Ak = ∆H˜k
∑
j∈Kwjw
H
j ∆H˜
H
k ,
v˜HAkv˜ is proportional to N ; as a result, the interference power does not scale with N . Besides,
from Fig. 7 (b), we can see that the IRS EOP decreases with the increasing of N . This is
because when N is small, the IRS can only perform very coarse phase beamforming, thus more
elements should be turned off to control the interference due to CSI errors. For the same reason,
the performance of amplitude beamforming is better than that of phase beamforming when N
is small.
5) Impact of Maximum Downlink Transmit Power, P : Last, in Fig. 8, we plot the achievable
rate and IRS EOP versus P with N = 120 and pu = 10 dBm. We observe from Fig. 8 (a)
that the performance gain of the proposed scheme with amplitude control enlarges with the
increasing of P . This is due to the fact that the interference caused by imperfect CSI increases
with P and thus the number of on elements of IRS needs to be reduced in order to suppress
the interference. This also explains why the IRS EOP increases with P , as shown in Fig. 8 (b).
In addition, we can observe that the performance achieved by amplitude beamforming improves
faster than that of phase beamfoming as P increases, since amplitude control is more useful in
the large-P regime.
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Fig. 8. Achievable rate and IRS EOP versus maximum downlink transmit power, P .
B. Multiuser System
In this subsection, we consider a multiuser system with K ≥ 2 users and the AP is equipped
with M = 6 antennas, with pu = 18 dBm and N = 60. In Fig. 9, we investigate the achievable
sum-rate by the proposed PDD-based algorithm (i.e. Algorithm 3) versus the number of users,
K. It is observed that the performance gain achieved by amplitude control is more pronounced
when K increases, since the multiuser interference due to imperfect CSI becomes more severe
as compared to the single-user case. Besides, the performance by amplitude beamforming is
better than that by phase beamforming. Similar to the single-user case, this result indicates that
in the case of imperfect CSI, it may be more beneficial to employ amplitude beamforming of
lower cost as compared to phase beamforming, although this is not true for the case with more
accurate CSI or perfect CSI.
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Fig. 9. Achievable sum-rate versus number of users, K.
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VI. CONCLUSIONS
In this paper, we studied the beamforming optimization in an IRS-aided multiuser system
under imperfect CSI. Specifically, we first derived the distribution of CSI errors based on a
practical time-varying reflection pattern based channel estimation method and then formulated
the achievable rate maximization problem by jointly optimizing the reflection coefficients at
the IRS as well as the transmit precoders at the AP. A penalized Dinkelbach-BSUM algorithm
and a PDD-based algorithm were proposed for the single-user and multiuser cases, respectively.
Simulation results showed that additional performance gains can be achieved by controlling
the reflection amplitudes as compared to the case with full reflection/phase-shift control only,
especially when the channel training resources are limited and/or the AP transmit power is
high. It was also unveiled that IRS amplitude beamforming can be a low-cost alternative of the
conventional phase beamforming in practice, yet offering comparable and even more favorable
performance when CSI errors become a severe issue.
APPENDIX
A. Proof of Proposition 1
According to [34], we can expand the mutual information based on deferential entropy as
follows:
I(sk; yk|Hˆ, hˆd) = h(sk|Hˆ, hˆd)− h(sk|yk, Hˆ, hˆd). (43)
First, since sk is CSCG distributed with zero-mean and unit-variance, the first term on the right-
hand-side (RHS) of (43) becomes log(2πe). Then, using the fact that the entropy of a random
variable with given variance is upper-bounded by the entropy of a Gaussian random variable
with the same variance [34], the second term can be upper-bounded by the entropy of a Gaussian
random variable with variance equal to5
E{sk ,∆Hk,∆hd,k,nk}
(
(sk − uHk yk)(sk − uHk yk)H |Hˆ, hˆd
)
, (44)
where uHk yk is the (linear) MMSE estimation of sk. In the following, we equivalently rewrite
h(sk|yk, Hˆ, hˆd) as h(sk|yk, H¯), with H¯ = {H¯k}k∈K. As a result, we can upper-bound h(sk|yk, H¯)
as follows:
h(sk|yk, H¯) ≤ log
(
2πe
(
1− |v˜
HH¯kwk|2
Ψdk + |v˜HH¯kwk|2
))
, (45)
5Here, we employ the following fact: h(sk|yk, Hˆ, hˆd) = h(sk − akyk|yk, Hˆ, hˆd) ≤ h(sk − akyk|Hˆ, hˆd) holds for any ak.
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where v˜ = [1,vT ]T , and
Ψdk =
∑
j∈K\k
|v˜HH¯kwj|2 + E{v˜H∆H˜k
∑
j∈K
wjw
H
j ∆H˜
H
k v˜}︸ ︷︷ ︸
(a)
+σ2k.
(46)
To derive a tractable form of (a) in (46), we resort to the eigen-decomposition
∑
j∈Kwjw
H
j =
QΣQH and then (a) can be equivalently expressed as
(a) = E{v˜H∆H˜kΣ∆H˜Hk v˜} = E
{
M∑
m=1
λmv˜
HV¯mk v˜
}
, (47)
where V¯mij,k = v˙im,kv˙
∗
jm,k, v˙ij,k represents the element on the i-th row and j-th column of the
matrix 1√
pu,k
(V†)HNHu,k and λi denotes the i-th diagonal element of Σ. Furthermore, we observe
that E{V¯mk } = V¯k, ∀m and V¯ij,k = ε
2
k
pu,k
(vˇ∗:,i · vˇ:,j). Therefore, Ψdk can be equivalently expressed
in the following deterministic form:
Ψdk =
∑
j∈K\k
|(vHHˆk + hˆHd,k)wj |2 + v˜HV¯kv˜
∑
j∈K
‖wj‖2 + σ2k, (48)
which further leads to (5). Consequently, we can lower-bound I(sk; yk|Hˆ, hˆd) by (4), which thus
completes the proof.
B. Proof of Proposition 2
Let fn(v,u) and fd(v,u) denote the numerator and denominator of the objective function of
problem (13), respectively. Also let P (v,u, y) , fn(v,u) − y
(
fd(v,u) +
1
β
‖v− u‖2
)
denote
the objective value of problem (15). Then, we have
P (v[id + 1],u[id + 1], y[id])
(i)
≥ P (v[id + 1],u[id], y[id])
(ii)
≥ P (v[id],u[id], y[id])
= P (v[id + 1],u[id + 1], y[id + 1]) = 0,
(49)
where (i) is due to the optimality of the u-update step (22) and (ii) is due to the facts that
the v-update step (21) is optimal for problem (18) and the objective function of (18) satisfies
Assumption A in [25], i.e., the approximation function is a global upper bound of the objective
function of (15) (before ignoring the irrelevant terms) and their first-order derivatives are the
same at the point of approximation; and the last two equalities are due to the Dinkelbach variable
update step (16). From (49), we have
fn(v[id + 1],u[id + 1])− y[id]
(
fd(v[id + 1],u[id + 1]) +
1
β
‖v[id + 1]− u[id + 1]‖2
)
≥ fn(v[id + 1],u[id + 1])− y[id + 1]
(
fd(v[id + 1],u[id + 1]) +
1
β
‖v[id + 1]− u[id + 1]‖2
)
.
(50)
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Rearranging the terms in (50) yields y[id +1] ≥ y[id]. Therefore, y is non-decreasing after each
iteration, and since y is also upper-bounded due to the constraints in problem (14), the proposed
penalized Dinkelbach-BSUM algorithm is guaranteed to converge with any given β. This thus
completes the proof.
C. BCD Algorithm for Solving Problem (26)
By focusing on the n-th reflecting element (n 6= 1), problem (26) can be simplified as
min
vn
−Pf1(vn)
Pf2(vn) + σ2
s.t. |vn| ≤ 1, (51)
where
f1(vn) , v
∗
nΦnnvn +
∑
j∈N˜\n
v∗nΦnjvj +
∑
i∈N˜\n
v∗iΦinvn +
∑
i∈N˜\n
∑
j∈N˜\n
v∗iΦijvj, (52)
and f2(vn) is similarly defined by replacing Φ with V¯. To derive the optimal solution of problem
(51), we resort to the following Lagrangian function with λ being the dual variable:
L(vn, λ) = −Pf1(vn)
Pf2(vn) + σ2
+ λ(v∗nvn − 1). (53)
Then, we consider the following three cases based on the value of |vn|:
• |vn| < 1: in this case, λ = 0 must be satisfied due to the complementary slackness condition
[30]. Let xn =
∑
j∈N˜\nΦnjvj , x˜n =
∑
j∈N˜\n V¯njvj , zn =
∑
i∈N˜\n
∑
j∈N˜\n v
∗
iΦijvj and
z˜n =
∑
i∈N˜\n
∑
j∈N˜\n v
∗
i V¯ijvj , and by resorting to the first-order optimality condition, we
have
a¯nv
2
n + b¯nvn + c¯n = 0, (54)
where a¯n = P
2Φnnx˜
∗
n−P 2V¯nnx∗n, b¯n = P 2Φnnz˜n+PΦnnσ2+P 2xnx˜∗n−P 2V¯nnzn−P 2x˜nx∗n
and c¯n = P
2xnz˜n + Pxnσ
2 − P 2x˜nzn. Since (54) is a quadratic equation with respect to
vn, we can easily find its roots.
• |vn| = 1: in this case, (53) reduces to
L(vn, λ) = −Pe
θnxn + Pe
−θnx∗n + a˜n
Peθn x˜n + Pe−θnx˜∗n + b˜n
, (55)
where a˜n = PΦnn + Pzn and b˜n = P V¯nn + P z˜n + σ
2. Let Pxnb˜n − P x˜na˜n = xeθ,
c˜n = 2ℜ{P 2xnx˜∗n} − 2ℜ{P 2x˜nx∗n} and vn = e−θn . By taking derivative of (55) with
respect to θn, we obtain 2x cos(θ+θn)+c˜n = 0, which further leads to θn = arccos(− c˜n2x)−θ.
• |vn| = 0: we have vn = 0.
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By comparing the objective values achieved by the above three cases, we can obtain the optimal
solution of problem (26). Then, the proposed BCD algorithm for solving problem (26) can be
conducted by successively optimizing each reflection coefficient with the others being fixed.
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