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EVOLVE NONDEGENERATE TWO FORMS
WEIYONG HE
1. Introduction
We propose a method in geometric analysis to study compact manifolds
which supports a non degenerate 2-form ω such that ωn(n!)−1 defines a
volume form on M . Such a manifold M has to be even dimensional and
orientable. When an even dimensional orientable manifoldM supports such
a two form is well understood in obstruction theory. Indeed a nondegener-
ate 2-form reduces the structure group of the tangent bundle of TM from
GL(2n,R) to Sp(2n,R), where Sp(2n,R) is the group which acts on R2n
isomorphically and preserves the standard symplectic structure on R2n,
dx1 ∧ dy1 + · · ·+ dxn ∧ dyn.
We identify R2n with Cn in the usual way and then Sp(2n,R) deformation
retracts to its maximal compact subgroup U(n) ⊂ GL(n,C)(⊂ GL(2n,R)).
Since the latter inclusion is also a homotopy equivalence, this is equivalent to
that there is an almost complex structure on M ; in other words, there exists
a complex vector bundle structure on the tangent bundle TM . By definition,
an almost structure J : TM → TM is a linear bundle isomorphism covering
the identity map of M such that J2 = −id.
Almost complex manifolds contain objects which are central in modern
geometry, including symplectic manifolds, complex manifolds and Kahler
manifolds for example. A very basic problem is to ask when an almost
complex manifold supports a symplectic structure. The study of symplectic
manifolds has witnessed tremendous achievements in last three decades. We
refer readers to, for example, [19] and references therein for more informa-
tion.
By definition, a symplectic structure is a smooth manifold with a non
degenerate 2-form ω such that ω is closed, namely dω = 0. We should
emphasize that there are powerful methods of topological nature (cut-and-
paste) in literature to construct symplectic structures. We refer the reader
to [11] for example for more details. There are three known sources which
obstruct the existence of a symplectic structure. As mentioned above, the
manifold has to be almost complex, or equivalently, has a nondegenrate two
form. The closeness condition dω = 0 provides another obstruction. Indeed
by Stokes’ theorem, [ω] defines a nontrivial de Rham cohomology class in
H2(M,R) such that [ω]n > 0. The third and last known obstruction is the
Seiberg-Witten invariant from gauge theory on 4-manifolds [26]. This last
obstruction is rather subtle and we refer the reader to, for example [12] for
interesting discussions.
Our motivation is to propose a geometric evolution equation, “canoni-
cal” from the point of view of geometric analysis, to study the existence of
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symplectic forms on a underlying almost complex manifold. Geometric evo-
lution equations have been studied extensively and are now a very important
subject in geometric analysis with tremendous applications. In this paper
we propose several evolution equations, using the operators d∗d and Hodge
Laplacian ∆ which evolve a non degenerate two form ω (an almost Hermitian
structure) to symplectic structures (some canonical models). From a geo-
metric analysis (or PDE) point of view, the equation dω = 0 is a first order
(linear) system for ω. When M is an open manifold (a noncompact man-
ifold without boundary) with a non degenerate two form, Gromov proved
that there are always such symplectic two forms by the so-called h-principle.
When the manifold is compact, the problem is more complicated and there
are relatively few tools to handle such a system on compact manifolds. By
Lemma 2.1, we study the equations for a tamed or compatible pair satisfy-
ing d∗dω = 0 or ∆ω = 0. Even though the equation becomes second order
nonlinear, we hope that there are more tools from geometric analysis and
PDE theory which can help to deal with the problem. Indeed, d∗dω = 0 is a
degenerate elliptic system and the operator d∗d is essential for our purpose.
While Hodge Laplacian ∆ is well studied and it is an elliptic operator when
the metric is fixed, but we should mention though ∆ω is a rather delicate
operator when ∆ is determined by (ω, J) and ω and/or J are allowed to
vary.
There are some natural choices to define an evolution equation to evolve
a tamed or compatible pair (ω, J). The most obvious one might be the
Laplacian flow,
(1.1)
∂ω
∂t
+∆ω = 0.
The Laplacian flow has already been studied in the context ofG2 structure
[2, 28], where one can already see that even the short time existence is a
rather delicate problem, mainly due to the complexity of the linearization of
Hodge Laplacian ∆ when viewed as an operator determined by the metric.
In our setting similar difficulties arise for (1.1) and we shall consider the
well-posedness for (1.1) elsewhere. Another natural choice is
(1.2)
∂ω
∂t
+ d∗dω = 0,
which we shall call a d∗d-flow, to distinguish with Laplacian operator. We
emphasize that for (1.1) and (1.2) we fix an almost complex structure J
but only require evolving two form ω is tamed by J , while the almost Her-
mitian metric is determined by J and J-invariant part of ω, since neither
∆ω nor d∗dω is J-compatible, even the initial data (ω0, J0) is assumed to
be compatible. If we want to insist the compatible condition, which may
be more preferable in the point of view of geometric analysis, to evolve an
almost Hermitian structure, we must then allow (ω, J) to vary simultane-
ously. We shall then discuss geometric flows for a compatible pair (ω, J),
with a suitable choice of K,
∂ω
∂t
+ d∗dω = 0,
∂J
∂t
= K.
(1.3)
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Note that the choice of K is not unique in general and this can be a family
of flows. The most obvious choice is as follows, K can be characterized by
(1.4) ω(Kx, Jy) = ω(Jx,Ky) =
1
2
(d∗dω(Jx, Jy)− d∗dω(x, y)) .
We shall still call this flow d∗d-flow for a compatible pair. Our first main
result is to prove the well-posedness and uniqueness of the d∗d-flow for a
compatible pair, see Theorem 3 and Theorem 4.
There are other interesting choices for K. Among them we shall discuss
d∗d-Ricci flow and we believe this flow should also be very interesting. When
the initial two form ω is closed, we show that this condition is preserved,
and the flow recovers the anti-complexied Ricci flow studied in [17]. Another
interesting point about d∗d-flow and d∗d-Ricci flow is that they are closely
related to strictly nearly Ka¨hler structures on dimension six. It seems that
these flows can give some approach to evolve almost Hermitian structure
(on dimension six) to nearly Ka¨hler structures.
All the considerations can also be discussed for the Laplacian flow. How-
ever it seems to be a subtle problem even for the short time existence of
Laplacian flow (for either tamed or compatible pair). We should mention
that geometric flow of a compatible pair (ω, J) as a flow of almost Her-
mitian structures has already been studied in literature. For example, in
[22], J. Streets and G. Tian proposed a Ricci-flow like system for the com-
patible pair (ω, J), called symplectic curvature flow, to study the canonical
geometric structures on a symplectic manifold. But our motivation here
is completely different. Instead of seeking a canonical geometric structure
adapted to a symplectic structure using curvature quantities, we are looking
for symplectic structure as a canonical structure over nondegenerate two
forms. We give two proofs of short time existence for (1.3). One is based on
DeTurck’s trick and the other is based on Hamilton’s theorem. We should
emphasize, however, even for short time existence, the system (1.3) seems to
be very degenerate sinceK in (1.4) is completely degenerate in J ; at the first
glance, K involves no second derivative of J . And the proof is indeed much
more involved. Nevertheless we will show that despite the very degeneracy
of (1.3), the degeneracy is essentially only caused by the invariance under
the action of the diffeomorphism group. We shall consider a more general
system for a tamed pair (ω, J). We can then restore the full parabolicity
for such a system (by using DeTurck’s trick, in a non-straightforward way).
Then we show that the compatibility is preserved by such a system. We
show that a solution of this new system gives a solution of (1.3) if (ω, J)
is an almost Hermitian structure. We shall emphasize that the uniqueness
does not seem to be a direct extension since the equation on the involved
diffeomorphisms is not a parabolic equation (it is a degenerate equation
again). Instead we use a theorem proved by Hamilton in his original proof
of short time existence and uniqueness for Ricci flow to give another proof
of existence and uniqueness.
One of our main motivations is to give a precise understanding the exis-
tence of symplectic structure among almost complex structures, in particu-
lar in dimension four. We believe this is a very important problem and it
is closely related to the geometry and topology of smooth four manifolds.
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We shall discuss these aspects in a most speculative way, and leave more
technical discussions elsewhere.
We organize the paper as follows. In Section 2 we consider the d∗d-flow
for a tamed pair (ω, J) and prove the short time existence and uniqueness.
In Section 3 we consider the d∗d-flow for an almost Hermitian structure and
prove the short time existence and uniqueness. We also prove an extension
theorem and consider a simple example with long time existence. In Section
4 we consider the d∗d-Ricci flow and its relation to the nearly Ka¨hler struc-
tures in dimension six. In Section 5 we give some speculative applications
of d∗d flow (d∗d-Ricci flow) to the geometry of smooth four manifolds.
2. The d∗d-flow for nondegenerate two-form
In this section we study the the d∗d-flow (1.2) for nondegenerate two
forms. We fix an almost complex structure J on M and consider all nonde-
generate two forms which are tamed by J . All such forms form a contractible
infinite dimensional space (manifold), which we denote by T . For any initial
data ω0 ∈ TJ , we want to study the d∗d flow
∂ω
∂t
+ d∗dω = 0; ω(0) = ω0.
We recall some definitions. Let (M,ω) be a compact manifold with a
nondegenerate two form ω.
Definition 2.1. A 2-form ω is tamed by an almost complex structure J if
the bilinear form ω(·, J ·) is positive definite on TM . If in addition ω(·, J ·) is
symmetric, hence defines an Hermitian structure on TM , we say ω and J are
compatible; we also denote the almost Hermitian metric by g(·, ·) = ω(·, J ·)
for a compatible pair (ω, J).
The compatibility condition can also be formulated equivalently by the
condition that J preserves ω in the sense that ω(J ·, J ·) = ω(·, ·). If ω and J
are compatible, g defines an almost Hermitian metric on M . We shall note
that for a compatible triple (ω, J, g), any two will determined the other.
We shall use g or (ω, J) to denote the almost Hermitian metric mostly,
depending on the structures we want to emphasize. When ω is only tamed
by J , we can also define a metric by
g(x, y) =
1
2
(ω(x, Jy) + ω(y, Jx)) .
Clearly g is compatible with J and hence defines an almost Hermitian metric
and its associated non degenerate two form is given by
ω˜(x, y) = g(Jx, y).
Indeed ω˜ is the J-invariant part of ω
2ω˜(x, y) = 2ωJ = ω(Jx, Jy) + ω(x, y).
In general, for a given two form β, we denote the J-invariant part by
βJ(x, y) =
1
2
(β(x, y) + β(Jx, Jy))
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and anti-J invariant part by
βJ
−
=
1
2
(β(x, y) − β(Jx, Jy)) .
Hence for any tamed pair (ω, J), we shall also associate the almost Hermit-
ian metric g defined by the compatible pair (ωJ , J). For any given almost
Hermitian structure on M , it induces an inner product structure 〈·, ·〉 on
Λ∗M and the Hodge-∗ operator
∗ : Λ∗M → Λ∗M
is characterized by, for any α, β ∈ Λp(M),
α ∧ ∗β = 〈α, β〉ω
n
n!
.
For any p-forms α, β ∈ Ap(M), the inner product is defined to be
(α, β) =
∫
M
α ∧ ∗β.
The adjoint operator d∗ : Ap(M)→ Ap−1(M) of exterior differentiation d is
then characterized by,
(d∗α, β) = (α, dβ),∀α ∈ Ap(M), β ∈ Ap−1(M).
A straightforward computation shows that
d∗ = − ∗ d ∗ .
The Hodge-Laplacian ∆d is defined by
∆ = ∆d = dd
∗ + d∗d.
The following simple fact gives a characterization of ω being closed, namely,
that ω is a symplectic form.
Lemma 2.1. For any tamed pair (ω, J), ω is closed if and only if d∗dω = 0,
where d∗ operator is defined by its associate Hermitian metric. For any given
Hermitian structure (ω, J), ω is symplectic if and only if ∆ω = d∗dω = 0.
Proof. Clearly d∗dω = 0 is equivalent to dω = 0. And ∆ω = 0 implies that
dω = 0 and d∗ω = 0. While for the metric determined by a compatible pair
(ω, J), the Hodge star satisfies
(2.1) ∗ ω = ω
n−1
(n− 1)! .
Since ∗ operator is an algebraic operator, we can work on TpM for a given
point. Then pick up an orthonormal basis {e1, · · · , en, Je1, · · · , Jen} of TpM
with the dual basis {e∗1, · · · , e∗n, Je∗1, · · · , Je∗n} of T ∗pM . One writes
ω =
∑
e∗i ∧ Je∗i , g =
∑
(e∗i ⊗ e∗i + Je∗i ⊗ Je∗i )
The desired identity (2.1) is then evident. It follows that dωn−1 = 0 if
dω = 0; this implies that d∗ω = − ∗ d ∗ ω = 0. 
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Fix an almost complex structure J . We consider the following energy
functional H0(ω) and H1(ω) for any ω tamed by J ,
(2.2) H0(ω) = (dω, dω),H1(ω) = (d
∗ω, d∗ω)
Clearly a symplectic form minimizes H0(ω). We also consider the harmonic
energy
H(ω, J) = H0(ω) +H1(ω) = (dω, dω) + (d
∗ω, d∗ω).
When (ω, J) is a compatible pair, dω = 0 implies H0 = H1 = 0. Hence
an almost Kahler structure, which by definition is an almost Hermitian
structure with dω = 0, minimizes H(ω, J).
2.1. Short time existence. We prove the short time existence of d∗d flow
for any initial data (a tamed pair) in this section.
Theorem 1. The initial value problem of the d∗d flow ∂tω + d
∗dω = 0 has
a unique smooth solution for a short time with any initial data ω0 ∈ TJ at
time t = 0.
The principle part (second order) of the linearization of d∗dω is given by
d∗dψ (the variation of ω is given by δω = ψ). We see this directly since for
a fixed form η, d∗dη involves only first order derivative of the metric (hence
of ω). This operator is clearly not elliptic and it has an infinite dimensional
kernel Imd(A1) ⊂ A2. Hence the d∗d flow is not strictly parabolic. However
this equation is not invariant under all diffeomorphisms since we fix the
almost complex structure J (the invariant group is a large one, including
the diffeomorphisms fixing J but it does not seem to have a good structure).
We are not aware that there is a way to restore the full parabolicity by
a gauging fixing trick such as DeTurck’s trick for Ricci flow (this causes
similar difficulty for Laplacian flow). R. Hamilton proved a general existence
theorem of a weakly parabolic equation, using Nash-Moser inverse function
theorem [15] in his seminal paper [14], where the short time existence of
Ricci flow flows directly. Our proof of short time existence of (1.2) relies on
his result and some basic Hodge theory. Indeed given the structure of the
d∗d flow, the short time existence follows directly from Hamilton’s Theorem
5.1, which we record below.
Theorem 2 (Hamilton). Let ∂f/∂t = E(f) be an evolution equation with
integrability condition L(f). Suppose that
(A) L(f)E(f) = Q(f) has at most degree 1.
(B) all the eigenvalues of the eigenspaces of σDE(f)(ξ) in Null σL(f)(ξ)
have strictly positive real parts.
Then the initial value problem f = f0 at t = 0 has a unique smooth
solution for a short time 0 ≤ t ≤ ǫ where ǫ may depend on f0.
We explain the notations roughly and refer the reader to [14] Section 5
for full details. Here f is a section of a vector bundle F (or belongs to an
open set U of F ) over M and E : C∞(M,U) → C∞(M,F ) is a (nonlinear)
second order differential operator (viewed as a smooth map in a Frechet
space C∞(M,F ) to itself). DE(f)f˜ is a linear differential operator in f˜
of degree 2 and it is the linearization of E(f). We use σDE(f) to denote
its symbol (principle part). L(f)h is a differential operator of degree 1 on
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sections f ∈ C∞(M,U) and h ∈ C∞(M,F ) with values in another vector
bundle G such that L(f)E(f) = Q(f) only has at most degree 1 in f ; L(f)
is called an integrability condition for E(f). By a degree consideration, one
sees directly that σL(f)(ξ) · σDE(f)ξ = 0 and in particular,
Im σDE(f)(ξ) ⊂ Null σL(f)(ξ).
If L is not trivial then σDE(f)(ξ) must have a null eigenspace; hence DE(f)
is not a strictly elliptic operator (or ∂t − E is not a parabolic operator);
the best we can hope is that σDE(f)(ξ) is positive when restricted on
Null σL(f)(ξ). Theorem 3 asserts that such a weak parabolic system has a
unique smooth short time solution.
To apply Hamilton’s results, we need to find an integrability condition
for d∗d flow and verify Condition (B) in the above theorem. Indeed the op-
erator we consider is E(ω) = −d∗dω and the integrability condition is given
by L(ω)ψ = d∗ψ, where d∗ operator is defined by the metric associated to
the pair (ω, J), as mentioned above. Clearly L(ω)E(ω) = 0. Moreover, the
principle part of the linearization of E(ω) is still E = −d∗d, as explained
above. By the Hodge decomposition, A2 = d(A1) ⊕ d∗(A3) ⊕ Ker(∆) and
hence Null(L) = Null(d∗) = d∗(A3)⊕ Ker(∆). When restricted to Null(d∗),
clearly E = −d∗d is an elliptic operator (it is just the minus Hodge Laplacian
−∆; this negative sign suits exactly for the parabolic equation). Alterna-
tively, one can also verify that σDE(ω)(ξ) is positive when restricted on
Null σL(ω)(ξ) as in [14] Section 4 by computing the symbol directly. Nev-
ertheless this allows us to use Theorem 2 to conclude Theorem 1.
Even though the d∗d flow makes perfect sense for a tamed pair (ω, J),
it would be more preferable to study a compatible pair (ω, J) for various
reasons. Nevertheless, it suggest d∗d is a degenerate elliptic operator which
possesses good properties. This observation gives us the motivation to prove
the well-posedness of the d∗d flow for a compatible pair, which we shall
consider in the following sections.
3. The d∗d-flow of a compatible pair
3.1. The variation of an almost Hermitian structure. We start with
the study of the variation of an almost Hermitian structure of (ω, J). Some
properties below are explored in [22] for example. Since the consideration is
straightforward, we include these discussions here for completeness. Suppose
the infinitesimal variation of (ω, J) given by
δω = θ, δJ = K
By the compatibility condition, we have
Proposition 3.1. The pair of infinitesimal variation (θ,K) at (ω, J) sat-
isfies
JK +KJ = 0
ω(Kx, Jy) + ω(Jx,Ky) = θ(x, y)− θ(Jx, Jy).(3.1)
Proof. This is a straightforward computation. The first identity follows
from the fact that J2 = −1 and the second follows from the fact that ω is
J-compatible. 
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The space of elements (θ,K) satisfying the above can be viewed as the
“tangent space” of AM at (ω, J) (however we should emphasize that this
space is not a linear space). The infinitesimal variations generated by dif-
feomorphisms will be important for us.
Proposition 3.2. For any vector field X, (LXω,LXJ) satisfies (3.1). In
particular, if (θ,K) is an infinitesimal variation of (ω, J), then (θ+LXω,K+
LXJ) is also an infinitesimal variation of (ω, J).
Proof. This is straightforward and we can understand this geometrically. Let
φt be the diffeomorphism generated by X with φ0 = id. Then (φ
∗
tω, φ
∗
tJ)
is an almost Hermitian structure. Now (LXω,LXJ) is the derivative of
(φ∗tω, φ
∗
tJ), hence provides an infinitesimal variation of (ω, J). In particular,
we have
LXJ ◦ J + J ◦ LXJ =0
ω((LXJ)x, Jy) + ω(Jx, (LXJ)y) =LXω(x, y)− LXω(Jx, Jy).

We explore some useful properties for such elements (θ,K). Define a
two-form A˜ by
(3.2) A˜(x, y) =
1
2
(θ(x, y)− θ(Jx, Jy)) .
Clearly A˜ is anti J-invariant, namely A˜(Jx, Jy) + A˜(x, y) = 0. Let A ∈
TM ⊗ T ∗M be the unique tensor defined by
g(Ax, y) = ω(Ax, Jy) = A˜(x, y)
Then it is straightforward to check that A satisfies (3.1); indeed anti J-
invariance of A˜ implies JA+AJ=0 and
ω(Jx,Ay) = −ω(Ay, Jx) = −A˜(y, x) = A˜(x, y).
However A is not the only choice of K satisfying (3.1). Let B˜ ∈ S(T ∗M ⊗
T ∗M) be any symmetric two-tensor such that it is anti J-invariant. We also
use the notation B˜ ∈ SJ−(T ∗M ⊗ T ∗M). Let K be the tensor field defined
by
(3.3) g(Kx, y) = ω(Kx, Jy) = A˜(x, y) + B˜(x, y).
We have the following characterization of the pair (θ,K).
Proposition 3.3. Any infinitesimal variation (θ,K) can be characterized
by (3.3) using A˜ and B˜, where A˜ is the two form defined in (3.2) and
B˜ ∈ T ∗M ⊗ T ∗M is any symmetric anti J-invariant two tensor.
Proof. First suppose K satisfies (3.3), then (θ,K) satisfies (3.1). Indeed
JK + KJ = 0 follows from the fact that A˜, B˜ are both anti J-invariant.
Moreover,
ω(Jx,Ky) = −ω(Ky, Jx) = −A˜(y, x)− B˜(y, x),
hence we can check that
ω(Kx, Jy) + ω(Jx,Ky) = A˜(x, y)− A˜(y, x) + B˜(x, y)− B˜(y, x) = 2A˜(x, y).
This proves that (θ,K) satisfies (3.1).
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On the other hand, suppose (θ,K) is an infinitesimal variation of (ω, J)
satisfying (3.1). Write
ω(Kx, Jy) = A˜(x, y) + B˜(x, y).
Then we compute
ω(Jx,Ky) = −ω(Ky, Jx) = −A˜(y, x)− B˜(y, x).
Hence by (3.1),
A˜(x, y)− A˜(y, x) + B˜(x, y)− B˜(y, x) = θ(x, y)− θ(Jx, Jy)
It follows that B˜ is symmetric. Moreover, since ω(Kx, Jy) and A˜(x, y) are
both anti J-invariant, B˜ is also anti J-invariant. Indeed, A˜ and B˜ are the
anti-symmetric and symmetric part of ω(Kx, Jy) respectively, hence are
uniquely determined by (θ,K). 
We write K = A+B with B satisfying
g(Bx, y) = B˜(x, y);
as mentioned above, the space of elements (θ, B˜) can be viewed as the tan-
gent space of AM at (ω, J). In other words, we have naively
(3.4) T(ω,J)AM ∼= Γ(Λ2M ⊕ SJ−(T ∗M ⊗ T ∗M)).
However we shall not consider the structure of the space of all almost Her-
mitian structures as an infinite dimensional manifold in a rigorous way and
(3.4) is only understood in a superficial way, to illustrate Proposition 3.3.
(3.4) will not be needed for any technical results below.
By the discussion above, there are certain canonical choices of K (or B˜) to
define geometric flow of a compatible pair (ω, J). We are mainly interested in
two cases. One is the geometric evolution equation for an almost Hermitian
structure (ω, J) with B˜ = 0,
∂ω
∂t
+ d∗dω = 0
∂J
∂t
= K1(ω, J),
(3.5)
where K1 is uniquely determined by
(3.6) g(K1x, y) = (−d∗dω)J
−
=
1
2
(d∗dω(Jx, Jy) − d∗dω(x, y)).
Another interesting choice of B˜ is anti-J invariant part of Ricci tensor
B˜(x, y) = Ric(Jx, y) +Ric(x, Jy),
which we shall study in the next section.
3.2. Short time existence. Now we prove the well-posedness of (3.5) and
the short time existence of smooth solution for any initial almost Hermitian
structure (ω, J). Uniqueness will be proved in the next subsection.
Theorem 3. For any initial almost Hermitian structure (ω0, J0) at t =
0, there exists a unique smooth solution of (3.5) with almost Hermitian
structure (ω(t), J(t)) for a short time.
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We use essentially the DeTurck’s trick for the first proof of the existence:
modifying by a suitable diffeomorphism we show that (3.5) is equivalent to a
strictly parabolic system. However as we mentioned above, this equivalence
modulo diffeomorphism is achieved in a very indirect way and it is involved
technically. We roughly sketch our strategy. We can consider the modified
system, for a vector field X,
∂ω
∂t
+ d∗dω = LXω
∂J
∂t
= K1(ω, J) + LXJ,
(3.7)
However this system fails to be parabolic in an obvious way. Note that K1
does not involve second derivatives of J , while LY J (and hence K1 + LY J)
cannot be an elliptic operator (on J) for any choice of Y (regardless Y
involves derivatives of J or not). Instead we study a system as follows,
∂ω
∂t
= θ = −d∗dω + LXω
∂J
∂t
= K = K2(ω, J) + LXJ,
(3.8)
The system we propose is indeed strictly parabolic (in formal sense) for
(ω, J) by suitable choices of X and K2. Here are several key features of X
and K2.
(1) The vector field X involves only first derivatives of ω, and makes
−d∗dω+LXω elliptic on ω. But X does not involves first derivatives
of J , hence −d∗dω + LXJ does not involve second derivatives of J .
( It also explains that we use the operator −d∗d instead of Hodge
Laplacian ∆).
(2) We have to enlarge our consideration for tame pairs. This allows us
to chooseK2 such that it is an elliptic operator on J , henceK2+LXJ
is also an elliptic operator on J (since X does not involve derivatives
of J and LXJ does not contribute second derivatives of J).
(3) In general, K2 6= K1 for a tamed pair (ω, J). But when (ω, J) is a
compatible pair, we have that K2(ω, J) = K1(ω, J).
Then we apply the standard parabolic theory for the more general system
for a tamed pair (ω, J) (note that for a compatible pair ω and J , the second
derivatives of ω and J are partially involved) to get a unique smooth short
time solution. We then show that the compatible condition is preserved if
the initial pair is compatible, and prove that K2 = K1 for a compatible pair.
Eventually after a gauge transformation induced by −X, we show that (3.5)
has a short time smooth solution.
To begin with, we suppose ω is a nondegenerate two-form and J is an
almost complex structure such that (ω, J) is a tamed pair. We fix a back-
ground metric g¯ and denote its Levi-Civita connection by ∇¯. We study the
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following system for a tamed pair (ω, J),
∂ω
∂t
= −d∗d(ωJ) + LX(ωJ) + gpq∇¯p∇¯q(ωJ
−
)
∂J
∂t
= K(ω, J) = K2(ωJ , J) + LXJ,
(3.9)
where d∗ is defined by g, which is the almost Hermitian metric determined
by (ωJ , J). We emphasize that X and K2 are also determined by the almost
Hermitian structure (ωJ , J).
For simplicity, first we discuss a compatible pair (ω, J) and determine the
corresponding X and K2. We need some preliminary facts, in particular
for the operator d∗d. Consider an operator S(X,Y ) : Ap → Ap−1, for any
η ∈ Ap,
S(X,Y )η = ∇X(ιY η)− ι(∇XY )η.
Direct computation shows that S(X,Y )η is tensorial in both X,Y (but not
in η). Indeed we have the following identity,
d∗η = −
∑
S(ei, ei)η = −gklS(Xk,Xl)η,
where {ei} is an orthonormal basis and {Xk} is a basis such that gkl =
g(Xk,Xl). In particular, for any two-form ψ = ψijdx
i ∧ dxj in a local
coordinate (ψij + ψji = 0), we have
(3.10) d∗ψ = −2gkl
(
∂ψlj
∂xk
− ψlpΓpkj − ψpjΓpkl
)
dxj = −2gklψlj,kdxj
Similarly for a three-form η = ηijkdx
i ∧ dxj ∧ dxk, we have,
d∗η = −3gpqηpjk,qdxj ∧ dxk,
where the covariant derivative is given by
ηpjk,q =
∂ηpjk
∂xq
− ηljkΓlpq − ηplkΓlqj − ηpjlΓlqk
We compute that for a given two form ψ = ψijdx
i ∧ dxj ,
d∗dψ =− gpq
((
∇∂pι∂q − ι∇∂p∂q
)(∂ψij
∂xk
dxk ∧ dxi ∧ dxj
))
=− gpq (∂2p,qψij + ∂2p,iψjq − ∂2p,jψqi)+O(∂g, ∂ψ),
(3.11)
where O(∂g, ∂ψ) denotes the terms of at most degree one and it vanishes in
a normal coordinate such that ∂g = 0 at one point. In (3.11) we drop the
factor dxi ∧ dxj in the last line. By (3.11), we have
−d∗dω = gpq (∂2p,qωij + ∂2p,iωjq − ∂2p,jωiq)+O(∂g, ∂ω).
Proposition 3.4. For an almost Hermitian structure (ω, J), there exists a
vector field X = X(ω, J, g¯) such that −d∗dω + LXω is elliptic on ω but has
no second derivatives of J .
Proof. We compute
LXω =
(
∂X l
∂xi
ωlj − ∂X
l
∂xj
ωli
)
dxi ∧ dxj + ιX(dω).
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We assume X does not involve derivatives of J . Note that ιX(dω) only
involves the terms which has at most first derivatives of ω, J , hence the
leading term of −d∗dω + LXω reads(
∂X l
∂xi
ωlj − ∂X
l
∂xj
ωli
)
+ gpq
(
∂2p,qωij + ∂
2
p,iωjq − ∂2p,jωiq
)
.
There are many choices of X satisfying the properties required. Indeed, let
Aj = X
lωlj − gpq∇¯pωqj.
If we choose X satisfying ∂iAj−∂jAi = O(1), where O(1) denotes the terms
which involve at most the first derivative of g, ω, J , a direct computation
gives
−d∗dω + LXω = gpq∂2p,qωij +O(1).
An explicit example is by taking Aj = 0 and X is determined by
(3.12) Xk(ω, J, g¯) = gpq∇¯p(ωqj)ωjk,
where ωjk is the inverse of ωij, namely, it satisfies ωijω
jk = δki . 
Next we describe K2. We define a two form ψ = ψij such that
(3.13) − d∗dω = gpq∇¯p∇¯qω + ψ.
Then we have
(3.14) − d∗dω + LXω = gpq∇¯p∇¯qω + ψ + LXω
Note that ψ involves second derivative of ω but only first derivative of J .
Let K2 be given by
(3.15) K2(ω, J) =
1
2
gpq
(
∇¯p∇¯qJ ji − ∇¯p∇¯q(Jba)gibgaj
)
+ Lji ,
where Lji does not involve second derivatives of J and it will be specified as
follows.
Proposition 3.5. For a compatible pair (ω, J), we can choose L = L(ω, J)
such that
K1(ω, J) = K2(ω, J),
where K1, K2 are given in (3.6) and (3.15) respectively; in particular JK2+
K2J = 0. An important point is that L does not involves second derivatives
(or above) of J .
Proof. For a compatible pair, we have
ωij = ωklJ
k
i J
l
j .
Hence by taking derivatives, we have
∇¯p∇¯q(ωij) = ∇¯p∇¯q
(
ωklJ
k
i J
l
j
)
.
It follows that
∇¯p∇¯q(ωij)− ∇¯p∇¯q(ωkl)Jki J lj = ∇¯p∇¯q(Jki )gkj − ∇¯p∇¯q(J lj)gli +O(1).
We define a two form φ of type O(1) by
(3.16) φij = g
pq(∇¯p∇¯qωij − Jki J lj∇¯p∇¯qωkl − gkj∇¯p∇¯qJki + gli∇¯p∇¯qJ lj)
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We can then define L by
(3.17) g(Lx, y) = ψJ
−
+
1
2
φ(x, y).
Clearly Lji does not involve second derivatives of J since φ is of type O(1)
and ψ does not involve second derivative of J . By (3.15) and (3.16) we get,
g(K2∂i, ∂j) =
1
2
(
gjk∇¯p∇¯qJki − gli∇¯p∇¯qJ lj
)
+ g(L∂i, ∂j)
=
1
2
gpq
(
∇¯p∇¯qωij − Jki J lj∇¯p∇¯qωkl
)
+ ψJ
−
(∂i, ∂j)
= (gpq∇¯p∇¯qω + ψ)J
−
(∂i, ∂j)
In other words, K2 can be characterized by
(3.18) g(K2x, y) =
(
gpq∇¯p∇¯qω + ψ
)
J
−
= −g(x,K2y).
We can also write the above as
(3.19) ω(K2x, Jy) = ω(Jx,K2y) =
(
gpq∇¯p∇¯qω + ψ
)
J
−
(x, y)
Since −d∗dω = gpq∇¯p∇¯qω+ψ by definition of ψ, we see that K1 = K2. 
Proposition 3.6. K2 is an elliptic operator on J . Hence the system (3.26)
is parabolic for (ω, J) (in formal sense).
Proof. We compute the symbol of K2 (on J). By taking gij = δij at one
point, we have
(3.20) σK2(ξ)J
j
i =
1
2
|ξ|2(J ji − J ij) = |ξ|2J ji .
The last equality follows since J is compatible with g and hence JJT = id
(g = id at the point); this implies that J + JT = 0. By Proposition 3.4,
the linearized operator of θ = −d∗dω + LXω (on ω) is elliptic, indeed for
ξ = (ξ1, · · · , ξ2n),
σL(θ, ξ)βij = |ξ|2βij .
It is also important to notice that θ does not involve second derivative of
J at all. By (3.15) and (3.20), the linearized operator of K (on J) is also
elliptic (since X does not involve any derivative of J , while B involves only
first derivative), and we have
σL(K, ξ)P ji = |ξ|2P ji .
Note that since K contains second derivative of ω, hence the operator
σL(K)βij is not zero. Nevertheless, the whole symbol of the system (θ,K)
on (β, P ) is given by (take gij = δij at a point)(
I 0
∗ I
)
Hence this verifies that (3.26) is strictly parabolic in formal sense. 
Now we are ready to prove that (3.9) has a smooth short time solution for
a tamed pair (ω, J). First note that (ωJ , J) determines an almost Hermitian
structure, we can then define X,K2 (and L) as in (3.12), (3.15) and (3.28)
respectively, using (ωJ , J) (with ω replaced by ωJ correspondingly). With
this understanding of X,K2, then we have,
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Proposition 3.7. There exists a unique smooth short time solution of (3.9).
Proof. We only need to show the system (3.9) is parabolic for a tamed pair
(ω, J). By (3.15) and (3.20), the linearized operator of K (on J) is elliptic,
and we have
σL(K, ξ)P ji = |ξ|2P ji .
By (3.9) and the definition of X, the operator θ(ωJ , J) = −d∗dωJ+LXωJ
contributes (to the second derivatives of ω and J)
gpq∇¯p∇¯q(ωJ).
Hence for θ(ωJ , J) + g
pq∇¯p∇¯q(ωJ−), the second derivatives of ω and J in-
volved are of the form,
gpq∇¯p∇¯q(ωJ) + gpq∇¯p∇¯q(ωJ
−
) = gpq∇¯p∇¯q(ω).
It follows that the linearized operator of θ(ωJ , J) + g
pq∇¯p∇¯q(ωJ
−
) (on ω) is
elliptic. It is also important to note that θ(ωJ , J)+ g
pq∇¯p∇¯q(ωJ−) does not
involve second derivative of J . Now since K is indeed involved with second
derivative of ω, hence the operator σL(K)βij is not zero. Nevertheless, the
whole symbol of the system (θ,K) on (β, P ) is still given by (take gij = δij
at a point) (
I 0
∗ I
)
Hence this equation is strictly parabolic on a tamed pair (ω, J). To finish
the proof we might quote the standard parabolic theory.
However there is one more technical point that the space of almost com-
plex structures is not linear due to the fact that J2 = −id. This kind of
phenomenon can be handled in a rather standard way; for example, a similar
situation was considered in [22]. The idea is that we can localize the problem
by considering almost complex structures near a fixed complex structure J0.
For an almost complex structure J0, the space of almost complex structures
(denoted by J ) near J0 forms a Banach manifold (this can be viewed as
a submanifold of the space of all nonsingular endomorphisms of TM), and
the tangent space is modeled on anti-J0 invariant endomorphisms (which
covers the identity of M), namely E : TM → TM such that J0E+EJ0 = 0.
Hence, there exists a diffeomorphism (from a neighborhood of 0 in TJ0J to
a neighborhood UJ0 of J0)
π : TJ0J → UJ0 ⊂ J .
We can then use π to pull back almost complex structures in UJ0 to the linear
space TJ0J . Hence as in (3.9), we can define a flow for a tamed pair (ω,E)
by identifying J = πE, for E is in a neighborhood of TJ0J . Indeed the
equation reads, with the initial condition of a tamed pair (ω0, J0) (E0 = 0),
∂ω
∂t
= −d∗d(ωpiE) + LX(ωpiE) + gpq∇¯p∇¯q(ωpiE
−
) := θ(ω,E)
∂E
∂t
= dπ−1piE [K2(ωpiE, πE) + LX(πE)] := K(ω,E),
(3.21)
where dπ−1 is the tangent map of π−1 at πE. Since K2(ωpiE , πE)+LX(πE)
is in the tangent space TpiEJ , hence K(ω,E) is well-defined and it is in
the image of TE(TJ0J ) ∼= TJ0J . Hence this defines a flow in the space
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Λ2 ⊕ TJ0J . Note that at time t = 0, the linearized operator of the system
(3.21) reads exactly the same as in (3.9). We can then quote the standard
parabolic theory to conclude that (3.21) has a smooth short time solution.
Now denote J = πE, it is then straightforward to verify that (ω, J) is a
smooth short time solution of (3.9) with the initial tamed pair (ω0, J0).

Now suppose we have a (short time) unique smooth solution (ω(t), J(t))
of (3.9) with the initial data by an almost Hermitian structure (ω0, J0). We
want to show that (ω(t), J(t)) remains to be an almost Hermitian structure.
Proposition 3.8. The compatibility condition is preserved along (3.9).
Proof. We need to show that ωJ
−
= 0 along the flow. This is clearly a local
property on time. We suppose that the smooth solution exists for time [0, T ]
and we assume that all geometric quantities are uniformly bounded in [0, T ],
depending only on initial condition and T . We claim,
(3.22)
∂
∂t
ωJ
−
=
(
gpq∇¯p∇¯qωJ
−
)
J
−
− ωJ
−
(K·, J ·) − ωJ
−
(J ·,K·).
Indeed this follows from a direct computation, similarly as in the proof of
Proposition 3.5, by noting that (ωJ , J) is a compatible pair. To be more
specific, applying Proposition 3.5 to (ωJ , J), we have (see (3.19))
(−d∗dωJ)J
−
=
1
2
ωJ(K2·, J ·) + 1
2
ωJ(J ·,K2·)
By compatibility of (ωJ , J), a direct computation gives
(LXωJ)J
−
=
1
2
ωJ(LXJ ·, J ·) + 1
2
ωJ(J ·, LXJ ·)
Hence we have
(3.23) (−d∗dωJ + LXωJ)J
−
=
1
2
ωJ(K·, J ·) + 1
2
ωJ(J ·,K·).
We compute
∂
∂t
ωJ
−
= (∂tω)J
−
− 1
2
ω(K·, J ·)− 1
2
ω(J ·,K·)
Using the equation for ∂tω and (3.23), we have proved the claim. Given
(3.22), a direct maximum principle argument then implies that if ωJ
−
= 0
at t = 0, it is preserved along the flow. Alternatively, one can also use (3.22)
to compute directly that, in [0, T ],
∂
∂t
∫
M
|ωJ
−
|2dµ =2
∫
M
∂ωJ
−
∂t
ωJ
−
+
∫
M
ωJ
−
∗ ωJ
−
=− 2
∫
M
|∇ωJ
−
|2 +
∫
M
∇ωJ
−
∗ ωJ
−
+
∫
M
ωJ
−
∗ ωJ
−
≤−
∫
M
|∇ωJ
−
|2 + C
∫
M
|ωJ
−
|2,
whereA∗B denotes possible contractions of A,B (we also use the fact that all
metrics are smooth and hence have bounded geometry and are equivalent for
t ∈ [0, T ]). The statement then follows from the Gronwall’s inequality. 
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By Proposition 3.5, K1(ω, J) = K2(ω, J) holds for a compatible pair,
hence we get that
Proposition 3.9. Let (ω, J) be almost Hermitian structures which solves
(3.9). Then (ω, J) solves the system
∂ω
∂t
= −d∗dω + LXω
∂J
∂t
= K1(ω, J) + LXJ
(3.24)
where X is the vector field defined in (3.12) and K1(ω, J) is determined by
(3.25) g(K1x, y) = (−d∗dω)J
−
.
Now we can apply the DeTurck’s trick and we prove Theorem 3 by obtain-
ing a smooth short time solution of (3.5), for a compatible initial condition
(ω0, J0). Indeed, we can first solve (3.9) with initial condition (ω0, J0) with
a smooth solution for a short time. Proposition 3.8 then implies (ω(t), J(t))
is an almost Hermitian structure, and hence it solves (3.24), where X is
determined in (3.12). Now let φt : M → M is a diffeomorphism generated
by −X with φ0 = id. Denote
(ω˜, J˜) = (φ∗tω(t), φ
∗
t J(t)).
We can then compute
∂ω˜
∂t
= φ∗t (∂ω/∂t+ L−Xω) = −φ∗t (d∗dω) = −d∗dω˜
∂J˜
∂t
= φ∗t (∂J/∂t + L−XJ) = φ
∗
t (K1(ω, J)) = K1(ω˜, J˜).
Hence (ω˜, J˜) solves (3.5).
We emphasize that the uniqueness still holds, but the usual proof of the
uniqueness does not extend to this system directly, due to the fact that
the equation for the involved diffeomorphisms is not parabolic. To be more
specific, for a diffeomorphism φ :M →M , denote(
φ−1
)∗
X = X
(
(φ−1)∗ω, (φ−1)∗J, g¯
)
We want to consider the operator
φ→ (−X)((φ−1)∗ ω, (φ−1)∗ J, g¯).
If it were an elliptic operator, the proof for the uniqueness should follow the
standard route; however this is not the case in our situation. Without loss
of generality, we assume φ = id and δφ = Y , then we have δφ−1 = −Y . We
compute
δ
(
φ−1
)∗
(−Xk) =δ
(
−(φ−1)∗
(
gpq∇¯p(ωqj)ωjk
))
=δ
(
−(φ−1)∗
(
gpq∂p(ωqj)ω
jk
))
=gpq∂p (LY ωqj)ω
jk + l.o.t.
=gpq∂2p,q(Y
k) + gpq∂2p,j(Y
l)ωlqω
jk + l.o.t
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where l.o.t stands for terms of Y k up to first derivative. We can choose
a coordinate such that gij = δij (at one point) and it follows that ω
jk =
−ωjk (note that ωjk is the inverse of ω), hence the symbol of the linearized
operator reads, for ξ = (ξ1, · · · , ξ2n),
σL(ξ) : Y k → Y k|ξ|2 −
∑
j
ξjωjk
∑
p
ξpωplY
l
We assume |ξ|2 = 1 and denote ηk =
∑
j ξjωjk, then
∑
ηkηk = 1. Hence
we can write the operator as I − ηT η; this operator is always nonnegative
definite (and mostly positive indeed), but it has exactly one zero eigenvalue
when ηk = 1 for some k (ηi has to be 0 for i 6= k). We shall also mention
that the equation on φ,
∂tφ = −(−X)(
(
φ−1
)∗
ω,
(
φ−1
)∗
J, g¯)
likely has a (unique) short time smooth solution, even it is only a degenerate
parabolic system. This would be enough for the proof of uniqueness but we
shall not pursue in this direction. Another way to get around might be that
we try to choose X slightly differently such that it still makes the system
(3.9) parabolic and (−X)((φ−1)∗ ω, (φ−1)∗ J, g¯) is also parabolic on φ, since
we have some freedom on the choice of X. However we are not able to find
such a choice of X. Instead we will use Halmiton’s Theorem 2, as in Section
2, to give an alternative proof of existence and uniqueness as well.
3.3. Uniqueness. We consider the following system for a tamed pair (ω, J),
∂ω
∂t
= −d∗dω
∂J
∂t
= K2(ωJ , J),
(3.26)
whereK2, d
∗ are both determined by the almost Hermitian structure (ωJ , J).
Theorem 4. For a tamed pair (ω0, J0), there exists a unique smooth solu-
tion for a short time. When (ω0, J0) is compatible, then the compatibility
condition is preserved along the flow and the solution coincides with (3.5).
In particular, a smooth solution of the system (3.5) with fixed initial condi-
tion is unique.
Proof. We shall keep the discussion brief since this is similar to the situa-
tion in Theorem 1. For a tamed pair (ω, J), the linearized operator of the
system is not an elliptic, but a degenerate elliptic operator. However we
can understand the degeneracy clearly, as in Theorem 1. First the lead-
ing term of the linearized operator of −d∗d is still −d∗d and an impor-
tant feature is that it contributes zero to the second derivatives on J ; this
operator has a null eigenspace, with its image contained in Ker(d∗), and
−d∗d is elliptic on Ker(d∗). And K2(ωJ , J) is elliptic on J (it does con-
tributes second derivatives of ω). Nevertheless, as in Theorem 1, we still
have L(ω, J)(θ,K) = (d∗θ, 0) as the integrability condition of the system
E(ω, J) = (−d∗dω,K2) (clearly L(ω, J)E(ω, J) = 0 and L(ω, J) is a (at
most) degree one operator). The linearized operator DE is elliptic on the
kernel of Ker(L) = Ker(d∗)⊗K, where K is the space of all endomorphisms
K satisfying JK +KJ = 0. We can then apply Hamilton’s Theorem 2 to
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conclude the existence and uniqueness of a smooth solution for a short time
for this system.
When (ω0, J0) is compatible, there exists a short time smooth solution of
(3.5), by the results we proved in Section 3.2. Note that the compatibility
condition is preserved and hence we have K2 = K1. It then implies that
this solution also solves (3.26). By uniqueness of (3.26) we then know that
the flow preserves compatibility of (ω, J). We also note that any smooth
solution of (3.5) of a compatible pair also solves (3.26). By the uniqueness
of (3.26) again, this implies the uniqueness of the system (3.5) as well. This
completes the proof. 
3.4. Volume functional, special solutions and singularities. Clearly
a fixed point is −d∗dω = 0, or equivalently, dω = 0. Hence a fixed point is
a symplectic structure. Another special solution is −d∗dω = λω for some
constant λ. Clearly λ = 0 or λ has to be negative. For negative λ, one
can scale ω (correspondingly, the metric) to get any positive constant. For
simplicity, we consider
(3.27) d∗dω = ω.
This is equivalent to d∗ω = 0 and ∆ω = ω. From this point of view, these
special solutions of d∗d flow are more rigid than Laplacian flow, since the
special solutions of the latter are either symplectic or just satisfies ∆ω = ω.
We shall discuss in more details about this equation (3.27).
We shall note that there are many examples of almost Hermitian structure
(ω, J) satisfy d∗dω = ω. For example, up to a scaling, the nearly-Ka¨hler
structure on S6 satisfies this (indeed any strictly nearly Kahler example
satisfies this, up to scaling). Note that such an example gives a finite time
singularity, as the case that positive Einstein metrics for the Ricci flow.
Indeed if (ω0, J0) is an almost Hermitian structure such that d
∗
0dω0 = ω0.
For any constant λ > 0, (λω0, J0) defines another almost Hermitian structure
such that d∗λd = λ
−1d∗0d. Hence ((1− t)ω0, J0) is the unique solution for the
system and it collapses at t = 1.
It would be highly preferable to understand general singularities of this
system. The discussions and results, as in other geometric evolution equa-
tions, in particular the Ricci flow, will certainly be enlightening. We shall
consider this elsewhere.
We also note that the volume functional decreases along such a flow. For
the d∗d flow (or Laplacian flow), one can compute directly that
d
dt
∫
M
ωn
n!
=
∫
M
−d∗dω ∧ ω
n−1
(n − 1)! =
∫
M
−d∗dω ∧ ∗ω = −
∫
M
(dω, dω)
ωn
n!
.
Hence the volume functional is decreasing along the flow.
Proposition 3.10. The volume functional is decreasing along the d∗d flow.
Hence suppose the flow exists for all time and converges smoothly, then
the limit is a symplectic structure. Since a symplectic structure might not
exist on a compact almost complex manifold, the singularities are inevitable
in general. And it would be an interesting problem to study the formation
of singularities.
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3.5. An example: warped product. First we consider a simple exam-
ple of d∗d-flow on R4, with coordinate (x, y, z, w). Let J0 be the standard
complex structure satisfying
J0∂x = ∂y, J0∂y = −∂x, J0∂z = ∂w, J0∂w = −∂z.
We consider a nondengenerate two form, with a = a(z, w), b = b(x, y) both
positive,
ω0 = a(z, w)dx ∧ dy + b(x, y)dz ∧ dw.
Clearly (ω0, J0) defines a Hermitian structure on R
4 and dω0 6= 0 unless
both a, b are constant. First we assume a = 1 and b is periodic in x and
y, and hence ω0 descends to a nondegenerate two form on T
4 = R4/Z4, a
compact tori. We have the following,
Proposition 3.11. For a Hermitian structure (ω0, J0) on T
4 with ω0 =
dx ∧ dy + b0(x, y)dz ∧ dw, there exists a unique long time solution to d∗dω
flow, which is of the form ωt = dx∧ dy+ b(t, x, y)dz ∧ dw, Jt = J0 such that
(3.28) ∂tb = ∆x,yb− b−1|∇x,yb|2.
In particular, when t→∞, lim b is a positive constant, hence ωt converges
to a symplectic form on T 4.
Proof. By the uniqueness and existence, (3.28) follows from a routine com-
putation. To be more precise, for any nondegenerate form ω = dx ∧ dy +
b(x, y) ∧ dw (we assume b > 0 as always), it defines a Hermitian structure
with J0. Moreover,
dx, dy,
√
bdz,
√
bdw
gives an orthonormal coframe. Hence a direct computation gives,
dω =∂xbdx ∧ dz ∧ dw + ∂ybdy ∧ dz ∧ dw
∗dω =− ∂xb
b
dy +
∂yb
b
dx
d ∗ dω =− ∂x
(
∂xb
b
)
dx ∧ dy − ∂y
(
∂yb
b
)
dx ∧ dy
− ∗ d ∗ dω =b
(
∂x
(
∂xb
b
)
+ ∂y
(
∂yb
b
))
dz ∧ dw
It follows that
(3.29) − d∗dω = (∂2x + ∂2y) b− b−1 (b2x + b2y) = ∆b− b−1|∇b|2,
where ∆,∇ take the obvious meaning, using the flat metric on T 2 and
coordinates x, y. Now we consider the equation on T 2
(3.30) ∂tb = ∆b− b−1|∇b|2,
with the initial condition b(0) = b0. The equation (3.30) mimics the Har-
monic flow equation in some way but the nonlinear term −b−1|∇b|2 has the
sign which is towards our favorite. Indeed if we consider the equation for
log b, we get the standard heat equation,
∂t log b = ∆(log b).
From this we see that the equation has a long time unique solution and
log b converges to a constant on T 2 when time goes to infinity. Now define
20 WEIYONG HE
ωt = dx ∧ dy + b(t, x, y)dz ∧ dw on T 4 = T 2 × T 2. We see that (ωt, J0)
solves the d∗d-flow for a compatible pair; indeed since d∗dωt is always J0
compatible, J0 stays fixed and the evolution equation for ωt is then evident,
by (3.29). By the uniqueness, d∗d-flow is reduced to (3.28) in this case. This
completes the proof. 
When a is not a constant, one can compute that, for ω0 = a(z, w)dx ∧
dy + b(x, y)dz ∧ dw,
−d∗dω = b
a
(
∂x
(
∂xb
b
)
+ ∂y
(
∂yb
b
))
+
a
b
(
∂z
(
∂za
a
)
+ ∂w
(
∂wa
a
))
.
The system becomes complicated since we cannot separate variables any-
more and J will also be evolved along the flow.
We can generalize this example to more general cases such as “warped
product” and fiber bundles. For simplicity we only consider warped product
here. Let (M1, ω1, J1) and (M2, ω2, J2) be two almost Ka¨hler manifolds.
Consider an almost Hermitian structure on
M =M1 ×M2, ωf (x, y) = ω1(x) + f(x)ω2(y), J,
where f :M1 → R+ is a positive smooth function on M1 and J = J1 ⊕ J2.
Theorem 5. For any almost Hermitian structure (M,ωf , J), the d
∗d-flow
exists for all time and it converges to a almost Ka¨hler structure with sym-
plectic form ω∞ = ω1 + aω2, for some positive constant a.
Proof. The proof is pretty similar to the example we discussed above. It is
a straightforward computation to show that,
−d∗d(ωf ) =
(
∆1f + (n− 2)f−1|∇f |2
)
ω2,
where ∆1,∇1 are the Laplacian operator and covariant derivative on M1
respectively, and n is the half dimension of M2. Hence, if f(t) is a time-
dependent function on M1 satisfying the equation,
∂tf = ∆1f + (n− 2)f−1|∇1f |2,
then (ωf , J) solves the d
∗d-flow (by the uniqueness). When n = 1, we have
∂t log(f) = ∆1 log(f).
When n ≥ 2, then we have
∂t
(
fn−1
)
= ∆1
(
fn−1
)
.
It follows that the flow exists for all time and f converges to a positive
constant, by the standard theory of the heat equation on a compact Rie-
mannian manifold. Hence the limit is a symplectic structure of the form
ω∞ = ω1 + aω2 for some positive constant a. 
3.6. Extension and evolution equations. We prove an extension theo-
rem for the flow in this section,
Theorem 6. Suppose (ω, J) is a smooth solution of the d∗d-flow in [0, T ]
and suppose the Riemannian curvature Rm, |∇ω| and |∇2ω| are uniformly
bounded, then all high derivatives of ω, J are also uniformly bounded and
hence the flow can be extended across T (in a uniform way). In other words,
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if [0, T0) is the maximal interval with the smooth solution for d
∗d-flow and
T0 <∞, then
lim sup
(|Rm|+ |∇ω|+ |∇2ω|)→∞, when t→ T0.
A standard way to prove this type of theorem is to consider evolution
equation of various geometric quantities such as curvature. We write θij =
−d∗dωij . We need an identity for dα, where α is a p-form
dα(X0,X1, · · · ,Xp) =
p∑
i=0
(−1)i∇Xiα(X0, · · · , Xˆi, · · · ,Xp).
Hence we can write
(3.31) (dω)ijk =
1
3
(∇iωjk −∇jωik +∇kωij)
It follows that
(3.32) − d∗dωij = θij = gpq (∇p∇qωij −∇p∇iωqj +∇p∇jωqi)
Recall that we also have
θij = g
pq
(
∂2p,qωij − ∂2p,iωqj + ∂2p,jωqi
)
+O(1).
It is also a direct computation to check that for any two-form φ,
(3.33) ∇p∇qφij −∇p∇iφqj +∇p∇jφqi = ∂2p,qφij − ∂2p,iφqj + ∂2p,jφqi +O(1)
We continue to compute,
∂J ji
∂t
= Kji =
1
2
(θip − θklJki J lp)gjp
We can then compute
(3.34)
∂gij
∂t
=
1
2
(
θikJ
k
j + θjkJ
k
i
)
:= hij .
We can then compute,
hij =
1
2
gpq
(
∂2p,qωik − ∂2p,iωqk + ∂2p,kωqi
)
Jkj
+
1
2
gpq
(
∂2p,qωjk − ∂2p,jωqk + ∂2p,kωqj
)
Jki +O(1)
=gpq∂2p,qgij −
1
2
gpq
(
ωik∂
2
p,qJ
k
j + ωjk∂
2
p,qJ
k
i
)
+
1
2
gpq
(
Jkj ∂
2
p,kωqi + J
k
i ∂
2
p,kωqj − Jkj ∂2p,iωqk − Jki ∂2p,jωqk
)
=gpq∂2p,qgij + h˜ij
(3.35)
Given the variation of the metric, one can compute directly the variation
of connections and curvatures. These formulas are well-known, for example,
see [3]. First we have the evolution equation for the connections,
Proposition 3.12. The variation of the connection is given by,
(3.36)
∂
∂t
Γkij =
1
2
gkl (∇ihlj +∇jhli −∇lhij)
22 WEIYONG HE
To compute the evolution equation of the curvature, we can use the fol-
lowing expression,
Rijkl =
(
∂iΓ
p
jk − ∂jΓpik
)
gpl + Γ ∗ Γ
=
1
2
(
∂2i,kgjl + ∂
2
j,lgik − ∂2i,lgjk − ∂2j,kgil
)
+ Γ ∗ Γ,
where Γ ∗ Γ denotes two quadratic terms of connections (with possible con-
tractions by the metric g). We have,
Proposition 3.13.
∂tRijkl =
1
2
(∇i∇khjl +∇j∇lhik −∇j∇khil −∇i∇lhjk)
=
1
2
(
∂2i,khjl + ∂
2
j,lhik − ∂2i,lhjk − ∂2j,khil
)
+ l.o.t
=DRijkl +
1
2
(
∂2i,kh˜jl + ∂
2
j,lh˜ik − ∂2i,lh˜jk − ∂2j,kh˜il
)
+ l.o.t,
(3.37)
where denote the operator D to be
D = gpq∇p∇q = −∇∗∇.
We can also compute the evolution equation of ∇ω. Note that ∇ω,∇J
are mutually determined each other; indeed
∇k(J ji ) = gjlJcaJbl∇i(ωbc)
∇ω = ∇J = 0 is equivalent to the fact that (ω, J, g) is a Kahler structure.
Proposition 3.14. We compute
∂
∂t
∇kωij =∇k ∂
∂t
ωij − (∂tΓmki)ωmj − (∂tΓmkj)ωim
= ∇k(θij)− (∂tΓmki)ωmj − (∂tΓmkj)ωim.
(3.38)
For a geometric quantity Q, we would like to write the evolution equation
of the form
∂tQ = DQ+ r(ω, J),
It turns out that r(ω, J) consists of not only lower order terms; for example
(3.35), (3.38) and (3.37) seem to be rather complicated. We can also consider
evolution equation of various forms such as dω, d∗dω; such quantities behave
nicely along the flow. For example we compute,
∂
∂t
dω = −dd∗dω = −∆dω.
And we also have
∂
∂t
d∗dω = −∆d∗dω + l.o.t
We recall the Bochner-Weinzebock formula. For any two-form ψ,
∆ψij = ∇∗∇ψij +
(
Rpiψpj +R
p
jψip
)
+ gklRpijkψlp
For any p-form ψ, we have the following,
∆ψ = −Dψ +Rm ∗ ψ.
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In particular, we can write, for example,
∂
∂t
d∗dω = Dd∗dω +Rm ∗ d∗dω + l.o.t
Nevertheless, it does not seems to be straightforward to establish an exten-
sion and/or improved regularity result for the d∗d flow in the usual fashion.
Instead we apply the standard regularity theory for parabolic systems to the
modified flow.
Proof. Let (ω, J) be the smooth solution of the flow in [0, T ] with |∇ω|, |∇2ω|, |Rm|
all bounded. Consider the equivalent system for (ω˜, J˜),
∂ω˜
∂t
= −d∗dω˜ + LX ω˜
∂J˜
∂t
= K2(ω˜, J˜) + LX J˜ ,
(3.39)
where X = X(ω˜, J˜). By the uniqueness and existence of the flow, we know
that this system also has a unique smooth solution in [0, T ], such that ω =
φ∗ω˜, J = φ∗J˜ , where φ is the diffeomorphism generated by X. Hence we
only need to prove the extension for (3.39). By the results in Section 3.3,
the system has the structure as follows,
∂ω˜
∂t
= g˜pq∂2p,qω˜ +O(∂ω˜, ∂J˜)
∂J˜
∂t
=
1
2
g˜pq
(
∂2p,qJ˜
j
i − ∂2p,qJ˜ba g˜ibg˜aj
)
+O(∂2ω˜, ∂ω˜, ∂J˜).
First of all, if |∇ω|, |∇2ω|, |Rm| are all bounded, then all the metrics are
uniformly equivalent in C1,α norm. Applying the maximal regularity theory
to the first system for ω˜ (we know all coefficients are uniformly in Cα), this
follows that ω is in C2,α. Now we consider the second system for J˜ , which
is parabolic in J . Since ω is in C2,α, the lower order term O(∂2ω˜, ∂ω˜, ∂J˜)
is also in Cα. The key is that this term does not involve second derivatives
of J˜ . Hence the maximal regularity implies that J˜ is in C2,α. Then by
the standard boot-strapping argument we know that ω˜, J˜ are uniformly
bounded in Ck,α for any k. This allows us to extend the flow across time T ,
in a uniform way. This completes the proof. 
Remark 3.1. The paper was written in 2014 and the results were presented
in University of British Columbia and Stony Brook University. We have
seen the recent work of J. Lotay and Y. Wei [17] on the Lalacian flow for
closed G2 structure. In particular the authors proved a Shi’s type estimate
and this will give the desired estimates and extension. Our flow shares
some similarities with Laplacian flow introduced by R. Bryant on closed G2
structure [2]. A similar strategy as in Lotay-Wei should give a Shi’s type
estimate for d∗d-flow and d∗d-Ricci flow. This will be discussed in a separate
paper.
3.7. Existence of a symplectic structure. In this section, we propose
a conjecture on the existence of a symplectic structure on a compact al-
most Hermitian manifold when dimension is six or above. Let (M,ω, J)
be such an almost Hermitian structure. If dω = 0, then d∗ω = 0 since
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∗ω = ωn−1/(n − 1)!. Note that when n = 2 (hence M is of dimension 4),
dω = 0 is equivalent to d∗ω = 0. However, when the dimension is six or
above, d∗ω = 0 is strictly weaker. (In the Hermitian setting, such a structure
is called a “balance” form and it has been studied extensively). Neverthe-
less, first we require d(ωn−1) = 0. Hence ωn−1 defines a cohomology class
in H2n−2(M,R) but it can be zero class (even though ω is nondegenerate).
An example is the round sphere of dimension six, which satisfies d(ω2) = 0.
The second requirement is that the cohomology class [ωn−1] is not zero. We
consider the cohomology class [α] in H2(M,R), which is the Poincare dual
of [ωn−1]/(n− 1)! by the duality induced by the Hodge star. Hence we need
[α]n > 0. In the end we require [α]n−1 = [ωn−1]. Clearly, if dω = 0, these are
all obvious necessary conditions. The only difference with the obstructions
we have discussed in the introduction is that we specify these conditions in
a more geometric way, instead of in purely topological datum ( note that
the almost Hermitian structure and the Hodge ∗ are only auxiliary since any
such structure compatible with ω will be good enough). Hence we propose
the following,
Problem 3.1. Let (M,ω, J) be an almost Hermitian structure such that
d(ωn−1) = 0. Denote [α] to be the cohomology class in H2(M,R) such that
[α] = ∗[ωn−1]/(n − 1)!.
We assume further that [α]n > 0 and [α]n−1 = [ωn−1]. Is there a symplectic
structure in [α]?
Even though d(ωn−1) = 0 is still a nontrivial condition, we hope Problem
3.1 can give some approach in geometric analysis to the existence of sym-
plectic forms. A trouble using the d∗d-flow to approach this problem is that
d(ωn−1) = 0 seems not to be a condition which is preserved along the flow.
3.8. Laplacian flow. Similarly we can also consider the Laplacian flow for
a compatible pair (ω0, J0),
∂ω
∂t
= −∆ω
∂J
∂t
= K,
(3.40)
where K is given by
(3.41) g(Kx, y) = (−∆ω)J
−
.
However, due to the complexity of the linearized operator of ∆, we do
not succeed proving the short time existence at the moment. We can ask
the following,
Problem 3.2. Does (3.40) have a smooth short time solution starting from
an almost Hermitian structure?
4. d∗d-Ricci flow
As in last section, for a variation (θ,K) of a compatible pair (ω, J), the
choice of K is not unique even with θ fixed. When we deform ω by −d∗dω,
there are still fruitful choices for K. A particularly interesting example is
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that B = B(ω, J) is determined by the Ricci curvature (note that g(Bx, y)
should be symmetric and anti-J invariant),
g(Bx, y) = Ric(Jx, y) +Ric(x, Jy).
Hence we study the d∗d-Ricci flow for a compatible pair (ω, J),
∂ω
∂t
+ d∗dω = 0
∂J
∂t
= K1(ω, J) +B(ω, J),
(4.1)
where K1 is as in (3.6). First we note the following simple fact,
Proposition 4.1. Suppose there exists a smooth solution (ω, J) of the d∗d-
Ricci flow and the initial data is symplectic, dω0 = 0. Then ω = ω0 and the
flow is reduced to
∂J
∂t
= B(ω0, J).
Proof. The proof is straightforward. Suppose dω0 = 0, we claim that dω = 0
along the flow. Hence ∂tω = 0. This completes the proof if we establish the
claim. Indeed we have
∂t
∫
M
|dω|2dv =
∫
M
(dω,−dd∗dω)dv+|dω|2∂tdv+∂tg∗dω∗dωdv ≤ C
∫
M
|dω|2dv.
By Gronwall’s inequality, we know that
∫
M
|dω|2dv = 0. 
Hence if ω0 is a symplectic form (dω0 = 0), the flow is then reduced to
the anti-complexied Ricci flow, as studied in [17].
Remark 4.1. The anti-complexied Ricci flow is the gradient flow of the func-
tional of compatible almost complex structures on a compact symplectic
manifold (M,ω), ∫
M
|∇J |2dv
The proof of its short time existence presented in [17] is already technical,
see comments in [22] for example; we thank Prof. G. Tian for bringing the
complexied-Ricci flow to our attention in 2007. Our motivation is different
since our main goal is to deform a non-degenerate two form to a symplectic
form. Nevertheless, the anti-complexied Ricci flow is a special case of d∗dω-
Ricci flow. We should mention that one can also consider Laplacian-Ricci
flow.
4.1. Short time existence. First we prove the short time existence and
uniqueness of the d∗dω-Ricci flow. An advantage is that our flow is invariant
under the diffeomorphism group, compared with the anti-complexied Ricci
flow.
Theorem 7. For any initial almost Hermitian structure (ω0, J0), there ex-
ists a unique smooth solution of the d∗d-Ricci flow for a short time.
Proof. The proof is essentially the same as in d∗d-flow. We denote the
principle symbol of B(ωJ , J) on J by Q and we will show that Q has only
nonnegative eigenvalues in below. All other arguments are the same and
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we shall keep it brief. We consider a more general system for a tamed pair
(ω, J),
∂ω
∂t
+ d∗dωJ = LXωJ + g
pq∇¯p∇¯q(ωJ
−
)
∂J
∂t
= K2(ωJ , J) +B(ωJ , J) + LXJ.
(4.2)
The notion is the same as in the last section, where ∇¯ is the covariant
derivative of a fixed background metric g¯, and g is determined by the pair
(ωJ , J), as well as K2 and X. By the results in the last section, the principle
symbol of this system reads (
I 0
∗ I +Q
)
which is in particular elliptic (parabolic), and hence there exists a unique
smooth solution for a short time. Next we want to show that if (ω0, J0)
is compatible, it remains so along the flow. The argument is similar to
Proposition 3.8. Indeed, we have ωJ(Bx, Jy) + ωJ(Jx,By) = 0, it then
follows the same argument, we have
∂tωJ
−
=
(
gpq∇¯p∇¯qωJ
−
)
J
−
− ωJ
−
(K·, J ·) − ωJ
−
(J ·,K·),
where K = K2 + LXJ + B(ωJ , J). A standard argument using Gronwall’s
inequality or the maximum principle implies that the compatible condition
is preserved. Now by a gauge transformation, we prove that there exists a
smooth solution of the system (we assume (ω0, J0) is compatible)
∂ω
∂t
+ d∗dω = 0
∂J
∂t
= K2(ω, J) +B(ω, J).
(4.3)
Regarding the uniqueness, we consider the system for the tamed pair and
apply Hamilton’s theorem (see Theorem 2)
∂ω
∂t
+ d∗dωJ = 0
∂J
∂t
= K2(ωJ , J) +B(ωJ , J).
(4.4)
The integrability condition is still L(ω, J)(θ,K) = (d∗θ,K). Since K2 + B
is elliptic on J , then the linearized operator of the system is elliptic on
Ker(d∗) ⊕ K. Hence the system has a unique smooth solution for a short
time. Now if the initial data is compatible, (4.3) has a compatible solution
(ω, J), which is clearly also a solution of (4.4). Hence we also show that the
compatible condition is preserved by (4.4). By the uniqueness of (4.4) again,
this proves the uniqueness for (4.3). This completes the proof, provided the
following proposition. 
Proposition 4.2. The principle symbol Q of B on J is nonnegative definite
and J → K2(ω, J) +B(ω, J) is an elliptic operator.
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Proof. This is essentially proved in [17] (see Proposition 3.12). The proof is
straightforward and relies on the direct computation. We write
Bkj = g
ka
(
JbaRbj + J
b
jRba
)
.
Note that we also have
B = ω−1(Ric−Ric(J ·, J ·))
The leading order of the Ricci curvature reads
Rjk =
1
2
gpq
(
∂2q,jgkp + ∂
2
q,kgjp − ∂2p,qgjk − ∂2j,kgpq
)
.
Now suppose δJkj = K
k
j , and denote hij = ωikK
k
j , then the principle symbol
of DB on Kkj behaves the same as the principle symbol on hij and we
compute the principle symbol of DB as
[σDB](ξ)(h) =
1
2
(
ω−1
)ki
(δai δ
b
j − Jai Jbj )gpq (ξqξbhap + ξpξahbq − ξpξqhab − ξaξbhpq)
From here the discussion is then exactly the same as in [17] (see Section 3.6
and 3.9). This operator has zero eigenvalues, for example, hab = (δ
a
i δ
b
j −
Jai J
b
j )(ξiξj) and hab = J
p
b ξaξp+J
p
aξbξp are both zero eigenvectors. Moreover,
all other nonzero eigenvalues are positive. It completes the proof. 
Similar as in Theorem 6, we have the following extension result,
Theorem 8. Suppose (ω, J) is a smooth solution of the d∗d-Ricci flow in
[0, T ] and suppose the Riemannian curvature Rm, |∇ω| and |∇2ω| are uni-
formly bounded, then all high derivatives of ω, J are also uniformly bounded
and hence the flow can be extended across T (in a uniform way). In other
words, if [0, T0) is the maximal interval with the smooth solution for d
∗d-
Ricci flow and T0 <∞, then
lim sup
(|Rm|+ |∇ω|+ |∇2ω|)→∞, when t→ T0.
4.2. Special solutions and nearly Kahler manifold. The special solu-
tions of the d∗d-Ricci flow read
(4.5) d∗dω = λω, Ric(·, ·) = Ric(J ·, J ·).
for some constant λ (clearly, λ has to be nonnegative). When λ = 0, dω = 0
and hence this is a symplectic manifold with a compatible almost Hermitian
metric which has J-invariant Ricci tensor. Clearly any Kahler structure
satisfies this condition. Indeed, Blair and Ianus [1] proposed to study such
an almost Kahler structure with J-invariant Ricci tensor and asked whether
this is a sufficient condition for J to be integrable. When the dimension is
six or above, there are compact examples of almost Kahler structure with
J-invariant Ricci tensor which are not Kahler, as first constructed in [6]; this
problem remains open when the dimension is four, and it is related to the
so-called Goldberg conjecture which is studied extensively in literature. We
refer to, for example, [?] and reference in for more discussions. When λ > 0,
first we note that the dimension has to be six or above. Indeed we have
d∗ω = 0, this would force dω = 0 if the dimension is four, a contradiction.
In particular, in this case we have
∆ω = (d∗d+ dd∗)ω = λω.
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Hence ω is an eigenform of Hodge-Laplacian ∆ with positive eigenvalue.
Note that d∗dω is scaling invariant for ω → kω, we can then ask λ to be any
positive constant. The equation (4.5) is of particular interest in dimension
6 when λ 6= 0. A (strictly) nearly Kahler manifold, first introduced by A.
Gray, is a very special almost Hermitian structure, which is in particular
Einstein manifold with positive scalar curvature. We refer to [?, ?] for
example for references. We only recall that a stricly nearly Ka¨hler manifold
can be defined to be a compact almost Hermitian manifold of real dimension
six such that there exists a normalized (3, 0) form Ω (|Ω| = 1) such that
(4.6) dω = 3µRe(Ω), d(ImΩ) = −2µω2,
for some real nonzero constant µ.
Proposition 4.3. A strictly nearly Kahler structure satisfies (4.5) with a
suitable choice of µ and λ.
Proof. The proof is straightforward. Suppose (M,ω, J,Ω) is a strictly nearly
Kahler manifold. Since dω is the real part of a (3, 0) form, we have, ω∧dω =
0, namely, d∗ω = 0. The metric is Einstein, so it has in particular J-
invariant Ricci curvature. Now we show d∗dω = λω. Let ∗ be the Hodge
star, extended complex linearly to complex forms. Since Ω is a (3, 0)-form,
we have
∗Ω = −√−1Ω, ∗Ω¯ = √−1Ω¯.
It follows that, using (4.6)
∗dω = 3µ ∗Re(Ω) = 3
√−1
2
µ(Ω¯− Ω) = 3µIm(Ω)
We compute
d∗dω = − ∗ d ∗ dω = −3µ ∗ dIm(Ω) = 6µ2 ∗ ω2 = 12µ2ω.
By taking λ = 12µ2, we complete the proof. 
We can ask the following,
Problem 4.1. Let (M,ω, J) be an almost Hermitian compact manifold of
dimension 6, if it satisfies (4.5), is it a strictly nearly Ka¨hler structure?
Note that d∗dω = λω(λ 6= 0) is a very strong restriction. It is equivalent
to the following, d∗ω = 0 and ∆ω = λω. For an almost Hermitian manifold,
there is a decomposition d = d2,−1+∂+∂¯+d−1,2 (by Leibnitz rule on forms),
where d2,−1 is the Nijenhaus tensor, and ∂ is the (1, 0) part of d. Note that
d∗ω = 0 is equivalent to ω ∧ dω = 0 (in dimension six); in other words,
ω ∧ ∂ω = 0, or ∂(ω2) = 0. Note that dω is the real part of a (3, 0) form
if and only if ∂ω = 0. We can give the following description of a (strictly)
nearly Kahler structure as follows.
Proposition 4.4. Suppose (ω, J) is an almost Hermitian (compact) man-
ifold in the dimension 6. Then (ω, J) is a nearly Kahler structure if and
only if ∂ω = 0 and d∗dω = λω for some positive constant λ.
Proof. The “only if” part is proved in the previous proposition and we need
to show “if” part. First d∗dω = λω reads
− ∗ d ∗ dω = λω.
EVOLVE NONDEGENERATE TWO FORMS 29
We rewrite the above as,
(4.7) d(∗dω) = −λω2/2.
Note that ∂ω = 0 means that dω is the real part of a (3, 0) form, denoted
by Ω. We write Re(Ω) = dω. We have
∗Ω = −√−1Ω, ∗Ω¯ = √−1Ω¯.
That is,
∗Re(Ω) = Im(Ω).
By (4.7), we have
d(Im(Ω)) = −λω2/2.
Now suppose Ω = 3µΩ˜ such that Ω˜ has norm 1, for some nonzero constant
µ. By by the equation we know that
(d∗dω, ω) = |dω|2 = λ|ω|2,
hence λ = 12µ2. Then we have
dω = 3µRe(Ω˜), d(Im(Ω˜)) = − λ
6µ
ω2 = −2µω2.
This is the desired structure equation for a nearly Kahler structure in di-
mension 6. 
We can see that d∗d-flow and d∗d-Ricci flow are both closely related to
nearly Ka¨hler structures and we believe it should give a plausible tool to
find the existence of nearly Ka¨hler structure. We will discuss this aspect of
the d∗d-flow and d∗d-Ricci flow in more details elsewhere.
5. Smooth four manifolds
First we recall the definition of an irreducible manifold.
Definition 5.1. A smooth four-manifold M is called irreducible if for every
smooth decomposition of connected sums M ≈ M1♯M2, one summand Mi
must be homeomorphic to the standard four sphere S4.
We consider simply-connected irreducible four manifold with an almost
complex structure. When a manifold admits an almost complex structure
can be determined purely in terms of its cohomology. For a simply-connected
four manifold, it admits an almost complex structure if and only if b2+ is
odd. The known examples of simply-connected irreducible four manifolds
all have almost complex structure. But in general this remains an open
problem, [20, 13]
Problem 5.1. Does every simply-connected irreducible four manifold with
b2 > 0 support an almost complex structure?
One of our main motivations is to understand the following,
Problem 5.2. When a simply-connected irreducible four manifold with an
almost complex structure admits a symplectic structure?
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We believe this problem is one of the keys to reveal the mystery of geome-
try and topology of four manifolds. In this sense the d∗d-flow (and d∗d-Ricci
flow) should have important applications. We run a d∗d-flow (or d∗d-Ricci
flow) on such a manifold, and try to understand the geometry of topology
of the underlying manifold by understanding the possible singularities and
long time behavior of the flow. If we are able to derive powerful analytic
tools for these geometric flows, such as Hamilton-Perelman’s theory for Ricci
flow, there is a good chance to understand smooth four manifolds clearer.
We can give some expectations, trying to to combine Seiberg-Witten
invariants and possible exotic spheres together to govern the geometry of
simply-connected four manifolds. Suppose two homeomorphic (simply con-
nected irreducible four) manifolds M,N have the same Seiberg-Witten in-
variants (whenever it is well defined), one might expect that either they are
diffeomorphic to each other, or M = N♯S, for some exotic sphere S. We
can be more specific for symplectic structures.
Problem 5.3. Let N be an irreducible almost complex simply-connected
four manifold. Suppose N is homeomorphic to a symplectic manifold M
and we assume further that the Seiberg-Witten invariant of N is the same
as M (assume b+ > 1), then either N is diffeomorphic to M or N ≈M♯S,
where S is a homotopy (exotic) four sphere.
It is also interesting to try to relate the d∗d-flow (the singularities) with
the surgeries extensively used in four manifolds to construct examples (see
Conjectures in [8] for example). Nevertheless, we believe that the close
study of d∗d-flow (as well as d∗d-Ricci flow) should help us to understand
the smooth topology of four manifolds. An ultimate understanding of this
flow might eventually give a clearer understanding of smooth four manifolds.
Indeed, S. T, Yau [29] gave some suggestions to understand four manifolds:
“A true understanding of four manifolds probably should come from
understanding the question of existence of the integrable complex struc-
tures...A good conjectural statement need to be made on the topology of
four manifolds that may admit an integrable complex structure. Pseudo-
holomorphic curve and fibration by Riemann surfaces should provide im-
portant information. Geometric flows may still be the major tool.”
In the same vein we believe a good understanding of four manifolds could
come from understanding the question of existence of symplectic structures
among almost complex manifolds and d∗d-flow can be a very useful tool.
References
[1] D. E. Blair and S. Ianus, Critical associated metrics on symplectic manifolds, Contemp.
Math. 51 (1986), 23-29.
[2] R. Bryant, F. Xu, Laplacian Flow for Closed G2-Structures: Short Time Behavior,
arxiv.org/abs/1101.2004.
[3] B. Chow; P. Lu; L. Ni, Hamilton’s Ricci flow. Graduate Studies in Mathematics, 77.
American Mathematical Society, 2006.
[4] S. Donaldson, An application of gauge theory to four-dimensional topology. J. Differ-
ential Geom. 18 (1983), no. 2, 279-315.
[5] S.Donaldson, P. Kronheimer, The geometry of four-manifolds. Oxford Mathematical
Monographs. Oxford Science Publications. (1990)
EVOLVE NONDEGENERATE TWO FORMS 31
[6] J. Davidov and O. Muskarov, Twistor spaces with Hermitian Ricci tensor. Proc. of
AMS, 109(4):1115-1120, 1990.
[7] R. Fintushel, R. Stern, Nondiffeomorphic Symplectic 4-Manifolds with the same
Seiberg-Witten Invariants, Geom. Topol. Monogr. 2 (1999), 103-111.
[8] R. Fintushel, R. Stern, Six lectures on four 4-manifolds. Low dimensional topology,
265-315, IAS/Park City Math. Ser., 15, Amer. Math. Soc., Providence, RI, 2009.
[9] R. Fintushel, R. Stern, Families of simply connected 4-manifolds with the same Seiberg-
Witten invariants. Topology 43 (2004), no. 6, 1449-1467.
[10] R. Gompf, T. Mrowka, Irreducible 4-manifolds need not be complex. Ann. of Math.
(2) 138 (1993), no. 1, 61-111.
[11] R. Gompf, A new construction of symplectic manifolds. Ann. of Math. (2) 142 (1995),
no. 3, 527-595.
[12] R. Gompf, The topology of symplectic manifolds. Turkish J. Math. 25 (2001), no. 1,
43-59.
[13] R. Gompf, A. Stipsicz, 4-manifolds and Kirby calculus. Grad. Studies in Math. 20,
Amer. Math. Soc., Providence, (1999).
[14] R. Hamilton, Three-manifolds with positive Ricci curvature. J. Differential Geom. 17
(1982), no. 2, 255-306.
[15] R. Hamilton, The inverse function theorem of Nash and Moser. Bull. Amer. Math.
Soc. (N.S.) 7 (1982), no. 1, 65-222.
[16] D. Kotschick, The Seiberg-Witten invariants of symplectic four-manifolds, Se´minaire
Bourbaki (1995-1996) Vol. 38, 195-220.
[17] H.V. Le; G. F. Wang, Anti-complexified Ricci flow on compact symplectic manifolds.
J. Reine Angew. Math. 530 (2001), 17-31.
[18] Jason D. Lotay, YongWei, Laplacian flow for closed G2 structures: Shi-type estimates,
uniqueness and compactness, arxiv.org/pdf/1504.07367v1.pdf
[19] D. McDuff; D. Salamon, Introduction to symplectic topology. Second edition. Oxford
Mathematical Monographs. The Clarendon Press, Oxford University Press, New York,
1998.
[20] R. Stern, Will we ever classify simply-connected smooth 4-manifolds? Floer homol-
ogy, gauge theory, and low-dimensional topology, 225-239, Clay Math. Proc., 5, Amer.
Math. Soc., Providence, RI, 2006.
[21] J. Streets, G. Tian, Hermitian curvature flow. J. Eur. Math. Soc. (JEMS) 13 (2011),
no. 3, 601-634.
[22] J. Streets, G. Tian, Symplectic curvature flow, arxiv.org/abs/1012.2104.
[23] Z. Szabo, Simply-connected irreducible 4-manifolds with no symplectic structures,
Invent. Math. 132 (1998), no. 3, 457-466.
[24] S. G. Wang, A vanishing theorem for Seiberg-Witten invariants, Math. Res. Letters,
2 (1995) 305-310
[25] E. Witten, Monopoles and four-manifolds. Math. Res. Lett. 1 (1994), no. 6, 769-796.
[26] G. H. Taubes, The Seiberg-Witten invariants and symplectic forms. Math. Res. Lett.
1 (1994), no. 6, 809-822.
[27] G. H. Taubes, The geometry of the Seiberg-Witten invariants, Surveys in differential
geometry, Vol. III (Cambridge, MA, 1996), Int. Press, Boston, MA, 1998, pp. 299-339.
[28] F. Xu, R. G. Ye, Existence, Convergence and Limit Map of the Laplacian Flow,
arxiv.org/abs/0912.0074.
[29] S.T. Yau, Perspectives on geometric analysis. Geometry and analysis. No. 2, 417-520,
Adv. Lect. Math. (ALM), 18, 2011.
Department of Mathematics, University of Oregon, Eugene, Oregon, 97403
E-mail address: whe@uoregon.edu
