Abstract-A recognition system based on fuzzy set theory and approximate reasoning has been described that is capable of handling various imprecise input patterns and providing a natural decision system. The input feature is considered to be of either quantative form or linguistic form or mixed form or set form. The entire feature space is decomposed here into some overlapping subdomains depending on the geometric structure and the relative position of the pattern classes found in the training samples. The various uncertainty (ambiguity) in the input statement has been managed by providinglmodifying membership values to a great extent. A relational matrix corresponding to the subdomains and the pattern classes has been considered in the modified Zadeh's compositional rule of inference in order to recognize the samples. The linguistic output decision is associated with a confidence factor denoting the degree of certainty of a decision. The effectiveness of the algorithm has been demonstrated on some artificially generated patterns and also on the real life speech data. The recognition scores are described in terms of various choices namely, single correct, first correct, combined correct, second correct and fully wrong choices; thus provides a low rate of misclassification as compared to the conventional two-state systems.
I. INTRODUCTION HE PATTERN CLASSIFICATION methods can primar-

T ily be grouped into two categories; namely decision theoretic [l], [ 2 ] and syntactic [ 3 ]
. In these conventional classifiers, the input patterns are quantitative (exact) in nature. They provide crisp (two-state) output and are mostly suitable for the mechanistic type of problems. The patterns having imprecise or incomplete information are usually ignored or discarded from their designing and/or testing processes. The impreciseness (or ambiguity) [4] , [5] may arise from various reasons. For example, instrumental error or noise corruption in the experiment may lead to have partial (incomplete) information available on a feature measurement F viz., F is about 500 or F is between 400 and 500 etc. Again, in some cases the expense incurred in extracting exact value of feature may be high or it may be difficult to decide on the actual salient features to be extracted. On the other hand, it may become convenient to use linguistic variables or hedges e.g., small, medium, high, more or less, very, etc. in order to describe feature information.
A decision theoretic recognition system based on fuzzy set theory [6] , [7] to be capable of handling all the aforesaid impreciseness. Initially, each individual feature range is divided into some domains depending on the geometric complexity and the relative positions of the pattern classes found in the training samples. To handle the impreciseness of the input feature information and to incorporate the portions possibly uncovered by the training samples, each of the domains is extended to some extent using triangular membership functions. As a result, the whole feature range is decomposed into few overlapping subdomains. The theory of approximate reasoning [8] has been introduced by Zadeh in 1977 . This theory has the capability to handle both soft and hard data as well as various types of uncertainty. Many aspects of the underlying concepts have been incorporated in designing decision making systems [11]-[17] along with their applications.
The proposed system uses Zadeh's compositional rule of inference [8] and gives a natural (linguistic) multivalued output decision associated with its certainty (or validity). The effectiveness of the algorithm has been demonstrated on some artificially generated pattern sets as well as speech recognition problem.
In Section 11, a brief description of the recognition system is provided. The description of different blocks are provided in Sections 111 and IV. Results are discussed in Section V. Section VI finds the conclusion.
MULTIVALUED RECOGNITION SYSTEM
A. Basic Concepts
The proposed recognition system is capable of handling various input patterns having feature information in quantitative form, linguistic form, mixed form, and set form. The system assumes that every pattern class is a union of nearly rectangular sets. Thus, initially the training sample set of every pattern class is divided into few groups of nearly rectangular shapes [18] . Further, depending on the relative positions of the sample groups in the feature space, the sample groups are again subdivided. Accordingly each individual feature space is then decomposed into some domains to highlight the obtained groups of training sets so that each feature information can be converted as the belongingness to the obtained domains to some degree. To handle the uncertainty of the input information and to incorporate the portions (of the pattern classes) possibly uncovered by the training samples, each of the feature domains is extended to some extent using triangular membership functions. Thus the whole feature space is divided into some overlapping subdomains. The aforementioned decomposition of the sample sets and the 0018-9472/92$03.00 0 1992 IEEE dynamic ranges of the features constitute the preprocessing part of the recognition system. It is to be noted that the preprocessing is completely based on the training samples. Henceforth, the same notations and terminologies, as stated here, will be followed throughout the paper.
Notations and Terminologies
into two groups B1 and B2 (Fig. l(c) ). Hence there are five sample groups, i.e., M = 5 . Now in order to distinguish all the sample groups, the feature spaces F1 and F2 have been decomposed into 3 *and 2 overlapping domains respectively. Thus there are 6 ( N = 3 x 2) subdomains that highlight all the five sample groups. The subdomains with the reflected sample groups are shown in Fig. l(d) where rnJ denotes the number of sample groups obtained from the training samples of class C, through decomposition.
fi denotes the number of subdomains in the whole feature space, i.e., I = ] where nL denotes the number of domains in the 7th feature space. The feature regions in the individual feature spaces are referred as the domains and the regions in the whole feature space, which are the combinations of the domains in the individual feature space, are referred here as the subdomains. The variables y and h stand for the domains and subdomains respectively. The domains are denoted as D z l , Db2, ..., DtTLL (7 = 1 . 2 :.., N ) and the the subdomains are denoted as S D I , SD2, . . ', SD, .
. . . . C?I-\ (x)) represents a characteristic vector where the hth element cub (x) denotes the degree of belonging of a feature information X to the hth subdomain. R represents the relational matrix, which denotes the compatibility of various pattern classes corresponding to the subdomains. The order of R is N x A l .
class similarity vector where the j t h element sJ (X) denotes the degree of similarity of a pattern X to the j t h class. To explain the preprocessing concept, let us consider a 2 class and 2 feature problem (i.e., M = 2 and N = 2) as shown in Fig. l(a) . Based on the geometric structure [18] , the sample set of class A is initially decomposed into two groups (denoted by A1 and A2) of nearly rectangular shapes as shown in Fig. l(b) . Then depending on the relative positions of the sample groups, the sample group A1 is again subdivided into 2 subgroups All and A12 and the sample set of B is divided The relevance of the membership or compatibility functions for characterizing the subdomains is described in the next section.
B. Membership Functions
The preprocessing block of the recognition system decomposes each individual feature space into some overlapping domains. For a given pattern point in an individual feature space, the possibility of its being a member of a feature domain is maximum if it lies in the centre of the domain. As the distances of the points from the points in the central portion increase, the possibilities decrease and ultimately go to zero. All the triangular functions have the previous property. So any triangular function may be considered as the representative membership function for the domain of a feature space. As the 7r function (which is a quadratic triangular function) is well established to dictate the previous property [12] , [19] , it is considered here to serve the purpose.
Thus the gth domain along hth feature axis is characterized by 7rtY (.r, nzY, (1) where
Such a 7r function is graphically shown in Fig. 2 The structure of such a linear triangular function is shown in Fig. 3 . The significants of all the parameters are exactly this paper are shown using the 7r membership functions for the domains in various feature spaces. Assuming the previous linear triangular function, similar results are obtained.
C. Block Diagram
The block diagram of the proposed recognition system is shown in Fig. 4 . It consists of two sections, namely Learning and fuzzy processor. Learning section uses only the training sample information and finds the representative subdomains and a relational matrix. The fuzzy processor uses the relational matrix in the modified compositional rule of inference [8] to give a natural or linguistic output decision regarding the class or classes to which an unknown pattern X may belong.
The preprocessing task of the Learning section is explained previously. It decomposes the whole feature space into some overlapping subdomains. The relational matrix estimator block finds a relational matrix R.
The feature extractor block takes a pattern X as input and Ambiguity (uncertainty) in the fuzzy decision, provided by S ( X ) , is then determined by computing CF (confidence or certainty factor). Higher the value of CF, the stronger is the validity of the decision. Depending on the value of CF, the final output of the recognition system is given in linguistic or natural form. The recognition system described previously is referred here as multivalued because it normally gives multiple class choices with different degree of certainty of the classes. It may also be viewed as a generalized classifier providing natural (fuzzy and/or hard) output from both fuzzy and deterministic input.
The overview of the recognition system is provided previously. Various blocks of Fig. 4 are discussed in the following sections.
LEARNING
The operations of this section are fully dependent on the training samples. This section decomposes the whole feature space into some overlapping subdomains in order to handle the ambiguous information and estimates a relational matrix. It has two blocks, namely preprocessing and relational matrix estimator. The domains and subdomains in the feature space are obtained in the preprocessing block. The relational matrix estimator block finds a relational matrix R.
A. Preprocessing
In this block, geometric complexity [18] and the relative positions of the given pattern classes are considered one after another to decompose the training sample set of the pattern classes into some groups. Accordingly each individual feature space is divided into some domains to highlight the obtained sample groups. These concepts are explained in the following in two-dimensional (2-D) feature space.
Geometric Complexity: The system assumes that every pattern class is a union of nearly rectangular sets. In order to determine whether a pattern class is of nearly rectangular or not, an analysis based on overlapping windows is proposed. An accuracy factor ( b T ) based on the number of available training samples (say, T ) is considered for deciding the rectangular property of the pattern classes. The value of ST is decided as [I81 so that as T + x, h~ ---f 0, and T S T~ + x. Since 67 decreases with the increase of T, the accuracy of the algorithm also increases with the increase of T . The inequality (4) is due to Grenander [20] who used it for estimation of set or class. The details are explained in [18] .
The procedure is explained for a pattern class in the 2-D feature space. Here each class is considered separately. A typical training sample set is shown in a feature space in Fig (5) where h~ is the accuracy factor. All the windows are constructed from the training samples using E b so that the base coverage length of each window is atleast E b .
Similarly, the maximum (say, inax/,) and minimum (say, inin,,) of the height values are found and a height threshold factor, say E h , is defined as
where is used in deciding whether a sample set or group is of nearly rectangular or not. Now the training samples are arranged in ascending order according to the base values. The first window starts with the first sample of the ordered training samples and it includes all those samples one after another in ascending order until its base coverage length exceeds Eh. Assume that the first window ends with the kth sample. Then the second window will end with the ( k + 1)th sample and to find the starting point of this window, it proceeds backward from kth sample until its base coverage length exceeds Eb. Similarly, other windows are constructed. Thus, some overlapping windows of sample points are generated utilizing the sample base values and the base coverage factor €6.
The height values in a window are assumed to be the height coverages for that window area. The maximum and the minimum height sample values are chosen from each window to find the upper most and the lower most height coverage for a window, and these are considered here as the boundary values.
Calculation of 5 E / , then the variation factor 1;) is assumed to be zero, i.e., make = 0. Initially, assuming F1 and F2 axes as the base and height respectively, the boundary variation factors 1 '
; and 1'2 for the directions 1 and 2 are calculated. Similarly, by reversing the roles of F1 and F2 axes previously, the boundary variation factor 13 and 1; are obtained. Pattern C1us.s Subdivider: To determine the direction of decomposition, the algorithm finds the direction in which the variation is maximum. That is, the direction D E { 1 . 2 . 3 . 4 } is obtained where 1b 2 1;) for t l = 1.2.3.4. If VD = 0, the sample set is assumed to be nearly rectangular in shape and it is not further decomposable.
Otherwise, i.e., if r/, > 0, it is assumed that the sample set is not nearly rectangular in shape and it is to be decomposed into groups. Now from the direction of decomposition (i.e., D) the windows with their base and boundary (or height) values and the corresponding height threshold value ~f~ are recalled. The samples are arranged in ascending order according to the base values. For making a cluster of windows, the maximum boundary value is found. The starting window for the cluster is taken as the window where boundary value is maximum among all the boundary value. The position of the starting window is noted. The following windows for the starting window are arranged one after another in the cluster until the difference between the boundary values of the current window and the starting window is less than or equal to Similarly, the preceding windows are also put in the window cluster. The samples lying in the previous window cluster are assigned to the first group of samples.
The previous routine is repeated on the remaining windows until all the windows are exhausted. This leads to the formation of window clusters. Every window cluster results in a group of sample points. Thus the given training sample set is decomposed into a few groups of sample points.
The decomposition procedure is applied on the sample groups repeatedly until all the groups are found to be nearly rectangular in shape.
Relative Position of Pattern Classes: The sample groups generated in the previous sections are nearly rectangular in shape. The relative positions of the sample sets in the feature space are then considered to divide (if necessary) further the sample sets so that the spans (ranges) of the sample sets in a group are more or less same in an individual feature space. This will facilitate (as described in the next section) to decompose the entire feature space into various subdomains. This concept of relative position has already been explained earlier by pattern diagrams in Fig. 1 .
Here each feature axis is considered separately. Let us assume that there are M sample groups (initially -11 = ALf). Let l,, and u,, be the lower and upper limits of the training samples corresponding to ith feature and j t h sample group. Now follows an algorithm to decompose the training sample sets based on the relative positions of the sample groups along the first feature axis.
Algorithm I
set c7:-.5ct and lower set 1-set are used.
Here two temporary sets of the sample sets namely covered
Step I :
Step 2:
Step 3:
Step 4: Je. c -s r t j @ c t j -s c t
The sample groups belonging to the I-st.t and not to the cii-set are decomposed into two groups. In such cases, the training samples with first axis value less than or equal to U1 are kept in the original sample group and include this sample group in the cu-set.
Then a sample group is generated as i f = 12^f + 1 and the remaining samples are put in the new group. If cv-set includes all the sample groups, then the algorithm terminates. Otherwise go to Step 2. An algorithm is described previously that decomposes the training sample set of a pattern class into groups according to the relative positions of the sample sets along the ith feature axis. Similarly the sample sets are decomposed depending on the relative positions of the sample sets along the other feature axes.
Decomposition of Feature Space: In order to highlight the generated sample groups, each individual feature space is divided into some overlapping domains. It is not difficult to group the sample sets so that the sample sets in each group correspond to one particular domain along an individual feature axis under consideration. The obtained domains are extended to some extent to incorporate the portions (of the pattern classes) possibly uncovered by the training samples and to handle the overlapping regions between the pattern classes. These domains are characterized by different 7r functions ( (1) 
Algorithm II
Here two temporary sets of the sample sets namely covered set c~~-s r t and lower set I-set of sample groups are used. Let (.rt,<, be the extension factor decided based on the accuracy factor h~ ((4)) for gth domain along the Ith feature axis.
Step 1:
Step 4: ; j t t P q = U,; r,,, = L~ -t'.l't,g; r,,,, = u1 + e.l;tjg;
If c7l-set includes all the sample groups, then the algorithm terminates and assign 7ii = 9 . Otherwise go to Step 2. The previous algorithm decomposes the ith feature space into some ( U , ) domains. This algorithm is repeated for all the feature axes. As a result, the total feature space is decomposed into few (,V = II; T I , ) subdomains that incorporates all the sample groups. Note that Lff is not in general same with
3.
B. Relational Matrix Estimator
The relational matrix R denotes the compatibility of various pattern classes corresponding to the subdomains. The order of R is N x M , where N is the number of subdomains and M is the number of pattern classes. Each column of R corresponds to a class and each row of that column denotes the degree to which a class should be characterized (based on the training samples) by the corresponding subdomains. In other words, for a 3 class (denoted by C1, C, and C3) and 2 feature (denoted by F1 and F2) problem (i.e., M = 3 and N = 2) with 3 domains (denoted byha, b and c ) corresponding to each feature space (i.e., with N =3 x ( 3 ) = 9 subdomains), a relational matrix, R, can be written as follows. 
A. Feature Extractor
Here, the input patterns of the recognition system are in any of the four forms namely, quantitative form, mixed form, set form, and linguistic form. First of all, each feature value is considered separately to determine its membership values corresponding to various domains of the considered feature space. The way it has been done is furnished in the following subsection.
Quantitative Form: The information in this form are considered as in exact numerical terms, like "F, is 500."
The membership functions corresponding to different domains of the individual feature spaces are decided in the preprocessing block (Section 111). So for the information in exact numerical terms, the membership values to belong to different domains in the feature range in consideration are determined directly from the corresponding membership functions.
Mixed Form: The information are provided in this form as the mixture of linguistic hedges and quantitative terms such as "F; is more or less 500."
As the linguistic hedges increase the impreciseness of the information, the membership values of a information in this form as a whole, for different domains should be lower than that of the membership values of the information with quantitative term alone. The amount of decrease is determined according to the linguistic hedges. As an example, for the information "F, is about 500," the membership value corresponding to the gth domain in the 6th feature space is assigned as is about 500) = {p19(Fl is 500)}1'25 (9) where / I ,~ (.) represents the membership value corresponding to the gth (g = 1 . 2 . . .
. . n i ) domain in the ith
The aforementioned modifications of the membership values will be reflected in the confidence factor (CF), i.e., in the final output of the recognition system. Set Form: Like the mixed form, the information in set form are also a mixture of linguistic hedges and numerical terms. The basic difference lies with the nature of linguistic hedges used. The linguistic hedges used in this form are less than, more than. between etc., such that the data reflected is a set and at least one boundary of the data set becomes known. The example of the information in this form are "F, is less than 500," "F, is between 400 and 500" etc.
Initially, the membership values of the numerical terms corresponding to various domains are determined directly from the corresponding membership function that is of the the central point of the gth domain in the ith feature space. For the statement F; is less than U , the membership value corresponding to the gth domain of the ith feature space is decided as (lo), shown at the bottom of the next page, where .) represents the membership value corresponding to the gth (9 = 1.2:" For the linguistic hedges like greater than or more than where exactly one boundary of the reflected data set is known, the membership values are similarly decided.
There may be information with statements using the connectors and, but etc. (e.g., F, is greater than 400 andbut less than 500) where the reflected data sets are both way bounded. (11) There may be statements like "F, is between 300 and 500" which is equivalent to the statement ''E; is greater than 300 and less than 500" and proceed as in the previous case. Hence, to put it concisely, rules for the calculation of membership values can be found out if the provided information is in the set form.
Linguistic Form: The information provided in this form are completely in linguistic terms such as "F, is small" or "F, is more or less high." To handle linguistic information, the system assumes only three primary linguistic variables, namely small, medium and high and the corresponding membership functions considered as 1 -S, 7r and S functions respectively. Using the a priori knowledge, the values of the parameters of the membership functions are assigned.
As long as the membership functions are chosen properly, one recovers [21] 
So corresponding to the previous type of interval-based truth value, one can find an interval of feature values that can be considered an equivalent of any linguistic information. That means, corresponding to a linguistic feature information, the system finds an interval of feature values. In other words, the system converts the linguistic information in set form. Then finds the membership value for various domains of the considered feature space depending on the converted information in set form from linguistic form. The previous interval based truth value logic can not be directly used for the primary linguistic variable medium, whose membership function is a 7r function. Here the aforementioned interval based truth value reflects two different data sets and, accordingly, two different membership values for various domains are obtained. Finally, the maximum of these two membership values is retained as the membership value corresponding to each domain in the feature space.
It may happen that the information about a particular feature is fully unavailable or missing. In such cases, it is reasonable to assign some low (say, 0.2) membership value to all the feature domains in that particular feature space. It is done to keep the system's ability of handling the missing information, i.e., to decide the output based on the available partial (or incomplete) information. The logic behind assigning low membership values for missing information is to bring down the confidence of the system's output.
The aforementioned discussion shows the way, how the impreciseness/ uncertainty in the input feature information has been handled by providing/ modifying the membership values heuristically to a great extent. The logic behind the assignment of membership values is also intuitively appealing.
Charucteristic The similarity vector S ( X ) for the pattern X will be
Here S(X) indicates that the unknown pattern X is inclined to the class C2.
C. Decision Maker
The similarity vector S(X) is analyzed in the decisionmaker block. The system always tries to provide multiple output choices for classes with their preferences. That is, the outputs will be one of the following types: Null choice: If all the entries in S ( X ) are zero then the system refuses to assign the unknown sample to any class, i.e., null choice is given. It is to be mentioned here that the single choices estimate the nonoverlapping regions in the feature space whereas the combined and first-second choices estimate the overlapping regions. Null choices estimate the portions uncovered by the training samples (with extended portions) and also the portions not represented by any class.
In order to give the final output decision in linguistic form regarding the class or classes to which the unknown input pattern S may belong, a measurement of confidence factor (CF) is defined as where s,,,.d(X) is the highest entry in S ( X ) ; sJ(X) denotes the j t h entry in S ( X ) and M denotes the number of classes.
For the case of Tingle choice, the linguistic variable surely is attached to the final output decision. Otherwise the linguistic variable likely is attached to the output. Based on the CF values, the linguistic hedges very, more or less, not etc. are In the case of null choice, the system gives the linguistic output decision as unable to recognize. The CF values are always attached along with the linguistic output decision.
Some typical output forms are: 1) This is very surely to be C1 (CF= 0.89) .
2) This is likely to be C1 (CF= 0.72) but not unlikely to 3) This is more or less likely to be C1 (CF= 0.48) but not 4) This is not unlikely to be C1 (CF= 0.28) . 5 ) This is more or less likely to be either C1 or C2 (CF= be C2 (CF= 0.32).
unlikely to be C2 (CF= 0.25).
0.52).
v. IMPLEMENTATION AND RESULTS
To verify the effectiveness of the proposed recognition system, different possible pattern sets were first of all generated and the previous algorithm was implemented on them. The recognition scores are found to be quite satisfactory in all the cases. Figs. 6(a)-(d) show typical pattern sets in two dimensional feature space. In Fig. 6(a) , there are six pattern classes (denoted by A, B , C , D , E , and F respectively) with 120, 120, 90, 90, 180 and 120 samples respectively. In Fig.   6 (b), there are three pattern classes (denoted by .4, B, and C respectively) with 300, 100 and 100 samples respectively. In Fig. 6(c) , there are two pattern classes (denoted by A and B) with 100 samples in each class. In Fig. 6(d) , there are two pattern classes (denoted by A and B ) with 100 and 150 samples respectively.
To implement the proposed algorithm, five different sets of 10% training samples were chosen randomly from each of the previous four sets of pattern classes. The recognition scores for the considered four cases are shown in Tables I-A (1)). Assuming the linear triangular membership functions ( (3)), more or less same results are obtained. Note that the recognition scores are grouped into five categories, namely single correct choice, first correct choice, combined correct choice, second correct choice and fully wrong choice. The single correct choice set includes those samples for which the system's single choice corresponds to the actual class. The first correct choice set includes those samples for which the system provides first-second choice with first choice as the actual class. The combined correct choice set includes those samples for which the classifier provides combined choice and one of the choices corresponds to the actual class. The second correct choice set includes those, for which the system considers first-second choice with second choice as the actual class. Samples not falling under the aforementioned categories are termed as misclassification or fully wrong choice. It is to be noticed that the first-second choices provide the states first correct and second correct choices. Hence the four output forms of the recognition system are categorized in the aforementioned five states.
Observe that the pattern classes in Fig. 6 (a) are of regular (elliptical) shape and there exists overlapping between two or more classes. On the other hand, the pattern classes in Fig.  6(b)-(d) are irregular shape and they are mutually nonoverlapping. In these three cases, most (95.4% to 99.6%) of the samples are seen to be recognized by single choices and the remaining samples are recognized either by first or combined choices. There is no samples falling under the sets second and fully wrong choices. In case of Fig. 6(a) , there are some samples that are found under the sets second correct and fully wrong choices. It is to be noted that when the overlapping is between two classes then the samples are recognized either by single choice or first choice or combined choice or second choice and so there will not be any sample falling under the set fully wrong choice. In case the overlapping exists between more than two classes, some samples will obviously fall under fully wrong choice. In such cases, it may be possible to avoid this situation by providing a higher choice namely, third choice.
To examine the practical applicability, the algorithm was then implemented on a set of Indian Telugu Vowel Sounds in a consonant-vowel-consinant context uttered by three speakers in the age group 30 to 35 years. Fig. 7 shows the typical feature space in F1 xF2 plane of the six vowels (6, a, i, 11, e, 0 ) containing 871 samples. F1 and F2 denote the first and second formant frequencies that were obtained through spectrum analysis of the speech data. The boundaries of the classes are seen to be ill-defined (fuzzy). The details of the feature extraction procedure is available in [12] .
The test set consists of the aforementioned 871 data and 102 imprecise (incomplete) data. These imprecise data on 8' 1 and F2 were coded to various linguistic forms viz., (700, between 1800 to 2200), (about 600, more or less high), (small, -) etc. by the trained personnel. It is to be mentioned here that these imprecise samples were ignored in earlier works [22]-[26] that were incapable of handling them. The recognition score of the vowel data is shown in Table I1 where the classifier is trained with a set of 10% samples drawn randomly from 871 data. The membership functions of various domains along the feature axes are considered here as the rr functions. Assuming the linear triangular membership functions, similar results are obtained.
A list of some typical output is given for illustration.
(300, 900): This is surely to be U (CF= 0.78).
(700, 1300): This is more or less likely to be a (CF= 0.55) but not unlikely to be h (CF= 0.32).
(850, 1300): This is more or less sure to be a (CF= 0.25). (250, 1550) : unable to recognize this sample.
(between 500 and 650, 1600): This is likely to be 7 (CF= 0.63) but not unlikely to be (CF= 0.32). 6) (about 350, -) : This is likely to be either i or U (CF= " indicates that there is no information for F2 feature), the system finds some similarity with the vowel classes i and U , on the basis of the Fl feature information alone.
0.28).
These natural outputs confirm the vowel diagram in Fig. 7 . Note that for the input (250, 1550), the system is unable to recognize the vowel, as this information is having very much insignificant similarity with the vowel classes. This has been regarded as misclassification while computing the recognition score. Further, for the information (about 350, -) (here "-
VI. CONCLUSION
A recognition system having the flexibility of accepting input in quantitative form, linguistic form, set form and mixed form, and in providing output decision in natural (linguistic) form along with its degree of certainty has been formulated. In order to show the effectiveness of the proposed system, different artificial pattern sets were considered. Problem of recognizing vowel sound in consonant-vowel-consonant context has also been considered to demonstrate its practical applicability to real life data. The results shown in Tables I and I1 using the 7r membership functions. The results obtained using the linear triangular membership functions ((3)), are more or less same. The recognition system always tries to provide multiple class choices and classify a sample either as single or firstsecond or combined or null choices. The recognition system has the capability of reflecting the overlapping and nonoverlapping regions. The single choices estimate the nonoverlapping regions. The overlapping regions are estimated by first-second and combined choices. The null choices reflect the portions outside the pattern classes and/or the portions uncovered by the training samples or by the obtained feature domains (with the extended portions).
The decisions of the existing conventional classifiers can be categorized into two hard states as correct or wrong. Each of these classifiers is designed to apply to some particular situations. If they are applied in the situations, different from the aimed ones, then satisfactory results, in general, are not obtained. Moreover the conventional classifiers can not provide multiple class choices and so they can not estimate the overlapping or nonoverlapping portions of the pattern classes in the feature space.
In contrast to the conventional classifiers, the proposed recognition system can be applied to all possible situations. It is to be observed that the proposed algorithm does not assume any distribution of the pattern classes. Only assumption it made is that the training samples more or less should represent the classes. The effectiveness of most of the existing classifiers depends on the distribution of the pattern classes. Bayes classifier is the most well known and established classifier, and we have tried to apply this on the artificially generated pattern sets for the comparison purpose. If the classes are of regular shaped and if their distributions can be obtained nicely, the performance of the Bayes classifier is more or less same with our system (considering single, first and combined correct choices). For example, the classes in Fig. 6 (a) are of regular (elliptical) shaped and the recognition score of the Bayes classifier was found to be 90.64 whereas, the recognition score for our classifier with single, first and combined correct choices is 92.50. Again analyzing the results, it has been found that our output decisions showing multiple choices are more natural and justified. When the pattern classes are not of regular shaped, it is extremely difficult to find their distributions. In such cases, multivariate normal distributions are assumed. But the Bayes classifier with multivariate normal distributions gives poor result, or in other word it may not always be applied on such pattern classes. For example, we could not apply the Bayes classifier on the pattern classes in Fig. 6(b) -(d), whereas it is not difficult to apply the proposed algorithm on these data sets, and the recognition scores (Tables I-B and I-D) were found to be very satisfactory.
It is observed from the vowel recognition problem that the confusion in recognizing a sample considering the single and first choices lies, in general, only with the neighboring classes constituting a vowel triangle. The similar findings were also obtained with the previous investigations [22]-[26] , considering deterministic input/output. The overall recognition score is quite satisfactory considering the fact that it accepts approximate feature information and the information relates only Fl and F2. Feature F3, which were incorporated in [22]-[26] , has not been considered here.
The linguistic output decisions of the recognition system can be categorized in five states, namely, single correct, first correct, combined correct, second correct and fully wrong (null) choices. For a sample with first-second choice, if the first choice corresponds to the actual class then it is included in the first correct choice set, and if the second choice corresponds the correct class then it is included in the second correct choice set. Hence the considered four output forms of the system are categorized in the aforementioned five states. This is explained in Fig. 8 . Because of the flexibility, the system has a provision of improving its efficiency significantly by incorporating combined and second choices under the control of a supervisory scheme.
