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The Re´nyi entanglement entropy (REE) is an entanglement quantifier considered as a natural
generalisation of the entanglement entropy. When it comes to stochastic local operations and clas-
sical communication (SLOCC), however, only a limited class of the REEs satisfy the monotonicity
condition, while their statistical properties beyond mean values have not been fully investigated.
Here, we establish a general condition that the probability distribution of the REE of any order
obeys under SLOCC. The condition is obtained by introducing a family of entanglement monotones
that contain the higher-order moments of the REEs. The contribution from the higher-order mo-
ments imposes a strict limitation on entanglement distillation via SLOCC. We find that the upper
bound on success probabilities for entanglement distillation exponentially decreases as the amount
of raised entanglement increases, which cannot be captured from the monotonicity of the REE.
Based on the strong restriction on entanglement transformation under SLOCC, we design a new
method to estimate entanglement in quantum many-body systems from experimentally observable
quantities.
Quantum entanglement is an essential resource to
achieve quantum advantages in various nonclassical
tasks, including quantum teleportation [1] and commu-
nication [2]. The fields of many-body physics have
recognised entanglement as a useful quantity to charac-
terise quantum ground states [3] and to witness quantum
phase-transitions [4, 5]. For a bipartite pure state |Ψ〉AB ,
the most widely-studied measure to quantify entangle-
ment is the entanglement entropy, ES(Ψ) = S(ρB) =
−Tr [ρB log ρB ], given by the von Neumann entropy of
the local quantum state ρB = TrA|Ψ〉AB〈Ψ|. More gen-
erally, the Re´nyi entanglement entropy (REE) [6],
Eα(Ψ) = Sα(ρB) =
1
1− α log Tr[ρ
α
B ], (1)
has been studied as an extended class of entanglement
quantifiers. The entanglement entropy ES can be re-
trieved in the limit α → 1. The REEs of low and high
α’s behave differently given changes of the entanglement
spectrum [7, 8], which has made them useful to classify
quantum phases [9–11]. The REE and Re´nyi entropy of
order α < 1, especially α = 1/2, have been attracting
attention for quantifying quantum correlations in many-
body systems [12–14]. Meanwhile, the REE of order
α > 1 can be estimated without quantum-state tomogra-
phy [15–17], and for α = 2, it has recently been measured
experimentally in quantum many-body systems [18–21].
One of the most important properties of entanglement
is that we cannot increase it deterministically by any lo-
cal operation and classical communication (LOCC) pro-
tocols. Nevertheless, it is possible to distill the maximally
entangled state from a partially entangled state by allow-
ing the success probability to be less than unity [22, 23].
The monotonicity condition for entanglement measures
ensures that the degree of average entanglement for the
total system does not increase by any stochastic LOCC
(SLOCC) protocols. The REEs of order 0 ≤ α ≤ 1 satisfy
such the condition [6], and they serve as reliable measures
of entanglement. However, despite the advantages to be
experimentally measurable, the REEs of order α > 1
have a limitation as they do not satisfy the monotonicity
condition [24]. Here, recalling that the monotonicity con-
dition is based on the average entanglement, we ask the
question whether the REEs of any order can be of use to
characterise entanglement under SLOCC by taking into
account their higher-order moments. There have been at-
tempts to find refined conditions on the statistical prop-
erties of entanglement beyond its mean value [22, 23].
These have, however, been limited to the study of the
success probability of nondeterministic transformations
when the exact form, i.e., the Schmidt decompositions of
outcome states, is given.
In this Letter, we explore a general condition on en-
tanglement transformation through SLOCC by focusing
only on the REE of the outcome states, without charac-
terising their Schmidt decompositions. We introduce a
generalised entanglement entropy (GEE) as an entangle-
ment monotone, and based on this, establish a condition
on the distribution of the REE under any SLOCC proto-
cols. From this condition, we demonstrate that the suc-
cess probability of raising entanglement exponentially de-
creases as the entanglement required to distill increases.
This provides a strong limitation on entanglement manip-
ulation under SLOCC protocols, for instance in distilling
a moderate amount of entanglement. Our results can
be applied to the estimation of entanglement in quan-
tum many-body systems, as a lower bound on the REE
is obtained from the higher-order moments of E2 after
applying an SLOCC protocol. Finally, we discuss how
our results can be extended for mixed states.
Condition on the REE distribution under SLOCC.—
Let us suppose that the initial bipartite pure state |Ψ〉AB
transforms through an SLOCC protocol as
|Ψ〉AB ESLOCC−−−−−→ {pm, |Ψm〉AB}, (2)
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2with outcome probabilities 0 ≤ pm ≤ 1 satisfying∑
m pm = 1. Entanglement of the outcome state can
increase depending on the SLOCC protocol, while the
monotonicity of the REE of order 0 ≤ α ≤ 1 guaran-
tees that average entanglement does not increase through
any SLOCC protocol, i.e., 〈∆Eα〉 ≤ 0. Here, 〈O〉 :=∑
m pmO(Ψm) and ∆Eα(Ψm) := Eα(Ψm) − Eα(Ψ).
However, the REE of order α > 1 does not obey such
condition [24]. Nevertheless, we find the following statis-
tical property that holds for the REE of any order.
Theorem 1. Under any SLOCC protocol, the outcome
statistics of the REE obey the following:
〈es(1−α)∆Eα〉
{
≤ 1 (0 < α < 1 and s ≤ 1α )
≥ 1 (α > 1 and s ≥ 1α ) .
(3)
We denote Ω := {(α, s)|0 < α < 1 and s ≤ 1/α} ∪
{(α, s)|α > 1 and s ≥ 1/α}, where Eq. (3) holds. We
note that the condition is stronger than the monotonicity
condition of the REEs of order 0 < α < 1 due to the con-
vexity of the exponential function. It also provides more
information about the higher-order moments 〈(∆Eα)k〉
beyond the mean value for any α 6= 1. This result can be
compared to entanglement fluctuation theorems [25, 26]
showing the equality relations regarding the higher-order
moments of outcome entanglement statistics. While pre-
vious works focus on a specific LOCC protocol [25] and
the fluctuation of the Schmidt coefficients [26], our results
do not depend on the form of LOCC protocol while deal-
ing with the spectrum of entanglement measures given
by the REE.
We sketch the proof of Theorem 1 by introducing a
family of entanglement monotones, GEEs, based on the
generalised quantum entropy [27–29].
Proposition 1. The GEE defined as
E(α,s)(Ψ) :=
1
s(1− α)
[
es(1−α)Eα(Ψ) − 1
]
(4)
is an entanglement monotone for (α, s) ∈ Ω, satisfying
the following conditions: (i) E(α,s)(Ψ) = 0 if and only if
|Ψ〉AB is separable, and (ii) 〈∆E(α,s)〉 ≤ 0 via SLOCC.
When s→ 0, E(α,s) becomes Eα, whereas s = 1 gives the
entanglement measure based on the Tsallis entropy [30].
The monotonicity of the GEE can be obtained from the
concavity of the generalised entropy on positive semi-
definite matrices [27–29] combined with Vidal’s work [6],
from which Theorem 1 naturally follows. Detailed proofs
of the Theorem and Propositions throughout this Letter
can be found in the Supplemental Material [31].
We focus on the case s = 1/α, where E(α,s) becomes
an entanglement monotone for all α ∈ (0, 1) ∪ (1,∞).
When α approaches 1, the measure converges to the en-
tanglement entropy, i.e., lim
α→1
E(α,1/α) = ES , and Eq. (3)
becomes 〈∆ES〉 ≤ 0. We also note that E(α,1/α) for
α = 1/2 has a direct connection to the entanglement
negativity for pure bipartite states as E(1/2,2)(Ψ) =
‖(|Ψ〉AB〈Ψ|)TB‖1−1, where TB denotes the partial trans-
pose on B [32]. We will show that improved bounds on
entanglement distillation and estimation tasks can be ob-
tained from Theorem 1, and s = 1/α gives the tightest
bounds for both cases.
Probability bound on entanglement distillation via
SLOCC.—We first demonstrate that Theorem 1 leads
to a strong restriction on entanglement distillation
via SLOCC. Let us clarify the problem by defining
the accumulated success probability P (Eα ≥ Etarget) =∑
m∈Γ pm, where Γ = {m|Eα(Ψm) ≥ Etarget} is a set
where the outcome states |Ψm〉AB have entanglement
Eα(Ψm) higher than the desired value Etarget.
Finding the highest P (Eα ≥ Etarget) can be reformu-
lated by using the necessary and sufficient condition for
a pure state transition under SLOCC [22]. Furthermore,
for any entanglement monotone E, we show that the op-
timal success probability is given by
sup
ESLOCC
P (E ≥ Etarget)
= max
Ψ′
[
min
l∈{1,2,··· ,d}
(∑d
i=l λ
↓
i (Ψ)∑d
i=l λ
↓
i (Ψ
′)
)
E(Ψ′) = Etarget
]
,
where λ↓i (Ψ) are the Schmidt coefficients of |Ψ〉AB in de-
scending order with the Schmidt rank d (see the Supple-
mental Material [31] for the proof). However, this optimi-
sation problem is computationally challenging as it does
not belong to a convex optimisation problem [33]. Eval-
uating the highest success probability requires search-
ing all possible outcome states satisfying the constraint,
E(Ψ′) = Etarget, and the nonlinearity of entanglement
monotones, including the REE, makes the problem even
more complicated especially for large d. Furthermore, no
such optimisation can be applied to Eα for α > 1, since
it is not an entanglement monotone.
Instead of finding the exact solution to this problem,
we investigate an upper bound on the success probabil-
ity for entanglement distillation. We find the following
bound based on Theorem 1, or equivalently the mono-
tonicity of the GEE:
Proposition 2. ∀α > 0, the accumulated success proba-
bility for entanglement distillation is upper bounded by
P (Eα ≥ Etarget) ≤ e
( 1−αα )Eα(Ψ) − 1
e(
1−α
α )Etarget − 1
=: PGEEα . (5)
For 0 < α < 1, this bound is tighter than the probability
bound derived from the monotonicity of the REE,
〈∆Eα〉 ≤ 0 =⇒ P (Eα ≥ Etarget) ≤ Eα(Ψ)
Etarget
=: PREEα .
(6)
3We further extend the bound for α = 0 and α = 1. For
E0(Ψ) = log d < Etarget, P
GEE
α reaches zero when α ap-
proaches zero, implying that no SLOCC can increase the
Schmidt rank. For the distillation of the maximally en-
tangled state |Φd〉AB ∝
∑d
i=1 |ii〉AB , i.e., Etarget = log d,
we have lim
α→0
PGEEα = de
(1/d)Tr[log ρB ], which coincides
with the bound given by the G-concurrence monotone
[34]. Although this bound does not reach the opti-
mal rate found in Ref. [22], it can be obtained with
less information without knowing all the Schmidt coef-
ficients. When α approaches 1, the bound reduces to
lim
α→1
PGEEα = ES(Ψ)/Etarget.
By noting that Eα ≤ Eβ for α ≥ β, Eq. (14) can be
extended to bounds between the REEs of different or-
ders, P (Eα ≥ Etarget) ≤ P (Eβ ≥ Etarget) ≤ PGEEβ . For
example, the success probability for raising the entan-
glement entropy can be bounded as P (ES > Etarget) ≤
PGEE1/2 , which can be expressed in terms of the entangle-
ment negativity. Optimising over all possible β leads to
P (Eα ≥ Etarget) ≤ min
0≤β≤α
PGEEβ =: P
GEE
α,opt. (7)
This shows a strong limitation for entanglement distilla-
tion via SLOCC as the upper bound on success probabil-
ities exponentially decreases as P (∆Eα ≥ x) = P (Eα ≥
Eα(Ψ) + x) ≤ e−(
1−α
α )x for 0 < α < 1. For the entangle-
ment entropy, we can always find K > 0 and k > 0 such
that
P (∆ES ≥ x) ≤ Ke−kx.
We note that PGEEα and P
GEE
α,opt are valid bounds for any
α, while PREEα is not a valid bound for α > 1.
As an illustrative example, we choose the initial state
|χ(r)〉AB ∝
∑d
i=1
√
ri|ii〉AB with r = 0.86 and d = 500
to compare the probability bounds on raising the entan-
glement entropy. Figure 1 shows a significant gap be-
tween the bounds PREEα and P
GEE
α,opt when ∆ES becomes
large. Even though evaluation of the optimal proba-
bility is computationally challenging, we can consider
some SLOCC protocols that raise entanglement with
nonzero success probabilities. A well-known example is
the distillation of the k-level maximally entangled state
|Φk〉AB ∝
∑k
i=1 |ii〉AB [23]. We also introduce a more ef-
ficient protocol by iteratively mixing the maximum and
minimum Schmidt coefficients, λ↓1 and λ
↓
d, which pro-
vides a higher success probability than the Φk-distillation
protocol (for details of the protocol we make use of, see
the Supplemental Material [31]). As mixing the Schmidt
coefficients always increases entanglement, such proto-
col always gives the nonzero success probabilities for any
pairs of the initial state and target entanglement, unless
Etarget > log d. Figure 1 also compares P
REE
α and P
GEE
α,opt
for randomly generated initial states and target entan-
glement entropies.
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FIG. 1: Probability bounds given by PREEα (dashed line),
PGEE1/2 (dot-dashed line), and P
GEE
α,opt (solid line) for raising
the entanglement entropy (α = 1) of the initial state |χ(r)〉.
Green diamond points represent the distillation probabilities
of |Φk〉AB , while blue circular points represent the success
probabilities of the protocol mixing the maximum and mini-
mum Schmidt coefficients. Inset: Comparison between PREEα
and PGEEα,opt for randomly generated samples of initial states
(d = 500) and Etarget [35].
The probability bound on raising entanglement can
also be derived when SLOCC is performed to mul-
tiple copies of the initial state, i.e., |Ψ〉⊗nAB
ESLOCC−−−−−→
{pm, |Ψm〉A′B′}, where A′ and B′ are subsystems of
A⊗n and B⊗n, respectively. By defining the raised
amount of the REE per copy as ∆α(Ψm) = [Eα(Ψm)−
Eα(Ψ
⊗n)]/n, we obtain P (∆α ≥ x) ≤ e−n(
1−α
α )x for
0 < α < 1, implying that the probability bound expo-
nentially decreases as the number of copies increases.
Estimating entanglement from the REE distribution
via SLOCC.— Until now, we have seen that the lower
order REE restricts the success probabilities for raising
the higher order REE via SLOCC. Conversely, we show
that the distribution of the higher order REE can provide
a new method to estimate the lower order REE after ap-
plying local measurements. From Theorem 1, we obtain
the following inequality:
Proposition 3. For 0 < α ≤ γ, the REE under any
SLOCC transformation satisfies
Eα(Ψ) ≥
(
α
1− α
)
log〈e( 1−αα )Eγ 〉. (8)
We apply our bounds on the REE to estimate en-
tanglement from the distribution of experimentally ob-
servable quantities after applying SLOCC. We focus on
the case of γ > 1, especially γ = 2, where its de-
tection requires less resources than those for γ < 1
[15, 16]. In particular, E2 can be detected from a sin-
gle copy of a quantum state by using cross-correlations
between randomised local measurements [21]. While the
direct measurement of E2(Ψ) lower bounds the REEs
of order α ≤ 2 as Eα(Ψ) ≥ E2(Ψ), further informa-
tion about Eα(Ψ) can be extracted from the outcome
40.0 0.5 1.0 1.5 2.0
0.6
0.8
1.0
1.2
1.4
α
R
é
n
y
i
E
n
ta
n
g
le
m
e
n
t
E
n
tr
o
p
y
-0.25 0.6
0.0
0.2
0.4
0.6
0.8
P
ro
b
a
b
il
it
y
m=↑
ΔE2
Πk
proj.
at k=4
E2( )
Eα( )
E

α,proj.
E

α,POVM
FIG. 2: Estimation of the REE for the Neel state evolved un-
der the Heisenberg hamiltonian. Eˆα,POVM (solid-red line) is
obtained by optimising over dichotomic POVMs on the sub-
system. Eˆα,proj. (solid-blue line) is evaluated from the out-
come REE distribution (inset) after projection measurements
on the spin at k = 4. Eα(Ψ) (dot-dashed line) and E2(Ψ)
(dashed line) are obtained from the exact diagonalisation.
distribution of entanglement {pm, E2(Ψm)} after per-
forming a one-way SLOCC, consisting of local positive-
operator valued measurements (POVMs). Based on
Proposition 7, we obtain Eα(Ψ) ≥ Eˆα({pm, E2(Ψm)}) :=(
α
1−α
)
log
[∑
m pme
( 1−αα )E2(Ψm)
]
. For instance, a lower
bound on E1/2(Ψ), equivalent to the logarithmic nega-
tivity [36] and the maximum overlap between the max-
imally entangled state [37] for pure states, can be ob-
tained as E1/2(Ψ) ≥ log
〈
eE2
〉
. Such entanglement mea-
sure has been recognised as a useful correlation quantifier
of quantum many-body systems, especially in quantum
quenching dynamics [13, 38, 39]. While the direct de-
tection of E1/2(Ψ) remains challenging, its lower bound
can be efficiently estimated by our protocol. By optimis-
ing over all possible POVMs on one of the subsystems,
Eˆα bounds Eα(Ψ) always tighter than the direct mea-
surement of E2(Ψ), i.e., Eα(Ψ) ≥ Eˆα ≥ E2(Ψ) for all
0 < α ≤ 2. We note that the required number of ex-
perimental runs to achieve this advantage is significantly
smaller than that to obtain Eα(Ψ) from a tomographic
reconstruction of the quantum state, without making
additional assumptions [40]. When α approaches zero
lim
α→0
Eˆα({pm, E2(Ψm)}) = max{E2(Ψm)}, and the gap
between Eˆα and E2(Ψ) monotonically decreases to zero
as α approaches 2.
As a physical example, we consider the Heisenberg
model in an N -spin system with the hamiltonian H =
−J∑Nj=1 ~σ(j) · ~σ(j+1) with a periodic boundary condi-
tion. Here, J is the interaction strength and ~σ(j) =
(σ
(j)
x , σ
(j)
y , σ
(j)
z ) is the vector of Pauli matrices acting
on the jth spin. We suppose that the system is ini-
tially prepared in the Neel state |↓↑↓ · · · ↑〉, where |↑〉
and |↓〉 are the eigenstates of σz with the eigenvalues +1
and −1, respectively. After the state evolves to |Ψ〉 =
e−iHτ/~ |↓↑↓ · · · ↑〉, we investigate entanglement between
two parties with bipartition NA and NB = N −NA. Fig-
ure 2 illustrates the REE estimation protocol (POVMs
can be performed either on A or B) and presents the
performance for a specific choice of τ = 4.1, N = 8 and
NA = 6. In this case, POVMs on the subsystem B can
be realised as collective measurements on two spins as
NB = 2. By optimising over dichotomic POVMs on the
subsystem, the improvement of the REE estimation for
α = 1/2 is evaluated as |Eˆ1/2 − E2(Ψ)| = 0.14 for the
given model and parameters. The protocol can be further
simplified by performing single-spin projection measure-
ments Πproj.k = {|↑〉k 〈↑| , |↓〉k 〈↓|} on the kth site, which
has been studied in the context of many-body measure-
ment quench dynamics [41]. While being easier to be im-
plemented, the REE estimation with a single-spin mea-
surement is effective for a limited range of α depending on
the physical models and parameters. For our model with
τ = 4.1, the regime where Eˆα has a better performance
than the direct measurement of E2(Ψ) is numerically ver-
ified as 0 ≤ α ≤ 0.55.
Our estimation protocol can also be applied for the
case when the pure quantum state |Ψ〉AB is subject to
decoherence and becomes a mixed state ρ˜AB = (1 −
z)|Ψ〉AB〈Ψ|+zσAB . When σAB is known, e.g., for global
depolarisation σAB ∝ 1AB , the REE of the uncontami-
nated state Eα(Ψ) can be estimated from the distribution
of the Re´nyi-2 entropy of the subsystem after applying
POVMs, similarly to the pure state case. An additional
error term due to the decoherence can be calculated
based on the continuity of the Re´nyi entropy [42]. Fur-
ther discussions on the effect of decoherence along with
another physical example, the transverse Ising model in
the thermodynamic limits [43, 44] can be found in the
Supplemental Material [31].
We also note that the right-hand side of Eq. (15) for
γ = α has been recently studied as a measure for acces-
sible entanglement of indistinguishable particles [45] by
considering a projection onto the Hilbert space with a
fixed particle number in the subsystem.
Generalisation for mixed states.—We consider gener-
alisation of our results to a mixed state. The GEE for a
bipartite mixed state ρ can be constructed as
coE(α,s)(ρ) := min{qµ,ψµ}
∑
µ
qµE(α,s)(ψµ), (9)
based on the convex roof construction cof(ρ) :=
min
{qµ,ψµ}
∑
µ
qµf(ψµ), where ρ =
∑
µ qµ|ψµ〉〈ψµ|. When
s → 0, coE(α,s) becomes coEα, where its evaluation has
been studied [46, 47] for some classes of mixed states. For
the case of α→ 1, coE(α,1/α) becomes the entanglement
of formation [48].
5Meanwhile, a general SLOCC protocol including trans-
forms between mixed bipartite states can be described as
a LOCC instrument [49], in which a coarse-grained out-
come consists of fine-grained SLOCC outcomes describ-
ing transformations between pure states. The following
then holds for mixed states:
Proposition 4. Suppose that an initial bipartite mixed
state ρ transforms by SLOCC. Then, the following in-
equality holds:
coE(α,s)(ρ) ≥ 1
s(1− α)
[
〈es(1−α)coEγ 〉 − 1
]
for 0 < α < 1, α ≤ γ, and s ≤ 1/α. From this, the
success probability of raising coEα is upper bounded as
P (coEα ≥ Etarget) ≤ min
0≤β≤α

(
1−β
β
)
coE(β,1/β)(ρ)
e(
1−β
β )Etarget − 1
 .
Although evaluating coE(α,1/α) for a general mixed state
is an open question, these bounds can be utlised to study
the REEs of the Werner and isotropic states as coE(1/2,2)
of those states have a less complicated form [50] than the
entanglement of formation [48].
Remarks.— We have shown that under any SLOCC
process, there exist refined conditions on the outcome
distribution of the REE, beyond its mean value. To this
end, we have introduced a new family of entanglement
measures based on the generalised entropy, the mono-
tonicity of which involves the contribution of the higher-
order moments of the outcome REE distribution. Our
work provides a fundamental limitation for stochastic
entanglement distillation, namely that its success proba-
bility exponentially decreases as the distilled amount of
entanglement increases. The refined condition can also
be utilised to obtain a lower bound on the initial state’s
Eα from the distribution of the outcome Eγ with γ ≥ α,
for instance E2 which can more readily be measured in
experiments.
An interesting direction for future research is apply-
ing our results to other entanglement quantifiers related
to the REE, such as the conditional Re´nyi entropy [51]
and α-logarithmic negativity [52]. Generalisation of our
work to nondeterministic manipulation of multi-partite
entanglement [53] could also be an intriguing topic as
there exist distinct classes of entangled states that are
not interconvertible by SLOCC [54].
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7SUPPLEMENTAL MATERIAL
I. PROOF OF PROPOSITION 1
Proposition 5. The generalised entanglement entropy (GEE) defined as
E(α,s)(Ψ) :=
1
s(1− α)
[
es(1−α)Eα(Ψ) − 1
]
(10)
is an entanglement monotone for (α, s) ∈ Ω := {(α, s)|0 < α < 1 and s ≤ 1/α} ∪ {(α, s)|α > 1 and s ≥ 1/α},
satisfying the following conditions:
(i) E(α,s)(Ψ) = 0 if and only if |Ψ〉AB is separable,
(ii) 〈∆E(α,s)〉 ≤ 0 via stochastic local operations and classical communication (SLOCC).
When s→ 0, E(α,s) becomes Eα, whereas s = 1 gives the entanglement measure based on the Tsallis entropy [30].
Proof. As every entanglement monotone for a pure state |Ψ〉AB is defined by a concave function on the local density
matrix ρB = TrA|Ψ〉AB〈Ψ| [6], it sufficient to show that
S(α,s)(ρB) :=
1
s(1− α)
[
es(1−α)Sα(ρB) − 1
]
,
is an operator concave function for positive semidefinite matrices. This has been proven in Ref. [27] based on
Minkowski’s inequality, and we show a simplified version of the proof. We first show the following lemma, regarding
the Schatten norm ‖X‖α :=
[
Tr(
√
X†X)α
]1/α
.
Lemma 1 (Concavity (convexity) of ‖X‖α [27, 29]). For positive semidefinite matrices X and Y and 0 ≤ µ ≤ 1,
‖µX + (1− µ)Y ‖α
{
≥ µ‖X‖α + (1− µ)‖Y ‖α (0 < α ≤ 1)
≤ µ‖X‖α + (1− µ)‖Y ‖α (α ≥ 1)
.
Proof. Let us define X˜ = X/‖X‖p and Y˜ = Y/‖Y ‖p. Then we have
‖µX + (1− µ)Y ‖α
µ‖X‖α + (1− µ)‖Y ‖α =
[
Tr(µ˜X˜ + (1− µ˜)Y˜ )α
]1/α
,
where µ˜ = µ‖X‖α/(µ‖X‖α + (1− µ)‖Y ‖α). By noting that f(t) = tp is concave for 0 < p < 1 and convex for p > 1
and by using Tr[X˜α] = 1 = Tr[Y˜ α], we verify that the right-hand-side of the equation is greater or equal to 1 for
0 < α < 1 while less or equal to 1 for α > 1.
Now we show the main proof by noting that S(α,s)(ρB) =
1
s(1−α) [‖ρB‖αsα − 1]. For 0 < α < 1 and s ≤ 1/α, ‖ρB‖αsα
is concave since ‖ρB‖α is a monotone increasing function and concave for 0 < α < 1 and f(t) = tαs is a concave
function for αs ≤ 1. Conversely, for α > 1 and s ≥ 1/α, ‖ρB‖αsα is convex since ‖ρB‖α is convex for α > 1 and
f(t) = tαs is a convex function for αs ≥ 1. By taking into account the term (1− α), which is positive (negative) for
0 < α < 1 (α > 1), we conclude that S(α,s)(ρB) is concave on positive semidefinite matrices for (α, s) ∈ Ω.
We derive the limiting cases of GEEs for s→ 0 and s = 1 by noting that
lim
s→0
S(α,s)(ρB) = Sα(ρB)
and that the Tsallis entropy is defined as Tα(ρB) :=
1
1−α (Trρ
α
B − 1) = 11−α
[
e(1−α)Sα(ρB) − 1] = S(α,1). In particular
when α approaches 1, E(α,s) becomes the entanglement entropy ES for any s 6= 0 as
lim
α→1
1
s(1− α)
[
es(1−α)Sα(ρB) − 1
]
= S(ρB) = ES(Ψ).
8Based on the monotonicity of the GEE we derive our main theorem, a refined statistical property that the REEs
obey under SLOCC.
II. PROOF OF THEOREM 1
We start with the following inequality given by the monotonicity of E(α,s),
1
s(1− α)
[∑
m
pme
s(1−α)Eα(Ψm) − 1
]
≤ 1
s(1− α)
[
es(1−α)Eα(Ψ) − 1
]
,
which can be rearranged to
1
s(1− α) 〈e
s(1−α)∆Eα〉 ≤ 1
s(1− α) .
We then have the desired inequality, depending on the sign of (1− α) ,
〈es(1−α)∆Eα〉
{
≤ 1 (0 < α < 1 and s ≤ 1α )
≥ 1 (α > 1 and s ≥ 1α )
. (11)
III. OPTIMAL SUCCESS PROBABILITY OF RAISING ENTANGLEMENT VIA SLOCC
We show that for an entanglement monotone E, the optimal success probability of raising entanglement more than
a desired value Etarget via SLOCC is given by
sup
ESLOCC
P (E ≥ Etarget) = max
Ψ′
[
min
l∈{1,2,··· ,d}
(∑d
i=l λ
↓
i (Ψ)∑d
i=l λ
↓
i (Ψ
′)
)
E(Ψ′) = Etarget
]
, (12)
where λ↓i (Ψ) are the Schmidt coefficients of |Ψ〉AB in descending order.
Proof. We first show that a single state transformation is enough to achieve the optimal probability. In order to prove
this, we use that the necessary and sufficient condition [22] for a pure state transition under an SLOCC protocol:
|Ψ〉AB ESLOCC−−−−−→ {pm, |Ψm〉AB} ⇐⇒
d∑
i=l
λ↓i (Ψ) ≥
∑
m
pm
(
d∑
i=l
λ↓i (Ψm)
)
∀l = 1, 2, · · · , d. (13)
Let us suppose that there exists an SLOCC protocol that transforms the initial bipartite state |Ψ〉AB =∑d
i=1
√
λ↓i (Ψ)|ii〉AB into {pm, |Ψm〉AB}, where |Ψ1〉AB =
∑d
i=1
√
λ↓i (Ψ1)|ii〉AB and |Ψ2〉AB =
∑d
i=1
√
λ↓i (Ψ2)|ii〉AB
satisfy E(Ψ1) ≥ Etarget and E(Ψ2) ≥ Etarget. Without loss of generality, we assume that all states have the same
Schmidt basis since this could be achieved via local unitary operations. We then define the following bipartite state
from |Ψ1〉AB and |Ψ2〉AB :
|Ψ′〉AB =
d∑
i=1
√(
p1
p1 + p2
)
λ↓i (Ψ1) +
(
p2
p1 + p2
)
λ↓i (Ψ2)|ii〉AB =
d∑
i=1
√
λ↓i (Ψ′)|ii〉AB ,
where λ↓i (Ψ
′) is also given in descending order. We note that any entanglement monotone E of a pure bipartite
state |Ψ〉AB can be expressed by using a concave function V on its (positive-semidefinite) local density matrix ρB as
E(Ψ) = V (ρB) [6]. We than have
E(Ψ′) = V
((
p1
p1 + p2
)
ρB1 +
(
p2
p1 + p2
)
ρB2
)
≥
(
p1
p1 + p2
)
V (ρB1) +
(
p2
p1 + p2
)
V (ρB2)
=
(
p1
p1 + p2
)
E(Ψ1) +
(
p2
p1 + p2
)
E(Ψ2)
≥ Etarget,
9where the first inequality comes from the concavity of V on a set of positive-semidefinite matrices. Here, ρB1 and ρB2
are reduced density matrices of |Ψ1〉AB and |Ψ2〉AB , respectively. Also, from the necessary and sufficient condition
for an SLOCC transformation given by Eq. (13), we have
d∑
i=l
λ↓i (Ψ) ≥ p1
(
d∑
i=l
λ↓i (Ψ1)
)
+ p2
(
d∑
i=l
λ↓i (Ψ2)
)
+
∑
m6=1,2
pm
(
d∑
i=l
λ↓i (Ψm)
)
= (p1 + p2)
[
d∑
i=l
(
p1
p1 + p2
)
λ↓i (Ψ1) +
(
p2
p1 + p2
)
λ↓i (Ψ2)
]
+
∑
m 6=1,2
pm
(
d∑
i=l
λ↓i (Ψm)
)
= (p1 + p2)
(
d∑
i=l
λ↓i (Ψ
′)
)
+
∑
m 6=1,2
pm
(
d∑
i=l
λ↓i (Ψm)
)
for all l = 1, 2, · · · , d. Therefore, there exists an SLOCC protocol that transforms |Ψ〉AB into |Ψ′〉AB with success
probability p1 + p2.
Next, by noting that E(Ψ′) ≥ Etarget, we can always find a deterministic LOCC protocol ELOCC such that
E(ELOCC(Ψ′)) = Etarget. By combining these two protocols, we observe that for any SLOCC protocol that transforms
|Ψ〉AB into two outcome states |Ψ1〉AB and |Ψ2〉AB satisfying E(Ψ1(2)) ≥ Etarget with probabilities p1 and p2, we
can always find an SLOCC protocol that transforms |Ψ〉AB into |Ψ′〉AB satisfying E(Ψ′) = Etarget with probabilities
p1 + p2, i.e. with the same accumulated probability. This can be generalised for multiple outcome states of |Ψm〉AB
satisfying E(Ψm) ≥ Etarget by applying multiple rounds of the pairwise merging process described above. Therefore,
optimisation of the accumulated probability over all possible outcome states can be reduced to optimisation over a
transition probability to a single state |Ψ′〉AB such that E(Ψ′) = Etarget.
IV. ENTANGLEMENT MANIPULATION PROTOCOL BY VARYING THE MAXIMUM AND
MINIMUM SCHMIDT COEFFICIENTS
We introduce a simple protocol that can give a higher success probability than the distillation of the k-level
maximally entangled state |Φk〉AB ∝
∑k
i=1 |ii〉AB . Suppose that the Schmidt decomposition of the initial bipartite
state is given by |Ψ〉AB =
∑d
i=1
√
λ↓i (Ψ)|ii〉AB . We find the target state |Ψ′〉AB by the following steps:
For the first round, we vary the values of the maximum and minimum Schmidt coefficients λ↓1(Ψ) and λ
↓
d(Ψ) to
λ↓1(Ψ)− and λ↓d(Ψ)+, while keeping the others unchanged. In order to make all the Schmidt coefficients non-negative,
0 ≤  ≤ min{λ↓1, 1− λ↓d}. Then we have two possible situations:
(i) If there exists  such that the outcome entanglement reaches Etarget, we update the state to |Ψ′〉AB having
the same Schmidt coefficients as the initial state |Ψ〉AB , except the two elements λ↓1(Ψ) −  and λ↓d(Ψ) + . Then
entanglement of the target state becomes E(Ψ′) = Etarget, and we finish the protocol.
(ii) If there is no  that can reach Etarget from varying λ
↓
1(Ψ)→ λ↓1(Ψ)−  and λ↓d(Ψ)→ λ↓d(Ψ) + , we update both
coefficients to (λ↓1(Ψ) + λ
↓
d(Ψ))/2.
After each round of mixing the Schmidt coefficients, the degree of entanglement always increases, i.e., E(Ψ′) ≥ E(Ψ).
We repeat this using the updated state |Ψ′〉AB =
∑d
i=1
√
λ↓i (Ψ′)|ii〉AB recursively until the entanglement of the final
state reaches Etarget. We note that for the extreme case, Etarget = log d, the target state |Ψ′〉AB ends up with the
maximally entangled state after running sufficiently many rounds.
Finally, by using Eq. (13), we obtain the SLOCC transformation probability from |Ψ〉AB to |Ψ′〉AB , which is nonzero
when the Schmidt ranks of |Ψ〉AB and |Ψ′〉AB are the same. Therefore, the protocol always gives the nonzero success
probabilities for any pairs of the initial state and target entanglement, unless Etarget > log d.
V. PROOF OF PROPOSITION 2
We provide the extended version of Proposition 2 and its proof.
Proposition 6. The accumulated success probability of achieving the outcome Eα larger than Etarget is upper bounded
10
by
P (Eα ≥ Etarget) ≤ e
s(1−α)Eα(Ψ) − 1
es(1−α)Etarget − 1 , (14)
for all (α, s) ∈ Ω. Furthermore, the right-hand-side of the inequality is minimised when s = 1/α.
Proof. We note that
〈es(1−α)∆Eα〉 =
∑
m
pme
s(1−α)(Eα(Ψm)−Eα(Ψ))
= e−s(1−α)Eα(Ψ)
 ∑
Eα(Ψm)≥Etarget
pme
s(1−α)Eα(Ψm) +
∑
Eα(Ψm)<Etarget
pme
s(1−α)Eα(Ψm)

{
≥ e−s(1−α)Eα(Ψ) [P (Eα ≥ Etarget)es(1−α)Eα(Ψm) + P (Eα < Etarget)] (0 < α < 1)
≤ e−s(1−α)Eα(Ψ) [P (Eα ≥ Etarget)es(1−α)Eα(Ψm) + P (Eα < Etarget)] (α > 1) ,
where the inequality comes from the fact that Eα(Ψm) ≥ Etarget for the first term and Eα(Ψm) ≥ 0 for the second
term depending on the sign of (1− α). Then using P (Eα < Etarget) = 1− P (Eα ≥ Etarget) and combining with the
condition given in Eq. (11), we have{
e−s(1−α)Eα(Ψ)
[
P (Eα ≥ Etarget)(es(1−α)Eα(Ψm) − 1) + 1
] ≤ 〈es(1−α)∆Eα〉 ≤ 1 (0 < α < 1 and s ≤ 1α )
e−s(1−α)Eα(Ψ)
[
P (Eα ≥ Etarget)(es(1−α)Eα(Ψm) − 1) + 1
] ≥ 〈es(1−α)∆Eα〉 ≥ 1 (α > 1 and s ≥ 1α ) .
Finally be rearranging the inequalities and noting that es(1−α)Eα(Ψm)−1 ≥ 0 for 0 < α < 1 and es(1−α)Eα(Ψm)−1 ≤ 0
for α < 1, we obtained the desired inequality.
Next, we show that s = 1/α gives the minimum bound for any α ∈ (0,∞). It is enough to consider the case
Etarget ≥ Eα(Ψ), otherwise P (Eα ≥ Etarget) ≥ 1 only gives a trivial bound. Let us define a function
f(s) :=
esx − 1
esy − 1
for given values of x and y. We then note that for all s > 0,
df(s)
ds
=
(
esx − 1
esy − 1
)[
xesx
esx − 1 −
yesy
esy − 1
]{≥ 0 (0 ≥ x ≥ y)
≤ 0 (0 ≤ x ≤ y) ,
since xe
sx
esx−1 is a monotonically increasing function on x ∈ (−∞,∞) for s > 0. Then by taking x = (1− α)Eα(Ψ) and
y = (1− α)Etarget, we can observe that the bound is monotonically decreasing on 0 < s ≤ 1/α when 0 < α < 1, thus
the minimum value is achieved for s = 1/α. Conversely, for α > 1, the bound is monotonically increasing on s ≥ 1/α,
so the minimum value is again given by s = 1/α.
VI. PROBABILITY BOUNDS FOR α = 0 AND α = 1
We show the limiting cases of the probability bound
PGEEα :=
e(
1−α
α )Eα(Ψ) − 1
e(
1−α
α )Etarget − 1
when α approaches 0 and 1. We first consider the case α→ 0. We can rewrite the bound as
lim
α→0
PGEEα = lim
α→0
[
e(
1−α
α )(Eα(Ψ)−Etarget) − e−( 1−αα )Etarget
1− e−( 1−αα )Etarget
]
,
then it is straightforward to see that
lim
α→0
PGEEα =
{
0 (E0(Ψ) = log d < Etarget)
∞ (E0(Ψ) = log d > Etarget)
.
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For E0(Ψ) = log d = Etarget, we note that
lim
α→0
(
1− α
α
)
[Eα(Ψ)− E0(Ψ)] = lim
α→0
 ∂(Eα(Ψ)−E0(Ψ))∂α
∂( α1−α )
∂α
 = lim
α→0
[−S(ρ˜B,α‖ρB)] ,
where S(σ‖ρ) = Trσ(log σ − log ρ) is the relative entropy and ρ˜B,α = ραB/(TrραB). For α → 0, ρ˜B,α becomes 1B/d,
then limα→0
(
1−α
α
)
[Eα(Ψ)− E0(Ψ)] = −S(1B/d‖ρ) = log d+ (1/d)Tr[log ρB ]. Hence, the probability bound becomes
lim
α→0
PGEEα =

0 (E0(Ψ) = log d < Etarget)
de(1/d)Tr[log ρB ] (E0(Ψ) = log d = Etarget)
∞ (E0(Ψ) = log d > Etarget)
.
When α approaches 1, we can rewrite the bound as
lim
α→1
PGEEα = lim
α→1
(
α
1−α
) [
e(
1−α
α )Eα(Ψ) − 1
]
(
α
1−α
) [
e(
1−α
α )Etarget − 1
] = ES(Ψ)
Etarget
,
since lim
α→1
(
α
1− α
)[
e(
1−α
α )Eα(Ψ) − 1
]
= ES(Ψ) and lim
α→1
(
α
1− α
)[
e(
1−α
α )Etarget − 1
]
= Etarget.
VII. PROOF OF PROPOSITION 3
We provide the extended version of Proposition 3 and its proof.
Proposition 7. For (α, s) ∈ Ω and α ≤ γ, the REE under any SLOCC transformation satisfies
Eα(Ψ) ≥ 1
s(1− α) log〈e
s(1−α)Eγ 〉, (15)
where the right-hand-side of the inequality is maximised when s = 1/α.
Proof. It is straightforward to obtain the inequality by noting that
〈es(1−α)∆Eα〉 = e−s(1−α)Eα(Ψ)〈es(1−α)Eα〉
{
≤ 1 (0 < α < 1 and s ≤ 1α )
≥ 1 (α > 1 and s ≥ 1α )
,
where the inequality comes from Theorem 1. By rearranging the inequality and taking into account the sign of (1−α)
we obtain the desired inequality. We note that the right-hand-side of the inequality is a monotone on Eα(Ψm), thus
we obtain
Eα(Ψ) ≥ 1
s(1− α) log〈e
s(1−α)Eα〉 ≥ 1
s(1− α) log〈e
s(1−α)Eγ 〉
as Eγ ≤ Eα for 0 < α ≤ γ.
We now show that s = 1/α gives the maximum values of the bound,
g(s) :=
1
s
log
(∑
m
pme
sxm
)
for a probability distribution {pm} with outcome entities xm. We then note that
dg(s)
ds
=
1
s2
[∑
m
(
pme
sxm∑
m′ pm′e
sxm′
)
log
(
esxm∑
m′′ pm′′e
sxm′′
)]
=
H(p˜‖p)
s2
≥ 0,
where H(p˜‖p) = ∑m p˜m log(p˜m/pm) is the (classical) relative entropy between two probability distributions {p˜m =
pme
sxm/(
∑
m′ pm′e
sxm′ )} and {pm}. From this result, we note that 1s(1−α) log〈es(1−α)Eγ 〉 is a monotonically increasing
(decreasing) function of s when 0 < α < 1 (α > 1). Hence, s = 1/α gives the maximum bound for all α ∈ (0,∞) and
any given distribution {pm, Eγ(Ψm)} after applying SLOCC.
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VIII. ESTIMATING THE REE OF QUANTUM MANY-BODY SYSTEMS
As physical examples, we consider two different models in a 1-D spin system. We focus on the case of measuring
the REE of order 2 after applying POVMs, which leads to the following REE estimation bound:
Eα(Ψ) ≥ Eˆα(Ψ) :=
(
α
1− α
)
log〈e( 1−αα )E2〉,
where 〈e( 1−αα )E2〉 = ∑m pme( 1−αα )E2(Ψm) can be obtained from outcome statistics {pm, E2(Ψm)}.
A. Heisenberg model
First, we consider a Heisenberg model whose Hamiltonian is given by
H = −J
N∑
j=1
~σ(j) · ~σ(j+1)
with periodic boundary condition ~σ(N+1) = ~σ(1). Let us suppose that the system is initially prepared in the Neel
state |↓↑↓ · · · ↑〉, which does not have entanglement. As the system undergoes the time evolution, the state |Ψ〉 =
e−iHτ/~ |↓↑↓ · · · ↑〉 becomes entangled after some τ .
We first investigate entanglement between subsystems of an N = 8 spin system, divided into NA = 6 and NB = 2
after time evolution 0 ≤ Jτ ≤ 10 in units of ~ = 1. We employ different types of POVMs acting on single and
two-spin sites in the subsystem. For single-spin measurements, we apply two-different types of measurements on
the kth spin: 1) Projection measurements in the Pauli-X ({|↑x〉k 〈↑x| , |↓x〉k 〈↓x|}), Pauli-Y ({|↑y〉k 〈↑y| , |↓y〉k 〈↓y|}),
or Pauli-Z ({|↑z〉k 〈↑z| , |↓z〉k 〈↓z|}) basis and 2) POVMs along the z-axis {Π(k)↑z (),Π
(k)
↓z (()}, where Π
(k)
↑z () = (1 −
) |↑z〉k 〈↑z|+  |↓z〉k 〈↓z| and Π(k)↓z () =  |↑z〉k 〈↑z|+ (1− ) |↓z〉k 〈↓z|. For both protocols, we evaluate the maximum
value of Eˆα(Ψ) among the measurements on k = 1, · · · , N . For two-spin measurements, we optimise Eˆα(Ψ) over
all possible dichotomic POVMs. Note that in this example, two-spin POVMs are sufficient to express all the LOCC
operation acting on the subsystem B as NB = 2.
Figure 3 shows that Eˆtwo−spinα,POVM (Ψ) obtained from the optimal two-spin dichotomic POVMs always provides an
improved lower bound compared to the direct measurement of E2(Ψ) for all values of 0 ≤ α ≤ 2 and 0 ≤ Jτ ≤ 10.
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FIG. 3: Exact values of Eα(Ψ) (black-solid lines) and estimated lower bounds Eˆα(Ψ) for (a) α = 0.01, (b) α = 0.1, (c) α = 0.2,
and (d) α = 0.5 for the Neel state evolving under the Heisenberg Hamiltonian, |Ψ〉 = e−iHτ/~ |↓↑↓ · · · ↑〉. Dashed lines refer to
the exact values of E2(Ψ).
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(b) N=8 NA=5 NB=3
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(c) N=8 NA=4 NB=4
FIG. 4: Estimation of the REEs with Eˆα,POVM(Ψ) for α = 0.1 (red triangle points) and α = 0.5 (blue diamond points) by
increasing the bipartition size NB from 2 to 4. Red and blue dashed lines interpolate between the triangle and diamond points,
respectively. Solid lines refer to the exact values of Eα(Ψ) for α = 0.1 (red solid lines) and α = 0.5 (blue solid lines). Black
dashed lines refer to the exact values of E2(Ψ).
In our example, Eˆtwo−spinα,POVM (Ψ) is close to the exact value Eα(Ψ) for α = 0.01 and α = 0.1, while some amount
(|Eˆtwo−spinα,POVM (Ψ) − E2(Ψ)| ∼ 0.1) of improvement can be seen for α = 0.5 compared to the direct measurement of
E2(Ψ). The gap between Eˆ
two−spin
α,POVM (Ψ) and E2(Ψ) becomes smaller when α increases as Eˆα(Ψ) is a monotone
decreasing function on α, and we note that Eˆtwo−spinα,POVM (Ψ) reduces to E2(Ψ) when α = 2.
On the other hand, when we perform POVMs on a single spin, the improvement of the bound is observed only
for the small values of α. In our example, the gaps between Eˆα(Ψ), Eα(Ψ) and E2(Ψ) strongly depend on Jτ
for both single-spin Pauli and POVM measurements, where only a limited set of SLOCC can be implemented by
those measurements. This implies that POVMs involving more than a single-spin are demanded for a better REE
estimation performance in general cases. The costs for achieving improved REE bounds with general POVMs are the
computational costs of optimising POVMs in a higher-dimensional Hilbert space and the implementation of collective
measurements on multiple-spins, which could be more challenging compared to the single-spin measurements.
We study how the REE estimation bound changes by varying the bipartition size NB . In the case of optimising over
the dichotomic POVMs on the subsystem B, Eˆα,POVM(Ψ) shows better performances as the number of spins in the
bipartition increases. Figure 4 shows that the gap between Eˆα,POVM(Ψ) and E2(Ψ) becomes larger with increasing
partition size NB . Furthermore, when NB becomes larger, the behaviours of Eˆα,POVM(Ψ) with respect to Jτ tend to
follow the exact values Eα(Ψ) rather than E2(Ψ).
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(c)
FIG. 5: Eα(Ψ) of the ground state of HIsing at the critical point J/h = 1 and its lower bounds Eˆα(Ψ) for (a) α = 0.2 and (b)
α = 0.5. (c) Eα(Ψ) and Eˆα(Ψ) for 0 ≤ α ≤ 2. The subsystems are chosen as NA = 6 and NB = 2, where N = NA +NB = 8.
Three different types of POVMs, single-spin Pauli, and single-spin POVM, and two-spin POVM are applied to obtain the lower
bounds. Eα(Ψ) is obtained from direct diagonalisation of the Ising Hamiltonian HIsing (black-solid lines). The black-dotted
lines refer to E2(Ψ).
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B. Ising model
We consider another physical model, the transverse Ising model with the following Hamiltonian
HIsing = −h
N∑
j=1
σ(j)z − J
N−1∑
j=1
σ(j)x σ
(j+1)
x ,
where J is the interaction strength and h is the external magnetic field strength. Phase transition of this system
occurs at J/h = 1. The ground state has no entanglement when J = 0, while the system becomes more entangled as
J increases until it reaches the critical point J/h = 1. After passing the critical point, entanglement tends to saturate
at log 2 as J →∞.
We first investigate entanglement for the ground state of HIsing with NA = 6 and NB = N −NA = 2 by increasing
the interaction strength J/h. Figure 5 shows that Eα(Ψ) for α = 0.2 increases faster than E2(Ψ) before the system
reaches the critical point and changes more gradually than the higher order REE near the critical point. We also note
that the single-spin POVMs are enough to observe this, while optimisation over POVMs only gives small improvement
of the bound. However, α becomes larger as α = 0.5, only a small amount of improvement in the REE estimation can
be obtained. Furthermore, due to the finite size effect, it is hard to recognise the phase transition at J/h = 1 based
on the REEs.
In order to handle these problems, we study the ground state REEs of the Ising model in the thermodynamic limit
N →∞. The entanglement spectrum for the ground state of an XY Hamiltonian,
HXY = −
N−1∑
j=0
(a
2
[
(1 + γ)σ(j)x σ
(j+1)
x + (1− γ)σ(j)y σ(j+1)y
]
+ σ(j)x
)
,
can be evaluated in the thermodynamic limit [43, 44]. The ground state of the system can be characterised by using
Majorana operators,
c2l =
l−1∏
j=0
σ(l)z
σ(l)x and c2l+1 =
l−1∏
j=0
σ(l)z
σ(l)y ,
satisfying the anticommutation relations {ck, cl} = 2δkl. The reduced density matrix of the ground state having
partition size L can then be characterised by 〈ckcl〉 = δkl + iΓkl as higher order moments can be evaluated by using
Wick’s theorem. In the thermodynamic limit N →∞, the bipartite partition with length L can be evaluated by the
following 2L× 2L matrix:
ΓL =

Π0 Π1 · · · ΠL−1
Π−1 Π0 · · · ΠL−2
...
...
. . .
...
Π1−L Π2−L · · · Π0
 , Πl =
(
0 gl
−g−l 0
)
,
with real coefficients
gl =
1
2pi
∫ 2pi
0
dφe−ilφ
a cosφ− 1− iaγ sinφ
|a cosφ− 1− iaγ sinφ| =
1
2pi
∫ 2pi
0
dφe−ilφ
(J/h) cosφ− 1− i(J/h) sinφ
|(J/h) cosφ− 1− i(J/h) sinφ|
for the Ising model γ = 1 and a = J/h. Note that ΓL can be converted into a block-diagonal form
Γ˜L = V ΓLV
T =
L−1⊕
l=0
(
0 νl
−νl 0
)
,
where V is an element of SO(2L). By using a new set of Majorana operators dm =
∑2L−1
n=0 Vmncn, we can define
fermionic modes
bl = (d2l + id2l+1)/
√
2,
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FIG. 6: REEs Eα(Ψ) for the ground state of the Ising Hamiltonian HIsing in the thermodynamic limit (N →∞) and their lower
bounds obtained from Eˆα,POVM(Ψ) by optimising over dichotomic POVMs on the local system ρL =
⊗L−1
l=0 ρl. The REEs and
their bounds are obtained by varying J/h from 0 to 2.5 for (a) α = 0.2, and (c) α = 0.5, while (b) and (d) present those for the
narrow range of 0.9 ≤ J/h ≤ 1.1. (e) The REEs and their bounds for various values of 0 ≤ α ≤ 2 at the critical point J/h = 1.
(f) Behaviours of the REE bounds by increasing the bipartition size L. The fermionic modes only with νl ≤ 1 − 10−10 have
been taken into account for evaluating Eˆα,POVM(Ψ).
satisfying 〈bl〉 = 0 = 〈bkbl〉 and 〈b†kbl〉 = δkl
(
1+νl
2
)
. Finally, the density matrix of the partition with length L can be
expressed as a product of the mixed state of each mode l,
ρL =
L−1⊗
l=0
ρl,
where ρl has eigenvalues λ(ρl) =
{
1+νl
2 ,
1−νl
2
}
. Thus, the REE of the bipartition can be evaluated as
Eα(Ψ) = Sα(ρL) =
L−1∑
l=1
Sα(ρl).
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In order to estimate the REEs with Eˆα(Ψ), we apply POVMs acting on ρL =
⊗L−1
l=0 ρl. Although the L fermionic
modes are uncorrelated, we note that this does not mean that the local system does not factorise into local Hilbert
spaces for L-spins as each fermionic mode has a non-local structure. Thus, collective measurements on the spin in
the subsystem become a general form of such POVMs. Nevertheless, it is always possible to optimise over POVMs
acting on the local system by expressing them in terms of the fermionic operators.
Figure 6 shows how the REEs and their bounds behave by varying the system parameter J/h and the bipartition
size L. When the bipartition size L becomes larger, transition in the REEs near the critical point becomes more
significant. We note that the REEs of lower order increase more sharply as the system approaches the critical point.
This can be understood as when the system is near the critical point, some of the density matrices corresponding
to the fermionic mode l can have νl close to 1 [44], which can be more sensitively captured by lower order REEs.
The lower bound of REE Eˆα,POVM is obtained by employing optimised dichotomic POVMs on the local system. The
bounds Eˆα,POVM(Ψ) can estimate REEs better than directly measuring E2(Ψ) without applying the POVMs. Similar
to the case of the Heisenberg model, the gap between those bounds |Eˆα,POVM(Ψ) − E2(Ψ)| near the critical point
becomes larger when the bipartition size L becomes larger, where more spins are involved in the POVMs.
IX. ESTIMATION OF THE REE UNDER DECOHERENCE
We show that our REE estimation protocol can be applied when the pure bipartite state |Ψ〉AB undergoes a
decoherence process and becomes a mixed state
ρ˜AB = (1− z)|Ψ〉AB〈Ψ|+ zσAB ,
where σAB can be determined based on a decoherence model. Here, z indicates the degree of decoherence, as z = 0
refers to the decoherence-free case |Ψ〉AB , while the system is fully-decohered to σAB when z = 1. After applying
POVMs on the subsystem that can be represented using Kraus operators {Km}, the quantum state transforms into
ρ˜AB → {q˜m, ρ˜mAB},
where the state ρ˜mAB refers to the quantum state that we obtain from the measurement outcome m. We then express
ρ˜mAB in terms of the decoherence-free term |Ψm〉 and the fully-decohered term σAB as
ρ˜mAB =
1
q˜m
[
(1− z)Km|Ψ〉AB〈Ψ|K†m + zKmσABK†m
]
=
1
q˜m
[(1− z)pm|Ψm〉AB〈Ψm|+ zrmσmAB ] .
Here |Ψm〉 = Km|Ψ〉/√pm with pm = 〈Ψ|K†mKm|Ψ〉AB and σmAB = KmσABK†m/rm with rm = Tr
[
σABK
†
mKm
]
satisfying q˜m = (1− z)pm + zrm. Subsequently, the reduced density matrix for the local system B can be described
as
ρ˜mB =
1
q˜m
[(1− z)pmρmB + zrmσmB ] ,
where we denote ρmB = TrA|Ψm〉AB〈Ψm| and σmB = TrAσmAB .
We recall that the pure state REE estimation is given by
Eα(Ψ) ≥ Eˆα(Ψ) =
(
α
1− α
)
log
[∑
m
pme
( 1−αα )E2(Ψm)
]
=
(
α
1− α
)
log
[∑
m
pme
( 1−αα )S2(ρ
m
B )
]
,
where pm =
q˜m−zrm
1−z can be obtained in experiments by determining q˜m and z and evaluating rm from the known
expression of σAB . We note that S2(ρ
m
B ) can be estimated from the experimentally accessible value S2(ρ˜
m
B ) by utilising
the following Lemma recently shown by Hanson and Datta [42].
Lemma 2 (Uniform continuity bound for the Re´nyi entropy [42]). Suppose that the trace distance between two
quantum states ρ and σ in a finite-dimensional Hilbert space H with d = dimH is bounded as 12‖ρ − σ‖1 ≤ . The
difference between the Re´nyi entropies of two states is then upper bounded by
|Sα(ρ)− Sα(σ)| ≤ fα(, d) =
{
1
1−α log
[
(1− )α + (d− 1)1−αα]  ≤ 1− 1d
log d  > 1− 1d
. (16)
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From Lemma 2, we obtain
S2(ρ
m
B ) ≥ S2(ρ˜mB )− f2(m, d),
where 12‖ρmB − ρ˜mB ‖1 ≤ m. We can take m to be z(rm/q˜m) by the following inequality
1
2
‖ρmB − ρ˜mB ‖1 =
1
2q˜m
‖q˜mρmB − [(1− z)pmρmB + zrmσmB ] ‖1
=
(
zrm
q˜m
)
1
2
‖ρmB − σmB ‖1
≤ zrm
q˜m
.
By assuming that m = z(rm/q˜m) ≤ 1− 1d , we then have
f2(m, d) = − log
[
(1− m)2 + 
2
m
d− 1
]
≤ −2 log(1− z(rm/q˜m)).
By combining these results, the REE of the uncontaminated pure state |Ψ〉AB is lower bounded by
Eα(Ψ) ≥
(
α
1− α
)
log
[∑
m
pme
( 1−αα )[S2(ρ˜
m
B )−f2(m,d)]
]
=: Eˆmixedα (Ψ). (17)
For the special case of α = 2, the REE of Ψ can be directly estimated by measuring the Re´nyi entropy S2(ρ˜B) without
applying POVMs as
E2(Ψ) ≥ S2(ρ˜B)− f2(, d) =: Eˆmixed2,direct(Ψ), (18)
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FIG. 7: Eˆmixedα,POVM(Ψ) under the global depolarising channel for the Heisenberg Model and Ising model with various parameters.
The Heisenberg model refers to the state |Ψ〉 = e−iHτ/~ |↓↑↓ · · · ↑〉 discussed in the previous section, while the Ising model
refers to the ground state in the thermodynamic limits, N → ∞ with bipartition size L. The local measurements applied to
the subsystem are optimised over dichotomic POVMs for both cases.
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where  = 12‖ρB − ρ˜B‖1 with ρB = TrA|Ψ〉AB〈Ψ| and ρ˜B = TrAρ˜AB .
We apply the extended protocol to a global depolarising channel, for which case σAB = 1AB/dAB . In this case,
Eˆmixedα,POVM(Ψ) after optimising over dichotomic POVMs on the subsystem can give a better estimation of the REEs
compared to Eˆmixed2,direct(Ψ) obtained by directly measuring the Re´nyi entropy of order 2. The improvement of the REE
bound can be obtained even with the presence of decoherence (z . 0.5) for both the Heisenberg and Ising models
studied in the previous sections, regardless of the system parameters and bipartition size (see Fig. 7).
X. PROOF OF PROPOSITION 4
Proposition 8. Suppose that an initial bipartite mixed state ρ transforms by SLOCC. Then, the following inequality
holds
coE(α,s)(ρ) ≥ 1
s(1− α)
[
〈es(1−α)coEγ 〉 − 1
]
for 0 < α < 1, α ≤ γ, and s ≤ 1/α. From this, the success probability of raising coEα is upper bounded as
P (coEα ≥ Etarget) ≤ min
0≤β≤α

(
1−β
β
)
coE(β,1/β)(ρ)
e(
1−β
β )Etarget − 1
 .
Proof. We first show the inequality condition
coE(α,s)(ρ) ≥ 1
s(1− α)
[
〈es(1−α)coEα〉 − 1
]
, (19)
for 0 < α < 1, α ≤ β, and s ≤ 1/α. Let us suppose that {q∗µ, |Ψ∗µ〉}, a pure state decomposition of ρ, minimising the
left-hand-side of the inequality, i.e., coE(α,s)(ρ) =
∑
µ q
∗
µE(α,s)(Ψ
∗
µ) =
∑
µ q
∗
µ
[
1
s(1−α) (e
s(1−α)Eα(Ψ∗µ) − 1)
]
.
Meanwhile, a general SLOCC protocol described by a coarse-grained LOCC instrument [49] can have a coarse-
grained outcome M , which consists of fine-grained outcomes m ∈ M . In this case, the outcome state can be
expressed as E(M)SLOCC(ρ) =
∑
m∈M E(m)SLOCC(ρ) = pMρM , where E(m)SLOCC is a pure state SLOCC transformation
that maps any pure state into another pure state and pM = Tr[E(M)SLOCC(ρ)] =
∑
m∈M Tr[E(m)SLOCC(ρ)]. Then, it
is possible to express the outcome state as ρM =
1
pM
∑
m∈M E(m)SLOCC(ρ) =
∑
m∈M
∑
µ
(
q∗µrµm
pM
)
|Ψmµ 〉〈Ψmµ | with
E(m)SLOCC(|Ψ∗µ〉〈Ψ∗µ|) = rµm|Ψmµ 〉〈Ψmµ | satisfying
∑
m rµm = 1. From the definition of the convex roof construction,
we note that coEα(ρM ) ≤
∑
m∈M
∑
µ
(
q∗µrµm
pM
)
Eα(Ψ
m
µ ). We then complete the proof as follows:
1
s(1− α)
[
〈es(1−α)coEα〉 − 1
]
=
1
s(1− α)
[∑
M
pMe
s(1−α)coEα(ρM ) − 1
]
≤ 1
s(1− α)
[∑
µ,m
q∗µrµme
s(1−α)Eα(Ψmµ ) − 1
]
≤ 1
s(1− α)
[∑
µ
q∗µe
s(1−α)Eα(Ψ∗µ) − 1
]
= coE(α,s)(ρ).
The first inequality is obtained from the convexity of the exponential function and the second inequality comes from
the monotonicity of coE(α,s)(ρ). By noting that coEα ≥ coEγ for 0 ≤ α ≤ γ, we obtain
coE(α,s)(ρ) ≥ 1
s(1− α)
[
〈es(1−α)coEα〉 − 1
]
≥ 1
s(1− α)
[
〈es(1−α)coEγ 〉 − 1
]
,
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which completes the proof. By taking s = 1/α, the probability bound,
P (coEα ≥ Etarget) ≤ min
0≤β≤α∗

(
1−β
β
)
coE(β,1/β)(ρ)
e(
1−β
β )Etarget − 1
 ,
is obtained by using the same argument in Proposition 2 and that coEβ ≥ coEα for 0 ≤ β ≤ α.
