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Robert Dabrowski and Gerald V. Dunne
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We consider quantum field theoretic systems subject to a time-dependent perturbation, and dis-
cuss the question of defining a time dependent particle number not just at asymptotic early and
late times, but also during the perturbation. Na¨ıvely, this is not a well-defined notion for such a
non-equilibrium process, as the particle number at intermediate times depends on a basis choice of
reference states with respect to which particles and anti-particles are defined, even though the final
late-time particle number is independent of this basis choice. The basis choice is associated with
a particular truncation of the adiabatic expansion. The adiabatic expansion is divergent, and we
show that if this divergent expansion is truncated at its optimal order, a universal time dependence
is obtained, confirming a general result of Dingle and Berry. This optimally truncated particle
number provides a clear picture of quantum interference effects for perturbations with non-trivial
temporal sub-structure. We illustrate these results using several equivalent definitions of adiabatic
particle number: the Bogoliubov, Riccati, Spectral Function and Schro¨dinger picture approaches.
In each approach, the particle number may be expressed in terms of the tiny deviations between
the exact and adiabatic solutions of the Ermakov-Milne equation for the associated time-dependent
oscillators.
PACS numbers: 12.20.Ds, 11.15.Tk, 03.65.Sq, 11.15.Kc
I. INTRODUCTION
The stimulated production of particles from the quantum vacuum is a remarkable feature of quantum field theory
that can occur when the vacuum is subjected to an external perturbation, such as gauge or gravitational curvature.
Notable examples include the Schwinger effect from applying an external electric field to the quantum electrodynamic
(QED) vacuum [1–4], Friedmann-Robertson-Walker (FRW) cosmologies [5–9], de Sitter space times [10–15], Hawking
Radiation due to blackholes and gravitational horizon effects [16–21], and Unruh Radiation seen by an accelerating
observer [22, 23]. This particle production paradigm plays an important role in the physics of non-equilibrium processes
in heavy-ion collisions [24–26], astrophysical phenomena [27], and the search for nonlinear and non-perturbative effects
in ultra-intense laser systems [28–31]. There are also close technical analogues with driven two-level systems, relevant
for atomic and condensed matter processes [32, 33], such as Landau-Zener-Stu¨ckelberg transitions [34], the dynamical
Casimir effect and its analogues [35, 36], Ramsey processes and tunnel junctions [37, 38].
Particle production involves evolution of a quantum system from an initial (free) equilibrium configuration to
a new final (free) equilibrium configuration through an intervening non-equilibrium evolution due to a perturbing
background. Quantifying the final asymptotic particle number involves relating the final equilibrium configuration to
the initial one. This is a comparison of well-defined asymptotic vacua where the identification of positive (particles)
and negative (anti-particles) energy states is unambiguous and exact. On the other hand, a quantitative description
of particle production at all times, not just at asymptotically early and late times, requires a well-defined notion
of time-dependent particle number also at intermediate times. This is a challenging conceptual and computational
problem, especially if one wants to include also back-reaction effects and the full non-equilibrium dynamics. In this
paper we discuss in detail one significant aspect of this problem: the role of the truncation of the adiabatic expansion
in the conventional definition of time-dependent particle number.
At intermediate times, when the system is out of equilibrium, it is less clear how to distinguish between positive
and negative energy states. The standard approach [5, 8, 9, 39–43, 47, 50–53] involves using the adiabatic expansion
to specify a reference basis set of approximate states, under the assumption of a slowly varying perturbation. Then
a time-dependent particle number is defined by the projection of the evolving system onto these approximate states.
With this procedure, the final particle number at asymptotically late time is independent of the basis choice. However,
the particle number at intermediate times has a significant dependence on the basis choice, often varying over several
orders of magnitude before settling down to its final basis-independent late-time value [54]. At first sight, this
basis dependence would seem to immediately invalidate any attempt to define a physically sensible intermediate-time
particle number. In particular, since the adiabatic expansion is a divergent expansion, we expect that its truncation
should be performed at its optimal order, which is not fixed at a particular order but depends on the physical
parameters of the perturbation. But here we can invoke a remarkable universality result due to Dingle and Berry.
Dingle found that the large-order behavior of the divergent adiabatic expansion has a universal form, providing
accurate estimates of its behavior under optimal truncation [55]. Berry [56] applied Borel summation to find a generic
smoothing of the associated Stokes phenomenon [i.e., particle production [57]], leading to a universal time evolution.
ar
X
iv
:1
60
6.
00
90
2v
1 
 [h
ep
-th
]  
2 J
un
 20
16
2We have previously applied these technical results to the physical phenomena of particle production in time dependent
electric fields and in de Sitter space time [54]. Here we present a systematic analysis of the influence of the choice
of order of truncation of the adiabatic expansion, which corresponds directly to the non-uniqueness of specifying the
approximate adiabatic reference states.
This surprising universality suggests a natural definition of time-dependent adiabatic particle number at all times,
corresponding to an optimal adiabatic approximation of the time evolution. This raises interesting questions regarding
the physical nature of such a definition of particle number, some aspects of which have begun to be tested experi-
mentally in analogous non-relativistic quantum systems [60–67]. We will address these questions in the quantum field
theory context in future wrok.
In this paper, we examine the truncation of the adiabatic expansion using several common (and equivalent) formu-
lations of particle production: the Bogoliubov [15, 39, 40, 42], Riccati [57], Spectral Function [58, 59] and Schro¨dinger
[19, 21] approaches. The analysis also extends straightforwardly to the quantum kinetic approach [42–46], and the
Dirac-Heisenberg-Wigner approach with time-dependent background fields [48, 49]. For definiteness we study the
Schwinger effect in scalar QED (sQED) with spatially homogeneous but time-dependent electric fields, but the ba-
sic results apply to a wide variety of quantum systems, as mentioned above. In Section II we review the relation
between the Klein-Gordon equation and the Ermakov-Milne [68–71] equation, associated with the exact solution to
the quantum harmonic oscillator with time-dependent frequency [72–74]. The projection of the adiabatic states onto
the exact solution of the Ermakov-Milne equation leads to an analytic expression for the time-dependent adiabatic
particle number, which clearly illustrates the basis dependence and simplifies its evaluation. The four approaches
to time-dependent particle production yield precisely the same form, demonstrating that basis dependence is a uni-
versal feature of the adiabatic particle number at intermediate times. In Section III we examine the influence of
different truncations of the adiabatic expansion. This also yields a new perspective: the adiabatic approximation of
time-dependent particle production is completely characterized by the exponentially small deviations from the exact
Ermakov-Milne solution. Section IV is devoted to a brief discussion of the results.
II. ADIABATIC PARTICLE NUMBER
A. Field Mode Decomposition: Klein-Gordon and Ermakov-Milne Equations
We consider scalar QED for simplicity.1 For a charged (complex) scalar field Φ in a time-dependent and spatially
homogeneous classical electric field, the scalar field can be separated into spatial Fourier modes, Φk(t) ∼ fk(t)ei~k·~x, so
that the Klein-Gordon equation,
(
D2µ +m
2
)
Φ = 0, reduces to decoupled linear time-dependent oscillator equations:
Klein-Gordon equation: f¨k(t) + ω
2
k(t)fk(t) = 0 (1)
Here the effective time-dependent frequency ωk(t) is [39, 40, 42]
ω2k(t) ≡ m2 + k2⊥ +
(
k‖ −A‖(t)
)2
(2)
where k‖ and k⊥ are the momenta of the produced particles along and transverse to the direction of the electric field,
respectively. The magnitude of the electric field varies with time as E(t) = −A˙‖(t). There is an analogous mode
decomposition for particle production in cosmological and gravitational backgrounds [5, 13, 15, 19].
We define quantized scalar field operators φk(t) and momenta pik(t) for each mode as
φk(t) = fk(t) ak + f
∗
−k(t) b
†
−k (3)
pi†k(t) = f˙k(t) ak + f˙
∗
−k(t) b
†
−k (4)
with (time independent) bosonic creation and annihilation operators to describe particles and anti-particles. Bosonic
commutation relations impose the Wronskian condition on the mode functions fk(t):
fk(t)f˙
∗
k (t)− f˙k(t)f∗k (t) = i (5)
1 Apart from the opposite phase of interference effects, the physics is very similar to that of spinor QED, but it is notationally simpler.
3Writing the complex mode function fk(t) in terms of its real amplitude ξk(t) and phase λk(t),
fk(t) ≡ ξk(t) e−iλk(t) (6)
the Klein-Gordon equation (1) reduces to the Ermakov-Milne [68–71] equation for the amplitude function ξk:
Ermakov-Milne equation: ξ¨k(t) + ω
2
k(t)ξk(t) =
1
4ξ3k(t)
(7)
As usual, unitarity determines the time-dependent phase λk(t) in terms of ξk(t) as:
λk(t) =
∫ t dt′
2ξ2k(t
′)
. (8)
Note that with the definition (6), the Ermakov-Milne equations (7, 8) are completely equivalent to the original Klein-
Gordon equation (1). Another equivalent way to express the time-evolution is achieved by defining the square of the
amplitude function, Gk(t) ≡ ξ2k(t), which satisfies a nonlinear second-order equation, and its corresponding linear
third-order equation:
Gel’fand-Dikii equation : 2Gk G¨k − G˙2k + 4ω2k(t)G2k = 1 (nonlinear form) (9)
...
Gk + 4ω
2
k(t) G˙k + 4ωk(t) ω˙k(t)Gk = 0 (linear form) (10)
This is known as the Gel’fand-Dikii equation [75], arising in the analysis of the resolvent Green’s function for
Schro¨dinger operators, which can be written in terms of products of solutions to the Klein-Gordon equation (1).
The resolvent approach has been used in the analysis of Schwinger effect [76, 77].
The particle production problem consists of the following physical situation: at initial time the vacuum is defined
with respect to the (time-independent) creation and annihilation operators in (3). Then as time evolves the vacuum
is subjected to a time-dependent electric field, which turns off again as t→ +∞. At t = +∞, after the electric field
has been turned off, the production of particles from vacuum can be inferred from the fraction of negative frequency
modes in the evolved mode functions. As is well known [39, 40, 57], this can be expressed as an “over-the-barrier”
quantum mechanical scattering problem, in the time domain, by interpreting the Klein-Gordon equation (1) as a
Schro¨dinger-like equation
− f¨k −
(
k‖ −A‖(t)
)2
fk =
(
m2 + k2⊥
)
fk (11)
with physical “scattering” boundary conditions [39–41]:
fk(t) ∼

1√
2ωk(−∞)
e−iωk(−∞)t , t→ −∞
1√
2ωk(+∞)
(
Ake
−iωk(+∞)t +Bkeiωk(+∞)t
)
, t→ +∞
(12)
The scattering coefficients Ak and Bk defined at t = +∞ satisfy |Ak|2 − |Bk|2 = 1. So, we can evolve the mode
oscillator equation (1) with initial conditions
fk(t→ −∞) ∼ 1√
2ωk(−∞)
e−iωk(−∞)t (13)
f˙k(t→ −∞) ∼ −i
√
ωk(−∞)
2
e−iωk(−∞)t (14)
or, equivalently the Ermakov-Milne equation (7) with initial conditions
ξk(t→ −∞) ∼ 1√
2ωk(−∞)
(15)
ξ˙k(t→ −∞) ∼ 0 (16)
A numerical advantage of the Ermakov-Milne equation is that the amplitude function ξk(t) typically varies more
smoothly than the mode function fk(t) [and recall from (8) that the phase λk(t) is determined by ξk(t)]. This is
illustrated in Figure 1, for an explicit example of a single-pulse electric field, for which a well-known analytic exact
solution is possible, as reviewed in the Appendix V. In this paper we primarily express particle number in terms of
the amplitude function ξk(t).
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FIG. 1: Plots of the amplitude function ξk (left), and the real (blue-solid line) and imaginary (red-dashed line) parts of
the mode function fk (right), with the scattering boundary conditions appropriate for the particle-production problem, for
a time-dependent single-pulse electric field given by E(t) = E0sech
2(at), with magnitude E0 = 0.25, a = 0.1, longitudinal
momentum k‖ = 0, and transverse momentum k⊥ = 0, all in units with m = 1. For this electric field, both fk and ξk can be
obtained analytically (see Appendix V), and ξk is plotted as a solid-red line in each subplot for comparison. Note the smooth
behavior of ξk(t), with small oscillations about the final asymptotic value 1/
√
2ωk(+∞) shown in the inset figure on the left.
As we show in this paper, these small oscillations encode the particle production phenomenon.
B. Bogoliubov Transformation and Adiabatic Particle Number
In processes that involve a time-dependent background field, a unique separation into positive and negative energy
states with which to identify particles and anti-particles is only possible at asymptotic times [39, 40], when the
electric field is turned off. This is the same as the non-uniqueness of defining left- and right-moving modes inside an
inhomogeneous dielectric medium [78, 79].
To proceed, we define a time-dependent adiabatic particle number in the presence of a slowly varying time-dependent
background, with respect to a particular set of reference mode functions f˜k(t) defined as
f˜k(t) ≡ 1√
2Wk
e−i
∫ tWk(t) t→−∞−−−−→ 1√
2ωk(−∞)
e−iωk(−∞)t (17)
Clearly there is an infinite number of such reference mode functions, all having the same initial asymptotic behavior.
The problem is to define a physically suitable set of mode functions for use at intermediate times.
Insisting that f˜k, as defined in (17), be a solution to the Klein-Gordon equation (1), the function Wk(t) is related
to the effective frequency ωk(t) by the well-known Schwarzian derivative form:
W 2k (t) = ω
2
k(t)−
 W¨k(t)
2Wk(t)
− 3
4
(
W˙k(t)
Wk(t)
)2 (18)
This can be solved by a systematic adiabatic expansion in which the leading order is the standard leading WKB
solution to the mode oscillator equation (1) of the form W
(0)
k (t) = ωk(t) [54, 56]. Higher order terms are analyzed in
detail in section III.
The Bogoliubov Transformation is a linear canonical transformation that defines a set of time-dependent creation
and annihilation operators, a˜k(t) and b˜−k(t), from the original time-independent operators, ak and b−k, defined at
the initial time in (3, 4) [40]. They are related by(
a˜k(t)
b˜†−k(t)
)
=
(
αk(t) β
∗
k(t)
βk(t) α
∗
k(t)
)(
ak
b†−k
)
(19)
where unitarity requires |αk(t)|2−|βk(t)|2 = 1 for scalar fields, for all t. As a result of the Bogoliubov transformation,
the equivalent decomposition of the scalar field operator in terms of these reference mode functions is
φk(t) = f˜k(t) a˜k(t) + f˜
∗
k (t) b˜
†
−k(t) (20)
5This can also be interpreted as a linear transformation between the exact mode functions fk(t) and the reference
adiabatic mode functions f˜k(t), as
fk(t) = αk(t)f˜k(t) + βk(t)f˜
∗
k (t) (21)
We also need to specify the transformation of the scalar field momentum operator pi†k = φ˙k:
pi†k(t) = Qk(t)f˜k(t) a˜k(t) +Q
∗
k(t)f˜
∗
k (t) b˜
†
−k(t) (22)
with a corresponding decomposition of the first derivative:
f˙k(t) = Qk(t)αk(t)f˜k(t) +Q
∗
k(t)βk(t)f˜
∗
k (t) (23)
Here Qk(t) is defined as
Qk(t) = −iWk(t) + Vk(t) . (24)
The inclusion of the real time-dependent function Vk(t), specified later, in the decompositions (21) and (23) represents
the most general decomposition of the exact solution fk that is consistent with unitarity (the preservation of the bosonic
commutation relations, or equivalently the Wronskian condition (5)). The freedom in the choice of Wk(t) and Vk(t)
encodes the arbitrariness of specifying positive and negative energy states at intermediate times. We will see later
that a ‘natural’ choice is Vk = −W˙k/(2Wk), coming from the derivative of the 1/
√
2Wk factor in the definition of the
reference mode functions (17).
The scattering coefficients in (12) are realized as the Bogoliubov coefficients evaluated at asymptotically late time,
after the perturbation has turned off: Ak = αk(+∞) and Bk = βk(+∞). The time-dependent adiabatic particle
number, for each mode k, is defined as the expectation value of the time-dependent number operator a˜†k(t)a˜k(t) with
respect to the asymptotic vacuum state. Assuming no particles are initially present, the time-dependent adiabatic
particle number is
N˜k(t) ≡
〈
a˜†k(t)a˜k(t)
〉
= |βk(t)|2 . (25)
This reduces the problem to the direct evaluation of the time evolution of the Bogoliubov transformation parameters
αk(t) and βk(t). The decompositions (21) and (23) are exact provided they satisfy the mode oscillator equation (1),
which implies the following evolution equations for the Bogoliubov transformation parameters αk(t) and βk(t):(
α˙k
β˙k
)
=
(
δk (∆k + δk) e
2i
∫ tWk
(∆k + δ
∗
k) e
−2i ∫ tWk δ∗k
)(
αk
βk
)
(26)
where
δk =
1
2iWk
(
ω2k −W 2k +
(
V˙k + V
2
k
))
(27)
∆k =
W˙k
2Wk
+ Vk (28)
Note that δk vanishes with the choice Vk = −W˙k/(2Wk). The numerical evaluation of this coupled differential equation
completely determines the time evolution of αk(t) and βk(t) with respect to the basis (Wk, Vk). The time evolution
of the adiabatic particle number N˜k(t) is obtained by the modulus squared of the time evolution of the Bogoliubov
coefficient following (25), solved using the initial conditions αk(−∞) = 1 and βk(−∞) = 0, consistent with the
scattering scenario in (12) and the assumption of no particles being initially present. The evolution equations (26)
are dependent on the choice made for the basis functions Wk(t) and Vk(t), which influences the time evolution of the
adiabatic particle number at intermediate times but does not affect its final asymptotic value at future infinity, |Bk|2
[54]. This is because the final value is determined by the global information of the Stokes phenomenon [57].
The time evolution of the coefficients αk(t) and βk(t) can also be expressed directly through the time evolution of
the amplitude function ξk(t). Solving the linear equations (21) and (23) we find
αk(t) = if˜
∗
k (t)
(
f˙k(t)−Q∗k(t)fk(t)
)
(29)
βk(t) = −if˜k(t)
(
f˙k(t)−Qk(t)fk(t)
)
, (30)
6Furthermore, from (6) and its time-dependent phase (8), we find the identity
f˙k
fk
=
ξ˙k
ξk
− i
2ξ2k
, (31)
Thus, the Bogoliubov coefficients may be rewritten in the uncoupled form as
αk(t) =
ξk√
2Wk
[(
1
2ξ2k
+Wk
)
+ i
(
ξ˙k
ξk
− Vk
)]
exp
[
−i
∫ t( 1
2ξ2k
−Wk
)]
(32)
βk(t) = − ξk√
2Wk
[(
1
2ξ2k
−Wk
)
+ i
(
ξ˙k
ξk
− Vk
)]
exp
[
−i
∫ t( 1
2ξ2k
+Wk
)]
(33)
This expresses the time evolution of the Bogoliubov coefficients as a comparison between the time evolution of the
amplitude function, ξk(t), obtained by solving the Ermakov-Milne equation (7), and the reference mode basis (Wk, Vk).
The Adiabatic Particle Number then follows:
|αk(t)|2 = ξ
2
k
2Wk
( 1
2ξ2k
+Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (34)
N˜k(t) = |βk(t)|2 = ξ
2
k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (35)
It is straightforward to confirm that unitarity is preserved: |αk(t)|2 − |βk(t)|2 = 1.
The expression (35) for the time-dependent particle number is one of the primary results of this paper. It emphasizes
clearly the dependence of the adiabatic particle number on the basis choice of reference mode functions (Wk, Vk). It
is not enough to know the time evolution of ξk(t): one must also compare it to the reference functions. With the
choice Vk = −W˙k/(2Wk), the expression for the adiabatic particle number simplifies further to a direct comparison
between ξk(t) and Wk(t):
N˜k(t) = ξ
2
k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
+
W˙k
2Wk
)2 (36)
In subsequent sub-sections we show how exactly the same expression arises in other different but equivalent, methods
for defining and computing the adiabatic particle number. Then in Section III we show how in the adiabatic expansion
the expression (36) can be viewed as a measure of the tiny deviations between the exact solution ξk(t) of the Ermakov-
Milne equation and various orders of the adiabatic approximation for Wk(t).
C. Riccati Approach to Adiabatic Particle Number
The time evolution of the Bogoliubov coefficients can be re-expressed in Riccati form by defining the ratio [40, 57]
Rk(t) ≡ βk(t)
αk(t)
(37)
which can be viewed as a local (in time) reflection amplitude for this Schro¨dinger-like equation (11) [39, 40]. Using
the unitarity condition, |αk(t)|2 − |βk(t)|2 = 1, the time-dependent adiabatic particle can be rewritten as
N˜k(t) = |Rk(t)|
2
1− |Rk(t)|2
(38)
In the semi-classical limit in which m is the dominant scale (as is relevant in QED), this over-the-barrier scattering
problem has an exponentially small reflection probability, which implies that the adiabatic particle number is well
approximated by N˜k(t) ' |Rk(t)|2.
7Using (37), the Bogoliubov coefficient evolution equations (26), with the basis (Wk, Vk), become a Riccati equation:
R˙k = (∆k − δk) e−2i
∫ tWk − 2δkRk − (∆k + δk) e2i ∫ tWkR2k (39)
with δk(t) and ∆k(t) defined by equations (27, 28). This is straightforward to evaluate numerically with the initial
conditions Rk(−∞) = 0, and an initial phase of zero. It can also be solved semiclassically for Rk(+∞), thereby
yielding the final particle number N˜k(+∞), using complex turning points and the Stokes phenomenon [57].
Alternatively, using the forms calculated previously for αk(t) and βk(t), equations (33), we obtain an analytic
representation of the reflection probability as
|Rk|2 =
(
1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2
(
1
2ξ2k
+Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (40)
Expression (38) for the adiabatic particle number then yields
N˜k(t) = ξ
2
k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (41)
confirming the consistency with the Bogoliubov transformation expression (35).
D. Spectral Function Approach to Adiabatic Particle Number
Another physically interesting formalism to describe particle production at intermediate times is to define the time-
dependent adiabatic particle number through the use of Spectral Functions [58, 59], which are constructed in terms
of correlation functions of the time-dependent creation and annihilation operators (19) used in (25). In this Section
we show how the basis dependence arises in this formalism.
The Spectral Approach defines the adiabatic particle number through unequal time correlators of time-dependent
creation and annihilation operators, in a limit that recovers the equal-time adiabatic particle number:
N˜k(t) = lim
t1,t2→t
〈
a˜†k(t1)a˜k(t2)
〉
(42)
Using (19, 20), the time-dependent creation and annihilation operators can be written in terms of the decomposed
field operators as
a˜k(t) = if˜
∗
k (t) [∂0 −Q∗k(t)]φk(t) (43)
b˜†−k(t) = −if˜k(t) [∂0 −Qk(t)]φk(t) (44)
which match smoothly to the initial creation and annihilation operators. Note the dependence on the choice of basis
(Wk(t), Vk(t)), through the function Qk(t) ≡ −iWk(t) + Vk(t), defined in (24). We thus obtain
N˜k(t) = 1
2Wk(t)
lim
t1,t2→t
([∂1 −Qk(t1)] [∂2 −Q∗k(t2)])
〈
φ†k(t1)φk(t2)
〉
, (45)
where ∂j denotes a derivative with respect to time tj . This expression shows a clear separation between the compu-
tation of the correlation function
〈
φ†k(t1)φk(t2)
〉
, and the projection onto a set of reference modes, characterized by
Qk(t) in (24). In [58, 59] a particular basis choice was made, Wk = ωk and Vk = 0, corresponding to a leading-order
adiabatic expansion and a particular phase choice via Vk. (45) makes it clear that this is just one of an infinite set
of possible choices, for which the final particle number at late asymptotic time is always the same, but for which the
particle number at intermediate times can be very different.
Spatially homogeneous time-dependent external electric fields decouple the modes k allowing the spectral functions,
the Wigner transformed Pauli-Jordan function Ak(t, k0) and Hadamard function Dk(t, k0), to be expressed as [58, 59]
Ak(t, k0) = 1V
∫
dT eik0T
〈[
φk
(
t+ T2
)
, φ†k
(
t− T2
)]〉
(46)
Dk(t, k0) = 1V
∫
dT eik0T
〈{
φk
(
t+ T2
)
, φ†k
(
t− T2
)}〉
(47)
8with the conjugate variable pair being the energy k0 and the time separation T . The spatial volume is denoted by V.
The correlation function in (45) can be expressed through a linear combination of the inverse Wigner transformed
functions (46, 47) as 〈
φ†k
(
t− T2
)
φk
(
t+ T2
)〉
=
V
2
∫
dk0
2pi
e−ik0TWk(t, k0) (48)
=
V
2
∫
dk0
2pi
e−ik0T (Dk(t, k0)−Ak(t, k0)) (49)
where the total spectral function is defined asWk(t, k0) ≡ Dk(t, k0)−Ak(t, k0). Inserting this expression into (45), and
taking the limit, yields an expression for the time-dependent adiabatic particle number in terms of the transformed
correlation function as
N˜k(t) = V
4Wk
∫
dk0
2pi
[
1
4
∂2t − Vk∂t +(Wk + k0)2+V 2k
]
Wk(t, k0) (50)
This expression (50) is the natural extension of Fukushima’s result [58, 59], which employed the leading adiabatic
approximation choice of basis functions as Wk(t) = ωk(t) and Vk(t) = 0, to a general basis specified by Wk(t) and
Vk(t).
It is important to appreciate that the spectral function Wk(t, k0) in (50) can be expressed directly in terms of
the solutions to the Klein-Gordon equation or the Ermakov-Milne equation, without reference to the reference mode
basis functions. Assuming no particles are initially present in the vacuum, the expectation value of the field operator
commutator and anti-commutator are〈[
φk
(
t+ T2
)
, φ†k
(
t− T2
)]〉
= fk
(
t+ T2
)
f∗k
(
t− T2
)− f∗k (t+ T2 ) fk(t− T2 ) (51)〈{
φk
(
t+ T2
)
, φ†k
(
t− T2
)}〉
= fk
(
t+ T2
)
f∗k
(
t− T2
)
+ f∗k
(
t+ T2
)
fk
(
t− T2
)
(52)
Therefore, the spectral function Wk(t, k0) assumes the form
Wk(t, k0) = 2V
∫
dT eik0T fk
(
t− T2
)
f∗k
(
t+ T2
)
(53)
Alternatively, this can be rewritten in terms of the amplitude function ξk(t):
Wk(t, k0) = 2V
∫
dT eik0T ξk
(
t− T2
)
ξk
(
t+ T2
)
exp
[
i
∫ t+T/2
t−T/2
dt′
2ξ2k(t
′)
]
(54)
Thus, the spectral function Wk(t, k0) is determined without any knowledge of the basis functions (Wk(t), Vk(t)) and
is exact provided that integration is performed over all possible values of the separation T . The behavior of the
spectral function (54) is shown in Figure 2 for the soluble case of a single-pulse electric field (see Appendix V),
integrated over a finite range T = −T0 to T = +T0, for various values of the cutoff T0. The two upper subplots
and the lower left subplots in Figure 2 are plotted for the case when E0 = 0.25, a = 0.1, k⊥ = k‖ = 0, in units with
m = 1, with the upper left plot integrated with T0 = 20, the upper right plot integrated with T0 = 40, and the
lower left plot integrated with T0 = 60. The lower right plot was plotted with the parameters used in [58], with
m = 0, E0 = 0.5, k‖ = 0.25, k⊥ = 0 and integration with T0 = 40. In each subplot of Figure 2, the dominant features
of Wk(t, k0) (54) are well approximated by the negative effective frequency −ωk(t), plotted with a blue-dashed line,
which demonstrates that the spectral function Wk(t, k0) represents the projection of the fundamental frequency on a
plane spanned by time and the conjugate energy variable k0. Furthermore, we see that the oscillating features of the
spectral function decrease as T0 → ∞. Lastly, we compared the results obtained in [58], calculated by numerically
evaluating the mode function fk(t) and the subsequent integral in (54), with the exact solution to the mode-oscillator
equation (see Appendix V), which indicates that the numerical approach suffers from sensitive numerical instabilities
in the evaluation of (54) and the mode function fk(t).
We next show how the expression for the time-dependent adiabatic particle number that was previously derived in
the Bogoliubov (35) and Riccati formalisms (41) is obtained in the Spectral Representation formalism. From equation
(50), and using the spectral function (53), the expression is recovered by first re-writing the derivatives in terms of
t, and reorganizing the resulting terms via integration by parts to eliminate, apart from the exponential term eik0T ,
the k0 dependence in the integrand. The k0 integration produces a Dirac Delta function which, when integrated over
T , eliminates all integrations. Two terms appear: one corresponding directly to the adiabatic particle number, and
9FIG. 2: Density plots with respect to t, and the conjugate energy variable k0, of the spectral function Wk(t, k0) for a time-
dependent single-pulse electric field given by E(t) = E0sech
2(at), obtained by numerically evaluating equation (54) over the
range T = −T0 to T = +T0, utilizing the exact solution ξk(t) to the mode-oscillator equation found in the Appendix V. The
upper left, upper right and lower left subplots are plotted with the magnitude E0 = 0.25, a = 0.1, longitudinal momentum
k‖ = 0.25, and transverse momentum k⊥ = 0, in units with m = 1, with the upper left plot integrated with T0 = 20, the upper
right plot integrated with T0 = 40, and the lower left subplot integrated with T0 = 60. The lower right subplot is plotted for
the physically unrealistic case with m = 0, E0 = 0.5, k‖ = 0.25, k⊥ = 0, as discussed in [58], and integrated with T0 = 40. In
each subplot the dominant features of Wk(t, k0) are well matched by the negative effective frequency, −ωk(t) (2) (blue-dashed
line), artificially plotted over each density subplot for direct comparison.
the other to a surface boundary term. Recast in terms of ξk using the identity (31), this lengthy but straightforward
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calculation leads to an expression for the time-dependent adiabatic particle number (50) as
N˜k(t) = ξ
2
k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (55)
noting that the total surface boundary term vanishes when T0 →∞. This agrees precisely with the Bogoliubov and
Riccati expressions in (35). We see again that the adiabatic particle number is basis dependent at intermediate times,
through the choice of the Wk and Vk functions. As before, ξk is solved exactly without any knowledge of the basis
functions, and the selected basis functions are inserted into the expression (45) to determine the adiabatic particle
number with respect to that basis. In the spectral function approach this follows because the spectral function (54)
is determined once and for all by the solution ξk(t), and then the basis-dependent particle number is obtaind by the
transform in (50).
E. Time Dependent Oscillator and Adiabatic Particle Number
Another common way to define adiabatic particle number is through the solution to the time-dependent oscillator
problem, for each momentum mode k [19, 21, 40, 73]. We consider Schwinger vacuum pair production via the
Schro¨dinger Picture time evolution of an infinite collection of time-dependent quantum harmonic oscillators, in the
presence of a time-dependent background. The sQED hamiltonian becomes
Hˆ(t) =
∑
k
(
1
2
p2k +
1
2
ω2k(t)q
2
k
)
(56)
where k labels each independent spatial momentum mode, and the field operators map to their quantum mechanical
counterparts as φk → qk and pik → pk. The exact solution of the corresponding time-dependent Schro¨dinger equation
can be written as [72–74]
ψ(qk, t) =
∑
n
cn,k(t)ψn(qk, t) (57)
where
ψn(qk, t) =
1√
2nn!
(
1
2piξ2k(t)
)1/4
e−
1
2Ωk(t)q
2
kHn
(
qk√
2ξk(t)
)
e−i(n+
1
2 )λk(t) (58)
Here ξk(t) is the solution to the Ermakov-Milne equation (7), λk(t) is defined by (8), and the time-dependent function
Ωk(t) in the Gaussian factor is defined as
Ωk(t) = −i ξ˙k
ξk
+
1
2ξ2k
. (59)
These ψn(qk, t) are normalized eigenfunctions of the exact invariant operator
Iˆk(t) = q
2
k
(
ξ˙2k +
1
4ξ2k
)
+ ξ2kp
2
k − ξk ξ˙k (pkqk + qkpk) (60)
satisfying
∂Iˆk
∂t
+ i [Hˆ, Iˆk] = 0 (61)
and
Iˆk(t)ψn(qk, t) =
(
n+
1
2
)
ψn(qk, t) (62)
The function Ωk(t) in (59) is directly related to the Riccati formalism of Section II C, and the mode decomposition
of the operator qk, the analog of the field (3), in the Heisenberg picture:
iΩk(t) =
ξ˙k
ξk
+
i
2ξ2k
=
f˙∗k
f∗k
= iWk
(
1− r∗k
1 + r∗k
)
+ Vk (63)
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Here, ξk(t) is again the solution to the Ermakov-Milne equation (7), fk(t) is the solution to the Klein-Gordon equation
(1), and the function rk(t) is related to the reflection amplitude (37) by an extra phase:
rk(t) = Rk(t)e
2i
∫ tWk(t) (64)
Note that solving for r∗k(t) in (63) in terms of ξk leads directly to the analytical form (40) of the Riccati reflection
probability.
We now define the adiabatic particle number by projecting these states onto a basis set of adiabatically evolving
eigenstates of the time-dependent Hamiltonian. The most general expression for the adiabatically evolving eigenfunc-
tion ζn(qk, t), motivated by the assumption of a slowly varying potential given by ωk(t), takes the form
ζn(qk, t) =
1√
2nn!
(
Wk(t)
pi
)1/4
e
i
2Q
∗
k(t)q
2
kHn
(√
Wk(t)qk
)
e−i(n+
1
2 )
∫ tWk(t) (65)
where Wk(t) and Vk(t) are basis functions, with the function Qk(t) defined as in (24).
At asymptotic early and late times, these adiabatic eigenfunctions reduce to well-defined stationary harmonic
oscillator eigenfunctions
ζn(qk, t→ ±∞) ∼ 1√
2nn!
(
ωk(±∞)
pi
)1/4
e−
1
2ωk(±∞)q
2
kHn
(√
ωk(±∞)qk
)
e−i(n+
1
2 )ωk(±∞)t (66)
A state initially prepared at a particular time can evolve to become a superposition of a variety of states at a later
time t. Assuming that the system is prepared in the ground state at t = −∞, the probability amplitude of making
a transition to the n-th state is obtained by projecting the adiabatic eigenfunctions ζn(qk, t) (66) onto the exact
eigenfunction (58) for the ground state ψ0(qk, t). The transition amplitude is
Cn0,k(t) =
∫ ∞
−∞
dqk ζ
∗
n(qk, t)ψ0(qk, t) =
(
1
2ξ2kWk
)1/4√
2Wk
Jk
(
2Wk
Jk
− 1
)n/2
ei(n+1/2)
∫ tWk−iλk(t) (67)
where n = 0, 2, 4, . . . . Here Jk(t) ≡ Ωk(t) + iQk(t). Recalling the form of Ωk(t) (59) and Qk(t) (24), the function
Jk(t) simplifies to
Jk(t) =
(
1
2ξ2k
+Wk
)
− i
(
ξ˙k
ξk
− Vk
)
(68)
Its modulus squared is related to the Bogoliubov coefficient αk(t) and the Riccati reflection probability (40) as
|Jk(t)|2 = 2Wk
ξ2k
|αk(t)|2 = 2Wk
ξ2k
(
1
1− |Rk|2
)
(69)
Using this result, the term
(
2Wk
Jk
− 1
)
in equation (67) simplifies to
2Wk
Jk
− 1 = −
(
1
2ξ2k
−Wk
)
− i
(
ξ˙k
ξk
− Vk
)
(
1
2ξ2k
+Wk
)
− i
(
ξ˙k
ξk
− Vk
) = r∗k = R∗ke−2i ∫ tWk . (70)
Its magnitude is equal to the magnitude of the reflection amplitude Rk(t). Thus the final form for the transition
probability from the ground state to the n-th state, can be expressed in terms of the reflection probability as
|Cn0,k(t)|2 = (n− 1)!!
n!!
√
1− |Rk|2 |Rk|n , (71)
for n = 0, 2, 4, . . . . For example, the time-dependent vacuum persistence probability, the probability of the system
occupying the ground state at time t is
|C00,k(t)|2 =
√
1− |Rk|2 = |αk(t)|−1 . (72)
as expected.
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The vacuum expectation value of the state occupation number for a system that adiabatically evolves from being
initially prepared in the ground state at t = −∞ is the weighted sum of the transition probabilities (71). Utilizing
the Rk-representation for convenience, the sum simplifies to
N˜k(t) =
∞∑
n=0,2,4,...
n |Cn0,k(t)|2 =
√
1− |Rk|2
∞∑
n=0,2,4,...
(n− 1)!!
(n− 2)!! |Rk|
n
=
|Rk|2
1− |Rk|2
(73)
=
ξ2k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (74)
Thus, we find exactly the same expression as before, in the Bogoliubov, Riccati and Spectral Function approaches to
adiabatic particle number. In the Schro¨dinger picture approach the basis dependence enters through the arbitrariness
in (65) of specifying the adiabatic eigenstates ζn(qk, t) of the time-dependent Hamiltonian.
III. ADIABATIC EXPANSION AND OPTIMAL ADIABATIC APPROXIMATION OF PARTICLE
NUMBER
In the preceding section the expression (35) for the time evolution of the adiabatic particle number, was equivalently
derived through the Bogoliubov, Riccati, Spectral Function and Schro¨dinger approaches. However, the adiabatic
reference mode functions (Wk, Vk) were left unspecified, and the arbitrariness of defining positive and negative energy
states implies that an infinite number of consistent choices could be made. In this Section we characterize the different
basis choices and identify an optimal one corresponding to the optimal truncation of the adiabatic expansion of (18).
This section also explores the structure and final form of the adiabatic particle number (35), to demonstrate that
particle production can be viewed as a measure of small deviations between the exact solution of the Ermakov-
Milne equation and various orders of the adiabatic expansion; the deviations from the exact mode function (6) by
its adiabatic approximation, the reference mode function (17) in the Heisenberg formulation, or, equivalently, the
deviations from the exact eigenfunction by its adiabatic approximation (65) in the Schro¨dinger formulation.
A. Adiabatic Expansion and Basis Selection
In Section II B we introduced adiabaticity and specified approximate reference mode functions (17), which led to
a definition of the time-dependent adiabatic particle number that is dependent on the choice of basis (35). We now
study and characterize the basis choices.
Insisting that the reference mode functions (17) be a solution to the Klein-Gordon equation (1) requires that the
function Wk(t) satisfy equation (18). This equation can be solved by an adiabatic expansion [54, 56], in which the
leading order is the standard leading WKB solution to (1). This adiabatic expansion is divergent and asymptotic.
Successive orders of the adiabatic expansion ofWk(t) are obtained by expanding (18) in time-derivatives and truncating
the expansion at a certain order of derivatives of the fundamental frequency ωk(t) (2). The up-to-(j + 1)th order
expansion of Wk(t), with the superscript (j) denoting the order of the adiabatic expansion, is then generated by the
iterative expansion of
W
(j+1)
k (t) =
√√√√√ω2k(t)−
 W¨ (j)k (t)
2W
(j)
k (t)
− 3
4
(
W˙
(j)
k (t)
W
(j)
k (t)
)2 (75)
truncated at terms involving at most 2(j + 1) derivatives with respect to t. For the first three orders see [54]. For
backgrounds that become constant at asymptotic times it follows that W
(j)
k (±∞) = ωk(±∞), and W˙ (j)k (±∞) = 0 for
all j.
Despite ambiguity in its explicit form at intermediate times, a critical feature of the real time-dependent function
Vk(t) is the necessary requirement that it vanish at asymptotic times
Vk(±∞) = 0 . (76)
At asymptotically late time, the function Vk is no longer ambiguous since the background becomes constant and the
identification of particles and anti-particles becomes exact. In terms of the time-dependent adiabatic particle number
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(35), this implies that the particle number at future infinity is independent of the choice of Vk (as well as Wk).
At intermediate times, however, the choice critically influences the time evolution of the adiabatic particle number.
In the Schro¨dinger approach the basis function Vk is identified from (65) as an unphysical time-dependent phase.
This is equivalently observed in the Bogoliubov, Riccati, and Spectral Function formalisms through the Wronskian
condition (5) where the normalization of the mode function is unaffected by the inclusion of the function Vk in the
mode decompositions (21,23), and thus admits the same interpretation as purely a time-dependent phase.
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FIG. 3: The time evolution of the adiabatic particle number (78) for the first six orders or the adiabatic expansion, considering
a time-dependent electric field given by E(t) = E0sech
2(at) with E0 = 0.25, a = 0.1, longitudinal momentum k‖ = 0, and
transverse momentum k⊥ = 0, in units with m = 1. The adiabatic particle number (blue-solid line) was computed from
(78) using the exact solution ξk(t) to the Ermakov-Milne equation (7) and the j
th order adiabatic expansion for the reference
function W
(j)
k (t) from (75). Berry’s universal form (79) for the particle number is plotted as a red-dashed line. We see clearly
the typical behavior of an asymptotic expansion, which initally tends towards the optimally truncated form, but then the
inclusion of further terms leads to deviation away from this form. For these parameters, the optimal truncation order is j = 3.
Notice that the final asymptotic value of the adiabatic particle number is independent of the order of truncation, but that the
intermediate time oscillations of the particle number in the conventional leading order approximation are a factor of 20 times
larger than the final value.
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In this paper we argue that the choice
Vk(t) ≡ − W˙k(t)
2Wk(t)
(77)
is the most suitable and ‘natural’ form. In the Bogoliubov, Riccati, and Spectral Function approaches the choice
(77) arises in the specified mode function decomposition (23) by retaining the contribution from the time-derivative
of the 1/
√
2Wk factor in the definition of the reference mode function (17). In the Schro¨dinger approach, the choice
(77) appears from insisting that the general form of the adiabatically evolving eigenfunction (65) be a solution to the
time-dependent Schro¨dinger equation. It is a solution provided that the basis function Vk(t) has the form (77), and
yields the same condition on the function Wk as (18), consistent with the Bogoliubov, Riccati, and Spectral Function
approaches. We adopt this ‘natural’ choice (77) for the remainder of this paper. In the next Section we explore the
dependence on the choice of Wk(t).
B. Optimal Adiabatic Approximation of Particle Number
Now we consider the specification of the function Wk(t), via various orders of expansion of the adiabatic expansion
(75). The time evolution of the adiabatic particle number at j-th adiabatic order is obtained by inserting the preferred
basis (77) into (35) and setting Wk(t) = W
(j)
k (t) throughout the expression. At the j-th adiabatic order, it takes the
form
N˜ (j)k (t) =
ξ2k(t)
2W
(j)
k (t)
( 1
2ξ2k(t)
−W (j)k (t)
)2
+
(
ξ˙k(t)
ξk(t)
+
W˙
(j)
k (t)
2W
(j)
k (t)
)2 (78)
This is completely characterized by the amplitude function ξk(t) and the basis function W
(j)
k (t). The general procedure
to evaluate (78) is the following: solve the Klein-Gordon equation (1), or equivalently the Ermakov-Milne equation
(7), to obtain ξk(t), and compute W
(j)
k (t) from the truncation of the adiabatic expansion at the desired adiabatic
order.
The typical behavior of the time evolution of the adiabatic particle is shown in various Figures in this section. We
use the explicit example of the single-pulse electric field, for which an analytical solution to ξk is known (see Appendix
V) and the evolution of the adiabatic particle number can thus be analytically obtained. Figure 3 illustrates this for
the first six orders of the adiabatic expansion. The main observations are:
1. Truncating the adiabatic expansion at different adiabatic orders does not affect the final t = +∞ value of the
particle number.
2. Truncating the adiabatic expansion at different adiabatic orders does significantly affect the adiabatic particle
number at intermediate times, in particular in the vicinity of the time of the applied pulse.
3. Truncating the adiabatic expansion at the optimal order leads to the smoothest time evolution, which agrees
well with the universal form (79) found by Berry [54, 56].
4. Going beyond the optimal order again leads to large oscillations in the time vicinity of the applied pulse. This
behavior is characteristic of an asymptotic expansion.
A sequential adiabatic order-by-order comparison of the adiabatic particle number in Figure 3 shows the typical trend:
at intermediate times the adiabatic particle number initially exhibits large oscillations, which become smaller as the
optimal order is reached (here, j = 3), and then increase beyond this optimal order of truncation. This behavior
is generic for (divergent and asymptotic) adiabatic expansions where the optimal order of truncation corresponds to
a minimum error approximation, and is strongly dependent on the magnitude of the expansion parameter and the
parameters found in the effective frequency ωk(t) (2). Dingle found a universal large-order behavior to the adiabatic
expansion [55], which was then used by Berry to obtain an approximate universal form to the evolution of the
Bogoliubov coefficient βk(t) across a Stokes line when the adiabatic expansion is truncated at optimal order [56]. In
[54] this result was applied to the problem of particle production, leading to the simple universal expression for a
single-pulse perturbation
N˜k(t) ≈ 1
4
∣∣∣Erfc (−σk(t)) e−F (0)k ∣∣∣2 (79)
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where the exponential factor e−F
(0)
k is determined by the (real-valued and positive) singulant between the complex
conjugate pair of turning points
F
(0)
k = i
∫ t∗c
tc
ωk(t) dt , (80)
(tc is the solution of ωk(tc) = 0 that is closest to the real axis and located in the upper half plane). The time
dependence is given by a universal error function form with argument
σk(t) ≡ ImFk(t)√
2 ReFk(t)
(81)
where the “singulant” function Fk(t) is defined as
Fk(t) = 2i
∫ t
tc
ωk(t
′) dt′ (82)
For a generalization for multi-pulse perturbations, incorporating quantum interference effects, see [54].
The approximate universal form (79) is plotted as a dashed-red curve in Figure 3, showing good agreement with
the truncation at the optimal order. Figure 3 also confirms that the new expression (78) for the adiabatic particle
number agrees with the same adiabatic order-by-order evaluation, obtained numerically, in [54]. In comparison to
evaluating the coupled time evolution equations (26) for the Bogoliubov coefficient B
(j)
k (t), or the Riccati equation
(39) for the reflection amplitude R
(j)
k (t), a numerical advantage of (78) is that one does not need to repeatedly
solve complicated differential equations for the adiabatic particle number in which the difficulty only increases with
truncating the adiabatic expansion at higher orders. The Klein-Gordon equation (1), or the Ermakov-Milne equation
(7), is solved once for ξk(t), and then repeatedly projected against different W
(j)
k (t), reflecting the truncation of the
adiabatic expansion at different adiabatic orders.
C. Particle Production As a Measure of Small Deviations
In this Section we “zoom in” and study the fine details of the time dependence of the particle number. Truncating
the adiabatic expansion at different orders typically has only a small effect on Wk(t), compared to the leading order of
the expansion Wk = ωk(t), but nonetheless have a large and non-trivial effect on the time evolution of the adiabatic
particle number. In this section we explore how these small deviations of the adiabatic approximation influence
the evolution of the adiabatic particle number, and show how this indicates the physical phenomenon of quantum
interference.
1. Optimal Adiabatic Approximation of the Ermakov-Milne Equation
In Section II, the adiabatic particle number was found to be determined by the projection of the solution fk(t) of
the Klein-Gordon equation (1) against a basis set of approximate adiabatic states f˜k(t) defined in (17). The reference
states f˜k(t) are chosen to be as good as possible approximations to the exact solution fk(t), with the appropriate
particle production boundary conditions in (12). Therefore, the approximation is effectively characterized at the jth
order of the adiabatic expansion by
ξk ∼
(
2W
(j)
k
)− 12
(83)
and
ξ˙k
ξk
∼ V (j)k ≡ −
W˙
(j)
k
2W
(j)
k
(84)
This last approximation can be equivalently seen as neglecting the exponentially small r∗k in (63). Notice that the
approximation (84) is the ratio form of the first derivative of approximation (83), and thus is consistent with the
‘natural’ basis choice (77).
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FIG. 4: The adiabatic approximation (83) of 1/(2ξ2k) (blue-solid line) compared to the adiabatic expansion function W
(j)
k (red-
dashed line), for the first three orders of the adiabatic expansion, considering a time-dependent single-pulse electric field given
by E‖(t) = E0sech
2(at) with the magnitude E0 = 0.25, a = 0.1, longitudinal momentum k‖ = 0, and transverse momentum
k⊥ = 0, in units with m = 1. The central panels zoom in on time-scales near the pulse, while the right-hand panels zoom in on
the late-time behavior. Notice that the deviations of the approximation from the exact form are typically very small, capturing
well the averaged time dependence except near the the peak of the pulse, and except for tiny oscillations about the average
value at late times.
The structure of the adiabatic particle number in (78) is explicitly composed of the differences of the adiabatic
approximations (83, 84). We now examine how these approximations work in practice with the adiabatic expansion
truncated at various adiabatic orders. Figures 4 and 5 examine the adiabatic approximation (83) by directly comparing
1/(2ξ2k) with the adiabatic functions W
(j)
k for various adiabatic orders, considering a single-pulse time-dependent
electric field of the form
E‖(t) = E0sech
2(at) (85)
given by the time-dependent vector potential
A‖(t) = −E0
a
tanh(at) (86)
Figure 4 considers the first three adiabatic orders, while Figure 5 considers the next three orders. The left-hand figures
show the time-evolution over a wide range of t; the central panels zoom in on the vicinity of the pulse, and the right-
hand panels zoom in on the late time behavior. Notice that the approximation (83) is extremely good, with only very
small deviations between W
(j)
k (t) and 1/(2ξ
2
k(t)), which moreover do not change in any particularly dramatic fashion
as the truncation order changes. Notice the tiny oscillations about an accurate time-averaged approximation at late
times. There are small deviations near the time location of the pulse, which shrink until the optimal order and then
begin to grow again. Again, this is typical of adiabatic expansions where the optimal order of truncation corresponds
to a minimum error approximation, and results in W
(j)
k corresponding to the optimal adiabatic approximation of
1/(2ξ2k). This optimal approximation represents a simple ‘best possible’ approximation.
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FIG. 5: As in Figure 4 but with plots of the next three adiabatic orders, j = 3, 4, 5 for the adiabatic approximation (83) of
1/(2ξ2k) (blue-solid line) compared to the adiabatic expansion function W
(j)
k (red-dashed line), considering a time-dependent
single-pulse electric field given by E‖(t) = E0sech
2(at) with the magnitude E0 = 0.25, a = 0.1, longitudinal momentum k‖ = 0,
and transverse momentum k⊥ = 0, in units with m = 1. The central panels zoom in on time-scales near the pulse, while the
right-hand panels zoom in on the late-time behavior. Notice that the deviations of the approximation from the exact form are
typically very small, capturing well the averaged time dependence except near the the peak of the pulse, and except for tiny
oscillations about the average value at late times. The optimal order is reached at j = 3, after which the deviations begin to
grow again.
Figures 6 and 7 examine the adiabatic approximation (84), the first derivative ratio form of approximation (83),
by directly comparing ξ˙k/ξk with the basis function V
(j)
k = −W˙ (j)k /(2W (j)k ), evaluated at various orders j of the
adiabatic expansion, using the same electric field configuration and parameters as used for Figures 4 and 5. Figure
6 considers the first three adiabatic orders, while Figure 7 considers the next three orders. In both Figures 6 and 7,
ξ˙k/ξk is plotted as a solid-blue curve, and V
(j)
k = −W˙ (j)k /(2W (j)k ) is plotted as a dashed-red curve. The left-hand
panels show the time-evolution over a wide range of t, and the right-hand panels zoom in on the vicinity of the pulse.
Notice that there are once again oscillations about an accurate time-averaged approximation at late times, but that
these oscillations are now larger than those seen at late times in Figures 4 and 5. This is because this is effectively
measuring the derivatives of the tiny late-time oscillations in Figures 4 and 5. We also see that the changes from one
order of truncation to the next are not particularly pronounced.
We now examine the approximations by considering a time-dependent electric field with non-trivial temporal struc-
ture, to illustrate the phenomenon of quantum interference. Figures 8, 9 and 10 examine the adiabatic approximation
(84) by considering the alternating sign double-pulse electric field of the form
E‖(t) = −E0 sech2 [a(t+ b)] + E0 sech2 [a(t− b)] (87)
given by the time-dependent vector potential
A‖(t) = −E0
a
(− tanh [a(t+ b)] + tanh [a(t− b)] ). (88)
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FIG. 6: Plots of approximation (84), the time derivative form of (83) as a ratio, by comparing ξ˙k/ξk (blue-solid line) with the
adiabatic function V
(j)
k = −W˙ (j)k /(2W (j)k ) (red-dashed line), for the first three orders of the adiabatic expansion, considering a
time-dependent single-pulse electric field given by E‖(t) = E0sech
2(at) with the same pulse parameters as for Figure 4. The
left-hand panels show the time-evolution over a wide range of t, and the right-hand panels zoom in on the vicinity of the pulse.
The approximate (red-dashed) curves accurately describe the averaged time evolution, but miss the late-time oscillations, which
are more pronounced than those in Figures 4 and 5 because they are effectively the derivatives of those small oscillations.
Figure 8 compares the adiabatic approximation (84) at the optimal order of truncation, j = 3, for two different cases
of constructive (left panel), and destructive (right panel) interference. At this optimal order, V
(3)
k corresponds to the
optimal adiabatic approximation of ξ˙k/ξk, accurately capturing the average of its amplitude at all times, but missing
the oscillatory behavior, which encodes critical information regarding particle production. Figures 9 and 10 show
zoomed-in views, near each of the pulses, for the left and right panels of Figure 8, respectively. Figures 9 and 10 are
plotted with the same pulse parameters but with different longitudinal momentum to highlight the manifestation of
quantum interference that are associated with electric fields having non-trivial temporal structure [37, 57]. Specifically,
the longitudinal momentum in Figure 9 corresponds to maximum constructive interference in the adiabatic particle
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FIG. 7: As in Figure 6, but with plots of the next three adiabatic orders, j = 3, 4, 5, showing the approximation (84), the
time derivative form of (83) as a ratio, by comparing ξ˙k/ξk (blue-solid line) with the adiabatic function V
(j)
k = −W˙ (j)k /(2W (j)k )
(red-dashed line), considering a time-dependent single-pulse electric field given by E‖(t) = E0sech
2(at) with the same pulse
parameters as for Figure 4. The left-hand panels show the time-evolution over a wide range of t, and the right-hand panels
zoom in on the vicinity of the pulse. The approximate (red-dashed) curves accurately describe the averaged time evolution,
but miss the late-time oscillations, which are more pronounced than those in Figures 4 and 5 because they are effectively the
derivatives of those small oscillations. The optimal truncation order is at j = 3, after which the deviations begin to increase
again.
number at asymptotic times, while the longitudinal momentum in Figure 10 corresponds to maximum destructive
interference. A similar adiabatic order-by-order comparison of the adiabatic approximation shows the same trend
observed in Figures 4, 5, 6, and 7: the matching of both sides of approximation (84) improve until the optimal order
is achieved, and then grows more and more mismatched after this optimal order of truncation. The oscillations in
ξ˙k/ξk directly correspond to quantum interference: in Figure 9, we observe oscillations that increase in magnitude
as a result of each pulse and constructively interfere with one another to double in magnitude; while in Figure 10
we observe oscillations that increase in magnitude as a result of the first pulse but then cancel completely as the
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FIG. 8: Plots of the approximation (84) at the optimal truncation order (j = 3), for the time derivative form of (83) as a ratio,
by comparing ξ˙k/ξk (blue-solid line) and V
(j)
k = −W˙ (j)k /2W (j)k (red-dashed line), for a time-dependent electric field given by
(87) with the magnitude E0 = 0.25, a = 0.1, b = 50, and transverse momentum k⊥ = 0, in units with m = 1. The longitudinal
momentum k‖ was selected to correspond to maximum constructive (k‖ = 2.51555 for left subplot), and maximum destructive
interference (k‖ = 2.49887 for right subplot) in the particle number at future infinity [37, 57]. In the maximum constructive
case [left panel], the oscillations introduced after each pulse interfere to increase in magnitude, and double in scale. In the
maximum destructive case [right panel], the oscillations introduced by the first and second pulse interfere to completely cancel.
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FIG. 9: Zoomed-in view of the left subplot of Figure 8, plotted for a closer examination of the approximation (84) in the
vicinity of the pulse centers (t = ±50), for the case of maximum constructive interference.
oscillations introduced by the second pulse destructively interfere with the first. Note that the magnitude of the
oscillations in between the two pulses in Figures 9 and 10, which are widely temporally separated, are equal to the
magnitude of the oscillations at asymptotic times in the single-pulse case in Figures 6 and 7.
2. Adiabatic Particle Number as a Measure of Small Deviations
In this subsection we examine how the small deviations from the adiabatic approximations (83, 84) determine the
adiabatic particle number. We re-write the expression (78) as the sum of two terms, the first of which measures the
deviations of the adiabatic approximation (83), and the second of which measures the deviations of the adiabatic
approximation (84):
N˜ (j)k (t) =
1
4
√2W (j)k (t)ξ2k(t)− 1√
2W
(j)
k (t)ξ
2
k(t)
2 + 1
4

d
dt
(√
2W
(j)
k (t)ξ
2
k(t)
)
W
(j)
k (t)

2
(89)
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FIG. 10: Zoomed-in view of the right subplot of Figure 8, plotted for a closer examination of the approximation (84) in the
vicinity of the pulse centers (t = ±50), for the case of maximum destructive interference.
As shown in the previous subsection, the relationship between the exact solution ξk(t) to the Ermakov-Milne equa-
tion and the adiabatic expansion functions W
(j)
k (t) are given by the approximations (83, 84). The structure of the
adiabatic particle number (78) specifically extracts the very small changes introduced by truncating the adiabatic
expansion at different orders and the small oscillations from the exact solution to the Ermakov-Milne equation that
directly encode the particle production phenomenon. This yields a new perspective: particle production is character-
ized by the measure of these small deviations. The first term on the right-hand-side of (89) measures the deviations
of 2W
(j)
k (t)ξ
2
k(t) from 1, while the second term on the right-hand-side of (89) effectively measures the derivatives of
this deviation.
In Figure 11 we see the results of these small deviations. The black solid line in Figure 11 shows the exact adiabatic
particle number, for the first six orders of the adiabatic expansion. These are the curves plotted previously as solid
blue lines in Figure 3. The blue and red curves in Figure 11 show, respectively, the first and second terms on the
right-hand-side of (89). Notice that their combined envelope matches the adiabatic particle number (the black curve),
but the blue and red curves oscillate out of phase with one another, since the latter effectively characterizes the
time derivative of the former. Each component is highly oscillatory, especially at late times, but their envelope is
smooth except in the vicinity of the pulse. Also notice the difference of scales in the various sub-plots. The deviations
decrease significantly as the optimal order is approached, and then grow again as this order is passed. The green
dashed line shows Berry’s universal approximation, which matches the optimally truncated order of the adiabatic
expansion (here j = 3). At the optimal order, we see the culmination of the optimal adiabatic approximation of the
Ermakov-Milne equation in the final answer of the particle number: the scale of the oscillations of both components
become comparable, they level off much more quickly, and sum to yield the smoothest time evolution of the adiabatic
particle number.
In Figures 12 and 13 we plot in blue and red the same two components of the right-hand-side of the expression
(89), but consider the alternating sign double-pulse electric field given by (87). Both Figures utilize the same pulse
parameters, but with different longitudinal momentum that correspond to maximum constructive interference, Figure
12, and maximum destructive interference, Figure 13. The constructive interference can be seen in Figure 12 as the
final value of the particle number at future infinity N˜k(+∞) is 4 = 22 times the value at times in between the two
pulses. The destructive interference can be seen in Figure 13 through the vanishing final value of the particle number
at future infinity N˜k(+∞). Both figures show just the optimal order of truncation of the adiabatic expansion (j = 3
for these parameters), but we have confirmed that a similar adiabatic order-by-order comparison shows the same
trend exhibited in the phase and scale of the oscillations, as seen in Figure 11. In Figure 12, the interference results in
the components being out of phase in such a way to produce enhancement of particle production, which follow an n2
coherence pattern [54], while in Figure 13 it leads to cancellation with no particles produced at the final time. Again,
in each case, the two different components of (89) remarkably sum to produce a smooth evolution of the particle
number at all times.
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FIG. 11: The time evolution of the adiabatic particle number (89) (black-solid line), and its components, the first (blue-
solid line) and second (red-solid line) terms on the right-hand-side of (89), for the first six orders of the adiabatic expansion,
considering a time-dependent single-pulse electric field given by E(t) = E0sech
2(at) with E0 = 0.25, a = 0.1, longitudinal
momentum k‖ = 0, and transverse momentum k⊥ = 0, in units with m = 1. Notice that each of the components (blue and
red curves) is highly oscillatory, and out of phase, especially at late times, but the sum is smooth except in the vicinity of the
pulse. Also note the difference in scales in the various sub-plots. The deviations decrease dramatically as the optimal order
(j = 3) is approached, and then grow again as this order is passed. Further features are discussed in the text.
IV. CONCLUSION
In this paper we have explored the detailed structure of the time evolution of the adiabatic particle number for
particle production in time-dependent electric fields (the Schwinger effect). Through the Ermakov-Milne equation (7),
the amplitude of the solution to the Klein-Gordon equation (1), an analytic expression (78) for the time-dependent
adiabatic particle number was derived by projection of the exact solution ξk(t) against a basis of approximate adiabatic
reference states, characterized by the function Wk(t) defined in (17), and its various orders of adiabatic approximation
defined in (75). The form of expression (78) clearly illustrates the separation between the exact solution and the
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FIG. 12: The time evolution of the adiabatic particle number (89) (black-solid line), and its components, the first (blue-
solid line) and second (red-solid line) terms on the right-hand-side of (89), at the optimal order of the adiabatic expansion,
for the time-dependent double-pulse electric field given by (87) with E0 = 0.25, a = 0.1, b = 50, longitudinal momentum
k‖ = 2.51555, and transverse momentum k⊥ = 0, in units with m = 1. The longitudinal momentum was selected to correspond
to maximum constructive interference, with the final value being 4 times the intermediate plateau value between the two pulses.
At intermediate times, notice the phase difference of the oscillatory components of (89), which remarkably sum to a smooth
evolution of the adiabatic particle number.
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FIG. 13: The time evolution of the adiabatic particle number (89) (black-solid line), and its components, the first (blue-
solid line) and second (red-solid line) terms on the right-hand-side of (89), at the optimal order of the adiabatic expansion,
for the time-dependent double-pulse electric field given by (87) with E0 = 0.25, a = 0.1, b = 50, longitudinal momentum
k‖ = 2.49887, and transverse momentum k⊥ = 0, in units with m = 1. The longitudinal momentum was selected to correspond
to maximum destructive interference, with vanishing final particle number at future infinity. At intermediate times, notice the
phase difference of the oscillatory components of (89), which remarkably sum to a smooth evolution of the adiabatic particle
number.
choice of adiabatic basis, and illustrates the role of the adiabatic approximation in defining the reference states. It
also simplifies its numerical evaluation, as ξk(t) need only be computed once, independent of the order of truncation
of the adiabatic approximation for the reference states. We showed that the Bogoliubov, Riccati, Spectral Function,
and Schro¨dinger approaches to the adiabatic particle number each yield the same analytic expression for the particle
number, indicating that this form of basis dependence is a universal feature of the definition of the adiabatic particle
number at intermediate times. Note that the final particle number, at t = +∞, is independent of the basis choice, but
at intermediate times the particle number is highly sensitive to the basis choice. A variety of cases were illustrated
and the new form (78) agrees with previously reported numerical results in [54].
This leads to a proposal for an optimal adiabatic particle number, at all times, even during the time evolution. The
logic is the following. We first showed that the adiabatic particle number at intermediate times is basis dependent,
and therefore presumably unphysical since the order of truncation of the asymptotic adiabatic expansion depends
sensitively on the physical parameters of the driving perturbation. But the situation is completely reversed due to the
remarkable universality of the smoothing of the Stokes phenomenon found by Berry [56], using which we argued that
it is in fact possible to define an optimal adiabatic particle number. This universality means that no matter what is
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the optimal order, the time dependence of the optimally truncated particle number will have the same error-function
time dependence form in (79). This is confirmed through a number of examples. Further physical support for this
proposed definition comes from the resulting clear view of quantum interference effects, illustrated here for the double-
pulse sign-alternating electric field in (87), which exhibits both constructive and destructive interference, depending
on the longitudinal momentum of the produced particles. The structure of (78) also shows that the adiabatic particle
number may be characterized by the small deviations between the exact solution and its adiabatic approximations.
At the optimal order of truncation of the adiabatic approximation, the deviations are the smallest and smoothest,
and correspond to an optimal adiabatic approximation.
Future work will address the implications of these results for back-reaction and non-equilibrium processes [42–
44, 52], in both the Schwinger effect and related time-dependent non-equilibrium systems such as heavy ion collisions
and driven multi-level quantum systems.
Acknowledgement: This material is based upon work supported by the U.S. Department of Energy, Office of
Science, Office of High Energy Physics, under Award Number DE-SC0010339.
V. APPENDIX: SINGLE-PULSE ANALYTICAL EXAMPLE
An analytic example that is commonly used in the literature [80] in connection with the adiabatic particle number is
the single-pulse electric field given by (85) with the vector potential (86). The solution of the Klein-Gordon equation
(1) with this electric field case is a hypergeometric solution of the form
fk(t) =
1√
2ωk(−∞)
(−x)−iµ(1− x)2F1 [− i(µ+ ν), − i(µ− ν), 1− 2iµ, x] (90)
where x ≡ −e2at, and
 =
1
2
(
1 +
√
1− 4E
2
0
a4
)
µ =
ωk(−∞)
2a
ν =
ωk(+∞)
2a
(91)
which satisfies the Wronskian condition (5) and matches the rightward scattering scenario (12). From (6), then the
absolute magnitude of (90) is the analytic solution to the Ermakov-Milne equation (7). The scattering coefficients in
equation (12) with (90) are
Ak =
Γ (1− 2iµ) Γ (−2iν)
Γ (− i(µ+ ν)) Γ (1− − i(µ+ ν)) (92)
Bk =
Γ (1− 2iµ) Γ (2iν)
Γ (− i(µ− ν)) Γ (1− − i(µ− ν)) (93)
where the coefficients satisfy unitarity, |Ak|2 − |Bk|2 = 1, and are related to the final-time Bogoliubov coefficients
by Ak = αk(+∞) and Bk = βk(+∞). Thus, the final particle number at future infinity for the single-pulse case is
precisely N˜k(+∞) = |Bk|2.
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