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Abstract
This paper addresses the following classical question: giving a sequence of
identically distributed random variables in the domain of attraction of a normal
law, does the associated linear process satisfy the central limit theorem? We
study the question for several classes of dependent random variables. For inde-
pendent and identically distributed random variables we show that the central
limit theorem for the linear process is equivalent to the fact that the variables
are in the domain of attraction of a normal law, answering in this way an open
problem in the literature. The study is also motivated by models arising in
economic applications where often the innovations have infinite variance, coef-
ficients are not absolutely summable, and the innovations are dependent.
1 Introduction and notations
Let (ξn)n∈Z be a sequence of identically distributed random variables and let
(cni)1≤i≤mn be a triangular array of numbers. In this paper we analyze the
asymptotic behavior of statistics of the type
Sn =
mn∑
i=1
cniξi (1)
when the variables are centered and satisfy:
H(x) = E(ξ20I(|ξ0| ≤ x)) is a slowly varying function at ∞. (2)
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This tail condition is highly relevant to the central limit theory. For independent,
identically distributed, centered variables this condition is equivalent to the fact
that the variables are in the domain of attraction of the normal law. This means:
there is a sequence of constants bn → ∞ such that
∑n
i=1 ξi/bn is convergent
in distribution to a standard normal variable (see for instance Feller, 1966;
Ibragimov and Linnik, 1971; Araujo and Gine´, 1980). It is an open question to
extend the general central limit theorem from equal weights to weighted sums of
i.i.d. random variables with infinite variance. Linear combinations of identically
distributed random variables are important, since many random evolutions and
also statistical procedures such as parametric or nonparametric estimation of
regression with fixed design, produce statistics of type (1) (see for instance
Chapter 9 in Beran, 1994, for the case of parametric regression, or the paper by
Robinson, 1997, where kernel estimators are used for nonparametric regression).
One example is the simple parametric regression model Yi = βαi + ξi where
(ξi) is a sequence of identically distributed random variables with marginal
distribution satisfying (2), (αi) is a sequence of real numbers and β is the
parameter of interest. The least squares estimator βˆ of β, based on a sample
of size n, satisfies Sn = βˆ − β = (
∑n
i=1 α
2
i )
−1
∑n
i=1 αiξi. So the representation
of type (1) holds with cni = αi/(
∑n
i=1 α
2
i ).
We shall also see that the asymptotic behavior of the sums of variables of
the form
Xk =
∞∑
j=−∞
ak+jξj (3)
can be obtained by studying sums of the type (1). We shall refer to such a
process as to a linear process with innovations (ξi)i∈Z. In 1971 Ibragimov and
Linnik extended the central limit theorem from i.i.d. random variables to linear
processes defined by (3) for innovations that have finite second moment, under
the conditions
∑∞
j=−∞ a
2
k <∞ and stdev(
∑n
j=1Xj)→∞. They showed that
n∑
j=1
Xj/stdev(
n∑
j=1
Xj)
D
→ N(0, 1).
This result is striking, since var(
∑n
j=1Xj) can be of order different of n; prac-
tically it can be any positive sequence going to infinite of an order o(n2). It was
conjectured that a similar result might hold without the assumption of finite
second moment. Steps in this direction are papers by Knight (1991), Mikosch
et al. (1995) and Wu (2003) who studied this problem under the additional
assumption
∑∞
j=−∞ |ak| <∞. Our Theorem 2.5 positively answers this conjec-
ture. Under condition (2) we show that Xk is well defined, if and only if∑
j∈Z,aj 6=0
a2jH(|aj |
−1) <∞,
and under this condition we show that the central limit theorem for
∑n
j=1Xj
properly normalized is equivalent to condition (2).
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As an example in this class we mention the particular linear process with
regularly varying weights with exponent α where 1/2 < α < 1. This means
that the coefficients are of the form an = n
−αL(n), where for n ≥ 1, an =
0 for n ≤ 0, and L(n) is a slowly varying function at ∞. It incorporates
the fractionally integrated processes that play an important role in financial
econometrics, climatology and so on and they are widely studied. Such processes
are defined for 0 < d < 1/2 by
Xk = (1−B)
−dξk =
∑
i≥0
aiξk−i where ai =
Γ(i+ d)
Γ(d)Γ(i + 1)
and B is the backward shift operator, Bεk = εk−1. For this example, by
the well known fact that for any real x, limn→∞ Γ(n + x)/n
xΓ(n) = 1 we
have limn→∞ an/n
d−1 = 1/Γ(d). Notice that these processes have long mem-
ory because
∑
j≥1 |aj | = ∞. This particular class was recently investigated by
Peligrad and Sang (2010), where further reaching properties were pointed out.
Our study is not restricted to the class of independent identically distributed
random variables. We also consider larger classes including martingales and
mixing processes. The results obtained for the class of martingale innovations
are also useful to study more general innovations that can be approximated
by martingale differences. The martingale approximation method was recently
used by Jara et al (2009) to study the attraction to stable laws with exponent
α, α ∈ (0, 2) for additive functionals of a stationary Markov chain.
There is a huge literature on the central limit theorem for linear processes
with dependent innovations and finite second moment but we are not aware of
any study considering the infinite variance case in its full generality. A step in
this direction, under the assumption
∑∞
j=−∞ |ak| <∞, is the paper by Tyran-
Kamin´ska (2010).
In all the central limit theorems for variables with infinite variance the con-
struction of the normalizer is rather complicated and is based heavily on the
function H(x). This is the reason why it is important to replace the normalizer
by a selfnormalizer, constructed from the data. We mention in this direction
the recent results by Kulik (2006), under the assumption that
∑∞
j=−∞ |ak| <∞
and by Peligrad and Sang (2010) for regularly varying weights with exponent
α where 1/2 < α < 1. In this paper, as in Mason (2005), we suggest a Raikov
type selfnormalizer based on a weighted sum of squares of the innovations.
Our paper is organized in the following way: Section 2 contains the defi-
nitions and the results, Section 3 contains the proofs. For convenience, in the
Appendix, we give some auxiliary results and we also mention some known facts
needed for the proofs.
In the sequel we shall use the following notations: a double indexed sequence
with indexes n and i will be denoted by ani and sometimes an,i; we use the
notation an ∼ bn instead of an/bn → 1; an = o(bn) means that an/bn → 0; I(A)
denotes the indicator function of A; the notation ⇒ is used for convergence in
distribution and also for convergence in probability to a constant.
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In this paper we shall make two conventions in order to simplify the nota-
tions.
Convention 1. By convention, for x = 0, |x|H(|x|−1) = 0. For instance we
can write instead
∑
j∈Z, aj 6=0
a2jH(|aj |
−1) <∞, simply
∑
j∈Z a
2
jH(|aj |
−1) <∞.
Convention 2. The second convention refers to the function H(x) defined
in (2). Since the case E(ξ20) <∞ is known, we shall consider the case E(ξ
2
0) =∞.
Let b = inf {x ≥ 0 : H(x) > 1} and Hb(x) = H(x∨(b+1)). Then clearly b <∞,
Hb(x) ≥ 1 and Hb(x) = H(x) for x > b + 1. From now on we shall redenote
Hb(x) by H(x). Therefore, since our results are asymptotic, without restricting
the generality we shall assume that H(x) ≥ 1 for all x ≥ 0.
2 Results
Our first results treat the general weights and identically distributed martingale
differences with infinite second moment. The case of finite second moment was
treated in Peligrad and Utev (1997, 2006).
We shall establish first a general theorem for martingale differences under
a convergence in probability condition (5). This condition will be verified in
the next main results for classes of martingale differences and i.i.d. random
variables.
Theorem 2.1 Let (ξk)k∈Z be a sequence of identically distributed martingale
differences adapted to the filtration (Fk)k∈Z that satisfy (2) and let (cnk)1≤k≤mn
be a triangular array of real numbers, such that
sup
n
mn∑
k=1
c2nkH(|cnk|
−1) <∞ and max
1≤k≤mn
c2nkH(|cnk|
−1)→ 0 as n→∞. (4)
Assume
mn∑
k=1
c2nkξ
2
k ⇒ 1 as n→∞. (5)
Then
mn∑
k=1
cnkξk ⇒ N(0, 1) as n→∞. (6)
We shall mention two pairwise mixing type conditions that are sufficient for
(5).
Proposition 2.1 Assume that all the conditions of Theorem 2.1 (except for
(5)) are satisfied. Assume that one of the following two conditions holds:
(M1) There is a sequence of positive numbers ψk → 0 such that for all a and b
positive numbers and all integers j,
cov(ξ2j I(|ξ0| ≤ a), ξ
2
j+kI(|ξk| ≤ b)) ≤ ψkE(ξ
2
0I(|ξ0| ≤ b))E(ξ
2
0I(|ξ0| ≤ a)).
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(M2) There is a sequence of positive numbers (ϕk) with
∑
k≥1 ϕk < ∞, such
that for all a and b and all integers j,
cov(ξ2j I(|ξ0| ≤ a), ξ
2
j+kI(|ξk| ≤ b)) ≤ a
2ϕkE(ξ
2
0I(|ξ0| ≤ b)).
If either (M1) or (M2) holds then (5) is satisfied and therefore the conclusion
of Theorem 2.1 holds.
Remark 2.1 According to the above proposition we mention that for indepen-
dent identically distributed innovations satisfying (2) and coefficients (cni) sat-
isfying condition (4) the central limit theorem (6) holds.
For further applications to time series we shall comment on the normalized
form of the above results, which is important for the case when condition (4) is
not satisfied.
Recall Conventions 1 and 2 and define:
Dn = inf
{
s ≥ 1 :
mn∑
k=1
c2nk
s2
H
(
s
cnk
)
≤ 1
}
. (7)
Dn is well defined since by Convention 2, H(x) ≥ 1 for all x and, since H(x) is a
slowly varying function, we have limx→∞ x
−2H(x) = 0. By using this definition
along with Theorem 2.1 we obtain the following corollary:
Corollary 2.1 Let (ξk)k∈Z be as in Theorem 2.1 and assume
max
1≤k≤mn
c2nk
D2n
H
(
Dn
|cnk|
)
→ 0 as n→∞ (8)
and
1
D2n
mn∑
k=1
c2nkξ
2
k ⇒ 1 as n→∞. (9)
Then
1
Dn
mn∑
k=1
cnkξk ⇒ N(0, 1) as n→∞. (10)
Moreover, as in Proposition 2.1, condition (9) is satisfied under either (M1) or
(M2).
Clearly, by combining (9) with (10) we also have
1
(
∑mn
k=1 c
2
nkξ
2
k)
1/2
mn∑
k=1
cnkξk ⇒ N(0, 1) as n→∞. (11)
For equal weights, when cn,i = 1 for all n and 1 ≤ i ≤ n, Dn becomes the
standard normalizer for the central limit theorem for variables in the domain of
attraction of a normal law:
Dn = inf
{
s ≥ 1 :
n
s2
H (s) ≤ 1
}
.
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Then, it is well known that Dn → ∞ and, by the properties of slowly varying
function, condition (8) is satisfied with mn = n. For this case we easily obtain
the following central limit theorem for martingales with infinite variance:
Corollary 2.2 Let (ξk)k∈Z be a sequence of identically distributed martingale
differences adapted to the filtration (Fk)k∈Z satisfying (2) and assume
1
D2n
n∑
k=1
ξ2k ⇒ 1 as n→∞. (12)
Let Mn =
∑n
k=1 ξk. Then
Mn
Dn
⇒ N(0, 1) as n→∞.
Moreover, as in Proposition 2.1, condition (12) is satisfied under either (M1)
or (M2).
Remark 2.2 This corollary can be used to obtain the CLT for classes of stochas-
tic processes that can be approximated by stationary martingale differences. For
instance, assume (ηk)k∈Z is a stationary sequence of centered, integrable ran-
dom variables, Fi = σ(ηj , j ≤ i) and Vn =
∑n
k=1 ηk. An idea, going back to
Gordin (1969), is to decompose Vn into a martingale with stationary differences
and a telescoping rest called coboundary. More precisely, ηn = ξn +Zn−1 −Zn,
where Zn is a stationary integrable sequence and ξn is a stationary sequence of
martingale differences. Volny´ (1993) gave necessary and sufficient conditions
for such an approximation. Under the assumption E(Vn|F0) is convergent in
L1, we have Vn = Mn + Rn where Mn is a martingale with stationary differ-
ences adapted to Fn, and Rn = Z0 − Zn has the property that E|Rn| < ∞.
Then clearly, after normalizing by a sequence of constants Bn converging to ∞,
the limiting distribution of Vn/Bn is equivalent to the limiting distribution of
Mn/Bn.
By combining our Corollary 2.1 with the main result in Gine´ et al. (1997)
we formulate next a theorem for i.i.d. sequences.
Theorem 2.2 Let (ξk)k∈Z be a sequence of independent and identically dis-
tributed centered random variables. Then the following three statements are
equivalent:
(1) ξ0 is in the domain of attraction of a normal law ( i.e. condition (2) is
satisfied).
(2) For any sequence of constants (cnk)1≤k≤mn satisfying (8) the CLT in ( 10)
holds.
(3) For any sequence of constants (cnk)1≤k≤mn satisfying (8) the selfnormalized
CLT in (11) holds.
The implication (2)→(3) also follows by Mason (2005). We shall apply our
general results for time series of the form (3) with identically distributed mar-
tingale differences innovations. We shall prove first the following proposition:
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Proposition 2.2 Let (ξk)k∈Z be a sequence of identically distributed martingale
differences adapted to the filtration (Fk)k∈Z that satisfy (2). The linear process
X0 =
∑∞
j=−∞ajξj is well defined in the almost sure sense under the condition∑
j∈Z
a2jH(|aj |
−1) <∞. (13)
If the innovations are independent and identically distributed random variables
satisfying (2) then condition (13) is necessary and sufficient for the existence of
X0 a.s.
Denote
bnj = aj+1 + · · ·+ aj+n
and with this notation
Sn =
n∑
k=1
Xk =
∑
j∈Z
bnjξj . (14)
Construct Dn by (7) where we replace cnj by bnj . Then we have:
Theorem 2.3 Assume that (ξk)k∈Z is a sequence of identically distributed mar-
tingale differences satisfying (2), the coefficients satisfy condition (13), and∑
k b
2
nk →∞. Assume in addition that
1
D2n
∑
k
b2nkξ
2
k ⇒ 1 as n→∞. (15)
Then
Sn
Dn
⇒ N(0, 1) as n→∞. (16)
Notice that the normalizer Dn is rather complicated and contains the slowly
varying function H(x). By combining however the convergences in (15) and (16)
it is easy to see that we can use in applications the selfnormalized form of this
theorem.
Sn
(
∑
k b
2
nkξ
2
k)
1/2
⇒ N(0, 1) as n→∞. (17)
By simple arguments Dn in (16) can also be replaced by
√
pi/2E(|Sn|), or a
consistent estimator of this quantity.
We mention now sufficient conditions for the validity of (15).
Theorem 2.4 Assume that (ξk)k∈Z is a sequence of identically distributed mar-
tingale differences that satisfy (2), the coefficients (ai) are as in Theorem 2.3
and one of the conditions (M1) or (M2) of Proposition 2.1 is satisfied. Then
both the central limit theorem (16) and its selfnormalized form (17) hold.
In the independent case, by combining theorem (2.4) with the result on
selfnormalized CLT in Gine´ et al. (1997), we have:
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Theorem 2.5 Let (ξk)k∈Z be a sequence of independent and identically dis-
tributed centered random variables. Then the following three statements are
equivalent:
(1) ξ0 satisfies condition (2).
(2) For any sequence of constants (an)n∈Z satisfying (13) and
∑
k b
2
nk →∞ the
CLT in (16) holds.
(3) For any sequence of constants (an)n∈Z satisfying (13) and
∑
k b
2
nk →∞ the
selfnormalized CLT in (17) holds.
This theorem is an extension of Theorem 18.6.5 in Ibragimov and Linnik
(1971) from i.i.d. innovations with finite second moment to innovations in the
domain of attraction of a normal law. It positively answers the question on
the stability of the central limit theorem for i.i.d. variables under formation of
linear sums. The implication (2)→(3) also follows by Mason (2005).
The casual linear process is obtained when ai = 0 for i ≤ 0. Then X0 =∑0
j=−∞ajξj is well defined if and only if∑
j≥0
a2jH(|aj |
−1) <∞. (18)
For this case the coefficients bnj have the following expression
bnj = a1 + . . .+ aj for j < n
bnj = aj−n+1 + . . .+ aj for j ≥ n
and with this notation,
Sn =
∞∑
i=1
bniξn−i.
For particular casual linear processes with coefficients ai = i
−αL(i), where
1/2 < α < 1 and L(i) is a slowly varying function at ∞ in the strong sense
(i.e. there is h(t) continuous such that L(n) = h(n) and h(t) is slowly varying),
the normalizer can be made more precise. Peligrad and Sang (2010) studied the
case of i.i.d. innovations and showed that
D2n ∼ cαH(ηn)n
3−2αL2(n)
where cα = (1− α)
−2
∫∞
0 [x
1−α −max(x− 1, 0)1−α]2dx and ηn is defined by
ηj = inf
{
s > 1 :
H(s)
s2
≤
1
j
}
, j = 1, 2, · · · (19)
Furthermore, in this context, Peligrad and Sang (2010) showed that the self-
normalizer can be estimated by observing only the variables Xk. More pre-
cisely they showed that cαn
2a2nV
2
n /(A
2D2n) ⇒ 1 , where V
2
n =
∑n
i=1X
2
i and
A2 =
∑∞
i=1 a
2
i . Therefore
Sn
nanVn
⇒ N(0,
cα
A2
).
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By combining this result with Theorem 2.3 we notice that for this case we have
the following striking law of large numbers:
A2
∑∞
i=1 b
2
niξ
2
n−i
cαn2a2nV
2
n
⇒ 1 as n→∞.
Another particular case of linear processes with i.i.d. innovations in the domain
of attraction of a normal law was studied by Kulik (2006), under the condition∑
j>0 |aj | <∞. For this case his result is:
Sn
Vn
⇒ N(0,
|
∑
i>0 ai|
2
A2
). (20)
It is an interesting related question to extend Kulik’s result to martingale differ-
ences. We shall not pursue this path here where the goal is to consider general
coefficients.
We shall also study the case of weak dependent random variables whose
definition is based on the maximum coefficient of correlation.
Definition 2.1 Let A and B be two σ-algebras of events and define
ρ(A,B) = sup
f∈L2(A),g∈L2(B)
|corr(f, g)|
where L2(A) denotes the the class of random variables that are A-measurable
and square integrable.
Definition 2.2 Let (ξk)k∈Z be a sequence of random variables and let F
m
n =
σ(ξi, n ≤ i ≤ m). We call the sequence ρ-mixing if
ρn = sup
k
ρ(Fk1 ,F
∞
k+n)→ 0 as n→∞.
This class is significant for studying functions of Gaussian processes, as well
as additive functionals of Markov processes. A convenient reference for basic
properties and the computation of these coefficients for functions of Markov
chains and functions of Gaussian processes is Bradley (2007), chapters 7, 9 and
27.
The next theorem solves the same problem as Theorem 2.1 for this class
of dependent random variables. The conditions imposed to the variables and
mixing rates are similar to those used by Bradley (1988) who studied the cen-
tral limit theorem for partial sums of stationary ρ-mixing sequences under (2).
Bradley’s result was extended in Shao (1993) in several directions, but still for
partial sums. Our theorem extends Theorem 1 of Bradley (1988) from equal
weights to linear processes and Theorem 2.2 (b) in Peligrad and Utev (1997) to
variables with infinite second moment.
Theorem 2.6 Let (ξk) be a sequence of centered identically distributed random
variables satisfying (2). Assume that (ξk) is ρ-mixing with
∑
k ρ(2
k) < ∞ and
9
ρ(1) < 1.
Let (cnk) be a triangular array of real numbers satisfying
sup
n
mn∑
k=1
c2nkH(|cnk|
−1) <∞ and max
1≤k≤mn
c2nkH(|cnk|
−1)→ 0 as n→∞.
Then
1
Bn
mn∑
k=1
cnkξk ⇒ N(0, 1) as n→∞,
where Bn = (pi/2)
1/2
E|
∑mn
k=1 cnkξk| .
3 Proofs
Proof of Theorem 2.1.
The proof of Theorem 2.1 involves a few steps. Define
ξ′i = ξ
′
ni = ξiI(|cniξi| ≤ 1)− Ei−1(ξiI(|cniξi| ≤ 1))
and
ξ′′i = ξ
′′
ni = ξiI(|cniξi| > 1)− Ei−1(ξiI(|cniξi| > 1)),
where we used the notation Ei(X) instead of E(X |Fi).
We show now that
mn∑
k=1
cnkξ
′′
k ⇒ 0.
This is true because by the item 2 of Lemma 4.1 and (4),
E|
mn∑
k=1
cnkξ
′′
k | ≤ 2
mn∑
i=1
|cni|E(|ξ0|I(|cniξ0| > 1)) (21)
= o(
mn∑
i=1
c2niH(|cni|
−1) = o(1) as n→∞.
To prove the theorem, by Theorem 3.1 in Billingsley (1999) and (21), it is enough
to study the limiting distribution for the linear process associated to (ξ′i).
We shall verify the sufficient conditions for the CLT for sums of a triangular
array of martingale differences with finite second moment, given for convenience
in Theorem 4.1 in the Appendix. We start by verifying the point (a) of Theorem
4.1. Fix 0 < ε < 1 and notice that by the properties of conditional expectations
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and item 4 in Lemma 4.1, we have:
E( max
1≤i≤mn
|cniξ
′
i|
2) ≤ ε2 +
mn∑
k=1
c2nkE((ξ
′
k)
2I(|cnkξ
′
k| > ε))
≤ ε2 +
1
ε
mn∑
k=1
|cnk|
3
E|ξ′k|
3 ≤ ε2 +
8
ε
mn∑
k=1
|cnk|
3
E(|ξk|
3I(|cnkξk| ≤ 1))
≤ ε2 +
8
ε
o(
mn∑
k=1
|cnk|
2H(|cnk|
−1) as n→∞.
Now we take into account condition (4) and obtain E(max1≤i≤mn |cniξ
′
i|
2)→ 0
by letting first n→∞ followed by ε→ 0.
In order to verify the item (b) of Theorem 4.1, we have to study the limit in
probability of
∑mn
k=1 c
2
nk(ξ
′
k)
2. We start from the decomposition
mn∑
k=1
c2nk(ξ
′
k)
2 =
mn∑
k=1
c2nkξ
2
kI(|cnkξk| ≤ 1) +
mn∑
i=1
c2niE
2
i−1(ξiI(|cniξi| ≤ 1))
+2
mn∑
k=1
c2nkξkI(|cnkξk| ≤ 1)Ek−1(ξkI(|cnkξk| > 1)) = A+B + 2C.
We shall show that it is enough to analyze the first term by the following simple
argument.
We discuss now the term B. By the fact that c2ni(Ei−1(ξiI(|cniξi| ≤ 1)))
2 ≤
1 a.s. we obtain
B ≤
mn∑
i=1
|cniEi−1(ξiI(|cniξi| ≤ 1))| a.s.
By the martingale property Ei−1(ξiI(|cniξi| ≤ 1)) = Ei−1(ξiI(|cniξi| > 1)) a.s.
and taking into account (21) and the properties of conditional expectation,
E(B) ≤ E(
mn∑
i=1
|cniEi−1(ξiI(|cniξi| > 1))|) (22)
≤
mn∑
i=1
|cni|E(|ξ0|I(|cniξ0| > 1)) = o(1) as n→∞.
Then, by Cauchy Schwarz inequality, condition (4) and (22), we get
E(C) ≤ (E(A)E(B))1/2 → 0 as n→∞ .
By these arguments, the limit in probability of
∑mn
k=1 c
2
nk(ξ
′
k)
2 coincides to the
limit of
∑mn
k=1 c
2
nkξ
2
kI(|cnkξk| ≤ 1). Notice now that
mn∑
k=1
c2nkξ
2
kI(|cnkξk| ≤ 1)− 1 = (
mn∑
k=1
c2nkξ
2
k − 1) +
mn∑
k=1
c2nkξ
2
kI(|cnkξk| > 1).
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By the martingale inequality in Burkholder (1966) we obtain that there is a
positive constant c, such that for any ε > 0
P(
mn∑
k=1
c2nk(ξ
′′
k )
2 > ε/2) ≤
c
ε2
E|
mn∑
k=1
cnk(ξ
′′
k )|
which, combined with (21) and the arguments in (22) gives
mn∑
k=1
c2nkξ
2
kI(|cnkξk| > 1)⇒ 0. (23)
We just have to take into account condition (5) to conclude
mn∑
k=1
c2nkξ
2
kI(|cnkξk| ≤ 1)⇒ 1,
and then, by the above considerations,
∑mn
k=1 c
2
nk(ξ
′
k)
2 ⇒ 1.
The conclusion of this theorem follows by using the Theorem 4.1. ♦
Proof of Proposition 2.1.
We assume that (M1) holds. Because of (23) it is enough to prove
mn∑
k=1
c2nkξ
2
kI(|cnkξk| ≤ 1)⇒ 1.
We start by computing the variance of
∑mn
k=1 c
2
nkξ
2
kI(|cnkξk| ≤ 1) and, taking
into account the variables are identically distributed, we majorate the covari-
ances by using the coefficients ψi defined in Condition (M1).
var(
mn∑
k=1
c2nkξ
2
kI(|cnkξk| ≤ 1)) ≤
mn∑
k=1
c4nkE(ξ
4
0I(|cnkξ0| ≤ 1))
+2
mn−1∑
i=1
ψi
mn−i∑
k=1
c2nkc
2
n,k+iE(ξ
2
0I(|cnkξ0| ≤ 1))E(ξ
2
0I(|cn,k+iξ0| ≤ 1)) = D + 2E.
By the item 4 of Lemma 4.1,
D =
mn∑
k=1
c4nkE(ξ
4
0I(|cnkξ0| ≤ 1)) = o(
mn∑
k=1
c2nkH(|cnk|
−1)) = o(1) as n→∞.
In order to estimate the second term we split the sum in two, one up to h and
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another after h, where h is an integer.
E =
mn−1∑
i=1
ψi
mn−i∑
k=1
c2nkc
2
n,k+iH(|cnk|
−1)H(|cn,k+i|
−1) ≤
h max
1≤i≤h
mn−i∑
k=1
c2nkc
2
n,k+iH(|cnk|
−1)H(|cnk+i|
−1)
+ max
h≤i≤mn
ψi
mn−1∑
i=1
mn−i∑
k=1
c2nkc
2
n,k+iH(|cnk|
−1)H(|cn,k+i|
−1)
≤ h max
1≤k≤mn
c2nkH(|cnk|
−1) + max
h≤i≤mn
ψi.
By letting n→∞ and then h→∞, by taking into account conditions (4) and
(M1), we obtain E → 0 as n → ∞. Then, clearly by the above considerations
var(
∑mn
k=1 c
2
nk(ξ
′
k)
2) → 0 that further implies by condition (4) that (5) holds
under (M1).
The proof of this proposition under (M2) is similar. Because c
2
niE(ξ
2
i I(|cniξi| ≤
1)) ≤ 1,
var(
mn∑
k=1
c2nkξ
2
kI(|cnkkξ| ≤ 1) ≤
mn∑
k=1
c4nkE(ξ
4
0I(|cnkξ0| ≤ 1))
+2
mn−1∑
i=1
mn∑
k=i+1
ϕk−ic
2
nkE(ξ
2
0I(|cnkξ0| ≤ 1)) .
The first term in the right hand side is treated as before. For h fixed we easily
obtain
mn−1∑
i=1
mn∑
k=i+1
ϕk−ic
2
nkEξ
2
0I(|cnkξ0| ≤ 1) ≤ h max
1≤k≤mn
c2nkH(|cnk|
−1)
mn∑
k=1
ϕk
+
∞∑
i=h
ϕi
mn∑
k=1
c2nkEξ
2
0I(|cnkξ0| ≤ 1),
and the result follows by (4) and condition (M2) by letting first n→∞ followed
by h→∞. ♦
Proof of Proposition 2.2
By the three series theorem for martingales, (Theorem 2.16 in Hall and
Heyde, 1980) X0 exists in the almost sure sense if and only if:
1.
∑
i P(|aiξi| > 1|Fi−1) <∞ a.s.,
2.
∑
i E(aiξiI(|aiξi| ≤ 1)|Fi−1) converges a.s.,
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3.
∑
i V ar(aiξiI(|aiξi| ≤ 1|Fi−1)) <∞ a.s.
Notice that, by taking into account Convention 1, the fact that the variables
are identically distributed and item 2 in Lemma 4.1 from the appendix,∑
i
P(|aiξi| > 1) =
∑
i
P(|aiξ0| > 1) =
∑
i
a2i o(H(|ai|
−1)) <∞
and this easily implies 1.
Then by item 3 of Lemma 4.1 and again by the fact that the variables are
identically distributed,
|
∑
i
E(aiξiI(|aiξi| ≤ 1)| ≤
∑
i
|ai|E(|ξ0|I(|aiξ0| > 1)) =
∑
i
a2i o(H(|ai|
−1) <∞.
This implies ∑
i
E(|aiξi|I(|aiξi| ≤ 1)|Fi−1) <∞ a.s. (24)
and 2. follows.
Finally,∑
i
E(a2i ξ
2
i I(|aiξi| ≤ 1)) =
∑
i
a2iE(ξ
2
0I(|aiξ0| ≤ 1)) =
∑
i
a2iH(|ai|
−1).
Then ∑
i
a2iE(ξ
2
i I(|aiξi| ≤ 1)|Fi−1) <∞ a.s.
and together with (24) gives 3. For the i.i.d. case the proof is similar and it is
based on the i.i.d. version of the three series theorem. ♦
Proof of Theorem 2.3
We start by rewriting Sn as in relation (14) by changing the order of sum-
mation.
Sn =
n∑
k=1
Xk =
∞∑
j=−∞
(
n∑
k=1
ak+j)ξj =
∞∑
j=−∞
bnjξj .
We shall verify the conditions of Theorem 2.1.
According to Corollary (2.1) it is sufficient to show that
sup
k
b2nk
D2n
H(
Dn
|bnk|
)→ 0 as n→∞.
where
Dn = inf{x ≥ 1 :
∑
k
b2nk
x2
H(
x
|bnk|
) ≤ 1}.
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Notice that condition (13) implies
∑
k a
2
k < ∞. Therefore we can apply the
argument from Peligrad and Utev (1997, pages 448-449) and obtain
sup
k
b2nk∑
i b
2
ni
→ 0 as n→∞, (25)
since we imposed
∑
k b
2
nk →∞. Notice that by taking into account Convention
2 we obviously have
1∑
k b
2
nk
∑
k
b2nkH
(
(
∑
k=1 b
2
nk)
1/2
|bnk|
)
≥ 1.
By the definition of Dn, this implies
D2n ≥
∑
k
b2nk,
whence, by (25)
sup
k
b2nk
D2n
→ 0 as n→∞.
Now, by the properties of slowly varying functions, for ε > 0, we know that
H(x) = o(xε) as x→∞. We then obtain
sup
k
b2nk
D2n
H(
Dn
|bnk|
) = o(1) as n→∞.
This completes the proof of this Theorem. ♦
Proof of Theorem 2.6
In order to prove Theorem 2.6 we start by the truncation argument
ξ′ni = ξiI(|cniξi| ≤ 1)− E(ξiI(|cniξi| ≤ 1))
and
ξ′′ni = ξiI(|cniξi| > 1)− E(ξiI(|cniξi| > 1)).
First, by relation (21), we have
E|
mn∑
k=1
cnkξ
′′
k | → 0, (26)
whence, by Theorem 3.1 in Billingsley (1999), the proof is reduced to studying
the asymptotic behavior of
∑mn
k=1 cnkξ
′
k.
According to Theorem 4.1 and Theorem 5.5 in Utev (1990), given for con-
venience in the appendix (Theorem 4.2), we have only to verify the Lindeberg’s
condition. Denote (σ′n)
2 = E(
∑mn
k=1 cnkξ
′
k)
2. Our conditions on the mixing co-
efficients allows us by relation (29) to bound (σ′n)
2 above and below by the sum
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of squares of the variance of individual summands; so we can find two positive
constants C1 < C2 such that
C1
mn∑
i=1
c2niH(|cni|
−1) ≤ (σ′n)
2 ≤ C2
mn∑
i=1
c2niH(|cni|
−1). (27)
Lindeberg’s condition is satisfied because Lyapunov’s condition is satisfied. To
see this, by (27) we have
1
(σ′n)
2
mn∑
i=1
c3niE(|ξ0|
3I(|cniξ| ≤ 1)) ≤
1
(σ′n)
2
mn∑
i=1
c2nio(H(|cni|
−1)) = o(1).
The central limit theorem follows and we have
(
mn∑
k=1
cnkξ
′
k)/σ
′
n ⇒ N(0, 1) as n→∞. (28)
Now, (
∑mn
k=1 cnkξ
′
k)/σ
′
n is uniformly integrable and by Theorem 3.4 in Billingsley
(1999), this implies that E(|
∑mn
k=1 cnkξ
′
k|/σ
′
n) →
√
2/pi. By taking now into
account (26) we obtain E(|
∑mn
k=1 cnkξk|/σ
′
n)→
√
2/pi, that combined with (28)
and (26), leads to the conclusion of this theorem. ♦
4 Appendix
We mention first a lemma which contains some equivalent formulation for vari-
ables in the domains of attraction of normal law. It is Lemma 1 in Cso¨rgo˝ et al
(2003).
Lemma 4.1 Let H(x) := E(X2I(|X | ≤ x)). The following statements are
equivalent.
1. H(x) is a slowly varying function at ∞;
2. P(|X | > x) = o(x−2H(x));
3. E(|X |I(|X | > x)) = o(x−1H(x));
4. E(|X |αI(|X | ≤ x)) = o(xα−2H(x)) for α > 2.
The following theorem is a simplified version of Theorem 3.2 from Hall and
Heyde (1980). See also Relation 2.18 and (M) in Gaenssler and Haeusler (1986).
Theorem 4.1 Let (Dni)1≤i≤kn be a square integrable martingale difference and
(Fi) a filtration of sigma algebras such that for each, n and 1 ≤ i ≤ kn, Dni is
Fi measurable. Suppose that
(a) max1≤i≤kn |Dni| is uniformly integrable;
(b)
∑kn
i=1D
2
ni ⇒ 1 as n→∞;
Then Sn ⇒ N(0, 1) as n→∞ where Sn =
∑kn
i=1Xni.
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By combining Theorem 4.1 and Theorem 5.5 in Utev (1990) we formulate a
general result for triangular arrays of ρ-mixing random variables.
Theorem 4.2 Assume (Ynk)1≤k≤mn is a triangular array of centered random
variables with finite second moment such that ρ(1) < 1 and
∑
k ρ(2
k) < ∞
where
ρ(k) = sup
s≥1,n≥1
ρ(σ(Yni; i ≤ s), σ(Yni; i ≥ s+ k).
Set Sn =
∑mn
i=1 Yni and denote var(Sn) = σ
2
n. Then, there are two positive
constants C1 and C2 such that
C1
mn∑
i=1
E(Y 2ni) ≤ σ
2
n ≤ C2
mn∑
i=1
E(Y 2ni). (29)
Moreover if Lindeberg’s condition is satisfied:
1
σ2n
mn∑
i=1
E(Y 2niI(|Yni| > εσn))→ 0,
then
1
σn
mn∑
i=1
Yni ⇒ N(0, 1).
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