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I. INTRODUCTION 
Let f be a real-valued function defined on the finite interval 
[a,b]. A typical project in approximation theory is the construction 
of an approximating function s from a small amount of information about 
f. When ttiis information consists of the values (f) for a finite 
set of linear ftu:\ctionals , we require that the approximation 
s satisfy XAs) = X^(f) for i = 1, 2 , . . . , A. 
One such problem, which has received a great deal of attention in 
the past twenty years, is that of finding a function s which satisfies 
s(x.) = f{x.) i = 0,1,...,% 
(1-1) ^ 1 
D^s(x.) = D^f(x.) i = 0,1} j = l,2,...,k-l, 
for a given function f in H [a,b] and a given set of points 
A = {xQ,x^,...,x^} where a = x^ < x^ < ...< x^= b. 
There are an infinite number of functions which satisfy (1-1) 
and several classical techniques for determining a particular s to 
serve as an approximation to f. Three of these apparently different 
techniques give rise to the same function. 
The most direct approach, first explored in the literature by 
Schoenberg [31] in 1946, selects a function s^ from the set 
2k-2 Sp(2k-1, A) consisting of all functions g in C [a,b] which coincide 
with a polynomial of degree 2k-l in each of the subintervals determined 
by A. Such an element is called a polynomial spline of degree 2k-l 
and is said to have simple knots at the points of A. 
2 
Being composed of polynomial arcs, a function s. in Sp(2k-1, A) 
2k-l 
may be expressed as s.(%) = Z a. .x^ in (x., x. ), for some 
1 J=0 ^ 
constants a^ j, 0 < j < 2k-l. Requiring s^ to be in C [a,b] places 
(2k-l)(£-1) constraints on the coefficients a. and hence, the . 
If ] 
dimension of Sp(2k-1, A) is A-l+2k. The requirement that satisfy 
(1-1) imposes (2k-2) boundary conditions and (&+1) interpolation condi­
tions on s^. It has been shown (see Ahlberg and Nilson [3]) that 
these constraints determine a unique element s^^ of Sp(2k-1, A), 
The second technique centers around a formally self-adjoint dif-
2k ferential operator of order 2k, defined on H [a,b] by the formula 
k 
(1-2) L[u(x)]= Z (-1) V[a. (x)D u(x)] , 
i=0 ^ 
where the coefficients a^ are in H^[a,b] for i = 0,1,...,k, and where 
a^(x) w > 0 for some constant w and all x in [a,b]. Associated with 
this differential operator is the set Sp(L,A) which consists of all 
functions g in ^[a,b] such that gL . belongs to H^^[x. x.,, ] 1, l+J. 
for i = 0,1,...,&-1, and such that L[g(x)] = 0 a.e. in [a,b]. The 
elements in Sp(L,A) are the generalized L-splines defined by Lucas in 
[28]. When L = L^*L^ for some differential operator L^ of order k, the 
elements in Sp(L,A) arm the L-splines found in ^Iberg, Nilson, and 
Walsh [6] and in Schultz and Varga 136]. 
Lucas [28] has shown that, when the quantity |A|, defined by 
1a| = max (x.-x. ^), is sufficiently small, there exists a unique 
^ 2k 
s^ in Sp(L,A) which satisfies (1-1). When L = (-1) D , the sets 
3 
Sp(2k-1, A) and Sp(L,A) coincide, and therefore,Sg must equal s^. 
For the third technique, let L be a differential operator of 
the form given in (1-2) such that the associated Dirichlet bilinear 
form B, given by 
fb k 
(1-3) B(g ,g ) = L a.(x)D g (x)D g (x)dx, 
Ja i=0 ^ ^ 
k 
satisfies B(g,g) ^  0 whenever gGH [a,b]. As the approximation of 
f, this technique selects a function s^ which solves (1-1) and the 
variational problem 
(1-4) B(S2,S2) = inf{B(g,g): gEH*[a,b] and g satisfies (1-1)}. 
Such interpolants are generalizations of the splines studied by 
Anselone and Laurent [8], Atteia [9], DeBoor and Lynch [15], and Jerome 
and Schumaker [25]. 
It is shown in [28] that, when |A| is sufficiently small, the 
unique function which solves (1-4) is the function in Sp(L,A) which 
k 2k 
solves (1-1). When L = (-1) D and B is given by ^(g^/gg) = 
k k 
D g^(x)D g^ (x)dx, the uniqueness implies that the splines s^^, s^, 
and s^ coincide. 
Therefore, the same interpolating function s is produced 
by each of the three one-variable interpolation techniques: constructing 
a piecewise polynomial function, solving a differential equation almost 
everywhere in [a,b], and minimizing a functional. In the approximation 
of functions f: ]R^3R, where n >1, the situation is more complex. 
4 
For a bounded, open subset 0 of 3r", a finite set A = 
contained in 0, and a function f in (0), an n-
dimensional analog of the interpolation problem expressed in (1-1) is 
the problem of constructing a function s which satisfies 
s(x^) = f(x^) i = 1, 2 , . . . , &  
(1-4) 
(f-s) E Hg(n). 
An interpolation technique which is a multidimensional 
generalization of the first method would yield a surface s composed 
of smoothly connected polynomial functions. Thus, there must be a 
partition dividing into subregions such that, in each 
the surface s agrees with a polynomial p^. In the one-variable situation, 
this partition is uniquely determined by the points of A. When n >1, no 
such partition is provided by the points of A or by any other infor­
mation inherent in the problem. Therefore, any attempt at solving 
(1-4) with a function which is piecewise polynomial would depend upon 
the particular partition of fi which is chosen. 
Also, such a procedure would compel the boundary values of f and 
its normal derivatives of order less than k to be piecewise polynomials. 
Thus, there is no direct analog of the first technique in one-variable 
which would construct a piecewise polynomial function depending solely 
on the interpolation data in (1-4), 
To extend the second and third techniques, let L be an elliptic 
partial differential operator of order 2k, where 2k>n, such that the 
5 
associated Dirichlet bilinear form is given by 
8(9.,g.) =1: I c g(x)D°'g (x)D^g (x)dx |a| , |g|<k Jo O'P ^ ^ 
where the coefficients are such that; 
(i) c m G 0(0) if |a| = |3l = k, and, for some 
CX J p 
integer m > |, c „ e c'^ '"*•'"(0)(1 flL*"(0) 
A U|P 
for all a and 3; and, 
(ii) B is uniformly, strongly elliptic in Si, that is, there 
exists a constant C such that 
for all X, Ç in 0. 
Assume also that BCg^jg^) = Bfg^fg^) and B(g^,gj^) ^ 0 for all 
IC 
g^,gg EH (fi). 
For any function g in ), let = {hSH^(0): h-geH^(fi) and 
h(x^) = g(x^) for i = 0,1,...,S,}. We say that the bilinear form B 
has property RPS provided that the only function u^ in which satisfies 
B(Uq,v) = 0 for all v in is the zero function. 
Fisher and Jerome [17] have shown that, when B has property RFS, 
there exists a unique function s in which solves the variational 
problem: 
B(s,s). = inf{B(g,g): geV^}. 
6 
This function also solves the differential equation Ls(x) = 0 for x in 
0-A. Thus, (1-4) is solved by a function which satisfies a differential 
equation and which solves a variational problem. 
The approximating functions which are generated when solving 
k k (1-4) by solving the differential equation (-1),A s(x) =0 on Q-A, or by 
minimizing the functional 
I (A^s(x))^dx k = 2p 
B%(s,s) = < 
I r ^ hap o I Z (%— s(x)) dx k = 2p+l 
( i=l 1 
are the splines with which this dissertation is concerned. 
These splines are shown to exist and to exhibit many of the 
properties of polynomial splines. They are also shown to satisfy 
error estimates similar to those satisfied by the one-variable splines. 
Finally, formulas which aid in the computation of these splines on 
the ball = {XEIR'^: |x| < R}- are derived. 
A. Notations and Preliminaries 
A typical theorem in this text is labeled as Theorem k.m, where 
the k refers to the section number and the m refers to the theorem 
number. Similar notation is used for lemmas, corollaries, definitions, 
and examples. In contrast, equations receive numbers of the form (k-m). 
The symbol C is used to denote generic'constants. It may have 
different values at different occurrences. 
7 
For reference, an appendix of selected theorems from other texts 
is included. These theorems are needed in the proofs of our theorems. 
1. Multidimensional notation 
Throughout this dissertation we make use of multidimensional nota­
tion. A typical point in DR." is denoted by x = (x^,...,x^) and is 
considered to have norm equal to |x| = (2 Its inner 
i=l ^ 
product with a point y = (y^y...,y^) is denoted by x*y and is equal to 
n 
Z x.y.. When there is no confusion about the dimension of the space, 
i=l ^ ^  
the origin is denoted by 0. 
Points a = (a^,...a^) and 3 = in 3r" whose components 
are nonnegative integers are called multi-indices. For such points, we 
use the notation a+3 to denote the point (a, +3,,,0, +3 ) and write 3<ot 
— 1— X n— n — 
to mean that 3.<ot. for l<i<n. Also associated with such multi-indices 1-1 --
are the quantities |a| = Z a., a! =a_!«_!...a !, and, when 3<pi, 
r, 2L_ ' 
^3^ " (a-3)!3i • 
a 1^ "2 G 
Each multi-index a determines a monomial x = x, x_ ...x of 
a "1 \ degree |a| and a differential operator D = ...D^ of order |a|. 
3 0 
Here, D. = %— and D u = u. 
1 9x^ 
2. The domain 
The symbol is used to denote an open subset of . Its boundary 
k 0 Sn is said to be of class C if, for each point x in 90, there exists 
a ball BQ centered a x° such that, for some integer i, 30 Acan be 
represented in the form x^ = h(x^,...,x^ ... ,x^), where, for all a 
with |a| £ k, D% is continuous on the projection of onto 
the = 0 plane. 
3, Function spaces and distributions 
All functions in this text are real-valued. If f is defined on 
and B is a subset of Î2, then f| denotes the restriction of f to the set 
B. If f: X 1£^ Js} arid yeiR*^, then the notation f^ will be used 
to denote the function defined on ]r" by the formula f^(x) = f(x,y). 
a. Continuity classes For an open set S2 in 3r" and a nonnega-
ÎC Qt 
tive integer k, C (fi) is the set of all functions f such that D f is 
continuous on whenever a is a multi-index with |a| <_ k. 0^(0) is the 
set of all f in C (fl) whose support is à compact subset of R. As 
00 . 00 
usual, C (0) = O C^(Î2) and C (0) = niC^(fi). 
° i-o " „ 
Our proofs will often make use of a function (J) in Cq(3R ) whose 
support is contained in : |*|<. 1} and whose value at the origin is 
one. An example of such a function is 
exp(|x|^/(|x|^-l)) |x|<l 
(1-5) g(x) =< 
* 0 |x|>l. 
b. spaces For real numbers p, l<p;<oo, L^(SÎ) is the Banach 
space of Lebesgue measurable functions u, such that the norm 
I{[ |u(x) l^dx)^'^^ l<p<oo ess. sup. |u(x) I p = 00 xefl 
is finite. A function is said to belong to (0) provided it is in 
(K) for every compact subset K of Î2. 
c. Distributions (0) denotes a topological vector space 
00 
whose elements are the functions in CgfO). In the topology of f)(0), 
a sequence c(fl). is said to converge to (fiECQ (0) if: 
i> there exists a compact subset K of 0 which contains the 
support of for all m, and 
ii) converges uniformly to D^cj) for all multi-indices a. 
Such a sequence is said to converge to (j) in the sense of 0(0). 
The dual JO' (0) of JDCfl) is the set of all linear functionals X on 
J^(Q) such that &(#) whenever in the sense of /) (S2) • These 
linear functionals are called distributions. 
For each As#'(0) and each multi-index a, we may define a new 
linear functional D^X by the formula (D°'X) ((f)) = (-1) (D°'(j)) for 
(f)e^(O). This new functional is also a distribution, and thus, each 
element in (Hi) may be considered to be infinitely differentiable. 
If u is a function in (Q), then the linear functional X defined 
loc u 
on ^ (0) by the formula X ((()) = (j>(x)u(x)dx is a distribution. Thus, 
^ a ' for each a, X^ must have a derivative D X^ .in £)' (0) given by the 
formula (D^'x. ) (4>) = (-1) [ (D%) (x)u(x)dx. If there exists a func-
l 
tion V in L, (Î2) such that 
OL loc 
(-1) (D°'(j)) (x)u(x)dx = I (J)(x)v (x)dx 
for all (J) in (0), then the function v^ is called the weak or 
10 
distributional derivative of u. We say D u = v^ in the distributional 
sense. 
If XejQ' ( Q ) ,  then the support of X in fl is defined to be the set of 
all X in n such that, for every neighborhood U of x, there exists a 
function (j) in Û(U) such that X(^) 7^ 0. This set is equal to Î2-V for 
some open set V, and X(#) =0 for all (j)e£)(V). 
d. Sobolev spaces For nonnegative integers k and real numbers 
p, r^p^", (0) is the Sobolev space consisting of all functions u 
in iF (SI) such that D^'ueL^ (fi) for 0^|a|<k, where D^u is the distributional 
derivative of u. This space is a Banach space when equipped with the 
norm 
/ 1 
( ^ I|d"u||^ 1<P«» 
0< a <k L^(n) 
I"'"k,p,n 
max D^u\\ 
0<la|_<k l" (0) 
Of special interest is the subspace HQ'^(S2) which is the com­
pletion of CgCO) with respect to the norm || 11% p Q* Since 0^(0) is 
dense in any element in is uniquely determined by 
00 
its restriction to 0^(0). This fact will be used throughout the text. 
The spaces H^(0) 5 (0) and play a major role 
in the development of our splines and form a Hilbert space with 
respect to the inner product 
11 
(1-6) (u,v) = Z I ,D%(x)D%(x)dx. 
0<|a|5i •'fl 
4. The Dirichlet bilinear form ctnd adjoint associated with a differential 
operator 
Associated with the differential operator 
Lu = Z (-1) qD^u) , where c are the 
lo-Mslik |3| „  
adjoint operator L*u = . iZ. , (-1)' 'D (c^ «D u) and the Dirichlet |aM3|<k a,p 
bilinear form B(u,v) = S c „ (x)D^u(x)D°'v(x)dx. These are 
|oi|,|6|<k Jn "'S 
related to the original operator by the formula 
(Lu,v)Q 2 = (u,L*v)Q 2 = B(u,v) 
00 
which holds for all u and v in (0). 
B. Literature 
1. Extremal and orthogonal properties of one-variable spline interpolation 
Although Schoenberg [31] laid a mathematical foundation for poly­
nomial splines in 1946, it was not until the early 1960s that active re­
search in the area began to flourish. This research focused primarily 
on the cubic spline because of its computational advantages and its 
close connection with the draftsman's spline. Therefore, most of the 
properties in this section are generalizations of properties originally 
shown to be true for the cubic spline. 
Ahlberg and Nilson [3], DeBoor [13] , and Holladay [22] proved 
versions of the following theorem, which is known as the first integral 
relation. 
12 
V 
Theorem 1.1; If f is a function in H [a,b] and s is the unique element 
in Sp(2k-1, A) which solves (1-1), then 
[ [o'^f(x)]^dx = [ [Df(f-s)(x)]2 + [ [D^s(x)]^dx. 
'a •'a Ja 
If H^[a,b] is equipped with the semi-inner product (g,h). = 
b k k 
D g(x)D h(x)dx, then the above theorem implies that s and f-s are 
a 
orthogonal. that is, (s,f-s)^ = 0. The theorem also implies that, of 
all the functions g in H^[a,b] which solve (1-1), the spline s is the 
rb k 2 
unique function which minimizes [D g(x)] dx. This property is known 
•'a 
as the minimum norm property of the spline s. 
Another easy consequence of Theorem 1.1 is that s provides a 
best approximation to f from the set Sp(2k-1, A) with respect to the 
measure ||D^(f-s)|| _ . This follows from the fact that, if s 
L [a,b] 
is an arbitrary element of Sp(2k-1, A), then s-s is the unique spline 
interpolating f-s, and hence, ||d^(f-s)|1^- = |+
||Dk(s-s)||2 . ^ 
L [a,b] 
The following theorem is known as the second integral relation 
and may be found in [7]. 
2k 
Theorem 1.2; If fEH [a,b] and s is the spline in Sp(2k-1, A) which 
solves (1-1), then 
k 2 k*"^ 
ID (f-e) (X)] dx = (-1) 2k (f-s)(x)D f(x)dx. 
'a ^ a 
Versions of the following generalization of Theorem 1.1 appear in 
[6] and [28]. Here, L and B are given, respectively, by (1-2) and (1-3), 
13 
where the coefficients belong to H^[a,b] and a^(x) >_w > 0 on [a,b]. 
Henceforward, |A| will be assumed small enough to guarantee the 
uniqueness of the L-spline interpolant satisfying (1-1). 
Theorem 1.3: If fEH [a,bj and s is the unique element in Sp(L,A) which 
solves (1-1), then 
B(f,f) = B(f-s,f-s) + B(s,s).. 
Assuming that B(g,g) ^  0 for all g in H Ia,bJ, the L-spline s 
satisfies similar orthogonal, minimum norm, and best approximation 
properties with respect to the semi-inner product (g,h)^ = B(g,h). 
Versions of the following analog of Theorem 1.2 may be found 
in [4], [28], [36]. 
2k 
Theorem 1.4: If fEH [a,b] and s is the unique element in Sp(L,A) 
which solves (1-1), then 
•b 
B(f-s,f-s) = (f-s)(x)(Lf)(x>dx. 
a 
2. Convergence of one-variable spline interpolation 
Since splines are often employed as approximations for other 
functions, it is fitting that the topic of error analysis should 
constitute a large portion of the spline literature. The theorems 
listed here represent the major error estimates. They are stated 
in the most general case of generalized L-spline interpolation. 
Versions of them may be found in [26], [28], [32] and [36]. 
14 
Theorem 1.5; There exist positive constants C and E such that, for any 
partition A with |A|<e and any function f in H^[a,b], the inequality 
IId^(f-s)II <C |A|k-i(B(f,f))l/2 
L [a,b] 
holds for 0<j^k, where s is the unique element in Sp(L,A) satisfying 
2k (1-1)• Moreover, if f also belongs to H [a,b], then the inequality 
I loi(f-s)I I < C |A|2k-i| |Lf|| 
L^Ia,b] L^[a,b] 
also holds for 0^j<k. 
Theorem 1.6; There exist positive constants C and e such that, for 
any partition A with |A|<e and any function f in H^[a,b], the inequality 
I loi(f-s)I I <C 
l"[a,b] 
holds for 0^;^-l, where s is the unique element in Sp(L,A) satisfying 
2k (1-1). Moreover, if f also belongs to H [a,b], then the inequality 
||Di(f-s)||^ < C |A|2k-3-l/2||Lf|| 
L [a,b] L^[a,b] 
also holds for 0^j_<k-l. 
The above theorems provide constants for their bounds on the low 
order derivatives, (f-s), which do not depend on the partition A. 
Comparable constants for bounds on the higher order derivatives (f-s), 
2k 
when fGH [a,bj and j>k, are not available. Jerome and Varga [26] present 
15 
the following theorem as an alternative. For the special case L = 
it produces a constant C which is valid for sequences of 
partitions whose mesh ratios are bounded. 
Theorem 1.7; Let be a sequence of partitions such 
that: 
i) lim |A.I = 0, and 
i-xx,  ^
Ia^I 
ii), sup max —r-—: a < ». 
i l<i<&. (xi-xi_i) 
Also, for i>l, let s^ be the unique element in Sp(L^*L^, A^) which 
solves (1-1) relative to A^. Thei>, there exist an integer i^ and a 
2k 
constant C such that, for all i^ig and all functions f in H [a,b], the 
inequalities 
I I(f-S. ) II 1 C IA. I I I YL^f I I 
and L^[a,b] 
. l|D^(f-Si).|l 1 C |a |2k-]-l/2||^^*^ 2|| 
00 2 
L Ia,b] L [a,b] 
hold for 0£^j<2k-l. 
00 2 
It should be remarked that the mixed (L -L ) estimates in 
Theorems 1.6 and 1.7 are considered "suboptimal" because of the 
presence of the (-1/2) in the exponent of |A|. It is conjectured 
2k 00 
that, when fee [a,b], the appropriate L error estimate is 
(1-7) ||D^(f-s)|| < C |A|2K-I||Lf|| 
L"[a,b] L~[a,b] 
for j = Q,l,...,k. This conjecture is based on the works of Birkhoff and 
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DeBoor [10], DeBoor [14], Hall [20], and Swartz [38]. In the first three 
k 2k papers cited above, the estimate is shown to hold when L= (-1) D and k = 
1, 2, or 3. In the fourth paper, the estimate is shown to hold for 
all odd-degree polynomial splines on uniformly spaced partitions. 
Theorems 1.5, 1.6, and 1.7 have been extended. In Pemko and 
Varga [16], Hedstrom and Varga [21], Schultz [32], Swartz and Varga 
[39], and Varga [40], the interpolated function f is considered to 
k 2k belong to spaces other than H [a,b] and H [a,b]. The resulting esti­
mates involve moduli of smoothness, mixed norms, and mixed 
Besov space norms. In spite of all of these extensions, the above 
quoted theorems remain the cornerstone of the error estimates for this 
type of spline interpolation. 
3. Some multidimensional spline interpolation techniques 
More than fifteen years after the debut of the polynomial spline,, 
some multidimensional spline techniques began to appear in the litera­
ture. These early techniques concentrated on the construction of 
piecewise polynomial surfaces for the solution of a restricted set 
of interpolation problems. 
The most common spline technique for interpolating functions 
2 1 f; 3R 3R makes use of the bicubic spline, which was introduced 
by DeBoor [12] and characterized by Ahlberg, Nilson, and Walsh [5]. 
t. 
For ÏÏ = {(x,y): a^x£b, c£y^d}, = {a = x^ < x^ <...< x^ = b}, = 
{c = y^ < y^< ...< y^^ = d}, and fGC^(O) , the procedure provides a 
function s which satisfies 
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(1-8) 
s(x.,y.) = f(x.,y.) 0<i<N; 0<j<M 1 ] 1 ] 
^ = O'H; olijM 
i  = O'M 
2 2 
^ = O'M; i = O'M-
To obtain the spline, one first constructs the one-dimensional 
cubic spline s. .(y) on [c,d], for i = 0,1,...,N, which satisfies If 1 
Si,i(yj) = f(x^fYj) for j = 0,1,...,M, and^Sj^^^(yJ = ^  f(x^,yj) 
for j = 0 and M. Also, for i = 0 and N, one constructs the cubic spline 
9f 
s_ . (y) on [c,d] which satisfies s .(y.) =iYa) for j = 0,1,...,M 
6 f 1 g 6 y 1 ] OX X J 
d 3 f 
and — Sg ^fyy) = for j = 0 and M. As a final step, for each 
y in [c,d], the cubic spline s_ (x) on [a,b] satisfying s_ (x.) = jfY ^ fy 1 
d 
s- .(y) for i = 0;l,...,N and %-s_ (x.) = s. .(y) for i = 0 and N is 
J./X ux 1 z fX 
constructed. 
2 
The function s(x,y) = s (x) belongs to C (0), is a cubic poly-
•5 ,y 
nomial in each variable within each subrectangle [x\ ^,x^] x [yj_^,yj] 
determined by A^ and A^, and interpolates the values of f in (1-8). 
4 
It is also considered to belong to the class (0), which is defined 
as {f:D^feC(fl) for all a with |a|j<4 and 0t^^2 for i = 1,2}. 
These splines are often referred to as tensor product splines since 
M+2 N+2 
they may be expressed in the form Z E a. .^L(x)#.(y) where the a- j 
j=0 i=0 ^ ^ 
N+2 
are constants, the functions form a basis for the cubic splines 
on [a,b] with knots in A^, and the functions form a basis for 
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the cubic splines on [c,d] with knots in A^. 
It is clear that such a technique can be generalized to hemdle 
interpolation on rectangles in ]R" where n>2, or to handle polynomial 
splines of degree other than three. It can also be used to generate 
splines which are not of the same degree in each variable. Such 
splines are developed in [33] and [34]. 
In [35], Schultz extended this approach to include a multi­
dimensional variant of L-splines on a rectangle SÎ = [a^,b^] x ... x 
[a ,b^] in IR^. These splines are generated by n ordinary differential 
^i 4 
operators L , ...,L , where, for each i, L.u(x) = S a. . (x)D u(x) , 
k. ^ ^ j=0 
a. .EC ^[a.,b.] for 0<j<k., and a. .(x) > w. >0 on [a.,b.]. The 
1 / J XI 1 1 f 1 X X 
splines defined by Schultz are functions s which, when considered 
as a function of the ith variable alone, satisfy L* .L., .s(x) =0 i(%\) i(x^) 
a.e. in for i = l,...,n. 
All of the splines discussed above share three features: they are 
defined on a rectangle in ; they all interpolate the function f 
on a rectangular grid; and their overall continuity is determined solely 
by the continuity of their pure partial derivatives. Although Bramble 
and Hilbert [11] and Schultz [35] extended some of these splines to more 
general domains in the interpolation and continuity restrictions 
are intrinsic to this tensor product type of spline. 
Spline techniques which allow the interpolation of a multi­
variate function f at an arbitrary set of points are less prevalent. 
A technique to treat this problem on a bounded domain 0 was introduced 
by Fisher and Jerome [17] in 1974. This method was discussed 
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previously. 
In recent years, Meinguet [29], [30], has attempted to handle 
this problem with a function defined on all of IR*^. He studied 
functions s called k-surface splines, where 2k>n, which interpolate 
f on A and minimize ( E ^ | |D%| . In his development, 
|a|= k L^(3r") 
the set A is required to contain a k-runisolvent subset B = (b^,... ,b^), 
which is any set of m = points such that, for any 
(z^,.,. ,z^).e3R"', there exists a unique polynomial p of degree k-1 satis­
fying p(b^) = Zj, for i = l,..,,m. 
To determine this spline, one first constructs a set of basis 
polynomials {p^,,..,PQ} of degree k-1 which satisfy p^(bj) = 6^^ for 
o^i; j^m. With this basis and the set B, a function K mapping 
]R" X 3r" into may be defined by the formula 
k K(x,y) = (-1) [E(x,y) - 2 (p.(x)E(b. y) - p.(y)E(x,b.)) 
i=l ^ 1'' ^ ^ 
m m 
+ Z 2 p. (x).p. (y)E(b. ,b.)J , 
i=l i=l 1 ^ J 
where E is the fundamental solution for in given below. As a 
final step, one computes constants c , for aeA-B, which guarantee 
m 
that the function s{x) = E c K(x,a) + Z f(b.)p.(x) interpolates 
aeA-B ® i=l ^ ^ 
f at the points of A. 
The function s satisfies A^s (x). = 0 on and has derivatives 
D^s which belong to L^(Ir") whenever |a| = k. 
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II. POLYHARMONIC SPLINE INTERPOLATION 
A. The Main Interpolation Problem 
Throughout this section 0 is a nonempty, open, bounded subset in 
3r", and A = is a subset of Q containing H distinct points. 
Definition 2.1; A continuous function s in (0) is said to be a 
k-harmonic spline, or a polyharmonic spline of order k, on R with 
Ic k 
respect to the set A, if it satisfies (-1) A s(x) = 0 for xeO-A. The 
collection of all such functions is denoted Sp(k,A). 
As an approximation to a given function f in H (S2), we seek a func­
tion s which solves the interpolation problem: 
s(x^) # f(x^J i = 1, 2 , . . . , &  
(2-1) (f-s)eHQ(fi). 
Definition 2.2; A function s in Sp(k,A) which solves (2-1) is a 
k-harmonic spline interpolant of f on with respect to A. 
Definition 2.3; A set 0 is said to support a k-harmonic spline if, for 
each f in ((2) and for each finite subset A of 0, there exists a 
function s in Sp(k,A) which solves (2-1). 
1. The setting 
% 
a. and 8^(0) The concept of orthogonality with respect to 
the Dirichlet bilinear form B played a major role in the characterization 
of the generalized L-spline and will play a similar role in the 
k k development of the polyharmonic spline. When L = (-1) A , this form 
21 
is given by 
(A™u (x) ) (A% (x) ) dx k = 2m 
0 
B. (u,v) = 
n g 
[2 u(x))) ('5—(A%(x)))]dx k = 2m+l. 
fi i=l i ^*i 
The following theorem establishes a relationship between 
1/2 
Bj^(u,u) and the semi-norm 
for u in 
Theorem 2.1; There exists a constant C, depending only on k and n, such 
that 
1 cl"lk.2.a 
k 
for every u in (Î2). 
Proof ; Consider the function h defined on - {o} by h(x) = 
(|x|^^/ Z |x°'|^). Being continuous and positive, it must assume a 
I a 1 =k 
positive minimum and maximum on the unit sphere. Since h(tx) = 
h(x) for all t>0, it follows that ^ h~ h(x) ^  for all x 
in Ir" - {o}. 
If 
If uEHgfOy, then Theorem 8.2 and Plancherel's theorem imply 
that 
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(A""U (X) ) ^DX k = 2m 
B^(u,u) 
2R" 
n J, 
Z (%—A u (x) ) dx k = 2m+l 
= 1 „ |s|2k|a(s)|'ds 
4 
m 
12k 
lal=k 
where û(Ç) = (2n) | u(x)exp(-iÇ*x)dx. 
From the bounds on the function h and Plancherel's theorem, it 
follows that 
^ l ' " ' k , 2 , î ?  - - S l " l k , 2 , f l '  
and the theorem follows. • 
1/2 
Since the triangle inequality for (u,u) is easily verified, 
1/2 k 
Theorems 2.1 and 8.5 imply that B^(u,u) provides a norm for (0) 
which is equivalent to 11^11% 2 0' norm will be denoted by ||| | 
(0), being a closed subspace of (0), is a Hilbert space with 
respect to the innèr product ( , g i" (1-6). It is also a Hilbert 
space with respect to the inner product 
(2-3) <u,v>^ = B^(u,v) 
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k k b. The fundamental solution emd Green's function for (-1) A 
The concepts of fundamental solution and Green's function for a dif­
ferential operator will be needed in our study of polyharmonic splines. 
A function E^(x,y) : 2^ x h" is a fundamental solution for 
(-l)^A^ if, for each fixed y, it satisfies the distributional dif-
k k ferential equation (-1) A E^(x,y) = 6^, where 6^ is the Dirac 
distribution satisfying 5^(0) = <J)(y) . This means that 
j_n E (x,y)(-l)^A^#(x)dx = 6 ((J)) for all ((iG^(]R") and all yen". 
m 
While theorems guaranteeing the existence of such a function E^ 
may be found in [18] and [23], authors such as John [27, p. 44] and 
Sobolev [37, p. 109] exhibit the following fundamental solution for 
(-I)^A'^ 
^r((|)-k) |x-y|2k-* 
—rr—75 2k-n negative or odd 
2^V'2r(k) 
liLXl — 2k-n nonnegative and even, 
22k-l^n/2rY(k+l-|) 
where log denotes the natural logarithm arid E^(x,x) = 0 whenever 
2k>n. 
For each fixed y, E^(x,y) belongs to C (3R'^-{y}). The overall 
continuity and integrability properties of E^(x,y), 2k>n, are established 
in the next theorem. 
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Theorem 2.2; If 2k>n and 0 is any bounded open set containing the 
origin, then Ej^(x,0)eC^^"""^(3R")nH^'^"^2^"^(n), where [ ] denotes the 
greatest integer function. 
Proof; An induction argument guarantees the existence of poly­
nomials ^ and Pg homogeneous of degree |a|, such that 
D°^E^(x,0) = (P^ ^(x)log |x| + Pg ^(x))|x|^^ " 2|a|^ where P^ ^  = 0 when 
n is odd. Therefore, there exists constants ^ and ^ such that 
|d"Ej^(X,0)| 1*11+ and hence, 
D°'EJ^(x,0) is continuous whenever |a|<2k-n. Thus, 
Ej^(x,0)eC^''~""^(3R") . 
Since E^(x,0) belongs to C O} ), D^E^(x,0) will be an 
element of 1^(0) whenever |x|^^ " log |x| and |x|^^ " 
belong to L^({x: |x| <l}). Now, if |a| = j, then 
(|x|^^ " ^ log |x|)^dx 
Ix|<l 
= 1, 
w =1 
r^^"2n~2j(log r)^r""^dr dw 
0 
4]c~n"*2 j 
= - i&%r ' 
where C is the surface area of the unit sphere in Thus, 
1^12k n j 2gg |x| belongs to l?({x: |x| £ l}) whenever j<2k~. Similar 
calculations imply that |x|^^ " ^ also belongs to L^({x: |x|£ l}) when­
ever j<2k-^. Therefore, E^(x,0)EH^^ ^2^ ^(Q), and the proof is complete. 
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le le 
The Green's function for (-1) A and 0 is a function G^ defined on 
Ic flxfl such that, for each yeî2, the function G. belongs to H-(Î2) and satis-
K^y u 
k k 
fies (-1) A G, = 6 . Such a function may be constructed by sub-
K,y y 
tracting an appropriate function z^, defined on fixfl, from E^. For 
k k 
each y in u, the function z must satisfy (-1) A z, (x) = 0 for x in jc,y K,y 
n, and the function E -z. must belong to H|^(SÎ). 
When 2k>n, Theorem 2.2 guarantees that E. EH^(0) for each y in fl, 
and therefore. Theorems 2.1, 8.5, and 8.6 imply the existence of a 
function z, „ in (S2) such that E, -z, EH^Cfi) and such that B, (d),z, ) = k,y k,y k,y 0 k k,y 
00 
0 for all (j)ECQ(î2). From an integration by parts and Friedrich*s theorem 
(Theorem 8.10), it follows that z. EC (fi) and satisfies (-l)'^A^z. (x) = 
Kfy K,y 
0 for X in 0. Thus, for 2k>n, the function G^ exists. 
2. Existence of a solution 
In this section, the relationship between k and n is shown to 
determine the existence or nonexistence of a k-harmonic spline 
solving (2-1). 
Theorem 2.3; If and 2k^n, then will not support a k-
harmonic spline. 
Proof ; Let x^eO, A = {x^}, 6 = ^  inf{|x-x^|; XE3îî}; and define f(x) = 
g((x-x^)/5) where g is an arbitrary function in ({xE]I^: |x|^l}) 
satisfying g(0) ^ 0. Our proof will show that there is no function 
in Sp(k,A) which solves (2-1). 
Suppose that there is a function s in Sp(k,A) which is a 
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k-harmonic spline interpolant of f with respect to A. Then s is a 
k 3c ]c 
continuous element of which satisfies (-1) A s(x) = 0 for xefi-A. 
Jc k 
when (-1) A s is considered to be an element of Û'(fl), its 
support is contained in A. Thus, Theorem 8.8 implies that there 
exist a nonnegative integer N and constants c^ such that 
(-D^A^sfx) = Z  c D ^ &  
= Z c D°'((-1)VE. (x,x,)), 
|a|<N k i 
= (-l)V Z c DX 
|a|<N « 1 • 
k 
If all of the constants are zero, then s belongs to HQ(S2) and 
k k 
satisfies (-1) A s(x) = 0 in Î2. It then follows from the uniqueness 
of Theorem 8.6 that s = 0 on 0. Since this contradicts the assumption 
that s(x^) = f(x^) ^ 0, at least some of the constants c^ must be nonzero. 
Now, the function v(x) = s(x) - Z c D^E (x,x ) is k-harmonic 
|a|^ " ^ 
in Î2 and, by Theorem 8.10, belongs to Thus, v is bounded in a 
neighborhood of x , and s (x) = Z c D°'e (x,x^ )+v(x). But, since 
n a |a|<N " ^ ^ 
k<—, lim |D E (X,X )I = 00 for each multi-index a. Therefore, s cannot 
x-»x^ 
be continuous at x = x^ and satisfy s(x^) = f(x^). 
Thus, no k-harmonic spline interpolant of f with respect to A 
can exist, and does not support a k-harmonic spline. • 
The next theorem establishes the existence of a solution to 
(2-1) whenever 2k>n. Since its proof is constructive, it provides an 
algorithm for the computation of the spline interpolant. 
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Theorem 2.4; If J2C3R" and 2k>n, then Î2 will support a k-hannonic 
spline. 
Proof ; Let f be an arbitrary element of (0) and let A = {x^,...,x^} 
be a finite subset of 0. 
Theorems 2.1, 8.5, and 8.6 guarantee the existence of a function 
k k 
u in H (SÎ) such that f-usH^CQ) and such that Bj^(<(),u) = 0 for all 
<j)eCQ(fl). Since integration by parts implies that B^(()i,u) = 
|(-l)^A^(j) (x)u(x)dx = 0, it follows from Theorem 8.10 that ueC (S2) and 
satisfies {-l)^A^u(x) = 0 on 0. 
When W is the closed subspace of spanned by the functions 
{G. , . . . ,G. ,} andv is the orthogonal projection of (f-u) onto W with 
respect to the inner product < , of (2-3) > the function s = u+v 
k k k ' 
satisfies (-1) A s(x) =0 for x in J2rA and f-scH^CO). It also belongs 
to c" (n-A)nc^^""~^ (Î2). 
Now, Theorems 8.2 and 8.4 imply that, for each y in fl, ôy(g) = 
le 
g(y) is a bounded linear functional on HgCQ), and integration by parts 
guarantees that 
(2-4) 6y(*) = <$, 
for all <|> in C™ (0). Since 0^(0) is dense in (0) , Equation (2-4) 
k is also true for all g in HQ(Q). Thus, for i = l,2,...,&, we see that 
(f-s)(x.) = <f-s, 
= <(f-u)-v, ^ 
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since (f-u)-v is orthogonal to each element in W. 
Therefore, the function s constructed above is a k-harmonic 
spline interpolant of f with respect to A, and supports a k-
harmonic spline. • 
The results of the next two sections follow easily from the con­
struction in the preceding proof. Throughout the remainder of this 
section, 2k is assumed to be greater than n, and ^(A), or simply S^, 
is used to denote the k-harmonic spline interpolant of f constructed 
above. 
3. Uniqueness of S_ . (A) 
The function belongs to " ^(0), and in this section, it is 
shown to be the only function in Sp(k,A) which solves (2-1) and which 
exhibits this continuity. The following lemma is needed in the 
proof of uniqueness. 
Lemma 2.1; For any finite set A = {x^^,... ,x^} of distinct points in 0, 
0 0 
the mapping B: 3R -> 3R represented by the matrix (G (x.,x.)X is in-
K 1 3 
vertible. 
Proof; Let A = {xi,...,x^} be a finite set of distinct points in SÎ, and 
let 6 = ^  min ({|x\-Xj|: i^g}u{dist(x^,BO): i = 1,2,...,&}), where 
dist (x,3f2) = inf{|x-y|: ye3î2}. For ein arbitrary element y  =  ( y  ,...,Ym) of 
Z  X  X f  
define the function f(x) = E Y.g( (x-x. )./ô), where gec^({x; |x|^ l}) 
i = l  ^  ^ 0 0  
such that g(.0) = 1. The function f belongs to Cq (f2) and^sâtisfieS;.-: 
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f(x^) = for i = 
]c 
since f is already in the corresponding k-harmonic spline 
interpolant j^(A) is equal to the orthogonal projection of f onto W, 
the span of {G, ,...,G. }. Thus, there exists constants c.,...,CG 
such that 
and such that 
Y. = f(x.) = Z c.G (x ,x.), 
] J i=l ^ J 
for j = 1,2,... 
£ 
Since (Y^,,Y^) was an arbitrary element of 3R , it follows that 
the mapping B is surjective. But, a linear, surjective mapping from 
Z  Z  
M to ]R is a bijection, and therefore, B is invertible. • 
Theorem 2.5; S^ ^ (A) is the unique k-harmonic spline in ^(fl) 
which solves (2-1), 
Proof ; Suppose that S^ is another function in Sp(k,A)nc^^ ^(0) which 
solves (2-1). Then, by Theorem 8.8, there exist constants N. and c . 
a  ^ 
such that (-1)^A^(S_-SL) = Z Z e iD^6 -= 
k k ^ O kl.^i ""i 
(-1) à { Z Z c D E ). It follows from Theorem 8.10, that 
i=i *'*i 
& a 
(S -S-) = Z Z c D E, +z, where z is both k-harmonic and 
^ ^ i=i |.|% "'"i --r. : , 
infinitely differentiable on Since (S^-S^)ec " (0), it follows 
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S ,  
that Sf-Si - °O,A,K^ + 
The fact that and both solve (2-1) in^lies that {s^-s. )GI^(G) 
and that (S^-S^^) (x^) = G for i = Therefore, integration 
00 V 
by parts and the density of in Hq(SÎ) imply that 
0 = (S^-S^) (x%) 
- Gk,Xj>k 
Z  .  
®k,x^^k 
= =0,jGk(Xj,Xi), 
for i = 1,2,...,&. The invertibility of the matrix (G. (x.,x.)) es-
K 1 3 
tablished in Lemma 2.1 implies that c , = c _ = ... = c_ . = 0. 
UfX U  ^ <b U g X/ 
Thus, (S^-Sj^) = z, a k-harmonic function which belongs to HQ(SÎ). 
It follows from the uniqueness in Theorem 8.6 that = S^. • 
4. Properties characteristic of S (A) 
The properties in this section are similar to the properties of 
the one-variable splines. The following theorem represents a multi­
dimensional analog of the first integral relation. 
Theorem 2.6; If feH (0) and A is a finite subset of 0, then 
(2-5) lllflllk = ll|f-Sf,k(A)||lk + IllSf k(A)|||2. 
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Proof; By the construction in the proof of Theorem 2.4, = u^ + v^, 
where u^ is a k-harmonic function on fl satisfying f-u^GH^(0), and 
is the orthogonal projection of f-u_ on W, the span of {G. : aeA}. 
r kf a 
Therefore, 
(f-S.) + s _ l  
f-s. 
f-S. 
f-S, 
f-S, 
f-S, 
Ik + 
Ik + 2<f-Sf, U^ +V^ >^  
Ik + 2<f-S^,u^>k 
I:' 
where the fourth equality follows from the orthogonality of f-S^ and 
v^, and the fifth equality follows from an application of integration 
by parts. • 
It follows from this theorem that f-S^ and are orthogonal with 
respect to the semi-inner product < , >^. The next corollary states that S^ 
satisfies a minimum norm property, as did the polynomial splines. 
Corollary 2.1; S^ ^ (A) is the unique function in ( S I )  which solves 
(2-1) and the variational problem 
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I I |Sf| I Ijç = inf{| I |u| I 1^: ueH^(fl) and u solves (2-1)}. 
Proof ; If u is an element in (JÎ) which solves (2-1), then the above 
theorem implies that | | |u| | > | | js^l | |^. If | 1 |u| | = | | |s^| |\^, 
then u-S^ belongs to HQ(Î2) and satisfies | | ju-S^j | = 0. Since 
I I I  1 1 1 ^  i s  a  n o r m  o n  î ^ { Q ) ,  i t  f o l l o w s  t h a t  u  =  S ^ .  •  
The following theorem is a generalization of the second integral 
relation. 
Theorem 2.7; If feH^^(fl), then the integral relation 
(2-6) ll|f-Sf||lk = (-1)^ 
is valid. 
(f-S_) (x)A^f (x)dx 
Proof ; Since (f-Sf) eHQ(î2), we may use integration by parts and the 
orthogonality of f-S^ and S^ to conclude that 
ll|f-=£lllk = <f-Vf>k-<f-®£'Vk 
= (-l)k (f-S_) (x)A^f (x)dx. 
Theorem 2.8; S .(A) provides a best approximation to f from the set 
i i i k -Sp(k,A)nc^^ ^(fi) with respect to the semi-norm'| | | | j | . 
Proof: If S is any function in Sp(k,A)nc^^ " ^(0), then the 
uniqueness in Theorem 2.5 implies that S^ (A) = S. Also, the linearity 
of the construction in Theorem 2.4 guarantees that S_ _ . (A) = S. . -
X**5^JC t y iC 
Sg %(A) = S^-S. Therefore, it follows from the first integral relation 
33 
in Theorem 2.6, that 
11|f-s|11% = III(f-S) - (Sj-S)111% + II|sj-s|112 
illlf-SjIll'. 
k 
and the proof is complete. • 
B. Other Interpolation 
Problems 
The above interpolation procedure may be extended to include more 
general interpolation problems. One such interpolation problem would 
seek a function which interpolates some of the derivatives of f at 
the points of A. 
Let A = {x^,.,. ,Xjj^} be a finite set of distinct points in 0 and, 
for i = let be an arbitrary set of multi-indices a such that 
la |  < k - As an approximation to f(0), we desire a function s 
which solves the interpolation problem: 
D% (Xj^) = D°'f(x^) aeB^, i = 1,...,& 
(2-7) 
s - f e H ^  ( S I ) .  
The following existence theorem's proof is constructive and it parallels 
the development in Theorem 2.4. 
34 
Theorem 2.9; For (0), there exists a function S in Sp(k,A) which 
solves (2-7). 
Proof ! For an arbitrary multi-index a» with |a|<k - let Gj^ ^ be a 
function defined on SM2 such that, for each y in Î2, the function G 
It,et,y 
belongs to HQ(S2) and satisfies (-l)^A^G^ ^  ^  where D'^6y(<j>) = 
(-1) (y) for each <{ief)(R). Such a Green's function may be expressed 
by the formula G. (x,y) = d"e (x,y) - z (x,y), where, for each y, (* K KfO( 
Ic O L  
z. ^ „ is a k-harmonic function in H (0) such that D E. -z. 
KfWfY K f C i f Y  
belongs to Since whenever |a|<k - j, the 
existence of such a z. is guaranteed by Theorems 2.1, 8.5, 8.6, 8.10. 
•K,a,y 
X 
As before, let W be the subspace of H (0) spanned by 
H  °  
U {GV : oieB.}, and let v be the orthogonal projection of f-u onto 
"" k 
W with respect to < , >. , where u is the k-harmonic.function in H (0) such 
that (f-uleHgCQ). Then the function S = u+v satisfies (-l)^A^S(x) = 0 
k 
for xeJi-A and f-ScH^ (fl). 
Since f-S = (f-u)-v belongs to H^(Î2) and is orthogonal to each 
element in W, we may integrate by parts to see that 
D«(f-S)(K,) . (-1)1*1 <£-S, 
=  0 ,  
for each aeB^. 
Therefore, SeSp(k,A) and solves (2-7). • 
The next corollary follows easily from the preceding proof. 
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Corollary 2.2; If = max{|a|; aeB^}, then the function S constructed 
above belongs to ^ in some neighborhood of x^. Thus, if 
t = max{t^; i = 1,2,...,%}, then SEC^^ " ^ 
Proof: By the construction in the proof of the previous theorem, S = 
00 
u+v where ueC (u) and where 
& 
v(x) = Z E c .G (x,x ) 
j=l aea. ^ 
= S S c (D EL (x,x ) - z. (x,x.): 
j=l OEBj * ] k,* ] 
for some constants c .. Since z. ^ „ eC (fl) and E. EC (3r" - {x.})O 
Ot/3 KfX^ 1 
^2k n 1 ^ follows that S belongs to C^^ n 1 ti in some 
neighborhood of x^. 
00 
Since SEC (0-A), the last statement follows from the first. • 
The arguments used earlier in this section show that, for f in 
H (0) and for the function S constructed above, the first integral 
2k 
relation and the minimum norm property remain valid. If fEH (0), the 
second integral relation is also true. 
The validity of the first integral relation implies that S is the 
k 
unique function in H (fl) which solves (2-7) and the variational 
problem 
| | | s | | | ^  = inf{I  I|u|I  1^: uEH^(O) and u solves (2-7)}. 
But, the function S constructed above need not be the unique 
function in Sp(k,A) which solves (2-7). For example, let k = 3, 
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= {xE]R^: |x| < l}, A = { (0,0)}, = { (1,0)}, and let £ be an 
arbitrary function in 0^(0) such that D^^'°^f(0) = 1. Then problem 
(2-7) reduces to finding a function S in (fl) • satisfying D^^'®'s(0) =1. 
Although the function S constructed above would be given by the formula 
S(x) = cG^ ^ Qj(x,0), for some constant c, there is no reason to believe 
that problem (2-7) could not be solved equally well by a function of 
the form S^(x) = c^G^ ^j(x,0). 
However, should A = {x^y.-./x^} and each = {a: |a| ^  t^} for some 
integer t^<k - then the function S constructed in Theorem 2.9 would 
be the unique function in Sp(k,A) H C°°(0-A) which belongs to ^ *^(N^) 
for some neighborhood of x^ and which solves (2-7). 
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III. ERROR ANALYSIS 
In this section we establish an inequality which relates the 
quantities 
for functions f in H^'^(1R") which vanish on a set Y such that 
\j {x:|x-y|<h} for some finite h. This inequality is then used to 
yeY 
obtain error estimates for polyharmonic spline interpolation. 
A. A Basic Inequality 
The desired inequality is established in Theorem 3.1. Its proof 
will depend on the following two lemmas. 
Lemma 3.1; If kp>n and l^p«», then there exists a constant C, depending 
only on k, p, and n, such that 
l^lj,p,3Rn l^'k,p,3Rn 
for 0£j^k and for all functions f in (31^^)0 (3r") , which vanish 
on a set Y such that 3Rt U {x: Ix-y| < l}. 
yeY 
Proof ; Let pe[l,<*»), k be an integer such that kp>n, and let 
fEC^(]R")HH^'^(]R") which vanishes on a some set Y such that 
U {x: |x-y|<l}. As a first step we shall extract a particular 
yeY 
countable subset X of Y such that, for some R>0, 3R'^c U B (x) where B_(x) 
xex ^   ^
{zeiR*^: |z-x|<R}. Our strategy will be to compute the norms 
I |f I IlP(b (jj) ) all X in X, and then to form the sum 
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Z I |f| in an effort to obtain an estimate on | |f | ILP(]R") • 
Therefore, as a second step, it will be necessary to compute an upper 
bound on the number of balls B^^x) which intersect an arbitrary BJ^(XQ). 
Once these steps have been completed, actual computation of the l P ~  
norms can begin. 
Let Z = be the set of all elements in whose components 
are integer multiples of three, and assume that is the origin. For 
each i^l, select an element x^ from the set YnB^(z^), and let X = 
{x ,x ,...}. Then 3R"C U B (x.) when R = + 1. 
12 i=l " ^ 2 
In determining the number of integers j such that Bg^Xj)n Bj^(x^)y<)) 
for an arbitrary i, we need only consider the case in which i=l. If 
zGB^(Xj) nB^(x^), then |z-Xj| < j t^+1, |z-x^| < |-»^+l, |z-z^ [ < |vîï+2, 
and |z| <^}/n+2. From this, it follows that |zj| ^  |zj-z| + |z| < 
3 }/n+4. 
Now, the number of z^ in Z which are contained in {z; |z| < 3*^+4} 
is less than or equal to the number of points z^ in Z contained in the 
n-dimensional cube [- (3i/5+4), (3«/5+4) ] x...x [-(3v^+4), (3/n+4)]. Thus, 
there are no more than 
(3-2) = (2 [ + 1)* 
balls B^(Xj) which intersect where [ ] denotes the greatest 
integer function. 
Now, let i>l be fixed, and consider xGBgXXj)-{Xj}. Then 
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f(x) = f(x) - f(Xj) 
= i 
X-%U (x-x. ) (x-x. ) a 
^ E o'^f (Xj + t -—-3—) dt 
a =1 X-Xjl |X-Xjl 
= E D^f (x) (x-x.)°' 
la|=l ^ 
21 f|x-x.| t(x-x.) (x-x ) 
" H=2 ^  Jo " ^'*3* '|x-xj 
a 
dt. 
where the last equality follows from an application of integration by 
parts. Continuing to integrate by parts, we obtain the expression 
k-1 
f(x) = E (-1)^"^ I D^f (x) (x-x.)^' 
i=l |a|=i ^ 
,a |x-x.| , , t(x-x ) (x-x ) 
^ t D f(x.+ dt, 
-1 3 I I I |K |x-Xj| Ix-xjI 
which is a restatement of Taylor's formula. 
Therefore, 
If(x)| < y Z ^ lD°'f(x)l I (x-x.)^l 
+ E 
i=l |a|=i 
k .k-i,. 
a! |a|=k 
n-l ^ kp-p-n+1 
Since t^ ^  = t ^  ^ we may apply Holder's inequality to 
bound the integrals in this sijun as follows 
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kp-prn+l 
F ,P'at)P'. 
1 1 rl'-'jl 
where — + —;- = 1. The integral (t ) dt will be finite as 
J 0 
long as (hE_EZD±l)p' >_i or, equivalently, k§>n. By hypothesis^-this-, 
condition is satisfied, and thus, 
Jx-x I kp-p-n+1 ^ kP-n 
(|^  j (t c ,P'at,c' < c^ |x-,j| 
(E^) 
S =  ^ • 
m m 
Since the function g(a) = ( E |a.|)"/( E |a.|?) is homogeneous 
i=l / i=l ^ 
of degree zero on - {o}, there exists a constant C such that 
m,p 
, m m m 
(3-3)  E |aJP) <( Z |a I)P < C ( E |a |P). 
m,p i=l ^ i=l ^ "'P i=l ^ 
This inequality and the fact that |X-Xj| ^  R imply that 
| f ( x ) l P < C ( E  E  | D G f ( x ) | P  
i=l I a I =i 
IX-XjI. „ (X-Xj) 
0 
+ E (  
|a|=k ^  I ( X j + t  I ^ t " " ^ d t ) . I x - X j I  
where p*max{R^^ and where m is the number 
multi-indices a with lj£^|ot|£k. 
To obtain a bound on ||f|l^P^g jj, we shall allow x to vary in 
R j 
BgXXj). Let 0) = (x-xj)/|x-xj| and r = |x-xj|. Then x = Xj + rw and 
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k-1 
|w|=l 
I f (x .+rw) l^dw 5. C_ ( Z Z 
i=l a =i 
(x.+rto) pdu) 
|ai|=l ^ 
2 f iV-^at # . |a|=k •' |w|=lJo ^ 
Prom this it follows that 
fR 
[ [• If (x.+ra)) pr" ^ du) dr 
Jo J|w|=l  ^
k-1 fR f 
< C (  Z  Z  |D  f (x.+rw) Pdw R" dr 
- 2 i=l |al=i Jo J|w|=i ] 
+ Z [ [ lo^'f (x.+tw) pt"^ ^dt dw(R^^/kp) ) 
I a I =k I to I =1 •' 0  ^
I C ^ C Z  Z  | | D « f l | P  ) ,  
i=l |a|=i if(Bg^Xj)) 
where = C2.max{l, R^^/kp}. Therefore, 
where C_ = C, (C and C, is the constant in (3-3). 
5 k,p 4 k,p 
Since j was arbitrary, we may apply the inequality in (3-4) and 
the bound in (3-2) to conclude that 
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'o,P,1R" -
A i!l' ' ' i'P'BR(Xj) 
IVl j ,  
-  ^ 6 JJ^Ii,p,3Rn . 
Theorem 8.3 then implies that 
'^'o,p,3Rn 1 ^7^'^'k,p,]Rn ^e-l ^ '^'o,p,3R" 
for every E>0,G^1, where C = C K(k,p,n) and K(k,p,n) is the constant of 
Gok-l_e -1 1 
Theorem 8.3. Now, if is sufficiently large, ^  -  • — <  a n d  h e n c e ,  
4-1 
(3-5) I o,p,]Rn 1 207(^ -3^ -3 l^ lk,p,IRn S'^ 'k,p,3R" " 
It should be noted that, since depends only on k, p, and n, and Cg also 
depend only on k, p, and n. Therefore, the lemma is true for j=0. 
For l^jj<k-l. Theorem 8.3 (with E=l) and (3-5) imply that 
where K = K(k,p,n) is the constant of Theorem 8.3. The case j=k is 
clearly true and the proof is complete. • 
Notice that the proof of the preceding lemma actually proves the 
inequality in (3-1) for the more general case in which f vanishes 
on a set X such that xn{wE]R" : |w-z^| < l} / (j) for all in Z, where 
Z is the set of all n-tuples whose components are integer multiples of 
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three. The role of the set Z could be played by any countable, "evenly 
distributed" set which would insure that ^ x^ when i / j, and which 
would enable us to compute an upper bound on the number of balls B (x.) 
R ] . 
intersecting an arbitrary B (x.). We have chosen our particular Z in 
order to guarantee that |x\-xj| ^  1 for all i ^  j. This fact will be 
used in the proof of the next lemma. 
The following lemma proves (.3-1) for the case in which f belongs 
to and vanishes on an appropriate set. As expected, its 
proof will make use of the fact that CQ(3R") is dense in H^'^(3R"). 
However, in this case, it is necessary to show that f can be approxi-
00 xi 
mated by functions inC^d^ ) which vanish on a particular set. 
Lemma 3.2; Let l^p<oo and let k be an integer such that kp>n. Then 
there exists a constant C, depending only on k, p, and n, such that 
- ^l^'k,p,3R" 
for 0<j<k, whenever f is a function in H^'^(2R") which vanishes on a 
set Y such that IR^C U {%: |x-y|<l}. 
yey 
Proof; Let f be a function in which vanishes on a set Y 
such that R"C As before, let Z = {zLyZ.,...} be the 
yeY 
set all n-tuples whose components are integer multiples of three, and let 
X = {x,be a subset of Y whose elements satisfy |x.-z.|<1 for i = 
1,.... These elements also satisfy jx^-ix^ | 1 for i ^  j. 
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Now, by Theorem 8.1, there exists a sequence of functions {(|)^} in 
Cq(3r'^) n such that p,]Rn < % "* ~ 1,2,..., 
define the new function ij; (x) = (j> (x)g .(x) - 2 é (x. )g (x.)g(4(x-x. )), 
lit in » — in 1 ui 1 X 1=1 
where g is the infinitely differentiable function given in (1-5) 
and g^(x) = g(^). Since each cj)^ has compact support, the summation 
in the expression for is finite, and each belongs to CQ(JR^)nH^'^(^^) • 
Also, since g(0) = 1, each vanishes on X, and hence, by the proof of 
Lemma 3.1 and the remarks preceding this lemma, satisfies 
l^ml j,p,]Rn - ^ l'^mlk,p,]R" ' 0<j<k, where C is the constant of (3-1) 
which depends only on k, p, and n. Therefore, if we prove that 
I I 1 L T, Tpn hence | f-ù | . n) converges to zero as nrx», it 
III JC/P/irC In 
will follow that 
c'tlk.p.a" 
= =|flk,p.aP 
for O^j^k, where C is the constant of Lemma 3.1. Thus, the proof 
will be complete if it is shown that | | | |j^ p '^-*"0 as m-*». 
Since (support of g(4(x-x.))) Pi (support of g(4(x-x.))) = (|> for 
^ k— 
ifi-j, and since I k (4x) ] £4 P Il9(x))||%p it follows that 
00 k_îi 
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where, by Theorem 8.9, | jf-g f | |. TOTi"*" 0 as m-x». 
IR K / Jiv 
Applying Leibnitz rule to the second term, we obtain 
J'ai»'"*"-*-'":',,.,'' 
^ Cil|f-4.llk,p.3P 
< 0^ 2-"", 
where depends only on k, p, n, and the function g. Thus, the 
second term converges to zero. 
The summation in (3-6) is a finite summation which, since 
the support of g^ is {x: |x| ^  m}, contains no more than (m+l)"^ 
nonzero terms. Since f vanishes on X, Theorem 8.4 implies that, for 
all j^l, 
l<f>m(*j) I = ) I 
- ^ IIV^IIk,p,3Rn 
< K2"*, 
46 
where Kis a constant which depends only on k, p, and n. Thus, for m^l, 
and the summation must converge to zero as nr*». 
Therefore, | |f-'i'_| L _n + 0 as m-w and the theorem follows. • in KfP, jR 
The proof of the next theorem follows from the preceding lemmas 
and a change of variables. 
Theorem 3.1; Let l^p«» and let k be an integer such that kp>n. Then, 
there exists a constant C, depending only on k, p, and n, such that 
k-il 
1^1 j,p,3Rn-Ch |f|k,p,]Rn 
for O^j^k, whenever f is a function in H^'^(Ir") which vanishes on a 
set Y such that ll"c U (x: |x-y|<h}. 
yey 
Proof ; Let which Vcinishes on a set Y such that " 
C U {x; |x-y|<h} and define g(x) = f (hx) for all x in 3R" . Then g 
yEY ^ 
vanishes on the set Y. = ^ Y which satisfies IRt U {x: |x-y|<l}. Thus, 
I I 
g satisfies the hypotheses of Lemma 3.2. Since D^g(x) = h'°'' (D^f) (hx), 
it follows that 
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1 
= ( Z [l (D^f) (hx) ph"dx)^ 
|aI=jJ 
1 
= ( S h" (D°'f) (hx) l^dx)^ |a|=j •' 
1 c w '  |g|^_p_]R» 
—j . — 
= C ( Z |hk(D°f)(hx)|Pdx)P 
laUkJ 
= C h^'"^'*P( Z 
1 
'|(D"f)(x)|Ph""dx)P 
I a I =k'' 
for 0<j<k, where C is the constant of Lemmas 3.1 and 3.2. • 
B. Error Estimates for Polyharmonic 
Spline Interpolation 
The theorems in this section provide multidimensional analogs of 
the error estimates for one-dimensional generalized L-spline inter­
polation. As before, will be bounded, open subset of m" and A will 
be a finite subset of 0. For integers k > y and functions f in (0), 
S- . (A) or S will be the unique function in Sp(k,A)nc^^ " which 
£ £ 
solves (2-1). We shall assume that h is a positive real number such 
48 
that ÏÏC U {x:|x-y| < h}. 
yeAuSn 
00 2 
For convenience, error estimates which involve both L and L 
norms will be proved first for the case in which h=l. As in the 
proof of the preceding theorem, the desired result will then be 
obtained by means of a change of variable. Since this change of 
variable transforms the domain 0 into a new domain ^  ~ should be 
noted that all of the constants here arise from applications of (2-2), 
(8-1), (8-2), and (3-7), and therefore, do not depend on the domain 
Theorem 3.2; There exists a constant C, depending only on k and n, 
such that 
|f-Sf,k(A)li,2,n 1 C h I I If I I Ik 
for 0<j<k and for all f in (0). 
Proof ; Theorem 8.2 guarantees that, when the function f-S^ is extended 
to be zero on the resulting function i belongs to H^dR*^) and vanishes 
on AU(3R"-fi) . Since c U {x; |x-y|<h}. Theorem 3.1 is applicable, 
yeau(3R"-î2) 
and successive applications of (3-7), (2-2), and Theorem 2.6, yield 
<  c  h k - 3 | | | f | | | , .  
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Theorem 3.3; There exists a constant C, depending only on k and n, 
2k 
that, for all f in H (fl), 
for 0< j^k. 
Proof ; As in the proof of the preceding theorem, f-S^ satisfies the 
hypotheses of Theorem 3.1. Therefore, (3-7), (2-2), and Holder's 
inequality applied to (2-6) imply that 
'^"®f'o,2,n ^  l^"®f'k,2,fi 
<Ch^^ll|f-SflIlJ 
<Ch2^|f-Sf|o^2,nll^''^ll , ' 
L (0) 
and thus, 
2k,I.k I |A f l l  
] 
From this inequality and (2-6), it follows that 
T? (0) 
l^"®fI I 'k -  '^"®f'o,2,f i ' f | |  
L (0) 
,2 
1 CH^^L |A&|, 
I T  (0). 
which implies that 
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(3-8) |||f-Sg|||% < Chk||Akf|| 
L^(n) 
Finally, (3-7), (2-2), and (3-8) guarantee that, for 0<j<k, 
1 ch^-^lllf-s^lll^ 
<Ch"k-j|,^kf,| 
s} (SI) 
and the proof is complete. 
Theorem 3.4; There exists a constant C, depending only on k and n, such 
that, for fEH^(0), 
k-1-î, 
1=^ lllf 
'k 
for 0<j<k-|-, 
Proof; When h=l and 0£j<k-j, (8-2), (3-7), (2-2), and (2-5) imply that 
1 c| |f-S^[ 
1 C|||f-Sf|||% 
1 c|||f|llk. 
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For h^l, define g(x) = f(hx) and S(x) = S^(hx) for x in the 
1 k domain = ^ 0. The function g-§ belongs to (0^) and vanishes on the 
set Also, S clearly belongs to ^ ^ (0^) and satisfies 
k k*** (-1) A S(x) = 0 for X in Therefore, by the uniqueness of 
Theorem 2.5, S is the k-harmonic spline interpolant of g on 0^ with 
respect to A^, and hence, satisfies the first and second integral 
relations of Theorems 2.6 and 2.7. 
Since n. c U {x: |x-y|<l}, (3-9) implies that 
yeA^ua^h 
|f-Sfli,«,,0 = max . l|D"(f-Sf)il 
1*1=] L~(0) 
= max sup I(D*(f-S ))(hx)| 
|a|=j xeO^ 
= h i max sup |D'^(g-§) (x) | 
|a|=j xeQ^ 
1 Ch-i|||g|||^, 
for Oj<j<k-^. Now, from the definition of | | | |||^y it follows that 
lllglllk = ^|||f||1^- Therefore, when 0£j<k-j, 
and the theorem follows, m 
Theorem 3.5; There exists a constant C, depending only on k and n, such 
2k 
that, for fEH (J2), 
,.k. 
(fi) 
52 
for 0<j<k-|. 
Proof ; When h=l and 0<j<k~, (3-9) and (3-8) imply that 
<  c | | A ^ f | |  
t} (fi) 
When h^l, define g, §, (2^, and as in the proof of Theorem 
3.4. Then 
< Ch"]] I 
2k-"i-2. 
- ch :||Akf|| , 
t} (fi) 
for Q<j<k-j, and the proof is complete. 
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IV. COMPUTATIONS AND EXAMPLES ON 
= {XEIR": |x| < R} 
In order for the k-harmonic spline developed in the previous 
sections to be a viable interpolation tool, the Green's function 
^ k M 
for (-1) A and 0 must be available. For an arbitrary domain 0 in IR , 
the determination of this Green's function is a difficult problem in 
itself. For this reason, we restrict the attention of this section 
to the domain 0^ = {XE]R": |X|<R}. 
It is shown in [19, p. 246] that, when n is odd, the Green's 
function for -lA^ is given by the formula 
- (M |x -^1)^-) y^o 
G(x,y) =< 
r(—1) 
^n/2 y=0 
With this as our model, we derive formulas for the Green's functions 
k k 
for (-1) A and 0^, for all integers k, when n is odd, and all integers 
k>^, when n is even. These formulas are reported in the following 
two theorems. 
Theorem 4.1: If n is odd, = {xG]R ; |X|<R}, and k is a positive 
__________ R 
k k 
integer, then the Green's function for (-1) A and is 
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k-1 
IT (2(k-j)-n)r(5-k) 
\ ^  
(_2)3k-l^n/2r(k)2 
where 
'¥ I" - È2I' 
\(x,y) 
^ . Rf2_|,2(k-i)-n, 
|y|' 
YfiO 
|2(k-i)-n _ g2(k-i)-n 
') y=0. 
Theorem 4.2: If n is even, = {XERO"; |X|<R}, and k is. a positive 
integer greater than m = ^, then the Green's function for and is 
G, = (-1) 
k+m-l 
2^'''^l7'°r(k)r(k+l-in) 
"^k,! + »k,2'' 
where 
»k.i'*'y' =• 
|^_y|2(k m) (iQg|x_y|_iog(1^ |x - ^ -3^1 )) 
|y| 
_|2(k _ log R) 
y/0 
y=0. 
and 
fk-l 
( l-yl ^ <—i)-
i=0 
i^k-m 
IYI-
2 2 (k-iti-i) 
) 
(k-m) ! (m-1) t |^j2i(|^|2(k-m-i) ^2(k-m-i) ^ 
i=0 
li^k-m 
(k-l-i)!il2(k-m-i) 
YfiO 
y=0. 
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The proofs of these theorems appear later in this section and 
depend heavily on the machinery which is developed next. Throughout this 
work, the variable y is considered to be fixed and all differentiations 
g 
are with respect to the variable x. The symbol is used to designate 
differentiation in the direction of the exterior normal to 3JÎ. 
A. Preliminary Computations 
The computations of this section provide the groundwork needed in 
the proofs of Theorems 4.1 and 4.2. As expected, most of the proofs 
depend on mathematical induction. 
k ^ 1. A theorem on H^(^) 
The following theorem is a rather obvious extension of Theorem 8.7. 
It shows that the continuity requirement in Theorem 8.7 may be reduced 
to continuity in a closed neighborhood of the boundary. 
Theorem 4.3; Let 0 be a bounded, open subset of T£^ whose boundary 90 is 
of class C , and, for 6>0, define Og ={xeO: dist(x,9fi)>6}. If 
V ]ç g] 
fee (0-0.)n H (0) for some 6>0, and if —r f=0 on 30 for 0<j<k-l, then 
k 
fEHgtO). 
Proof ; For eacli positive Ô such that 0^^#, let ip^ be a function in 0^(0) 
such that ^g(x)=l for xeOg and such that ^g(x)=0 for xeO-Ogyg. 
Let f be a function in (0-0. )n (0) such that rf = 0 on 90 for 
<^0 9V3 
CKj^-1. If Og =<|), then Theorem 8.7 implies that fGH^ (0). 
If Or then f = f+ (1-^u )f where (1-ip. )fEC^(Ô%lH*XO) and where 
0 °0 °0 °0 
Jpr f=0 on 0-0. . Since (1-^. )f = f on 0-0, , Theorem 8.7 implies that 
0  ^ 0/2 0^ *0/2 
)fEHo(0). 
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.k, n. 
Now, since fSH (3R ) , there exists a sequence of functions 
in CqCOr") such that | I lk,2,IRn^ ° as mr*». Then 
(0) for each m, and 
for a constant C depending only on . Therefore, f and f belong 
k 0/2 % 
to HgtO), and the proof is complete. • 
2. Lemmas which aid in the calculation of normal derivatives 
The Green's functions derived here consist of combinations of the 
functions | x-y | and | x - |. Since | x - ^  ^  -I ) ^ = 
|yr ^ |yr 
I y - ^  *2!)^ when x, yelR^ - {o}, these functions satisfy the rela-
|x| 
tion 
.2 
(4-1) |x-y| = |x - , 
whenever y^O and |x|= R. This relation plays a major role in insuring 
that, for each y in 0 , the function G belongs to H (Î2 ). 
K jC f y U R 
To prove that G (OL), we will show that r- G | =0 for 
^ 9v^ 90 
i = 0,1,...,k-1. Since terms of the form Ix-yj"* occur in the expression 
for G , it will be necessary to derive formulas for the derivatives y 
4: 
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If xESOgy then the exterior unit normal is V (x) = For yem" 
and - {y,0}, simple calculations yield the following formulas : 
(4-2) ^(Ix-yj") = m|x-y|°"^{|x| - ^ ), 
(4-3) |j(log|x-y|) « |x-y|"2(|x| - ^ ), 
and 
(4-4) " 1' 
Formulas for the higher order derivatives of |x-y|™ are established 
in the next lemma and are expressed in terms of the numbers C(a,i) and 
D(a,i) defined, for real a emd integer i, by the formulas: 
!1 i<0 
. 
a(a-2)...(a-2i) i>0, 
cuid 
!1 i<0 
• 
a(a-l)...(a-i) i^O. 
Lemma 4.1; If j is a nonnegative integer, then 
(4-7) (|^)^|x-yr « (jlCltl C(m,j-t-l).|x-yr'^^^-^)(|x| 
for all integers m, yejR", and xem" - {y,0}. When y = 0, (4-7) reduces 
to 
58 
(4-8) (|^)^|x|"' = D(m,j-1) [xl*" \ 
Proof ; Let m be an arbitrary integer, , and let xelR*^ - {y,0}. 
For j=0 or 1, the validity of (4-7) follows immediately from the 
definition of C(a,i) and (4-2). 
If (4-7) is true for some nonnegative integer SL, then (4-2) 
and (4-4) imply that 
[-] 
^^dx-yp) = I &l2-t c(m,jl-t)lx-yr"2^^'^^"^Nlx|-^)^'"^ 
3V t=0 (&-2t)!t! 
^ % &tr <1=1 -
Reindexing the second summation and combining corresponding terms in the 
two summations, we obtain 
a%+i „ 'j' t 
+ C(m.a- tfJ -1) ' a-2 c|j ) Ix-yl""' . 
^ (Jl-2[|])I[|]! 
When a is even, the last term vanishes, and, since = [^] , 
(4-7) is also true for j=&+l. 
When £ is odd and equal to 2p+l, the coefficient in the last term 
is 
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-[|] 
0 ^(2-2 [|] ) = (2P+1)!2 
(Jl-2 tj] ) 1 l|] ! ^ P' 
= (2p+l)(2p)...(p+1)2 ^  
= (2p+2)(2p+l)(2p)...(p+2)2"(P+l) 
= (&+l)!2 
(Jl+l-2[-^^-])I(~] I 
Therefore, the last term is of the desired form, and Equation (4-7) 
is valid for j = &+1. 
It follows that (4-7) is true for all integers j>0. 
When y=0, (4-2) implies that 1^(1x1"*) = '"I*!"' and hence, (4-
follows immediately from mathematical induction. • 
The final lemma of this subsection will aid in summing the 
derivatives. 
Lemma 4.2; If j is a positive integer, then 
m . . 
(4-9) Z (T)(-l) i] = 0 
i=0 ^ 
for m = j+1, j+2,..., and 
(4-10) Z (?)(-l)^ii = (-l)ij! . 
i=0 ^ 
Proof; If j=l and m is an integer greater than one, then 
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m m 
m-1 . 
(-m) E (*"l)(-l)i 
i=0 1 
(-m) (1-1)'""^ 
= 0. 
Thus (4-9) is true for j=l. 
m . , 
Assume that, for each positive integer j^A, Z (.)(-l) i = 0 
i=0 ^ 
whenever m>j+l. Then, if m>2+2 = (2+l)+l, we have 
m-l . 
= (-m) Z (™?l)(-l)i(i+l)& 
i=0 ^ 
S, g m-l . . 
= (-m) Z (p Z ( . )(-l)^i^. 
t=0 i=0 1 
Since m-l is greater than t whenever O^t^A, the above summation 
reduces to 
0 m 1 
(-m) Ç) z (-1)1 = 0. 
i=0 1 
Therefore, (4-9) is true for j = £+1 and for all positive integers j. 
^1 i Clearly, Z (,)(-l) (i) = -1 = (-1)11. 
i=0 
If (4-10) is valid for l<j<&, then 
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C,+l i 5,+l '^0^0 4 t 
Z ( . ) (-1) 1 = -(£+1) E (h Z (7)(-l) i 
i=0 ^ t=0 i=0 
=  - ( A+l)(*) Z  (^)(-l)V 
^ i=0 1 
= -(A+1)(-1)*A: 
= (-1)**^(4+1)1 . 
Thus (4-10) is true for all positive integers and the proof of the 
lemma is complete. • 
3. Lemmas which aid in the calculation of the iterated Laplacian 
The formulas for given in Theorems 4.1 and 4.2 contain one 
k 3c 
term which is the fundamental solution for (-1) A and several other 
terms which are either of the form |x-yl^|x-z|^ or of the form 
|x-y|^ log|x-z|. Our strategy for proving that (-l)^A^G^ ^  = 6^ is to 
show that these extra terms are k-harmonic in 0^. 
The following theorem will aid us in accomplishing this task. 
2k 
Lemma 4.3; If f and g are functions in C (ft), then 
A^tf-g) = Z (^)2^ Z^(k\i) Z if D°'(A^"^"^f)D°'(A^g). 
j=0 ^ i=0 ^ |a|=i 
Proof ; Since A^(fg) = gAf + fAg + 2 Z D^'fD'^g, the lemma is true for |a| =1 
k=l. 
2(A+l) 
If the lemma is valid for k=A, and if f and g belong to C (0), 
then 
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^A^(fg) = Z (h2^  Z ^^(D°'(A^"^"^f))D°'(AS) 
3x^ j=0 ] i=l |al=i *' 3x^ 
q - ' ' q 
2^(D^ (A^~^"^)" • ^(0°^ (A^g) ) + (A^"^"^f )^( 
SXq 
and 
A^'^^(fg) = Z (1^)2^ *Z^(*Ti) Z 31 D*(A*^^"i"if)DG(Aig) 
j=0 ] i=0 ^ |al=j 
+ 2 Z (^)2^ Z^(*Ti) Z DO(A&-i-if)D*(A^g) 
j=0 ] i=0 ^ |a|=j+l 
+ Z 02^ \^(^"^) Z jf D"(A^"^'^f)D"(A^'*'^g) . 
j=0 ^ i=0 |ot|=j 
If the second and third summations are reindexed, using, respectively, 
the substitutions s = j+1 and s = i+1, the corresponding terms in the 
0 0 
summations may then be combined by applying the identity (^) + (.^) = 
il+l ( ^  ). This combination of terms yields the validity of the lemma for 
k = Z+1 and the proof is complete. • 
Since A^ (Ix-yj"*) = m(m-2+n) |x-y|™ ^ and A (log|x-y|) = 
1 , - 2  (n-2)|x-y| , the preceding lemma guarantees the existence of constants 
s. and t. . , , such that, whenever xen" - {y,z}, i,],k,r,p i,3,k,r 
(4-11) Ak(|x-y|Z^x-z|P) = Z Z s . ^ Z Ix-yl^"^^"^~^h, 
4—m •i=n if]fK,r,p „ . Otl j=0 i=0 ' ' ' P |a|_j
D"(|X-Z|P-"), 
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and 
(4-12) A^(|x-y|^ log|x-z|) 
The evaluation of the Innermost summations In (4-11) and (4-12) Is 
facilitated by the next two lemmas. 
Lemma 4.4; Let p, r, and j be integers, with j>0, and let y and z 
be arbitrary elements of Then, for all positive Integers and 
all X In m" - {y,z}, 
|a|=j 
n n 
= Z a. , ^  C(r,£-t-l)C(p,A-t-l) • I ... I, 
t=0 i,=l 
ij lA+i q q 
where 
%,&,p,r 
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and 
a £,'2~^ 
t,&,P,r = ;ti ^ (p+r+n-2(A-w)) 
for l<t<[&, and where C(a,i) is defined by (4-5). 
Proof ; Let x be an arbitrary element of - {y,z}, 
Since 
Z ij-D°'(|*-y|^)D"(|x-z|^) 
|a|=j 
a l  . . . a x . — < ' '  
j ^2 ^ 
X 
the lemma is true for &=1. 
If the lemma is true for A=m, where m<j, then 
|al=j 
Z ^ D°'(|x-y|^)D"(|x-zl^) 
• • i 
[|] n n 
= 2 a. C(r,m-t-l)C(p,m-t-l) • Z ... Z 
<==» ' 'P' ij-l . 
X ( (r-2 (m-t) ) I x-y 1 (M+L-T) g (x^ -y^ ) 
m+1 
H
s=2t+l "s "s 
+ Z 6. n (x. -y. )) 
s=2t 
s^ 
w=2t+l ^w^m+1 +l ^s ^s 
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m+1 
X Bi"*"l((p-2 (m- t ) ) |x -z|P"2(m+l-t) jj _z.  )  
q=2t+l 
m m 
+ I 6. . n (x -z. )), 
v=2t+l V m+l q=2t+l q q 
qy^v 
where sJ"'»-'- - Using the linearity of the derivative 
3x^ ...3x^ 
to separate this eipression^into four different sums and summing 
over those indices involved in the Dirac deltas, we obtain 
|a|=j 
Z ^"(|x-y|^)D°'(|x-z|^) 
•  | = "  
,m, 
= Z a C(r,m-t)C(p,m-t) • E ... S 
t=0 i.=l 
X T («. -y, )) 
s=2t+l s s 
X (X. -z. )) 
q=2t+l ^q ^q 
[f] 
+ Z a (m-2t)(p+r+n-3m+2t-l) • 
t=0 t,m,P,r 
n n 
X C(r,m-t-l)C(p,m-t-l) Z ... S 
^2t+l^^ 
X ( I x-y 1 ji ( _y ) ). 
s=2t+3 s s 
X 8i"*"l( |x-z|P"2(m-t) jj . )). 
q=2t+3 q q 
The validity of the lemma for &=m+l then follows from a reindexation of 
6o 
the second summation, a collection of the common terms in the two 
summations, and an application of the identities; 
S,m+l.p.r - (£H.r+„-3m«t-3), 
for [j] ; and 
a , = a (p+r+n-3m+2[^]-l) 
[-^]»m+l,p,r [j],m,p,r 
when m is odd. 
Therefore, the lemma is true for all positive integers jKj. • 
The next lemma is very similar to Lemma 4.4. Since its proof 
I 
closely resembles that of the preceding lemma, we omit it. 
Lemma 4.5; Let p and j be integers, with j>0, and let y and z be arbitrary 
elements in 3r". Then, for all positive integers &<j and all x in 
- {y,z}, we have 
s ( I x-y I( log I x-z I ) |a|-j 
if" „ n 
= E b C(p,A-t-l)C(-2,&-t-2) Z ... 2 
t-o t.t'P ij-1 
._o/o_+.\ & 
(|x-z| n (x^ -z^ )), 
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where 
bo,A,p = 1' 
and 
^t,Z,p " a-2t) !tl ^n^(p+n-2(&-w)), 
for l<t<[&, and where C(a,i) is defined in (4-5). 
The final lemma in this subsection will aid in the evaluation of 
the constants appearing in Theorem 4.1. 
Lemma 4.6; Let £ be a positive integer and let be3R - {0,-1,-2,...,-%}. 
Then 
(bk= -f—• 
n (b+i) 
i=0 
1 ^ f, i ^ 
Proof ; Clearly, W = —g Z (.)(-!) P..(b), where P. (b) = II (b+j). 
n (b+i) ^ i'l 
i=o 
^ £-t 
Each P.(b) may be written as S a. b , where the a. are the symmetric 
1 t=0 
functions 124, p. 252], given by 
*1.0 = 
and, for t>l. 
ai = z (iii2'''it) 
0<ji<j2<...<j^<il 
jpj^i for p=l,2,...,t 
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If, for 0<t^Jl, the variables are defined by 
Vq = 1, 
and 
= z (iiig-'-it)' 
then a. = v„ and a. . = v. - i(a. . ,) for i<t<&. Therefore, 
1,0 0 x,t t i,t-l 
"I't = Jo 
for t = 0,1,...,&-1, and i = 0,1,and 
*i,A 
Zl 
0 
i=0 
i?^0 
From these formulas and Lemma 4.2, it follows that 
1 ^ Z i ^ 2-t 
w = -g~= - 2 Q (-1)1( Z a. V 
X. .  1 t=0 
n (b+j) 
j=0 
i=0 
1 ^ 0 i ^ g o_t 
z (*^(-1) ( Z (Z (-i) V )b^ %a ) 
^ i=0 ^ t=0 s=0 ^ ® 
IÎ (b+j) 
j=0 
Z 
(0 + Z (f) (-l)ia J 
n (b+j) 
j=0 
11 
z 
n (b+j) 
j=0 
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B. Derivation of the Green's Functions in 
Odd-Dimensional Spaces 
The preceding lemmas are now used to establish a proof of Theorem 
4.1. Throughout this section, the functions ^ and ^ refer to the 
functions and G^ given in Theorem 4.1. 
Ic 
Theorem 4.4; For each y in the function ^ belongs to (0^^. 
Proof: If yen*, then (4-1) and the definition of A,_ .. imply that 
—— R K.,y 
\ (x) = 0 whenever |x| = R. »y 
If yefij^-{o}, |x| = R, and j>0, then Lemma 4.1 and (4-1) imply that 
Bv |y| 
[izË.] râ] 
=  1 1 1  U _ y | 2 ( k - i + t + p ) - n  
s=l t=0 p=0 (i-s-2t)!tl(s-2p)!p! 
X (1-1 ,|,| .SjÇL_,s-2p, 
y * 
k—1 ^ T / "I \ ^ 
X ( I ) (2(k-i)-n)C(2i'i-s-t-l)C(2(k-i)-n, s-p-1).).. 
Since s^l and 0<p<[^1, s-p-1 is nonnegative, and therefore. 
C(2i,j-s-t-l)C(2(k-i)-n, s-p-1) is a polynomial of degree (2(k-i)-n) 
j-t-p-1 in the variable i. If j<k-l, then Lemma 4.2 guarantees that the 
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3^ innermost summation vanishes. Thus —r (x) = 0 whenever 
3v^ 
0£j<k-l, yE^Q- {o}, and |x| = R. 
For y=0, |x| = R, and similar arguments yield 
av® 
=  2 ^ ( g ) ( 2 ( k - i ) - n )  D(2i,j-s-l)D(2(k-i)-n,s-l)|x|^^~" 
= 0.  
If 
These computations and Theorem 4.3 guarantee that y^'^o ^ ^R^ 
every y in # 
]c k 
Theorem 4.5; For each y in 0 , the function G, satisfies (-1) A G 
R K,y K fy 
6 in n_. 
y R 
Proof: The first term in the formula for A, is 
k,y 
k-1 i 
( 2 2'(k-i)-n^ |x-y|^^ , where, by Lemma 4.6, 
y ,k-l (-1) _ (-2)^-1(k-1)! 
-Zo/ i ' (2(k-i)-n) k-1 
IT (2(k-i)-n) 
i=0 
Since this coefficient is nonzero, the function G^ actually contains 
k k 
a term which is the fundamental solution for (-1) A . 
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All Other terms in the formula for A. , when yeïï_ - {o}, are of the Jc,y R 
form |x - —^1 f where 0<s^k-l. Since ^^1 >R, 
|y| |y| 
these terms belong to C and Lemma 4.3 implies that, for 
- {y}, 
AN|x-y|2s |x - R!z_|2(k-s)-n, 
|y| = 
= Jo S |:|.j 
) 
^2 2(k-s)-n 
A 3 i|x _ I = 0 whenever xeO^ and k-j-i ^  k-o, the 
for some constants d. . . Since A^|x-y|^® = 0 if i>s and 
1,3,s ' •" 
 .
IYI' 
constants d. . vanish whenever i>s or k-j-i > k-s. Therefore, we need 
3-JD — 
only calculate the innermost summation for those i and j in which 
cKs-i^j-l. 
If xeO^ - {y} and O^s-i £ j-1, then Lemma 4.4 implies that 
Z jlD*(|x-y|2(s-i))D*(|x-
|a|=i "• |y| 
[i] 
= Z a. .C{2(s-i),j-t-l)C(2(i+j-s)-n-r-j-t-l). 
t=0 
|y| |yr 
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where 
and 
i ! 2"^ 
(5^— =° 
for . Since Oj<s-i^j-l, a^ X (2 (s-i), j-l)C (2 (i+j-s)-n, j-1) = 0, 
and hence. 
2 2(i+j-s)-n 
Î , .0 
|o|=j |y| 
for xeS2 - {y}. Being infinitely differentiable on , this summation must 
vanish identically. 
,2 2(k-s)-n 
Therefore, the functions |x-y|^® |x - | are k-harmonic 
|y| 
on S2, 
|yf = 
•R"  
If y = 0, then the extra terms in A, are of the form 
K 
|x|^^ ^ for OKsj<k-l. Since A*X|x|^^) = 0 whenever k>s, these 
terms are also k-harmonic in 0^. 
3c k 
Thus, for each y in Î2 , the functions G. satisfy (-1) A G. = 6 
R K,y K fy y 
in and the proof is complete. • 
C. Derivation of the Green's Functions 
in Even-Dimensional Spaces 
In this section, we establish two theorems which serve as a proof 
of Theorem 4.2. Throughout this work, m = ^, k>m, and the functions 
\,l,y' \,2,y' ®k,y f^^^ions g, and G^ 
defined in Theorem 4.2. 
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Theorem 4.6: For each y in the function (B, , + B,. ^ _ ) belongs 
R K,J.,y K,z,y 
to 
Proof; It follows from their definition and (4-1) that the functions 
B, , and B, - vanish on 3GL. 
k,l,y k,2,y R 
When yeO^ - {o}, |x| = R, and j^l, then (4-1), (4-3), and 
(4-4) imply that 
9^ o i ,i\ ..|2(k-m), 
9^ ^ , I.. ..1-2 _ R^Y 1-2,1.., _ R^X*Y 
^ |2(k-m),,,, x*y, 9^,, ,-2, 
= ^ (:)^( |x-yr ( ( N" Ix-yI 
s=l 3v^ " ' 3v 
Applying Lemma 4.1 and collecting terms, we obtain 
^k,i,y<^^ %fi tfo p=o ' (s-2p) 't'P: 
X C(2(k-m),j-s-t-l)C(-2,s-p-2)• 
X I x-y I ' (|x|- 2*2) ( ( IXI - ^ ) =-2P 
|x| 1*1 
_ (M)2(s-p) (| I _ R^x*y s-2p 
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When y=0, this equation reduces to 
^ B (x) = E (i)D(2(k -m) , i -s - l )D( - l , s -2 ) |x|2(k-m)-j_ 
3v^ s=l ® 
Now, if j^l, |x| = R, and - {o}, then 
• [—] 
(X) - Z I I (k-m)l (m-l)!i!2-(t+P) , ,2 (k-m-j+p+t) 
;;3^ k,2,y(::) - (j-s-2t),t!(s-2p)!p, 1^ ^1 
(|x| - Ï:Ï)1-=-"((|K| - ïîï,S-2p . £^,S-2P, 
|x| |x| " |y|:|x| 
k-1 . _.k-m-i 
" l^Eï^ïïTïrâTkZZZIT C(2i.j-s.t-l,C|2(k.m-i,,s.p.l,,. 
i?<k-m 
Since l<s^i and , s-p-1 is nonnegative, and therefor?, 
2(k-m-i) C(2i,j-s-t-l)C(2(k-m-i),s-p-1) = 
= C(2i, j'^s-t-l)C(2 (k-l-m-i) ,s-p-2) , 
which is a polynomial of degree j-p-t-1 in the variable i. Thus, 
Lemma 4.2 implies that 
k-1 , k-m-i 
(k-l_i)iii2(k-m-i) C(2i,i-s-t-l)C(2(k-m-i),s-p-1) 
i^k-m 
— 0 C(2(k-m),j-s-t-1)C(-2,s-p-2) 
(k-m)!(m-1)! 
whenever l^j^k-1. Thus, 
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if j£k-l, xE^^, and - {o}. 
Similarly, when y=0, |x| = R, and l^j<k, 
T B (x) = 2(^)1x1^^^"^ i(k-m)!(m-l)! 
9^3 k,2,o g=iS 
V (-i)k-m-i D(2i,j-s-l)D(2(k-m-i),s-l). 
i=0 (k-l-i)|i! 2(k-m-i) ' 
i^k-m 
=- Z (i)|x|2(k-m)-jD(2(k-m),i-s-l)D(-l,s-2) 
s-1 ® 
gj 
Since these computations guarantee that —r(B, . + B, . ) = 0 on 3S2_ 
g^D k,l,y k,2,y R 
whenever 0<j<k-l, it follows from Theorem 4.3 that, for each y in 0 , 
— — K 
the function (Bj. + B ) belongs to H (ÏÏ ) . • 
,i,y K,^,y UK 
Theorem 4.7; For each y in the function G, __ satisfies 
R K ,y 
= "^y "R-
Proof: Since the first term in the formula for G,_ „ is the fundamental 
—— K ,y 
Ic Ic 
solution for (-1) A , it is sufficient to show that the functions 
|^_y|2(k-m) iog(-^-^|x - y-^|) and |x-y | jsc -• ) 2 (k-m-s) ^ for 
|y| |y| 
0<s<k-l, are k-harmonic in Î2„. 
— — R 
If yaOg^ - {o} and xenj^-{y}, then 
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( I x-y I ^ log (-^ | x - ) 
|y| 
= A*(|x-y|2(^"™') log |x - ^ -^|) 
|y| 
= s Z^(^)(^\i)2i s ^ D°^ I x-y I ^ D^'xA^log [x-^^-^l ) 
i=0 i=0 ] ^ |a|=j lyT 
= Z tn 4 ,2. ^D'"(|x-y|^(j-'"))D°'(log |x- ^ |) 
y jZo -o,i |;|=j «' i„i2' 
+ Z ''Ê' t. Z M^x-y|^ (^ +i-))DMx -
j=0 i=l '] |a|=j |y| 
for some constants t ., which vanish whenever i>m or k-j-i > Jc-m. 
^ / J 
For i=0, we need only compute the innermost summation for ]%&. 
Lemma 4.5 implies that 
af D*(|x-y|:(3-*))D*(iog Ix- SLZzrl) 
|a|=i |y| 
= s b .c(2(j-m),j-t-l)C(-2,j-t-2) • 
t=0 
X I x-y I ^ (x-y). (X -
|y|' |y|2 
where 
^o,j = 
and 
iI2~^ 
\,j = (j-2t)!t! ^Q^2w) = 0 
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for t = 1,2,... Ij]. Since j>m, X(2(j-m),j-1) vanishes, and hence, 
the i=0 term is zero. 
For i>0, we need to compute the innermost summation for those 
cases in which m-j ^  i<m. When m-j £ i<m and - {y}. Lemma 4.4 
implies that 
KL-J IYI 
(i) 
= z b .C(2(i+j-m),j-t-l)C(-2i,j-t-l) • 
t=0 
|y| |y| 
where 
and 
i.o-t t-1 
for t = 1,2,...,[^]. Since m-j ^  i<m implies that j>0 and that 
C(2(i+j-m),j-1) = 0, this summation must vanish on - {y}. Since this 
function belongs to C , the summation must vanish on all of 
Therefore, jx-yj^^^ log(-^^lx - ^  | ) is k-harmonic in ^2^. 
|y| 
When yEO - {o} and 0<s<k-l, the proof of Theorem 4.5 implies that 
2 
the function |x-y|^^ |x - ^  ^ is k-harmonic in 0^. 
|y| 
When y=0, all extra terms in G are clearly k-harmonic in 0 , 
K f y R 
and the theorem follows. • 
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D. Examples 
We now use the Green's functions of Theorem 4.2 to obtain interpolants 
2 1 for three functions which map ]R into 3R . Each example includes a graph 
of the restriction to 0 = {(x,y)e3R^: -2^x^2, -2<y^2} of; a function f; 
a spline S interpolating f; and the absolute difference |f-S|. 
These graphs were obtained by using a three-dimensional plotting 
subroutine which plots the function values at a 100 x 100 rectangular 
array of points in Q and which employs a right-handed coordinate system. 
In each of these graphs, the angle between our line of sight and its 
projection into the xy-plane and the angle between the x-axis and the 
projection of our line of sight onto the xy-plane are equal to Tr/5 
radians. This plotting subroutine performs automatic scaling, and 
therefore, the relative sizes of the surfaces cannot be obtained by 
comparing the graphs. 
Also included in each example is a single two-dimensional graph 
which shows the x=0 cross-sectional views of f, S, and |f-s|. Since 
it contains all three cross-sections, this graph will provide insight 
into the relative sizes of the different surfaces. In this graph, the 
functions f and |f-S| are plotted with a solid curve and the spline S is 
plotted with a "notched" curve. The |f-S | curve is easily distinguished 
from the f curve since it meets the y-axis whenever the other two 
curves cross. 
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Example 4.1; Consider the function given by 
( (4 - |x|2)4 |x| < 2 
fl(x) = / 
I 0 |x| > 2 . 
Figures 1, 2, and 3 contain, respectively, graphs of f^, a biharmonic 
spline S^, and |f^-S^|. The spline interpolates f^ by solving (2-1) 
on with respect to the set which contains the origin and the 
iiT 
polar-coordinate points (1, for j = 0,1,...,7. This spline is 
extended to be zero on 
As mentioned previously, the size of these graphs should not be 
compared, since the graphing subroutine automatically scales the data. 
(In this case, ||f || 256 and the maximum value of |f_-S_| appearing 
L 
on the graph is less than 17, but, their graphs appear to be the same 
size.) Instead, an idea of the relative sizes of the functions may be 
obtained from Figure 4 which contains the x=0 cross-sectional views of 
all three functions. • 
For an arbitrary function f defined on and a finite subset 
^1 
A = {x^,...,x^} of , the determination of the spline S which solves 
(2-1) depends on the values {f(x^): i = 1, 2 , . . . , A} and on the boundary 
values of f and its normal derivatives of order less than k. If these 
boundary values are not available, or if the computation of the k-
harmonic function u such that (f-u)eH (Î2 ) is too difficult, it is still 
° *1 
possible to use these Green's functions to obtain a function S on 
1 
which interpolates the values {f(x^): i = 1, 2 , . . . , 2,}. 
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Figure 1, Graph of the function f^ of Example 4.1 
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Figure 2, Graph of a biharmonic spline S interpolating f at nine 
points ^ 
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jçgçm^lti'flTEs°' 
Figure 4. Graph of the x=0 cross-sections of f^, and |f^-S^| 
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To obtain such a function, we assume that f is the restriction to 
Î2 of a function f„ in H (S2 ) for some R > R. . As an interpolating 
X 2 ^ 1 
function S , we select the unique function in ^ ) which 
2 2 
satisfies (x) = 0 for xEO^ -A and SQ(x^) = f(x^) for i = 
^ k k 1,2,...,il. If G. is the Green's function for (-1) A and Î2 , then 
S, kfRg *2 
SL(x) = Z a.G (x,x.) for some constants a.. Since the determination 
" i=l ^ ^ ^ 
of SQ reduces to the solution of the system of equations 
I 
Z a.G (x.,x.) = f(x.) l<j<&, 
i=l ^ *'*2 ^ ] 
this technique is an extremely attractive method for the interpolation 
of a function at em arbitrary set of points. 
The final two examples illustrate this method. 
Example 4.2; Let R^ = 2 and R^ = 4, and consider the function defined 
by 
fgfx) = |x|^(2.5 - |x|^). 
Figures 5, 6, and 7 represent, respectively, graphs of| f^» a bi-
harmonic spline S^, and jf^-Sg]. The spline belongs to 
and interpolates f^ on the set A^ which contains the origin and the 
polar-coordinate points (j, -^) , (j, for j = 0,1,...,7. 
Figure 8 shows the x=0 cross-sections of f^, S^, and |fg-Sg|• • 
Example 4.3; Let R^ = 2 and R^ = 4 and consider the function defined 
by 
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Figure 5. Graph of the function f^ of Example 4.2 
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w^m 
88 
z, 
a 
2.00 1.80 1.20 
rcOOR^lWflTEs"-" 
0.80 t.20 
Figure 8. Graph of the x=0 cross-sections of f^, S^, arid [f-Sgj 
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!
(1 - |x-(0,1.25)I 2)2 |x-(0,1.25)I < 1 
(1- |x+(0,1.25)|2)2 |x+(0,1.25)I < 1 
0 otherwise 
Figures 9, 10, and 11 represent, respectively, graphs of fg, a bi-
harmonic spline S^, and jf^-Sg]. The spline belongs to ((^) and 
interpolates f^ on the set which contains the origin and the polar-
coordinate points (-J, ^) , (j, for j=0,l,...,7. As usual. 
Figure 12 contains the x=0 cross-sectional views of all three of these 
functions. • 
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Figure 10.. Graph of a biharmonic spline interpolating f, 
seventeen points 
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F i g u r e  11. 
Graph of \^2 
93 
a" 
o o.eo i.ao I.so O.tiO 0.00 
-1.60 -2.00 
TcOORDlNflTES 
Figure 12. Graph of the x=0 cross-sections of and jf^-S^l 
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V. CONCLUSIONS 
A. Summary 
Polyharmonic spline interpolants of a function f in H (fi) are 
shown to exist and are characterized as a natural multidimensional 
analog of the single-variable polynomial splines. While the proof of 
existence could have been obtained by showing that the bilinear forms 
satisfy property RFS of Fisher and Jerome [17], the proof given 
provides insight into the construction of the splines and is easily 
extended to include splines which interpolate higher order derivatives 
of the function f. 
For l<p<«> and kp>n, the seminorms I f 1. _»> = ( Z I I D^f | I ^  , 
are shown to satisfy the inequality 
for a constant C depending only on k, p, and n, whenever f is a function 
in whose set Y of zeros satisfies c y {xeJr'^; |x-y|<h}. 
yeY 
This inequality is used to obtain error estimates for polyharmonic spline 
interpolation which are analogous to the estimates for single-variable 
generalized L-spline interpolation quoted in Theorems 1.5 and 1.5. 
The inequality in (5-1) may also be used to obtain error estimates 
for other types of interpolation. In particular, arguments similar to 
those employed in the proofs of Theorems 3.2, 3.3, 3.4 and 3.5, should 
yield error estimates for the multidimensional general L-splines of 
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Fisher and Jerome. Prior to this, the only error estimates available 
2 
were L estimates for interpolation on a rectangular grid. 
For k>Y and R>0, the Green's functions for (-l)^A^ and 
= {xe®": |X|<R} are derived. The determination of these Green's 
functions establishes polyharmonic spline interpolation as a practical 
tool for the approximation of functions on 0^. 
As illustrated in Examples 4.2 and 4.3, these Green's function 
provide a particularly simple method for obtaining a function which 
interpolates the function f on an arbitrary finite set ACO^. The 
determination of this interpolant reduces to the solution of an 
appropriate linear system of equations. 
B. Evaluation 
Actual polyharmonic spline interpolation of a function f, in the 
sense of (2-1), is not without its problems. In order to compute the 
k-harmonic spline interpolant of f on 0 with respect to the finite 
8 i 
set A, one must possess the boundcury functions (•^) fjgjj for i = 0,1,..., 
k k k-1, and the Green's function G^ for (-1) A on Q. These requirements 
restrict the functions f and the domains 0 to which this interpolation 
technique may be applied. 
If the boundary functions and Green's function are known, the 
interpolant should be constructed following the algorithm provided 
in the proof of Theorem 2.4. The first step in the computation of 
calls for the determination of the k-harmonic function u in 0 such that 
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u-fSH^iSî). While, for sufficiently smooth f, this may be accomplished 
using the above information and Green's formula, its actual computation 
could prove difficult. But, once the function u is calculated, the 
spline interpolant should follow readily from the solution of a 
linear system of equations. 
Although polyharmonic spline interpolation has some shortcomings, 
it does offer advantages over the multidimensional spline techniques 
cited previously. Its most obvious improvement over the tensor product 
splines is its ability to interpolate a function on an arbitrary set of 
points instead of being restricted to rectangular grids of points. In 
k 2 
addition, the splines belong to the more natural class of H ' (0), rather 
4 
than to classes such as CgfO), which contains the bicubic spline. 
Although Meinguet's k-surface splines of [29] and [30] can inter­
polate a function on finite-sets A which do not form a rectangular grid, 
the permissible sets are restricted to those which contain a k-
unisolvent subset B. Once a suitable subset B is chosen, a basis set 
of polynomials must first be determined, and then the interpolating 
surface spline may be computed by solving a linear system of equations. 
In comparison, the polyharmonic spline method of interpolation 
illustrated in Examples 4.2 and 4.3 places no restriction on the set A 
and allows for the immediate computation of the spline by solving a 
linear system of equations. No intermediate step is required and the 
resulting interpolant may be assumed to be zero outside of a compact 
set. 
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C. Future Research 
The results of this dissertation suggest several avenues of 
research, especially in the area of error analysis. An obvious project 
would be the determination of numerical values for the generic constants 
in Theorems 3.2, 3.3, 3.4, and 3.5. This would make the estimates more 
useful for applied interpolation work. 
As in [16], [21], [32], [39], and [40], the error estimates could be 
extended to include the cases in which f belongs to continuity classes 
k 2k 
other than H (Q) and H (f2) . In particular, it would be interesting to 
00 00 
ascertain whether an (L -L ) estimate similar to that of (1-7) is true 
for functions f in an appropriate class. Also, the arguments of Hedstrom 
and Varga [21], which utilize the theory of interpolation spaces, could 
be applied to our error estimates to obtain mixed Besov space estimates. 
Another project would involve the determination of a set of error 
estimates for the interpolation technique illustrated in Examples 
4.2 and 4.3. In this technique, the function f defined on 0 is 
k 1 
considered to be for some gGH. (0 ) where . The function 
O R  2  i  
1 
selected to interpolate f on the finite subset A of 0 is h = , 
1^ "R, 
k k k 
where S-geH (fi ), S (x) = g(x) for all x in A, and (-1) A S (x) =0 for 
2 t . 
X in Î2 -A. Since f-h is not assumed to belong to H (0 ), our estimates 
2 1 
and the arguments used to obtain them do not apply. The extreme ease 
of implementation of this technique makes these error estimates 
particularly desirable. 
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Finally, polyharmonic splines could be considered to be an approxi­
mation, rather than interpolation, tool. One such project would select 
a Banach space B of functions and would investigate the quantity 
inf{|[f-s||g: seSp(k,A)} for an arbitrary function f in B. Another 
interesting problem is the deduction of the continuity properties of a 
function f for which inf {| |f-s| | : seSp(k,A)} =0 (h^) where a>0 and h is 
such that flC U {y:|y-x|<h}. Theorems which answer such questions 
xeAu3î2 
are called direct and inverse saturation theorems and appear throughout 
the approximation theory literature. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12, 
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VIII. REFERENCED THEOREMS 
Theorem 8.1; If l<p<«) then H^'^(3R") = (See [1, p. 56]) 
Theorem 8.2; Let Î2 be an open subset of 3r" and let the mapping u-Mi be 
defined by 
1u(x) xeJ2 0 xem - fl. 
If uEH^'PfO) and |A| ^  k, then D^u = (D"U)~ in the distributional sense in 
m". Hence,. (See [1, p. 57]) 
Theorem 8.3; For l^p«», there exists a constant K = K(k,p,n) such that 
for any open set flcnR*^, any e>0, any integer j, 0£j£k-l, and any 
uGHQ'P(O), 
(8-1) a : + (see [1, p. 74], 
Theorem 8.4; Let l^p«» and kp>n. If ueH^'^(3R") and |a| < k - then 
D^^uEC (IR^^) and 
(8-2) llD^ul! 1^1 lui I n 
00 n 
L (IR ) 
for a constant C depending only on k, p, and n. (See [1, p. 97]) 
Theorem 8.5: Let 0 be a bounded open subset of Then there exists 
a constant K such that 
(*-3) ll"llk.p,n 1 K|"lk.p,a 
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for all u in (See [1, p. 158]) 
Theorem 8.6; Let 0 be a bounded, open set. If there is a constant 
OO such that |B(u,u)| _> c||u||^ g ^ for all uGH^(0), then, for every 
(SÎ) and fELg (^), there exists a unique h in (0) such that g-heH^ (fi) 
and such that B(<(),h) = (<P,f)^ ^ for all (j)eCQ(S2). (See [2, p. 99]) 
Theorem 8.7; Let 0 be a bounded, open subset of JR^ whose boundary 3S2 is 
of class C^. If a function u belongs to (0), and if r u = 0 on 
k 
an for 0<j<k-l, then uEHgCO). (See [18, p. 39]) 
Theorem 8.8; A distribution whose support contains only the point y 
is a finite linear combination of the Dirac measure at y and its 
derivatives. (See [23, p. 12]) 
Theorem 8.9; Let (]R!^) such that #(0) = 1 and let #^(x) = i|)(ex). 
If l£p<«» and ueH^'^(aR"), then ||^^u-u||^ ^  +0 as e-»0. (See [23, 
p. 42]) 
Theorem 8.10; Let 0 be an open, bounded subset of 3r" and let 
L = Z (-1)be a differential operator whose coeffi-
|a|,|e|<k 
cients c „ belong to C°°(fl). Assume that, for some positive constant CifP 
for all xeî2 and If fElf (0), then any function u, which 
satisfies 
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(u, L**)o 2 = (f,*)o,2 
21c 
for all (j)eCQ(î2), belongs to H (Q). (See [41, p. 177]) 
