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The study of communication has come a long
way since Aristotle’s conceptualization of persuasion
in Rhetoric from the 4th century B.C. Today, scholars
conceptualize communication in much more compre-
hensive ways than did those Greek Aristotelian
philosophers. Still, much of the discipline of communi-
cation focuses on the way that messages have an
impact on individuals or societies. Since the late 1970s
a small group of communication scholars, greatly
influenced by their peers in other social-science disci-
plines (i.e., psychology) began to direct their attention
to the way that communication influences and is influ-
enced by processes in the human body.
During the early 1990s, a group of researchers
proposed a set of meta-theoretic axioms leading to the
goal that specific theories could be generated related to
the ways that the human body influences communica-
tive messages and behaviors (Beatty, McCroskey, &
Pence, 2009). These researchers called this set of
propositions a communibiological paradigm (see
Beatty, McCroskey, & Valencic, 2001). While we are
not going to belabor each of the major premises of this
paradigm, it is important to recognize these proposi-
tions, as they relate to this review:
Proposition 1: All mental processes involved in
social interaction are reducible to brain  activity.
Proposition 2: Communicator traits and tem-
perament characteristics represent individual
differences in neurobiological functioning.  
Proposition 3: Individual differences in the neu-
robiological systems underlying communicator
traits are principally (but not completely) inher-
ited. 
Proposition 4: Dimensions of situations have
only negligible direct effects on behavior.
(Beatty et al., 2009, pp. 5-12)
For many scholars operating from social con-
struction paradigms, these propositions seem rather
controversial with allegations ranging from these
being overly deterministic (Condit, 2000) to being
based on inadequate analysis of prior research find-
ings (Nelson, 2004). Nonetheless, the original com-
munibiology scholars argue that these propositions
are “an alternative to the purely situational paradigm
that began to dominate behavioral science” (Beatty et
al., 2009, p. 14) and that these propositions only illus-
trate that communication behaviors may be explained
through both proximal or distal biological influences.
Based on these points, we present the following
review of recent and relevant literature on the biolog-
ical dimensions of human communication. To start
our review, we examined every issue of the top 20
communication journals (according to the Thompson
Reuters Social Science Citation Index) beginning
with issue one in 2001 through the most recent issue
of 2011. We identified those articles that deal specifi-
cally with communication and biology. It was impor-
tant for us to only include articles that dealt with
physiology and not self-reports (e.g., self-reports of
stress were not included, but physiological analyses
of stress hormones were). Studies within the commu-
nibiology paradigm either focus on the direct effects
of communication on markers of physiological health,
or utilize physiological outcome measures as indica-
tors of psychological processes. For example, schol-
ars may utilize measures of heart rate to suggest the
direct effect of an interaction on cardiovascular health
or they may use heart rate as a measure of arousal
(indicative of increased cognitive processing of a
message). In both cases, physiological measures are
primarily employed as outcome measures in such
studies. On rare occasions, communication scholars
look at physiology as the independent variable where
health (such as breast cancer diagnosis) affects the
process and nature of peoples’ communication (e.g.,
Manne et al., 2004). We have omitted cases such as
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these where researchers did not directly manipulate or
measure biological or health variables. Nevertheless,
we would be remiss if we did not note that there is an
extensive literature exploring the direct effects of
health on communication. 
In Table 1, we have included a list of the journals
we reviewed by year with a frequency count of the
number of articles focused on communication and biol-
ogy. From 2001–2005, the relative number of research
articles in communication journals dealing with biolo-
gy was low with many articles of this type found in
other disciplines’ journals. Due to a number of special
issues of communication journals, the frequency count
of articles increased greatly in 2006 and has remained
relatively stable since that time. Despite that, relatively
few communibiological research articles have
appeared in exclusively communication outlets.
In preparing this review, we do not discuss every
published research article related to communibiology;
rather, we decided to select the most appropriate and
representative research articles to illustrate the current
state of the art of this paradigm. Importantly, we have
also limited the scope of our review. In doing so, we
mean not to highlight one communication domain over
others, nor do we intend to say that any particular
domain is more important than the rest. Furthermore,
we have decided to limit the scope of body systems to
four primary systems—brain/nervous, endocrine,
immune, and cardiovascular, as they represent the cor-
pus of literature from communication perspectives.
Finally, we have attempted to limit our review of liter-
ature to those articles that are communication-based,
broadly defined as dealing with symbolic message
transmission and/or interpretation. Because of that, we
have excluded articles in some related social science
fields (most notably, psychology). With these points in
mind, the present review is designed to explore con-
temporary elements of communication and biology. To
do this, we will first provide background on four pri-
mary systems. We will then highlight relevant research
applications across a variety of communicative con-
texts. We will conclude with a brief summary of some
general themes and provide some potential suggestions
for future research endeavors.
COMMUNICATION RESEARCH TRENDS VOLUME 30 (2011) NO. 4 — 5
Journal name ’01 ’02 ’03 ’04 ’05 ’06 ’07 ’08 ’09 ’10 ’11
Communication Methods and Measures - - - - - - 2 1 - 1 -
Commmunication Monographs - - - - - - - 3 - 1 1
Communication Quarterly - - - - - - - - - - -
Communication Reports 1 - 1 - - 1 1 - 1 - -
Communication Research 1 1 - - - - 2 - 1 - -
Communication Research Reports - - - 1 - - - - - 1 1
Communication Studies - - - - - - - - 1 - -
Health Communication - - - - - - 1 - - - -
Human Communication Research - - - 1 - 1 2 - 1 - 2
Journal of Applied Communication Research - - - - - - 1 - - - -
Journal of Communication 1 - - - - 1 - - - -
Journal of Nonverbal Behavior - - - - - 2 - - - 1 -
Journal of Social and Personal Relations - - - - 2 9 2 1 2 2 1
Management Communication Quarterly - - - - 1 - - - - - 1
Media Psychology - - 1 3 1 9 2 1 3 2 1
Personal Relationships - - - - - 1 - - 1 - 9
Western Journal of Communication - - - 1 - 1 - - 1 - -
Total 2 2 2 6 4 24 14 6 11 8 16
Table 1. Listing of communication journals with frequency count of bio-communication articles by year.
Note: The following journals had no qualifying articles to review, based on our criteria: Communication
Theory, Journal of Health Communication, and Southern Journal of Communication.
No review of anatomy or human physiology is
complete without mention of the control center of the
human body—the brain. The brain, a relatively small
organ in the human body responsible for the regulation
of all human body subsystems, has four major
regions—the cerebrum, diencephalon, the brain stem,
and the cerebellum (Floyd, Mikkelson, & Hesse,
2008). The nervous system, consisting of nerves and
chemical compounds, acts to transmit messages
between various body subsystems and the brain, mak-
ing the nervous system a distinct but connected part of
brain research.
The largest part of the brain, the cerebrum con-
sists of major nerve cells including both gray and
white matter. This part of the brain largely functions
to control motor skills, sensory perceptions, learning
and memory, and includes some important areas for
speech and language skills (Duvernoy & Bourgouin,
1999; Floyd et al., 2008). The cerebrum separates
into the left and right cerebral hemispheres, which
are connected by a band of tissue that transmits infor-
mation between the two hemispheres—the corpus
callosum. Re-searchers also divide the cerebrum into
four distinct areas known as the frontal, parietal,
occipital, and temporal lobes, with each largely
implicated in a variety of distinct behaviors
(Duvernoy & Bourgouin, 1999). For communication
researchers, the frontal and temporal lobes contain
two of the most important areas in the cerebrum.
Broca’s area, located in the frontal lobe of the left
hemisphere in most people, is responsible for aspects
of language production, especially with respect to
syntax, structure, and lexical insertion along with
control of mechanical voice-structures (Grodzinsky,
2000). Individuals with damage to Broca’s area tend
to have difficulty with (or cannot manage) the pro-
duction of grammatically-correct sentences. Another
area in the cerebrum important in human communi-
cation is Wernicke’s area, located for most, in the left
temporal lobe. Wernicke’s area allows humans the
ability to understand language meaning and process
spoken and written language (Price et al., 1996).
Damage to Wernicke’s area typically prevents an
individual from being able to create meaningful sen-
tences and expressions (Floyd et al., 2008). 
While these brain structures have clear and
direct connections to the process of human communi-
cation, other major brain structures have important
implications for communication as well. One of those
structures, the diencephalon , located right above the
brain stem (Duvernoy & Bourgouin, 1999), includes
the thalamus, hypothalamus, and the pineal gland.
The hypothalamus forms part of the limbic system,
which regulates stress, sex drive, pleasure, and pain;
we will discuss this system in greater depth in our
section on endocrinology. The brain stem, sometimes
referred to as the reptilian brain because of its ancient
history, controls most reflex and involuntary actions
including pupil dilation, heart rate, breathing, and
participates in many hearing processes (Floyd et al.,
2008). Finally, the cerebellum, a small part of the
brain near the brain stem (Duvernoy & Bourgouin,
1999), regulates information from sensory organs and
“does not engage in any conscious activity” (Floyd et
al., 2008, p. 23). 
While each of these structures has an impact on
the brain system, one specific structure of the limbic
system, as discussed above, holds particular impor-
tance for communication scholars. Amygdalae, two
almond-shaped nuclei located in the medial temporal
lobe (Duvernoy & Bourgouin, 1999), send signals to
the hypothalamus as a result of emotional stimuli,
especially to activate the physiological responses to the
emotion of fear (LeDoux, Cicchetti, Xagoraris, &
Romanski, 1990). In fact, researchers have found
through the use of positron-emission tomography
(PET) scans differential amygdala activation when
research subjects viewed photos of fearful or happy
faces, demonstrating a direct link between the amyg-
dala and emotional regulation and processing (Morris
et al., 1996). Importantly, amygdala activation also
relates to activation of the sympathetic nervous system.
Additionally, various nervous system processes
activate based on our communicative encounters with
others. To provide a simple hierarchy of the nervous
system, we can first divide it into two primary sys-
tems—the central nervous system and the peripheral
nervous system (Floyd et al., 2008). The central nerv-
ous system includes the brain and the spinal cord while
the peripheral nervous system, which helps regulate
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sensory input and motor functions, includes the somat-
ic nervous system and the autonomic nervous system
(Haase, 2010). Within the autonomic nervous system
(ANS), two specific divisions exist. The sympathetic
division is responsible for arousal and excitement,
while the parasympathetic division is responsible for
bringing the body back to rest (Floyd et al., 2008;
Haase, 2010; Hubbard, 1974). Because these two sub-
systems of the nervous system easily yield to measure-
ment and show more visible reactions (e.g., heart rate
increases and sweating), communication scholars more
commonly study them as dependent variables. 
Communication scholars have explored the way
that the brain and the nervous system have affected
communication for a long time. In fact, during our
review, we discovered a research article published
almost a century ago in the Quarterly Journal of Public
Speaking, which discussed the ways that environmen-
tal stimuli activated reflex processes in the brain and
thereby resulted in some expression of behavior
(Gaylord, 1916). While this article did not directly
measure brain activity, it counts as one of the first to
propose similar propositions to our working knowledge
of a communibiological perspective. Indeed, Gaylord
(1916) may rank as one of the first to publish neu-
ropsychological research in a communication venue.
Beatty and Lewis (2009) argue that much of communi-
cation researchers’ understanding of neurology comes
directly from the fields of cognitive neuroscience and
neuropsychology. In a cognitive neuroscience perspec-
tive, researchers explore how social interactions and
behaviors involve the brain. Specifically, cognitive
neuroscientists may invite individuals to engage in
some communicative act and map their brain activity
using medical imaging equipment through positron
emission tomography (PET), electroencephalogram
(EEG), or magnetic resonance imaging (MRI) tech-
niques (Floyd et al., 2008). For instance, McNealy,
Mazziotta, and Dapretto (2010) used functional MRI
(fMRI) to distinguish the neural pathway differences
between children and adults from seeing words to lis-
tening to long patterns of language. In this example, the
researchers could determine specific brain functions
through these complex imaging techniques.
One area of brain research that communication
scholars have focused on involves the study of brain
hemispheric dominance, typically involving measures
of handedness (right or left hand), familial handedness,
and immune issues as markers of standard, anomalous,
or mixed dominance (Floyd et al., 2008). Hemispheric
dominance simply refers to which side of the cerebrum
(left or right) dominates in acting for a specific behav-
ior. For most people, the left hemisphere is dominant in
verbal communication, while the right side is dominant
in interpreting nonverbal communication (Beatty &
Lewis, 2009; Floyd et al., 2008). Therefore, standard
dominance includes people who process logical issues
primarily in the left hemisphere and process emotional
cues in the right hemisphere. However, classifications
also show individuals as having either anomalous dom-
inance (those who process these cues primarily in the
opposite hemisphere) or mixed dominance (those who
possess both standard and anomalous dominance).
Individuals more likely fall into the anomalous domi-
nant category if they (or family members) are left-
handed. Therefore, researchers use that particular
marker (coupled with a variety of other items) as an
indicator of hemispheric dominance (Floyd et al.,
2008). Many communication-based research articles
focus on these issues (see Beatty & Lewis, 2009;
Bodary & Miller, 2000; Floyd & Mikkelson, 2003;
Mikkelson, Farinelli, & La Valley, 2006); we will dis-
cuss them with greater detail in context later.
While a variety of methods exist to measure brain
activity ranging from the complex to the simple, the
nervous system is rarely simplistic in terms of meas-
urement. Communication scholars tend to focus, for
example, on one subsystem in the nervous system: the
adrenal medulla of the sympathetic division in the
autonomic nervous system (typically abbreviated
SAMS). The limbic region of the brain which consists
of the thalamus, hypothalamus, hippocampus, amyg-
dala, and the anterior cingulate which translate limbic
system messages about a stressor into physiological
responses to stress stimulate the SAMS (Zautra, 2003)
while the brain stem stimulates the sympathetic divi-
sion (SNS) (Brown, 2007). Stimulation of the SNS
occurs through the spinal cord causing the release of
norepinephrine (see sections on the endocrine and car-
diovascular systems, later) in target organs and the
release of epinephrine and norepinephrine (by the adre-
nal medulla) directly into the bloodstream (Brown,
2007). A series of measurement procedures can assess
the SAMS directly, but researchers judge these meas-
urements as generally too invasive and costly for social
scientific research. 
One easy-to-administer and minimally-invasive
measure of SNS activation is salivary alpha amylase
(sAA). Salivary alpha amylase, an enzyme secreted
directly by the salivary glands, functions mainly to
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digest starches and carbohydrates as well as to clear
bacteria from the mouth (Granger et al., 2006).
Research suggests that sAA levels are associated
with plasma catecholamine levels and can thus act as
an indirect marker of SNS activity (Granger et al.,
2006). Researchers can also assess the SNS through
measures of heart rate variability (Appelhans &
Luecken, 2006) though we will turn to this and other
cardiovascular measures of the SNS in greater detail
in a later section. 
Some communication researchers have explored
the impact of SNS activation on certain communication
variables. For instance, Afifi, Granger, Denes, Joseph,
and Aldeis (2011) explored parents and children in a
study of 118 parent and adolescent child pairs. In this
study, they found that adolescents with parents who
reported greater amounts of communication skill tend-
ed to have greater SNS recovery after a stressful labo-
ratory activity. These researchers also explored how
certain SNS profiles (over-reactors or under-reactors)
affected reports of relationships between parents and
adolescents. The value of this study lies in the applica-
tion of sAA to specific communicative functions.
Indeed, measuring both brain function and the nervous
system may seem like complicated methodologies for
many social scientists, yet their relative explanatory
value is useful in understanding the physiological
underpinnings of communication behavior. Next, we
will explore other major body systems that affect and
are affected by communication. As a basic assumption
of communibiology, we stress that all communication
behavior originates in the brain, but other underlying
biological systems can provide more specific correlates
to communication behavior.
8 — VOLUME 30 (2011) NO. 4 COMMUNICATION RESEARCH TRENDS
3. The Endocrine System
The body’s endocrine system produces a series of
chemical products that travel throughout the body to
affect human functioning (Floyd et al., 2008). The
endocrine system has two parts. The first consists of
the primary body systems that actually produce these
chemicals. These systems called glands are located
throughout the body and brain (van de Graaf, Rhees, &
Palmer, 2010). Unlike other systems in the body, the
glands of the endocrine system do not physically con-
nect to one another and therefore, their outputs (hor-
mones) function as chemical messengers to communi-
cate with other parts of the body (Floyd et al., 2008).
Complicated processes (often in a specific cascade
fashion) coordinate the body’s glands in response to
various stimuli to produce these output chemicals (van
de Graaf et al., 2010). 
The primary glands involved in endocrine func-
tion include the pituitary gland, the pineal gland, the
hypothalamus (all located in the skull), the thyroid and
parathyroid glands (both located in the neck), the pan-
creas and adrenal glands (located in the abdominal
region), and the ovaries, and the testes (located in the
pelvic region). The thymus, stomach, duodenum, pla-
centa, and the heart also have an endocrine function
(van de Graaf et al., 2010).
The second part of the endocrine system con-
sists of the hormones produced by these glands; these
hormones can only act on the specific parts of the
body (known as target cells or target organs) that have
receptors for that hormone (Floyd et al., 2008; van de
Graaf et al., 2010). The endocrine system is thus
highly varied with multiple glands producing a large
number of hormonal outputs, all of which have dif-
ferent functions. 
Researchers classify hormones by either their
chemical composition or by the way that they bind to
target cells and organs. Catecholamines, characterized
by an amine group (NH2), include epinephrine and nor-
epinephrine. Glycoproteins such as Leutinizing
Hormone (LH) and Human Chorionic Ganadatropin
(HCG) are characterized by large proteins combined
with carbohydrates. Steroids, lipids derived from cho-
lesterol, include cortisol, estrogen, and testosterone.
Finally, fatty acid derivatives such as prostaglandins are
composed of long hydrocarbon acid chains (van de
Graaf et al., 2010). Lipid soluble (group 1 or lipophilic)
hormones such as the steroid hormones bind intracellu-
larly and can cross cell membranes whereas water solu-
ble (group 2 or hydrophilic) hormones such as the cate-
cholamines bind to surface receptors and are able to stay
in extracellular fluid (van de Graaf et al., 2010). 
One system of glands and hormones of particu-
lar interest to communication researchers is the
Hypothalamic-Pituitary-Adrenal (HPA) Axis which is
stimulated by the limbic region of the brain
(Dickerson & Kemeny, 2004; Zautra, 2003).
Appraisals made in the limbic region cause the hypo-
thalamus to release corticotrophin releasing hormone
(CRH; Pollard & Ice, 2007). CRH release stimulates
adrenocorticotrophic hormone (ACTH) secretion by
the pituitary gland. Finally, ACTH causes the adrenal
cortex to secrete cortisol into the bloodstream
(Dickerson & Kemeny, 2004). The hypothalamus in
particular is believed to be crucial in translating neu-
ral activity in response to stress into the specific
response elicited by HPA activation. 
The end product of HPA activation, the steroid
hormone cortisol, serves a series of functions. First,
cortisol aids in metabolism to provide much needed
fuel for the body to respond to a stressor. Specifically,
it assists in breaking down fats and proteins in tissue
and converts amino acids to glucose in the liver
(Dickerson & Kemeny, 2004). Additionally, evidence
exists that cortisol acts as a natural anti-inflammatory
by inhibiting proteins that regulate inflammation.
Cortisol also interacts with other bodily systems such
as the cardiovascular system and the SNS in order to
mount an adaptive response to various stressors.
Finally, some evidence shows that cortisol shuts down
reproductive function (possibly to conserve and reroute
energy; Pollard & Ice, 2007). 
We would like to note though, that only certain
stressors trigger HPA activity (Dickerson & Kemeny,
2004). This may result in part from the fact that the
HPA system is a much slower acting system than is
the SAMS (Pollard & Ice, 2007). Much research sug-
gests that the body activates HPA in times where self-
preservation and particularly social self-preservation
is the primary goal. Dysregulation of the HPA axis is
associated with both hypercortisolism and hypocorti-
solism, an increased cortisol awakening response
(CAR), increased cortisol reactivity to an acute stres-
sor, and a variety of other related syndromes and ill-
nesses (Dickerson & Kemeny, 2004; Nicolson, 2008;
Pollard & Ice, 2007). In the absence of dysregulation,
cortisol follows a specific diurnal rhythm (Nicolson,
2008). Cortisol levels appear highest upon wakening,
generally peaking approximately 30 to 40 minutes
after awakening and slowly declining throughout the
day, reaching their lowest levels between the hours of
10 p.m. and 4 a.m. with the exception of a moderate
spike during lunch time (Nicolson, 2008). A flattening
of this slope usually indicates HPA dysregulation.
Communication researchers can measure corti-
sol in blood, urine, or saliva (Pollard & Ice, 2007), but
because venipuncture can cause stress in and of itself,
and because of the fact that researchers largely find it
impractical to collect blood and urine samples in the
field, they use salivary cortisol as the preferred meas-
ure for many communication studies. Because corti-
sol passively diffuses into saliva, it is independent of
and unaffected by SNS induced changes in salivary
flow rate and produces a reliable measure of HPA
activation (Nicolson, 2008; Pollard & Ice, 2007). 
The second set of hormones often studied in the
social sciences involve the amine hormones epineph-
rine and norepinephrine (catecholamines) which the
body releases as a result of sympathetic arousal (see
section on the nervous system above). Both epineph-
rine and norepinephrine interact with the cardiovascu-
lar system to increase blood pressure through con-
striction of the blood vessels, to dilate respiratory pas-
sages, and in concert with the musculoskeletal sys-
tem, to increase muscle efficiency (van de Graaf et
al., 2010). Because the body releases epinephrine and
norepinephrine as part of the fight-or-flight response
of the SAMS, these two outputs are often examined as
markers of the body’s immediate response to stress
(Brown, 2007).
Other endocrine outputs studied by communica-
tion scholars include the sex hormones (androgens
and estrogens), growth hormone (involved in cell,
bone, and muscle growth), prolactin (involved in lac-
tation), follicle stimulating hormone (involved in
reproduction), luteinizing hormone (involved in ovu-
lation and production of progesterone), oxytocin
(involved in pain reduction and pair bonding, notably
during childbirth and sexual intercourse), and vaso-
pressin (involved in water regulation as well as in
pain and stress reduction) (van de Graaf et al., 2010).
By no means an inclusive list of the hormones pro-
duced by the body, this serves rather as a brief
overview of the primary hormones referenced in
research on human communication. Whereas
researchers can measure some endocrine outputs non-
invasively, they must measure other hormones intra-
venously; therefore these measurements require com-
plex protocols (see Luecken & Gallo, 2008). As a
result, much as our review of endocrinology focuses
disproportionally on cortisol, much of the communi-
cation literature also targets cortisol as a primary hor-
mone of interest. 
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The cardiovascular system consists of the heart (a
four chambered organ consisting mostly of smooth
muscle) and the veins, arteries, vessels, and capillaries
comprising the vascular system (van de Graaf et al.,
2010). In its primary function, the cardiovascular sys-
tem transports oxygen and removes carbon dioxide and
other waste from cells in the body (Uchino, Cacioppo,
& Kiecolt-Glaser, 1996) as well as transports hormones
(see endocrine system above) to target cells and organs
(van de Graaf et al., 2010). Nevertheless, cardiovascu-
lar functioning also serves as an important marker of
the body’s ability to mount a stress response.
Furthermore, cardiovascular functioning acts as an
important outcome measure of long-term exposure to
stress (Goyal, Shimbo, Mostofsky, & Gerin, 2008). 
A healthy human heart circulates the body’s entire
blood volume, approximately 7% of a person’s body
weight, or on average about 10 pints, around the body
every minute (van de Graaf et al., 2010). Human blood
is composed of erythrocytes (also called red blood cells
or RBCs), leukocytes (also called white blood cells),
various proteins, molecules, ions, and thrombocytes (or
platelets) suspended in plasma (Floyd et al., 2008; van
de Graaf et al., 2010). 
Blood plasma consists mainly of water (approxi-
mately 91% of total plasma composition), as well as of
proteins such as albumins and globulins, electrolytes,
nutrients (such as glucose, lipids, cholesterol, amino
acids, and vitamins), hormones, dissolved gasses, and
waste products (van de Graaf et al., 2010). Cholesterol’s
presence in the blood holds particular interest for social
scientists as they can easily and reliably measure it
through a minimally invasive finger stick procedure, a
method that requires limited training and no formal
medical certification (Floyd et al., 2009).
The body produces the lipid cholesterol primarily
in the liver although dietary factors also have a signifi-
cant impact on blood lipid levels. Cholesterol assists in
the metabolism of certain vitamins, acts on cell mem-
branes, and (among other functions), serves as the
metabolic precursor of the steroid hormones in the
body (see endocrine system above; Floyd et al., 2008).
Cholesterol consists of high density lipoproteins
(HDL) and low density lipoproteins (LDL), known as
“good” cholesterol and “bad” cholesterol, respectively.
The buildup of bad cholesterol in the body and an
imbalance of HDL:LDL can lead to plaque buildup in
the arteries and subsequent coronary diseases such as
hypercholesterolemia, hypertension, and heart attack.
As such, some health interventions proposed by com-
munication scholars aim specifically at lowering cho-
lesterol with the intent to directly decrease risk for
heart disease and death (Floyd et al., 2009).
The heart’s function is controlled primarily by the
sinoatrial (SA) node, which functions as a pacemaker
determining the rate at which the heart contracts and
thus circulates blood throughout the body. The SA node
is innervated by both sympathetic (SNS) and parasym-
pathetic (PNS) branches of the autonomic nervous sys-
tem (Appelhans & Luecken, 2006). 
Activation of the SNS exerts an excitatory influ-
ence on the SA node, increasing the rate at which the
heart contracts, whereas parasympathetic activation
inhibits SA activity, decreasing the rate at which the
heart contracts, and thus the two systems function in an
antagonistic fashion to control heart rate. This means
that heart rate can result from either SNS induced acti-
vation or PNS induced inhibition of the SA node
(Appelhans & Luecken, 2006). Although heart rate
varies considerably depending on a person’s activity
level, an average resting heart rate ranges from 70–80
beats per minute (Floyd et al., 2008) and BPM serves
as a common measure of cardiovascular health (Floyd
et al., 2008). At rest, the PNS system dominates and
serves as the primary mechanism that regulates heart
rate (Appelhans & Luecken, 2006). 
The SNS and PNS “rely on different signaling
mechanisms with different temporal effects”
(Appelhans & Luecken, 2006, p. 230). Whereas the
SNS relies on transmission of norepinephrine, the
transmission of acetylcholine regulates PNS. As a
result, the influence of the PNS on the heart is much
more fast-acting than that of the SNS. Thus, a meas-
ure such as respiratory sinus arrhythmia (associated
with inspiration and respiration of air in the lungs)
serves as a direct measure of the PNS as it is the only
system possessing a rapid enough latency of action to
mediate heart rate associated with respiration
(Appelhans & Luecken, 2006). In addition to respira-
tory sinus arrhythmia and heart rate, researchers have
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used a series of other measures to index the cardio-
vascular system as the efficiency with which the car-
diovascular system responds to stressors indicates
one’s ability to regulate emotion and also indicates
overall health (Appelhans & Luecken, 2006; Goyal et
al., 2008).
Aside from cholesterol, heart rate and blood pres-
sure are two of the most common measures of cardio-
vascular health. Assessments of the cardiovascular sys-
tem generally involve taking either baseline measures
of blood pressure or heart rate (generally an average of
several readings), cumulative cardiovascular load over
a certain period of time, heart rate or blood pressure
variability over a period of time, or reactivity to labo-
ratory induced or naturally occurring stressors
(Appelhans & Luecken, 2006; Gerin, Goyal,
Mostofsky, & Shimbo, 2008; Goyal et al., 2008;
Janicki-Deverts & Kamarck, 2008). 
Researchers can assess heart rate noninvasively
with an electrocardiogram (ECG), which can also meas-
ure heart rate variability in response to various stressors
(Appelhans & Luecken, 2006). Alternatively, blood
pressure monitors typically also provide a heart rate
reading (Goyal et al., 2008). Blood pressure measures
the force with which blood hits arterial walls and is usu-
ally measured as mean arterial pressure. Typically,
measurements record both systolic (SBP) and diastolic
(DBP) pressure (though this can lead to an increase in
Type I error). Systolic pressure is associated with con-
traction of the ventricles and DPB is associated with
relaxation of the ventricles (Gerin et al., 2008). Elevated
heart rate and blood pressure are associated with a
series of adverse health outcomes including heart, brain,
kidney, and liver damage (Gerin et al., 2008). 
Researchers can also assess blood pressure
intraarterially and though this provides the most
accurate measurement form, its invasive nature
makes it impractical for social scientific research.
The most common system of blood pressure moni-
toring involves encircling the upper arm with a cuff
containing an inflatable bladder and then assessing
the pressures at which the heart contracts and relax-
es. Trained researchers can perform these measure-
ments manually, or an ambulatory blood pressure
monitoring device can accomplish the task automati-
cally. Participants can wear the devices continuously
for a predetermined period of time to assess changes
in blood pressure under the participants’ normal liv-
ing conditions in the context of daily life (Janicki-
Deverts & Kamarck, 2008); such devices therefore
aid considerably when ecological validity holds par-
ticular importance. 
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5. The Immune System
Another area of burgeoning research in commu-
nibiology explores how the immune system reacts to
social interactions. The immune system, a critical body
system, functions to protect humans from foreign anti-
body generating organisms (antigens), which include
viruses, bacteria, fungi, and parasites. The system itself
consists of a complex network of “integrated cells and
soluble molecules that work in concert to protect the
body from foreign agents” (Prather & Marsland, 2008,
p. 236). When scientists conceptualize the immune
system, they propose two specific divisions—natural
and acquired immunity (Wise & Carter, 2002). Present
at birth, natural immunity does not require any partic-
ular recognition of antigen properties (Prather &
Marsland, 2008); it consists of skin and mucous mem-
branes (Wise & Carter, 2002). Natural immunity also
includes natural killer cells and granulocytes that can
detect and destroy certain invading organisms. Cells
involved in the natural immune response have fast
response latency and can attack a wide variety of dif-
ferent pathogens (Segerstrom & Miller, 2004). The
natural immune response leads to inflammation due to
the action of macrophages and neutrophils, as well as
the release of pro-inflammatory cytokines. Addition-
ally, the natural response involves the action of natural
killer cells which protect the body against viral infec-
tions during initial stages of viral invasion (Segerstrom
& Miller, 2004). Acquired immunity rests entirely on
the system’s ability to recognize antigens that the sys-
tem has already encountered in some fashion (e.g., by
infection or through immunizations). This system fur-
ther subdivides into active (adaptive) and passive
immunity (Wise & Carter, 2002). An active immune
response is specific to an antigen and the system will
not respond in the same way to another antigen. A pas-
sive immune response relates to human interference
with the immune response, when the body has not
actually encountered the specific antigen, such as when
a person receives an immunization to guard against
tetanus (Wise & Carter, 2002). We could consider the
acquired response specific immunity, an immune
response targeted to a specific cell. The specific
immune response has a slower response latency and the
specialization (as the name implies) to attack certain
pathogens. Lymphocytes involved in the specific
response have receptors specific to a particular invader
which bind to that invader and that invader only. Once
the body detects the invader, the cells proliferate to
mount the body’s response to that pathogen. The spe-
cific response also leads to the production of antibody
proteins that function to neutralize toxins, prevent
viruses from entering cells, and serve a variety of other
functions including aiding in the natural immune
response (Segerstrom & Miller, 2004).
A concept inextricably linked to immunoresponse
is that of inflammation. Externally, inflammation
appears marked by redness and swelling due to increas-
es in blood flow at the site of infection. A similar
response occurs internally in the body, as blood flow
increases to deliver more antibodies to the infection in
order to destroy the pathogen. With this reaction come
a variety of biological substances that circulate in the
bloodstream (Dunn, 1991). One of those class of chem-
icals that mediate inflammatory response, cytokines
are secreted in nucleated cells and act as signaling
modulators for immune response (Dunn, 1991). Some
cytokines include Interleukin-1 Alpha and Beta (IL-1α,
IL-1β), Tumor Necrosis Factor Alpha (TNFα), and
Interleukin-2 (IL-2). Each of these cytokines results in
increasing local or general inflammation, stimulating
lymphocyte production, or activating other elements of
immunoresponse. Additionally, other ancillary markers
of inflammation have been used successfully in
research endeavors, including C-Reactive Protein
(CRP), a marker of overall systemic inflammation
(Danesh et al., 2004). Elevated CRP has links to vari-
ous psychosocial stressors including post-traumatic
stress disorder, burnout, and low socio-economic sta-
tus. Elevated CRP also predicts future cardiovascular
disease and thus serves as an important marker of
immune dysregulation (McDade, 2007). Due to the
immune system’s complex network of interactive com-
ponents, including some of the components discussed
above, researchers have not found a single measure-
ment of immune function available to them (Prather &
Marsland, 2008). Therefore, it becomes increasingly
important for researchers to identify some particular
element of immune system function to study.
Some measures are enumerative (i.e., quantifica-
tion of white blood cells, immunoglobulins, or
cytokines) while others evaluate functional measures of
the immune system such as looking at specific antibod-
ies (McDade, 2007; Segerstrom & Miller, 2004). Many
studies assess immune function by looking at lympho-
cyte proliferation where reduced proliferation (blastoge-
nesis) associates with decreased immune functioning.
Other studies may examine natural killer cells’ ability to
attack infected or cancerous cells (McDade, 2007). One
particularly useful method to evaluate communication
influences on the immune system is to evaluate viral
antibodies by using blood. In one famous study, Cohen,
Doyle, Turner, Alper, and Skoner (2003) had participants
(N = 334) complete questionnaires about their social
interactions with others and subsequently quarantined
them for five days exposing them to a particular type of
Rhinovirus (the virus that causes the common cold).
Those individuals with the lowest measures of sociabil-
ity had the greatest instances of cold symptoms on
objective criteria. Cohen and colleagues concluded that
individuals with larger social networks tended to have
more robust immune systems, thereby resisting the
development of the common cold. 
Another area of research that communication
scholars regularly use to evaluate immune system func-
tion and reactivity is to determine antibodies associat-
ed with latent virus (instead of exposing someone to
viruses). For instance, the Epstein-Barr virus (EBV), a
virus common in many adults, can be studied in this
context. In fact, by the age of 40 years nearly 80% of
adults have been infected with EBV (Jones & Straus,
1987), the virus associated with mononucleosis. When
reactivated, the virus releases specific antigens that
increase levels of antibodies associated with the virus
capsid antigens (Prather & Marsland, 2008) allowing
researchers the ability to evaluate whether or not some
stimulus activates antibody production. When individ-
uals experience chronic stress, including psychological
stress, cellular immunity is typically suppressed, caus-
ing viruses such as EBV to release additional antigens.
One example of this method comes from Glaser and
colleagues (1991) who found that medical students
who underwent a psychologically stress inducing activ-
ity had increases in their EBV antibody titers. More
recently, Floyd, Hesse, Boren, & Veksler (2012) also
used EBV antibodies to evaluate immunosuppression
due to affectionate communication. In both of these
cases, researchers used EBV antibodies as a marker of
immune system function.
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So far, we have provided some framework for the
study of human communication and biology through a
discussion of four major body systems. In the next sec-
tion, we will discuss research endeavors utilizing
measures of these systems across a variety of commu-
nicative contexts. In doing so, we have explored rele-
vant, but not all, areas of research utilizing a commu-
nibiological approach.
A. The brain and nonverbal communication
Our bodies can have subtle and sometimes sub-
conscious effects on the way that we communicate.
One such way that our bodies affect us at a subcon-
scious level comes from the impact of brain activity on
interpersonal attraction. For example, women find
voices either medium or low in average fundamental
frequency more attractive than voices high in average
fundamental frequency (Riding, Lonsdale, & Brown,
2006). Evidence from biological studies even suggests
a halo effect due to the way the brain processes vocal-
izations. As a result, a marked “what sounds beautiful
is good” bias reflects that “ratings of vocal attractive-
ness correlate with phenotypic markers of health and
reproductive ﬁtness” and that “listeners also attribute
more positive personality characteristics to persons
with attractive voices” (Bruckert et al., 2010, p. 118).
Direct manipulation of vocal cues provides one method
to examine the effect of the nonverbal function of
speech on human attraction. While voice can signal
attractiveness and genetic fitness leading to attraction,
attraction in and of itself can lead to perceptible alter-
ations in one’s use of one’s own voice. Hughes, Farley,
and Rhodes (2010) found significant differences in
vocal pitch when people spoke to attractive versus
unattractive others and had greater physiological reac-
tivity (measured by galvanic skin conductance) when
speaking to an attractive individual. Taken together
these findings suggest non-conscious physiological
reactions to attraction that communication researchers
can directly measure. 
Gender differences exist as well. Some research
suggests that women have greater interpersonal/emo-
tional expressivity and sensitivity than men do
(Mikkelson et al., 2006; Riggio, 1986). That is, women
are more capable of encoding and decoding nonverbal
affect, making them better at emotional communica-
tion. This superiority, then, has a direct effect on gen-
der differences in interpersonal communication
(Riggio, 1986). One biological explanation for differ-
ences in nonverbal decoding ability between the bio-
logical sexes relies on hemispheric dominance (Floyd
& Mikkelson, 2003; Mikkelson et al., 2006), which
exposure to testosterone in-utero affects, though not
necessarily determines (Galaburda, Corsiglia, Rosen,
& Sherman, 1987). 
According to research by Floyd and Mikkelson
(2003), women and men who have anomalous hemi-
spheric dominance exhibit similar accuracy in decod-
ing facial affect (a nonverbal cue), and women with
mixed hemispheric dominance demonstrate more accu-
racy than women who are primarily right or left domi-
nant. Furthermore, Bodary and Miller (2000) found
that hemispheric dominance also affects communicator
style preferences such as relaxed, friendly, and open
communication, thus indicating that brain lateralization
plays a role in how people enact emotion in addition to
how they interpret it. In all cases, biological sex and
hemispheric dominance interact to produce varying
levels of emotional sensitivity (Bodary & Miller, 2000;
Floyd & Mikkelson, 2003; Mikkelson et al., 2006). 
While Floyd and Mikkelson (2003) argue that
social and developmental factors obviously contribute
to one’s emotional communication competence and
social skill, this research suggests that we should not
overlook neurological factors as they may have an
important effect on communicative behavior. These
findings illustrate some of the underlying assumptions
of communibiology, especially from a cognitive neuro-
science perspective. Of course, the brain affects more
than nonverbal interpretation.
B. The brain and verbal communication
A variety of neurological processes play roles in
planning a verbal message needed to accomplish an
interpersonal interactional goal, though some situations
(such as when a person employs a previously success-
ful strategy), may prove less cognitively taxing than
others (Beatty & Heisel, 2007). Beatty and Heisel
(2007) directly examined the cortical processes
involved when interaction plans go awry. They used an
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EEG to measure the electrical activity in the dorsolat-
eral region of the prefrontal cortex (DLPFC), an area of
the brain involved in information processing. In theory,
more complex rational thought should increase demand
on the DLPFC as evidenced by increased activity
measured by the EEG. As predicted, accessing stored
messages (previously employed means for accomplish-
ing an interactional goal) did not cognitively tax the
brain as much as having to revise the messages in the
face of failure. For example, the task of retrieving $50
lent to a friend became more cognitively challenging
when the friend rebuffed the initial request (therefore
requiring a modification of the original message). This
then provides support for cognitive theories of commu-
nication that argue that successful interactions lead to
the development of memory structures to facilitate
future interactions.
C. Interpersonal communication research
An abundance of evidence supports the long
held hypothesis that interpersonal relationships pro-
vide great joy and confer various psychological and
physiological health benefits (Cohen et al., 2003;
Seeman, Singer, Ryff, Dienberg Love, & Levy-
Storms, 2002; Uchino et al., 1996). For example,
“positive social interactions are related to reduced
HPA activity and serve as a buffer against depression
and anxiety” (Byrd-Craven, Granger, & Auer, 2011,
p. 471). Unfortunately, these very same relationships
can also cause distress and can lead to serious nega-
tive health outcomes (Kiecolt-Glaser et al., 1987;
Klinetob & Smith, 1996; Miller, 1997; Robles &
Kiecolt-Glaser, 2003). “For most of us, romantic rela-
tionships provide some of the most meaningful expe-
riences of our lives. They are the source of our most
intense joy and, for many, our most desperate pain”
(Klinetob & Smith, 1996, p. 945). According to Rook
and Pietromonaco (1987), “those close to us at times
afford great comfort and at other times cause great
frustration” (p. 2). 
In fact, the potential for distress associated with
interpersonal relationships has given rise to a large
body of research on the so-called “dark side” of rela-
tionships (Miller, 1997; Spitzberg & Cupach, 1998).
Thus, plenty of evidence supports the assertion that
interpersonal relationships serve the dual function of
protecting us against the damaging effects of stress and
also act as stressors in and of themselves (Miller, 1997;
Robles & Kiecolt-Glaser, 2003; Rook & Pietromonaco,
1987). A decade ago, Kiecolt-Glaser and Newton
(2001) identified 64 studies pertaining to marriage and
physiological health. Since that time, the research on
this topic has proliferated exponentially, examining
virtually every aspect of romantic interactions and the
subsequent effects on human physiology. Therefore
researchers have extended a variety of hypotheses to
explain the mechanisms by which close relationships
can both harm and hurt us; many of these begin in the
biocommunicological paradigm. For example, some
research suggests that certain interpersonal processes
such as approach or avoidance motivations are modu-
lated by the endocrine system (through testosterone
and cortisol) rather than by conscious psychological
processes (van Honk, Schutter, Hermans, & Putman,
2004). Therefore consistent with the primary argument
of our review, evidence exists to support that the nature
of interpersonal communication both affects, and is
affected by, our physiology.
D. Children and families
Many researchers have focused on the ways that
social relationships in familial units affect individual
health. For instance, in a five-part study and review,
Granger and colleagues (Granger et al., 2006)
explored salivary alpha-amylase (sAA) as a depend-
ent variable in children and parent relationships. They
found associations between alpha-amylase levels and
social/behavioral variables. As an example, in one
study, they found that mothers had alpha-amylase
reactivity when they watched their infant child per-
form a challenge task. In addition, they found con-
flicting patterns between cortisol and alpha-amylase
reactivity across many of the five studies, underscor-
ing the need to explore both HPA and SNS systems in
research on children and families. In a related study,
Afifi and colleagues (2011) measured both HPA (with
cortisol) and SNS (with sAA) response patterns of
118 parent-adolescent dyads after discussing a stress-
ful relational topic in a laboratory setting. They found
that adolescents “who think their parents are more
communicatively skilled are more likely to recover
from a stressful interaction than adolescents who
think their parents are less skilled” (p. 290). Taken
together, both of these studies underscore the interac-
tion between individuals in a family unit, potentially
causing underlying body systems to respond as a
function of communication.
Other lines of research on children and families
look not at inherent family interaction; rather, they
evaluate specific family dynamics on physiological
outcomes. In a study with 112 parent-adolescent dyads,
Afifi, Afifi, Morse, and Hamrick (2008) explored the
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impact of topic avoidance about divorce and adoles-
cents’ physiological arousal. Using skin conductance
level (SCL) to assess physiological arousal as a vari-
able in their path model, they found that adolescents
experienced physiological arousal when their parents
talked to them about their divorce. 
These dynamics may have an impact throughout
a person’s lifespan. For instance, Luecken, Appel-
hans, Kraft, and Brown (2006) found that early fami-
ly conflict had an effect on the way that children
would manage emotional and cognitive responses to
future stressful situations. Additionally, Merjonen and
colleagues (2011) evaluated 819 children and adoles-
cents over the course of 21 years to see whether
genetic polymorphisms of serotonergic receptors
moderated early caregiving on later-life hostility.
They found that “non-nurturing environments may be
a risk factor for later hostile attitudes in all children,
but that carriers of a particular genotype might be
especially sensitive to environmental exposures” (p.
192). In this case, much like Luecken at al., Merjonen
and colleagues argue that the ways in which conflict
communication functions in an early family environ-
ment may affect later life, but can also be a function
of genetics and physiology. Finally, some work con-
nects ongoing family communicative dynamics and
health aspects. An example of this comes from
research conducted by Lawler-Row, Hyatt-Edwards,
Wuensch, and Karremans (2011) who demonstrated a
link between state forgiveness due to a conflict
episode and cardiovascular reactivity. They found that
young adults who had higher state forgiveness in their
families had a faster cardiovascular recovery from a
stressful event. Interestingly, they also found that for-
giveness acted as a key mediator between child-parent
attachment style and health. 
E. Process of human attachment
Another particularly fruitful area of research lies
in the study of adult attachment (see Selcuk, Zayas, &
Hazan, 2010 for a review). In particular, communica-
tion scholars have examined the role attachment plays
in interpersonal interactions and the subsequent effects
on relationship longevity and satisfaction, as well as on
the physiological health of the relational partners.
Marriage is the primary adult pair bond and the spouse
is the primary adult attachment figure (Selcuk et al.,
2010) although others have argued that individuals
form attachments to dating partners as well (Powers,
Pietromonaco, Gunlicks, & Sayer, 2006).
Powers et al. (2006) found a relationship between
individuals’ attachment styles and their HPA reactivity
and recovery in response to an interpersonal stress task.
Furthermore, Powers and colleagues argue that objective
measures of stress such as HPA reactivity and recovery
can differ from those elicited through self-reports and
can provide greater insight into interpersonal processes
than can self-report measures alone. Not surprisingly,
insecure attachment is associated with a more pro-
nounced physiological stress response (though the
response patterns differ for men and women). 
Kim’s (2006) results indicate that individual
attachment styles also affect cardiovascular function-
ing. A particularly interesting finding notes that attach-
ment avoidance is associated with lower Resting Pulse
Product (RPP; an inability to deliver oxygen to the
myocardium) which may lead to cardiovascular events.
This maladaptive physiological response to stress does
not function to protect the person in the short-term
thereby making interpersonal conflict particularly dan-
gerous for these individuals. It appears, then, that inse-
cure attachment correlates with heightened cardiovas-
cular reactivity to interpersonal conflict. However,
many methodological concerns can be raised in regards
to this study, and therefore people should consider the
findings and interpretations with caution. 
Findings such as those discussed above shed
interesting light on the argument that the desire to
avoid physiological stress by avoiding conflict interac-
tions may in part govern romantic partners’ interac-
tions. The idea that certain individuals, based on gen-
der and attachment style, may be more conflict aver-
sive due to the physiological discomfort associated
with these discussions has implications for how cou-
ples communicate about their problems. For example,
the findings of Powers et al. (2006) suggest that
avoidant women experience physiological relief (as
evidenced by faster HPA recovery) upon disengage-
ment from conflict. In other words, these women quite
literally feel better once they can end a conflict inter-
action. This may serve as a physiological motivation to
engage in relationally harmful behaviors such as with-
drawal (Caughlin, 2002). Furthermore, individual
attachment styles appear to interact dyadically. For
example, a woman’s secure attachment functions to
buffer her romantic partner against the physiological
stress of engaging in a conflict interaction. 
Finally, attachment not only plays a role in peo-
ple’s health when together, but also upon separation.
Couples who separated from one another (e.g., to go on
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a short business trip) experience disturbed sleep, espe-
cially for those with high attachment anxiety
(Diamond, Hicks, & Otter-Henderson, 2008). Those
scoring high on attachment anxiety also showed
heightened HPA activity during separation as com-
pared with those scoring low on anxiety, indicating that
physical separation leads to physiological stress. 
F. Relational uncertainty 
Much of the research on physiological reactivi-
ty to interpersonal discussions (as is the case with the
studies reviewed below) focuses on conflict commu-
nication where the nature of the discussion topic often
differentially affects men versus women because
women more often react physiologically to intra-rela-
tional stressors than do men (Wanic & Kulik, 2011).
Interestingly, when the laboratory task does not relate
to conflict, the same physiological pattern does not
necessarily emerge. Loving, Gleason, and Pope
(2009) found that when dating partners discussed
their potential for future transition from dating to
marriage, no significant gender differences emerged
in participants’ cortisol reactivity. Nevertheless, the
discussion about a novel relational state does elicit a
physiological stress response where novelty of the
topic correlates with greater HPA reactivity. In other
words, the idea of confronting a significant, but not
inherently negative, relational discussion proves
stressful for both men and women and the relative
novelty of the topic exacerbates this stress. Loving et
al. (2009) do note that the HPA reactivity found in
their study may not necessarily indicate a stress
response but may simply occur as a byproduct of
other physiological cascades such as those involved
in falling in love (which also increase cortisol levels);
therefore future research on the mechanisms involved
in the cortisol reaction to this particular type of dis-
cussion is clearly warranted. 
Priem and Solomon (2011) found a differential
physiological response in reaction to a hurtful con-
versation depending on how much uncertainty a per-
son experiencied. Specifically, they found that when
experiencing uncertainty about a romantic partner’s
feelings for them, participants had a stronger cortisol
reaction to the conversation than did those who expe-
rienced less partner uncertainty. Furthermore, partner
uncertainty also correlated with less recovery from a
laboratory induced stressful task (suggesting sus-
tained HPA activation). These findings suggest that
the experience of uncertainty in romantic relation-
ships can prove stressful in and of itself, can have an
effect on the physiological experience of other stres-
sors, and can impact the strength of the ameliorative
effect of supportive interactions with one’s partner
(Priem & Solomon, 2011). Notably, self-uncertainty
led to a different pattern of findings than did other
forms of uncertainty; this finding needs more in-depth
study in future research.
G. Interpersonal conflict
Even though relational uncertainty can induce
stress, it differs markedly from the experience and
effects of actual conflict. Kiecolt-Glaser, Bane, Glaser,
and Malarkey (2003) studied the physiology of newly
married couples during their first year of marriage (time
1) and found that increased epinephrine during conflict
discussions increased the probability of divorce at time
2, ten years later. Whereas epinephrine levels did not dif-
fer for satisfied and dissatisfied couples who remained
married at follow-up, individuals indicating dissatisfac-
tion with their marriages at follow-up had significantly
higher norepinephrine levels during time 1 conflict inter-
actions than did those who were satisfied at follow-up;
women who were dissatisfied at time 2 had elevated
ACTH levels during time 1 conflict. Additionally, epi-
nephrine levels remained elevated throughout the day
for couples who later divorced and both epinephrine and
norepinephrine levels remained elevated at night for
couples who later divorced. 
These data indicate that elevated catecholamine
levels are not limited to times when spouses engage in
conflict but remain relatively sustained throughout the
day and night for couples who later divorce. Taken
together, these findings suggest a different pattern of
endocrine functioning for couples who later report neg-
ative marital outcomes than couples who remain hap-
pily married. Interestingly these findings of differential
endocrine functioning are independent of self-reports
of marital satisfaction at time 1 suggesting that
endocrine function can act as a harbinger of hidden
relational danger. In other words, “stress hormones
may function as a kind of bellwether in early marriage,
reflecting emotional responses that individuals, partic-
ularly women, have not yet acknowledged conscious-
ly” (Kiecolt-Glaser et al., 2003, p. 187). 
Age and relational duration can also affect the
experience of conflict. Heffner et al. (2006) found that
in older married couples perceptions of (rather than
objectively observed) wife demand/husband withdraw-
al behavior during conflict increased cortisol reactivity
for both husbands and wives. These findings suggest
that perceptions of behavior over the course of a mar-
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riage may have effects on physiology during conflict
episodes independent of what actually happens in a
given conflict episode, thereby affecting health over
the long-term. Kim (2006) found that relationship
duration affected cardiovascular reactivity to a hypo-
thetical relational stressor as measured by diastolic
blood pressure (DPB) and rate pressure product (RPP).
Men reacted more to stressful situations marked by
negative affect. While the spike in RPP may prove
adaptive in the short-term, this stress reactivity to com-
municative events may lead to negative outcomes in
the long-term. These findings suggest that men may
avoid interpersonal conflict due to a motivation to
escape the negative physiological effects of encounter-
ing negative affect. 
Finally, Loving, Heffner, Kiecolt-Glaser, Glaser,
and Malarkey (2004) found that during conflict, relative
marital power had an effect on both ACTH and cortisol
levels and that consistent gender differences appeared
in the way power discrepancies influenced hormone
levels. For example, husbands appear to have height-
ened reactivity to conflict both when they are low in
power and when couples share power in the marriage
whereas wives who lack power in their marriages may
be more susceptible to negative health outcomes. 
Other research on couple conflict has involved
experimentally manipulating hormones rather than
simply measuring hormone levels as outcome vari-
ables. For example, Ditzen et al. (2009) administered
oxytocin intranasally and asked married couples to
engage in a conflict activity. Results indicated reduced
post-conflict salivary cortisol levels in both men and
women in the oxytocin (as opposed to control) group
and that those in the oxytocin group had a greater dura-
tion of positive behavioral interaction relative to nega-
tive interactions. 
H. Alcohol use and interpersonal interactions
In addition to conflict, sexual coercion and rape
form another important topic in the realm of dark-side
communication. Statistics vary widely, but generally
indicate that unwanted sexual activity occurs more
commonly than one might think. For example, in a
recent study of college students (N = 351), Palmer,
McMahon, Rounsaville, and Ball (2010) found that
more than 30% of men and almost 35% of women sur-
veyed reported experience with unwanted sexual activ-
ity. Clearly, as a matter of great importance communi-
cation researchers should seek to understand the often
complex communication processes involved in the per-
petration of sexual violence and in the experience of
victimization. Palmer et al. (2010), consistent with
prior research, found a large correlation between alco-
hol consumption and unwanted sexual activity. 
A communibiological perspective provides one
explanation for this phenomenon. The physiological
effects of alcohol consumption decrease a person’s
ability to attend to certain behavioral cues (Lannutti &
Monahan, 2002). This can lead to a perpetrator’s
inability to interpret cues that may indicate resistance
to one’s sexual advances (especially in the presence of
conflicting cues), or the potential victim’s inability to
perceive coercive/dominant/forceful cues at the time of
the interaction—a perspective known as Alcohol
Myopia Theory (AMT; see Griffin, Umstattd, &
Usdan, 2010 for a review). 
Studies consistently indicate that alcohol con-
sumption has a significant and perceptible effect on
communication behavior (Lannutti & Monahan, 2002;
Monahan & Samp, 2007; Samp & Monahan, 2009).
For example, Lannutti and Monahan (2002) found that
alcohol consumption affected participants’ (N = 51),
ability to interpret the nature of a sexually coercive sit-
uation. When presented with a communicative event
marked by negotiation of sexual activity, sober partici-
pants could utilize multiple relational frames to under-
stand a scenario marked by mixed cues (dominance
and affiliation). On the other hand, when intoxicated,
participants tended to expend less cognitive energy on
interpreting the sexual interaction. In a different study,
44 dating couples engaged in an interaction discussing
a hypothetical relational transgression (infidelity).
Those consuming alcohol were less positive and more
agitated than were sober individuals having similar dis-
cussions, suggesting that alcohol affects the nature of
nonverbal communication during relationally relevant
discussions (Samp & Monahan, 2009).
I. Affection exchange theory and the bright side
Whereas much of the research reviewed above
focuses on the “dark side” of communication (e.g.,
conflict or relational uncertainty), research on the
“bright side” of communication indicates that commu-
nication does have positive effects. In fact, positive
communication can have a beneficial effect on both
psychological and physiological health. Much of this
research in communication has its roots in Affection
Exchange Theory (AET; Floyd, 2001). According to
AET, the exchange (acts of sending and of receiving)
of affectionate verbal and nonverbal messages has
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developed as an evolutionarily adaptive behavior that
contributes to survival and procreative success (Floyd,
2001). Whereas the stress buffering hypothesis (Cohen
& Wills, 1985) argues that social interactions can indi-
rectly affect health by protecting (or buffering) an indi-
vidual from the physiological effects of a stressful
event, AET argues that affectionate communication
also has a direct effect on physiological health.
Research utilizing an AET framework has found
support for both direct and indirect effects of affec-
tionate communication. For example trait expressed
affection correlates with average daily cortisol, wak-
ing cortisol, and diurnal variation of cortisol when
controlled for affection received (Floyd, 2006);
received affection (independent of sent affection) bol-
sters health by affecting morning, evening, and diur-
nal cortisol levels in married couples (Floyd &
Riforgiate, 2008); writing down one’s affectionate
thoughts and feelings for a loved one significantly
reduces total serum cholesterol over time (Floyd,
Mikkelson, Hesse, & Pauley, 2007) and reduces sali-
vary free cortisol in response to a stressful event
(Floyd, Mikkelson, Tafoya, et al., 2007); increased
frequency and duration of romantic kissing signifi-
cantly decreases total cholesterol among cohabiting
romantic partners (Floyd et al., 2009); and both state
and trait affection affect oxytocin release in response
to a stressful event (Floyd, Pauley, & Hesse, 2010).
From a communication perspective, the finding that
the actual communication of affection produces
greater physiological benefits than does simply think-
ing about affection (a purely psychological act) holds
particular importance (Floyd, Mikkelson, Tafoya, et
al., 2007). While much of the research on the physio-
logical effects of interpersonal relationships has its
home in the psychological domain, it is of particular
interest to our discipline that the communication of
affection explains variance above and beyond that of
experiential affection (Floyd, 2001). 
An interesting modification of the affectionate
writing procedure involved adding a condition where
participants wrote a detailed account of a time when
they engaged in deception in their expression of affec-
tion (e.g., telling a romantic partner she loves him
when in fact she does not). Utilizing this method,
Horan and Booth-Butterﬁeld (2011) found no signifi-
cant differences by writing condition (genuine affec-
tion, deceptive affection, or control) for systolic blood
pressure, diastolic blood pressure, or heart rate sug-
gesting that no physiological effect of lying about
affectionate feelings exists. Furthermore, participants
reported feeling minimal guilt or shame in response to
expressing deceptive affection. Based on a method-
ologically sound and adequately powered full experi-
mental study, Horan and Booth-Butterfield (2011)
conclude that deceptive affection may not have emo-
tional or physiological harmful effects (nor does it
have beneficial ones) but rather may be a natural part
of normal human interaction that is not particularly
arousing. While expressing affection may have cer-
tain health benefits as suggested by the AET research
reviewed above, communicating deceptive affection
may have relational benefits independent of any
direct physiological benefits to the actor. This topic
calls for future research given the absence of signifi-
cance in this particular study (Horan & Booth-
Butterfield, 2011).
J. Social support and co-rumination
Social support, wherein close relational partners
provide a means of reducing one’s psychological
and/or physiological experience of stress through com-
municative processes (Byrd-Craven, Granger, & Auer,
2011), offers another “bright” aspect of communica-
tion. The study of the process of social support has a
long history in the communication discipline leading to
the conclusion that the exchange of supportive mes-
sages has an effect on the psychological well-being of
the interactants (Burleson, Albrecht, & Sarason, 1994).
Researchers define social support as information, emo-
tional messages, and material goods exchanged
between individuals in a variety of contexts (Cohen &
Wills, 1985; Goldsmith, 2004). For instance, in a fam-
ily, many individuals comprise the social support net-
work including spouses, children, and close relatives.
Supportive networks also can include distant family
and friends (Goldsmith, 2004). In either case, individ-
uals can either receive actual support or perceive the
size of their support network, with those people who
have larger networks also reporting fewer health-relat-
ed problems (for a review see Uchino, 2004).
However, a closely related concept, that of co-
rumination, which focuses on the exchange of messages
characterized by a focus on the mutual exchange of neg-
ativity such as “extensive problem discussion, rehashing
of details of problems, speculating about the causes and
consequences of problems, mutual encouragement of
problem talk, and focusing on negative affect” (Byrd-
Craven et al., 2011, p. 470), has been shown to lead to
negative health outcomes. In both cases (social support,
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and co-rumination), interpersonal interactions have a
direct effect on physiological health.
For women, interactions with close or “best”
friends involving co-rumination have an effect on
both salivary cortisol and sAA. Specifically, in a
study of 44 female dyads, Byrd-Craven, Granger, and
Auer (2011) found that 41% of people had a marked
pre-task to post-task increase in sAA in response to a
co-ruminative interaction marked by low negative
affect. The HPA system on the other hand showed lit-
tle activation in response to these interactions. Based
on past research Byrd-Craven et al. (2011) suggest
that this pattern of high SNS and low HPA activation
indicates resilience to problem internalization. In
other words, individuals whose HPA and SNS sys-
tems follow this asymmetrical activation show the
lowest levels of negative affect focus during discus-
sions of personal problems. At high levels of negative
affect on the other hand, both the HPA and SNS acti-
vate in response to co-rumination about personal
problems which may indicate the use of emotional
rather than cognitive coping strategies. Furthermore,
this pattern may suggest internalizing of problems
and form one pathway through which co-rumination
may be a maladaptive process. 
Consistent with past research (Byrd-Craven,
Geary, Rose, & Ponzi, 2008), Byrd-Craven et al.
(2011) found that HPA activation occurs only in
response to personal problem discussions and not in
response to high negative affect discussions in the con-
trol condition (where discussions did not focus on per-
sonal problems/social stressors). These findings sup-
port the notions that the HPA is a body system particu-
larly reactive to psychosocial stress (Dickerson &
Kemeny, 2004) and that focusing on negative affect
during interpersonal interactions can become a particu-
larly stressful experience. Methodologically, both of
these studies (Byrd-Craven et al., 2008; Byrd-Craven
et al., 2011) contribute to the overall knowledge of co-
rumination and social stress by measuring the physio-
logical effects of an interaction, more closely mirroring
those which naturally occur among friends by asking
people to engage in a real co-ruminative interaction
(rather than having participants watch a scenario or
imagine a hypothetical interaction). The effect of this
laboratory co-rumination induction therefore demon-
strates improvements in ecological validity over more
traditional stress induction procedures such as public
speaking tasks (Dickerson & Kemeny, 2004) that seek
to induce maximal stress responses without considera-
tion of the likelihood of actually encountering these
types of stressors in daily life. 
K. Organizational communication research
While interpersonal scholars focus on micro level
process (often limited to dyadic interactions), organiza-
tional researchers have long studied more macro level
or hierarchical communication process such as the
impact of manager-employee relationships, bargaining
and negotiation, and organizational culture (Jablin &
Putnam, 2001). Typically, these researchers have creat-
ed complex theory based on their understanding of
communication in organizations, but seldom evaluate
actual communicative messages (Corman, 2006).
Additionally, few organizational communication
researchers explore the effects of organizational
involvement and interaction on biology from a social
scientific perspective. Not surprisingly, many
researchers tend to focus on the impact of stress and
wellbeing on body functions, which may result from
complex or long working hours (Lundberg &
Hellström, 2002), job demands (Schaufeli & Bakker,
2004), or other structural issues. 
Some researchers have focused on particular
behavioral elements in organizations and their effects
on the body. For instance, some researchers have
explored how workplace bullying affects the physio-
logical stress response in both victims and witnesses
of bullying events (Hansen et al., 2006; Kudielka &
Kern, 2004). One other way in which relationships
between coworkers tend to create a physiological or
psychological change in an individual comes in the
syndrome of burnout. Job burnout forms one of the
most commonly reported responses to organizational
strain, including those arising from poor coworker
relationships (Maslach, Schaufeli, & Leiter, 2001).
Maslach and colleagues defined burnout as “a psy-
chological syndrome in response to chronic interper-
sonal stressors on the job” (p. 399). This syndrome
can manifest itself due to the interpersonal strain of
the workplace or can simply reflect “a crisis in ones’
relationship with work” (Maslach, Jackson, & Leiter,
1996, p. 20). Typical evidence of burnout includes
increasing levels of emotional exhaustion and cyni-
cism toward the work environment and colleagues
and a decrease in professional efficacy (Maslach &
Jackson, 1981; Maslach et al., 1996; Maslach et al.,
2001; Schaufeli & Bakker, 2004). 
Burnout has a variety of both psychological and
physiological correlates and has been associated with
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dysregulation of the body’s stress response system. In
a study of 77 white-collar workers who experienced
prolonged job stress, Rydstedt, Cropley, Devereux, and
Michalianou (2008) found that long-term workload
significantly affected morning stress levels. Moreover,
hormonal samples collected during the work week and
the weekend did not differ, indicating that job stress
continuously affected the participants, regardless of
day of the week. While the researchers had hypothe-
sized that the weekend hormonal samples would differ
from the weekday samples, the lack of variation indi-
cates that chronic stress at work can have a prolonged
effect on the body. 
Other studies have found additional physiological
effects of burnout; one discovered that in middle-aged
working adults burnout showed significant association
with greater waist-to-hip ratio and a less favorable
metabolic profile (the biological indicators of heart dis-
ease and diabetes) in the participants, thereby indicat-
ing the prolonged impact of burnout on a worker
(Lasikiewicz, Hendrickx, Talbot, & Dye, 2008).
Similarly, a study of 66 public school teachers found
that teachers who scored higher on a burnout measure
manifested a suppressed physiological stress response
compared with those teachers who scored low on
burnout (Pruessner, Hellhamer, & Kirschbaum, 1999).
Despite the fact that researchers typically regard
burnout as a non-clinical psychological phenomenon,
worker appraisal of being “burnt out” appears to dys-
regulate the body’s stress response (Grossi et al.,
2005). Researchers typically design studies exploring
burnout with the organizational level interests in mind,
especially in worker productivity. Further research in
this area could explore the way that individual working
relationships predict burnout, which could predict
physiological health effects.
Indeed, social relationships in the workplace are
both important and well-studied. In a famous longitu-
dinal research study, Shirom, Toker, Alkaly, Jacobson,
and Balicer (2011) examined over 800 employees
over the course of 20 years. They particularly attend-
ed to the variables that would have predictive power
on mortality. Interestingly, they found that risk of
mortality was significantly lower for those employees
who reported high levels of peer support while they
were working. Through these data, they argue that
peer support provides a protective factor against mor-
tality. From a communicative perspective, supportive
transactions tend to predict satisfaction with support
networks, which tend to buffer the negative health
effects of stress (Anthony & O’Brien, 2002; Ganster,
Fusilier, & Mayes, 1986; Haber, Cohen, Lucas, &
Baltes, 2007; Sosik & Godshalk, 2000). Because of
these findings, many researchers have attempted to
explore methods for integrating stress reduction or
social-support induction programs in organizations to
improve health (Boren, 2010). 
In the workplace, stress management techniques
and training have proven successful in reducing the
negative effects of stress. In a study of 48 healthy adult
men, Gaab et al. (2003) randomly assigned participants
to one of four stress-management training conditions.
Participants met in groups on two separate occasions
and received training on stress inoculation and cogni-
tive reframing techniques. This training instructed par-
ticipants on both the skills and knowledge necessary to
deal with complex daily stressors. During their next
laboratory visit, researchers administered the Trier
Social Stress Test (TSST) to elicit a stress response.
Results indicated that the TSST did elicit a significant
stress response; however, individuals who had partici-
pated in the stress inoculation and cognitive reframing
training had significantly lower cortisol responses to
the TSST and a faster recovery time. Vocks, Ockenfels,
Jurgensen, Massgay, and Ruddel (2004) conducted a
similar replication of this finding with blood pressure
reactivity as the dependent variable. They found that
individuals who participated in a cognitive-reframing
stress-management training intervention had a signifi-
cantly lower reactivity to the TSST than individuals in
the control group. Despite these two studies on acute
stress reduction, few studies have evaluated similar
effects on chronic stress in the workplace.
In the case of organizational communication,
researchers exploring the way that organizational vari-
ables impact performance and the human body occupy
much of the research paradigm. Few researchers take a
communibiological approach to these issues. Reasons
for that may include difficulties associated with access
to research sites and participants. Other researchers
report that organizational decision-makers seldom
seem open to allowing a researcher to study their
employees without some sort of incentive on the orga-
nization’s behalf (thereby creating potential conflicts of
interest). Because of the notion that organizational
involvement forms a ubiquitous part of human social
life, future research projects exploring the impact of
that social involvement, especially communicative
interactions, could provide additional insight on the
interface between individuals and organizations. 
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L. Mediated research applications
While much of our review thus far has focused on
human interactions (narrowly defined), studied by
scholars of interpersonal communication (e.g., dating
relationships, marriages, parent-child relationships)
and organizational communication, much of the
research utilizing physiological measures lies squarely
in the domains of mass communication, mediated com-
munication, and new technologies (including human-
computer interaction). Weber, Sherry, and Mathiak
(2009) argue that mass and mediated communication
research takes the perspective in which messages
directly affect individuals. In this case, and through a
discussion of a variety of media theories, they argue
that “our mass communication behaviors and needs
reflect a long process of evolution leaving us equipped
for certain complex behaviors, but incapable of other
complex behaviors” (p. 47). In this sense, they and oth-
ers argue the core of message interpretation and impact
lies with the study of neurophysiology (see Anderson,
Bryant, et al., 2006).
As in the preceding sections, we exclude studies
that do not directly measure human physiology.
Nevertheless, we must briefly mention that
researchers do conduct exciting work in the realms of
mass/media communication on aspects of health, such
as promoting HPV vaccination (Shafer, Cates, Diehl,
& Hartmann, 2011), preventing HIV/AIDS (see
Ratzan, 2006 for a review), curbing smoking
(Primack, Sidani, Carroll, & Fine, 2009), as well as
on assessing ways individuals obtain health informa-
tion about various health promoting activities such as
physical activity (Plotnikoff, Johnson, Karunamuni,
& Boule, 2010) and about diseases such as cystic
fibrosis (Dillard, Shen, Robinson, & Farrell, 2010). In
fact, our review of the past decade of research led to
the discovery that almost all of the articles published
in the Journal of Health Communication and a large
majority of the articles in Health Communication
focus on these ends. Clearly, mediated and mass com-
munication scholars conduct an abundance of health
effects research and health promotion research. The
focus of this review however remains on direct meas-
ures of the human system. As such we now turn our
attention to recent research on the physiology of
mediated and mass communication. 
Media effects defines one popular area of study.
In particular, communication scholars have long shown
interest in how media interactions affect humans
through the effects of entertainment media such as tel-
evision and film (Simons, Detenber, Cuthbert,
Schwartz, & Reiss, 2003); the effects of persuasive
communication/advertising (Wang, Lang, &
Busemeyer, 2011); the effects of human-computer
interaction such as playing video games (Grimes,
Bergen, Nichols, Vernberg, & Fonagy, 2004), creating
and using avatars (Cheetham, Suter, & Jäncke, 2011),
and exposure to pornography (see Allen et al., 2007 for
a review). In particular, a large body of research by
Lang and colleagues on the limited capacity model of
motivated mediated message processing (LC4MP) has
examined ways that mediated messages have direct
effects on our cognitive process (see Lang, 2009;
Sparks & Lang, 2010).
While communication researchers admit the diffi-
culty of “seeing” emotions, we can tap into the emo-
tional systems involved in media consumption through
measurement of physiology. “Psychophysiological and
neurophysiological research on emotion suggests that
the autonomic and behavioral responses to emotional
stimuli reﬂect the underlying neural and subcortical
structures activated by the appetitive and aversive
motivational system” (Wang et al., 2011, p. 72). In one
study, Wang and colleagues (2011) had participants (N
= 125) view film clips that differed on dimensions of
arousal and valence while measuring heart rate, skin
conductance, and activation of the zygomatic and cur-
rugator muscles. Zygomatic and corrugator elec-
tromyography measures facial representations of emo-
tion. The zygomatic muscle (in the cheek) is responsi-
ble for smiling and the currugator muscle (above the
eyebrow) is involved in frowning. Measurement of this
muscular activation therefore provides an objective
measure of the spontaneous expression of emotion.
Consistent with past research, valence of the film clip
elicited the expected (appetitive or aversive) reactions.
Wang et al. suggest that people must expend increased
cognitive effort as the stimulus becomes more arousing
and at high levels of arousal the body prepares physio-
logically to approach or avoid pleasant or unpleasant
messages, respectively. 
Methodologically, Wang et al. (2011) argue for
the importance of controlling stimulus duration in stud-
ies such as this (as the amount of input can have a dra-
matic effect on the output measures). Furthermore,
they argue that in order to truly understand the long-
term effects of media exposure, researchers must use
more formal mathematical approaches to modeling
data. Nevertheless, the findings they report contribute
substantively to scholars’ understanding of the role of
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arousal in media content. These findings can then apply
to better understand how people learn from media or
how they are affected by advertisements. For example,
if media systems or messages engage individuals’
appetitive systems, they may motivate people more to
encode messages (Sanders-Jackson et al., 2011;
Simons et al., 2003).
In terms of health promotion, scholars have long
studied the utilization of mediated messages in order
to make people healthier by encouraging behaviors
such as quitting smoking (Sanders-Jackson et al.,
2011). In a re-analysis of data from another study,
Sanders-Jackson and colleagues (2011) examined
smokers’ visual tracking in response to messages that
included smoking cues. “Eye tracking is a well-devel-
oped procedure that has been used effectively in
research for more than a century (Duchowski, 2003).
It allows researchers to determine how visual atten-
tion is allocated to a stimulus” (Sanders-Jackson et
al., 2011, p. 276). In this study, Sanders-Jackson et al.
found that including smoking cues in anti-smoking
public service announcements (PSAs) may lead to
greater resource allocation devoted to the message
(due to appetitive activation). They do note, though,
that this increased focus on the smoking cues may
detract from other parts of the message (such as infor-
mation provided about quitting). 
M. Mediated message processing in the brain
Another area of research within this domain
involves brain imaging research using functional mag-
netic resonance imaging (fMRI) to literally photograph
the brain while individuals interact with media to
gauge the effects media have on the brain (Weber et al.,
2009). Another example involves measuring brain
activity through EEG while watching either still or
moving images (Simons et al., 2003). For some
researchers, this line of work has proven very fruitful,
leading to an understanding of the mechanisms for
message processing (Anderson, Bryant, et al., 2006).
For instance, Ravaja, Saari, Kallinen, and Laarni
(2006) explored the role that state mood had on the
processing of mediated messages. In their study, they
used facial electromyography and cardiac ECG to
explore underlying brain function related to a mood
induction activity, whereas individual mood was relat-
ed to positive or negative message valence. 
Other studies have explored the impact of fear
appeal messages on human physiology. Ordoñana,
González-Javier, Espín-López,, and Gómez-Amor
(2009) experimentally manipulated levels of threat in a
message promoting the necessity to vaccinate against
tetanus. They found that heart rate and skin conduc-
tance varied, based on threat level and efficacy range,
indicating that message processing of a fear appeal did
elicit a physiological response in individuals.
Interestingly, auditory messages also create certain
brain-level processing that result in physiological reac-
tions. Both tempo (fast or slow) and genre (rock,
swing, classical) resulted in differential heart rate and
skin conductance numbers in two experiments (N = 50
total). Similarly, musical structural complexity also
predicts physiological arousal along with improve-
ments in memory and attention (Potter & Jinmyung,
2006). Collectively, these findings underscore the
taken-for-granted assumption that our brains constant-
ly process mediated messages in a way that creates
activation of various physiological systems. That
noted, one of the well-researched areas of mediated
effects on biology comes from television research.
N. Television research
Television research has deep roots in message
effect research, making television an excellent medi-
um to study physiological effects on individuals
(Gibson, 2007; Lang, Chung, Lee, Schwartz, & Shin,
2005). In a laboratory experiment, Simons, Detenber,
Cuthbert, Schwartz, and Reiss (2003) evaluated EEG
reactions to either still or moving emotion-provoking
television messages without sound. They found a
quadratic relationship between arousal and valence,
with both extremely positive and negative images cre-
ating physiological arousal. Importantly, they found
that subjects rated moving images more extremely
than they did still images; they experienced more cor-
tical response (as measured by EEG) from moving
images than still images, results that demonstrate the
power of mediated television messages. Similarly
Anderson, Fite, Petrovich, and Hirsch (2006) using
video montages as the independent variable and actu-
ally imaging cortical activity through fMRI (as
described earlier) found similar results. Whereas
Simons and colleagues indirectly measured cortical
activity, Anderson and colleagues imaged the brain to
determine what parts were active while participants
watched complex visual images. Collectively, these
research findings underscore how individuals become
engaged in mediated messages.
Engagement forms an important element of
impactful mediated messages, as Smith and Gevins
(2004) determined. Again using EEG, they exposed
participants to 30-second commercials from broad-
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cast television. They computed EEG readings contin-
uously throughout the viewing of the commercials
and asked the participants to gauge their interest and
engagement in the commercials. Not surprisingly,
they found that engagement and cortical activity were
associated; indicating positive associations between
cortical activity and interest, along with various
design elements of the commercial themselves. These
findings offer support in determining what elements
of a commercial viewers actually find compelling,
based on brain activity.
Finally, some have conducted research on the
effects of television violence on brain activation. In an
fMRI study, Murray and colleagues (2006) had chil-
dren view violent and nonviolent television sequences.
They argue that both of these should activate certain
parts of the brain, which reflects prior research and
those findings described, above. The children (aged 9–
13 years) watched either two boxing scenes from the
PG-rated movie Rocky IV or two nonviolent scenes
from Ghostwriter, a PBS children’s show. They found
that heart rate significantly differed for violent v. non-
violent scenes and that certain parts of the brain, espe-
cially the limbic system and amygdala were active
more frequently during violent scenes than nonviolent
scenes. This does suggest that emotional processing
and regulation may be associated with violence on tel-
evision, at least for children. However, their study did
suffer from low cell sizes, which make causality diffi-
cult to assume. Given these findings, many researchers
have extrapolated knowledge about mediated violence
from television to video games.
O. Video game research
As an interactive medium, video games provide a
quite interesting research area. In contrast with a more
passive medium like the radio or the television, video
games allow researchers to assume that video games
activate differential parts of the brain and perhaps do so
in more complex ways. With that in mind, Ballard,
Hamby, Panee, and Nivens (2006) had 41 adolescent
children play video games during their three-week
study. They measured heart rate and blood pressure
during the video game period (15 minutes at a time).
They hypothesized that participants would become
desensitized to the video games over the course of a
three-week period. Among these participants, contin-
ued video game play did not appear to desensitize
them, indicating that the video games themselves may
elicit similar physiological reactions across time. Of
course, this study does beg the question whether a con-
nection exists between lack of desensitization and other
variables. At the same time, other researchers have
found that video games can become highly physiolog-
ically rewarding to their players (Ravaja, Saari,
Salminen, Laarni, & Kallinen, 2006)
To address that, Weber, Ritterfield, and Mathiak
(2006) used advanced fMRI techniques to determine
whether virtual violence in video games caused limbic
activation and amygdalae suppression among young
adults (ages 8–26) who played video games frequently.
They found support for their hypothesis that there is a
similarity in brain patterns (limbic activation and
amygdala suppression) in regular players of violent
video games and in those individuals who exhibit
aggressive behaviors. In this case, regular play of vio-
lent video games suppressed affective parts of the
brain. Barlett, Rodeheffer, Baldasaro, Hinkin, and
Harris (2008) replicated this finding as they found in
two separate experiments that violent video game play
resulted in more hostile behaviors, aggressive thought,
and higher physiological arousal than did nonviolent
video game play. In another fMRI study, Hummer et al.
(2010) examined the short-term effects of violent video
game play with 45 adolescent volunteers. They found
that “playing a violent video game for only 30 minutes
immediately produced lower activity levels in pre-
frontal regions thought to be involved in cognitive inhi-
bition” (p. 147) as compared to nonviolent game play-
ers. For their participants, a short violent video game
activity resulted in diminished cognitive and executive
functioning, as compared to individuals playing nonvi-
olent video games. Taken together, these research find-
ings demonstrate the effects of interactive media on
brain and cognitive functions.
Of course, not all video game researchers
explore the effects of violence on brain activity. Some
researchers have evaluated, through the use of muscle
and cardiovascular reactivity, the effects of video
game opponent locations and shared physiological
effects (Ravaja, 2009). Along with that, some
researchers have explored the identity dimension of
video games through the use of avatar selection and
point of view in video games. In a factorial (avatar
choice X point of view) study, Lim and Reeves (2009)
found ability to select an avatar in a video game led to
greater physiological arousal, more so than just point
of view alone. This suggests one way that the interac-
tive nature of video games could represent larger
social mediated interactions.
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Our primary goal with this summary of extant lit-
erature on biology and communication is to familiarize
communication scholars with important research cur-
rently being conducted in various areas of the commu-
nication discipline. We started by providing a brief but
thorough overview of each of the major body systems
implicated in communication behavior (and indexed by
the studies we discussed). To accomplish that, we
focused our attention on the top 20 communication
journals over the past 10 years as a starting point for
this conversation. Taken as a whole, this body of liter-
ature led us to develop four primary themes that eluci-
date the underlying assumptions of communibiology.
We will discuss each of these themes in context and
then conclude with a few thoughts on the future direc-
tion for this research paradigm.
The first theme that emerged from this literature
describes recent methodological advances in the study
of communication. For decades, social scientists in
psychology and physiology have utilized what commu-
nication scholars might call novel approaches to the
measurement of communication. Moreover, these
applications inject technological advances from tradi-
tional sciences, including medicine, to better under-
stand the ways that communication functions within
the body and how our bodies react to communication.
This holds particular importance considering that the
proponents of communibiology (Beatty, McCroskey, &
Floyd, 2009; Beatty, McCroskey, & Pence, 2009;
Beatty et al., 2001) argue that all communicative
behavior can be reducible to brain processes. While
some scholars may disagree (some vehemently), with
this proposition, science follows the basic assumption
of falsification. Therefore, having an actual measure-
ment of those processes holds great importance for our
understanding of communication from this perspective,
for our ability to build theories of communication, and
for our ability to test the propositions posited by com-
munibiological scholars.
The second theme that emerged from this litera-
ture links inextricably to the first: a focus on objectivi-
ty. As a whole, communication researchers tend to
focus on perceptions; self-reports of attitudes, beliefs,
and behaviors; behavioral observations; retrospective
recall; and surrogate markers of actual processes.
Communibiology scholarship has accomplished adopt-
ing rigorous and objective scientific approaches toward
the measurement and impact of communication.
Whereas we recognize that bias will always play a role
in the research process, scholars in this paradigm work
toward designing methods that substantively reduce
bias on the part of the participants. For example, few
research participants could manipulate their physiolog-
ical reactions as they might with their psychological
perceptions. Furthermore, people find it much easier to
modify their behavior than to modify their physiology
in response to a research protocol or stimulus.
Therefore, these methods allow for a focus on research
objectivity in those situations where such a focus is
warranted and necessitated.
The third theme pertains to the way that the
research is situated within the sciences. Much of the
research pertaining to communication and human
physiology finds publication outside of the communi-
cation discipline. In fact, we argue that a significant
majority of the articles pertaining to the very concepts
discussed in this review appear in journals housed in
academic disciplines outside of our own. We recog-
nize that this represents a natural part of the growth of
our discipline; nevertheless, we propose that commu-
nication scholars make a concerted effort to publish
more of this research in our own journals. We do not
mean to critique our discipline for the lack of pub-
lished research; rather, we suggest a focus on owner-
ship of research that is, by definition, of and about
communication.
The fourth and final theme addresses the increas-
ing complexity in the understanding of communication,
as a concept. Throughout our history, people have often
defined communication as a tool to accomplish a goal.
For instance, in one of the most commonly cited mod-
els of communication, Shannon (1948) proposed a very
linear model, commonly referred to as the Shannon-
Weaver, or Mathematical model of communication.
Clearly, our understanding of communication has
changed significantly since this early conceptualiza-
tion. Nevertheless, many disciplines outside of our own
still view communication as only a goal-based activity.
The value of a physiological and neurological view of
communication lies in the very definition of that con-
24 — VOLUME 30 (2011) NO. 4 COMMUNICATION RESEARCH TRENDS
8. Summary and Conclusions
cept. These research articles represent a nuanced and
complex view of communication as a concept and not
necessarily a means to an end. 
A. Future directions and conclusion
This research shines a spotlight on issues that our
colleagues in other fields of study may not otherwise
explore. Furthermore, in addition to the more specific
recommendations for future research we have already
made, we do believe that some other useful and impor-
tant directions remain for researchers engaged in this
paradigm. First, we propose that researchers integrate
body systems through the measurement of multiple
biological markers in the same study. For example,
rather than studying cortisol as a measure of stress,
researchers have now begun to realize that stress is a
complicated process co-coordinated by various body
systems. Therefore, a more comprehensive approach to
the body’s response to communicative stressors
appears when scholars examine all of the body systems
simultaneously. We can say the same about research on
media effects. Much research has appeared examining
neurological activation as a result of mediated mes-
sages, but perhaps exploring other sub-systems would
continue to provide a more comprehensive look at
mass communication. 
Additionally, some deficits appear in research
programs in areas such as organizational communica-
tion. Only recently have scholars begun to explore how
body systems affect organizational communication.
Based on other research areas, social strata, hierarchy,
and interpersonal relationships have a profound impact
on the body. Applying those ideas to the study of orga-
nizational communication would not only prove fruit-
ful, but may also help develop useful interventions
toward improving organizational life. 
Finally, we do want to issue a word of caution
when it comes to communibiological methodologies.
People should not undertake these methods lightly, as
they require considerable training and resources.
Haphazard application of these methods could lead to
false knowledge of the way that the body reacts to
communicative interactions. We also recommend that
consumers of this research vigorously securitize pub-
lished methods to make sure they prove consistent with
current standards for this type of research (see Luecken
& Gallo, 2008).
In summary, we strongly believe in the notion
that communication affects our biology and that in
turn, our physiology affects our communication. We
hope that this review has provided our readers with an
understanding of the processes by which these phe-
nomena occur, the methods that scholars in our disci-
pline employ to study these processes, and some rele-
vant and interesting findings. 
References
Afifi, T. D., Afifi, W. A., Morse, C., & Hamrick, K. (2008).
Adolescents’ avoidance tendencies and physiological
reactions to discussions about their parents’ relation-
ship: Implications for postdivorce and nondivorced
families. Communication Monographs, 75, 290-317.
doi: 10.1080/03637750802342308
Afifi, T. D., Granger, D. A., Denes, A., Joseph, A., & Aldeis,
D. (2011). Parents’ communication skills and
adolescents’ salivary α-amylase and cortisol response
patterns. Communication Monographs, 78, 273-295.
doi: 10.1080/03637751.2011.589460
Allen, M., Emmers-Sommer, T. M., D’Alessio, D.,
Timmerman, L., Hanzal, A., & Korus, J. (2007). The
connection between the physiological and psychologi-
cal reactions to sexually explicit materials: A literature
summary using meta-analysis. Communication
Monographs, 74, 541-560. doi: 10.1080/
03637750701578648
Anderson, D. R., Bryant, J., Murray, J. P., Rich, M., Rivkin,
M. J., & Zillmann, D. (2006). Brain imaging—An
introduction to a new approach to studying media
processes and effects. Media Psychology, 8, 1-6. doi:
10.1207/s1532785xmep0801_1
Anderson, D. R., Fite, K. V., Petrovich, N., & Hirsch, J.
(2006). Cortical activation while watching video mon-
tage: An fMRI study. Media Psychology, 8, 7-24. doi:
10.1207/s1532785xmep0801_2
Anthony, J. L., & O’Brien, W. H. (2002). The effects of a
group-based social support intervention on cardiovas-
cular reactivity. Small Group Research, 33, 155-180.
doi: 10.1177/104649640203300201
Appelhans, B. M., & Luecken, L. J. (2006). Heart rate vari-
ability as an index of regulated emotional responding.
Review of General Psychology, 10, 229-240. doi:
10.1037/1089-2680.10.3.229
Ballard, M. E., Hamby, R. H., Panee, C. D., & Nivens, E. E.
(2006). Repeated exposure to video game play results
in decreased blood pressure responding. Media
Psychology, 8, 323-341. doi: 10.1207/
s1532785xmep0804_1
Barlett, C., Rodeheffer, C. D., Baldassaro, R., Hinkin, M. P.,
& Harris, R. J. (2008). The effect of advances in video
game technology and content on aggressive cogni-
tions, hostility, and heart rate. Media Psychology, 11,
540-565. doi: 10.1080/15213260802492018
COMMUNICATION RESEARCH TRENDS VOLUME 30 (2011) NO. 4 — 25
Beatty, M. J., & Heisel, A. D. (2007). Spectrum analysis of
cortical activity during verbal planning: Physical evi-
dence for the formation of social interaction routines.
Human Communication Research, 33, 48-63. doi:
10.1111/j.1468-2958.2007.00288.x
Beatty, M. J., & Lewis, R. J. (2009). Cognitive neuroscience
perspective. In M. J. Beatty, J. C. McCroskey, & K.
Floyd (Eds.), Biological dimensions of communica-
tion: Perspectives, methods, and research (pp. 33-39).
Cresskill, NJ: Hamptom Press.
Beatty, M. J., McCroskey, J. C., & Floyd, K. (2009).
Biological dimensions of communication: Perspec-
tives, methods, and research. Cresskill, NJ: Hampton
Press.
Beatty, M. J., McCroskey, J. C., & Pence, M. E. (2009).
Communibiological paradigm. In M. J. Beatty, J. C.
McCroskey, & K. Floyd (Eds.), Biological dimensions
of communication: Perspectives, methods, and
research (pp. 3-16). Cresskill, NJ: Hampton Press.
Beatty, M. J., McCroskey, J. C., & Valencic, K. M. (2001).
The biology of communication: A communibiological
perspective. Cresskill, NJ: Hampton Press.
Bodary, D. L., & Miller, L. D. (2000). Neurobiological sub-
strates of communicator style. Communication
Education, 49, 82. 
Boren, J. P. (2010). The impact of an enacted social support
intervention on worklife interaction, stress, and
burnout in working adults. Doctoral Dissertation,
Arizona State University, Tempe, AZ.  
Brown, D. E. (2007). Measuring hormonal variation in the
sympathetic nervous system: Catecholamines. In G. H.
Ice & G. D. James (Eds.), Measuring stress in humans:
A practical guide for the field (pp. 94-121).
Cambridge, UK: Cambridge University Press.
Bruckert, L., Bestelmeyer, P., Latinus, M., Rouger, J.,
Charest, I., Rousselet, G. A., et al. (2010). Vocal attrac-
tiveness increases by averaging. Current Biology, 20,
116-120. doi: 10.1016/j.cub.2009.11.034
Burleson, B. R., Albrecht, T. L., & Sarason, I. G. (1994).
Communication of social support: Messages, interac-
tions, relationships, and community. Thousand Oaks,
Calif.: Sage Publications.
Byrd-Craven, J., Geary, D. C., Rose, A. J., & Ponzi, D.
(2008). Co-ruminating increases stress hormone levels
in women. Hormones and Behavior, 53, 489-492. 
Byrd-Craven, J., Granger, D. A., & Auer, B. J. (2011). Stress
reactivity to co-rumination in young women’s friend-
ships: Cortisol, alpha-amylase, and negative affect
focus. Journal of Social and Personal Relationships,
28, 469-487. doi: 10.1177/0265407510382319
Caughlin, J. P. (2002). The demand/withdraw pattern of
communication as a predictor of marital satisfaction
over time. Human Communication Research, 28, 49-
85. doi: 10.1111/j.1468-2958.2002.tb00798.x
Cheetham, M., Suter, P., & Jäncke, L. (2011). The human
likeness dimension of the “uncanny valley hypothe-
sis”: Behavioural and functional MRI findings.




Cohen, S., Doyle, W. J., Turner, R., Alper, C. M., & Skoner,
D. P. (2003). Sociability and susceptbility to the com-
mon cold. Psychological Science, 14, 389-395. doi:
10.1111/1467-9280.01452
Cohen, S., & Wills, T. A. (1985). Stress, social support, and
the buffering hypothesis. Psychological Bulletin, 98,
310-357. 
Condit, C. M. (2000). Toward new “sciences” of human
behavior. Communication Education, 49, 29-35. 
Corman, S. R. (2006). On being less theoretical and more
technological in organizational communication.
Journal of Business and Technical Communication,
20(3), 325-338. 
Danesh, J., Wheeler, J. G., Hirschfield, G. M., Eda, S.,
Eiriksdottir, G., Rumley, A., et al. (2004). C-Reactive
protein and other circulating markers of inflammation
in the pediction of coronary heart disease. New
England Journal of Medicine, 350, 1387-1397. doi:
10.1056/NEJMoa032804
Diamond, L. M., Hicks, A. M., & Otter-Henderson, K. D.
(2008). Every time you go away: Changes in affect,
behavior, and physiology associated with travel-relat-
ed separations from romantic partners. Journal of
Personality and Social Psychology, 95, 385-403. doi:
10.1037/0022-3514.95.2.385
Dickerson, S. S., & Kemeny, M. E. (2004). Acute stressors
and cortisol responses: A theoretical integration and
synthesis of laboratory research. Psychological
Bulletin, 130, 355-391. 
Dillard, J. P., Shen, L., Robinson, J. D., & Farrell, P. M.
(2010). Parental information seeking following a pos-
itive newborn screening for cystic fibrosis. Journal of
Health Communication, 15, 880-894. doi: 10.1080/
10810730.2010.522226
Ditzen, B., Schaer, M., Gabriel, B., Bodenmann, G., Ehlert,
U., & Heinrichs, M. (2009). Intranasal oxytocin
increases positive communication and reduces cortisol
levels during couple conflict. Biological Psychiatry,
65(9), 728-731. doi: 10.1016/j.biopsych.2008.10.011
Duchowski, A. T. (2003). Eye tracking methodology: Theory
and practice (2nd ed.). New York, NY: Springer.
Dunn, C. J. (1991). Cytokines as mediators of chronic
inflammatory disease. In E. S. Kimball (Ed.),
Cytokines and inflammation (pp. 1-33). Boca Raton,
FL: CRC Press.
Duvernoy, H. M., & Bourgouin, P. (1999). The human brain:
Surface, three-dimensional sectional anatomy with
26 — VOLUME 30 (2011) NO. 4 COMMUNICATION RESEARCH TRENDS
MRI, and blood supply (2nd ed.). New York, NY:
Springer.
Floyd, K. (2001). Human affection exchange: I.
Reproductive probability as a predictor of men’s affec-
tion with their sons. The Journal of Men’s Studies, 10,
39-50. doi: 10.3149/jms.1001.39
Floyd, K. (2006). Human affection exchange: XII.
Affectionate communication is associated with diurnal
variation in salivary free cortisol. Western Journal of
Communication, 70(1), 47-63. 
Floyd, K., Boren, J. P., Hannawa, A. F., Hesse, C., McEwan,
B., & Veksler, A. E. (2009). Kissing in marital and
cohabiting relationships: Effects on blood lipids,
stress, and relationship satisfaction. Western Journal of
Communication, 73(2), 113-133. doi: 10.1080/
10570310902856071
Floyd, K., Hesse, C., Boren, J. P., & Veksler, A. E. (2012).
Affectionate communication can suppress immunity:
Trait affection predicts antibody titers to latent
Epstein-Barr Virus. Paper presented at the Annual
Meeting of the Western States Communication
Association, Albuquerque, NM. 
Floyd, K., & Mikkelson, A. C. (2003). Effects of brain later-
ality on accuracy of decoding facial displays of emo-
tion. Communication Quarterly, 51, 419-437. 
Floyd, K., Mikkelson, A. C., & Hesse, C. (2008). The biolo-
gy of human communication. Mason, OH: Cengage.
Floyd, K., Mikkelson, A. C., Hesse, C., & Pauley, P. M.
(2007). Affectionate writing reduces total cholesterol:
Two randomized, controlled trials. Human Communi-
cation Research, 33, 119-149. 
Floyd, K., Mikkelson, A. C., Tafoya, M. A., Farinelli, L.,
LaValley, A. G., Judd, J., et al. (2007). Human affec-
tion exchange: XIII. Affectionate communication
accelerates neuroendocrine stress recovery. Health
Communication, 22(2), 1-10. 
Floyd, K., Pauley, P. M., & Hesse, C. (2010). State and trait
affectionate communication buffer adults’ stress reac-
tions. Communication Monographs, 77, 618-636. doi:
10.1080/03637751.2010.498792
Floyd, K., & Riforgiate, S. (2008). Affectionate communica-
tion received from spouses predicts stress hormone
levels in healthy adults. Communication Monographs,
75, 351-368. doi: 10.1080/03637750802512371
Gaab, J., Blattler, N., Menzi, T., Pabst, B., Stoyer, S., &
Ehlert, U. (2003). Randomized controlled evalua-
tion of the effects of cognitive-behavioral stress
management on cortisol responses to acute stress in
healthy subjects. Psychoneuroendocrinology, 28,
767-779. 
Galaburda, A. M., Corsiglia, J., Rosen, G. D., & Sherman, G.
F. (1987). Planum temporale asymmetry, reappraisal
since Geschwind and Levitsky. Neuropsychologia, 25,
853-868. doi: 10.1016/0028-3932(87)90091-1
Ganster, D. C., Fusilier, M. R., & Mayes, B. T. (1986). Role
of social support in the experience of stress at work.
Journal of Applied Psychology, 71, 102-110. 
Gaylord, J. S. (1916). Beginnings of expression. Quarterly
Journal of Public Speaking, 2(2), 186-192. 
Gerin, W., Goyal, T. M., Mostofsky, E., & Shimbo, D. (2008).
The measurement of blood pressure in cardiovascular
research. In L. J. Luecken & L. C. Gallo (Eds.),
Handbook of physiological research methods in health
psychology (pp. 115-131). Thousand Oaks, CA: Sage.
Gibson, T. A. (2007). Warning—The existing media system
may be toxic to your health: Health communication
and the politics of media reform. Journal of Applied
Communication Research, 35, 125-132. doi:
10.1080/00909880701245307
Glaser, R., Pearson, G. R., Jones, J. F., Hillhouse, J.,
Kennedy, S., Mao, H., et al. (1991). Stress-related acti-
vation of Epstein-Barr virus. Brain, Behavior, and
Immunity, 5, 219-232. doi: 10.1016/0889-
1591(91)90018-6
Goldsmith, D. J. (2004). Communicating social support.
Cambridge, UK: Cambridge University Press.
Goyal, T. M., Shimbo, D., Mostofsky, E., & Gerin, W.
(2008). Cardiovascular stress reactivity. In L. J.
Luecken & L. C. Gallo (Eds.), Handbook of physio-
logical research methods in health psychology (pp.
133-158). Thousand Oaks, CA: Sage.
Granger, D. A., Kivlighan, K. T., Blair, C., El-Sheikh, M.,
Mize, J., Lisonbee, J. A., et al. (2006). Integrating the
measurement of salivary α-amylase into studies of
child health, development, and social relationships.
Journal of Social and Personal Relationships, 23, 267-
290. doi: 10.1177/0265407506062479
Griffin, J. A., Umstattd, M. R., & Usdan, S. L. (2010).
Alcohol use and high-risk sexual behavior among col-
legiate women: A review of research on alcohol
myopia theory. Journal of American College Health,
58, 523-532. 
Grimes, T., Bergen, L., Nichols, K., Vernberg, E., & Fonagy,
P. (2004). Is psychopathology the key to understanding
why some children become aggressive when they are
exposed to violent television programming? Human
Communication Research, 30, 153-181. 
Grodzinsky, Y. (2000). The neurology of syntax: Language
use without Broca’s area. Behavioral and Brain
Sciences, 23, 1-71. 
Grossi, G., Perski, A., Ekstedt, M., Johansson, T., Lindström,
M., & Holm, K. (2005). The morning salivary cortisol
response in burnout. Journal of Psychosomatic
Research, 59(2), 103-111. 
Haase, J. (2010). Autonomic Nervous System. In C. B.
Lumenta, C. Di Rocco, J. Haase, & J. J. A. Mooij
(Eds.), Neurosurgery (pp. 469-470). Berlin
Heidelberg: Springer. 
COMMUNICATION RESEARCH TRENDS VOLUME 30 (2011) NO. 4 — 27
Haber, M. G., Cohen, J. L., Lucas, T., & Baltes, B. B. (2007).
The relationship between self-reported received and per-
ceived social support: A meta-analytic review. American
Journal of Community Psychology, 39, 133-144. 
Hansen, Å. M., Hogh, A., Persson, R., Karlson, B., Garde, A.
H., & Ørbæk, P. (2006). Bullying at work, health out-
comes, and physiological stress response. Journal of
Psychosomatic Research, 60(1), 63-72. doi:
10.1016/j.jpsychores.2005.06.078
Heffner, K. L., Loving, T. J., Kiecolt-Glaser, J. K., Himawan,
L. K., Glaser, R., & Malarkey, W. B. (2006). Older
spouses’ cortisol responses to marital conflict:
Associations with demand/withdraw communication
patterns. Journal of Behavioral Medicine, 29, 317-
325. doi: 10.1007/s10865-006-9058-3
Horan, S. M., & Booth-Butterfield, M. (2011). Is it worth
lying for? Physiological and emotional implications of
recalling deceptive affection. Human Communication
Research, 37, 78-106. doi: 10.1111/j.1468-
2958.2010.01394.x
Hubbard, J. I. (1974). The peripheral nervous system. New
York, NY: Plenum Press.
Hughes, S. M., Farley, S. D., & Rhodes, B. C. (2010). Vocal
and physiological changes in response to the physical
attractiveness of conversational partners. Journal of
Nonverbal Behavior, 34, 155-167. doi: 10.1007/
s10919-010- 0087-9
Hummer, T. A., Wang, Y., Kronenberger, W. G., Mosier, K.
M., Kalnin, A. J., Dunn, D. W., et al. (2010). Short-
term violent video game play by adolescents alters
prefrontal activity during cognitive inhibition. Media
Psychology, 13, 136-154. doi: 10.1080/
15213261003799854
Jablin, F. M., & Putnam, L. (2001). The new handbook of
organizational communication: Advances in theory,
research, and methods. Thousand Oaks, CA: Sage
Publications.
Janicki-Deverts, D., & Kamarck, T. W. (2008). Ambulatory
blood pressure monitoring. In L. J. Luecken & L. C.
Gallo (Eds.), Handbook of physiological research
methods in health psychology (pp. 159-182).
Thousand Oaks, CA: Sage.
Jones, J. F., & Straus, S. E. (1987). Chronic Epstein-Barr
Virus infection. Annual Review of Medicine, 38, 195-
209. doi: 10.1146/annurev.me.38.020187.001211
Kiecolt-Glaser, J. K., Bane, C., Glaser, R., & Malarkey, W.
B. (2003). Love, marriage, and divorce: Newlyweds’
stress hormones foreshadow relationship changes.
Journal of Consulting and Clinical Psychology, 71,
176-188. doi: 10.1037/0022-006x.71.1.176
Kiecolt-Glaser, J. K., Fisher, L. D., Ogrocki, P., Stout, J. C.,
Speicher, C. E., & Glaser, R. (1987). Marital quality,
marital disruption, and immune function.
Psychosomatic Medicine, 49, 13-34. 
Kiecolt-Glaser, J. K., & Newton, T. L. (2001). Marriage and
health: His and hers. Psychological Bulletin, 127, 472. 
Kim, Y. (2006). Gender, attachment, and relationship dura-
tion on cardiovascular reactivity to stress in a labo-
ratory study of dating couples. Personal
Relationships, 13, 103-114. doi: 10.1111/j.1475-
6811.2006.00107.x
Klinetob, N. A., & Smith, D. A. (1996). Demand-withdraw
communication in marital interaction: Tests of inter-
spousal contingency and gender role hypotheses.
Journal of Marriage and the Family, 58, 945-957. 
Kudielka, B. M., & Kern, S. (2004). Cortisol day profiles in
victims of mobbing (bullying at the work place):
Preliminary results of a first psychobiological field
study. Journal of Psychosomatic Research, 56(1), 149-
150. doi: 10.1016/s0022-3999(03)00126-0
Lang, A. (2009). Where psychophysiology meets the
media: Taking the effects out of mass communica-
tion research. In J. Bryant & M. B. Oliver (Eds.),
Media effects: Advances in theory and research (3rd
ed., pp. 185-206). Los Angeles, CA: Lawrence
Erlbaum.
Lang, A., Chung, Y., Lee, S., Schwartz, N., & Shin, M. (2005).
It’s an arousing, fast-paced kind of world: The effects of
age and sensation seeking on the information processing
of substance-abuse PSAs. Media Psychology, 7, 421-
454. doi: 10.1207/s1532785xmep0704_6
Lannutti, P. J., & Monahan, J. L. (2002). When the frame
paints the picture: Alcohol consumption, relational
framing, and sexual communication. Communication
Research, 29, 390. 
Lasikiewicz, N., Hendrickx, H., Talbot, D., & Dye, L.
(2008). Exploration of basal diurnal salivary cortisol
profiles in middle-aged adults: Associations with sleep
quality and metabolic parameters. Psychoneuroen-
docrinology, 33(2), 143-151. doi: 10.1016/
j.psyneuen.2007.10.013
Lawler-Row, K. A., Hyatt-Edwards, L., Wuensch, K. L., &
Karremans, J. C. (2011). Forgiveness and health: The
role of attachment. Personal Relationships, 18, 170-
183. doi: 10.1111/j.1475-6811.2010.01327.x
LeDoux, J. E., Cicchetti, P., Xagoraris, A., & Romanski, L.
(1990). The lateral amygdaloid nucleus: Sensory inter-
face of the amygdala in fear conditioning. The Journal
of Neuroscience, 10, 1062-1069. 
Lim, S., & Reeves, B. (2009). Being in the game: Effects of
avatar choice and point of view on psychophysiologi-
cal responses during play.  Media Psychology, 12, 348-
370. doi: 10.1080/ 15213260903287242
Loving, T. J., Gleason, M. E. J., & Pope, M. T. (2009).
Transition novelty moderates daters’ cortisol respons-
es when talking about marriage. Personal
Relationships, 16, 187-203. doi: 10.1111/j.1475-
6811.2009.01218.x
28 — VOLUME 30 (2011) NO. 4 COMMUNICATION RESEARCH TRENDS
Loving, T. J., Heffner, K. L., Kiecolt-Glaser, J. K., Glaser,
R., & Malarkey, W. B. (2004). Stress hormone changes
and marital conflict: Spouses’ relative power makes a
difference. Journal of Marriage and Family, 66, 595-
612. doi: 10.1111/j.0022-2445.2004.00040.x
Luecken, L. J., Appelhans, B. M., Kraft, A., & Brown, A.
(2006). Never far from home: A cognitive-affective
model of the impact of early-life family relationships
on physiological stress responses in adulthood.
Journal of Social and Personal Relationships, 23, 189-
203. doi: 10.1177/0265407506062466
Luecken, L. J., & Gallo, L. C. (Eds.). (2008). Handbook of
physiological research methods in health psychology.
Thousand Oaks, CA: Sage.
Lundberg, U., & Hellström, B. (2002). Workload and morn-
ing salivary cortisol in women. Work & Stress, 16(4),
356-363. 
Manne, S., Sherman, M., Ross, S., Ostroff, J., Heyman, R.
E., & Fox, K. (2004). Couples’ support-related com-
munication, psychological distress, and relationship
satisfaction among women with early stage breast can-
cer. Journal of Consulting & Clinical Psychology, 72,
660-670. 
Maslach, C., & Jackson, S. E. (1981). The measurement of
experienced burnout. Journal of Occupational
Behaviour, 2, 99-113. 
Maslach, C., Jackson, S. E., & Leiter, M. P. (1996). Maslach
burnout inventory manual (3rd ed.). Mountain view,
CA: CPP, Inc.
Maslach, C., Schaufeli, W. B., & Leiter, M. P. (2001). Job
burnout. Annual Review of Psychology, 52, 397-422. 
McDade, T. W. (2007). Measuring immune function:
Markers of cell-mediated immunity and inflammation
in dried blood spots. In G. H. Ice & G. D. James (Eds.),
Measuring stress in humans: A practical guide for the
field. (pp. 181-207). New York, NY: Cambridge
University Press.
McNealy, K., Mazziotta, J. C., & Dapretto, M. (2010). The
neural basis of speech parsing in children and adults.
Developmental Science, 13, 385-406. doi:
10.1111/j.1467-7687.2009.00895.x
Merjonen, P., Pulkki-Råback, L., Lipsanen, J., Lehtimäki, T.,
Rontu, R., Viikari, J., et al. (2011). Development of
adulthood hostile attitudes: Childhood environment
and serotonin receptor gene interactions. Personal
Relationships, 18, 184-197. doi: 10.1111/j.1475-
6811.2010.01321.x
Mikkelson, A. C., Farinelli, L., & La Valley, A. G. (2006).
The influences of brain dominance and biological sex
on emotional expressivity, sensitivity, and control.
Communication Quarterly, 54, 427-446. 
Miller, R. S. (1997). We always hurt the ones we love:
Aversive interactions in close relationships. In R. M.
Kowalski (Ed.), Aversive interpersonal behaviors. (pp.
11-29). New York, NY: Plenum Press.
Monahan, J. L., & Samp, J. A. (2007). Alcohol’s effects on
goal-related appraisals and communicative behaviors.
Communication Research, 34, 332-351. doi:
10.1177/0093650207300432
Morris, J. S., Frith, C. D., Perrett, D. I., Rowland, D., Young,
A. W., Calder, A. J., et al. (1996). A differential neural
response in the human amygdala to fearful and happy
facial expressions. [10.1038/383812a0]. Nature,
383(6603), 812-815. 
Murray, J. P., Liotti, M., Ingmundson, P. T., Mayberg, H. S.,
Pu, Y., Zamarripa, F., et al. (2006). Children’s brain
activations while viewing televised violence revealed
by fMRI. Media Psychology, 8, 25-37. doi: 10.1207/
s1532785xmep0801_3
Nelson, C. K. (2004). Classifying communibiology’s texts:
Implications for genre theory. Communication Theory,
14, 142-166. doi: 10.1111/j.1468-2885.2004
.tb00309.x
Nicolson, N. A. (2008). Measurement of cortisol. In L. J.
Luecken & L. C. Gallo (Eds.), Handbook of physio-
logical research methods in health psychology (pp. 37-
74). Los Angeles: Sage.
Ordoñana, J. R., González-Javier, F., Espín-López, L., &
Gómez-Amor, J. (2009). Self-report and psychophysi-
ological responses to fear appeals. Human
Communication Research, 35, 195-220. doi: 10.1111/
j.1468- 2958.2009.01344.x
Palmer, R. S., McMahon, T. J., Rounsaville, B. J., & Ball, S.
A. (2010). Coercive sexual experiences, protective
behavioral strategies, alcohol expectancies and con-
sumption among male and female college students.
Journal of Interpersonal Violence, 25, 1563-1578. doi:
10.1177/0886260509354581
Plotnikoff, R. C., Johnson, S. T., Karunamuni, N., & Boule,
N. G. (2010). Physical activity related information
sources predict physical activity behaviors in adults
with type 2 diabetes. Journal of Health
Communication, 15, 846-858. doi: 10.1080/
10810730.2010.522224
Pollard, T. M., & Ice, G. H. (2007). Measuring hormonal
variation in the hyopthalamic pituitary adrenal axis:
Cortisol. In G. H. Ice & G. D. James (Eds.), Measuring
stress in humans: A practical guide for the field (pp.
122-157). Cambridge, UK: Cambridge University
Press.
Potter, R. F., & Jinmyung, C. (2006). The effects of auditory
structural complexity on attitudes, attention, arousal,
and memory. Media Psychology, 8, 395-419. doi:
10.1207/s1532785xmep0804_4
Powers, S. I., Pietromonaco, P. R., Gunlicks, M., & Sayer, A.
(2006). Dating couples’ attachment styles and patterns
of cortisol reactivity and recovery in response to a rela-
tionship conflict. Journal of Personality and Social
Psychology, 90, 613-628. doi: 10.1037/0022-
3514.90.4.613
COMMUNICATION RESEARCH TRENDS VOLUME 30 (2011) NO. 4 — 29
Prather, A. A., & Marsland, A. L. (2008). Immunological
functioning II: Field measures and viral challenge. In
L. J. Luecken & L. C. Gallo (Eds.), Handbook of phys-
iological research methods in health psychology (pp.
235-256). Los Angeles, CA: Sage.
Price, C. J., Wise, R. J. S., Warburton, E. A., Moore, C. J.,
Howard, D., Patterson, K., et al. (1996). Hearing and
saying. Brain, 119, 919-931. doi: 10.1093/brain
/119.3.919
Priem, J. S., & Solomon, D. H. (2011). Relational uncertain-
ty and cortisol responses to hurtful and supportive
messages from a dating partner. Personal
Relationships, 18, 198-223. doi: 10.1111/j.1475-
6811.2011.01353.x
Primack, B. A., Sidani, J., Carroll, M. V., & Fine, M. J.
(2009). Associations between smoking and media lit-
eracy in college students. Journal of Health
Communication, 14, 541-555. doi: 10.1080/
10810730903089598
Pruessner, J. C., Hellhamer, D. H., & Kirschbaum, C. (1999).
Burnout, perceived stress, and cortisol responses to
awakening. Psychosomatic Medicine, 61, 197-204. 
Ratzan, S. C. (2006). HIV/AIDS prevention: The key to turn
the tide needs galvanized innovations. Journal of
Health Communication, 11, 633-634. doi: 10.1080/
10810730600956982
Ravaja, N. (2009). The psychophysiology of digital gaming:
The effect of a non co-located opponent. Media
Psychology, 12, 268-294. doi: 10.1080/
15213260903052240
Ravaja, N., Saari, T., Kallinen, K., & Laarni, J. (2006). The
role of mood in the processing of media messages
from a small screen: Effects on subjective and physio-
logical responses. Media Psychology, 8, 239-265. doi:
10.1207/s1532785xmep0803_3
Ravaja, N., Saari, T., Salminen, M., Laarni, J., & Kallinen,
K. (2006). Phasic emotional reactions to video game
events: A psychophysiological investigation. Media
Psychology, 8, 343-367. doi: 10.1207/
s1532785xmep0804_2
Riding, D., Lonsdale, D., & Brown, B. (2006). The effects of
average fundamental frequency and variance of funda-
mental frequency on male vocal attractiveness to
women. Journal of Nonverbal Behavior, 30, 55-61.
doi: 10.1007/s10919-006-0005-3
Riggio, R. E. (1986). Assessment of basic social skills.
Journal of Personality and Social Psychology, 51,
649-660. doi: 10.1037/0022-3514.51.3.649
Robles, T. F., & Kiecolt-Glaser, J. K. (2003). The physiolo-
gy of marriage: Pathways to health. Physiology &
Behavior, 79, 409-416. doi: 10.1016/s0031-
9384(03)00160-4
Rook, K. S., & Pietromonaco, P. (1987). Close relationships:
Ties that heal or ties that bind? In W. H. Jones & D.
Perlman (Eds.), Advances in personal relationships
(Vol. 1, pp. 1-35). Greenwich, CT: JAI Press.
Rydstedt, L. W., Cropley, M., Devereux, J. J., &
Michalianou, G. (2008). The relationship between
long-term job strain and morning and evening saliva
cortisol secretion among white-collar workers.
Journal of Occupational Health Psychology, 13(2),
105-113. doi: 10.1037/1076-8998.13.2.105
Samp, J., & Monahan, J. (2009). Alcohol-influenced nonver-
bal behaviors during discussions about a relationship
problem. Journal of Nonverbal Behavior, 33, 193-211.
doi: 10.1007/s10919-009-0069-y
Sanders-Jackson, A. N., Cappella, J. N., Linebarger, D. L.,
Piotrowski, J. T., O’Keeffe, M., & Strasser, A. A.
(2011). Visual attention to antismoking PSAs:
Smoking cues versus other attention-grabbing fea-
tures. Human Communication Research, 37, 275-292.
doi: 10.1111/j.1468-2958.2010.01402.x
Schaufeli, W. B., & Bakker, A. B. (2004). Job demands, job
resources, and their relationship with burnout and
engagement: A multi-sample study. Journal of
Organizational Behavior, 25, 293-315. 
Seeman, T. E., Singer, B. H., Ryff, C. D., Dienberg Love, G.,
& Levy-Storms, L. (2002). Social relationships, gen-
der, and allostatic load across two age cohorts.
Psychosomatic Medicine, 64, 395-406. 
Segerstrom, S. C., & Miller, G. E. (2004). Psychological
stress and the human immune system: A meta-analytic
study of 30 years of inquiry. Psychological Bulletin,
130(4), 601-630. 
Selcuk, E., Zayas, V., & Hazan, C. (2010). Beyond satisfac-
tion: The role of attachment in marital functioning.
Journal of Family Theory & Review, 2, 258-279. doi:
10.1111/j.1756-2589.2010.00061.x
Shafer, A., Cates, J. R., Diehl, S. J., & Hartmann, M. (2011).
Asking mom: Formative research for an HPV vaccine
campaign targeting mothers of adolescent girls.
Journal of Health Communication, 16, 988-1005. doi:
10.1080/10810730.2011.571343
Shannon, C. E. (1948). A mathematical theory of communi-
cation. The Bell System Technical Journal, 27, 379-
423. 
Shirom, A., Toker, S., Alkaly, Y., Jacobson, O., & Balicer, R.
(2011). Work-based predictors of morality: A 20-year
follow-up of healthy employees. Health Psychology,
30(3), 268-275. doi: 10.1037/a0023138
Simons, R. F., Detenber, B. H., Cuthbert, B. N., Schwartz, D.
D., & Reiss, J. E. (2003). Attention to television:
Alpha power and its relationship to image motion and
emotional content. Media Psychology, 5, 283-301. doi:
10.1207/s1532785xmep0503_03
Smith, M. E., & Gevins, A. (2004). Attention and brain
activity while watching television: Components of
viewer engagement. Media Psychology, 6, 285-305.
doi: 10.1207/s1532785xmep0603_3
30 — VOLUME 30 (2011) NO. 4 COMMUNICATION RESEARCH TRENDS
Sosik, J. J., & Godshalk, V. M. (2000). Leadership styles,
mentoring functions received, and job-related stress: A
conceptual model and preliminary study. Journal of
Organizational Behavior, 21, 365-390. doi:
10.1002/(SICI)1099-1379(200006)21:4<365::AID-
JOB14>3.0.CO;2-H
Sparks, J. V., & Lang, A. (2010). An initial examination of
the post-auricular reflex as a physiological indicator of
appetitive activation during television viewing.
Communication Methods & Measures, 4, 311-330.
doi: 10.1080/19312458.2010.527872
Spitzberg, B. H., & Cupach, W. R. (Eds.). (1998). The dark
side of close relationships. Mahwah, NJ: LEA.
Uchino, B. N. (2004). Social support and physical health:
Understanding the health consequences of relation-
ships. New Haven, CT: Yale University Press.
Uchino, B. N., Cacioppo, J. T., & Kiecolt-Glaser, J. K.
(1996). The relationship between social support and
physiological processes: A review with emphasis on
underlying mechanisms and implications for health.
Psychological Bulletin, 119, 488-531. doi:
10.1037/0033-2909.119.3.488
van de Graaf, K., Rhees, R., & Palmer, S. (2010). Schaum’s
outline of human anatomy and physiology (3rd ed.).
New York, NY: McGraw-Hill.
van Honk, J., Schutter, D. J. L. G., Hermans, E. J., & Putman,
P. (2004). Testosterone, cortisol, dominance, and sub-
mission: Biologically prepared motivation, no psycho-
logical mechanisms involved. Behavioral and Brain
Sciences, 27, 160-161. doi: 10.1017/s0140525
x04240043
Vocks, S., Ockenfels, M., Jurgensen, R., Massgay, L., &
Ruddel, H. (2004). Blood pressure reactivity can be
reduced by a cognitive behavioral stress management
program. International Journal of Behavioral
Medicine, 11(2), 63-70. 
Wang, Z., Lang, A., & Busemeyer, J. R. (2011). Motivational
processing and choice behavior during television
viewing: An integrative dynamic approach. Journal of
Communication, 61, 71-93. doi: 10.1111/j.1460-
2466.2010.01527.x
Wanic, R., & Kulik, J. (2011). Toward an understanding of
gender differences in the impact of marital conflict on
health. Sex Roles, 65, 297-312. doi: 10.1007/s11199-
011-9968-6
Weber, R., Ritterfeld, U., & Mathiak, K. (2006). Does play-
ing violent video games induce aggression? Empirical
evidence of a functional magnetic resonance imaging
study. Media Psychology, 8, 39-60. doi: 10.1207/
s1532785xmep0801_4
Weber, R., Sherry, J., & Mathiak, K. (2009). The neurophys-
iological perspective in mass communication research.
In M. J. Beatty, J. C. McCroskey, & K. Floyd (Eds.),
Biological dimensions of communication: Perspec-
tives, methods, and research (pp. 43-73). Creskill, NJ:
Hampton Press.
Wise, D. J., & Carter, G. R. (2002). Immunology: A compre-
hensive review. Ames, IA: Iowa State University Press.
Zautra, A. J. (2003). Emotions, stress, and health. New York,
NY: Oxford Universty Press.
COMMUNICATION RESEARCH TRENDS VOLUME 30 (2011) NO. 4 — 31
