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ABSTRACT OF THE DISSERTATION 
 
Machine Learning Models 
for Epigenomics  
 
 
by 
 
Artur Tomasz Jaroszewicz 
Doctor of Philosophy in Bioinformatics 
University of California, 2019 
Professor Jason Ernst, Chair 
 
Next generation sequencing technology has led to a deluge of genomic data. At first, this was 
limited to sequencing the genotype, or base pair sequence, of an organism, but then was extended 
to detect which regions of the DNA were associated with molecular markers, had specific structure, 
or other characteristics – jointly called “epigenomics”. However, interpreting this data has proven 
to be quite difficult, due to its size, complexity, and lack of understanding of underlying biology. 
To help unravel this data, we turn to machine learning models, which have been effective in fields 
with similar difficulties. We elaborate on background and motivation in chapter one. In the 
following chapters, we will describe several novel machine learning methods we developed to 
address key problems in epigenomics. 
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 In chapter two, we describe a method we developed, c-SCNN, to computationally increase 
the resolution of an experiment that measures the three-dimensional structure of the genome. c-
SCNN uses related epigenomic data (ChIP-seq, which measures molecular marks on DNA-
associated proteins called histones, dubbed ‘histone marks’, and DNase-seq, which measures 
general accessibility of DNA, respectively) to train a model to infer the source of DNA interactions. 
We show that it robustly fine-maps coarse interactions and predicts locations of functionally 
relevant regions. 
 In chapter three, we describe a method we developed called HMX, a clustering method to 
annotate protein-coding genes based on their epigenetic landscapes. We show that it can be 
integrated with expression data to learn more about a specific cell-type. In chapter four, we outline 
an extension of HMX, called EMX, which can be used to annotate subunits of a gene called exons 
and introns. These annotations can then be used to compare specific parts of different genes to 
each other. We present preliminary results from this project. 
 In chapter five, we describe a method we developed called ChIPs n DIP, which can be used 
to deconvolve ChIP-seq signal into the sum of its direct and indirect components, and we present 
preliminary results. Finally, we summarize our conclusions in chapter six. 
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Chapter 1: Introduction 
 
DNA is source of genetic inheritance. DNA is a double-helical polymer composed of a phosphate 
backbone and four nucleobases: cytosine (C), guanine (G), thymine (T), and adenine (A). The 
specific sequences of these four bases is what determines an individual’s genetic makeup, and is 
jointly called the ‘genotype’. DNA sequence has been extensively studied in the context of 
heritable human disease and other macro-level characteristics, or phenotypes (Visscher et al. 2012). 
However, there is a large gap between the theorized effect of genetics and discovered effects 
(Manolio et al. 2009). Current theories propose that a large proportion of this gap can be explained 
not by variations in the DNA sequence itself, but in signals associated with DNA – called 
‘epigenetics’ – which we will describe next. 
 The DNA in a single cell is compacted to an approximate sphere with a diameter of 6 µm, 
about a millionth the length of DNA. To be compacted into this ‘chromatin’, DNA is wrapped 
around nucleosomes, or octamers of proteins called histones. The nucleosomes are composed of 
two subunits each of four types of histones, H2A, H2B, H3, and H4, and are linked approximately 
every 180 base pairs with the ‘linker histone’ H1. Histones have amino acid tails that can be 
modified with small molecules at specific residues. Most commonly, these molecules are methyl 
groups (CH3) and acetyl groups (CH3CO), but can also include phosphorylation and ubiquitination.  
Histone modifications are spatially associated with various genomic elements. For example, 
the occurrence of three methyl groups (me3) on the fourth lysine (K4) of the H3 histone (H3, 
together yielding H3K4me3) near the promoter of a gene is generally associated with active 
promoters of expressed genes. On the other hand, the mark H3K27me3 (tri-methylation at the 27th 
lysine of H3) is associated with inactive genes, or those that are not expressed.  
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Further, specific combinations of these marks can help disambiguate between different 
types of functional regions. For example, although H3K4me3 is generally associated with active 
promoters, co-occurrence of the repressive H3K27me3 at a promoter marks the gene as a ‘bivalent’ 
or ‘poised’ state, meaning that it can either remain unexpressed or become expressed under specific 
cellular conditions or factors. The joint existence of H3K27ac and H3K4me1 designates a region 
as an active enhancer – a genomic element that increases expression of genes in spatial proximity 
with this enhancer. These combinations correspond to different ‘chromatin states’, which will 
often be referenced throughout this work. 
Another type of epigenetic signal measures the three-dimensional organization of DNA in 
the nucleus. Although two loci on a chromosome can be separated by many base pairs (e.g., 100kb-
1Mb), they can be in significantly closer spatial proximity due to the compaction of DNA into 
chromatin. At the broadest scale of organization, regions of DNA that are more active are found 
in the center of the nucleus, while the less active regions tend to be found toward the outside 
(Lieberman-Aiden et al. 2009). At the intermediate scale, contiguous regions of DNA form TADs, 
or topologically associated domains (Liang et al. 2014). These TADs generally bring all loci within 
the larger region into closer proximity with each other. Finally, at the finest scale, two loci can be 
brought into proximity with each other and form a ‘loop’ (Rao et al. 2014). Often, these sorts of 
interactions can be very specific, e.g., bringing a promoter together with an enhancer, which 
activates it. 
The ENCODE Consortium, Roadmap Epigenomics Consortium, and many other consortia 
(ENCODE Consortium 2012; Roadmap Epigenomics Consortium et al. 2015; Dekker et al. 2017; 
Martens & Stunnenberg 2013; The GTEx Consortium 2013) have studied these different aspects 
of functional genomics by performing various experiments on a multitude of cell- and tissue-types: 
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ChIP-seq, an experiment that measures where in the genome specific histone marks are found, or 
proteins and transcription factors (TFs) are bound; DNase-seq, an experiment that measures the 
general accessibility of DNA within a region; and various types of interaction experiments, such 
as Hi-C, that measure the three-dimensional organization of the genome. These have been 
extensively used as a resource to better understand the function of regions within an epigenome. 
Here, we will be looking at how these epigenetic signals relate to each other and what we can 
deduce about the underlying biology.  
In chapter 2, we present an original manuscript on c-SCNN, a method to increase the 
resolution of called Hi-C interactions using ChIP-seq and DNase data. We show that using a 
machine learning technique, we can fine-map Hi-C data peaks from approximately 25kb to 100bp, 
over two orders of magnitude finer. We validate our predictions both by showing that we can 
recover higher resolution peaks after masking the data and by performing external annotation 
enrichments. 
While several methods have previously annotated the genome into chromatin states in a 
position-specific manner, these states are not easily translated into gene-level annotations. In 
chapter 3, we detail another novel method, called HMX, which we use to annotate genes based on 
their distribution of epigenetic marks. We use a mixture of hidden Markov models to 
simultaneously leverage all positions within a gene without making any prior assumptions of 
where specific marks should be found. We show that this information provides information beyond 
simply looking at gene expression. 
In chapter 4, we describe our work on the relationship between epigenetics and alternative 
splicing – a cellular mechanism that processes RNA transcripts to generate different isoforms of a 
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gene. We identify candidate histone marks that can affect the inclusion or exclusion of an exon, 
and then delineate the following steps necessary to further interrogate this relationship. 
In chapter 5, we describe work on better understanding the biases inherent in ChIP-seq data 
itself, and explain a process by which ChIP-seq data can be de-biased. This work can be useful in 
better prioritizing which TF ChIP-seq peaks are functional and which are artifacts.  
Finally, in chapter 6, we summarize our results and delineate future work and implications 
of our work.  
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Chapter 2: An Integrative Approach for Fine-Mapping Chromatin 
Interactions  
 
2.1 Abstract 
Chromatin interactions play an important role in genome architecture and regulation. The Hi-C 
assay generates such interactions maps genome-wide, but at relatively low resolutions (e.g., 5-
25kb), which is substantially larger than the resolution of transcription factor binding sites or open 
chromatin sites that are potential sources of such interactions. To predict the sources of Hi-C 
identified interactions at a high resolution (e.g., 100bp), we developed a computational method 
that integrates ChIP-seq data of transcription factors and histone marks and DNase-seq data. Our 
method, c-SCNN, uses this data to first train a Siamese Convolutional Neural Network (SCNN) 
to discriminate between called Hi-C interactions and non-interactions. c-SCNN then predicts the 
high-resolution source of each Hi-C interaction using a feature attribution method. We show these 
predictions recover original Hi-C peaks after extending them to be coarser. We also show c-SCNN 
predictions enrich for evolutionarily conserved bases, eQTLs, and CTCF motifs, supporting their 
biological significance. c-SCNN provides an approach for analyzing important aspects of genome 
architecture and regulation at a higher resolution than previously possible. 
 
2.2 Introduction  
Genome-wide maps of chromatin contacts are important for understanding genome architecture 
and gene regulation (Pope et al. 2014; G. Li et al. 2012; Fullwood et al. 2009). These contact maps 
also have implications to understanding the mechanism of disease-associated genetic variation 
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(Lupiáñez et al. 2015; Won et al. 2016). Hi-C is an unbiased assay widely used for producing such 
genome-wide maps (Lieberman-Aiden et al. 2009). These maps are often represented with an NxN 
contact matrix, where N is the length of the genome divided by the chosen resolution. Within this 
matrix, subregions can be annotated as ‘peaks’ if the number of contacts within the subregion is 
significantly higher than expected (Rao et al. 2014; Ay et al. 2014). These peaks correspond to 
chromatin ‘loops’, where two loci are significantly closer to each other than regions in between 
them. Peaks enrich for promoters, enhancers, and cohesin-bound regions, which are often mediated 
by CTCF (Rao et al. 2014). 
However, the resolution at which these peaks can be identified from Hi-C data is 
substantially larger than transcription factor (TF) binding or open chromatin sites, which can be 
considered potential sources of these interactions. The deepest human Hi-C sequencing experiment 
to date was performed on the GM12878 lymphoblastoid cell line with 3.6 billion reads generated 
(Rao et al. 2014) and led to a contact matrix at a 1kb resolution. However, interaction peaks were 
only reported at 5kb or 10kb resolution. Other cell-types from the same study had peaks called at 
up to 25kb resolution, substantially larger than the 100-200bp resolution of TF binding and open 
chromatin sites. There are two major challenges with directly increasing resolution of Hi-C. 
Firstly, Hi-C is limited by the distribution of restriction sites (Naumova et al. 2012). Secondly, to 
increase resolution by a factor of k, one would need to increase the sequencing depth by k2. 
We propose an alternative approach to obtain fine-resolution information in chromatin 
interaction peaks. Our approach is based on computationally integrating high-resolution ChIP-seq 
data of histone marks and TFs and DNase-seq data (Park 2009; Song & Crawford 2010). This is 
motivated by the observation that signal from such experiments shows specific patterns within 
interaction peaks such as pairs of CTCF sites or enhancer-promoter pairs (Rao et al. 2014). Our 
 7 
approach takes low resolution (e.g., 25kb) chromatin interaction peaks and uses DNase-seq and 
ChIP-seq data to predict at high resolution (e.g., 100bp) the source of each interaction. The 
approach is based on combining a Siamese Convolutional Neural Network (SCNN) trained to 
predict interactions with a feature attribution method to fine-map the interactions to their sources. 
Limitations in Hi-C resolution have previously been recognized, and have inspired 
development of novel computational methods. For example, a transfer learning method was 
developed that learns from a high-resolution Hi-C map in one cell-type to enhance the resolution 
of a Hi-C map in another cell-type (Y. Zhang et al. 2018). While this was shown to effectively 
smooth noisy Hi-C data up to a 10kb resolution, it was not shown to be effective at finer 
resolutions. Other strategies have been proposed to enhance the resolution of contact maps 
genome-wide directly from Hi-C data (Carron et al. 2019; Cameron et al. 2018), but they are 
inherently limited to achieving at best restriction fragment length resolution. Other methods have 
been proposed that incorporate TF binding and epigenomic data to predict Hi-C data directly (Farré 
et al. 2018; S. Zhang et al. 2018). However, these methods are designed to make predictions at the 
resolution of the Hi-C data used for training, and not individual TF binding sites or open chromatin. 
By applying a feature attribution method, c-SCNN makes predictions within these interacting 
regions, but at the finer resolution of DNase-seq and ChIP-seq data (~100bp). 
Other methods have aimed to solve related, but different, problems. Some methods have 
focused on using epigenetic data to predict specific aspects of chromatin structure genome-wide. 
For example, one method predicted the boundaries of Topologically Associated Domains (TADs) 
(Huang et al. 2015), and another reconstructed A/B compartments (Fortin & Hansen 2015). Other 
work aimed to predict promoter-enhancer interactions from epigenetic data, TF binding, or 
sequence data (Whalen et al. 2016; Cao et al. 2017; B. He et al. 2014; Roy et al. 2015), though the 
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performance claims of some of these method in some cases has recently been challenged (Wang 
Xi & Beer 2018). These methods differ from our proposed method in that their goal is to predict 
enhancer-promoter interactions, while we consider any type of Hi-C detected interaction, and our 
goal is to fine-map coarse, but detected, interactions. 
In this paper, we first present our computational method, Chromatin Interaction Siamese 
Convolutional Neural Network (c-SCNN, c for the Greek letter Chi), to identify the likely sources 
of Hi-C identified interactions at high resolution. c-SCNN leverages readily available high-
resolution information in complementary data, specifically ChIP-seq and DNase-seq. We applied 
c-SCNN to data from two cell-types, and present a series of analyses quantitatively establishing 
the effectiveness of the approach. We also biologically characterize the fine-mapped positions. We 
expect c-SCNN to be useful in the study of chromatin interactions. 
 
2.3 Methods 
Our method, c-SCNN, uses a Siamese Convolutional Neural Network (SCNN) (Bromley et al. 
1994; Koch et al. 2015) together with a feature attribution scoring method to fine-map called 
chromatin interactions. c-SCNN first learns to discern called interactions from non-interactions 
using ChIP-seq data of histone marks and TF binding and DNase-seq data. It then performs fine-
mapping by using Integrated Gradients (Sundararajan et al. 2017), a feature attribution method, to 
identify the pair of sub-loci that contribute most to the prediction of each interaction. 
 
Training Data 
In c-SCNN, each positive data point corresponds to an intra-chromosomal chromatin interaction 
peak. We applied c-SCNN to peaks called from two Hi-C data sets: one from the lymphoblastoid 
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cell line GM12878, and the other from the leukemia cell line K562. We focused on these cell-
types because they also had DNase-seq and ChIP-seq data for many histone marks and TFs 
publicly available. For both of these cell-types, we applied c-SCNN to chromatin interaction peaks 
called by HiCCUPS at up to three different resolutions: 5kb, 10kb, and 25kb (Rao et al. 2014). For 
each peak, HiCCUPs chooses the finest resolution that surpasses a significance threshold. It called 
9448 peaks in GM12878 and 6057 peaks in K562 at a False Discovery Rate (FDR) of 0.1. 
Each negative data point corresponds to a sample from a distance matched, random 
genomic background. To form this background, c-SCNN first computes the distribution of 
distances between interacting pairs observed in the positive training data, and then chooses random 
pairs of regions in the genome that match that distribution. We chose to use as many non-
interacting pairs as observed interacting pairs to have a balanced dataset. We expected that when 
comparing interacting peaks to this negative background, c-SCNN would learn which epigenetic 
and TF features differentiate peak regions from non-peak regions while controlling for distance-
based effects. 
 
Feature Representation 
Each interaction, whether a positive or negative data point, is represented by two matrices, one for 
each side of the interaction. The matrices are each of size F x B, where F is the number of features, 
and the number of bins B = W/R, where W is the width of the peak region, and R is the binning 
resolution. For each cell-type, we used a set of previously uniformly processed DNase-seq and 
ChIP-seq data tracks from the ENCODE consortium [Data available at 
http://ftp.ebi.ac.uk/pub/databases/ensembl/encode/integration_data_jan2011/byDataType/signal/j
an2011/bigwig/], where each track corresponds to one feature (ENCODE Consortium 2012). This 
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resulted in 100 features for GM12878 and 148 features for K562. We later show that c-SCNN is 
also effective with subsets of these features. We used W = 25kb for both GM12878 and K562 
because this was the largest size peak called in these cell-types, and it allowed for direct 
comparison of results (Rao et al. 2014). We use R = 100bp resolution for the binning resolution, 
yielding B = 25kb/100bp = 250 bins across each region.  
Each ChIP-seq and DNase-seq track represents a normalized signal coverage (Hoffman et 
al. 2013). For each track, we first averaged the values within each bin. We then added 1 to each 
value and then performed a log2-transformation to make the training more robust to extreme 
outliers. Finally, because only the relative orientation of the regions is relevant and not the specific 
strand they are on, we took each pair of matrices and reversed their direction to go from 3’ to 5’ in 
addition to 5’ to 3’, and then added them to the dataset. This was a simple way to increase the size 
of our training set and reduce overfitting. 
 
Neural Network Architecture 
c-SCNN uses a Siamese Convolutional Neural Network (SCNN, Figure 2.6.1) (Bromley et al. 
1994; Koch et al. 2015). SCNNs are composed of two identical subnetworks with shared 
parameters, which are later joined to make a prediction. They are often used to determine if two 
objects are similar, but in this application, it determines whether two genomic regions interact 
based on their epigenetic and TF signatures, which may be dissimilar. Each subnetwork processes 
its input separately, after which the dense (fully-connected) layer integrates data from these 
subnetworks. Each subnetwork is composed of a compressing encoding layer, followed by a 
convolutional layer, then a global max-pooling layer. Data from the global max-pooling layers is 
then passed to a dense layer and, finally, a logistic regression layer, which calculates a probability 
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of the two regions interacting. c-SCNN uses a ReLu nonlinear transformation, defined as ReLu(x) 
= max(0, x), after the encoding, convolution, and dense layers. 
Encoder: The encoder projects a high-dimensional space (FxB) to a lower one (KEncxB), 
where KEnc < F is the number of encoder kernels. Encoders make neural networks easier to 
optimize and more difficult to overfit, and have a similar objective to other dimensionality 
reduction approaches such as Principal Component Analysis (PCA), except that they are further 
tuned after initialization. Here, c-SCNN initializes the encoder by pre-training an autoencoder (an 
encoder-decoder pair) (Ballard 1987) on interacting regions in the training data, then transfers the 
learned encoder weights to the final SCNN. The autoencoder has a width of 1 bin, meaning that it 
is applied to each position independently, and only has one hidden layer to keep the number of 
parameters low and prevent overfitting. 
Convolutional layer: Following the encoder, the convolutional layer slides a matrix of 
KEncxC values across the entire matrix of size KEncxB for each of the KConv kernels. At each of the 
D = B-C+1 sub-matrices of size KEncxC in the region, it calculates the element-wise product of the 
data with each of KConv kernels, followed by summation. This produces a matrix of KConvxD values. 
The computed values are then passed through a ReLu transformation, which sets negative values 
to zero. Intuitively, the convolution layer is used to find local spatial patterns of signal in the 
ChIP/DNase-seq data, such as co-binding of several TFs or a promoter followed by an actively 
transcribed region. Importantly, it does not make any assumptions about the specific positions of 
patterns in a region, a useful characteristic for our application, as the interaction source is expected 
to be in different positions for different interactions. 
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Global max-pooling layer: The global max-pooling layer takes as input the KConvxD 
matrix output by the convolutional layer, and then outputs the maximum value for each of the 
KConv rows. 
Dense layer: The outputs of the global max-pooling layers from two subnetworks are then 
integrated at the dense layer. Each of the KDense kernels in the dense layer has access to every value 
from the global max-pooling layer computed across each of the subnetworks. It multiplies these 
values by learned weights, adds a bias term, and outputs a vector of size KDense. This layer finds 
which signal profiles are compatible with each other. For example, it can potentially learn that 
regions with enhancer-like elements tend to co-occur with promoter-like elements. 
Logistic regression layer: The final layer is the logistic regression layer, which takes the 
KDense values output from the dense layer, multiplies them by learned weights, and passes their 
sum with a learned bias term through the logistic function. The logistic layer returns a probability 
between 0 and 1, corresponding to the model’s confidence that a sample is positive. 
Training and hyperparameter search: We implemented c-SCNN using Keras, a Python 
neural network library built on top of TensorFlow (Abadi et al. 2016). The autoencoder is 
pretrained to optimize a mean squared logarithmic error loss function, which is appropriate for 
continuous data. For binary classification, the whole SCNN uses a binary cross-entropy loss 
function. Both use Stochastic Gradient Descent using the ADADELTA optimizer (Zeiler 2012). 
Chromosomes 8 and 9 are withheld for validation after each epoch of training, and chromosome 1 
for final testing evaluation. We performed a random search to select a combination of 
hyperparameters (Bergstra & Bengio 2012). Specifically, we searched for the width of the 
convolutional filter I, the number of kernels for the autoencoder (KEnc), convolutional layer (KConv), 
and dense layer (KDense), the type and strength of regularization for all trained parameters, and the 
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dropout magnitude (Srivastava et al. 2014) (Supplementary Table 1). For each dataset, we tried 
60 random combinations of hyperparameters, as it yields at least a 95% probability of the 
performance being within the top 5% of hyperparameter choices [The probability of a model 
trained with a random combination of hyperparameters not being in the top 5% of all combinations 
is 0.95. For n combinations of hyperparameters, the probability of none of them being in the top 
5% of all combinations is (0.95)n, which is less than 0.05 for n≥59]. We chose the hyperparameter 
combination that achieved the best AUROC on validation data, and we report the test data AUROC 
and AUPRC for chromosome 1 (Supplementary Table 1). We note that different applications of 
c-SCNN can lead to the selection of different hyper-parameter combinations.  
Finally, after selecting the optimal hyperparameter combination, c-SCNN is retrained 
using all peaks except those on chromosomes 8 and 9, which are used as a stopping condition for 
training. This model is used for fine-mapping and all subsequent analyses.  
 
Fine-Mapping 
After training the SCNN, c-SCNN fine-maps peaks using a feature attribution method to score 
each position within the peak region. Feature attribution methods were developed to help explain 
why a machine learning model made a specific prediction. For example, in the context of image 
recognition, it can be used to determine which pixels of an image contributed the most to the 
image’s classification; if an image is predicted to contain a cat, it would be expected to highly 
score areas around the whiskers and ears, but ignore irrelevant background.  
c-SCNN uses a feature attribution method called Integrated Gradients (Sundararajan et al. 
2017) to apply the same methodology to its predictions, wherein ‘pixels’ correspond to bins in the 
input matrices. We chose to use Integrated Gradients because of its simplicity in assumptions and 
 14 
implementation. As in the original application of Integrated Gradients, to determine the importance 
of a pixel with multiple individual features (RGB values), c-SCNN determines the total 
importance for a bin by summing the importances of all features at that bin (Figure 2.6.2). 
The feature importance scores that Integrated Gradients assigns are roughly equal to the 
output probability difference when setting that feature to a baseline of 0 (which corresponds to no 
signal) (Sundararajan et al. 2017). A score of s > 0 at some bin means that setting the data in that 
bin to 0 would decrease the calculated probability of the two regions interacting by approximately 
s. Conversely, if s is negative, setting the data in the bin to 0 would increase the probability of 
interaction by s. For each side of an interaction, we took the position with the highest overall score 
as the ‘fine-mapped’ peak, and used these positions for all subsequent analyses and validation.  
 
2.4 Results 
2.4.1 c-SCNN is highly predictive of interactions 
Before fine-mapping called interactions, we first established that the SCNN of c-SCNN is 
effective at discriminating between positive and negative interactions. We note that this is a 
necessary, though not sufficient, condition for fine-mapping called interactions. We conducted the 
evaluations on a withheld test set of interactions on chromosome 1, which was not used for training 
the SCNN or selecting hyper-parameters. The SCNN achieved a high Area Under the Receiver 
Operator Characteristic (AUROC) curve for predicting interactions in GM12878 and K562, 0.96 
and 0.98, respectively. We also evaluated the area under the Precision-Recall curves (AUPRC), 
and obtained values of 0.96 and 0.97 for GM12878 and K562, respectively (Supplementary 
Table 1). We note that the AUPRC depends on the ratio between positive and negative samples, 
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and since we are considering balanced data it is expected to be higher here than if predicting 
genome-wide. We emphasize, however, that our goal is not to predict interactions genome-wide, 
but rather to fine-map called interactions. 
2.4.2 c-SCNN fine-mapping predictions are reproducible 
Having established that c-SCNN could effectively discriminate positive from negative 
interactions, we next sought to establish that c-SCNN’s fine-mapping method was reproducible. 
For each cell-type, we took the corresponding set of HiCCUPs peaks calls and split by 
chromosome into two non-overlapping sets of approximately equal size; one set was composed of 
interactions on odd chromosomes, and the other on even chromosomes and chromosome X. We 
did not create a third withheld set because the typical application of c-SCNN is training and fine-
mapping on the same set of peaks. We trained two separate models, one on each split set. We then 
fine-mapped all the interactions and calculated the fine-mapping concordance by calculating 
Euclidean distance on a 2D grid between the fine-mapped peaks (Figure 2.6.3). We found that 
90% and 87% of interactions fine-mapped within 100bp in any direction for GM12878 and K562, 
respectively, as compared to an expected 0.01% by chance, and this concordance further increased 
at more relaxed distance thresholds. We note that each of the datasets in this analysis was roughly 
half the size of the full dataset, and thus the results should be considered a lower bound of expected 
reproducibility. 
2.4.3 c-SCNN fine-mapped predictions recover original Hi-C peaks after extension 
Having established c-SCNN fine-mapping predictions are reproducible, we next sought evidence 
that they are also accurate. As we do not have Hi-C interaction peak calls available at the resolution 
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of c-SCNN predictions, we instead evaluated how well c-SCNN predictions can identify the 
original called peaks when provided those peaks after extending their boundaries.  
For each peak narrower than 25kb (i.e., 5kb or 10kb), we extended the boundaries of each 
side of an interaction uniformly in both directions to produce a 25kb peak; for example, if one side 
of a 5kb interaction involved the interval 140kb-145kb, we extended it to the interval 130kb-
155kb. Together with peaks originally called at 25kb, we extracted ChIP-seq and DNase-seq data 
from these 25kb regions and applied c-SCNN. We then evaluated how often the fine-mapping fell 
in the center 5kb region.  
We found that for 5kb HiCCUPs peaks in K562 extended to 25kb, c-SCNN fine-mapping 
predictions were, as expected, frequently found in the center 5kb region (33% of peaks, 8.2 fold 
enrichment compared to random guessing, p-value < 0.001, binomial test) (Figure 2.6.4a). 
Similarly, fine-mapping predictions of 10kb HiCCUPS peaks in K562 extended to 25kb had a 
strong enrichment in the center 5kb (4.3 fold enrichment, p-value < 0.001) (Figure 2.6.4b). Peaks 
that were originally called at 25kb had a much smaller enrichment in the center cell (1.5 fold 
enrichment, p-value < 0.001) (Figure 2.6.4c). This smaller enrichment was expected, since the 
true peak source is more likely to fall anywhere within the 25kb region than for peaks called at a 
finer resolution. We also applied the same evaluations to GM12878 and found that it performed 
slightly better with 8.9 and 4.5 fold enrichment for 5kb and 10kb peaks, respectively. These results 
show that c-SCNN strongly enriches for recovering finer resolution peaks after extending the 
peaks to be 25kb (Table 2.7.1, Figure 2.6.5). 
We also applied c-SCNN to 5kb peaks after extending unevenly, specifically extending the 
original 5kb peak by 20kb on one side and holding the other side fixed. We found that c-SCNN 
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performed similarly in peak recovery as when extending uniformly (8.1 vs. 8.2 fold enrichment in 
K562 and 8.9 fold for both in GM12878). 
When extending evenly, a large percentage of c-SCNN fine-mapping predictions for 
extended 5kb peaks did not map to the center bin, but to one of the four directly adjacent bins 
(39%, 2.4 fold enrichment, p-value < 0.001 for both cell-types). Many of these off-center 
predictions could be expected to be the true source, as the original HiCCUPS predictions are based 
on noisy Hi-C data, which can lack the resolution to differentiate between interaction sources near 
the boundary of two 5kb cells.  
Interestingly, we found that the mode of c-SCNN fine-mapped peaks was not at the center 
of the original 5kb peak, but about 1kb toward the exterior of the interaction on each side (Figure 
2.6.4a, Figure 2.6.5a). Conversely, the HiCCUPs peak calls were likely to be called the opposite 
way, approximately 1kb inward from the predicted source of the interaction. This observation 
suggests a bias in either the Hi-C experiment or the HiCCUPs peak caller toward the interior of a 
looping interaction as compared to the fine-mapped peak, as c-SCNN cannot learn a spatial bias 
or preference except for possible boundary effects. The difference could be explained by the strong 
effect of distance on Hi-C signal, as pairs of regions that are closer to each other tend to exhibit 
higher signal. 
2.4.4 c-SCNN better recovers original Hi-C peaks after extension than baseline 
approaches 
We compared the performance of c-SCNN at recovering the original 5kb and 10kb Hi-C peaks to 
several baselines (Table 2.7.2). The first set of baselines consisted of considering each DNase-seq 
and ChIP-seq track separately and fine-mapping to the position with the highest signal. This 
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included 100 tracks for GM12878 and 148 tracks for K562. In cases where there were multiple 
features corresponding to the same histone mark, TF, or DNase-seq, we also created a baseline 
prediction by averaging the signals across those features, and we used this for the reported 
enrichments. We note that the best performing of these baselines only provides an upper bound on 
expected fine-mapping performance when selecting a single track or feature average, as in practice 
there is no guarantee the selection made would be optimal for fine-mapping. 
We found that several TFs, notably CTCF and the cohesin marks RAD21 and SMC3, had 
high enrichment for recovering the original 5kb and 10kb HiCCUPs peaks (Table 2.7.2), 
consistent with their previously reported high enrichment in interactions (Rao et al. 2014), but 
were all less than c-SCNN’s predictions. Combining counts from both 5kb peaks and 10kb peaks, 
c-SCNN outperformed all other tracks (p-value < 0.05, two-proportions z-test). All other ChIP-
seq tracks and DNase had lower performances, at most 6.4 and 5.2 in GM12878 and K562, 
respectively, as compared to the 8.9 and 8.2 fold enrichment for c-SCNN (Figure 2.6.6).  
Another baseline we evaluated was predicting based on averaging all ChIP-seq and DNase 
signal tracks and then taking the position with highest average signal. For the 5kb evaluation, this 
had a fold enrichment of 6.5 and 4.5 in GM12878 and K562, respectively, which was significantly 
less than c-SCNN’s enrichments (p-value < 0.001) (Figure 2.6.6). 
Finally, we compared our fine-mapping predictions to a logistic regression model trained 
to distinguish between true interactions and random ones. To train in such a way as to fine-map to 
100bp resolution, we randomly sampled 100,000 pairs of 100bp positions from the positive 
interactions. We used the same methodology for the negative set, except sampling from randomly 
generated, distance controlled genomic pairs. We trained the logistic regression model with default 
parameters using the Python package scikit-learn. To fine-map, we took each pair of 100bp regions 
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for each peak and returned the pair that yielded the highest probability. For the 5kb evaluation, the 
logistic regression model achieved 8.2 fold and 7.0 fold enrichments for GM12878 and K562, 
respectively. These were also significantly lower than c-SCNN’s enrichments (p-value < 0.001, 
two-proportions z-test). c-SCNN was also faster in fine-mapping, as it is linear in complexity with 
regard to the number of bins, while logistic regression is quadratic in complexity, as each pair of 
100bp bins must be explicitly evaluated. 
2.4.5 c-SCNN outperforms baseline approaches in recovering relevant external 
annotations 
We next analyzed the enrichment of c-SCNN’s fine-mapping predictions and baseline approaches 
for several external annotations. The external annotations considered are defined at or near base 
pair resolution and are suggestive of functionally relevant positions. Specifically, we considered: 
(1) Evolutionarily conserved bases, as this is a relatively unbiased annotation of likely functionally 
relevant positions. We used GERP++ elements to define these (Davydov et al. 2010); (2) 
expression Quantitative Trait Loci (eQTL) variants, as they provide evidence a position may affect 
expression of genes at distal loci, and transcriptional regulation has been shown to be associated 
with chromatin contacts (G. Li et al. 2012). The eQTL annotations were obtained from GTEx (The 
GTEx Consortium 2017). We used EBV-transformed lymphocytes and whole blood, as these cell-
types are closely related to GM12878 and K562, respectively; (3) CTCF motifs annotations 
(Kheradpour & Kellis 2014), as their importance in loop interactions has previously been 
established (Rao et al. 2014; Sanborn et al. 2015). We expected that more accurate fine-mapping 
predictions would show overall greater enrichment for these annotations. 
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For each of these annotations, we calculated the average overlap of bases between the 
annotation and c-SCNN’s 100bp fine-mapped predictions. We then calculated the enrichment of 
these overlaps relative to the entire genome. We compared these enrichments to enrichments from 
(1) randomly guessing within peak regions, (2) predictions from the logistic regression baseline, 
and (3) directly using the GM12878 1-kb Hi-C data signal, the finest resolution Hi-C data available 
for humans (Rao et al. 2014). We performed this final comparison only in GM12878, as 1kb 
resolution data is not available for K562.  
To make a fine-mapping prediction directly from Hi-C signal, we first took the number of 
reads in each 1kb by 1kb Hi-C contact matrix cell for the corresponding peak. We then divided by 
the KR normalization vectors as in (Knight & Ruiz 2012; Rao et al. 2014), and took the cell with 
the highest normalized signal. We found that c-SCNN outperformed the baseline methods in all 
comparisons (Table 2.7.3). Surprisingly, directly using the 1-kb Hi-C data did not provide any 
additional predictive power in recovering GERP++ elements, eQTLs, or CTCF motifs over 
randomly guessing within the peak region. This suggests that 1kb Hi-C signal does not have 
additional information for their recovery beyond the 5-25kb interaction peak, and highlights the 
value of integrating epigenomic or TF binding data to make finer resolution predictions. 
2.4.6 Fine-mapped positions show distinct chromatin state enrichments 
To gain insight into the type of locations that are predicted to be the source of interactions, we 
analyzed c-SCNN’s predictions relative to a 25-state ChromHMM model from the ENCODE 
integrative analysis (Ernst & Kellis 2012; Ernst & Kellis 2013; Hoffman et al. 2013). For each 
interaction, we took the highest-scoring 100bp sub-region on each side and found the 
corresponding pair of ChromHMM annotations. We counted the number of fine-mapped sites 
found for each ChromHMM state, then added a pseudocount of 1 to the count of each state. We 
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normalized this to find a frequency of each state and compared it to average genomic frequency to 
compute the fold enrichment, and then took the log2 of this value (Figure 2.6.7). The most enriched 
state was ‘CtcfO’, a state associated with CTCF binding in open chromatin regions, with a fold 
enrichment of 267 and 224 in GM12878 and K562, respectively. 
Besides the ‘CtcfO’ state, we also found notable enrichment for states associated with 
transcription start sites (‘Tss’, 17 and 15 fold enrichment for GM12878 and K562), poised 
promoters (‘PromP’, 26 and 35 fold enrichment), enhancers (‘Enh’, 14 and 12 fold enrichment), 
weak enhancers (‘EnhW’, 11 and 14 fold enrichment), CTCF binding without open chromatin 
(‘Ctcf’, 13 and 10 fold enrichment), and the artifact state (‘Art’, 27 and 24 fold enrichment).  
2.4.7 c-SCNN is effective using a limited set of features 
In applying c-SCNN to GM12878 and K562, we used more input features than are typically 
available in most cell-types. To estimate the expected performance of c-SCNN for cell-types with 
more limited data, we evaluated its performance using subsets of features. Our basic feature set is 
composed of ChIP-seq data for ‘primary’ histone marks: H3K27me3, H3K36me3, H3K4me1, 
H3K4me3, H3K9me3, and H3K27ac, which are available for 98 cell- and tissue-types from 
Roadmap Epigenomics. We then extended this ‘primary’ feature set with a ‘secondary’ set by 
adding the histone marks H3K4me2, H3K9ac, H4K20me1, H3K79me2, and H2A.Z, in addition 
to DNase-seq. We chose this feature set as these features were all were deeply mapped by either 
the ENCODE or Roadmap Epigenomics projects, and they are available as imputed data for 127 
cell- and tissue-types (Ernst & Kellis 2015). As CTCF is also available for many cell-types, we 
also tried adding CTCF to the secondary set. Finally, we compared results from these three sets to 
results achieved by using all data. 
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We first evaluated the performance of the SCNN at discriminating between positive and 
negative interactions using subsets of features. We found that when using only primary marks, the 
performance was reasonably high (AUROCs of 0.80 and 0.83 for GM12878 and K562, 
respectively). The performance increased substantially by adding the secondary set of features, 
(AUROCs of 0.94 and 0.95) and a smaller improvement when further adding CTCF (AUROCs of 
0.96 and 0.97), close to the performance using all the marks (AUROCs of 0.96 and 0.98). 
We then evaluated the performance in peak recovery after extending 5kb HiCCUPs peaks 
to 25kb using the same subsets of marks. Using only primary marks yielded a fold enrichment in 
the center 5kb window of 2.7 and 2.4 for GM12878 and K562; adding the secondary set had a 
larger enrichment of 7.6 and 6.3; adding CTCF to this set yielded 8.4 and 7.4 enrichment, whereas 
using all marks had the largest enrichment at 8.9 and 8.2 (Figure 2.6.6). 
2.4.8 c-SCNN fine-mapping reveals CTCF-associated and non-CTCF-associated 
interactions 
We investigated how c-SCNN predictions relate to CTCF binding. To investigate this we first 
downloaded peak calls for ChIP-seq data of CTCF [Data available at 
http://ftp.ebi.ac.uk/pub/databases/ensembl/encode/integration_data_jan2011/byDataType/peaks/j
an2011/spp/optimal/] and took the intersection of peak calls from different laboratories following 
the procedure of (Rao et al. 2014). We compared CTCF peaks with HiCCUPs peaks, and found 
that most interacting regions overlapped at least one CTCF peak (72.0% for GM12878, and 83.3% 
for K562), largely consistent with previous findings. This is lower than the 86% and 88.1% 
previously reported, which was found by extending peaks to 15kb before finding CTCF peak 
overlap (Rao et al. 2014). When extending HiCCUPs peaks to 25kb as in this application, the 
number rises to 95.3% and 95.2% for GM12878 and K562, respectively.  
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We observed that 34% and 44% of regions involved in an interaction contained multiple 
CTCF peaks in GM12878 in K562, respectively. We investigated whether c-SCNN can better 
identify original 5kb interacting peaks after extending the peak to 25kb, relative to two baselines: 
(1) choosing the CTCF peak with the highest signal, and (2) choosing a CTCF peak at random. 
We evaluated fine-mapping on a one-dimensional axis instead of a two-dimensional grid as in 
(Figure 2.6.4, Figure 2.6.5), as we were only evaluating individual sides of interactions that had 
multiple CTCF peaks. We found that using c-SCNN with all marks had a 2.8 and 2.7 fold 
enrichment in recovering the original 5kb peaks for GM12878 and K562, respectively. This was 
significantly greater than the enrichments from choosing the peak with the highest CTCF signal, 
2.5 and 2.3, and from randomly guessing a CTCF peak, 2.0 enrichment for both cell-types (p-value 
< 0.001, two-proportions z-test). 
We then separated all of c-SCNN fine-mapping predictions into two sets: ‘CTCF-
associated’, those that overlapped the union of all CTCF peaks (92.5% and 93.8% for GM12878 
and K562, respectively), and the remaining ‘non-CTCF-associated’ that did not overlap any CTCF 
peaks. We chose to look at the union of CTCF peaks to get a more confident set of peaks that did 
not overlap CTCF. Of the non-CTCF-associated interactions, 37.2% in GM12878 and 22.2% in 
K562 had a CTCF peak not at the fine-mapped position, but elsewhere in the broader interacting 
region, meaning that c-SCNN does not simply predict based on CTCF.  
We compared chromatin state enrichments between CTCF-associated and non-CTCF-
associated interactions. We found that CTCF-associated interactions were mostly frequently 
mapped to the ‘CtcfO’ state (280 fold enrichment for GM12878 and 236 fold enrichment for 
K562). In GM12878, non-CTCF-associated interactions were most likely to map to the ‘Tss’ and 
‘Enh’ states (52 and 47 fold). In K562, they showed large enrichments for the ‘Tss’, ‘Enh’, and 
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‘Ctcf’ states (29, 14, and 12 fold) (Figure 2.6.7). We also saw substantial enrichments for the 
‘FaireW’ and ‘Art’ states, but these accounted for only 13.8% of interactions compared to 24.6% 
for the ‘Tss’ and ‘Enh’ states combined, suggesting a substantial contribution from promoters and 
enhancers among the non-CTCF-associated interactions. 
Finally, we performed a PCA on all interacting regions. We first took all regions involved 
in an interaction, then performed a PCA on the average signal throughout each region. We 
projected each region onto the PCA and colored it by the most enriched chromatin state in the 
region as compared to the genome. Finally, we connected points that were involved in an 
interaction (Figure 2.6.8). We found that there was substantial separation between points when 
represented as the most enriched chromatin state. Additionally, regions enriched in the states 
‘Prom’ and ‘PromF’ often interacted with regions enriched in ‘Enh’, ‘EnhW’, ‘Ctcf’, and ‘CtcfO’. 
2.4.9 Limited interaction specificity found with shuffled background 
The distance-matched, random genomic background allows c-SCNN to learn signatures of 
locations involved in interactions in general, but not necessarily pairwise signatures for pairs of 
interacting loci. We investigated whether epigenetic and TF data could inform which pairs of 
regions interact given all interacting regions. To do this, we modified the negative training dataset 
to control for per-locus signal of all input tracks. Specifically, we generated a negative training 
dataset where instead of randomly sampling two random genomic loci, we shuffled interactions. 
In other words, each region that was part of an interaction was now paired with a region from a 
different interaction. We followed the same procedure for hyperparameter search, training, and 
testing as with the genomic background. We found that models trained on Hi-C peaks in GM12878 
and K562 achieved AUROCs of 0.64 and 0.70, respectively. This suggests there is some detectable 
pairwise epigenetic and TF binding signal predictive of interactions, but because of the relatively 
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low separability of true and shuffled interactions, we were unable to robustly characterize this 
pairwise signal. 
 
2.5 Discussion 
We developed c-SCNN, a method for fine-mapping coarse Hi-C interactions to their sources by 
leveraging high resolution ChIP-seq and DNase-seq data. The method applies an SCNN to learn 
epigenomic signatures of pairs of interactions. We then analyzed each pair of interactions using a 
feature attribution method, Integrated Gradients, to identify the positions that are most informative 
to the prediction of the interaction, and thus can be inferred to be the ‘fine-mapped’ peak. 
We applied c-SCNN to data from two cell-types and demonstrated that it effectively 
identifies original Hi-C peaks after extending them. We demonstrated that c-SCNN has higher 
enrichment than using the signal of any single mark alone or the average of all them. We showed 
that c-SCNN predictions have greater enrichment for evolutionarily conserved bases, eQTLs, and 
CTCF motifs than several baseline comparisons, which suggests greater functional relevance of c-
SCNN predictions. The fine-mapped loci also strongly enrich for primarily CTCF-associated 
chromatin states, which is expected based on existing knowledge (Rao et al. 2014; Sanborn et al. 
2015), and also highlighted enhancer and promoter states associated with non-CTCF-associated 
interactions.  
We note that using our framework, we can apply alternative background models to 
potentially detect subtler, but still potentially biologically relevant signal. Specifically, we 
investigated an alternative ‘shuffled’ background, which was a way to identify if there was 
pairwise epigenetic signal that differentiated interactions from each other, as opposed to 
identifying signals associated with interactions in general. However, when training against this 
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shuffled background, we saw limited predictive power, suggesting limited pairwise signal, 
consistent with previous observations in the context of predicting enhancer-promoter interactions 
(Wang Xi & Beer 2018). 
We demonstrated that c-SCNN is effective using only a subset of features that is available 
for many cell-types (ENCODE Consortium 2012; Roadmap Epigenomics Consortium et al. 2015). 
While we focused on Hi-C here, an avenue for future investigation would be to apply and evaluate 
c-SCNN on other types of interaction data such as Promoter-Capture Hi-C, ChIA-PET, or Hi-ChIP 
data (Mifsud et al. 2015; Fullwood & Ruan 2009; Mumbach et al. 2016). We expect c-SCNN 
predictions to serve as a resource to better understand chromatin interactions and non-coding 
variants relevant to disease. 
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2.6 Figures 
Figure 2.6.1 | The structure of the SCNN in c-SCNN 
Two data matrices are passed in parallel through an encoding layer, convolutional layer, global 
max pooling layer, a dense layer, and finally, a logistic regression layer. The encoder, 
convolutional, and dense layers use a ReLu activation function. The two subnetworks are 
identical (all weights are shared) until the dense layer. 
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Figure 2.6.2 | An example of a fine-mapped peak 
The left and right sides correspond to the two sides of the interactions. The top images show tracks 
for H3K4me3, H3K27ac, H3K36me3, H3K9me3, and CTCF. The bottom images show c-SCNN’s 
fine-mapping score for each position in the region. There is a sharp peak on the left corresponding 
to a CTCF peak, and in the right region, c-SCNN is given three CTCF peaks, and predicts one of 
them. 
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Figure 2.6.3 | Reproducibility of fine-mapped peaks 
The plot shows as a function of Euclidean distance (x-axis) the fraction of fine mapped that fell 
within that distance (y-axis) from two different c-SCNN models for both GM12878 and K562. 
90% and 87% of fine-mappings fall within 100bp in either direction for GM12878 and K562, and 
93% and 90% of peaks fall within 1kb. Also shown is a baseline of random guessing that is shared 
for the two cell-types. 
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Figure 2.6.4 | Distribution of fine-mapping predictions for different size HiCCUPs peaks 
Kernel Density Estimation (KDE) plots showing the distribution of c-SCNN’s fine-mapping 
predictions within K562 peaks after extending the original peak equally in both directions to form 
a 25kb peak. To generate plots, we used the ‘jointplot’ function with the KDE option in Python’s 
Seaborn package. (a) For 5kb interaction peaks extended to 25kb, fine-mapped positions are 
strongly concentrated around the original 5kb peak (center blue bin). Enrichment in center 5kb bin 
is 8.2 fold compared to random guessing. (b) For 10kb peaks extended to 25kb, fine-mapped 
positions are concentrated in the original 10kb peak (center blue bin). Enrichment in center 5kb 
bin is 4.2 fold. (c) Fine-mapped positions are not concentrated in any specific region in interactions 
called at 25kb. Enrichment in center 5kb bin is 1.5 fold. The positive direction on the axes points 
toward the exterior of the interactions. The mode of the 5kb peak plot is shifted toward the positive 
direction, meaning that fine-mapped peaks are most likely to be approximately 1kb further out 
than the center of the called originally called peak. Similar plots for GM12878 can be found in 
Figure 2.6.5. 
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Figure 2.6.5 | Distribution of fine-mapping predictions for different size HiCCUPs peaks 
Kernel Density Estimation (KDE) plots showing the distribution of c-SCNN’s fine-mapping 
predictions within GM12878 peaks after extending the original peak equally in both directions to 
form a 25kb peak. To generate plots, we used the ‘jointplot’ function with the KDE option in 
Python’s Seaborn package. (a) For 5kb interaction peaks extended to 25kb, fine-mapped positions 
are strongly concentrated around the original 5kb peak (center blue bin). Enrichment in center 5kb 
bin is 8.9 fold compared to random guessing. (b) For 10kb peaks extended to 25kb, fine-mapped 
positions are concentrated in the original 10kb peak (center blue bin). Enrichment in center 5kb 
bin is 3.5 fold. There were no peaks called at 25kb for GM12878. The positive direction on the 
axes points toward the exterior of the interactions. The mode of the 5kb peak plot is shifted toward 
the positive direction, meaning that fine-mapped peaks are most likely to be approximately 1kb 
further out than the center of the called originally called peak. 
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Figure 2.6.6 | 5kb peak fine-mapping performance for c-SCNN and baseline methods 
Fine-mapping performance using individual features is marked with points, and methods 
integrating multiple features are emphasized with horizontal bars. Light blue points and the dark 
blue bar correspond to ‘primary’ histone marks and c-SCNN trained on these marks, respectively. 
Similarly, light green points and the dark green bar correspond to ‘secondary’ marks. CTCF, in 
lavender, performs well, but c-SCNN trained on ‘secondary’ marks and CTCF together performs 
better. Cohesion sub-units RAD21 and SMC3, in pink, are the best performing single marks; 
however, c-SCNN trained on all available features, in red, shows greater enrichment than any 
individual mark. All other TFs, in orange, perform similarly to histone marks. Finally, a baseline 
method of averaging all features is marked with a brown bar. 
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Figure 2.6.7 | Enrichment of ChromHMM states of regions predicted by c-SCNN 
Log2 fold enrichments of ChromHMM state for c-SCNN fine-mapped positions in interactions for 
GM12878 and K562 across (a, b) all interactions, (c, d) CTCF-associated interactions, and (e, f) 
non-CTCF-associated interactions. Any log2 fold depletions less than -2 (1/4x) were truncated. 
Significant enrichments (adjusted p-value < 0.001, binomial test) are marked by an asterisk. 
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Figure 2.6.8 | PCA of regions involved in chromatin interactions 
This shows the relationship between regions involved in chromatin interactions as measured by 
Hi-C. We first took all regions involved in an interaction and performed a PCA. We then projected 
each of these points onto the PCA and colored them by the most enriched chromatin states in the 
corresponding region. Finally, we connected pairs of points that were involved in an interaction. 
We find good separation between TSS regions in red, enhancer regions in yellow, CTCF-bound 
regions in blue, and transcribed regions in green. 
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2.7  Tables 
 
Table 2.7.1 | Detailed information on input data, hyperparameter search, and classification 
performance 
(top) For each cell-type, the number of peaks separated by size and the number of available 
features. (middle) The values of the hyperparameters considered and the values chosen for each 
cell-type. We performed a random hyperparameter search and chose the combination of 
hyperparameter values that yielded the highest validation AUROC. (bottom) The validation and 
test AUROCs and AUPRCs for classification. Test performance was reported on a chromosome 
withheld from the training and hyperparameter optimization.
Metric GM12878 K562 
Maximum Matrix Resolution (kb) 1 5 
Peak Resolution (kb) 5, 10 5, 10, 25 
Training Resolution (kb) 25 25 
Number of Peaks, 5kb 6316 1547 
Number of Peaks, 10kb 3132 2343 
Number of Peaks, 25kb - 2167 
Number of Peaks, total 9448 6057 
Number of DNase and ChIP-seq Tracks 100 148 
   
Hyperparameter Name Searched Values Chosen Hyperparameter 
# Encoder Kernels KEnc = 12:2:32 26 16 
# Convolution Kernels  KConv = 12:2:32 16 28 
Convolutional Width C = 6:2:12 8 10 
# Dense Kernels  KDense = 12:2:32 16 16 
Regularization Type  L = {L1, L2, L1+L2} L1+L2 L1+L2 
Regularization Strength  S = {0, 10-6, 10-5, 10-4} 0 10-6 
Dropout Magnitude  M = {0, 0.1, 0.25, 0.5} 0.25 0 
   
c-SCNN Classification Performance   
AUROC (validation) 0.973 0.974 
AUROC (test) 0.959 0.977 
AUPRC (validation) 0.977 0.974 
AUPRC (test) 0.963 0.972 
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Table 2.7.2 | Peak recovery metrics for different size peaks, cell-types, and methods 
For each cell-type, the three columns represent the number of correctly recovered peaks, the 
percentage of recovered peaks, and the fold enrichment over expected by chance. Enrichments for 
10kb peaks are lower because the expected number by chance is larger; however, the percentage 
correctly recovered is higher. Across all methods, c-SCNN on all marks performs the best (in 
bold). c-SCNN applied to primary+secondary marks and CTCF consistently performs 
significantly better than CTCF alone (p-value < 0.05, two proportions z-test). 
  
5kb Peaks GM12878 K562 
 #/6316 % fold #/1547 % fold 
c-SCNN (all marks) 2260 36% 8.9 507 33% 8.2 
c-SCNN (primary marks only) 688 11% 2.6 148 10% 2.4 
c-SCNN (primary+secondary 
marks) 
1913 30% 7.6 392 25% 6.3 
c-SCNN (primary+secondary 
marks+CTCF) 
2129 34% 8.4 459 30% 7.4 
CTCF 2073 33% 8.2 429 28% 7.0 
RAD21 2165 34% 8.6 472 31% 7.6 
SMC3 2183 35% 8.6 484 31% 7.8 
Mean of all Signals 1631 26% 6.5 281 18% 4.5 
Single Best Signal 2183 35% 8.6 484 31% 7.8 
Logistic Regression on all data 2091 33% 8.3 442 29% 7.1 
10kb Peaks #/3132 % fold #/2343 % fold 
c-SCNN 1771 57% 3.5 1205 51% 3.2 
c-SCNN (primary marks only) 856 27% 1.7 536 23% 1.4 
c-SCNN (primary+secondary 
marks) 
1615 5.2% 3.2 1055 45% 2.8 
c-SCNN (primary+secondary 
marks+CTCF) 
1720 55% 3.4 1172 50% 3.1 
CTCF 1642 52% 3.3 1081 46% 2.8 
RAD21 1673 53% 3.3 1149 49% 3.1 
SMC3 1710 55% 3.4 1131 48% 3.0 
Mean of all Signals 1472 47% 2.9 812 35% 2.2 
Single Best Signal 1710 55% 3.4 1137 49% 3.0 
Logistic Regression on all data 1666 53% 3.2 1109 47% 3.0 
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Table 2.7.3 | Enrichments of functional elements as compared to the genome 
c-SCNN is compared to baseline methods: (1) logistic regression, (2) randomly guessing a position 
within the peak region, and (3) using the 1kb position with the highest signal (available only in 
GM12878). Values given in parentheses are relative to randomly guessing within the called 
interaction peak.  
Cell-type GM12878 K562 
Method c-SCNN Logistic 
Regression 
Random 
in peak  
Hi-C 1kb 
Signal  
c-SCNN Logistic 
Regression 
Random 
in peak 
GERP++ 
elements 
5.82 
(2.45) 
5.17 
(2.26) 
2.38 
(1.00) 
2.29 
(0.96) 
5.05 
(2.21) 
4.17 
(1.83) 
2.28 
(1.00) 
eQTL 
(matched) 
5.63 
(1.62) 
4.15 
(1.20) 
3.47 
(1.00) 
3.18 
(0.92) 
4.34 
(1.05) 
4.08 
(0.99) 
4.14 
(1.00) 
CTCF 
motifs 
 
768.53 
(116.09) 
676.78 
(102.23) 
6.62 
(1.00) 
6.44 
(0.97) 
725.58 
(102.48) 
583.32 
(82.39) 
7.08 
(1.00) 
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Chapter 3: Clustering Genes by Epigenetic Landscape 
 
3.1  Abstract 
Many advances have been made in annotating the epigenome by looking at ChIP-seq data of 
histone marks and DNase-seq data. However, these methods generate per-position annotations, 
and are not designed to annotate genomic intervals, such as genes. Here, we present a novel method, 
HMX, which takes in ChIP-seq data of histone marks and, optionally, DNase-seq data, and learns 
to group genes de novo by their epigenetic landscapes. Using HMX, we generated annotations for 
approximately 20,000 protein-coding genes across 127 cell- and tissue-types, and used them to 
compare genes both across the genome and across cell-types. These annotations reflect cell-type-
specific gene expression patterns, better enrich for expected functional annotations using GO 
enrichment than expression, and capture high pLI scoring genes.  
 
3.2  Introduction 
Histone marks have been extensively studied for their association with various functional genomic 
regions, such as enhancers, active promoters, and polycomb-repressed regions (Roadmap 
Epigenomics Consortium et al. 2015; Ernst et al. 2011; Barski et al. 2007). These regions have 
implications in understanding the mechanisms of disease (Javierre et al. 2016; Glajch & Sadri-
vakili 2015). Multiple tools have been created to annotate the epigenome into chromatin states 
based on ChIP-seq data of histone marks and DNase-seq (Ernst & Kellis 2012; Hoffman et al. 
2012).  
 However, these annotations are position-specific, meaning that each position in an 
epigenome is assigned a chromatin state. However, annotating a genomic interval (such as a gene) 
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based on position-specific chromatin state annotations is not straightforward, as the interval 
generally spans a larger sequence of position-specific annotations. ChromHMM, for example, 
annotates on a 200bp resolution (Ernst & Kellis 2012), while the median protein-coding gene 
length is approximately 30kb, and ranges from a few hundred base pairs to over 2Mb. 
 Transcriptomics has been useful in separating genes into different categories by their 
degree of expression. Typically, gene-level expression is calculated as the number of reads 
mapping to a gene in an RNA-seq experiment normalized for various factors (Wang et al. 2009; 
Mortazavi et al. 2008). However, such a method does not capture various aspects of the gene, such 
as the chromatin context in which it is expressed or unexpressed. For example, an unexpressed 
gene can be found in an inactive (constitutive heterochromatin) region or in a region actively 
repressed by the polycomb complex (facultative heterochromatin); on the other hand, an expressed 
gene can be either constitutively expressed across all cell types (e.g., housekeeping genes) or cell-
type specific, where expression is affected by proximal or distal enhancers. 
 Often, integrating epigenomic information into other studies involves looking for either 
particular chromatin state annotations or histone marks in gene bodies. For example, one study 
linked gene-level Genome-Wide Association Study (GWAS) statistics to both expressions of those 
genes and corresponding epigenetic data to identify disease-relevant tissues and cell-types 
(Finucane et al. 2018). They annotated the genome using position-specific peaks for multiple 
histone marks and DNase I hypersensitivity sites (DHSs) across a set of chosen cell types, and then 
used these annotations together with expression data to determine cell types of interest. However, 
they did not leverage multiple marks in this study, as is commonly done in annotating an 
epigenome. Another study integrated multiple marks to cluster genes, but made ad hoc 
assumptions about the distribution of histone marks throughout different regions of the genes 
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(Kharchenko et al. 2011). Specifically, they separated each gene into five regions: the 500bp region 
upstream of the TSS, the 500bp region downstream of the TSS, and the remaining gene body into 
equal thirds. They then calculated the enrichment of each mark and clustered the genes using the 
k-medoids algorithm. However, the assumption about the structure of genes may not hold in 
practice, particularly for different length genes. Also, the k-medoids algorithm is poorly suited to 
clustering many elements, as the complexity in calculating the pairwise distance between all 
elements is O(n2), where n is the number of elements to be clustered. This is particularly difficult 
for situations such as clustering 20,000 genes across 127 cell types, as this would necessitate 
approximately 3.2 trillion pairwise distance calculations. 
Other work solves related, but different, problems. Recently, a method called EpiAlign has 
been proposed to align chromatin states between two regions (Ge et al. 2019). This method 
performs pairwise alignments between chromatin state patterns, accounting for prior probability 
of seeing each state. Although this method could be applied to calculating distances between genes, 
taking all genes across 127 cell-types would once again require 3.2 trillion comparisons, which is 
computationally prohibitive. Additionally, one would then need to cluster genes based on their 
pairwise distances. Several other methods have been developed to directly compare chromatin 
states between samples (He & Wang 2017; Yen & Kellis 2015); however, these methods only 
report whether the chromatin state between multiple samples is different, and does not provide a 
way of generating annotations or comparing different genomic regions to each other. 
We will describe our general approach, named HMX, which generates gene-level 
annotations using epigenetic data. HMX is based on a mixture of hidden Markov models (HMMs) 
and models the spatial distribution of histone marks and DNase-seq data throughout a gene body. 
HMX has several advantages over more naïve methods: it can be trained jointly on multiple marks 
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across multiple epigenomes, it is easily implemented and efficiently trained, and it makes no 
explicit assumptions on the specific positions of subregions within a gene.  
We apply this model to imputed ChIP-seq data of histone marks and DNase-seq data from 
the Roadmap Epigenomics consortium to generate gene-level annotations across 127 cell- and 
tissue-types. We then describe these annotations with respect to their mark emissions and relate 
them to gene expression. Finally, we show that HMX annotations better captures certain types of 
information, such as gene ontology (GO) enrichment and high probability of loss-of-function (LoF) 
intolerant (pLI) genes (Lek et al. 2016), than expression. 
 
3.3  Methods 
We will first describe HMX and explain how it accounts for several types of biases present in more 
naïve methods. We then describe the data we used to generate annotations. Finally, we will explain 
how we implemented HMX, in particular how we chose a combination of hyperparameters and 
trained a joint model on 127 cell- and tissue-types. 
 
HMX model 
HMX uses a mixture of Hidden Markov Models (HMMs) to model histone marks and DNase I 
hypersensitive sites across a number of genes. In HMX, each gene is assumed to be generated by 
one of M fully-connected HMMs, each with S states. Each of these HMMs is defined by two 
parameters: 1) the probability of transition between pairs of states in the HMM and 2) the 
probability of observing each of E emissions (marks) given a state in the HMM. In addition, each 
HMM has its own prior probability of being chosen for a gene, which corresponds to the proportion 
of genes being assigned to that HMM. HMX is optimized by first initializing parameters, then 
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training iteratively with the Expectation-Maximization (EM) algorithm until convergence. After 
training HMX, each position along a gene is assigned a posterior probability of being generated 
by each of the hidden states, and we use these posterior probabilities to assign each gene to a 
mixture. 
 
Training data 
To generate input data for HMX, we first defined our genes of interest. For this application, we 
used only protein coding genes as defined by Ensembl v65 / Gencode v10, as these were the gene 
annotations used by the Roadmap Epigenomics Consortium in their gene level expression 
estimates (Roadmap Epigenomics Consortium et al. 2015). For each gene, we took its 5’-most 
exon and 3’-most exon as the beginning and end of the genic region. Genes found on the negative 
strand were reversed to align with genes on the positive strand, as orientation is important in a 
gene’s epigenetic landscape. For example, there are promoter-specific marks that are generally 
only found around the promoter. We added an additional overhang of 2kb upstream of the first 
exon and downstream of the last exon to capture additional spatial information about the 
Transcription Start Site (TSS) and Transcription End Site (TES). We then binned the entire region 
(gene and overhangs) into 200bp bins so that the boundaries of each bin were divisible by 200. 
Finally, we extracted the corresponding binarized marks. 
In order to make a gene annotation that would be comparable both across genes within a 
cell-type and across cell-types, we decided to use a uniform set of marks generated across many 
cell-types. To capture as large a set of cell-types as possible, we used binarized, imputed ChIP-seq 
data of histone marks and DNase-seq data generated by the Roadmap Epigenomics Consortium 
(Ernst & Kellis 2015) [Data available at 
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https://egg2.wustl.edu/roadmap/data/byFileType/chromhmmSegmentations/binaryChmmInput/i
mputed12marks/binaryData/], which are available for 127 tissue- and cell-types. These mark 
values are directly comparable across different cell-types, meaning that a single model could be 
generated to generate a set of annotations that was applicable to all cell-type. We used the same 
set of 12 marks as was used for the chromatin state model across 127 cell- and tissue-types in 
(Ernst & Kellis 2015); this set was composed of H3K36me3, H3K4me1, H3K4me2, H3K4me3, 
H3K9me3, H3K27ac, H3K27me3, H3K9ac, H3K79me2, H4K20me1, H2A.Z, and DNase. 
 
Model parameters  
Model parameters are first systematically initialized, then optimized in the training of the HMM. 
We denote mixtures as mi, 1 ≤ i ≤ M, where M is the total number of mixtures; S is the number of 
states per mixture. The total number of states is thus M*S, and each hidden state is denoted hi,j, 
where i and j represent the mixture and state indices, respectively. 
 
Prior probabilities 
The prior probability for each state, denoted pi,j, corresponds to the probability that a randomly 
chosen gene starts in state hi,j, and 𝜋" = ∑ 𝜋",&&  corresponds to the total number of genes that are 
expected to be assigned to mixture mi. We randomly initialize the prior probabilities by uniformly 
choosing M-1 points between 0 and 1, sorting them, appending 0 to the beginning and 1 to the end 
of the list, and taking the distances between consecutive points as the prior probabilities. We will 
call this “simplex initialization”, as the resultant values must sum to 1. 
 
Transition probabilities 
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Each mixture is initialized as a fully-connected HMM. The transition parameters tj,j’ from any state 
j within a mixture to any other state j’ within the same mixture is similarly initialized with simplex 
initialization. 
 
Emission probabilities 
The emission parameters ei,j,k represent the probability of emitting mark k given the hidden state is 
hi,j, where all marks are conditionally independent given the hidden state. These ei,j,k are initialized 
for each state by first randomly assigning each gene to at most one of the M mixtures. Then, we 
randomly assign positions in a genic region to one of the S states within the assigned mixture. 
Finally, for each of the M*S non-dummy states, we take the average emission of each binarized 
histone mark and the DNase of positions assigned to that state as the initial emission probability 
to better reflect the data structure and reach a better local maximum. 
 
Training 
The mixture of HMMs is optimized using the EM algorithm. In the E step, HMX takes the current 
parameter values (emission, transition, and prior probabilities) and calculates the log likelihood of 
the data being observed given those values, log(L(q; X, Z)) = log(p(X, Z|q)), where X is the data, 
Z are the hidden states of the HMMs, and q = {qtransition, qemission, qprior}. This is the objective 
function that is optimized in training. HMX also calculates the posterior probability of each 
genomic position being generated by each of the (M*S) hidden states. In the M step, these posterior 
probabilities are used to re-estimate the parameters q so that the new parameter values maximize 
the expected likelihood in the E step, i.e., q(()*) = 	 argmaxq	E3|5,q(6) 	[log(L(q; X, Z))] . This 
procedure is repeated for 200 iterations or until the log likelihood converges, which is defined as 
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a log likelihood increase of less than 0.001. Additional details are provided in (Supplementary 
Methods 3.7). 
 
Hyperparameter search 
We ran a grid hyperparameter search for M, the number of gene mixtures, and S, the number of 
states per mixture. We allowed M to vary between 8 and 20, in steps of 2. S was allowed to be 
between 2 and 5. Our goal in the hyperparameter search was to strike a balance between 
interpretability (simpler models) and expression / sensitivity (more complex model). To choose 
our hyperparameter combination, we first trained a model for each combination of M and S 
following the procedure above. We calculated the total log likelihood of each model (each 
combination of M and S) and plotted the log likelihood as a function of the total number of 
parameters, which is M*S + M*S2 + M*S*K, representing the prior, transition, and emission 
parameters, where K is the number of marks. We chose the hyperparameter combination M=10, 
S=4 because it had a higher log likelihood than models with a similar number of parameters 
(Supplementary Figure 3.8.1). Adding more mixtures (further increasing M) did not substantially 
increase the log likelihood.  
We also made comparisons of different hyperparameter choices for several metrics, 
including prediction of expressed genes, mean squared error (MSE) of expression, and predictive 
power of high-pLI genes. We discuss this and future work in optimal hyperparameter selection in 
(Discussion 3.5). 
 
Mixture assignment 
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We took the HMX model corresponding to our hyperparameter choice and calculated the posterior 
probability of each position in each gene belonging to state hi,j. We observed that the posterior 
probability of each position within a gene being generated mixture m must be equal. For example, 
if one position within a gene was assigned a posterior probability of 0.7 of being generated by 
mixture m, then each position within the genic region would have to have a posterior probability 
of 0.7 of being generated by m. Thus, we took this posterior probability as the probability that the 
whole gene was generated by mixture m. Finally, to assign each gene to a single mixture, we took 
the mixture that was calculated to have the highest posterior probability of generating the gene as 
that gene’s assignment. 
 
Comparison to naïve method 
We compared our model and hyperparameter choice to clustering based on the averaged binarized 
histone mark values throughout the gene, which is equivalent to using HMX with only one state 
per HMM. This naïve method could be biased by gene length because histone marks are associated 
with different regions of the gene. For example, in a transcriptionally active gene, H3K4me3 and 
H3K9ac are associated with active promoters at the TSS and several kb downstream, while the 
rest of the gene is marked by H3K79me2 and H3K36me3. However, the size of the active promoter 
region would not scale linearly with the length of the gene, so a short gene would have a greater 
proportion of the gene marked with active promoter marks than a long gene. While our method 
could still be biased by gene length, it captures spatial information that would be lost by averaging. 
More specifically, using HMX with more than one state per mixture can model the promoter region 
and the rest of the gene body in different states, thus circumventing any assumptions about the 
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total length of either part. We present some preliminary results on the comparison to using one 
state per HMM in (Discussion 3.5). 
 
3.4 Results 
3.4.1 HMX generates distinct gene-level chromatin annotations 
After training the model, we inspected the learned emission parameters of each mixture in order 
to assign each of these mixtures a unique annotation. Each mixture was trained with 4 states, so 
there was a total of 40 states to inspect. We found the emissions for the mixtures corresponded to 
expectations from known biology. Several mixtures (1, 4, 6, and 9) had a state marked only by 
H3K36me3 (greater than 50% emission probability), a histone mark associated with transcription 
marks, suggesting they correspond to actively transcribed genes. Mixture 6 also had a state marked 
with H3K36me3, but it was accompanied with H3K9me3, a mark associated with constitutive 
heterochromatin. A set of mixtures largely overlapping the H3K36me3 mixtures had a state 
marked by H3K79me2, which is associated with transcriptional activation (1, 2, 4-7, 9). Mixture 
2, which had transcriptional activation marks but no transcription was also marked by H3K27me3, 
a mark associated with polycomb repression, suggesting the mixture corresponds to genes in a 
‘poised state’. The full emissions and descriptions of these annotations are available in (Figure 
3.6.1), and take into account associated gene expression and pLI scores, explained below (Results 
3.4.3 and 3.4.6). From here on, we will refer to HMX annotations by their shortened name, 
explained in (Figure 3.6.1). 
3.4.2  HMX annotations separate by gene expression levels 
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We sought to understand how the HMX annotation of a gene relates to its expression level. We 
decided on expression data for 56 cell- and tissue-types from the Roadmap Epigenomics 
Consortium (Roadmap Epigenomics Consortium et al. 2015) [Data available at 
https://egg2.wustl.edu/roadmap/data/byDataType/rna/expression/57epigenomes.RPKM.pc.gz], 
as it was uniformly processed for all of these 56 cell-types and would provide proper cross-cell-
type comparisons. For each cell-type, we separated genes by their assignment to HMX annotations, 
and found the distribution of RPKM values for each cluster. We took these RPKM values, added 
a pseudocount of 0.1, and took the log10 transform of it to reduce the magnitude of highly expressed 
outliers while keeping the range of expression reasonable. Choosing a pseudocount is often a subtle 
matter; in this case, we chose a pseudocount of 0.1 because it is less than what is commonly 
considered an “expressed” gene (RPKM ≥ 1), but not small enough to make the total expression 
distribution of all genes strongly bimodal. We observed that the genes assigned to different 
annotations had very different levels of expression (Figure 3.6.2a). The highest expression 
annotations (‘trans cons’, ‘high trans’, and ‘trans enh’) each had a state corresponding to high 
levels of H3K36me3 (at least 50% probability of emission), although not all annotations with such 
a state were highly expressed. The lowest expression annotations (‘repressed’, ‘znf hetero’, ‘short 
rept’, ‘silent enh’) each had a mean RPKM of less than 1. These lowly expressed annotations had 
markedly different epigenetic marks, suggesting different reasons for their low expression (Figure 
3.6.1). 
To quantify how well HMX annotation predicts gene expression in a given cell-type, we 
separate genes into two groups: ‘expressed’ genes with RPKM ≥ 1 and ‘unexpressed’ genes with 
RPKM < 1. We then separated these genes into a test set (chromosome 1) and a training set (all 
other chromosomes) to ensure we were not biased by overlapping genes being annotated similarly 
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or having similar expression estimates. We calculated the mean expression for each HMX 
annotation for genes in the training set and used this as a predictor for the expression of genes in 
chromosome 1, and found that HMX annotation was a strong predictor of whether genes were 
expressed or unexpressed (across 56 cell-types: mean AUROC = 0.89, standard deviation = 0.10). 
We also calculated the MSE across all cell-types and found that predicted expression values were 
close to true expression (across 56 cell-types: mean MSE = 0.39, standard deviation = 0.05). We 
compared these values to other hyperparameter choices (Supplementary Figure 3.8.2, 
Supplementary Figure 3.8.3), and concluded that overall, gene expression separated well by 
HMX annotation as evidenced by its predictive power of expression. 
 Next, we sought to determine how consistent gene expression within each HMX annotation 
was across cell-types. For each cluster and each cell-type, we calculated the mean log10(RPKM + 
0.1) and analysed the means as a function of annotation (Figure 3.6.2b). We found that generally, 
the expression was consistent within annotations, although the ‘bivalent’ and ‘repressed’ states 
had higher variance in the mean RPKMs across cell-types. 
3.4.3  HMX annotations are cell-type specific 
To assess whether our model could capture cell-type specific information, we looked for HMX 
annotation patterns across cell-types. We directly calculated a measure of cell-type specificity by 
computing which HMX annotations were most likely to be assigned to different cell-types for a 
given gene. More specifically, we calculated the expected distribution of HMX annotations across 
all other cell types given a specific gene and cell type annotation: 𝐸(𝐴A,B = 𝑚"|𝐴A,BD = 𝑚&), where 
Ag,c is the annotation for gene g and cell type c given, and Ag,c' is the annotation for the same gene, 
but a different cell type c'. In other words, if a cell-type / gene combination was assigned to HMX 
annotation mi, we wanted to see what the assignments should look like for other cell-types for the 
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same gene. We calculated the joint probability of two randomly chosen cell-types falling into the 
HMX annotations mi and mj given a randomly chosen gene (Figure 3.6.3a).  
We also calculated the conditional probability of a randomly chosen cell-type falling into 
HMX annotation mj given that a cell-type / gene combination was assigned to HMX annotation i 
(Figure 3.6.3b). Stated differently, if we know that the HMX assignment for a given gene and 
cell-type is mi, we calculated the probability that another randomly chosen cell-type for this gene 
will be assigned to HMX annotation mj. Our results were consistent with our HMX annotations. 
The ‘short rept’ state 8, which is strongly associated with lowly expressed short genes, such as 
olfactory receptor genes, was the least cell-type specific; if a given cell-type / gene HMX 
assignment was to ‘short rept’, there was a 0.75 probability that another randomly chosen cell-type 
in the same gene was also assigned to ‘short rept’. In contrast, the ‘poised’ state 2, associated with 
poised genes, had a 0.38 probability of other cell-types being assigned to ‘poised’ for the same 
gene. This suggests ‘poised’ is highly cell-type specific, which is consistent with literature, as 
poised genes are enriched in embryonic stem cells (ESCs) and related cell-types as compared other 
cell-types (Bernstein et al. 2006). We found that a larger fraction of genes were assigned to the 
‘poised’ annotation in ESCs and ESC-related cell-types (mean number of genes for ESCs and 
ESC-related cell-types: 480, non-ESC cell-types: 378, 1.27 fold enrichment, p-value < 0.001, 
Mann-Whitney U-test). We then looked at the genes assigned to the ‘poised’ annotation across the 
56 cell-types through expression data. We found that genes assigned to the ‘poised’ annotation in 
ESCs and ESC-derived cells had significantly higher mean expression than other cell-types (mean 
log RPKM 0.4 vs 0.1, corresponding to 2.5 and 1.3 RPKM, p < 0.001, Mann Whitney U-test). This 
is somewhat surprising, but explains the larger variance observed in the mean expression of the 
‘poised’ annotation across cell types. A more comprehensive analysis of this cluster would be 
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necessary to better characterize it and determine whether the cluster can mean different things for 
different cell-types. 
To assess whether our model could recover groups of cell-type specific genes, we looked 
for HMX annotation patterns across cell-types and genes. We hypothesized that certain groups of 
genes would be assigned to the same HMX annotation in a subset of cell-types, but to different 
annotations in other cell-types. For example, muscle-related cell and tissues types would be more 
likely to have the same HMX annotation for genes in the myosin family, but the assignment would 
be different in other cell-types. 
To find clusters of cell-type specific genes for a given HMX annotation, we started with 
our HMX annotation matrix, where each column corresponded to one of 19,653 genes, and each 
row to one of the 56 cell-types with corresponding RNA-seq data. Each entry in this matrix 
represented the HMX assignment for that cell-type and gene. To find groups of genes that had 
similar assignments for a given HMX annotation c, we first binarized the assignment matrix into 
an indicator matrix so that each entry was set to 1 if the entry was c and 0 otherwise. We then 
clustered the genes into 8 clusters using Python scikit-learn’s k-means algorithm using default 
parameters. We calculated the average number of genes assigned to the HMX annotation in that 
gene cluster for each cell type and plotted it in a heatmap (Supplementary Figure 3.8.7).  
For the HMX annotation ‘high trans’, we found that the HMX annotation matrix did indeed 
cluster into distinct groups. One cluster, representing 5% of genes, was almost always assigned to 
HMX annotation ‘high trans’, regardless of the cell-type. Another clusters of genes (79%) was 
almost never assigned to HMX annotation ‘high trans’, regardless of cell-type. Other clusters were 
often assigned to HMX annotation ‘high trans’ in certain cell-types, but not others. For example, 
gene cluster 4 in (Supplementary Figure 3.8.7) had a high probability of being assigned to HMX 
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annotation ‘high trans’ in blood-related cell-types, and a low probability in most other cell-types. 
To see if this cluster assignment was reflected in expression data, we compared the probability of 
genes in this cluster being assigned to the HMX annotation ‘high trans’ to the average per-cell-
type expression across those genes, and found that assignment to HMX annotation ‘high trans’ 
was correlated with higher expression (Pearson r = 0.84) (Supplementary Figure 3.8.8). 
3.4.4 HMX annotation relationship to gene length 
Gene length can introduce bias in clustering methods because similar length genes tend to have 
more similar structure. In particular, the distribution of histone marks is more likely to be similar 
because certain types of regions (e.g., promoter region, H3K79me2 region) tend not to scale with 
the gene size, while other regions (e.g., actively transcribed region marked by H3K36me3) do. 
Therefore, we looked at the relationship between gene length and HMX annotation. For each HMX 
annotation, we looked at the length of genes assigned to it. We found that there was large overlap 
in distributions between most annotations (Figure 3.6.4). A notable exception was the HMX 
annotation ‘short rept’, which was mostly composed of genes of less than 10kb length. Because 
most of these very short genes were expressed at very low levels (Figure 3.6.2), this was consistent 
with the observation that genes assigned to this cluster were lowly expressed. 
3.4.5 HMX allows for better GO term enrichment 
We sought to quantify how well our HMX annotations recapitulated known biology for a given 
cell-type using GO enrichment (The Gene Ontology Consortium 2000). For each cell-type, we 
performed a GO enrichment analysis on each of 10 HMX gene annotations using STEM (Ernst & 
Bar-Joseph 2006). Specifically, for a given cell-type, we first partitioned all the genes into 10 
groups by HMX annotation. We then calculated the GO enrichment for each of these 10 groups 
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separately and calculated both the total number of significantly enriched terms and for each term, 
found its highest significance level across all 10 GO enrichments. We then compared this to GO 
enrichments using 10 quantiles separated by gene expression, following the same method. We saw 
an average of 166 enriched GO terms per cell-type and group of genes when separating by 
expression, and 205 GO terms when separating by HMX annotation, a 1.23 fold enrichment. 
 We looked more closely at one set of cell-types, specifically 10 ESC and ESC-derived cell-
types, and quantified how often we found expected terms, specifically terms mentioning the words 
“embryo” or “stem cell”. Using expression to group genes, we found an average of 4.9 “embryo” 
terms enriched per cell-type, and 16.7 terms using HMX annotations, a 3.41-fold enrichment. After 
removing duplicate GO terms that were found in multiple gene partitions, these numbers dropped 
to 4.2 and 13.2, respectively, a 3.14-fold enrichment. For “stem cell” terms, we found an average 
of 0.7 terms for expression grouping and 2.2 terms using HMX, which also yielded a 3.14-fold 
enrichment. 
3.4.6 HMX separates genes by pLI scores 
We explored the relationship between HMX annotations and gene pLI scores (Lek et al. 2016). 
Briefly, a pLI score measures the amount of evidence that a missense mutation in a gene would 
cause haploinsufficiency, increasing the probability of death of the individual. A pLI score ≥ 0.9 
for a gene means that it is likely to be highly loss-of-function (LoF) intolerant, meaning that there 
is strong selection against variation; conversely, a pLI score ≤ 0.1 is evidence that the gene is not 
under strong constraint against variation.  
We found that certain HMX annotations were highly enriched for high pLI score genes 
(Figure 3.6.5). Specifically, an average of 40.7% of genes assigned to HMX annotation ‘trans 
cons’ had pLI scores ≥ 0.9, and 37.4% of genes in HMX annotation ‘high trans’, as opposed to 
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17.7% expected by chance. Both of these clusters correspond to high-expression genes and are 
largely marked by active histone marks. Overall, we found a strong correlation between average 
gene expression and probability of having high pLI score genes (Pearson r = 0.78, Spearman r = 
0.79) (Figure 3.6.5).  
Interestingly, although HMX annotations ‘trans cons’ and ‘trans enh’ had similar overall 
expression levels (mean log10(RPKM + 0.1) = 1.03 and 1.05, corresponding to RPKM = 10.6 and 
11.0, respectively), they had very different percentages of pLI genes (40.8% and 14.6%, 
respectively). We observed that ‘trans enh’ is differentiated from ‘trans cons’ by a state containing 
the active enhancer marks H3K4me1 and H3K27ac (Figure 3.6.1). Also, ‘trans enh’ is more cell-
type specific than ‘trans cons’ according to our previous analysis of cell-type specificity (Figure 
3.6.3). Together, these factors could explain the difference of probabilities of containing pLI genes, 
as a constitutive gene would be expressed in more cell-types than a cell-type specific one, and a 
LoF variation would lead to a lower probability of the variant gene being passed to offspring. 
HMX annotations ‘repressed’ and ‘short rept’ also had similar levels of expression (mean 
log10(RPKM + 0.1) = -0.56 and -0.78, corresponding to RPKM = 0.18 and 0.07, respectively), but 
once again different probabilities of containing high pLI genes (13.5% and 0.8%, respectively). 
This can be explained by the biological differences between the clusters: the ‘repressed’ annotation 
corresponds to facultative heterochromatin, or non-constitutively repressed, meaning these genes 
are likely to be relevant in other cell-types. HMX annotation ‘short rept’, on the other hand, 
corresponds to very short, lowly expressed, largely olfactory genes, which are known to not be 
strongly conserved (Niimura & Nei 2007). Together, these two examples show that HMX captures 
addition information beyond expression. 
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3.5  Discussion 
We have shown that HMX annotations are an expressive way to categorize genes using histone 
marks. We generated clusters for all 127 cell-types available through the Roadmap Epigenomics 
Consortium that had imputed histone marks and DNase, and showed that for the 56 cell-types with 
corresponding RNA-seq information, HMX annotations reflect gene expression. The assignments 
are cell-type specific, and better recover cell-type specific GO term enrichments than using 
expression alone. We also showed that certain clusters strongly enrich for genes with pLI scores, 
suggesting that they are LoF intolerant. Importantly, expression only partially predicts LoF 
intolerance; integrating chromatin data in the form of gene-level chromatin state annotations 
increases predictability.  
 For the sake of generating a joint model on many cell-types, we only ran our method on 
imputed marks from the Roadmap Epigenomics Consortium, but it can be applied to any cell-type 
assayed with histone mark ChIP-seq and DNase-seq. HMX could also have been applied to many 
cell types, but with fewer, observed marks, but we decided on using a greater number of imputed 
marks to take advantage of as many marks as possible. We expect that these annotations will be a 
useful resource to compare gene states across many cell-types. One potential avenue for 
application is in cancer screening using cfDNA and ctDNA in plasma (Heitzer et al. 2015; Salvi 
et al. 2016). Because cfDNA can be used to determine non-random nucleosome positioning (Ulz 
et al. 2016), which is in turn informative of chromatin state (Valouev et al. 2011; Teif et al. 2012), 
we can model the distribution of cfDNA fragments as a mixture model of different cell types whose 
HMX annotations are already known. Thus, we can infer the cell-type composition in a plasma 
sample to determine whether there are cfDNA fragments from unexpected cell-types, such as colon 
cell types, in plasma. 
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Hyperparameter search 
So far, we have only used the log likelihood to determine the optimal hyperparameter combination, 
as it is unbiased and is not explicitly based on downstream results. However, we will also consider 
different methods of performing a hyperparameter search. For example, we can first estimate the 
average gene expression per mixture on all chromosomes except chromosome 1, then calculate the 
total MSE on chromosome 1. We can also use this average gene expression estimate to calculate 
whether a gene is expressed or not, using a threshold of RPKM=1 to separate expressed from 
unexpressed. Preliminary results show that increasing the number of mixtures to around M=16 and 
decreasing the states to S=2 or S=3 yields reasonable results (Supplementary Figure 3.8.2).  
We also followed a similar procedure for predicting whether a gene has a high pLI score 
(pLI ≥ 0.9), except by taking the fraction of genes that had a high pLI for each annotations as a 
predictor. We found, largely consistent with our results, that choosing M=16 and S=2 or S=3 yields 
optimal results (Supplementary Figure 3.8.3). 
Using these metrics, we compared our model to a naïve model based only on clustering the 
average histone mark and DNase signal throughout the gene, equivalent to using HMX with 10 
mixtures but only one state (M=10, S=1). We found that our model outperformed the naïve model 
in MSE, although the AUROC was similar (Supplementary Figure 3.8.2). We also compared our 
model to the naïve model in terms of predicting whether a gene had a high pLI score, but our model 
performed only marginally better. However, other hyperparameter choices with either S=2 or S=3 
performed consistently better than using S=1, conditioning on the number of mixtures. These 
analyses show that using a mixture of HMMs is preferable to using simply the average emission 
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of histone marks and DNase in calculating expression or predicting whether a gene has a high pLI 
score. 
 
Future work 
Future work will also require comparison to other baseline methods, although to our knowledge, 
there is only one known method published to cluster genes by histone mark and DNase signal 
throughout the gene body (Kharchenko et al. 2011). We will compare HMX to two methods:  
(1) Using histone mark or chromatin state data as defined by ChromHMM at the TSS. This 
method only takes advantage of one position, and thus does not capture additional information 
throughout the gene. 
 (2) Computing mark enrichment in different regions of a gene, followed by clustering 
(Kharchenko et al. 2011). In this approach, the gene is first separated into five subregions ad hoc: 
the 500bp region upstream of the TSS, the 500bp region downstream of the TSS, and the remaining 
gene body divided into equal thirds. Then, for each subregion in a gene, the enrichment of each 
mark is calculated. Finally, these values are clustered using K-medoids with a Euclidean metric. 
In the original implementation, the distance between each pair of genes is calculated. In human, 
calculating the pairwise distance between 20,000 genes leads to approximately 200 million 
comparisons, which is computationally intensive, but possible; however, if additionally looking 
across 127 cell-types as in this application, one would need to compare 20,000*127 gene-cell-type 
combinations, which is a computationally prohibitive 3.2 trillion comparisons. Instead, one can 
use K-means, which omits the direct computation of pairwise distances by relaxing the assumption 
that a centroid needs to be a data point. However, such a method makes very specific assumptions 
about where certain marks are expected to be seen, for example, TSS-proximal mark. Also, 
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enhancers can be seen at any position within a gene body. If some genes have enhancers in the 
first third of the gene body, and other genes in the last third, this method would be more likely to 
cluster these genes separately than HMX. Finally, the Euclidean metric may not be appropriate, 
particularly for higher dimensional data (12 marks * 5 regions = 60 dimensions).  
Another avenue to explore is to see how much information HMX captures about gene 
length. We will control for gene length by conditioning on it and calculating how predictable HMX 
annotations are of gene expression. We plan to test this explicitly by sorting the mixtures by 
expression after conditioning on length, and using the mean expression as an estimator to calculate 
an AUROC and show that it decreases when conditioning on length. 
Finally, we plan to incorporate HMX annotations with GWAS data. Previous studies have 
shown that GWAS can be used to identify gene-level associations, which can be used to identify 
drug targets or cell types responsible for a given phenotype (Finucane et al. 2015; de Leeuw et al. 
2015). One study incorporated chromatin data into their analyses, but in an ad hoc manner 
(Finucane et al. 2018). More specifically, they looked at existence of DNase I peaks and five 
‘activating’ histone marks: H3K27ac, H3K4me3, H3K4me1, H3K9ac, and H3K36me3. However, 
they did not systematically integrate these marks against each other, yielding multiple annotations 
for each cell type. Also, they were not performing gene-based analyses for the chromatin marks. 
We plan to use HMX annotations to determine cell types of interest as in this study. One possibility 
to explore is to use the HMX annotations directly to find sets of genes that could be responsible 
for a phenotype; another involves combining the HMX annotations with expression data. The 
former can show that HMX annotations are useful on their own, particularly because we have 
generated HMX annotations for 127 cell- and tissue-types, and integrating multiple marks may 
provide additional power to isolate a set of prospective genes. The latter is the more likely typical 
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case, because often, expression data is more readily available than epigenetic data. Several open 
questions remain in this application. One is whether there is any advantage to using transcriptomics 
for GWAS even if chromatin data is available; another is whether there is any advantage to using 
chromatin state annotations of genes over using a genome-wide approach. 
Even if We expect that HMX will be a useful tool for this and other applications that require 
a gene-level epigenetic annotation for a single or multiple cell types.  
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3.6  Figures 
 
 
Figure 3.6.1 | Emission matrix for HMX annotations 
A graphical representation of the emission probabilities for HMX annotations broken down by 
state. The annotations are generated by looking at the emission parameters, expression levels of 
genes in these annotations, and pLI scores. 
  
Description Mnemonic 
Actively transcribed, variation 
constrained 
trans cons 
Poised, bivalent, facultative 
heterochromatin 
bivalent 
Repressed, facultative 
heterochromatin 
repressed 
Highly transcribed, active 
enhancers 
high trans 
Zinc finger genes, constitutive 
heterochromatin 
znf hetero 
Lowly Transcribed low trans 
Transcribed trans 
Low signal, no transcription, 
short, repetitive regions 
short rept 
Active transcription, strong 
enhancers 
trans enh 
Enhancer-rich, little to no 
transcription 
silent enh 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
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Figure 3.6.2 | Expression per HMX annotation 
(a) The distribution of genes in each HMX annotation for the H1 cell line. HMX annotations ‘trans 
cons’ (1), ‘high trans’ (4), and ‘trans enh’ (9) are highest expressed. HMX annotations ‘bivalent’ 
(2), ‘low trans’ (6), and ‘trans’ (7) have low, but detectable expression. HMX annotations 
‘repressed’ (3), ‘znf hetero’ (5), ‘short rept’ (8) and ‘silent enh’ (10) are unexpressed.  
(b) The distribution of means across cell types for each annotation. The highest expressed clusters 
(RPKM ≥ 10) are ‘high trans’, followed by ‘trans enh’ and ‘trans cons’. Mid-level expression 
(mean RKPM between 1 and 10) clusters are ‘trans’, ‘low trans’, and ‘poised’. Finally, the lowest 
expression clusters (mean RPKM < 1) are ‘znf hetero’, ‘silent enh’, ‘repressed’, and ‘short rept’. 
‘Trans cons’, ‘high trans’, ‘trans’, ‘short rept’, and ‘trans enh’ have the lowest variance, while 
‘bivalent’ has the highest. 
  
Number Mnemonic 
1 trans cons 
2 bivalent 
3 repressed 
4 high trans 
5 znf hetero 
6 low trans 
7 trans 
8 short rept 
9 trans enh 
10 silent enh 
a 
b 
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Figure 3.6.3 | Cell-type specificity matrix  
Representation of the probability that a random gene, cell-type combination will be assigned to 
HMX annotation i given that another cell-type for the same gene is assigned to HMX annotation 
j. For example, the cell at (10, 3) is 0.24. This means that if a gene for some cell-type is assigned 
to HMX annotation 10, then approximately 24% of the other cell-types will have that gene assigned 
to HMX annotation 3. ‘Bivalent’ genes (HMX annotation 2) are the most cell-type specific in the 
sense that if a gene as assigned to it for some cell-types, only 38% of the other cell-types will have 
the same annotation on average, lower than all the other annotations. Conversely, the ‘short rept’ 
genes (HMX annotation 8) are least cell-type specific – 75% of the other cell-types share the same 
annotation.  
Number Mnemonic Gini Index 
1 trans cons 0.87 
2 bivalent 0.94 
3 repressed 0.74 
4 high trans 0.85 
5 znf hetero 0.94 
6 low trans 0.78 
7 trans 0.88 
8 short rept 0.91 
9 trans enh 0.78 
10 silent enh 0.78 
a 
b 
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Figure 3.6.4 | Distribution of gene lengths  
(a) The distribution of gene lengths per HMX annotation in the H1 cell line. The distributions 
overall have a high overlap, but ‘short rept’ stands out as having the shortest genes, with at least 
90% of genes less than 10kb.  
 (b) The relationship between gene length and expression level. Short genes tend to be very lowly 
expressed, which is consistent with the low expression level of ‘short rept’ (Figure 3.6.2). 
  
Number Mnemonic 
1 trans cons 
2 bivalent 
3 repressed 
4 high trans 
5 znf hetero 
6 low trans 
7 trans 
8 short rept 
9 trans enh 
10 silent enh 
a 
b 
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Figure 3.6.5 | Proportion of high pLI genes per HMX annotation 
The percentage of LoF intolerant genes for each HMX annotation for each cell-type, as estimated 
by pLI scores. A pLI score ≥ 0.9 corresponds to a highly LoF intolerant gene, and a pLI score < 
0.9 to genes that are not highly LoF intolerant. Each point in this plot corresponds to a different 
cell-type with RNA seq data for a given HMX annotation. Although there is strong correlation 
(Pearson r = 0.78, Spearman r = 0.79) between expression and the proportion of genes with a high 
pLI score, HMX assignment adds additional predictive information. Although ‘trans cons’ and 
‘trans enh’ have similar levels of expression, they are separated well by HMX assignment when 
looking at pLI scores. Also, ‘short rept’ and ‘repressed’ have similar levels of expression, but 
‘repressed’ had a significantly higher proportion of high pLI genes than ‘short rept’. 
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3.7  Supplementary Methods 
Implementation on ChromHMM 
We implemented HMX on top of ChromHMM. We first created special input files (explained 
below under Data files), then used ChromHMM (Version 1.18) to train the model and create 
segmentations. ChromHMM was also modified to increase numerical stability, preventing 
underflow errors.  
After training the model, we calculated the posterior probabilities of each gene in each cell-
type being generated by each of the HMMs in HMX. Finally, we assigned each cell-type / gene 
combination to the HMM that was most likely to have generated it, creating a ‘hard clustering’, 
which we used for further analysis. 
We observed that a collection or mixture of HMMs can be defined in terms of a single HMM 
with certain transitions disallowed. Given a set of M fully-connected HMMs, each acting as a 
mixture component, the HMMs can be connected to each other through a single “dummy state” 
(Supplementary Figure 3.8.4). In this formulation, while in a gene, the hidden state is forced to 
stay in a single mixture. However, once the model reaches end of a gene, the state is forced to 
transition to the dummy state. After this dummy state, the hidden state can transition to any of the 
mixture components. For this formulation, the input data can be structured so that data for genes 
is concatenated, but separated by a single position which corresponds to the dummy state. In this 
position, the emission for all histone marks and DNase is set to 0, but we include an emission of 1 
for a single, new mark designated the “dummy mark”. This dummy mark has an emission of 0 
within any genic region or flanking region, and 1 only for the position corresponding to the dummy 
state (Supplementary Figure 3.8.5). The existence of this dummy mark forces the HMM to 
transition to the dummy state after the last position in a gene, after which it is free to choose any 
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gene mixture at the start of the next gene. Whenever a probability is initialized to 1 or 0, it remains 
at that probability throughout training, which enforces the model to maintain the same mixture 
structure and the dummy state. 
 
Transition probabilities 
Because each mixture is modelled as a fully-connected HMM, a transition from any state within a 
mixture to any other state within the same mixture is allowed to be non-zero. However, the 
probability of transitioning to a state in another mixture is set to be zero (Supplementary Figure 
3.8.5). These within-mixture transitions are initialized with simplex initialization so that the sum 
of the probabilities from one state in a mixture to each other state in the same mixture is 0.95. The 
remaining 0.05 probability is assigned as the transition probability to the dummy state, which can 
only happen at the last position, 2kb downstream of the final exon. Finally, the dummy state can 
transition to any state in any mixture, which only happens at the first position for a gene, 2kb 
upstream of the initial exon; these probabilities are initialized with simplex initialization and are 
interpreted as the prior probabilities for the mixtures and their states. The sum of the transition 
(prior) probabilities to states within a mixture is equal to the transition (prior) probability to that 
mixture. 
 
Prior probabilities 
As explained in the main text, each state within a mixture is assigned a prior probability with 
simplex initialization. However, in the implementation on top of ChromHMM, the prior 
probabilities for each mixture and each state within these mixtures are encoded in the transition 
matrix, specifically in the transition from the dummy state which separates genes in the data to the 
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mixture states. In the training on top of ChromHMM, the initial probability for the dummy state is 
set to 1, as the data files always start with an observation of the dummy state. 
 
Emission probabilities 
Emission parameters are estimated for each state as in ChromHMM, except for: 1) the emission 
probability of the dummy mark must be 0 within a gene mixture, and 2) the emission probability 
in the dummy state must be 0 for each histone mark and DNase, and 3) the emission probability in 
the dummy state must be 1 for the dummy mark.  
 
Data files 
To train the model in ChromHMM, we structured our data so that all genes in a chromosome and 
cell-type (after adding 2000bp overhangs and reversing genes on the negative strand) were 
concatenated head to tail, but with a single position emitting only the dummy mark observation 
separating the genes (Supplementary Figure 3.8.6). This structure allowed us to compactly 
represent the whole genome for a given cell-type in 23 chromosome files (chromosomes 1-22 and 
X) instead of having a separate file for each gene. For 127 cell- and tissue-types, this yielded 
127*23=2921 total input data files. Although this data could have been put into a single 26GB file, 
separating it into smaller files allowed for less memory overhead without compromising accuracy. 
Input data for ChromHMM is a text file representing a matrix where each row corresponds 
to a genomic position and each column to a mark. Each entry in this matrix is either 1 if the mark 
is emitted or 0 if it is not. While within a gene, emissions for histone marks and DNase are allowed 
to be either 0 or 1, depending on the data found at that position. However, the value for the special 
“dummy mark” is enforced to be 0, denoting no emission. At the dummy positions, only the 
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dummy mark, and no other marks, is emitted. This forces specific transitions to and from the 
dummy. 
 
Training 
We passed the data and the initialized parameter files into ChromHMM’s LearnModel function 
and used the optional flags ‘-e 0’ and ‘-t 0’ to enforce a 0 or 1 emission or transition parameter to 
remain at that value. We also used the ‘-scalebeta’ flag to increase numerical stability, ‘-n 100’ to 
sample 100 files for each iteration, and ‘-d -1’ to allow the log likelihood to decrease between 
iterations. This often happens when subsampling files from a larger set, as larger files generally 
have a lower likelihood than smaller ones due to the higher number of observed positions. We 
trained for 200 iterations, as default. 
 
Hyperparameter search 
We ran a grid hyperparameter search for M, the number of gene mixtures, and S, the number of 
states per mixture. Our goal in selecting a hyperparameter combination was to strike a balance 
between interpretability (simpler models) and expression / sensitivity (more complex model). We 
allowed M to vary between 8 and 20, in steps of 2. S was allowed to be between 2 and 5. We chose 
the hyperparameter combination (M=10, S=4) by comparing the final likelihood of the model and 
data as a function of the number of parameters, ensuring the trained parameters were interpretable 
and consistent with known biology, and ensuring good separability by gene expression. Further 
increasing M did not substantially increase the log likelihood. Rather, S was much stronger in 
driving the log likelihood. We decided against using 5 states per mixture as it would decrease 
interpretability.  
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3.8 Supplementary Figures 
 
 
Supplementary Figure 3.8.1 | Likelihood as a function of number of parameters 
The log likelihood of a final, trained model on all available data for a mixture of M HMMs, each 
with S states, as a function of the total number of trainable parameters for that model. The total 
number of states per mixture has the strongest effect, and clearly separates the model likelihoods. 
We chose the M=10 and S=4, as adding additional mixtures did not seem to substantially increase 
the log likelihood, and adding additional states could make the model more difficult to interpret. 
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Supplementary Figure 3.8.2 | AUROC and MSE as a function of hyperparameter 
combination 
 (a) The AUROC for each combination of hyperparameter values tested. For each model, we 
calculated the mean expression for each cluster assignment while excluding genes on chromosome 
1. We then ranked the clusters by mean expression and used the ranking as a naïve classifier to 
rank genes on chromosome 1.  
(b) We followed the same procedure as for the left plot in calculating mean expression per cluster, 
but calculated the mean squared error (MSE) between the predicted and observed expression of 
genes on chromosome 1. The optimal hyperparameter combination using this metric is around 
M=16, 18, or 20 and S=2 or 3. 
  
a b 
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Supplementary Figure 3.8.3 | AUROC of predicting high pLI genes as a function of 
hyperparameter combination 
Predictive power of genes with high pLI scores using HMX trained with different hyperparameter 
choices. We separated genes by chromosome, using chromosome 1 as a test set and all other 
chromosomes as training sets. For each model, we calculated the fraction of genes in each 
annotation that had high pLI scores (pLI ≥ 0.9), and used this as a predictor. Finally, we calculated 
the AUROC of genes having a high pLI score on chromosome 1 using this predictor. The optimal 
hyperparameter combination seems to be around (M=16, S=3 or 4). 
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Supplementary Figure 3.8.4 | HMX represented as a single HMM 
While in a gene, the state must be within one of the gene mixtures, and cannot transition to another 
mixture. At the end of each gene, the hidden state is forced to transition to the dummy state. Once 
in the dummy state, the hidden state can transition to any mixtures.  
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Supplementary Figure 3.8.5 | HMX transition parameters 
Transitions are allowed between states within a mixture (red, yellow, green), from a mixture state 
to the dummy (purple), and from the dummy to any mixture state (purple). All other transitions 
are disallowed (white) or self-transitions (grey). 
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Supplementary Figure 3.8.6 | Schematic of structure of input data 
While within a gene or extended flanking regions, emissions for histone marks and DNase are 
allowed to be either 0 or 1, shown in grey, depending on the data found at that position. However, 
the value for the special “dummy mark” is enforced to be 0, shown in white, denoting no emission. 
At the dummy positions, no histone marks are emitted (in white), but the dummy mark is always 
emitted (black). This forces specific transitions to and from the dummy state.  
 75 
Supplementary Figure 3.8.7 | K-means clustering of HMX annotations 
We converted the HMX annotation matrix (of shape genes by cell-types) to an indication matrix, 
then clustered the genes based on their assignments to a specific annotation. We then plotted a 
heatmap where each row was a set of genes, each column a cell- or tissue-type, and each entry the 
proportion of genes in the corresponding set for that cell type that were annotated as the specific 
annotation. In the plot above, we used the annotation ‘high trans’ to create the indication matrix. 
The top row (blue box) corresponds to the set of genes that are almost never assigned to ‘high 
trans’, regardless of cell type. The second row (green box) corresponds to the set of genes that are 
almost always assigned to ‘high trans’, regardless of cell type. The fourth row (red box, further 
analyzed in Supplementary Figure 3.8.8) has some cell-types on the left assigning these genes to 
‘high trans’, but most of the represented cell types do not. 
  
 76 
Supplementary Figure 3.8.8 | Expression levels for a single K-means cluster 
We took the set of genes corresponding to the 4th row in (Supplementary Figure 3.8.7), pictured 
below the plot in grayscale. Blood-related cell and tissue types (in blue on the left of the plot) had 
a high probability of assigning this set of genes to HMX annotation ‘high trans’, as denoted by the 
very light gray. Other cell types had a much lower probability of assigning these genes to ‘high 
trans’. Assignment to this HMX annotation was associated with higher mean expression levels, as 
denoted in the histogram. This suggests that HMX annotations combined with post-clustering 
captures cell-type specific assignment patterns that are reflected in expression data.  
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Chapter 4: Characterizing the Epigenetic Determinants of mRNA 
Splicing 
 
4.1 Abstract 
Although the mechanism by which mRNA splicing occurs is well understood, the process by 
which an alternative exon is determined to be spliced in or out is not. Epigenetic marks have been 
proposed as a control mechanism in determining exon splicing fate. However, the context in which 
these marks make an effect is not well characterized. In this chapter, we will describe the methods 
by which we study this hypothesis. We have found that many marks have broad correlative 
structure with exon inclusion levels, consistent with current theory. We also observed that certain 
chromatin states and transitions between these states are informative of splicing levels, and created 
a generative probabilistic model to learn exon- and intron-level chromatin state patterns in an 
unsupervised manner. Finally, we outline the future directions of this project and expected results. 
 
4.2 Introduction 
The central dogma of molecular biology posits that DNA is transcribed into RNA, and RNA is 
translated into a functional product, namely protein (Crick 1970). However, many other processes 
occur in addition; for example, in eukaryotes, DNA is first transcribed into pre-mRNA, which is 
composed of several consecutive components: the 5’ untranslated region (UTR), a sequence of 
coding regions (exons) and non-coding regions (introns), and the 3’ UTR. Pre-mRNA is then 
further processed through splicing machinery, which removes introns and potentially certain exons, 
capped and polyadenylated, yielding mRNA, which then is translated into protein. Generally 
speaking, introns are removed, but exons can be either spliced out or retained, depending on 
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cellular context. As many as 92%-94% of human genes can be ‘alternatively spliced’ (Wang et al. 
2008). Alternative splicing leads to a greater variety of possible isoforms of the resulting protein, 
allowing a protein to be adapted for the specific needs of a cell-type. However, aberrations in 
splicing are also associated with multiple diseases, including multiple cancer types, 
neurofibromatosis, Menke Disease, occipital horn syndrome, Frasier syndrome, and others (Buratti 
et al. 2006; Nissim-rafinia & Kerem 2002; Faustino & Cooper 2003). 
 Although the process by which an exon is removed is well-understood, the process by 
which a cell “decides” whether a exon is retained or spliced out is not. It has been understood for 
many years that splicing can occur co-transcriptionally (Tennyson et al. 1995; Wuarin & Schibler 
1994), and that exon inclusion levels can be associated with specific histone marks and chromatin 
states around the exon (Andersson et al. 2009; Kolasinska-Zwierz et al. 2009; Schor et al. 2009). 
Current theory holds that splicing is at least partially controlled by epigenetics; because histone 
marks are cell-type specific, this would account for cell-type specific splicing patterns. Although 
these associations have been shown in specific exons, it is unclear if these associations are more 
universal, and if so, whether the exons with epigenetically determined splicing share some other 
commonalities.  
To determine whether epigenetic marks are informative of splicing levels for specific exons, 
we decided to systematically compare histone mark signal and chromatin state to exon inclusion 
levels across many exons and several cell types. We first looked at broad correlative structure 
between exon inclusion levels and histone mark signal. We then incorporate multiple histone 
marks and DNase and look at the spatial relationship between chromatin state annotations and 
exon inclusion levels. Finally, we propose an unsupervised generative model to learn jointly from 
multiple exons across an epigenome. 
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4.3  Methods 
The splicing code has been extensively studied with complex models, and significant effort has 
been put into predicting the splicing level of an exon based not only on epigenetic features but also 
sequence features (Barash et al. 2010; Leung et al. 2014). We were motivated to create a simpler 
model to better understand the mechanism by which exons are spliced. We specifically looked at 
cassette exons: those with constitutive upstream and downstream exons. We chose this set of exons 
as they are the most common splicing pattern and easy to measure, both in terms of splicing level 
and in terms of comparison to histone marks. 
 
Data 
We used data from the Roadmap Epigenomics Consortium for both DNase I and histone mark data 
and to generate estimates of exon inclusion levels. We downloaded -log10(p-value) transformed 
signal data for all available histone marks for five related embryonic cell lines: the H1 Cell line 
(E003), H1 BMP4 Derived Mesendoderm Cultured Cells (E004), H1 BMP4 Derived Trophoblast 
Cultured Cells (E005), H1 Derived Mesenchymal Stem Cells (E006), and H1 Derived Neuronal 
Progenitor Cultured Cells (E007) [Data available at 
https://egg2.wustl.edu/roadmap/data/byFileType/signal/consolidated/macs2signal/pval/]. We 
chose to look at the cell lines as they had deep histone mark data, allowing for increased power of 
novel discovery. Yi Xing’s lab downloaded corresponding RNA seq data in the form of raw reads 
and estimated exon inclusion levels using the rMATS software (Shen et al. 2014), which was 
reported as percent spliced in, or PSI (y). For a given exon, rMATS takes in a set of raw reads and 
an annotation and estimates the number of transcripts that include this exon and the number of 
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transcripts that exclude it. rMATS then calculates and outputs PSI as the number of transcripts that 
include the exon divided by the total number of transcripts. PSI = 1 means that all transcripts 
include the exon, while PSI = 0 means that the exon is always excluded. 
 
Preliminary analyses 
To test whether there was a more general relationship between alternative splicing in cassette exons 
and histone marks, we first correlated histone mark signal intensity with PSI as a function of 
position (Results 4.4.1). We then used a random forest model to assess the predictive power of 
histone marks in predicting PSI (Results 4.4.2). We then looked at PSI as a function of chromatin 
state as defined by ChromHMM (Results 4.4.3). Because we found a spatial relationship between 
PSI and chromatin states (Results 4.4.4), we were motivated to create a novel computational model, 
specifically a mixture of left-right HMMs, to capture the spatial distribution of marks around an 
exon (Results 4.4.5). 
 
Mixture of Left-Right HMMs 
We were motivated to directly model the change in chromatin state in different regions within the 
exon and surrounding regions. More specifically, for each cassette exon, we looked at the upstream 
exon, upstream intron, the exon in question, the downstream intron, and the downstream exon 
jointly. We took binarized histone marks as generated by the Roadmap Epigenomics Consortium 
(Roadmap Epigenomics Consortium et al. 2015) and extracted the data in the corresponding 
regions. To directly model how the chromatin state changes and to explicitly cluster peri-exonic 
regions with the same changes, we used a mixture of left-right HMMs (LRHMMs). This is similar 
to the mixture of HMMs used in (Chapter 3), but the constituent HMMs are not fully-connected. 
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LRHMMs are structured in such a way that transitions are only allowed in one overall direction. 
For example, if a single LRHMM has three states, A, B, and C, transitions are only allowed from 
A to B and B to C, but no others (i.e., transitions from B to A, A to C, or C to A are disallowed). 
This essentially forces the hidden states to go through a “chain-like” structure and have a specific 
sequence of states, but with potentially multiple observations of each state in a row. In this 
application, these states would correspond to the upstream exon, upstream intron, cassette exon in 
question, downstream intron, and downstream exon. 
We followed a process nearly identical to that in (Supplementary Methods 3.7) to 
initialize the model parameters: prior probabilities were determined with simplex initialization, as 
were transition probabilities from one state to the next; the only difference is that disallowed 
transitions were enforced to have probability 0. We implemented this on top of ChromHMM as in 
(Supplementary Methods 3.7). We trained our model with 10 mixtures and 5 states per mixture, 
but future work will involve either relaxing the assumption of a left-right structure or fine-tuning 
these hyperparameters. 
 
4.4 Results 
4.4.1 Histone marks correlate with exon inclusion levels 
To determine if there were general trends between exon inclusion levels (PSI) and histone mark 
signal, we started with the set of all cassette exons.  To get a sense of which marks are the most 
correlated and potentially useful for predicting PSI, for each of the 5 cell lines, we correlated the 
histone mark signal within the exon body itself to PSI. The Pearson correlations at the exon reached 
as high as 0.16 for H3K36me3 for the H1 cell line (Table 4.7.1). We then ranked all these 
correlations across our five cell types and performed a Mann-Whitney U-test to determine if certain 
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marks were consistently ranked higher than others. We found that there were three marks that 
performed better than all others, namely H3K36me3 (p=3.05E-5), H3K4me2 (p=4.76E-4), and 
H3K79me2 (p=2.10E-3). No other marks reached statistical significance by this method. 
H3K36me3 is a histone mark generally associated with active transcription (Kooistra & Helin 
2012), and has been implicated in alternative splicing (Kolasinska-Zwierz et al. 2009; Luco et al. 
2010). H3K4me2 is a histone mark associated with transcriptional activity, although to our 
knowledge, its association with alternative splicing has not been reported. Finally, H3K79me2 is 
associated with transcriptional activation, and its association with splicing has been recently 
reported (Li et al. 2018), although this association has not been widely recognized. 
We then considered that correlations may be found not at the exon, but in spatial proximity 
to them, such as in the upstream or downstream intron. To test this hypothesis, we aligned their 3’ 
splice sites (most upstream position of the exon) and looked upstream and downstream of this 
position by 1kb in each direction. For each 25bp window from 1kb upstream to 1kb downstream, 
we calculated the Pearson correlation between a given histone mark signal value and the PSI value 
for the corresponding exons. Finally, we plotted this correlation for each 25bp window for each 
histone mark as a function of position (Figure 4.6.1). 
 We found that although most histone marks had correlations close to 0, several marks either 
had high correlations or non-uniform and asymmetrical spatial patterns. For example, H3K36me3, 
a mark associated with active transcription, had the greatest correlation overall, between 0.08 and 
0.17, depending on position. H3K36me3 correlation peaked at 0.17 in the window from 0-200 bp 
downstream of the exon start site, which is around the size of the exon window itself. We also 
found H3K4me3, a mark associated with active promoters, is negatively correlated with exons 
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when found upstream of the exon, consistent with literature (Luco et al. 2011), but this correlation 
vanished further downstream (Figure 4.6.1). 
 We also calculated the Pearson correlation coefficient in the form of a metaplot for the 
upstream and downstream introns. For all cassette exons in question, we took the upstream introns 
and aligned them from the 5’ splice site to the 3’ splice site. We then subsampled or oversampled 
the data at uniformly spaced intervals for each intron (if necessary) to achieve a total of 100 bins. 
Finally, we calculated the correlation between the histone mark signal within each bin to PSI and 
plotted it as a function of position (Figure 4.6.2). We found that, consistent with our previous 
analysis, H3K36me3 was most strongly correlated overall, averaging a Pearson correlation of 0.09, 
and that H3K4me3 and H3K4me2, both marks associated with active promoters, was negatively 
correlated with PSI at the beginning of the upstream intron, approximately -0.18 and -0.15, 
respectively, and approached 0 closer to the cassette exon. We repeated this analysis with the 
downstream intron, and found that H3K36me3 was once again positively correlated with PSI, 
ranging from 0.15 at the start of the intron to 0.10 at the end (Figure 4.6.3). However, all other 
marks had an approximately constant correlation with PSI, regardless of position, and were all 
very close to 0. Of these, H3K4ac had the greatest magnitude with a Pearson correlation of 
approximately -0.05. We concluded that except for H3K36me3, histone marks upstream of the 
exon generally have a higher absolute value of correlation with splicing than histone marks 
downstream of it. 
4.4.2 Chromatin states at specific positions inform exon inclusion levels 
Because we found some correlation between histone mark signal and exon inclusion levels, we 
next sought to determine whether there was a relationship between chromatin state and PSI. 
Because chromatin state is a categorical, not continuous value, correlation between chromatin state 
 84 
and PSI is not well defined. Therefore, we decided to condition on chromatin state and observe the 
distribution of PSI values. We started by downloading the 50 state ChromHMM annotation from 
the Roadmap Epigenomics Consortium integrative analysis (Roadmap Epigenomics Consortium 
et al. 2015) [Data available at 
https://egg2.wustl.edu/roadmap/data/byFileType/chromhmmSegmentations/ChmmModels/class1
Models_50states/]. The emission matrix for this model is shown in (Figure 4.6.4). 
 Because we determined that there are spatial relationships between exon inclusion levels 
and histone marks, we looked at chromatin state at different positions as well. We first took each 
cassette exon and looked at a window 2kb upstream and downstream of the exon start position. 
We rounded this to the closest 200bp because this was the resolution at which the ChromHMM 
annotations were generated. For each exon, we made a vector of length 21 (the exon start position 
centered in a 4kb window in 200bp bins), where each entry in the vector was a state numbered 1-
50. Then, for each chromatin state s, we went through each 200bp position p from 2kb upstream 
to 2kb downstream of the exon. At each position p relative to the exon, we took all exons which 
had position p assigned to state s, and found the mean and median of the PSI values for those exons 
(Figure 4.6.5). Whenever there were fewer than 10 exons, we omitted the calculation and did not 
include it in the figures. This was a way of addressing a question such as, “given that the chromatin 
state 1400bp upstream of the exon is a strong enhancer, what can we expect the PSI value to be?” 
Most states had no observable relationship with mean PSI values throughout the periexonic 
region. However, we found a strong relationship between two chromatin states, 11 and 15, and 
median PSI values. States 11 and 15 were marked by H3K79me2, which is associated with 
transcriptional activation, and a relative lack of other marks (Figure 4.6.4). State 15 is also marked, 
but to a lesser extent, by H3K4me1 and H3K4me2, which are associated with enhancers, although 
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H3K4me2 is also associated with promoters. When state 11 or state 15 is found upstream of the 
exon, median PSI values are very close to 1, approximately 0.98 and 0.96, respectively, when 
averaging median PSI values 2kb upstream of the exon. However, when these states are found 
downstream of the exon, the median PSI values markedly decreases to 0.53 and 0.38 when 
averaging positions 2kb downstream of the exon. This showed a strong relationship between 
chromatin state and exon inclusion levels, suggesting that PSI can be predicted by leveraging 
spatial chromatin states or histone marks. 
4.4.3 Histone marks and chromatin states are predictive of exon inclusion levels 
We thought that because there were was an association between exon inclusion levels and both 
histone marks and chromatin state, epigenetic information could be used to predict whether an 
exon was spliced in or out. We were interested in ascertaining how predictive simply using the 
chromatin state was. We took all cassette exons and split them into five non-overlapping groups 
for cross-validation purposes. Holding each group out sequentially for testing, we looked at the 
exons in the remaining four groups and found the chromatin state annotation at the exon start 
position. We then ranked the chromatin states by the mean PSI value across all exons assigned to 
that state. Finally, we used these chromatin states as a predictor on the withheld test group of exons. 
We found moderate predictive power in predicting whether an exon was included (PSI ≥ 0.5) or 
excluded (PSI < 0.5), with an AUROC of 0.59 (Figure 4.6.6). We tried to use the chromatin states 
at other positions relative to the exon, but found that the chromatin state at the exon was most 
predictive of all positions. 
 We then wanted to determine whether there was any advantage to using epigenetic signals 
around the exon instead of using only a single position. To do this, we used histone marks as 
features, as histone mark signal is continuous and not categorical like chromatin state, making 
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training a model more straightforward. Using 1-hot encoding for 50 chromatin states across 20 
positions (upstream and downstream of exon start by 2kb, in 200bp windows) would create a 
highly sparse matrix, making training difficult. Thus, we featurized samples (exons) in the same 
way as in the correlation analyses, where we took the 4kb window centered on the start of the exon, 
split into 25bp bins. We used averaged histone mark signal data as described in (Methods 4.3). 
We trained and tested a random forest to predict whether exons were included (PSI ≥ 0.5) or 
excluded (PSI < 0.5) using the described features using five-fold cross validation, identical to the 
procedure above. We found that the predictive power in predicting whether an exon was included 
(PSI ≥ 0.5) or excluded (PSI < 0.5) was substantially higher when using data at multiple positions 
than using a single position, with an AUROC of 0.69 (Figure 4.6.6). We concluded that for the 
purposes of predicting exon inclusion levels, using data at multiple positions boosted performance 
substantially. 
4.4.4 Chromatin state transitions observed at excluded exons 
Because we calculated median PSI as a function of positional chromatin states, the set of exons 
included in the calculation of median PSI for one position and chromatin state tended to be 
different than the set of exons used for a different position. For example, the set of exons annotated 
as state 11 1kb upstream of the exon is different from the set of exons annotated as state 11 1kb 
downstream of it, leading to different median PSI values. This implies that for the set of exons that 
were more likely to be excluded as described in (Results 4.4.2), they were found in states 11 or 15 
downstream of the exon and another state upstream of it. Another possibility is that they were also 
found in states 11 and 15 upstream, but it also included another set of exons more likely to be 
included that were annotated as states 11 and 15 upstream, but not downstream, driving up the 
median value. In other words, the change in median PSI value had to be driven either by (1) a set 
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of included exons transitioning from state 11 or 15 upstream of the exon to another state 
downstream of it, or (2) a set of excluded exons transitioning from another state upstream of the 
exon to state 11 or 15 downstream of it. 
 To test this hypothesis, for each cassette exon, we calculated the most common chromatin 
state 2kb upstream and downstream of it. We then calculated how often exons were found to be in 
chromatin state a upstream of the exon and chromatin state b downstream of it. We then repeated 
this calculation for constitutive exons – those that are included in every transcript. We chose to 
compare cassette exons to these because we wanted to know whether there were global 
enrichments in chromatin state transitions between the two sets. We found that overall, cassette 
exons exhibited more chromatin state changes than constitutive exons, and that these chromatin 
state changes were more likely to occur at or before the exon than after it (Figure 4.6.7). 
We then normalized the count matrices for total number of exons in each category by 
subsampling the cassette exons to be equal in number to constitutive exons. Because the total 
number of constitutive exons was very close to the number of cassette exons (24,031 constitutive 
exons vs 24,593 cassette exons), subsampling was simpler and allowed for more straightforward 
hypothesis testing. We added a pseudocount of 1, then took the log2 ratio of counts (Figure 4.6.8). 
Positive values correspond to a greater fraction of that transition in cassette exons, and negative 
values correspond to a greater fraction of that transition in constitutive exons. We calculated the 
significance of enrichment or depletion using the binomial test; we take the number of counts for 
cassette exons (ccassette) and the number of counts for constitutive exons (cconstitutive) and calculate 
the p-value using the binomial test, with the observed counts as ccassette and the total counts as 
ccassette + cconstitutive, and the probability of success p=0.5, under the null hypothesis that a transition 
is equally likely to be observed for cassette and constitutive exons. 
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 We found many global differences in chromatin states transitions between the two sets of 
exons. The most common transitions that were enriched in cassette exons were those from states 
1, 2, and 4-11 to states 8-11 and 13. States 1, 2, and 4-7 largely correspond to highly acetylated 
regions, some with H3K4me2 and H3K4me3, while 8-11 and 13 have a general lack of histone 
marks, although 8 with H3K4me2 and H3K4me3 and state 9 is marked with H3K36me3 (Figure 
4.6.4). Altogether, this suggests that certain combinations or transitions of chromatin states are 
preferred at cassette exons as compared to constitutive exons, although this could be partially 
explained by gene structure if cassette exons are more likely to be found in certain regions of a 
gene.  
4.4.5 LRHMMs separate exons into mixtures with different PSI distributions 
After observing differential chromatin state transitions between cassette exons and constitutive 
exons and observing a relationship between chromatin state transitions and exon inclusion levels, 
we were motivated to directly model chromatin state transitions around exons. We did this by 
using a mixture model of LRHMMs (Methods 4.3, Figure 4.6.9). After training our mixture of 
LRHMMs, we assigned each exon to the mixture most likely to generate it by finding the mixture 
with the highest posterior probability of generating it, and then, for each mixture, we plotted the 
distribution of PSI levels of the corresponding exons (Figure 4.6.10). We then inspected the 
emission probability matrix (Figure 4.6.11), and found that the distribution of PSI values was 
markedly different between mixtures. For instance, mixture 2, most strongly associated 
H3K36me3 and H3K79me1 throughout, had a mean PSI value of 0.90, while mixture 9, which has 
ubiquitous acetylation marks and DNase throughout which later vanish, had a PSI value of 0.71.  
This difference in PSI values and histone marks suggests that the vanishing of the 
acetylation marks and DNase, which are largely associated with open chromatin and active regions, 
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is associated with a higher likelihood of having exons spliced out. This makes sense in the context 
of transcription speed – it has been shown that when transcription velocity is lower, exons have a 
higher likelihood of being removed. Here, the loss of acetylation marks and the DNase mark could 
be associated with a general closing of chromatin, slowing the rate of transcription and facilitating 
exon removal. 
 
4.5 Discussion 
We have shown that there are multiple correlations between spatial histone mark signal and 
cassette exon inclusion level as measured in PSI. Particularly, H3K36me3 is strongly positively 
correlated throughout the periexonic region, while promoter-associated marks are negatively 
correlated with exon inclusion levels when found upstream of the exon. One potential explanation 
for this is that there is a subset of exons just downstream of the first exon that is likely to contain 
these promoter marks. Although we did not find an overall correlation between position and exon 
inclusion levels, it is possible that correlation with histone mark signal is being driven by the 
position of the exon within the transcript; if histone marks and exon inclusion levels are both driven 
by position within the gene, then a spurious association can arise.  
 We followed this analysis with looking at chromatin state directly as measured by 
ChromHMM. We found that certain chromatin states have a spatial relationship with PSI values. 
In particular, when states 11 and 15, which are marked by H3K79me2, are found downstream of 
a cassette exon, that exon is much more likely to be excluded from the transcript. This could have 
a relationship with specific exon positioning within the transcript, and more analysis will be 
required to disambiguate this potential confounder. 
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 We modeled chromatin state transitions with an unsupervised model by implementing a 
mixture of LRHMMs, which was run on top of ChromHMM. We found that the mixtures separated 
exons into different categories with different distributions of PSI values. This suggests that such 
an unsupervised modeling approach may be beneficial to understanding the epigenetic patterns 
associated with splicing.  
Although there are many correlations found between histone marks and exon inclusion 
levels, it is more difficult to show that they are somehow causal. In order to test this biologically, 
one could directly modify histone mark signal a splicing reporter assay. This could involve using 
a CRISPR-dCas9 system along with a histone demethylase or histone deacetylase (Pulecio et al. 
2017) to remove a histone mark of interest within a region, then test exon inclusion levels by RNA-
seq or a more targeted experiment such as RASL-seq (H. Li et al. 2012).  
 
Future work 
We will continue this analysis by extending the HMX model (Chapter 3) to explicitly model the 
structure of the gene. More specifically, we will be modeling the exons and introns of a gene 
separately, so that a gene will consist of a sequence of introns types and exons types (Figure 
4.6.12). In this formulation, instead of having a mixture of fully-connected HMMs, each gene is 
instead modeled from two types of elements: exon elements and intron elements. Exons are 
allowed to be one of E states, but each exon can only belong to one of these states. Introns, however, 
belong not to one state, but one of I sets of states. Each set of intron states is composed of S states, 
and the states within a mixture are regarded as a fully connected HMM. The exact hyperparameter 
values for E, I, and S are to be determined, as are other modeling considerations. The hidden states 
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passed through when traversing through a gene alternate between exon states and intron states 
(Figure 4.6.12).  
This formulation with an HMM allows for leveraging the data in different regions in the 
gene while explicitly separating the segmentation of each. We plan on training this model on 
imputed histone mark and DNase data generated for 127 cell and tissue types from the Roadmap 
Epigenomics Consortium as in (Methods 3.3). We will need to take great care to correctly process 
the corresponding RNA seq data for these cell types by accounting for sequencing depth, length 
of reads, single-end or paired-end reads, and other protocols.  
Once the model is trained and genes are segmented into their components, we will be better 
able to leverage gene information across different genes within the same cell type, and if the PSI 
values seem to not be biased by the different sequencing experiments, we will look for patterns 
within an exon across cell types to be more certain of results. This would be an ideal case because 
looking at the same exon across multiple cell types automatically controls for covariates such as 
gene structure, DNA sequence, position within the gene, and GC content.  
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4.6 Figures  
 
Figure 4.6.1 | Correlation between histone mark signal and PSI 
We calculated the correlation between PSI and histone mark signal levels in regions relative to the 
exon in the H1 cell line. We found that H3K36me3 (emphasized on right plot in blue with a dark 
line) is positively correlated with PSI throughout the gene body, and H3K4me3 (emphasized on 
right plot in green with a dark line) is negatively correlated with PSI when found upstream, but 
this correlation vanishes 1kb downstream of the exon. 
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Figure 4.6.2 | Correlation between histone mark signal and PSI in upstream intron 
We calculated the correlation between PSI and histone mark signal levels in the intron upstream 
of cassette exons. We found that H3K36me3 was most strongly correlated, with values ranging 
from 0.08 to 0.15. Several promoter-associated marks, namely H3K4me3 and H3K4me2, were 
negatively correlated near the beginning of the intron and approached 0 when closed to the exon. 
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Figure 4.6.3 | Correlation between histone mark signal and PSI in downstream intron 
We calculated the correlation between PSI and histone mark signal levels in the intron downstream 
of cassette exons. We found that H3K36me3 was most strongly correlated, with values ranging 
from 0.15 at the start of the intron to 0.10 at its end. All other marks were weakly correlated, with 
H3K4ac having the greatest magnitude of approximately -0.05.  
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Figure 4.6.4 | ChromHMM emission matrices 
Plot shows the emission probability for 28 marks for each of 50 ChromHMM states. The states 
visibly associated with a change in splicing (Figure 4.6.2) are boxed in red. These are all marked 
by H3K79me2, which is associated with transcriptional activation, and a relative lack of other 
marks. State 15 is to a lesser extent marked by H3K4me1 and H3K4me2, which are associated 
with promoters. ChromHMM states 11 and 15 are most likely to transition to states 8 and 9 (green), 
which are either additionally marked with H3K4me2 and H3K4me3 (ChromHMM state 8), or 
marked only with H3K36me3 (ChromHMM state 9).  
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Figure 4.6.5 | Correlation between histone mark levels and splicing level 
For each of 50 chromatin states and across a 4kb window centered on the exon, we calculated the 
mean (a) and median (b) of PSI value across all exons with the given ChromHMM annotation at 
that position. Most of the time, the median PSI value is close to 1. However, ChromHMM states 
11 and 15 are different; when ChromHMM state 15 is found downstream of the exon (right side 
of plot 15), the median exon level is generally below 0.5. However, when state 15 is found 
upstream of the exon, the median PSI is close to 1. Any estimate with fewer than ten exons was 
omitted and not plotted. These differences are also seen in the mean, but the valules are more noisy.  
b a 
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Figure 4.6.6 | Predictive power of exon inclusion given histone marks and chromatin state 
in H1 cell line 
(a) Comparison of two methods in predicting whether an exon is included (PSI ≥ 0.5) or excluded 
(PSI < 0.5). The naïve method (red dashed curve) uses only the chromatin state at the most 
informative position relative to the exon (position just after exon), and performs marginally better 
than randomly guessing (black dashes) with AUROC=0.59. Training a random forest to predict on 
all histone mark data around the exon (upstream and downstream 2kb of the exon) performs 
significantly better with AUROC=0.69. Results for remaining cell types are similar. (b) A 
classifier using chromatin state at the exon performed better than using chromatin state at any other 
position.  
a 
b 
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Figure 4.6.7 | ChromHMM state transition probabilities as a function of position 
We observed that while constitutive exons have a relatively uniform probability of changing 
chromatin state (mean probability 0.14), exons with the potential of being alternatively spliced 
were more likely to change chromatin state upstream of the exon (mean probability 0.23). This 
probability decreased downstream of the exon to near baseline levels (probability 0.17). This 
distribution of transitions was very similar for other assayed cell types. 
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Figure 4.6.8 | Enrichment of transition probabilities around exon 
Plots show subsets of the chromatin states and enrichment of transitions between the most common 
ChromHMM state upstream of the exon (2kb) and the most common ChromHMM state 
downstream (2kb).These enrichments are calculated by counting the number of such transitions 
for both cassette exons and control exons. Every other plot shows -log10(p-value) of the enrichment 
or depletion as calculated by the binomial test. 
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Figure 4.6.9 | Schematic showing mixture of LRHMMs 
We modeled exons as arising from a mixture of Left-Right Hidden Markov Models (LRHMMs). 
Above is a schematic showing the structure of the model. The hidden state is only allowed to 
transition from one state to the next state (to the right), but never to a previous state (to the left).   
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
... 
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Figure 4.6.10 | Distribution of PSI values for each LRHMM Mixture 
For each LRHMM mixture component, we plotted the distribution of PSI values for exons assigned 
to that mixture. We found that although most mixtures had very similar distributions of PSI values, 
as evidenced by their mean PSI, there were marked differences in mixture 9, and smaller 
differences in mixture 5.  
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Figure 4.6.11 | Emission matrix for mixture of LRHMMs 
The emission matrix is divided into 10 mixtures by horizontal lines. Within a mixture, the rows 
corresponds to states, ordered from first to last. We observe that most states within a mixture have 
very similar emissions. For example, mixture 4 seems to alternate between overall lower emission 
probability and overall higher probability for the same marks. Mixtures 5 and 7 are nearly mirror 
images of each other. Mixture 9 is asymmetric in that it starts off with many activating marks and 
then transitions to only H3K4me2, a mark associated with active promoters and active enhancers. 
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Figure 4.6.12 | Schematic showing the structure of exon-intron HMM 
We can model a gene as a sequence of exons and introns, with the exons and introns belonging to 
different subsets of states. Each exon is assigned to one of E hidden states, while each intron is 
assigned to one of I HMMs, each composed of one or more states (two states pictured). Thus, each 
gene will be modeled with transitions from exon states to groups of intron states and groups of 
intron states to exon states. 
1 3 2 
1 1 2 2 3 3 
Exons 
Intron  
Mixtures 
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4.7 Tables  
Histone Mark Correlation at Exon 
H2AK5ac -0.03 
H2BK120ac -0.02 
H2BK12ac 0.00 
H2BK15ac -0.01 
H2BK20ac -0.01 
H2BK5ac 0.00 
H3K14ac -0.02 
H3K18ac -0.04 
H3K23ac -0.02 
H3K23me2 -0.03 
H3K27ac -0.03 
H3K27me3 0.00 
H3K36me3 0.16 
H3K4ac -0.02 
H3K4me1 -0.03 
H3K4me2 -0.08 
H3K4me3 -0.07 
H3K56ac -0.05 
H3K79me1 -0.04 
H3K79me2 -0.07 
H3K9ac -0.05 
H3K9me3 -0.01 
H4K20me1 0.00 
H4K5ac -0.03 
H4K8ac 0.02 
H4K91ac -0.01 
Table 4.7.1 | Correlation between histone mark signal at exon and PSI 
The Pearson correlation between histone mark signal at cassette exons with their PSI value as 
estimate by rMATS. Most of the histone marks have little to no correlation with exon inclusion 
level; however, a few exceed an absolute correlation of 0.05 (in bold).  
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Chapter 5: Deconvolution of ChIP-seq Signal into Direct and Indirect 
Parts 
 
5.1 Abstract 
Chromatin immunoprecipitation followed by high-throughput sequencing (ChIP-seq) is an 
important assay in the study of gene regulation and epigenetics. Unfortunately, this assay does not 
discriminate signal associated with a target being in direct contact with the DNA from indirect 
signal that arises through protein-protein interactions, general chromatin permissiveness, or 3-
dimensional looping interactions. We present a method to discriminate between such cases called 
ChIPs n DIP (ChIP-seq signal predictor of Direct and Indirect Peaks). This method takes as input 
epigenetic data and motif information and computationally models their joint signal. It then outputs 
a score for the probability of the region being a directly bound peak. We first explore using a 
supervised classifier to predict directly bound transcription factors (TFs), using motif existence as 
a ground truth, and show the classifier better prioritizes motifs than simply using the signal of the 
TF in question itself. We then formulate the problem as a transfer-learning problem, and show it 
performs well for closely-related TFs. We then extend the model to an unsupervised model to learn 
on TFs without motifs, although performance increase is marginal. We conclude with a description 
of future work on how to further increase performance of the model. 
 
5.2 Introduction 
ChIP-seq is used to assay where in the genome specific proteins are bound or histone marks are 
found; however, it also picks up signal from various sources of bias. In the ChIP-seq protocol, 
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proteins are first crosslinked to DNA, then the DNA is sheared and antibodies for the protein of 
interest are added and immunoprecipitated. Finally, the DNA is de-crosslinked, the library is 
prepared and the DNA is sequenced. When proteins are crosslinked, they do so nonspecifically. 
Entire protein complexes can be simultaneously linked to DNA, not just the protein that is directly 
bound to it. For example, if TFs A, B, and C form a complex, but only A directly binds to DNA, 
then ChIP-seq for any of the three TFs can pick up a region where A binds, and B and C co-bind. 
Sequence itself also creates bias; GC content and mappability can either inflate or deflate signal 
by preferentially increasing PCR amplification or affecting mappability, respectively. Another 
source of potential bias arises from the general permissiveness of chromatin; in regions of open 
chromatin, signal from ChIP-seq experiments is likely to be increased because of non-random and 
sparser nucleosome positioning (Poptsova et al. 2014; Wang et al. 2017). Finally, indirect signal 
has been observed due to chromatin looping interactions. In this scenario, a chromatin interaction 
can induce indirect signal for a protein that is bound on one side of an interaction but not the other 
(Liang et al. 2014). 
 Several methods have been proposed to correct bias in ChIP-seq data and related 
sequencing experiments. For example, one group has developed a method to correct the data based 
on DNA sequence by correcting for k-mer frequency (Wang et al. 2017). Another method directly 
addresses ChIP-seq data by directly regressing out variables that can cause bias: mappability, GC 
content, chromatin accessibility, input DNA control, or IgG control (Ramachandran et al. 2015). 
Other methods have focused on the biases inherent in DNase (H. H. He et al. 2014; Boyle et al. 
2011; Yardımcı et al. 2014; Sung et al. 2014), but these do not address the difficulties inherent in 
ChIP-seq. 
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 In this method, we instead attempt to deconvolve ChIP-seq signal that arises not only from 
sources such as open chromatin, but also indirect sources such as transcription factor co-binding 
or looping interactions. Unfortunately, there is no ground truth as to whether a TF is bound directly; 
however, a TF binding in the vicinity of a known, corresponding motif is strong evidence of such 
an event, and we will be using motif existence either as ground truth for training or validation. 
Next, we will describe our work in a supervised learning framework, where we learn to predict 
whether a TF is bound to a motif by looking at ChIP-seq and DNase-seq signal alone. We will 
then describe work for a more general, unsupervised learning method that can be applied to 
transcription factors without motifs as well. 
 
5.3  Methods 
Data 
We downloaded all available signal data for TFs and histone marks for the K562 leukemia cell 
line from the ENCODE Consortium (ENCODE Consortium 2012) [Data available at 
http://ftp.ebi.ac.uk/pub/databases/ensembl/encode/supplementary/integration_data_jan2011/byD
ataType/signal/jan2011/bigwig/] and optimal TF peak calls generated by SPP (Landt et al. 2012) 
[Data available at 
http://ftp.ebi.ac.uk/pub/databases/ensembl/encode/supplementary/integration_data_jan2011/byD
ataType/peaks/jan2011/spp/optimal/]. Although we limited our predictive analyses to TFs only, 
we also learned from histone mark signal. We took all available bigwig files and generated signal 
tracks at a 100bp resolution by averaging the signal in non-overlapping 100bp windows across the 
genome. Finally, we downloaded ChromHMM annotations from a 25-state ChromHMM model 
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from the ENCODE integrative analysis (Ernst & Kellis 2012; Ernst & Kellis 2013; Hoffman et al. 
2013) and added them to our feature set.  
Finally, we downloaded motif calls for previously identified and validated motifs from the 
ENCODE Consortium (Kheradpour & Kellis 2014) [Data available at 
http://compbio.mit.edu/encode-motifs/matches.txt.gz] to use either as labels for training our 
supervised model or for validating our unsupervised model. Because there is no ground truth for 
where TFs directly bind, we used motif existence as a proxy for directly bound peaks. In other 
words, if a TF peak contained a motif for that TF, we considered it directly bound, otherwise, it 
we considered it either an indirect peak or non-binding event. 
 
Supervised model 
In our supervised model, we took all available TFs and found whether there was a known motif 
associated with it (Kheradpour & Kellis 2014) [Mappings available at 
http://compbio.mit.edu/encode-motifs/name-map.html]. We then generated our positive and 
negative samples by taking all called peaks for each TF and separating them into two groups: those 
that had the mapped motif within the peak (positive samples) and those that did not (negative 
samples). We generated features by taking the signal for each available TF and histone mark ChIP-
seq datasets and DNase-seq signal, and averaging the signal within the training TF’s peak region. 
We also took the ChromHMM annotation at the center of the TF peak and one-hot encoded it. 
 We tried two different types of models: a logistic regression model and a random forest 
model. For both types of models, we used Python’s Scikit-Learn library for optimization. We 
tested performance by taking all peaks and separating them into five non-overlapping sets for 
purposes of cross-validation. We trained on four folds and tested on the fifth, rotating the test set 
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to all five folds. We calculated the average AUROC for the test fold across all five models, which 
we used as a performance metric. 
 
Unsupervised model 
Because a significant number of available ChIP-seq targets assayed are not sequence-specific, we 
wanted to see if we could also model these targets without using motifs as a label. As we had no 
clear training target for this set of targets, we modified our strategy; we would first train all targets 
in an unsupervised learning framework, then use motif existence as validation for the targets that 
had motifs. 
We thought of signal at a position being generated by one of three different types: bound 
with a motif (highest and direct signal), bound without a motif (intermediate signal, likely 
corresponding to indirect signal), or unbound (lowest signal). We designated the ChIP-seq signal 
at each position and each track f as belonging to one of these three binding types: direct, indirect, 
or none, which we denoted as Bf. We modeled each signal track as being generated by a mixture 
model of three Gaussians with shared variance. In this model, the Gaussian mixture with the 
highest mean would correspond to direct signal, the one with the second highest mean to indirect 
signal, and the lowest mean to non-binding events (Figure 5.6.1). We enforced the Gaussians to 
have shared variance to ensure that there would be an unambiguous separation between the signals 
and only two boundaries in the posterior probability of assignment to each Gaussian. As a 
counterexample, if we did not enforce a shared variance, we could have a situation in which the 
Gaussian with intermediate mean, representing indirect binding, has a higher variance than the 
Gaussian with the highest mean, which represents direct binding. If the “direct” Gaussian had 
lower variance than the “indirect” Gaussian, there would be a point in the right tail of the “direct” 
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Gaussian that is more likely to be assigned to be “indirect” than “direct” Gaussian simply due to 
its higher variance. We denote the signal at a position i for target f as Xi,f and the binding type (low, 
medium, high) as Bf. Thus, 𝑃F𝑋",HI𝐵HK~𝑁 N𝜇PQ, 𝜎HST.  
We then fit the signals jointly to a probabilistic model to infer the most likely binding type 
for each track and for each locus. In this model, we exploited the fact that there exist clusters of 
targets (e.g., activators, repressors, pioneer TFs) that are more likely to be bound together. For 
example, the Pol2 complex requires multiple subunits to assemble, and often co-binds with other 
TFs (Roeder 1996; Orphanides et al. 1996). To leverage this information across multiple tracks 
simultaneously, we considered each position as belonging to a “cluster”. A cluster Ck is defined as 
a set of probabilities of low, medium, and high binding for each target. For example, one cluster 
can have 0.1, 0.7, and 0.2 probabilities of target A being in the low, medium, and high states, 0.3, 
0.5, and 0.2 for target B, etc. These clusters also have a learned prior probability P(Ck). The full 
model is shown in (Fig 5.6.2). 
 
Parameter Initialization 
We initialize the parameters for the Gaussians by optimizing a Gaussian mixture model with 
shared variance for each TF separately before further tuning with clusters in the full model. We 
then initialize 𝑃F𝐵HI𝐶VK for each cluster Ck as follows: for each TF f, randomly and uniformly 
choose the binding type Bf as low, medium or high. For this TF and the cluster Ck, we set 𝑃F𝐵HI𝐶VK = 0.8  and the remaining binding types to 0.1. Finally, we initialize the prior 
probabilities Ck using simplex initialization as in (Methods 3.3). 
 
Optimization 
 119 
The full likelihood function for this probabilistic graphical model is defined as 
𝐿(𝜃|𝑋) = \]𝑃(𝐶V)\] 𝑃F𝐵HI𝐶VK𝑃F𝑋",HI𝐵HK,PQ∈_,`,a`Hb*cVb*d"b*  
where i is the index for N observations, k is the index for K clusters, and f is the index of M factors. 
We implemented this model in Python using the Numpy library. We optimized the parameters 
using the Expectation-Maximization (EM) algorithm until convergence, which we defined as an 
increase in the log likelihood of less than 0.0001. After training, we took for each TF peak the 
posterior probability of how likely it is to be generated by the highest mean Gaussian 𝑃F𝐵H = ℎ𝑖𝑔ℎ	I𝑋, 𝜃) and use it the probability of being directly bound. 
 
5.4 Results 
5.4.1 Supervised model strongly predicts motif-bound TFs 
We first wanted to ascertain how well our supervised framework can predict motif existence as 
compared to of a baseline model of using only signal strength for the TF in question. We tested 
performance by using five-fold cross-validation and found that for most TFs, both logistic 
regression and a random forest model strongly outperformed simply using the signal strength of 
the TF (Figure 5.6.3), although for a few TFs, the performance increase was much lower. For the 
TF E2F, the AUROC increased from 0.74 using the signal alone to 0.76 in the supervised model. 
This implies that for certain TFs, using additional marks was not particularly helpful in predicting 
motif existence. The AUROCs for the supervised model ranged from 0.54 to 0.86, with an average 
increase of 0.21 over using only signal for the tested TF. Of the 71 TFs assayed, 14 TFs had 
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AUROCs between 0.5 and 0.6, 31 were between 0.6 and 0.7, 18 were between 0.7 and 0.8, and 8 
were above 0.8 (Figure 5.6.4). 
  We applied our model to the problem of motif ranking. Briefly, a given motif for a TF has 
many matches throughout the genome. These matches are determined by scoring positions along 
a genome, choosing a threshold, and calling all regions with a score exceeding the threshold a 
motif instance (Das & Dai 2007). However, some regions can score highly but not be functional 
instances of the motif. Conversely, there can be some functional motif instances that do not reach 
the score threshold.  
To get a sense as to whether our approach could address this issue, we took peaks in the 
held-out dataset and ranked them in two ways: first, by using our supervised model, and secondly, 
by using the signal strength. We then counted the number of motif-mediated peaks in the top half 
of the reordered list for both methods. We found that the supervised model outperformed using the 
signal strength for every TF we looked at (Figure 5.6.5). This shows that a supervised framework 
can be useful in reprioritizing motifs. 
5.4.2 Transfer learning performs well only for closely-related TFs 
Because we wanted a framework that could be applied to a new TF, potentially without a known 
motif, we decided to see whether we could predict whether a TF peak was bound to a motif by 
training on other TFs. As we did not yet make any explicit assumptions about similarity of TFs, 
we formulated this problem as an ensemble learning problem using majority voting. We trained a 
random forest model for each TF separately, resulting in a total of F models. Then, for each TF, 
we generated a score by applying all models that were trained on different TFs. We found that the 
performance was quite poor, with AUROCs between 0.47 and 0.56, with a mean of 0.53. This 
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shows that prediction of motif existence is highly TF-specific, and a general framework based on 
commonality in patterns would not be expected to do well. 
 We then tried to determine whether a model trained on one TF could successfully predict 
whether peaks for another TF contained motifs. To test how well a model trained on TF A 
performed on TF B, we first removed TF B from the feature set. We then trained a model on all 
remaining features using TF A labels. Finally, to test performance on TF B, we input the 
corresponding features into our model, replacing the signal for TF A with signal for TF B. We 
found that overall, this transfer learning performed poorly, and most AUROCs were between 0.5 
and 0.6 (Figure 5.6.6). However, replicates of the same TF saw much higher performance, 
comparable to the AUROC on a model of the TF itself. Together, this suggests that a transfer 
learning framework does not seem to perform well for targets that are not replicates or closely 
related. 
5.4.3 Unsupervised model does not significantly improve prediction 
Having established that a supervised learning framework is effective in discriminating between 
motif-mediated and non-motif-mediated TF binding events, we next aimed to determine whether 
we could extend our model to an unsupervised learning framework. Unsurprisingly, we found that 
signal for a TF tended to be higher in regions with a matching motif. Further, this association 
remained when conditioning on regions with a signal peak. In other words, even when only looking 
at peak regions for a given TF, signal still tended to be higher in regions with motifs than regions 
without them. Additionally, because many TFs and other targets can bind together at a single 
genomic locus, they can be modeled as clusters of bound factors (Guo & Gifford 2017). We 
reasoned that we could use this to our advantage, motivating the use of an unsupervised learning 
framework.  
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 We first took all positions that overlapped at least one peak for a set of TFs in question. 
The motivation behind this formulation was to ignore regions that did not have strong evidence of 
containing any motifs in the first place. We then generated features by taking these positions and 
binning them into 100bp bins and calculating the average signal for all available tracks. We then 
trained and tested our unsupervised learning framework as outlined in (Methods 5.3) using 20 
clusters, although the number of clusters did not substantially affect results. For each assayed 
position for each TF, we generated a score that was equal to the probability of the TF being in the 
highest Gaussian mixture given the full model, data, and parameterization. We then used motif 
existence as a label for the TF being directly bound and calculated performance. 
 We compared our unsupervised model score to a baseline approach of directly using the 
signal for each TF. We found that overall, the marginal increase in AUROC was very low (Figure 
5.6.7). Although several the unsupervised model slightly outperformed simply using the signal 
intensity for several TFs, none of the increases were close to the performance of the supervised 
model.  
We tried separating the peaks for a given TF into two disjoint sets: those that overlapped a 
DNase I hypersensitive (DHS) site, defined by existence of a DNase I peak, and those that did not, 
and training a separate model for each set. However, this still did not boost performance 
significantly over the signal of the TF. Together with the results from the supervised learning 
framework, this suggests that the primary source of difficulty in predicting whether a TF peak 
contains a motif is not whether the signal belongs to the “high Gaussian” mixture, but rather the 
specific combination of TFs, histone marks, and DNase signal that accompany peaks with a motif. 
5.4.4 Separating regions by DHSs reveals different types of binding patterns 
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Because the unsupervised learning framework did not significantly outperform simply using the 
ChIP-seq signal for the given TF, we wanted to see if the TFs were binding in different types of 
regions. Certain TFs prefer to bind in open chromatin regions, while others in closed chromatin 
(Soufi et al. 2015; Zaret & Carroll 2011). We therefore looked at TF peaks in relation to DHSs. 
DHSs, which cover approximately 1% of the genome, are regions of particularly accessible 
chromatin, meaning that the nucleosomes tend to be spread further apart, allowing for overall more 
binding of TFs and more signal in sequencing experiments. Conversely, non-DHSs, which cover 
the remaining 99% of the genome, tend to have less accessible, more compacted chromatin, which 
generally leads to fewer bound TFs and lower signal.  
 For each TF, we looked at signal across the genome in 200bp bins. For each 200bp bin, we 
calculated the average signal for the TF, the average signal for DNase, and we determined whether 
or not the region had a matching motif for the TF. We then took the log2 transform of the ChIP-
seq and DNase-seq data and binned it by 0.1. Finally, for each bin, we calculated the probability 
of positions with ChIP-seq and DNase-seq signal in that bin to contain a motif. We found that 
although higher TF ChIP-seq signal always led to a higher probability of a position containing a 
motif, the optimal amount of DNase-seq signal varied. For example, for EGR1, we were most 
likely to find motifs in regions with high EGR1 ChIP-seq signal, but low DNase-seq signal 
(approximate -log10(p-value) signal=2), suggesting that EGR1 is more likely to bind directly in 
closed chromatin than open chromatin regions conditioned on an EGR1 peak in either (Figure 
5.6.8). CTCF, on the other hand, was more likely to bind directly with high CTCF ChIP-seq signal 
but higher DNase-seq signal, i.e., open chromatin (approximate -log10(p-value) signal=3.5) 
(Figure 5.6.9).  
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These results show that TFs bind in different chromatin contexts and should be considered 
separately. Importantly, this means that a universal model that can be applied to an arbitrary TF to 
predict motif-mediated binding is unlikely; any such universal model would need to be expressive 
enough to determine which chromatin context a given target prefers to bind in. However, it may 
still be possible to implement either a different unsupervised model or a transfer learning 
methodology in which predictions for a TF are made based on training on another TF. 
 
5.5 Discussion 
Prediction of motif-based binding is the first step in a larger goal of decomposing TF ChIP-seq 
signal into two components: the component that corresponds to the TF directly binding to DNA 
and the component caused by indirect signal. This indirect signal can arise from co-binding of the 
TF, chromatin interactions, bias due to accessibility or sequencing, etc. We have shown that using 
our supervised learning framework, we can predict motif-bound peaks when training on motif 
existence by leveraging multiple TFs, histone marks, and DNase-seq. This methodology shows 
promise – using multiple types of data greatly outperforms using only the ChIP-seq signal for the 
TF itself. Besides being used to de-bias data, this method can be used to reprioritize motifs to 
generate a higher confidence set of functional motifs.  
 The unsupervised mixture model, on the other hand, did not outperform simply using the 
ChIP-seq signal for the TF in question. Although the assumption that higher signal is associated 
with motif-mediated binding is correct, it does not hold for all cases. The unsupervised learning 
framework was designed to work in a scenario where a significant amount of the signal is derived 
from noise, and thus, leveraging multiple marks to find common patterns could help de-noise data. 
However, our results show that we overestimated how much noise contributes to observed signal. 
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It is feasible that certain indirect binding events or other peaks not mediated by motifs can 
systematically lead to higher signal than direct, motif-bound peaks.  
 
Future work 
The major difficulty with a model that predicts direct binding events in general is that there is no 
ground truth to train on. For TFs with motifs, we can use a proxy of motifs, but this is not a 
guarantee that a peak at the motif is directly bound (although it is very likely); conversely, a peak 
at a position without a motif does not mean the TF is not directly bound. For TFs without motifs 
or other ChIP-seq targets, it is even more difficult to generate a label. One possibility is to use a 
method of “subtraction”. In this formulation, one could use a regression or other framework to 
learn how much of the signal at a single is explainable by other factors, such as in (Ramachandran 
et al. 2015), but generalized to include explanation by other TFs, not only GC content, mappability, 
DNase I, IgG and input DNA. This would require a more sophisticated method than our current 
framework, as it requires disentangling which factors bind to DNA, and which are co-factors. 
Another possible approach is to extend the transfer learning framework between factors 
that are more likely to be similar to each other. Calculating similarity can be approached in several 
ways: calculating signal or peak correlation between pairs of TFs across the genome, looking at 
similarities in chromatin state across multiple cell types, or finding similarity in protein structure 
or amino acid sequence. Once this is done, one could apply a k-nearest neighbors approach to 
classify which peaks are direct and which are indirect from the models trained on the k-nearest 
TFs.  
Finally, one could jointly train on all available TFs. This could be done by implementing 
a convolutional neural network (CNN) or similar structures such as a long short-term memory 
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neural network (LSTM), a type of recurrent neural network that does not make explicit 
assumptions about the distances between elements in a spatial dimension. There are several 
advantages to using CNNs and LSTMs. First, they can learn multiple labels simultaneously for a 
collection of TFs. This would boost power by allowing the network to leverage learned structures 
across peak regions for different TFs. If a particular TF has few examples of binding, overfitting 
become likely; however, if the network is at least partially optimized on other data, overfitting 
becomes less likely. Second, it would be more computationally efficient to train than multiple 
networks. Third, such a model can take additional summary data as features, such as the number 
and type of neighboring peaks, distance to the closest peak, distance to TSS, whether or not it is 
involved in a chromatin interaction, etc., to boost power. 
Arguably, the lack of ground truth is the greatest difficulty in validation. There are several 
approaches besides motif existence that could be used. For example, one could consider comparing 
predictions to allele-specific expression (ASE), except as applied to ChIP-seq data. The idea is that 
if a peak is predicted to be directly bound to the DNA at a heterozygous site (one with one reference 
allele and one alternate allele), then there should be a difference in the number of reads mapping 
to each allele. As the probability of direct binding increases, so should the difference in binding. 
Another avenue of validation is to compare probability of direct binding with conservation scores 
after stratifying on motif scores. For example, for regions with no motifs (lowest motif scores), 
peaks predicted to be directly bound should be higher conserved, while peaks predicted to be 
indirectly bound or noise should have lower levels of conservation. Also, if peaks arising from 
noise can be identified by looking at reproducibility of peaks in replicates.  
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5.6 Figures 
Figure 5.6.1 | Gaussian mixture model for signal 
Signal intensity is modeled with a Gaussian mixture model with three Gaussians with shared 
variance. The Gaussian mixture with the highest mean corresponds to direct signal, the one with 
the second highest mean to indirect signal, and the lowest mean to non-binding events.  
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P(Bf | C1) 
Cluster 1 Low Medium High 
TF A 0.15 0.35 0.50 
TF B 0.90 0.07 0.03 
TF C 0.35 0.40 0.35 
TF D 0.05 0.30 0.65 
 
Figure 5.6.2 | Schematic of cluster relationship to data 
We modeled the relationship between TFs with the use of clusters. Each cluster is defined as a 
probability distribution of low, medium, and high signal peaks for each TF. The table above is an 
example of what one such cluster could look like. This cluster can be characterized by a relatively 
high probability of seeing the “high” state for TF A, a high probability of seeing the “low” state 
for TF B, a relatively even probability of seeing low, medium or high states for TF C, and a high 
probability of TF D binding in the “high” state. In the diagram below, positions along the genome 
boxed in blue correspond to regions generated by this cluster.  
  C1          C2          …            Ck 
                                      … 
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Figure 5.6.3 | ROC curves for supervised learning model vs signal 
We tested how well our supervised learning framework could predict motif existence for all 
available TFs with motifs. Our model has much more power to predict motif existence than simply 
using signal strength for the TF. Above is a representative sampling of ROC curves for several 
TFs. Here, CTCF, SP1, and ETS see a marked improvement in predictive power by using a 
supervised model. However, E2F has only a very minor improvement. 
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Figure 5.6.4 | All ROC curves for supervised learning model 
Shown are ROC curves for all 71 available TFs in K562. Overall, our supervised learning 
framework did well in distinguishing between motif-bound peaks and non-motif-bound peaks.  
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Figure 5.6.5 | Counts of peaks containing motifs after ranking by model 
We sorted peaks in a held-out dataset by using the supervised model score and by using the signal 
of the TF directly. For all TFs, prioritizing peaks using the supervised model yielded more motif-
containing peaks in the top half of the sorted peaks than using the signal strength, suggesting the 
supervised learning framework can be useful for re-prioritizing borderline motifs.  
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Figure 5.6.6 | AUROCs for transfer learning between TFs 
Transfer learning overall performs poorly, with most AUROCs between 0.5 and 0.6. Several TFs, 
generally replicates, perform well in transfer learning, as evidenced by clusters of mutually high-
performing models. 
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Figure 5.6.7 | ROC curves for unsupervised learning model 
We tested how well our unsupervised learning framework could predict motif existence for all 
available TFs with motifs. Overall, our model provides negligible increase in performance for most 
TFs. For example, for E2F and EGR1 (top two plots), AUROC increases by less than 0.01. SP1, 
however, performs slightly better with and AUROC increase of approximately 0.04 in closed 
chromatin and 0.025 in open chromatin. Surprisingly, ETS performs worse with our unsupervised 
framework than simply using the signal. 
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Figure 5.6.8 | Distribution of motif-bound and non-motif-bound EGR1 regions 
For each TF, we looked across all peaks of the TF and found the ChIP-seq signal for that TF (x-
axis) as well as the DNase-seq signal (y-axis). We then binned the log2(signal) by every 0.1 for 
both ChIP-seq and DNase-seq signal and calculated the frequency plus a pseudocount of 1 of 
observing motif-bound and non-motif-bound peaks and log transformed it (top two plots). Finally, 
for each bin, we divided the number of motif-bound peaks by the total number of peaks for that 
bin. We found that EGR1 is most likely to be motif-bound in regions where the EGR1 ChIP-seq 
signal was high, but DNase signal was low, as evidenced by the higher probabilities in the lower 
right corner of the plot. This means that given an EGR1 peak in a closed chromatin region, the 
probability of observing an EGR1 motif is higher than if observing it in an open chromatin region. 
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Figure 5.6.9 | Distribution of motif-bound and non-motif-bound CTCF regions 
We followed the same procedure as in (Figure 5.6.8), but for CTCF We found that CTCF is most 
likely to be motif-bound in regions where the CTCF ChIP-seq signal was high and DNase signal 
was high, as evidenced by the higher probabilities on the right side of the plot. This suggests that 
given a CTCF peak in an open chromatin region, the probability of observing a CTCF motif is 
higher than if observing it in an closed chromatin region, in contrast to EGR1, which has the 
opposite pattern.  
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Chapter 6: Conclusions 
The vast amount of data created by the ENCODE Consortium, Roadmap Epigenomics Consortium, 
and others (Martens & Stunnenberg 2013; The GTEx Consortium 2013; The Fantom Consortium 
et al. 2014) has allowed for an unprecedented look into the mechanisms of cellular and 
transcriptional regulation. The uniformity and depth of data are an invaluable resource to better 
understand the basis of human disease. In particular, it becomes possible to look at the interplay 
between different genomic elements, such as chromatin interactions, chromatin accessibility, 
histone mark occupancy and transcription factor binding, using statistical and machine learning 
models.  
However, great care must be taken to not overinterpret results in more complex machine 
learning models. Overinterpretation due to opaque models has caused much contention in the field, 
for example whether enhancer-promoter interactions are predictable (Whalen et al. 2016; W Xi & 
Beer 2018). Overinterpretation also exists at the data level: although kilobase resolution Hi-C maps 
have been reported (Rao et al. 2014), they have not been shown to be useable at that resolution. 
Additionally, because so many features are strongly correlated (e.g., DNA sequence, TF binding, 
histone marks, chromatin accessibility, mappability, k-mer frequency, etc.), it becomes very 
important to not draw too strong of a conclusion from complicated models. Because the possible 
space of hypotheses is so vast, it is difficult to show an association is causal without directly 
performing experiments in vivo. In our analyses, we have aimed to eliminate spurious associations 
by accounting for potential sources of biases and creating models that are as interpretable as 
possible. 
We showed that we can use high resolution, one-dimensional genomic data (ChIP-seq of 
histone marks and transcription factors and DNase-seq) to fine map coarse, two-dimensional Hi-
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C data. We suspect that c-SCNN can be not only useful for the designed application, but can be 
extended to either different types of data or modified to be applied to different problems altogether. 
In particular, the combination of training a model and using it to interpret the model predictions of 
data allows a deeper look into what the model is learning. Although feature attribution methods 
are a rapidly evolving technology in the field of machine learning, they prove to be quite useful 
and robust in contexts such as fine-mapping.  
We have shown that we can use a mixture model of HMMs (HMX) to create region-
specific annotations for protein coding genes. This data can be used either instead of or in addition 
to expression data. It could be applied to studies such as GWAS to select a gene set more likely to 
be relevant to a given cell type, then using LDSC (Finucane et al. 2018) to help to prioritize variants 
or cell types that are more likely to be causal for a disease. It could also be used for cell type 
deconvolution, which can be applicable to problems involving single-cell data (Macosko et al. 
2015; Klein et al. 2015). For example, cell-free DNA (cfDNA) has been proposed as a non-
invasive technology to screen for cancer (Kang et al. 2017; Salvi et al. 2016; Heitzer et al. 2015). 
Briefly speaking, cfDNA is released by apoptosing cells, and has non-random fragmentation 
patterns that inform the nucleosome positioning of the cell type of origin (Ulz et al. 2016). Because 
nucleosome positioning is informative of chromatin state (Snyder et al. 2016), cfDNA can thus 
inform the chromatin state of the cells it comes from. Finally, if we consider bulk cfDNA as arising 
from a mixture of cell-type specific chromatin states, we can infer the proportions of cell types 
most likely to compose the cfDNA. Any cell types that are “surprising”, e.g., a significant breast 
or colon cell-type fraction, this can be indicative of cancer. 
We have shown multiple suggestive patterns and correlations between combinatorial 
histone marks and exon inclusion levels. However, to develop a more general model, one would 
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need to control for gene length, length of introns, position along a transcript (exon number), local 
splicing patterns, etc. While these factors can be interesting in the context of splicing, gene 
structure can become a very difficult covariate to account for when studying the epigenetic 
determinants of splicing. We can modify HMX to model genes on a per-element basis such as 
exons and introns, facilitating comparison across different exons. Ideally, one would have deep 
data across multiple cell types, making comparing a single exon across multiple cell types possible. 
This would account for many covariates and provide greater certainty in results. 
Finally, we showed that we can predict TF peaks that contain motifs and re-prioritize 
borderline-scoring TF motifs using a supervised learning framework. Although an unsupervised 
framework is ideal for TFs without motifs or other ChIP-seq targets, finding a robust learning 
methodology where TFs bind to motifs is more difficult because TFs can bind in different contexts. 
For example, TFs can bind with different histone marks present or either in open or closed 
chromatin. Finally, validation of “direct” binding predictions, either for TFs or other ChIP-seq 
targets, is difficult in the general sense, particularly because binding to DNA need not be sequence 
driven. 
Although there are many difficulties in using machine learning in such complex data, great 
advances have been made in better understanding the functional genome. As the cost of producing 
data decreases and availability of deep data increases, so does the need for machine learning 
models that can learn from and help interpret this data.  
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