ABSTRACT Community detection plays a vital role in network analysis, simplification, and compression, which reveals the network structure by dividing a network into several internally dense modules. Among plenty of methods, those based on statistical inference are widely used because they are theoretically sound and consistent. However, in many of them, the number of communities needs to be provided in advance or computed in a time-consuming way and parameters are usually initialized randomly, resulting in unstable accuracy and low convergence rate. In this paper, we present a community detection method based on modified PageRank and stochastic block model, which is able to compute the number of communities by finding community centers and initialize community assignments according to the centers and distance. Experiments on both synthetic and real-world networks prove that our method can intuitively give the number of communities, steadily get results of high NMI and modularity and efficiently speed up the convergence of optimizing likelihood probability.
I. INTRODUCTION
With the development of science and technology, more and more diverse and complicated data is produced every day. Networks with nodes and edges are widely used to represent relational data, from social networks, scientific citation networks to transaction networks and traffic networks. Many networks of interest in the sciences are found to divide naturally into modules or communities, in which nodes have denser connections internally and sparser connections externally [1] . For example, in a user ego-network of Facebook [2] , different groups like family members, high school friends and colleagues form communities. In Amazon product copurchasing networks [3] , different product categories form communities. In collaboration network of scientists [4] , people working in various research areas form communities. As we can see, nodes in the same community usually have closer relations, share similar features or have analogical functions. Except considering directly about internal and external edges, we can also define communities in a probabilistic way [5] , which says nodes in the same community have a higher probability to form edges than nodes from different communities. Detecting communities not only helps in understanding networks structures but also in predicting links or features, simplifying and visualizing networks of big volume.
Detecting communities in networks is actually dividing the nodes into different classes, and methods differ by diverse tasks: detecting overlapping or non-overlapping communities, directed or undirected networks, weighted or unweighted and so on. According to the input, we can consider this problem as classification or clustering. If labels for a small subset of nodes are available, this problem can be framed as graph-based semi-supervised learning, where we are able to train the labeled data using neural network models and doing prediction on others [6] [7] . But in most cases, none of the labels is known and a lot of unsupervised methods have been proposed, including methods based on optimization, spectral methods, methods by dynamics and methods based on statistical inference. Among these methods, those based on statistical inference are widely used because of their sound theory and flexibility. These methods work by fitting a probabilistic model on current networks, generating the likelihood probability or posterior probability and then optimizing it. Different models can handle with different structures. Stochastic block model (SBM) [8] is the most well-known model, in which the probability of existing an edge between two nodes depends on which communities they belong to. Interestingly, a special case of SBM, known as planted partition model, is proved to be equivalent to modularity maximization [9] . However, as optimization problems, many of these approaches based on statistical inference may suffer from bad initialization. An incorrect number of communities or random initial parameters could lead to undesired results and long-time convergence.
In this paper, we focus on the most basic problem of detecting non-overlapping communities in undirected and unweighted networks. We provide a method based on modified PageRank and stochastic block model. At first, we use modified PageRank to find community centers, which can help to determine the number of communities. Next, we initialize the community assignments based on the centers and distance between nodes, which can speed up the convergence of maximizing likelihood probability and produce stable results. The experiments on both synthetic and real-world networks have shown the effectiveness of our work.
The rest of this paper is organized as follows. In Section II, we briefly review the related work about community detection methods. Section III describes the details of our method. Section IV shows the experimental results. In Section V, we present the conclusion of this paper and future work.
II. RELATED WORK
The community detection methods based on optimization always aim at finding the extremum of a quality function.
The most popular quality function is Modularity proposed by Newman and Girvan [10] , which measures the difference between the number of edges within communities and the expected number in random networks, and a high value indicates densely connected structures. However, optimizing modularity is an NP-hard problem, so heuristic methods finding approximate solution include fast greedy optimization [11] and Louvain method [12] . Spectral methods usually consist of two steps: constructing a network matrix and doing spectral decomposition. Methods include decomposing modularity matrix [1] and the one based on sparse linear coding [13] . Methods by dynamics get the interactions between nodes through running dynamical processes on the network. Like in methods Walktrap [14] and Infomap [15] , they are based on an intuition that random walkers on a network are easily get trapped into communities.
Methods based on statistical inference are appealing since they are theoretically sound and flexible, and the models can also be used as benchmarks to generate synthetic networks. This kind of methods usually need two steps: the first one is fitting a model into the current network and computing the likelihood probability or posterior probability with some parameters, and those parameters can be community assignments or others related to them; the second is maximizing the probability, usually by heuristic methods. In the stochastic block model [8] , if the number of communities is K , then we can get a K × K stochastic block matrix:
where every element ω rs represents the probability of linking a node in community r and a node in community s. Different values of ω can simulate different network structures. If the diagonal elements are higher than others, it will produce an assortative community structure, and disassortative otherwise. Other structures include core-periphery and random structure. A simplified version of stochastic block model is called planted partition model (PPM) [16] , which applies probability p in to construct edges between nodes if k i = k j and p out if k i = k j , where k i is the community that node i belongs to. Mcdaid and Hurley [17] proposed a stochastic block model-based method to detect overlapping communities. Since the simple SBM treats every node in one community the same and does not fit most of the realworld networks well, Karrer and Newman [18] developed it to degree-corrected, which takes advantage of the degree distributions of nodes and is more practical. And to combine with nodes metadata, the relations between metadata and communities could be added to the model [19] . To get hierarchical community structures, paper [20] describes a hierarchical stochastic block model (HSBM) which can produce multilevel subgraphs and conclude networks in tree structures. For large networks, van Laarhoven [21] proposed a method for local community detection based on approximations of the SBM and its degree-corrected variant. Except for SBM, other models have also been developed. Newman mixture model (NMM) [22] sets parameters to represent the linking probability between each community and each node. It can detect communities in which nodes have similar patterns of connection to others, but it can not tell which pattern it is. SPAEM [23] method (Simple Probabilistic Algorithm by Expectation-Maximization) is similar to NMM, which also builds the relations between communities and nodes. In SPAEM, the probability of creating an edge depends on the probability that two nodes belong to the same community. BigCLAM (Cluster Affiliation Model for Big Networks) [24] assigns nonnegative weights between nodes and communities, and each community connects nodes independently, so edge probability between any pair of nodes is increasing in the number of their shared communities. The three methods above can all detect overlapping communities, especially BigCLAM can detect densely overlapping structures. Taking node attributes into consideration, Jaewon et al. proposed CESNA (Communities from Edge Structure and Node Attributes) [25] , allowing for that nodes having more common attributes are more likely to be connected. Prokhorenkova and Tikhonov [26] also developed a new oneparametric model based on the intuition of LFR model [27] using a mixing parameter to preserve the degree sequence.
Methods based on statistical inference, though having many important applications, still face some problems. Firstly, many of them need users to give the number of communities or compute it in a time-consuming way. Some methods determine the number of communities by performing multiple runs and select the one with the highest score. In CESNA [25] , they use 10% of the network data as a holdout set while doing community detection on the other 90% data. Varying the number of communities, they choose the one with highest likelihood probability on the holdout set. Method SPAEM [23] uses a criterion based on minimum description length to identify the optimal number of communities, which need to detect communities several times with a varying number of communities too. While there are also some methods which can simultaneously automatically determine the number of communities and community structure. Peixoto et al. proposed a method based on Monte Carlo for the inference of stochastic block model [28] . This method at first treats every node as a distinct community, then allows merging blocks and moving individual node during optimization. So it can finally get the number of communities and detection results after iterations, but the results differ greatly every time on some networks. Another example is the method proposed by Psorakis et al. [29] , which applies a Bayesian non-negative matrix factorization model to extract overlapping modules from networks. After minimizing the negative log posterior probability, the number of nonzero columns or rows of the specific matrix represents the number of communities and the elements in matrix can tell the degree of participation of every individual node into every community. However, this method faces initialization problem which we are going to talk about in the following. Secondly, there are always some parameters needed to be initialized when generating the network and they are often done randomly. As every time different parameters are input, different results are output. Therefore, users usually need to repeat the experiment many times and choose the best result, which often takes a long time. In consensus clustering [30] , to get a stable result, they combine the information of different outputs by constructing a new network. The edge weights in the new network represent how many times the two nodes are assigned to the same community in the previous output. Then the new network will be input, and the process above is iterated until no more difference appears in the output. Additionally, improper initialization makes the convergence of probability slow.
It is worth noting that many methods, like those based on Modularity optimization and spectral methods, can infer the number of communities K themselves and do not depend on initial states. But even such methods could benefit from a preliminary knowledge of K [31] . There are many ways to determine the number of communities, like the ones based on statistical inference. Paper [32] also uses degree-corrected stochastic block model to fit the network and considers the number of the communities and community assignments as variables at the same time. Then it maximizes the posterior probability by Markov chain Monte Carlo importance sampling, runs the experiment several times and finally gets the value of K with the highest probability. Though one can next simply examine the subsets of sampled assignments and get the community structure, this method need to be run several times to get the final K , which is time-consuming. Other methods like graph matrices analysis also work. The number of communities can be estimated by counting the large eigenvector rotation angles of network adjacency matrices under random perturbations [33] . These kind of methods could find the value of K but are computationally expensive, and they can not help in initializing.
In this paper, we would like to solve the two problems above together, so we hope the result of computing the number of communities contributes to initializing the parameters of the probabilistic model. Therefore, we propose a community detection method based on modified PageRank and stochastic block model, which computes the number of communities by finding community centers and initializes the community assignments according to the centers and distance.
III. METHOD
Throughout the whole paper, we denote the network as G, number of communities K , number of nodes N and number of edges M .
The procedure of our method can be divided into four parts, as shown in Fig. 1 . Firstly, we determine the number of communities by finding community centers. Inspired by the clustering method proposed by Rodriguez and Laio [34] , we follow the intuition that the centers satisfy two conditions: they are important nodes and, at the same time, far away from other important nodes. In the paper, we use modified PageRank to define the importance of nodes. Secondly, according to the centers found above and the distance between every two nodes, we initialize the community assignments. Each non-center node is assigned to the community which contains its nearest center. Thirdly, we generate likelihood probability of the network based on degree-corrected stochastic block model [18] . Lastly, the likelihood probability will be VOLUME 6, 2018 maximized by Kernighan-Lin algorithm [35] and we finally get the detection results.
A. FINDING COMMUNITY CENTERS
In paper [34] , they think cluster centers are those points that have higher local density than their neighbors and are relatively far away from points with higher local density, and they count the number of points that is close enough to the point i as the density of i. But it is not easy to determine the threshold. Meanwhile, in networks, we consider more about the structures, not just the spatial distance. Therefore, we use PageRank [36] to value the importance of nodes, which can find the nodes having many connections with others or linking to influential nodes.
where (i) represents all the neighbors of node i, d j is the degree of node j, γ is a damping factor (we use the default value 0.85 in the paper). The damping factor prevents the value from being all absorbed by nodes with zero out-degree, which means in every step the PageRank value of a node can be transferred to all nodes on average in a probability of (1 − γ ). We initially set the PageRank value of every node as 1 N and iteratively compute the formula above until all values reach to stable states.
However, in some networks, whose nodes all have the same degrees, the PageRank values of all nodes are almost the same. To differ those nodes, we add a modification to their PageRank values. When the original PageRank cannot tell the difference between nodes, we consider the distance between them since the closer a node is to others, the more likely it is a central node. Therefore, the final PageRank of each node is:
where α = 1 if the standard deviation of original PageRank is smaller than a threshold (we set 1e −5 in the paper), and 0 otherwise, dis ij is the distance between node i and j. Next, to make sure community centers are far away from each other, we compute the minimum distance for every node. The minimum distance of node i is computed as:
For the node with highest PageRank, k = max( i ), i = k. As the community centers should have both high PageRank and high minimum distance, we can build a twodimensional decision graph according to the two quantities. The decision graph uses modified PageRank as the horizontal axis, minimum distance as the vertical axis and the desired centers should be at the upper right area of the decision graph. After getting the community centers, the number of communities is exactly the number of centers.
In this way, we can interactively choose the community centers and determine the number of communities.
Meanwhile, through the decision graph, we could intuitively evaluate how much confidence we hold for the centers because the nearer a node stands to the upper right corner the more representative center it may be. Furthermore, if the centers are far away from others in the decision graph, it means the network has obvious community structures and the communities are easy to be detected.
B. INITIALIZING COMMUNITY ASSIGNMENTS
In many methods based on statistical inference, we need to initialize the parameters, like the probability that a community picks a node or the group that every node initially stays. These are usually done randomly. Sequentially, the results of maximizing likelihood probability may be different every time, and it may take a long time to converge. Therefore, providing a proper initialization is important and meaningful.
Here, we focus on the non-overlapping community detection problem, so we need to figure out initial community assignments. We hope that, in every initial community, the nodes are similar, which means the nodes have a high probability of belonging to the same group. In this case, the gap between the initial state and the final stable state will be shortened and thus the converge time could be reduced. Since we already get the community centers, marked as c 1 , c 2 , · · · , c K , we can use them as bases and assess the degree of similarity between them and others. Therefore, after finding the community centers, we can initialize the parameters based on the centers and distance between nodes. We consider every center belongs to a distinct community, and the probability that two nodes belong to the same community is inversely proportional to their distance. So the community of node i will be the same as its nearest center node:
where dis ic k is the distance between node i and community center c k .
There are a lot of methods to compute the distance between nodes, like graph-theoretic distance and distance based on random walk. In this paper, we use a method by propagating signals [37] . We let every node hold a unit of signal respectively, and then the signals can be propagated through the edges. In each time step, every node sends all its signals to neighbors and keeps one copy to itself. After τ steps, we can get an effect matrix:
where A is the adjacency matrix with elements A ij = 1 if node i is connected to node j and 0 otherwise, I is an identity matrix of size N × N . In the experiments, we set τ = 3, which is sufficient for the signals to spread. The row i of S represents the effect that node i has on others after τ steps. Considering that nodes in the same community have similar effects on others, we can normalize matrix S and compute the distance between node i and j by the Euclidean distance between row i and j:
This way to compute distance is actually similar to that in Walktrap [14] , whereas the normalization is different. Other methods to compute distance also work [38] .
C. GENERATING LIKELIHOOD PROBABILITY
Probabilistic models can help in simulating networks, or in other word, generating artificial networks, which means we could create satisfactory networks given the specific model and parameters. But in a reverse way, when the network and the model are given, we could work out the the most likely parameters and those parameters can tell the network structure. To fit a model on the network, we apply the degreecorrected stochastic block model, which is typical, commonly employed and easily extends to attributed, overlapping and other kinds of variants. In contrast to stochastic block model, the degree-corrected model performs better on both synthetic and real-world networks by taking node degrees into consideration. In this model, the probability of linking any two nodes is not only related to the communities they belong to but also the degrees of them, since nodes with larger degrees are more likely to connect with each other. If we use ω rs to represent the probability of linking a node in community r and a node in community s and let θ i be the normalized expected degree of node i, then the expected number of edges between i and j is θ i θ j ω k i k j . Assuming that the edges follow a Poisson distribution, then the graph G has probability:
The normalization of θ parameters is fixed by:
where δ k i ,r = 1 if k i = r and 0 otherwise, making sure the sum of θ in every community is 1. After simplification and ignoring constants, the logarithm of likelihood probability is
where m rs is the number of edges between community r and community s. According to maximum likelihood estimation and the constraints of θ, we can get the estimated values of θ i and ω rs :θ
where D k i is the sum of degrees of all nodes in community k i . Substituting the formula above into (10), the function we need to optimize finally is
This function reflects the logarithm probability of generating the network under current parameters, and a high value of it means we successfully simulate the generating process. In the function, the only parameters are community assignments, so the next step is to determine them by optimization.
D. OPTIMIZING LIKELIHOOD PROBABILITY
In Section III-B, we already get the initial community assignment of every node. Applying them into the function L(G|k), we can get a value of it. But this is not the end, since we need to make L(G|k) larger by adjusting the assignments. The larger value of L(G|k) we get, the more likely we find the proper parameters. So we try to find the highest value in the possible space. But enumerating all allocations is impossible for computational efficiency, therefore we adopt Kernighan-Lin algorithm, which is a local heuristic algorithm used in minimum-cut graph partitioning, to do the maximization. The process is shown in Algorithm 1. In every step of one iteration, we allow moving a node, which has not been moved in this iteration, from its original community to another and make sure the move will increase the function most or decrease it least if no increase is possible, until all nodes have been moved. In the process, we record the highest value of L(G|k) and its corresponding community assignments. Then a new iteration begins until no more increase of the function will happen. This algorithm is not greedy, because we do not allow a node to remain where it is in the iteration and the value of L(G|k) may decrease. We attempt to escape from local optimum by doing so.
IV. EXPERIMENT
To test the performance of our method, we apply frequently used metrics to evaluate community detection results, and compare them with other approaches both on synthetic and real-world networks.
A. METRICS AND DATASETS
In this paper, we use Normalized Mutual Information (NMI) [39] and Modularity [10] to measure the quality of community detection results. These two metrics are widely used, and Modularity can also work in networks without ground truth. NMI, whose range is between 0 and 1, is used to measure the similarity between detection results and ground truth based on information theory. Higher value it is, more similar the two partitions are, and value 1 means they are the same. new_L(G|k) = max_L(G|k); 4: for (n = 0; n ≤ N ; n + +) do 5: old_L(G|k) = new_L(G|k); 6: ξ = −∞; 7: for (x = n; x ≤ N ; x + +) do 8: for (r = 0; r ≤ K ; r + +) do 9: find a node x to move to community r, 10: r = k x , that makes 11: ξ = new_L(G|k) − old_L(G|k) largest; 12: end for 13: end for 14: if new_L(G|k) > max_L(G|k) then 15: update max_L(G|k) and k; 16: end if 17: end for 18: until the increase of max_L(G|k) < threshold where C andĆ represent the detection results and ground truth respectively,Ḱ represents the number of ground truth communities, NĆ j is the number of nodes in community j of ground truth, N ij is the number of same nodes in community i of C and community j ofĆ.
Modularity is used to measure the strength of community structure, whose value lies in the range [−1, 1].
where δ(k i , k j ) = 1 if k i = k j and 0 otherwise,
2M represents the probability of creating an edge between node i and j in a randomized network. Only nodes in the same community will contribute to the function, and positive value of Q reveals difference from randomness. In practice, a value above 0.3 indicates significant community structures [11] .
To prove the effectiveness of our method, we do experiments on both synthetic and real-world networks. The details of data sets are as follows:
1) LFR BENCHMARKS
The LFR model is proposed by Lancichinetti et al. [27] , which accounts for the heterogeneity of both degree and community size. With parameters to control number of nodes (N ), average degree (d), maximum degree (d max ), mixing parameter (µ), minimum community size (c min ), maximum community size (c max ), minus exponent for the degree sequence (t 1 ) and minus exponent for the community size distribution (t 2 ), we create a 1000-node network (N = 1000, d = 20, d max = 50, µ = 0.5, c min = 10, c max = 50, t 1 = 2, t 2 = 1) with 46 communities, denoted as network1000, and six 500-node , which has 4 communities and 32 nodes in each, and the degree of every node is 16, denoted as GN128. After creating the networks, we also get the community label of every node.
2) REAL-WORLD NETWORKS
We use some real-world networks with labeled communities to test our method. They are ''karate club'' network of Zachary [40] , American football games network [4] , book network about US politics [41] , political blog network [42] and Facebook network [2] . Their communities represent different social groups, conferences, categories, political leaning and friend groups respectively. The details of the networks can be found in Table 1 . Facebook0 and Facebook1684 are ego-networks in Facebook. We consider all the networks as undirected, and we delete disconnected nodes. For Polblogs, only a single edge is saved from multiple directed edges, and its three self-edges are deleted.
We compare our method with degree-corrected stochastic block model method (DCSBM) [18] , Monte Carlo based method [28] , Infomap [15] and method by label propagation [43] . Since in DCSBM the number of communities needs to be provided in advance, we directly use the ground truth number as input. Other methods can compute the number of communities themselves. The Monte Carlo method also uses the degree-corrected model, and it can compute the number of communities by merging iteratively. Infomap is a method based on random walk which aims to describe the trajectories of the walker in a certain code as short as possible. We set the trials as 10 in Infomap. In method by label propagation, they assign each node to the community where most of its neighbors stay and break ties randomly.
B. EXPERIMENTAL RESULTS AND ANALYSIS
In Fig. 2, we give the original PageRank, modified PageRank, minimum distance and decision graph of network GN128. As the degree of every node is the same, the original PageRank of nodes in GN128 cannot tell any difference. The standard deviation of the original PageRank is zero, so the modification factor is added. After that, the importance of every node becomes different. We build the decision graph by considering modified PageRank as the horizontal axis and minimum distance as the vertical axis, and the four nodes at the top right corner of decision graph are the community centers that satisfy our requirements. Therefore, we determine the number of communities is also four, which turns out to be exactly the same as the true number. The centers we find are displayed in Fig. 3 , shaped by triangles. Each center, which has many neighbors and is far away from the other three, is exactly in a distinct community. So we consider the four centers as representatives in GN128. Then we can initialize community assignments according to the centers.
As the detection results of DCSBM, Monte Carlo based method and label propagation method vary a lot every time, we run the experiment 20 times for each method on each network. The comparison of results on GN128 are shown in Fig. 4 , and the red line represents our method which is always stable and gets the highest value of NMI and Modularity. The community centers and results of network1000 are in Fig. 5 and Fig. 6 . According to the decision graph, we get 46 communities correctly. Now we list the results of computing the number of communities for all benchmarks in Table 2 , and the results of Monte Carlo and label propagation method are average over 20 runs. For those benchmarks, our method is able to find the true or close number of communities by decision graph intuitively. Since the community structure of GN128 is very obvious, all methods can get the right number. But for a more complicated network, like network1000, the abilities of Monte Carlo and label propagation method are weakened, as they sometimes cannot get the exact right number. In networks0.1-network0.6, as the mixing parameter µ gets bigger, the community structure of network becomes more ambiguous. Correspondingly, it is more difficult to find the right communities. Thus, label propagation method performs worse. Especially, when µ ≥ 0.5, label propagation method VOLUME 6, 2018 can not tell the differences between internal nodes and external nodes and then puts all nodes in one community, failing in obtaining the right structures. Similarly, Infomap fails on the last two networks, and Monte Carlo method fails on network0.6.
The results of NMI and Modularity on networks0.1-network0.6 can be found in Fig. 7 . Here, our method (the red line) gets the maximum value on both NMI and Modularity except on network0.5. Although all methods get lower values as µ gets bigger, the speed of our method is the minimum. From Fig. 7 , we can see that the gap between DCSBM, label propagation method and our method gets wider as µ gets bigger. When µ ≥ 0.5, label propagation method and Infomap both get zero on NMI and Modularity, because they put all nodes into one community.
It is worth noting that our method is also able to deal with networks with multi-edges, and we just need to define A ij as the number of edges between node i and node j. To illuminate this, we double all the edges in network0.1-network0.6, which means in every network if there is an edge between node i and node j, now there are two (A ij = 2). These measures have no effect on the ground truth communities, because we have not change the relative relations between nodes. Now, we test all the methods on such networks, and the results are shown in Fig. 8 . Based on the principle of label propagation method, the measures of doubling edges do not affect this method. Also, our method and DCSBM can both handle multi-edges. Therefore, performances of these three methods are similar to before. However, the abilities of Monte Carlo method and Infomap are limited, and they get much worse results than before. These two methods, especially Infomap, tend to divide networks into too many small communities. For instance, in network0.1 with multiedges, Infomap gets 238 communities.
Except for benchmark networks, we also do experiments on real-world networks. Fig. 9 gives the modified PageRank and decision graphs of network Football in our method and in paper [38] . Paper [38] also uses PageRank to value the importance of nodes and they add modification factor when the number of nodes is less than 1000. But sometimes the difference is noticeable enough even in small networks, so we only add modification factor when the standard deviation of PageRank is below a threshold. For network Football with 115 nodes, because the standard deviation of original PageRank is large enough, we do not add the modification factor in our method but paper [38] does. In paper [38] , they finally get 10 community centers, whereas we get 12 which is the same as ground truth. The centers we find are shown in Fig. 10 and each one represents a community well. The NMI and Modularity of Football communities via different methods are displayed in Fig. 11 . In this network, Infomap performs best both on NMI and Modularity. Our method does not give the highest Modularity but a high and stable NMI.
The results of computing the number of communities for all real-world networks are in Table 3 , in which the results of Monte Carlo and label propagation method are average over 20 runs, and evaluations on NMI and Modularity are in Fig. 12 . On network Karate, Football and Polblogs, our method gets the same number of communities as ground truth. And on other three networks, whose structures are not that clear, our results are close to the ground truth. However, the other three methods perform unstably. Infomap always gets the highest value on Modularity, but it does not mean the method can always get high precision. Like in Polblogs, which has multi-edges, Infomap still gets the highest Modularity, but it finds 44 communities, which is so different from the true structure. Unlike Infomap, our method produces competitive results on both NMI and Modularity. DCSBM and Monte Carlo method sometimes give good results but sometimes bad, acting really unsteadily. Except on network Karate, our method and label propagation method have similar performances on real-world networks.
To compare the convergence speed between DCSBM and our method, we count the number of iterations in every experiment. Because the process of DCSBM method is different every time, we compute the average number of iterations in 20 runs. The results are in Table 4 , which shows our method takes fewer iterations. In every iteration, the time complexity is the same, so fewer iterations indicates less time. Besides, our method gives a fixed result for every network. Once the community centers are selected, the next steps are all determinate. Therefore, we only need to do the experiment once in each network, which saves much time.
Through the results on LFR benchmarks and real-world networks, we can see that the performances of DCSBM depends a lot on the initialization. Random initial community assignments will cause the detection results to be unstable, which means the experiments need to be done many times to get a good output. The random walk in Infomap also brings randomness, but setting the trials properly can alleviate this problem. However, in networks with multi-edges, Infomap divides them into too many small communities, sometimes assigning one single node in a community, which cannot reveal the actual structures. Monte Carlo method is also not good at handling networks with multi-edges and very small network like Karate. The method by label propagation works well on most of the networks but poorly on LFR benchmarks with high mixing parameters. That is because, in this method, the community of a node depends on its neighbors, and when it connects to plenty of external nodes, it fails to find its own community. In contrast, no matter on benchmarks or realworld networks, our method always gets good and stable results of high NMI and Modularity. More importantly, our method is able to find the number of communities by decision graph and speed up the convergence by initially assigning communities based on distance.
V. CONCLUSION
In this paper, we provide a community detection method based on modified PageRank and stochastic block model, which can produce stable and good results. In our method, we compute the number of communities by finding community centers, which are important nodes in the network and far away from other important ones, based on decision graph. And the number of centers can be determined interactively and intuitively. To reduce randomness, we initialize community assignments according to the centers and distance between nodes, which can provide a more stable and better initialization and thus speed up the convergence of optimizing likelihood probability. Experiments on both LFR benchmarks and real-world networks have proved the effectiveness of our method.
Finding community centers can help a lot in initialization. However, when network structure becomes ambiguous, like LFR benchmarks with high mixing parameter, finding important centers may not be easy. Besides, except structures, node attributes have also been significant when doing community detection in many networks. Taking attributes into consideration, the community centers should be different, and there will be more parameters in the models needed to be initialized. So how to value the importance of nodes in different kinds of networks more efficiently and how to improve community detection method based on statistical inference in networks with node attributes still need further study. 
