Technology selection is an important part of management of technology. Traditionally, technology selection models are based on cardinal data with less emphasis on ordinal data. However, with respect to technology selection complexity, emphasis has shifted to the simultaneous consideration of cardinal and ordinal data in technology selection process. The application of Data Envelopment Analysis (DEA) for technology selection problems is based on total flexibility of the weights. However, the problem of allowing total flexibility of the weights is that the values of the weights obtained by solving the unrestricted DEA program are often in contradiction to prior views or additional available information.
Introduction
Selecting the right technology is always a difficult task for decision makers. Technologies have varied strengths and weaknesses which require careful assessment by the purchasers. Technology selection models help decision maker choose between evolving technologies. The reason for a special focus on technology selection is due to the complexity of their evaluation which includes strategic and operational characteristics. Tools that consider a wide range of dimensions have been developed for evaluating these many characteristics, which include cost, quality, flexibility, time, etc.
One of the uses of Data Envelopment Analysis (DEA) is technology selection. In original DEA formulations the assessed Decision Making Units (DMUs) can freely choose the weights or values to be assigned to each input and output in a way that maximizes its efficiency, subject to this system of weights being feasible for all other DMUs. This freedom of choice shows the DMU in the best possible light, and is equivalent to assuming that no input or output is more important than any other. The free imputation of input-output values can be seen as an advantage, especially as far as the identification if inefficiency is concerned. If a DMU (technology) is free to choose its own value system and some other technology uses this same value system to show that the first technology is not efficient, then a stronger statement is being made. The advantages of full flexibility in identifying inefficiency can be seen as disadvantages in the identification of efficiency. An efficient technology may become so by assigning a zero weight to the inputs and/or outputs on which its performance is worst. This might not be acceptable by Decision Makers (DMs) as well as by the analyst, who after spending time in a careful selection of inputs and outputs sees some of them being completely neglected by technology. DMs may have in technology selection problems value judgments that can be formalized a priori, and therefore should be taken into account in technology selection. These value judgments can reflect known information about how the factors used by the technologies behave, and/or "accepted" beliefs or preferences on the relative worth of inputs, outputs or even technologies. For example, suppose we want to buy a dot-matrix printer and we may, given the price, make trade-offs amongst the speed, print quality, and input buffer (memory) which are some of the most important features that distinguish 24-pin dot-matrix printers. We may not consider the printer memory feature to be very vital, because dot-matrix printers only use memory as a buffer space to download fonts. Thus, more consideration is given to speed and print quality. Perhaps, the printer is simply used to print long program codes or data-base listings, so that speed outweighs print quality.
Therefore, in technology selection, incorporation of value judgment is very important and ignoring this aspect may lead to biased efficiency results. To avoid the problem of free (and often undesirable) specialization, input and output weights should be constrained in DEA.
Nevertheless, technology selection models are based on cardinal data with less emphasis on ordinal data. However, with respect to technology selection complexities, emphasis has shifted to the simultaneous consideration of cardinal and ordinal data in technology selection process.
On the other hand, discretionary models for evaluating the efficiency of technologies assume that all criteria are discretionary, i.e., controlled by the management of each technology supplier and varied at its discretion. Thus, failure of a technology to produce maximal output levels with minimal input consumption results in a decreased efficiency score. In any realistic situation, however, there may exist exogenously fixed or nondiscretionary criteria that are beyond the control of a management. For example, if the technology under analysis has limited number of suppliers (oligopolistic environment), then cost of technology will be a nondiscretionary factor, i.e., cost reduction will not be acceptable from the technology supplier ' s perspective. This paper depicts the technology selection process through an Imprecise Data Envelopment Analysis (IDEA) model, while allowing for the incorporation of nondiscretionary factors and weight restrictions.
The objective of this paper is to propose a new pair of Assurance Region-Nondiscretionary FactorsImprecise Data Envelopment Analysis (AR-NF-IDEA) models for selecting the best technologies in the presence of weight restrictions, nondiscretionary factors and imprecise data. This paper proceeds as follows. In Section 2, literature review is presented. Section 3 discusses the proposed method for technology selection. Numerical example and concluding remarks are discussed in Sections 4 and 5, respectively.
Literature review
Some mathematical programming approaches have been used for technology selection in the past. Rai et al. [1] addressed application of a fuzzy Goal Programming (GP) concept to model the problem of machine-tool selection and operation allocation with explicit considerations given to objectives of minimizing the total cost of machining operation, material handling and setup. A genetic algorithm based approach is adopted to optimize the fuzzy GP. Chan et al. [2] presented a fuzzy GP approach to model the machine tool selection and operation allocation problem of Flexible Manufacturing Systems (FMSs).
However, one of the GP problems arises from a specific technical requirement. After the DM specify the goals for each selected criterion, they must decide on a preemptive priority order of these goals, i.e., determining in which order the goals will be attained. Frequently such a priori input might not produce an acceptable solution and the priority structure may be altered to resolve the problem once more. In this fashion, it may be possible to generate a solution iteratively that finally satisfies the DM. Unfortunately, the number of potential priority reorderings may be very large. A technology selection problem with five factors has up to 120 priority reorderings. Going through such a laborious process would be costly and inefficient.
Jaganathan et al. [3] proposed an integrated fuzzy Analytic Hierarchy Process (AHP) based approach to facilitate the selection and evaluation of new manufacturing technologies in the presence of intangible attributes and uncertainty. However, AHP has two main weaknesses. First subjectivity of AHP is a weakness. Second AHP could not include interrelationship within the criteria in the model.
Because of the complexity of the decision making process involved in technology selection, all the aforementioned literature relied on some form of procedures that assigns weights to various performance measures. The primary problem associated with arbitrary weights is that they are subjective, and it is often a difficult task for the DM to accurately assign numbers to preferences. It is a daunting task for the DM to assess weighting information as the number of performance criteria increased. Therefore, a more robust mathematical technique that does not demand too much and too precise information, i.e., ordinal preferences instead of cardinal weights, from the DM can strengthen the technology evaluation process.
To this end, Khouja [4] proposed a decision model for technology selection problems using a two-phase procedure. In phase 1, DEA is used to identify technologies that provide the best combinations of vendor specifications on the performance parameters of the technology. In phase 2, a MADM model is used to select a technology from those identified in phase 1. Khouja [4] used MADM, to select a robot from the efficient robots. Baker and Talluri [5] proposed an alternate methodology for technology selection using DEA. They addressed some of the shortcomings in the methodology suggested by Khouja [4] and presented a more robust analysis based on cross-efficiencies in DEA. However, a factor which possibly reduces the usefulness of cross-efficiency is that the weights that maximize DMU simple efficiency may be not unique. The same result can be achieved via different solutions. Because the choice of the weights influences the cross-efficiency measurements for the other DMUs, its casualness may imply distorted judgments. Ramanathan [6] introduced the use of DEA for synthesizing the diverse characteristics of energy supply technologies into a single objective efficiency score. It has been found that, of the eight technologies considered, nuclear and solar photovoltaic technologies were rated to be the most relatively efficient. To select the best technologies in the existence of both cardinal and ordinal data, Farzipoor Saen [7] proposed an innovative approach, which is based on IDEA. Talluri et al. [8] proposed a framework, which is based on the combined application of DEA and nonparametric statistical procedures, for the selection of FMSs. The strengths of this methodology are that it incorporates variability measures in the performance of alternative systems, provides DM with effective alternative choices by identifying homogeneous groups of systems, and presents graphic aids for better interpretation of results. Seiford and Zhu [9] extended the context-dependent DEA by incorporating value judgment into the attractiveness and progress measures. The method was applied to measuring the attractiveness of 32 computer printers. They showed that the attractive measure helps (i) customers to select the best option, and (ii) printer manufacturers to identify the potential competitors. To select the best advanced manufacturing technologies, Karsak and Ahiska [10] introduced a multi-criteria decision methodology that can integrate multiple outputs such as various technical characteristics and qualitative factors with a single input such as cost. Their model is derived from the cross-efficiency analysis, which is one of the branches of DEA model. Sarkis and Talluri [11] introduced an application of DEA that considers both cardinal and ordinal data, for the evaluation of alternative FMS. The DEA models proposed integrate both qualitative and quantitative data. The initial DEA model is based on the works of Cook et al. [12] . To improve the Their model used AHP to restrict factor weights in DEA. However, they could not solve the difficulty with multiple optimum solutions. Braglia and Petroni [15] proposed the use of DEA for selection of industrial robots. Their methodology is based on a sequential dual use of DEA with restricted weights. To restrict the weights, they suggested a rule of thumb.
However, all the aforementioned references are based on complete discretionary of decision making criteria (factors) and do not consider technology selection in the presence of weight restrictions, imprecise data and nondiscretionary factors. Although [16] , and [17] proposed to employ DEA for selecting the best technologies in the existence of nondiscretionary factors, but they did not introduce a model which selects the technologies in the presence of weight restrictions, imprecise data and nondiscretionary factors. In other words, they did not consider weight restrictions and imprecise data. To the best of author ' s knowledge, there is not any reference that discusses technology selection in the presence of weight restrictions, imprecise data and nondiscretionary factors. The approach presented in this paper has some distinctive features.
• The proposed model considers cardinal and ordinal data for technology selection.
• The proposed model considers nondiscretionary factors for technology selection.
• The proposed model considers weight restrictions for technology selection.
• Technology selection is a straightforward process carried out by the proposed model.
• Imprecise data, weight restrictions, and nondiscretionary factors are considered simultaneously.
• The proposed model deals with imprecise data in a direct manner.
• The results of this paper are not only valuable to buyers, but to technology suppliers as well.
The buyer will be given the advice to avoid certain technologies as being inefficient for one or more reasons. The technology supplier will know if the competitor ' s presumptive technology is superior to its own and in that case what substantial improvements are required in order to turn its inefficient technology into an efficient one.
• An application of the methodology has been performed on a set of data retrieved from the information of 27 robots.
Proposed method for technology selection
DEA proposed by Charnes et al. [18] (CCR model) and developed by Banker et al. [19] (BCC model) is an approach for evaluating the efficiencies of DMUs. This evaluation is generally assumed to be based on a set of cardinal (quantitative) output and input factors. In many real world applications (especially technology selection problems), however, it is essential to take into account the existence of ordinal (qualitative) factors when rendering a decision on the performance of a DMU. Very often it is the case that for a factor such as vendor reputation, one can, at most, provide a ranking of the DMUs from best to worst relative to this attribute. The capability of providing a more precise, quantitative measure reflecting such a factor is generally beyond the realm of reality. In some situations, such factors can be legitimately quantified, but very often; such quantification may be superficially forced as a modeling convenience. In situations such as that described, the data for certain influence factors (inputs and outputs) might better be represented as rank positions in an ordinal, rather than numerical sense. Refer again to the vendor reputation example. In certain circumstances, the information available may permit one to provide a complete rank ordering of the DMUs on such a factor. Therefore, the data may be imprecise.
On the other hand, one serious drawback of DEA applications in technology selection has been the absence of DM judgment, allowing total freedom when allocating weights to input and output data of technology under analysis. This allows technologies to achieve artificially high efficiency scores by indulging in inappropriate input and output weights. The most widespread method for considering judgments in DEA models is, perhaps, the weight restrictions inclusion. Weight restrictions allow for the integration of managerial preferences in terms of relative importance levels of various inputs and outputs.
The idea of conditioning the DEA calculations to allow for the presence of additional information arose first in the context of bounds on factor weights in DEA ' s multiplier side problem. This led to the development of the cone-ratio (Charnes et al. [20] ) and Assurance Region (AR) models (Thompson et al. [21] ). Both methods constrain the domain of feasible solutions in the space of the virtual multipliers.
Weights restrictions may be applied directly to the DEA weights or to the product of these weights with the respective input or output level, referred to as virtual input or virtual output. Restrictions on virtual weights were proposed first by Wong and Beasley [22] . Sarrico and Dyson [23] suggest, in line with Thompson et al. [21] , the use of virtual assurance regions, concluding that they can overcome problems of infeasibility as well as interpretation of target and efficiency scores, whilst retaining the benefit of the natural representation of preference structures. In this paper, this concept is used to restrict the flexibility of the technologies (DMUs) in selecting the weights.
To the best of author ' s knowledge, the only papers that discuss IDEA in the presence of weight restrictions are the works of Cooper et al. [24] , Cooper et al. [25] , and Cooper et al. [26] . In these papers, the AR-IDEA model was developed to deal not only with imprecise data but also with weight restrictions.
However, their method makes the DEA model become very complicated because of great numbers of data transformations and variable alternations. Furthermore, in dealing with the bounded data, their model requires that bounded outputs and inputs at least have one exact (maximum) data. Recently, Wang et al.
[27] developed a new pair of interval DEA models for dealing with imprecise data such as interval data, ordinal preference information, fuzzy data and their mixture. Compared with the IDEA model developed by Cooper et al. [24] , Cooper et al. [25] , and Cooper et al. [26] , their interval DEA models are much easier to understand and more convenient to use. Also, compared with the interval DEA models developed by Despotis and Smirlis [28] , their interval DEA models utilize a fixed and unified production frontier as a benchmark to measure the efficiencies of all DMUs, which makes their models more rational and more reliable. Moreover, the means they treat ordinal preference information also seems more reasonable than the way Zhu [29] did. However, Wang et al. [27] did not consider weight restrictions and nondiscretionary factors.
In this section, a new pair of AR-NF-IDEA models is proposed that can overcome the shortcomings mentioned above, to consider nondiscretionary factors of the technologies (DMUs) while imprecise data and weight restrictions are present. The final efficiency score for each DMU will be characterized by an interval bounded by the best lower bound efficiency and the best upper bound efficiency of each DMU.
Suppose that there are n DMUs to be evaluated. Each DMU consumes m inputs to produce s outputs.
In particular, DMU j consumes amounts X j = { } . However, it must be pointed out that both the best and the worst production activities of DMU o are considered in (2), one in the constraint set and the other in objective function.
In order to judge whether a DMU is DEA efficient or not, the following definition is given. Restrictions on virtual inputs/virtual outputs assume the form in (4), where the proportion of the total virtual output of DMU j accounted for by output r is restricted to lie in the range [ This expression encapsulates the three different kinds of virtual weights restrictions, of the classification presented below.
Absolute virtual weights restrictions
Absolute virtual weights restrictions involve constraining the virtual of a single factor. This approach is equivalent to using proportional virtual weights restrictions applied to output virtuals in an output These restrictions are useful when the DM is able to specify particular bounds, or wants to assure that a certain factor attains a threshold value, for instance.
Virtual assurance regions of type I
Assurance regions of type I virtual restrictions, link virtual inputs or outputs to translate an ordering of preference. They are These restrictions are useful when the DM cannot assign particular bounds to the factors, but is able to decide that a factor is more important than another, twice as important, etc.
Virtual assurance regions of type II
Finally, assurance regions of type II virtual restrictions, link the input-output divide. They can be These restrictions are useful when there is a known relationship between an input and an output. For instance, it is known that to produce a certain output, one needs to have a certain level of a certain input.
The multipliers formulation, with the virtual weights restrictions applying to all DMUs, is as below (11) and (12) are omitted from the objective function. Hence these nondiscretionary inputs do not enter directly into the efficiency measures being optimized in (16) and (17) . They can, nevertheless, affect the efficiency evaluations by virtue of their presence in the constraints. For models (16) and (17), it is not relevant to minimize the proportional decrease in the entire input vector. Such minimization should be determined only with respect to the subvector that is composed of discretionary inputs.
In order to judge whether a DMU is DEA efficient or not, the following definition is given.
Definition 2.
A DMU, DMU o , is said to be DEA efficient if its best possible upper bound efficiency
otherwise, it is said to be DEA inefficient if .
Therefore, one unified model that deals with all aspects of the weights restrictions, imprecise data and nondiscretionary factors in a direct manner have been introduced0 F 1 .
Now, the method of transforming ordinal preference information into interval data is discussed, so that the pair of AR-NF-IDEA models presented in this paper can still work properly even in these situations.
Suppose some input and/or output data for DMUs are given in the form of ordinal preference information. Usually, there may exist three types of ordinal preference information: (1) strong ordinal preference information such as y rj >y rk or x ij >x ik , which can be further expressed as and has no effect on the efficiencies of DMUs. Therefore, it is possible to conduct a scale transformation to every ordinal input and output index so that its best ordinal datum is less than or equal to unity and then give an interval estimate for each ordinal datum. Now, consider the transformation of ordinal preference information about the output y rj (j=1,…, n) for example. The ordinal preference information about input and other output data can be converted in the same way.
For weak ordinal preference information , In the next section, a numerical example is presented.
Numerical example
In this section, the proposed methodology that may be applied to a wide range of technology selection problems is used for robot selection, and is illustrated through a previously reported industrial robot selection problem. Farzipoor Saen [7] applied DEA to identify the optimal robot. In particular, this example is used to show how ordinal data, bounded data, and weight restriction as well as nondiscretionary factors, can be combined into the one unified approach provided by AR-NF-IDEA. The robot selection problem addressed in Farzipoor Saen [7] involves the evaluation of relative efficiency of 27 robots with respect to attributes including "load capacity", and "velocity", which are considered in some sense as outputs, and "cost" and "vendor reputation", which are considered in some sense as inputs.
"Vendor reputation" is included as a qualitative input while "load capacity" will serve as the bounded data output. "Vendor reputation" is an intangible factor which is not usually explicitly included in evaluation model for technology. This qualitative variable is measured on an ordinal scale so that, for instance, technology 23 is given the highest rank, and technology 17, the lowest. Note that these measures are not exhaustive by any means, but frequently used in robot's performance evaluation. In an application of this methodology, DMs must carefully identify appropriate inputs and outputs to be used in the decision making process. Assume that "cost" is a cardinal input and because of limitation of number of suppliers of this kind of technology (oligopolistic environment), this factor is considered as nondiscretionary factor. 2, 17 ) Suppose the preference intensity parameter and the ratio parameter about the strong ordinal preference information are given (or estimated) as , 01 . 0 and 12 . 1 2 2 = = σ η respectively. Using the transformation technique described in previous section, an interval estimate for "vendor reputation" of each technology can be derived, which is shown in the Table 2 . Applying Models (16) and (17), the efficiency scores of robots (DMUs) and peer groups of robots have been presented in Table 3 . The positive non-Archimedean infinitesimal, ε has been set to 0.0001. Efficiency Interval Peer group less than 1 are considered to be inefficient. Therefore, DM can choose one or more of these efficient robots. Also, the last column of Table 3 provides peer groups for inefficient robots.
Note that, each DEA model seeks to determine which of the n DMUs define an envelopment surface that represents best practice, referred to as the empirical production function or the efficient frontier.
DMUs that lie on the surface are deemed efficient in DEA while those DMUs that do not, are termed inefficient. DEA provides a comprehensive analysis of relative efficiencies for multiple input-multiple output situations by evaluating each DMU and measuring its performance relative to an envelopment surface composed of other DMUs. Those DMUs are the peer group for the inefficient DMUs known as the efficient reference set. As the inefficient DMUs are projected onto the envelopment surface, the efficient DMUs closest to the projection and whose linear combination comprises this virtual DMU form the peer group for that particular DMU. The targets defined by the efficient projections give an indication of how this DMU can improve to be efficient. The peer groups serve as a benchmark to use in seeking improvements for inefficient robots. Inefficient robot suppliers can use these results from a marketing perspective.
Concluding remarks
DEA has previously been used for the selection of technologies. Such a linear programming technique seems to be able to support management in the critical and delicate task of selecting the most efficient technology among a set of competing multi-attribute technologies. This paper has introduced a new pair of AR-NF-IDEA models and employed it for technology selection. Also, this paper proposed a systematic analysis to provide peer groups for inefficient technology suppliers. The proposed methodology can be applied from both a buyer ' s and technology supplier ' s perspective. The buyer can use it as a tool in selecting the "best" technology. The technology supplier can use these results from a marketing perspective. A specific technology supplier who achieves a high mean score, when compared to the other technology suppliers, can use these results for promoting their technology. On the other hand, if a particular technology is poorly performing, then the technology supplier can use the analysis for benchmarking purposes. This result may mean that the technology supplier must provide better performance levels at the same cost. Ultimately, the ability of a technology supplier to scan the technological environment may lead to the establishing of sound action guidelines aimed at improving a technology supplier's long-term competitive position.
The problem considered in this study is at initial stage of investigation and much further researches can be done based on the results of this paper. Some of them are as follows: Similar research can be repeated for technology ranking in the presence of imprecise data, weight restrictions, and nondiscretionary factors.
In this study, the proposed model has been applied to a problem related to robot selection. However, the same models could be applied, with minor modifications, to other problems related to selection of flexible manufacturing systems, computer integrated manufacturing systems, computer numerical control systems and many other technology selection decision cases.
