Abstract-The trade-off between resource efficiency and Quality of Service (QoS) is always a vital issue for communication networks, and link overbooking is a common technique used to improve resource efficiency. How to properly overbook a link and analytically determine its overbooking factor under QoS constraints are still problems, especially when achieving advanced QoS by per-flow queueing, as urged by the emerging mobilized applications in the access networks. This paper first proposes an Opportunistic Link Overbooking (OLO) scheme for an edge gateway to improve its link efficiency, and then develops an integrated analytical framework for determining the suitable link overbooking factor with service guarantee on flow level. In our scheme, once the idle time of a high priority flow's quasi-dedicated link is larger than a specified threshold, the link is temporarily overbooked to a low priority flow; and then when the high priority flow's subsequent packets start arriving, the link can be recovered at the expense of a setup delay. To explore the balance between link efficiency and the flow's QoS in the proposed scheme, we develop the corresponding queueing model under either bounded packet delay (relevant to delaysensitive flow) or finite buffer size (relevant to loss-sensitive flow). Our queueing analysis reveals the inherent trade-offs among the link overbooking factor, packet loss rate and delay/jitter under different traffic patterns.
I. INTRODUCTION

R
Esource Efficiency and QoS are the vital issues in any communication network. There is always a tradeoff between the efficiency in the use of network resources and the strictness of service guarantee. The widely deployed service model, Differentiated Services (Diffserv) [1] , uses per-class queueing/management to reduce the complexity of QoS mechanism, while adopting link overbooking in the edge gateways to avoid resource wasting.
There is hardly any clear definition on overbooking [2] [3], although the network operators have been using it for a long time. Usually, overbooking is interpreted and implemented in the networks differently. A general understanding of overbooking is to have the sum of the allocated bandwidth of flows on a link exceed the link's physical bandwidth so as to achieve multiplexing gain. Overbooking also implies that the resources reserved to one flow can possibly carry traffic for another flow.
Proper overbooking may reduce resource wasting, but aggressive overbooking leads to QoS degradation. The concept of Effective Bandwidth (EB) [4] [5] can be used to perform link overbooking under Diffserv service model. However, the EB of a flow is link dependent, varying with link bit rate and buffer size, so it is still hard to precisely determine the appropriate degree of link overbooking under QoS constraints.
In the Diffserv architecture, QoS is supported at a class level rather than flow level, where the flows within a class share the link with same priority. It is notable that to overbook a link on per-class basis, the congestion will hit all the flows in a class, even those with high priority. Hence, services to the traffic flows are expected to be guaranteed on flow level, as is also urged by the emerging versatile applications with diverse traffic profiles and service requirements (e.g., some flows are very delay-sensitive, others are very loss-sensitive).
Recent research [6] [24] show that per-flow queueing/management has attractive capability to guarantee the QoS on flow level, where a flow can reserve its private resources (referred as its dedicated link). The link represents the interconnecting channel or (virtual) circuit, associated with some resources (buffers, bit rate, codecs capacity, etc.), between two locations for the purpose of transmitting or receiving data. In the edge (access) networks, the links are managed by the gateways [7] [8] , which are a kind of special router with some additional functions, such as the translations between different protocols, data formats and audio/video codecs. Setting up a link requires resource reservation and allocation, and also needs a certain amount of time.
The trade-off between a link's efficiency and its QoS capability is more severe when supporting per-flow QoS. The challenges lie in two folds. First, compared with the soft reservation of resources in Diffserv architecture, providing dedicated link to a flow is costly, although by this way, a high priority flow's service can be guaranteed. Recent progress on Dynamic Queue Sharing [6] makes per-flow link management feasible while maintaining robustness and scalability. Second, dedicated link reservation often results in low efficiency. The situation becomes more critical with the deployment of numerous emerging applications, e.g., network games and Web browsing/shopping, etc., which only produce traffic from time to time. Furthermore, in the increasingly mobilized networks, due to the limitation of battery technology, wireless 0090-6778/10$25.00 c ⃝ 2010 IEEE nodes have to prolong their lifetimes by adopting energysaving techniques, such as the sleep scheme [9] , energyaware traffic shaping/media transcoding [10] [11], and realtime packet compression [12] . Those techniques let a traffic source spend much of its time in silent state [6] [13] (i.e., no packets generated), which causes large inter-arrival times occur frequently in the flow, and thus introduces large and frequent idle periods into a dedicated link.
On the other hand, the legacy problem is that low priority flows often suffer bandwidth starvation when high priority traffic is intense [30] [31] . Therefore, overbooking mechanism must be carefully designed, especially the proper degree of link overbooking, when supporting per-flow QoS.
Various engineering approaches [2] [32] have been proposed for link overbooking in Diffserv architecture, where the EB and network calculus [32] are applied to determine the overbooking factor, i.e., to calculate the required bandwidth of flows and multiplex a certain amount of flows within a same class into one link. The EB, which is between the average and peak rate of the flows, describes the minimum bandwidth required to fulfill an expected service for a given amount of traffic. The network calculus is a worst-case analysis method, which can provide the upper bound of QoS.
Those overbooking approaches are customized for the Diffserv service model, and the fundamental concepts of EB and network calculus are not suitable for resource overbooking when adopting dedicated link reservation. Two problems still remain: 1) how to improve the efficiency of the dedicated link; 2) how to maintain the link's QoS capability; and few work has addressed the trade-off issues between them when developing per-flow QoS. Tremendous endeavors have focused on providing flow level service guarantee based on the Diffserv architecture (see, e.g., [14] [15] [16] [17] [18] [19] ), and much other work has put their emphasis on improving the efficiency and scalability by dynamic resource management (see, e.g., [6, [20] [21] [22] ). Besides, seldom work has aimed at developing an integrated analytical framework on flow level, which is critical for seeking the balance between link efficiency and QoS guarantee to determine the proper link overbooking factor, while considering the different requirements of delay-sensitive and loss-sensitive flows.
This paper proposes an Opportunistic Link Overbooking (OLO) scheme for edge gateways to improve the efficiency of a flow's dedicated link, while guaranteeing the flow's QoS at the same time. In our scheme, once the idle time of a high priority flow's dedicated link is larger than a specified threshold (called inactivity time), the link is temporarily overbooked to a low priority flow; and then when the high priority flow's subsequent packets start arriving, the link can be recovered at the expense of a setup delay. Because here we use the dedicated link in a slightly different way, we refer it as a quasi-dedicated link. Link setup delay is involved because of recovering the buffers, circuit or the channel (e.g., restoring the VPI/VCI values in the ATM/MPLS networks), which will degrade the service of high priority flow. The inactivity time directly determines link overbooking factor, can be used to control the trade-off between link efficiency and service quality degradation. To facilitate the setting of link overbooking factor, we develop a queueing model for our scheme, whose server is with delayed vacation and setup time.
Notice that the edge gateways carry both delay-sensitive and loss-sensitive flows [23] . The former refers to real-time applications, such as voice over IP or network games, which can tolerate moderate packet loss but demand delay/jitter guarantee from the network, where the packets violating the delay constraint will be dropped. The latter includes Web browsing/shopping, business transaction data etc., which require zero packet loss but are insensitive to delay, where packet loss is mainly due to buffer overflow. Different service requirements need different resource dimensioning methods. To satisfy the stern delay/jitter requirements, the average statistics (such as mean delay) are no longer suitable performance measures. We thus bound the waiting time of the admitted packets when handling the delay-sensitive flow. While for supporting the loss-sensitive flow, the finite buffer condition has been working well. Hence, we apply two packet admission policies: 1) bounded packet delay; 2) finite buffer size, separately on our scheme and conduct their corresponding queueing analysis, coming up with the packet loss rate, delay/jitter of the delaysensitive flow and the packet loss and mean delay of the losssensitive flow.
Main contributions of our work are summarized as follows: 1) We propose an opportunistic link overbooking scheme to improve the resource efficiency of the edge gateway supporting QoS on flow level. 2) We develop a vacation queueing model for the scheme and provide comprehensive queueing analysis, which can quantitatively evaluate the impact of overbooking on the flow's service quality, and thus find the proper link overbooking factor. 3) We provide two different resource dimensioning methods for delay-sensitive and loss-sensitive flows, and conduct the corresponding capacity analysis of a flow's dedicated link based on our queueing analysis. 4) Finally, we demonstrate the inherent trade-offs between overbooking factor and flow's QoS measures. The comparative studies between Poisson traffic and the more realistic traffic model (e.g., Markov-modulated rate process) show the effectiveness of our scheme. Our work also implies that, by dimensioning the transmission resources under bounded packet delay, the delay performance of a delay-sensitive flow can be guaranteed at the expense of moderate packet loss. The results of our work can be used to achieve a graceful efficiency-QoS tradeoff and thus an efficient resource management for edge gateways. It must be noted that, the OLO scheme is more effective on bursty or highly-correlated traffic. To shed lights on the nature of OLO scheme, we have applied the Poisson traffic model in our analysis, which can provide enough insights on the scheme performance while also presenting a feasible engineering approach to determining the proper overbooking factor with moderate computation complexity.
After introducing the link overbooking scheme and its queueing model in Section II, we will analyze the performance of our scheme under bounded delay and finite buffer conditions in Section III and IV, respectively. The tradeoff relationships among link overbooking factor and QoS measures are exhibited in Section V, and finally Section VI concludes the paper.
II. OPPORTUNISTIC LINK OVERBOOKING SCHEME AND ITS QUEUEING MODEL A. The OLO Overbooking Scheme
From the perspective of resource management, packet queues and links are essential components of gateways, where the incoming packets are buffered in the queue and cleared by the link. As depicted in Fig. 1 , the edge gateway we consider adopts per-flow queueing policy [6] , [24] . In the gateway, the input packet streams are classified into different packet flows by flow identification and an isolated queue is maintained for each flow. The flows can be divided into low priority flows and high priority flows. The former, such as FTP or Email flows, usually receives best effort service, having no stringent QoS requirement, but often suffering bandwidth starvation if high priority flows are heavy. The latter can be further classified as delay-sensitive flows and loss-sensitive flows, which demand service guarantee from the network and are the focus of this paper.
The link management module is responsible for managing the link of every packet flow according to the overbooking scheme depicted in Fig. 2 . Without loss of generality, in our discussion we just focus on one of the packet queues (referred as tagged queue hereafter). For a better understanding of our scheme, the tagged packet queue can be regarded as having a virtual server, which clears the flow's packets through its link and also controls the setting up or overbooking of this link.
Assume the packet arrival of the tagged flow is Poisson process with rate . The packet length , measured with the outgoing transmission time (i.e., service time) of the packet, follows a general distribution with mean¯(¯< ∞), cumulative distribution function (CDF) ( ) and the corresponding Laplace-Stieltjes transform (LST) is denoted by * ( ). The Poisson assumption on packet arrivals can be justified by the flow's random behavior of packet generating, which is caused by the new emerging features in the edge networks, such as random sleep scheme, energy-aware traffic shaping and media transcoding, etc. Note that the receipt of a packet at an edge gateway can be considered instantaneous, because the bandwidth of an incoming link to an ingress edge gateway is usually much higher than that of an outgoing link. The Poisson assumption also allows us to obtain closed-form formulas that can still give us enough insights on our scheme's performance. For a high priority flow, the queued packets are transmitted through its quasi-dedicated link in First-In-First-Out (FIFO) order. When the packet queue is emptied, the link becomes idle; once the idle time exceeds the inactivity time , the server opportunistically overbooks the link to transmit packets for a low priority flow. From the viewpoint of the high priority flow, the server seems to take vacation. And then, when the high priority flow's subsequent packets start arriving, it will take a setup time to recover this link and resume the service. The preemptive task of this link is to guarantee the high priority flow's service. Only when this link is idle, it is overbooked and allowed to temporarily carry a low priority flow's traffic to improve the efficiency, and we thus name it as quasi-dedicated link.
The setup time is involved, because the system has to do some operations to recover this link for the (high priority) tagged queue. For example, in the ATM/MPLS networks, recovering a link needs to restore a series of VPI/VCI configurations along the path and regain the original set of resources [37] . The duration of setup time depends on the features of the specific network, so we suppose is generally distributed with mean value¯(¯< ∞), probability density function (PDF) ( ) and LST * ( ). Because the server takes vacation only after the inactivity time runs out, we get a single server queue whose server is with delayed vacation and setup time.
B. An Equivalent Queueing Model
Under Poisson arrival, the inter-arrival times follow exponential distribution which has the memoryless property. Thus, the idle period is also exponentially distributed with mean = 1/ . Then, with probability − , > , i.e., the first packet in the next busy period encounters a setup time ; with probability 1 − − , it faces zero setup time. The setup time can be seen as a prolonged part of the first packet service time. So, we define the first-packet, whose length has mean value¯=¯+¯− , CDF ( ) and LST * ( ), where
Then the above vacation queue can be equivalently transformed to a queue with exceptional first packet in each busy period.
Define the offered load =¯and the equivalent load which incorporates the effect of setup time. For an infinite packet queue under OLO scheme, with probability = 1− , an arriving packet sees system empty and is a first-packet. We have =¯, here¯is the expected packet service time and¯=¯+
From (2) we can derive
The correctness of (3) can be verified by the fact that by settinḡ = 0 (no setup time introduced) or → ∞ (the OLO scheme not deployed) result in = . Given¯> 0, whenever < ∞, > , i.e., the OLO scheme will introduce excess load to the tagged packet queue and result in service degradation.
C. Opportunistic Link Overbooking Factor
Under the OLO scheme, the overbooked link time from every idle period is ( − ) + , where the operator ( ) + denotes ( , 0). The mean of the overbooked link time is then
Define the opportunistic overbooking factor as
Note that¯is the mean link idle period, and from the viewpoint of the high priority flow, the link will be idle with probability 1 − under OLO scheme. Thus, in this paper, overbooking means a high priority flow's link can temporarily carry traffic for a low priority flow when the link is idle, while the overbooking factor means the extra traffic load the link can carry for a low priority flow due to overbooking. The inactivity time can be used to seek the trade-off between the overbooked link time and the QoS degradation of the high priority flow. In the following sections, we will quantitatively analyze the QoS of both delay-sensitive and loss-sensitive flows under the OLO scheme.
III. DELAY-SENSITIVE FLOW
Delay-sensitive traffic, such as network games, Voice over IP, has stringent delay and jitter requirements. Thus, we impose the bounded packet delay policy on the packet queue of such traffic, which means only those packets finding their waiting time ≤ can be admitted into the tagged queue. We now analyze the packet delay/jitter and loss probability under OLO scheme based on the equivalent queueing model in Section II.B. The necessary definitions are listed as follows: For the packet queue with no delay constraint:
Expected packet service timeP robability of system empty Virtual waiting time (PDF,CDF) ( ), ( ) For the packet queue with bounded delay :
Expected packet service timeP robability of system empty Virtual waiting time (PDF,CDF) ( ), ( ) Actual waiting time (CDF) ( )
A. Packet Virtual Waiting Time Distribution
As we decide whether or not to admit an arrived packet according to its waiting time, we first must derive the packet waiting time distribution in the tagged queue under OLO scheme. Here, we use the level crossing method [25] to derive two packet virtual waiting time distributions in both the infinite packet queue (i.e., with no delay constraint) and the finite queue with bounded delay , ( ≥ 0). Then we analyze the packet delay and loss performance based on the proportional relationship between these two waiting time distributions.
The virtual waiting time (VWT) ( ) means the time that a packet would have to wait if it arrived at time . In other words, it is the duration needed by the link to clear all backlogged packets in our tagged queue at time .
The counterpart of virtual waiting time is the actual waiting time (AWT), which occurs often in the finite (blocking) systems, it means the waiting time an admitted packet faces upon arrival until its service is initiated.
1) Level Crossing
the stationary virtual waiting time process exists and has a unique distribution. Fig. 3 is a sample path of the virtual waiting time process, in which the vertical lines represent new arrivals, who may lead the sample path to upcrossing the level of VWT. On the other hand, the slope lines indicate the decreasing of VWT due to the services rendered by server, they may lead the sample path to downcrossing the level .
Let ( ) denotes the number of upcrossings of level during an arbitrary interval [0, ], then
More precisely, we have the following Lemma [25] : Lemma 1: In a stationary single server queue with Poisson arrivals and FIFO service policy, the rate of upcrossing a level of the VWT is equal to the rate of downcrossing the level . In addition, this rate is equal to the probability density function of the VWT at .
2) Proportional Relationship Between VWT Distributions of the Finite and Infinite Packet Queues:
The direct consequences of Lemma 1 are the following Lemma 2 and Lemma 3, proved in Appendix I and II, respectively. Lemma 2: Under OLO scheme, when < 1, for the packet queue with no delay constraint, the LST of packet virtual waiting time PDF ( ) is given by
where * ( ) and * ( ) are the LSTs of the first-packet ( ) and normal packets ( ), respectively.
Noting that Only if < 1, the packet queue with no delay constraint can be stable and approach to the equilibrium state. For the corresponding CDF ( ), we have
is calculated by (3), then from (7) and (8), we can calculate ( ) and derive the VWT distribution ( ) of the finite queue with bounded delay according to the following lemma. Lemma 3: When < 1, in the interval [0, ], the virtual waiting time distribution of the packet queue with bounded delay is proportional to that of the infinite queue with no delay constraint,
From (7) and (10), we will get the packet delay/jitter and loss rate in the following subsections.
B. Packet Delay and Delay Jitter
For delay-sensitive applications, our interest focuses on the delay of the packets actually admitted into the buffer, i.e., the actual waiting time distribution. Under OLO scheme with bounded delay , the delay of all admitted packets ≤ . From
The mean packet delay is
The second moment of packet delay is calculated as
And the packet delay jitter is
The proof of Theorem 1 is presented in Appendix III.
C. Packet Loss Rate
While guaranteeing the packet delay, we still concern ourselves with the packet loss performance. Theorem 2 presents the packet loss under OLO scheme with delay constraint . Theorem 2: Under OLO scheme, when < 1, for the packet queue with bounded delay , the packet loss rate is given by
And the system empty probability is
where¯is the expected packet service time,
The proof of Theorem 2 is presented in Appendix IV.
D. Discussions
We present two examples here to verify the correctness of Theorem 2. Example 1: If delay constraint → ∞, no waiting time constraint is imposed on the packets. We then have ( )| =∞ = 1, and from equation (17) and (2), → ; while in equation (16) , → = 1 − . Thus, we can calculate packet loss rate from equation (15) as
which means no packet loss when no delay constraint is imposed. Example 2: Another extreme case is when = 0, which means the admitted packet must be served immediately upon its arrival. Actually, we have ( )
Now the packet loss becomes
which is the blocking formula of an / /1/1 queue [26] with mean packet size¯and CDF ( ).
IV. LOSS-SENSITIVE FLOW
Loss-sensitive traffic, such as Web browsing/shopping, business transaction data, requires zero packet loss. We thus focus on the loss performance of the tagged queue with buffer size under OLO scheme, in which only those packets finding the number of waiting packet(s) < can be admitted. The necessary definitions are listed as follows:
Packet number distribution at arbitrary time { }, = 0, 1, ... Packet number distribution seen by arrivals { }, = 0, 1, ... Packet number distribution seen by departures { }, = 0, 1, ... − 1 As we decide whether or not to admit an arrived packet according to the number of waiting packets ahead of it, we first must derive the packet number distribution in the tagged queue.
A. Packet Number Distribution { } Seen by Departing Packets 1) An Embedded Markov Chain Model:
For the packet queue with exceptional first packet in each busy period in Section II.B, we define an embedded Markov chain at the packet departure epochs (after service completion).
Suppose the tagged queue can accommodate at most packets, including the one in service (transmission). Define the number of packets left behind in the buffer immediately after the transmission of the th packet. Then, under Poisson arrival, { , 0 ≤ ≤ − 1; = 1, 2, ..., ∞} is a Markov chain with transition probability
for any 0 ≤ ≤ − 1, then is the steady probability that the departing packets leave packet(s) in the buffer, i.e., { , 0 ≤ ≤ − 1} is the packet number distribution seen by a departing packet.
Define and as the probabilities that packet(s) arrived during the service duration of a first-packet and a normal packet, respectively. We thus have
and for 
From the ergodic theorem of Markov chain [27] , Π can be obtained as the solution of
2) Recursively Calculation of { } : We can recursively calculate { } as follows:
From (27) and (28) we have
These equations form a recursive system with
Thus, we can obtain { , = 0, 1, ..., − 1}, the packet number distribution seen by departing packets, from which we can further derive { , 0 ≤ ≤ }, the packet number distribution in the buffer at an arbitrary point of time.
B. Packet Number Distribution { }, Packet Loss Rate and Mean Delay
Theorem 3: Under OLO scheme, for the packet queue with buffer size , the packet number distribution is given as
and the packet loss rate is
The expected packet service time is
Proof: Now define { , 0 ≤ ≤ } as the packet number distribution seen by an arriving packet (whether it can join the buffer or not). Since PASTA (Poisson Arrival See Time Average) [27] holds
And from Burke's Theorem [26] : for any queueing system, in which arrivals and departures occur one by one and that has reached equilibrium state, the packet number distribution seen by the departing packets is the same as the distribution seen by the packets which actually does join the queue. Thus, with probability 1 − , an arriving packet is not blocked and admitted into the buffer, it sees a packet number distribution which is equal to the distribution { } seen by the departures.
From (39), when = 0, we have
While from Little's law [27] , we get
wherē =¯(packet finding system empty|packet is admitted)
(42) Inserting (40) and (42) into equation (41), we can obtain
44)
Thus, under OLO scheme, the packet queue with buffer size suffers packet loss probability
and from (39) the packet number distribution is
Q.E.D. Actually, in (36), if we set the setup time = 0, or just let → ∞ (i.e. the OLO scheme not deployed),
which is the blocking formula of a conventional / /1/ queue [26] with packet size CDF ( ).
Then the mean packet number in the buffer is
and from Little's law again,
so the mean packet delay¯is
C. Discussions
We present two examples here to verify the correctness of Theorem 3. Example 3: if buffer size → ∞, no packet is blocked. Actually, when → ∞, we get → , = 0, 1, ..., −1, i.e., the packet number distribution seen by departures will approach to the distribution seen by any arriving packets. In this infinite packet queue, 0 = 1 − , and inserting 0 = 0 = 1 − into (37), we obtain
And then from (44) and (50) the packet loss rate becomes
Example 4: when = 1, the tagged queue can only accommodate one packet, so the departing packet finds the buffer empty with probability 0 = 1. From (37),¯=¯, combining (40) and (41), we obtain =1 +¯.
(52)
Again, we get the blocking formula of an / /1/1 queue [26] with mean packet size¯and CDF ( ), just like the scenario of Example 2.
V. TRADE-OFF BETWEEN PERFORMANCE MEASURES
This section verifies the exactness of our analytical framework and demonstrates the inherent trade-offs between link overbooking factor and flow's QoS measures. We will also show the effectiveness of OLO scheme through further simulations under the more realistic traffic model.
A. Simulation Settings
Simulation results are marked by diamond (⋄) or circle (∘) in all figures displayed in the sequel. The link capacity is set as 128 , which is a typical granularity for resource management [28] .
Link setup time is the duration needed to recover a link, which depends on the features of the specific network. For example, in the ATM/MPLS network, the link refers to a virtual circuit, which is identified by a series of VPI/VCI values along the path. Constructing or recovering a circuit needs to set each pair of VPI/VCI on the path and assign the associated resources, which takes tens of milliseconds in a typical ATM-based network [33] [37]. The setup time varies with different network architectures and network states, so we have defined the setup time as a random variable with a general distribution in Section II.A, which enables us to study the impact of variable setup time on our scheme performance. However, there is few concrete result on the statistics of link setup time in various edge networks, some research thus set the setup time as a constant value for convenience sake, e.g., even an out-of-date IP-ATM gateway can use 50 to setup a circuit [29] . Considering the rapid evolution of network hardware, and focusing on the trade-off relationships between overbooking factor and flow's QoS, we set the setup time as a fixed value 25 in our simulations. As we have introduced, the traffic flow spending much time in silent state results in large and frequent link idle periods, which hence deteriorates the link efficiency. Another concern is that, once the flow becomes active, it may generate large amount of traffic, which often causes buffer overflow or unacceptable packet delay, so it is challenging to guarantee the flow's QoS, especially for the delay/jitter-sensitive flows. In many occasions, the provisioned link capacity has to be large enough to satisfy the QoS requirements. In other words, to effectively reduce the packet loss, enough bandwidth must be allocated to the flow's reserved link to make its offered load relatively small. We thus focus on the light traffic scenario and set the offered load = 0.3 in our simulations. . Inactivity time directly controls the trade-offs between overbooking factor and the flow's packet loss, delay/jitter. Under OLO scheme, as decreases from 1000 to 0 , the factor , i.e., the extra load the link can carry for a low priority flow due to overbooking, increases from 0.028 to 0.648, which increases link utilization, while degrading high priority flow's QoS. From the solid curve in Fig. 5 , the packet loss of delay-sensitive flow will increase from 0.035 to 0.078 when delay constraint = 100 ; while the dashed curve in Fig. 5 shows that loss-sensitive flow's packet loss increases from 0.039 to 0.054 when buffer size = 2 (the buffer can hold at most 2 packets). Furthermore, in Fig. 6 , the mean packet delay and delay jitter of delay-sensitive flow increase accordingly when we squeeze the link by shortening the length of .
B. Trade-off Between Link Overbooking Factor and QoS
For example, if
= 100 , = 0.48, as depicted in Fig. 4 . Correspondingly, the QoS degradations are
(relevant to delay-sensitive flow), and Δ (relevant to loss-sensitive flow), as depicted in Fig. 5  and Fig. 6 . 
C. Impact of Different Traffic Patterns and Packet Admission Constraints
Under OLO scheme, we are also interested in the QoS of high priority flow under different packet size distributions and packet admission policies, which will help us dimension the required transmission resources. Here we consider three probability distributions: exponential, uniform and deterministic. All the distributions have the same mean packet size 1000 . When = 100 , for delay-sensitive flow, the variations of delay/jitter, packet loss under different delay constraint and packet size distributions are demonstrated in Fig. 7 and Fig. 8 . While for loss-sensitive flow, Fig. 9 presents the curve of packet loss with respect to buffer size under three packet size distributions.
We see that relaxing the admission constraint (increasing bounded delay or buffer size ) can effectively decrease the packet loss. Specifically, for delay-sensitive flow, as increases, the packet delay and delay jitter also become longer.
It is worth noting that, under bounded delay policy, since the delay of all admitted packets are guaranteed, we can trade-off between the allocated link capacity, packet loss and delay/jitter to properly dimension the transmission resources under QoS constraints.
When the above three distributions have the same mean value, the variance of uniform distribution is slightly bigger than that of the deterministic distribution, and exponential distribution has the largest variance which leads to the largest queueing [26] , so in Fig. 8 and Fig. 9 the packet losses of the exponential case are much bigger than the other two cases.
D. Further Discussions
In recent years, as core router performance has been dramatically improved, the bottleneck tends to shift from core routers to edge gateways [34] . The OLO scheme is thus aimed at well balancing the link efficiency and high priority flow's QoS for the edge gateways. This relies on the proper setting of link overbooking factor, as depicted in the above subsections.
To facilitate the configuration of overbooking factor, we have developed an integrated analytical framework for both delay and loss sensitive flows, where we have applied the Poisson traffic model.
Although Poisson assumption has given us closed-form results and enough insights on the scheme performance, it is known that Poisson model lacks of the ability to capture the diversity of network traffic. Various models have been proposed to emulate all kinds of traffic flows, such as the Markov-modulated rate process (MMRP), Markov-modulated Poisson process (MMPP), long-range dependent (LRD) traffic and self-similar traffic [35] [36] . These models are subtle and flexible enough to model versatile traffic sources, but they are also fairly complex in themselves, which makes it difficult to impose them on the analysis of OLO scheme and get the analytical framework.
In order to further demonstrate the performance of OLO scheme under a more realistic traffic scenario, we perform the simulation using MMRP traffic which has been widely used to model various multimedia sources, such as the Voice-IP. An MMRP flow is governed by an -state Markov and the offered load to the link can be computed as = 0.6. Fig. 10 presents the simulated packet loss curve of MMRP flow under OLO scheme with respect to different inactivity time . For comparison, we also give the loss curve of a Poisson flow with the same offered load 0.6. The simulated mean packet delay of MMRP flow is depicted in Fig. 11 .
We can see that, under the same settings, MMRP flow suffers less packet loss than Poisson flow as varies. Furthermore, packet loss of MMRP is not sensitive to the varying of , but Poisson flow does. Mean packet delay of MMRP is much bigger than that of Poisson, because MMRP traffic is more bursty than Poisson traffic. Fig. 10 and Fig. 11 imply that, compared with Poisson flow, applying OLO scheme to the MMRP flow can improve link efficiency while introducing smaller impact to flow's QoS, i.e., OLO scheme is more effective on the MMRP flow.
It must be noted that the quasi-dedicated link of a high priority flow is overbooked only when the low priority flows are starving for bandwidth, preventing needless burden on the high priority queue due to recovering the link.
VI. CONCLUSION AND FUTURE WORK
In order to well balance the link efficiency and flow's service quality in edge gateways when deploying per-flow QoS, this paper proposed the Opportunistic Link Overbooking (OLO) scheme, which can improve the efficiency of a flow's dedicated link while guaranteeing the service on flow level.
A vacation queueing model has been developed for the scheme, providing an integrated framework to facilitate the setting of overbooking factor and to study the flow's service quality. Further considering the different service requirements of delay-sensitive flow and loss-sensitive flow, we conducted comprehensive queueing analysis under two packet admission policies: 1) bounded packet delay, 2) finite buffer size, which provided different resource dimensioning methods for different QoS profiles.
Our analysis came up with the flow's packet loss, delay and delay jitter under OLO scheme. We also demonstrated the inherent trade-offs between link overbooking factor and flow's QoS under different traffic patterns. The effectiveness of OLO scheme and exactness of its analysis are verified by extensive simulations. Proper link overbooking then can be achieved with the aid of the queueing analysis while still guaranteeing flow's service quality. Another main consequence is that, for delay-sensitive flow, dimensioning its transmission resource under bounded packet delay can provide guaranteed delay performance at the expense of moderate packet loss.
Future endeavors will be aimed at incorporating various traffic models (e.g., MMRP, MMPP) into our analytical framework, which can provide more powerful tool for proper link overbooking. Current simulation settings are mainly focused on verifying the exactness of scheme analysis, although this has shown the effectiveness of OLO scheme, we still need to study the capability of OLO scheme under real network scenarios. Flow's end-to-end behavior under OLO scheme and the impact from the statistical properties of low priority flows are also our future topics.
APPENDIX A PROOF OF LEMMA 2
Now we apply Lemma 1 to derive the packet virtual waiting time distribution.
Given < 1, system is stable, for the packet queue with Poisson arrival of rate , the rate of upcrossing level of virtual waiting time from level 0 is equal to (1 − ( )), and the rate of upcrossing the same level but starting from level , 0 < ≤ is equal to (1 − ( − )) . A direct consequence of Lemma 1 is the following equation 
is the probability of system being empty. Taking the derivative of (53), we obtain 
Equation (55) can also be derived from the standard manipulation of the Takacs integro-differential equation [27] , but level crossing method is more straightforward. ( ) of the packet queue with bounded delay is proportional to that ( ) of the infinite queue , and we then obtain
APPENDIX C PROOF OF THEOREM 1 First, the equivalent load < 1 ensures the corresponding infinite queue is stable. Then, for ≤ , the CDF of packet actual waiting time ( ) can be derived as (61) where random variable is the virtual waiting time in the packet queue with bounded delay . Now combining with (60), we get the delay distribution of admitted packets as
APPENDIX D PROOF OF THEOREM 2 Again, making equivalent load < 1, under the case of bounded delay, packet loss occurs once the incoming packet finds the virtual waiting time > , which implies packet loss rate
Since ( ) is related to ( ) in (60), and ( ) is calculated from (57), it remains to derive (0) in order to determine ( ). By the definition of virtual waiting time, the steady state probability that the packet queue with bounded delay is empty should be equal to the steady state probability that the virtual waiting time = 0, that is
From Little's law [27] , we get 
