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Introduction TC is then fuzzified using the terms "good", "medium" and "bad" with MFs centered respectively at 0, 0.5 and 1.
Rules of this fuzzy inference system (FIS) are:
Where "fast", "medium" and "slow" have the same MFs defined for speed variable. Finally, c=COA(des-speed)+k, where COA stands for centroid of area and k is a relatively small random number used to capture the variety between drivers in trip motivation.
The decision curve for desired speed, the overall input output curve of this system, is given in Fig. l .
Relative Speed (R): Relative speed of the lead ing vehicle, R=V1-Vf.
Linguistic terms: {neg(ative), zero, pos (itive)}. MFs are trapezoidal functions.
The relative speed perceived by the driver is a func tion of the headway, i.e., when the driver is too close to the front vehicle, "zero" tends to be a singleton [0], while "neg" and "pos" tend to be crisp sets, [-50, 0 The "not safe" MF is a trapezoidal function with pa rameters {a, b, c, d}, where: a=b=0, c=S, and d has an arbitrary value. The distance d-c will be called safe distance offset. A fourth variable, the leading vehicle's acceleration (Al), is omitted: it takes the term "any" in all the rules. Use of this variable will be explained in the next section.
2.2 Output variable Acceleration (Af): Acceleration of the follow ing vehicle.
Linguistic terms: {(brake) hard, normal (decelera tion), neg (ative) med (ium), zero, pos (itive) med (ium), max (imum)}.
• When "max", the acceleration is equal to the max imum acceleration rate (MAR) which depends on the actual speed, see Tab. l. regime. Mathematically speaking, this acceleration is a function of {AI, R, H} and limited to the MDR, (see Tab. 1) as shown below:
• When "normal" , the acceleration is equal to the normal deceleration rate (NDR), see Tab .1. It cor responds to the case when the driver decelerates to keep his desired speed in free-flowing regime.
• The "pos_med" and "neg_med" terms correspond to the car-following regime; the acceleration is cal culated based on Herman's general car-following model (11) 
In car-following regime, the acceleration is either "neg_med" or "pos_med" depe nding on the relative speed. Here is a sample of this rule base subset: ci is the value of the output of the ith rule, (in Fig. 2 , it is equivalent to MAR, MDR, NDR, or fi). Typically, for a first-order Sugeno FIS, ci= fi(x, y, z)=pix+qiy+riz+si.
Parameters of this layer are the parameters of the function fi={pi, qi, ri, si}, they are referred to as consequent parameters.In our model, fi is the function of the corresponding neural network box and its weight matrix is the consequent parameter.
Note that the acceleration of the leading vehicle (At) is not a direct input to the fuzzy system but rather an input to the neural network of the corresponding rule.
Layer 5 The single node in this layer is a fixed node that computes the overall output as a summation of all incoming signals.
This representation helps to understand how to im plement a learning algorithm into this system for the premise and the consequent parameters. This issue, to gether with the function of the ANN box will be ex plained and discussed in the next section.
Learning Algorithm
The main motivation behind the development of this algorithm is to emulate the learning of the driver from his on-road driving experience. It is based on the idea that drivers 'naturally' enhance their skills by driving on the road. The algorithm is hybrid, it is composed of two routines to train simultaneously premise and con sequent parts of the fuzzy controller, as shown in Fig. 3 . Fig. 3 . Learning Algorithm 4.1 Consequent Learning As cited in a pre vious section (see 2.2), the output of the system is a unction of its inputs. More specifically, when the out put is "hard", "pos_med" or "neg_med", computation of he acceleration is based on Equations 1 and 2. In real world, behavior of a driver is, indeed, a reflextion of his _??_ pproximation of these functions. The actual learning outine is built upon this idea.
Artificial neural network (ANN) are well known for their ability to imitate humans in learning from experi ence, in other words, given a set of input/output data, they can perform an approximation (with certain error) of the output even if the input is not exactly the same as the already learned one.
The output of a rule that has in the consequent part "hard" , "neg_med" or "pos_med" will be computed by a corresponding feed-forward neural network (see Fig. 2 ). This type of rules is called neural rule.
To train these neural networks, a fast convergence al gorithm in which the performance function is always reduced at each iteration of the training process is needed. The Levenberg-Marquardt algorithm (LM) sat isfies these two conditions; It is known to be the fastest method for training moderate-sized feed-forward neural networks (15) . The objective function to be minimized is the mean squared error's (mse).
Pre-Training (batch)
This training phase may correspond to the 'driving school' phase that every driver must pass. It can be addressed as follows:
Start-Initialization of the neural networks: The ANN starts with matrix of weights with random numbers, which may correspond to a very beginner driver.
Step 1-Training Data: prepare a set for every ANN. (for details, see next section Simulation/Set up).
Step 2-Training: Perform one training iteration (epoch) by presenting to the ANN the whole set of train ing data.
Step 3-Verify stopping condition: If the objective function has reached a defined minimum value, mse_??_ MSE0, then stop training (go to End), otherwise go to
Step 2.
End-Stopping condition is reached: From this point, the skills of the driver are considered acceptable and he is allowed to drive on the road.
On-Road Training (on-line)
Now the driver is on a 'real' road. Continuously over time (ev ery time step in the simulation), The following steps are applied:
Start-MSE=MSE0.
Step 1-Compute the error: er=tr-or, where tr is the target output and or is the actual output of the network.
Step 2-Compare the error with the performance of the network:
If er2r>MSE, then premise-update=TRUE. else quit.
Step 3-Extend the training set: actual (input/target output) pair is added to the list of training data.
Step 4-Training: Perform one training iteration.
Step 5- 
Premise Learning
An experienced driver and a beginner driver may have a different understand ing of 'headway is small', 'speed is fast', 'headway is not safe', etc. In our system, this implies that the MFs of the input variables may change their positions and even their shapes to reflect the driver's view of the driving state.
For this matter, a learning algorithm that goes in parallel with the above described one is implemented in the ANFIS. The parameters are updated by Steep est Descent method (SD) based on the backpropagation of the overall error in the driver's action, which is the weighted average of all the rules'output errors:
The error measure is the squared error:
Let a be a parameter in a rule r, the method to up date a for this rule is as follows:
Where 17, is the learning rate of the parameter a, T and O are the overall target output and the overall ac tual output, respectively. tr, or, and wr are the target output, the actual output, and the firing strength of the rth rule, respectively.
Remarks
The system is self supervised by the mathematical model instead of real-world data which could be very erroneous or heavily influenced by some facts that are hard to catch. Preparation of train ing data is detailed in next section.
The consequent learning has a major and direct ef fect on premise learning, since the error measure used to update the premise part is the weighted average of the errors engendered by the neural rules (see Fig. 3 ). The premise learning has no effect on consequent learn ing, consequently, the convergence of the whole learning algorithm is driven by the convergence of the neural net works in consequent learning to the defined minimum error MIN.
The on-road training procedure will prevent the ANN from over-fitting since it performs generalization in a natural way: data that represents erroneous driving ma neuvers, in other words, occasionally 'mistakes' of the driver, are added to the training set as to enrich the 'driver's experience' .
To maintain the interpretability of the trained MFs, some constraints are set for the parameters update pro cedure:
• The update is performed for all the parameters except the center parameters for "slow", "fast", "small" and "large" MFs .
• The centers of all the MFs must keep their order over the universe of discourse. This will prevent the MFs from passing each other.
• The update is allowed only for a specific direction to achieve a comprehensive modification of the MFs.
Simulation

Set up
The simulator uses the Object Ori ented Programming paradigm provided in Matlab.
Training Data: For each ANN, a list of (in put/target output) pairs is prepared. An input is a vector whose elements are samples of the correspond ing input variables. The target output is calculated us ing this vector with the appropriate equation , (e.g.: in emergency regime, the input is [Al , R, H]T, the target is calculated with Eq. 1). Sampling is done uniformly over the compact set of each variable . Sampling steps are: 1 for Al, 10 for Ul, 10 for H, and 10 for R .
Training of ANNs during the simulation is performed in two phases as explained earlier .
Phase 1: Pre-training . ANNs are trained in batch mode using LM algorithm until an error measure MSE0=0 .1 is reached. Gener ally, the ANNs converge to this value within 10 to 15 epochs.
Phase 2: On-road training.
Generally, convergence to a new MSE is reached within 1 to 5 epochs. The minimum MSE is chosen to be MIN=0.01. The time step is chosen to be is = 0.05s. Compu tation of position, speed and acceleration is made in fl oating point, thus, the model is continuous. First scenario Initially, the subject vehicle is running with a speed of Vf=20m/s.
A vehicle changes lane in front of it at a distance of 10 m with a relative speed R=+6m/s. The reaction of the driver to this situation is given in Fig. 5 The driver keeps following the front vehicle while be ing aware to not violate the safe distance. When the headway begins to be 'large enough', he gradually ac celerates to reach his desired speed. When the desired speed is reached, the driver tries to keep it.
Second scenario The subject vehicle is running with a speed of Vf= 20m/s. A vehicle changes lane in front of it at a dis tance of 30 m and keeps running at a speed V=10m/s.
At first, the driver acts in emergency regime as to avoid collision with the cutting vehicle, he decelerates until a safe combination of relative speed/headway is reached. Then, he keeps following the front vehicle in car-following regime, see Fig. 6 .
Third scenario The subject vehicle is stopped. A vehicle in front of it is stopped at a distance of 120 m.
The driver starts with increasing his speed, having in mind the purpose of reaching the desired speed. He realizes after a certain time that the headway does not allow him to do so, he then decelerates to stop at an ar bitrary distance before colliding with the front vehicle, see Fig. 7 .
Small oscillations observed in the acceleration curves are due to the effect of ANNs. As the ANNs learn dur ing the on-road driving, these oscillations will gradually disappear. They reflect the driver's approximation of the appropriate acceleration for the actual situation by manipulating the brake and the accelerator pedals.
5.2.2 Convergence of the Learning Process The convergence of the learning process is proved by an experiment. The experiment consists of repeating the third driving scenario for 10 times.
In Fig. 8 , the root mean squared error of the overall driving time is decreasing at each run and converging to a certain minimum value.
In Fig. 9 , NBH, NBP, and NBN are the numbers of Intuitively, a beginner driver is more careful than an expert because he has more fear to make accidents. He is considered by an experienced driver as still slow; This explains why the speed MFs shift to the right. Note that this modification will affect the driver's desired speed: since the speed MFs are shifting to the right, the de sired speed will be increased accordingly (see paragraph Input variables: Speed). A beginner driver may consider a given headway small while the same headway is considered by an expert as still medium; This explains why the headway MFs shift to the left.
The safe distance offset will be gradually decreased as the driver has better approximation of the distance needed to smoothly brake without colliding with a brak ing vehicle in front of it.
Conclusion
This paper introduced a mechanism based on a com bination of two major Artificial Intelligence branches, Fuzzy Logic and Neural Networks, to deal with the driver's decision making on acceleration.
While fuzzy reasoning deals with uncertainty in a driving environment, neural networks play the role of local experts in this system; they allow the emulation of the driver's learning process from his own experi ence while driving on the road, and the imitation of his manipulation of the brake and the accelerator pedals reflecting his approximation of the appropriate acceler ation for the actual situation.
Results obtained from the simulation of different driv ing scenarios, are very comparable to those of (10) but emphasizing better human learning and approximation. Their clear aspects and understandable meanings are very encouraging for implementation in a traffic simu lation environment.
The proposed system is very flexible. It allows easy formulation of the rule base, shapes of fuzzy sets can be calibrated by different methods (e.g. that of (s)), pre cision of the ANNs can be freely chosen as to have an appropriate approximation.
A natural extension to this work is the development of other driving behaviors, principally, the lane changing model, where similar techniques can be used to decide the appropriate steering.
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