It is shown that if a bound/(t) is placed on the degrees of the elements in some basis of an ideal Ai in the polynomial ring k[Xi, • ■ ■ , X"] over the field k, *=0, 1, 2, • • • , then a bound can be placed on the length of a strictly ascending chain An<Ai < • ■ ■ . Moreover one could explicitly write down a formula for a bound g" in terms of /and n.
In a polynomial ring R = k [Xu ■ ■ ■ , Xx] over a field k any strictly ascending chain of ideals ^40<^i<
• • • is finite, but in general no bound can be placed on the length of such an ascending chain, even if we impose on the A, the condition that they have a basis of monomials. It is plausible to conjecture, however, that if any sort of a priori bound f(i) is placed on the degrees of the elements of a basis of Ai, then the length of a chain A<><Ai< • • • is bounded. In [2, p. where A¡ has a basis of elements of degree ^f(i). Then there is an integer gn depending only on f and n such that the length of any such chain is ^g". Moreover one could explicitly write down a formula for gn in terms of f and n.
For the proof, we note that the theorem is trivially true for n = 0 and obviously true for n = 1. We make an induction on n.
We recall some basic results of G. Hermann bounds for the number of generators, their degrees, the number of associated prime ideals, and their exponents in terms of n and a bound d for the deg ft can be derived from her proofs in routine fashion (or, since the formulae can be made monotone increasing in each variable, also in terms of a bound on n and d). Because of her constructivist viewpoint, Hermann assumes (in effect) that k is explicitly given, i.e., that one can effectively carry out the field operations in a finite number of steps, and further (cf. [ó] ) that one knows explicitly how to construct a complete factorization for a given polynomial fÇ£k[X] over k. Obviously, however, these bounds hold for any k, irrespective of any constructivist assumptions and viewpoints. Remark. Since the set of polynomials in k[X] of degree^d is a finite-dimensional ¿-linear space, of a dimension given by a wellknown formula in terms of n and d, the number 5 of the/,-cannot, or need not, enter into the formulae for the bounds. But from a constructivist point of view, in counting the number of steps in an algorithm, the j does enter: thus we may be given superfluous/,-, and to delete these requires a number of steps depending on s.
Occasionally we, too, partly for the sake of simplicity in formulating our assertions, will adopt a constructivist point of view and will assume k is explicitly given; but in no case do we make the assumption on factoring a polynomial. Then one can construct an X" and the ideal A '. X" such that A : X"n = A '. Xn+1 in a number of steps depending only on », s, and d (or, also, only on a bound for these). Correspondingly, one has a bound on p, on the number of elements of some basis of A : Xn, and on their degrees. This is known from [l] . We merely remark that no factorizations are needed for this construction. and by monotonicity of e¡, we have a bound e¡(\ +gn-i((e/(0) + l)»t, ef)) on the degrees of the elements in some bases of the L.fa¡)(A®).
Similarly, ii+i -Hi -1) á 1 + gn-i((e/(is) + \)m, efil).
Define a function h(j) as follows:
Using the monotonicity properties of g"_i, one sees by induction that ijúh(j). Hence we have a bound ef(h(j)) on the degrees of elements in some bases of the Lef(ij)(A\0). Hence, too, we have the bound g"-i(m, es(h)) = 1 +b on 1 +p. Bringing the two parts of the argument together, we get Kb) + gn-x((e,(h(b)) + l)m, e,kW) = h(b + 1) = A(f_i(«, e,(h))), which is monotone as required, as a desired bound on 5+1.
Q.E.D. Remark. We could make more explicit how gn(m,f) depends on/, but can do this only to a straightforward extent. It would be desirable also other functions, recursively defined, might enter. We were able to give such a definition for the special case treated in [2] .
Let The details may be omitted as being parallel to those considered in the theorem.
Remark. The above was not written with a view to an application, though, in fact, that is how the special case of [2] arose, but one can easily envision applications. As a typical example, consider the problem of constructing the integral closure of a finite integral domain k[xi, ■ • ■ , xn]; we think of k[x] given as k[X]/P, with P itself given via a basis (fi, • • • , /,); so some numerical data is involved. This problem has been dealt with in [5] , and a variant treatment is given in [3] . In [5] , the case k(x)/k is separable (i.e., separably generated) was treated with the assumption that one can factor a polynomial/^.
In the general case, in [3 ], one uses some assumptions concerning ^-independence; these are void in characteristic 0. Thus the construction can be done in a finite number of steps for any explicitly given field of characteristic 0; we restrict ourselves here to this case, mainly so that there will be no doubt as to what a step is: it is a field operation in k. In Addendum. We give here a free treatment of an alternative proof, suggested by the referee, for at least part of our results, avoiding, however, his use of some logical notions.
We write down the most general form for a basis of A,-, that is, we write down r(i) polynomials of degree ûf(i) with indeterminate coefficients, where r(i) =the number of power-products in X\, • • • , Xn of degree^/(t).
The condition Ai<Ai+i can then be expressed, using the first of the results cited from Hermann, in terms of polynomial In this way we get the existence of a bound 5. Moreover, a bound can be constructed. In fact, using the elements of elimination theory (for which see, for example, our paper in Crelle J. 239/240 (1970)), we test (by computations over&o) the compatibility of A 0<Ai< ■ ■ •< A "successively for s = 1, 2, • • • , and eventually find an 5 for which it is incompatible. This s gives a bound gn(f)-(See, however, our previous remark.)
This argument gives gn(f) as general recursive in/. For n = 2, following our argument, one can find a gn(f) primitive recursive in/. Even for n^3, where primitive recursiveness looks doubtful, we still think we have more than general recursiveness.
As already noted, it would be desirable to bring to a more satisfactory expression the nature of the dependent of gn(m, f) on /.
