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Abstract 
A rational long-horizon stock investment decision is a complex process due to 
uncertainty in supply and demand, competitive advantage, macroeconomic parameters 
and various perspectives of investors. Today, the ‘non-tangible assets’ (NTA) that 
include goodwill and intangible assets are a significant part of corporate assets, but their 
role in stock performance has not well studied. The purpose of this research is to 
empirically analyze the implications of NTA and of gross domestic product (GDP) of the 
United States on the stock price. According to the efficient market hypothesis, stock price 
reflects all relevant information. The research question focused on the extent to which 
NTA and the GDP reflected in the stock price. To determine the extent to which NTA 
and GDP reflected on the stock price, regression analysis and other statistical tests were 
used. The sample for the empirical study was 56 corporations listed on the New York 
Stock Exchange (NYSE) and National Association of Securities Dealers Automated 
Quotation (NASDAQ). The required data from October 2007 to September 2018 were 
collected from the United States Securities and Exchange Commission (SEC) and the 
United States Bureau of Economics (BEA). The key findings of the study are: the NTA 
and stock price of 45 corporations have a statistically significant correlation as opposed 
to 11 corporations. The combined NTA of these 11 corporations for the third quarter of 
2018 was $531.64 billion. Furthermore, the GDP and stock price of 53 corporations have 
a statistically significant correlation, but no evidence for three corporations was found. 
The significance for positive social change is knowledge from this research about the 
implications of NTA and GDP on stock performance that the investors, policymakers, 
and other stakeholders could use for preserving the limited resources and creating wealth. 
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Chapter 1: Introduction to the Study 
Introduction 
Stock trading is one of the salient methods of wealth creation in today’s global 
financial market, but stock trading strategies and the investment environment are 
changing rapidly. Standard and Poor’s 500 index (S&P 500) is one of the indices in the 
financial market that gauge 500 large capitalization equities in the United States. The 
market capitalization of 500 corporations that constitute S&P 500 was $23.7 trillion as of 
April 2018, and their annual return varied with a high of positive 37.58%, a low of 
negative 37.00%, and median 14.69% (S&P 500, 2018). The positive high and median 
annual returns mean the opportunities for wealth creation were available. However, the 
high of positive 37% and the low of negative 37% gives the warning sign of the ‘zero-
sum game’ in which the resultant outcome is zero. For rational stock investment, 
selection of the right stocks of corporations in a fast-paced and volatile business 
environment is overwhelming. 
The Stock market is volatile owing to the variety of factors that affect the market. 
Bachelier (1900) claimed that the stock price is a factor of positive or negative “random 
errors.” The sources that are not immediately obvious cause unpredictable random errors, 
and it may take a long time to find out the sources. However, investors expect an above-
average return to take a risk and compensate for the opportunity cost, but their lack of 
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knowledge on the factors that drive the market makes it difficult to make rational 
investment decisions (O’Reilly, 2010). The scholarly literature on the influence of non-
tangible assets (NTA) that includes intangible assets (IA) and goodwill of corporations is 
either absent or limited in the available studies. For instance, based on the Securities and 
Exchange Commission (SEC) data of Quarter 3, 2018 (Q3 2018), NTA of 56 
corporations in 11 various sectors of the S&P 500 was valued at $2.74 trillion (SEC, 
2018). However, literature to explain how significantly NTA reflected on the stock price 
in every sector was not available (Sherman, 2017). Bryan, Rafferty, and Wigan (2017) 
claimed that the IA was elusive in many instances. The IA in the knowledge-based 
economy enhanced corporate growth (Arcabic, Globan, & Raguz, 2013; Thabet, 2014; 
Canibano, 2012; Finch, 2010). Modigliani and Miller (1958) argued “the corporation 
finance specialist” were concerned with various financing methods for survival and 
growth. Research and development (R&D) require funds that enable to creating IA and 
goodwill which are the significant portion of the entire business value (Sherman, 2017). 
Although, investors focus on many other metrics that do not consider the value of NTA 
for valuation and fail to acquire an above-average return consistently (Damodaran, 2016; 
Piketty, 2018). 
Empirically analyzing the factors that significantly affect the stock price is 
essential for rational stock investment which is the practical application of this research. 
Ross (1976) claimed that many macroeconomic factors determine stock price. In the 
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stock market, past performance is not a clear indicator of future return, but investors use 
various metrics based on historical data (Malkiel, 2016; Pearson, 1905). The weak-form 
efficient market hypothesis (EMH) states that the stock price reflects publicly available 
past information and only new information can change the stock price in the future 
(Fama, 1976). In this research, I empirically analyzed 44 quarters’ financial data of 56 
corporations listed on New York Stock Exchange (NYSE) and National Association of 
Securities Dealers Automated Quotations (NASDAQ) to scientifically explore the extent 
to which the stock price reflected NTA, the macroeconomic parameter, and the price to 
earnings ratio (P/E). The stock investors may use the results of this study to make better 
investment decisions. 
In Chapter 1, I provide an overview of the organization of the research. In Chapter 
2, I present the literature review and the gap in the literature. In Chapter 3, I discuss the 
methodology and Chapter 4, I present the results, and in Chapter 5, I discuss the results, 
limitations, recommendations and the significance of the study for a positive social 
change. In the next section of this chapter, I discuss the general stock investment 
practices and challenges, the importance of analyzing the factors that significantly affect 
the stock price, the problem statement and the purpose of the research, research questions 
(RQs) and hypotheses, theoretical and conceptual frameworks, assumptions and 
limitations, and the significance of this research. In the final section of Chapter 1, I recap 
the background, RQs, and the significance of this research. 
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Background of the Study 
The stock market is the driving economic force in today’s global economy, but 
the volatile market makes stock investment challenging. In 1999, the total value of stocks 
traded in the world was only 31.9% of global gross domestic product (global GDP); that 
value increased to 145.69% of the global GDP in 2000, 163.62% in 2015, and 124.75% 
in 2016 (World Bank, 2018a). This data indicated that the volume of stocks traded in the 
world exceeded the global GDP in 1 year, from 1999 to 2000 (see Table 3). However, it 
took another 15 years for about 18% growth, and then within 1 year, the volume reduced 
by about 38%. In this volatile market, for rational investment, investors use various 
metrics and models to analyze how efficiently the stock market determines the price and 
to what extent to which significant factors reflect in the stock price. Furthermore, making 
consistent profit in the stock market is elusive (Lubos, Stambaugh, & Taylor, 2017; 
Welch & McIntyre, 2015). Empirically analyzing the correlation between the factors that 
significantly affect the stock price may enable investors to make informed investment 
decisions is the relevance of this research. 
In the volatile market, various factors such as federal policies, market 
information, liquidity trading, irrational exuberance, and other information can cause 
market fluctuation (Bianchi, 2017; Gu & Gao, 2013; Shiller, 2000). In the United States, 
between 1950 and 2008, the stock market experienced 46 extreme shocks on a single day, 
it gained at least 4.5% 20 times, and it lost at least 4.5%, 26 times (Lu-Andrews & 
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Glascock, 2017). These depressions are not limited to a few days, and the stock market 
crashes are cyclical and take many years to come back to normal after every crash.  
Many theories were developed over time to explain the stock market crashes and 
fluctuations. Bachelier derived a law by considering the price process as the Brownian 
motion limit of a random walk (Courtault, Kabanov, Bru & Crepel, 2000). A random 
walk is a stochastic process formed by independent and identically distributed random 
variables. Bachelier’s method of calculation based on stochastic calculus and 
mathematical finance was counterintuitive because it contradicted the century-old 
practice of speculation in the stock market (Courtault et al., 2000). The proponents of the 
efficient market hypothesis (EMH) claim the financial market determines the price of 
assets precisely and the stock price reflects all the available information but fail to 
explain market crashes. Despite many inconsistencies in empirical analysis, EMH 
remains the central concept of financial economics (Alajbeg, Bubas, & Sonje, 2012). 
When the stakeholders rejected the ‘curiosity items’ of behavioral finance, behavioral 
economist Shiller predicted the last recession precisely with “irrational exuberance” 
(Shiller, 2005). Irrational exuberance is a warning for the overvalued stock market. Lo 
(2005) developed the Adaptive Markets Hypothesis that incorporated modern financial 
economics and behavioral finance. Modigliani and Miller (1958) claimed that dividends 
drive the stock price, while Ross (1976) claimed that macroeconomic factors drive the 
price. However, Pearson (1905) and Malkiel (2016) argued that past stock performance 
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was not an indicator of future performance in the stock market. According to Cochrane 
(2013), the expected investment growth must link to expected stock return, but many 
empirical studies have proved otherwise. Because many factors affect stock price, 
analyzing the nexus between various factors and stock return continues to be a challenge 
in the stock market. 
Stock trading strategies transformed from speculations to innovative applications 
of applied economics, mathematics, and technology. In the mercantilist period (17th and 
18th century) stock investors used mere speculations and strategic trade policies for 
wealth creation (Irwin, 1991). Today, investors mainly use the three valuation methods, 
namely the discounted cash flow model, the comparative model, and the residual model 
for stock selections. The foundation of value investing is to buy undervalued securities 
for less than their intrinsic value by using fundamental analysis based on historical 
accounting profits. Value investors prefer stocks that have high dividend yields, a low 
(P/E), and a low price-to-book ratio (P/B ratio). However, the assumptions about the 
intrinsic value, future distributions, and discount rates make the stock investment process 
unrealistic. 
The lack of literature that explains the significant factors that affect the stock 
price during a depression and recession leads to the investigation of the empirical 
relationship between the NTA, GDP of the United States, and the stock price. Investors 
use many metrics based on historical data for stock selection when the past stock 
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performance cannot guarantee future performance in the stock market (Pearson, 1905; 
Malkiel, 2016). Stock investors do not include intangible assets (IA) in the quantitative 
valuation models and instead focus on earnings as well as cash flows (Damodaran, 2017). 
Not only the value of IA of corporations increases but the number of companies with 
high IA also increase year after year (Sullivan & Sullivan, 2000). As shown in Table 1, 
based on 2014-2017 SEC data, NTA, the sum of IA and goodwill constitute a significant 
portion of corporate assets. In 3 years, from 2014 to 2017, NTA of 30 large corporations 
from the United States increased by $272.11 billion (see Table 1). Further, the NTA of 
these corporations increased to $1.02 trillion in 2017 (SEC, 2018). 
Table 1 
Non-tangible Assets of 30 Corporations of the S&P 500 
Items Non-tangible Assets (in millions) 
 2017 2016 2015 2014 
Goodwill 703,458 577,962 537,213 509,843 
Intangible assets 321,108 268,278 238,640 242,613 
Non-tangible Assets 1,024,566 846,240 775,853 752,456 
Note. Source: Securities and Exchange Commission - 30 Corporations’ Annual 
Reports from 2014–2017. Non-tangible assets (NTA) = Sum and intangible 
assets and goodwill as shown in the financial reports. 
 
IA drive shareholder values, business growth, and are the ultimate capital efficient 
strategy, but the business community still needs to find ways to better leverage the value 
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of NTA that already existed (Sherman, 2018). Bryan, Rafferty, and Wigan (2017) 
claimed that NTA is elusive in many instances. The value of goodwill depends on the 
reliability of impairment tests under IAS 36 (Klimczaka, Dynel & Pikos, 2016: Gros, 
2018). 
As of today, investors use various techniques, such as metrics and models, to 
understand the economic health of a corporation. The widely used metrics are earnings 
per share (EPS), P/E, P/B ratio, enterprise value (EV), earnings before interest tax 
(EBIT), earnings before interest tax dividends and amortization (EBITDA), and price-
earnings to growth ratio (PEG ratio). The basis of these metrics is the historical 
accounting information. As shown in Table 2, the valuation metrics that widely used by 
investors do not include NTA that constitute IA and goodwill. 
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Table 2  
Valuation Metrics and factors Included 
Metrics Factors Included  Factor Not Included 
EPS Total earnings, Total shares NTA 
P/E Number of shares, EPS NTA 
P/B ratio Share price, Net asset NTA 
EV Share price, Number of shares, Total debt, Cash NTA 
EBIT Earnings, Interest, Tax NTA 
EBITDA Earnings, Interest, Tax, Depreciation, Amortization NTA 
PEG Number of shares, EPS, Earnings growth NTA 
Note. EPS is the Earnings per share, P/E is Price earnings multiple, P/B ratio is 
price to book ratio, EV is enterprise value, EBIT is earnings before interest and 
tax, EBITDA is earnings before interest, tax, depreciation. and amortization, 
PEG is price earnings growth, NTA is Non-tangible Assets (IA + Goodwill) 
 
The IA is the foundation for the market dominance and continuing profitability 
for leading corporations, and today, almost 75–90% of the corporate value constitutes IA 
(Adriana, 2013; Lin & Tang, 2009). The NTA form a significant part of the financial 
statements that is the value of information and knowledge and creates competitive 
advantage, market capitalization, and corporate growth (Peng, Lai, Chen, & Wei, 2015; 
Saad & Zantout, 2014; Canibano, 2018). The components of the S&P 500 market value 
have changed significantly in the last 4 decades, where the tangible assets to IA ratio was 
17% to 83% in 1975, 32% to 68% in 1985, 68% to 32% in 1995, 85% to 15% in 2005, 
and 88% to 12% in 2013 (Sherman, 2017). However, the NTA, including IA and 
goodwill, have no role in the metrics analysis; yet, little research has explored the 
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implications of NTA on the stock prices of corporations in various sectors. For this 
reason, in this research, I intend to empirically analyze the correlation between NTA and 
the stock prices of corporations from 11 global industry classification sectors (GICS) 
such as industrials, healthcare, financials, and information technology of the S&P 500. 
Various factors affect the stock price differently, but previous research was 
inconclusive regarding significant determinants that affect the long-term stock price. For 
rational investment, it is essential for investors to empirically analyze the implications of 
the NTA, a significant portion of corporate assets on the stock price. For wealth creation 
and policy-making, other stakeholders are required to understand the unique 
characteristics of NTA in the knowledge-based economy.  
Until this quantitative research, there was little information available on the extent 
to which the stock price reflected on the NTA of corporations listed on NYSE and 
NASDAQ. In this quantitative study, I also quantify the correlation between the stock 
price of 56 corporations, NTA, GDP of the United States, and P/E. As per the weak-form 
EMH, the stock price reflects all the publicly available information and only the new 
information can change the stock price (Ross, 1965a). Then, the historical data on NTA 
should reflect in the stock price of all corporations to hold EMH. 
Problem Statement 
The extent to which the value NTA including IA and goodwill reflects in stock 
prices is not clear, and this contradicts the EMH (Bryan, Rafferty, & Wigan, 2017; Hsu, 
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Kaufmann, & Srinivasan, 2017). However, up to 87% of the total assets of corporations 
are NTA (Cañibano, 2017; Gu & Lev, 2011; Sherman, 2017). NTA is absent from many 
valuation metrics that investors use for investment. 
The general problem is that investors, as well as equity analysts, do not fully 
incorporate the NTA when evaluating and investing in the stock market (Bianchi, 2017; 
Li & Sloan, 2017). The specific problem is that the stock prices of corporations that 
comprise the S&P 500 stock index do not adequately reflect the cash flow-generating 
value of their NTA (Mendoza, 2017; Russell, 2016). There is a gap in the research 
regarding how investors should incorporate the value of NTA when investing in the stock 
market. 
Purpose of the Study 
The purpose of this quantitative research was to examine the correlation between 
NTA and stock price by using a randomly selected sample of the S&P 500 stocks while 
controlling the GDP. The GPower 3.0 software (GPower) enabled to determine the 
minimum sample size required. For this study, I collected the secondary data on financial 
reports for sample companies for the period 2007–2018 through the SEC website and the 
GDP data from the Bureau of Economic Analysis (BEA) website. After the parametric 
statistical analysis, I developed the regression model with the stock price as the outcome 
variable and the NTA as the dominant predictor variable. Further, I tested the weak-form 
EMH that states that the stock price reflects all relevant historical information by using 
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the runs test (see Figure 1). The long-term stock investors and other stakeholders may use 
the findings of this study for making better investment decisions and policy making. 
Research Question and Hypothesis 
The independent variables (IV) in this study were NTA, GDP of the United 
States, and P/E and the dependent variable (DV) was the stock price. That constituted 
three research questions and three hypotheses. 
Research Question 1 (RQ1): To what extent are NTA reflected in the stock price? 
Null hypothesis (H01): NTA is not a predictor of the stock price 
Alternate hypothesis (Ha1): NTA is a predictor of the stock price. 
The stock price was the outcome or DV, and NTA was the predictor or IV. This 
study involved a simple linear regression analysis because a relational study existed 
between the two variables. Simple regression analysis is the best choice for empirically 
analyzing the correlation between two variables (Bruce & Bruce, 2017; Levine, Stephen, 
Krehbiel, & Berehnson, 2011). The regression models are typically fit by the method of 
least squares, and the regression line is the estimate that minimizes the sum of squared 
residual values. By using the following regression model, I tested Hypothesis 1. 
Ŷ = B0 + B1N + ɛ ……………………………………………… (1) 
Where, 
Ŷ = dependent variable (stock price) 
B0 = constant (risk-free rate) 
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B1 = regression coefficient for N associated with Ŷ 
N = nontangible assets that include IA and the goodwill 
ɛ = model deviations called regression residual. 
Simple regression analysis is the choice to find the linear relationship between 
variables (Koijen, Lustig & Van Nieuwerburg, 2015). In the hypothesis testing, to 
empirically analyze the correlation between the stock price (DV) and NTA (IV), I used 
simple regression analysis. The hypothesis was that the stock price depends on the NTA. 
Research Question 2 (RQ2): To what extent are the GDP reflected in the stock 
price? 
Null hypothesis (H02): GDP is not the predictor of the stock price 
Alternate hypothesis (Ha2): GDP is the predictor of the stock price. 
The stock price was the outcome or DV and GDP was the predictor or IV. This 
study involved a simple linear regression analysis because a relational study existed 
between the two variables. Simple regression analysis is the best choice for empirically 
analyzing the correlation between two variables (Bruce & Bruce, 2017; Levine et al., 
2011). By using the following model, I tested Hypothesis 2. 
Ŷ = B0 + B1G + ɛ ……………………………………………… (2) 
where: 
Ŷ = dependent variable (stock price) 
B0 = constant (risk-free rate) 
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B1 = regression coefficient for G associated with Ŷ 
G = GDP of the United States 
ɛ = model deviations called regression residual. 
This hypothesis testing involved a simple linear regression analysis with GDP as 
the predictor variable and the stock price as the outcome variable. 
Research Question 3 (RQ3): To what extent are the NTA, GDP, and P/E reflected 
in the stock price? 
Null hypothesis (H03): The NTA, GDP, and P/E are not predictors of the stock 
price 
Alternate hypothesis (Ha3): The NTA, GDP, and P/E are predictors of the stock 
price. 
In Hypothesis 3, the stock price was the DV. The NTA, GDP, and P/E were the 
IVs. This hypothesis testing involved a multiple regression analysis with three IVs. In 
this testing, I attempted to establish a linear relationship between the DV and IVs. 
Multiple regression analysis is the robust parametric statistical tool for empirically 
analyzing the correlation between multiple variables (Koijen, Lustig & Van Niewerburg, 
2015; Levine et al., 2011). 
By using the following regression model, I tested the hypothesis. 
Ŷ = B0 + B1N + B2G + B3R + ɛ ……………………………………………… (3) 
where: 
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Ŷ = dependent variable (stock price) 
B0 = constant (risk-free rate) 
B1 = regression coefficient for N associated with Ŷ 
N = nontangible assets that includes IA and the goodwill 
B2 = regression coefficient for G associated with Ŷ 
G = GDP of the United States 
B3 = regression coefficient associated with Ŷ 
R = P/E 
ɛ = model deviations called regression residual. 
The regression residual is zero in all three equations. The NTA that included IA 
and goodwill, GDP of the United States, and P/E were IVs and the stock price was DV. 
This study involved a multiple regression analysis. For the data that do not meet the 
normality assumption, bootstrapping is an option (McCormick, Salcedo, Peck & 
Wheeler, 2017). However, I used various transformations to comply with parametric 
assumptions. 
To hold EMH, NTA and GDP must reflect in the stock price. After the regression 
analysis, I employed the runs test to analyze the randomness of stock price. I explain the 
testing process in the flow chart (see Figure 1). 
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Figure 1. Flow Chart – Hypothesis Testing 
Theoretical Framework 
The theoretical framework of this research was the EMH, one of the cornerstones 
of finance. The EMH states that the price of a security reflects all the publicly available 
information and only the provision of new information can change the price (Fama, 
1965a). However, the technical analysts claim that the historical price data indicates the 
current price movements and search patterns to ascertain arbitrage opportunities. 
However, the fundamental analysts use various multiples such as the P/E based on 
historical data, to determine the intrinsic value of corporations for long-horizon 
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investments. The theoretical framework aids in determining how a study fits into what is 
already known as well as how it contributes to the topic (Denzin, 2017). The theoretical 
framework enables the derivation of multiple hypotheses and the construction of the 
different variables in the research question. The EMH implies that in an efficient market, 
it is impossible to make an abnormal return for a long time because only new relevant 
information can change the stock price; the new relevant information on various factors 
that affect the stock price is unpredictable (Fama, 1965b). The lack of literature available 
explains how significantly various factors such as NTA affect the stock price. In this 
study, I included the NTA, GDP, and P/E to empirically analyze the extent to which they 
affect the stock price.  
The other framework of the study was the arbitrage pricing theory (APT). The 
arbitrage relies on a fundamental principle of finance: the law of one price (Ross, 1976). 
The APT is a multifactor asset pricing model in which many factors, such as 
macroeconomic parameters or market index, can be a part of a linear function. The 
primary task of the APT is to evaluate the present value of the payoffs or cash flows 
discounted for risk and time lags to estimate the stock price (Celik, 2012). When the 
market is at equilibrium, Ross (1976) claimed that the return on a zero-investment and 
zero-systematic risk portfolio is zero. In the stock market, a profitable arbitrage 
opportunity can disappear quickly (Ross, 1976). The arbitrageur uses the APT model to 
determine the misprized securities for investment purposes. The APT enables the 
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incorporation of different variables in this study; I considered GDP as a significant factor 
and chose to study the empirical relationship between GDP and the stock price. 
The APT is an alternative form of the Nobel Laureate Markovitz’ capital asset 
pricing model (CAPM) that has only one factor, which is the systematic risk. By 
including many variables that may have an impact on the stock return, the APT model 
has an advantage over CAPM. In the multi-factor model, the beta of an asset measures 
the risk of the asset concerning the market portfolio, which is the average risk of all 
assets. High beta assets can earn a higher average return in equilibrium. Kashif, Saad, 
Chhapra, and Ahmed (2018) claimed the 3-factor and 5-factor models explained the risk-
adjusted returns whereas CAPM failed. 
The CAPM makes many unrealistic assumptions, such as the investors have the 
same preferences, have the same information and hold the same portfolio. When CAPM 
incorporated the firm size and value, it explained the variability of returns in the Chinese 
A-shares (Cheung & Huguet, 2015). Many factors affect the stock price differently in 
various contexts. Firm size played a significant role in the relationship between debt-
equity ratio and growth in the Indian market (Girma & Vencappa, 2015). Bortoluzzo, 
Minardi, and Passos (2014) tested CAPM in the Brazilian Stock Market by using data 
from 2007 to 2007 and found a negative or null correlation between systematic risk and 
return. CAPM failed to establish prior long-run return patterns (Chen, Da & Zhao, 2013). 
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Whereas, the APT has only a few assumptions such as all securities have finite expected 
values and variances. 
The factors in the model are NTA, GDP, P/E, and the stock price. In the APT 
model, the expected return on the security is the dependent variable. In the regression 
model, I include two independent variables such as GDP and P/E to control other 
extraneous variables that may affect the stock price. In this study, I include GDP as a 
systematic factor and the P/E as well as NTA as the firm-specific factors. Then, the 
following linear equation derives the stock price. 
Ŷ = B0 + B1N + B2G + B3R + ɛ ……………………………………………… (1) 
where: 
Ŷ = dependent variable (stock price) 
B0 = constant (risk-free rate) 
B1 = regression coefficient for N associated with Ŷ 
N = NTA that included IA and the goodwill 
B2 = regression coefficient for G associated with Ŷ 
G = GDP of United States 
B3 = regression coefficient associated with Ŷ 
R = P/E 
ɛ = model deviations called regression residual. 
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The model included two primary components which were NTA and GDP. The 
NTA is a significant part of the assets of a corporation in the knowledge-based economy, 
whereas GDP is an external factor that reflects all the economic prospects of the country 
in which the corporation operates. In this study, I tested the weak-form EMH; EMH 
states that the stock price changes only due to new relevant information and the price 
reflected all the historical data. I empirically analyzed whether the historical values of 
NTA, GDP, and P/E had already reflected in the stock price. This study involved 44 
quarterly data on the GDP of the United States, IA, goodwill, P/E, and the stock price of 
56 corporations from October 2017 to September 2018. I collected all the relevant data 
electronically from the SEC and BEA for the research. 
Conceptual Framework 
The EMH states that the stock price reflects all the relevant information. In a 
perfect market, there is no arbitrage opportunity, and investors cannot make a profit 
consistently over an extended period. This market condition is a compelling issue in long-
term stock investments. In this research, by empirically analyzing the data on NTA, GDP, 
P/E, and the stock price of 56 corporations for 11 years from 2007 to 2018, I explored 
whether the changes in NTA, GDP, and P/E fully reflected in the stock price. 
 When many random variables drive the market, long-term investment becomes 
complicated. In the knowledge-based economy, about 87% of the assets are NTA that 
includes IA and goodwill (Sherman, 2014). The comparative advantage of a corporation 
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reflects the value of goodwill. The factors such as IA and goodwill that earn money in 
future add value to a company. The NTA was included in the model because NTA 
enables future cash flows, adds corporate value.  The inclusion of the P/E also constituted 
controlling the extraneous variables. GDP was another significant external factor that 
might affect the business environment. Ross (1976) claimed in APT that the 
macroeconomic parameters drive the stock price. GDP, interest rate, exchange rate, and 
money supply are various macroeconomic factors. Because of many constraints, in this 
empirical study, I incorporated only one macroeconomic parameter, GDP of the United 
States. The NTA, P/E, and stock price of 56 corporations of the S&P 500 were other 
factors. The context of this study was NYSE and NASDAQ, where the 56 corporations of 
the S&P 500 listed. However, the theoretical relevance can apply in a different context by 
incorporating various stock exchanges, different stock market indices, and different 
macroeconomic variables. 
The EMH and APT enabled the derivation of the hypothesis and the incorporation 
of different variables in this study. The variables in this study were the NTA, GDP, P/E, 
and the stock price. However, the theories allow the use of different variables such as 
earnings per share (EPS), real GDP, or interest rate in other hypotheses. This study 
allows the discourse community to explore similar studies in a different context and 
various stock market indices with different variables such as dividend yield, basic net 
income per share, exchange rate, interest rate, so on and so forth. 
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Nature of the Study 
This study was deductive and had a theoretical basis. The theoretical basis was the 
EMH that states the stock price reflected all relevant publicly available information 
(Fama, 1976). Empirically analyzing the characteristics of factors that significantly drive 
the stock market are relevant for investment decisions. That led to selecting the 
significant factors for this quantitative study. Yallwe and Buscemi (2014) claimed that 
both tangible assets and IA also perform a hugely significant role in corporate growth. By 
using the methodology proposed by Gu and Lev (2017), another recent study claimed that 
the IA had a positive and significant relationship with stock performances for the 
computer software and hardware sector (Basso, de Oliveira, Albuquerque, Kimura & 
Braune, 2015). Bianchi, Doni, Corvino, and Rigolini (2016) argued that the content of 
relational capital disclosure (RCD) of European listed companies and corporate financial 
performance are correlated. In this correlational study, I empirically explored the extent 
to which the stock price reflected NTA, GDP, and P/E of 56 corporations listed on NYSE 
and NASDAQ. 
Ross (1976) claimed in APT that various macroeconomic parameters drive the 
stock price. The two theories, EMH and APT, enable the incorporation of NTA, GDP, 
P/E, and the stock price in this study for the empirical analysis. For a systematic analysis, 
in this research, I included the financial data of 56 corporations from all 11 GICS sectors 
of the S&P 500, such as industrials, information technology, utilities, energy, 
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telecommunication services technology, materials, health care, financials, real estate, 
consumer discretionary, and consumer staples. The sample constituted about 11% of the 
corporations from each sector of the S&P 500 that tracks 500 corporations listed on 
NYSE and NASDAQ.  By incorporating the theories and the research questions, I 
developed the hypothesis that guides the empirical data collection and analysis. The flow 
chart that I developed depicts the process of hypothesis testing (see Figure 1). From the 
robust statistical analysis of the sample data on 56 corporations, I generalized the results 
for the population, 500 corporations that constituted the S&P 500, listed on NYSE and 
NASDAQ. 
The objective of this quantitative study was to empirically quantify the 
relationship between the NTA, GDP, P/E, and stock price. The results revealed how 
efficiently the past information reflected in the stock price, which was a test on EMH. In 
this research, I do not intend to provide additional information about the causality in the 
form of a qualitative study, but rather a relational study to determine the significant 
factors that affect the stock price. The quantitative study is the most suitable method to 
perform the relational study (Graziano & Raulin, 2012; Repko, Szostak, & Buchberger, 
2016). 
Testing the hypothesis and trying to answer the research questions was the 
objective of a deductive mode of research (Creswell, 2013). From the problem 
statements, I derived the research question and hypothesis. For this correlational study, 
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quantitative research was the most appropriate method. In this research, I used simple 
regression analysis and the multiple regression analysis in the deductive mode to find 
how significantly the NTA, GDP, and P/E reflected in the stock price and hence I chose 
the quantitative research method. 
The data in this quantitative study was secondary data, which consisted of 
numerical variables in a ratio scale and there were no categorical variables in the 
hypothesis testing. For the empirical analysis, I collected all the necessary data from the 
websites of government agencies such as the SEC and the BEA. The data from the 
governmental agencies were authentic, proximate, and relevant for the study. Statistical 
methods such as mean, variance, simple regression analysis, and multiple regression 
analysis enabled to analyze the relationship between the variables. The quantitative 
research method was the most appropriate choice for a correlational study (Privitera & 
Ahlgrim-Delzell, 2018). For testing the three hypotheses, there were altogether 9900 data 
points that include four variables such as IA, goodwill, P/E multiple and stock price for 
44 quarters from Q4 2007 to Q3 2018 for 56 corporations in the study. The four variables 
in this study were the stock price, NTA (IA and goodwill), GDP, and P/E. 
In this study, the GPower software habilitated to select the sample size as 43 at 
power 80% and effect size 15% (Figure 3). Since there was multiple regression analysis 
involved, I decided to sample 56 corporations so that I could eliminate the corporations 
that have noncontributing variables and to use the minimum required samples in the final 
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study. The GPower recommended the sample size 55 at 80% power, and effect size 15% 
for two-tail multiple regression analysis (see Figure 2). The stratified random sample 
method enabled to select 56 samples from 11 various sectors of the S&P 500. Each 
industry sector was a stratum in this sampling method, and for this study, I selected about 
11% of the corporations from each of the 11 GICS of the S&P 500. The stratified random 
sampling method is a probability sampling method in which every element (corporation) 
from various sectors in the population (the S&P 500) has the same probability of 
selection (Bruce & Bruce, 2017). This method helped to avoid bias in sample selection 
and provided an opportunity to include full representation of every industry sector of the 
S&P 500 in this study. 
After the statistical analysis, I generalized the results to the population. The 
analytical software programs such as SPSS, R-studio, GPower, and Excel enabled a 
robust study. The research design assisted in testing the hypothesis and analyzing the 
relationship between the variables in a robust manner. In this study, there was no 
deductive approach, and hence, both the qualitative method and mixed research methods 
were not applicable. Student’s t-test and F-tests are the parametric tests that I used in this 
study. The quantitative research method was the choice of relational study for employing 
the parametric statistics in this study for robust statistical analysis. 
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Figure 2. GPower output for a minimum required sample size at 95% CI 
Definitions 
Arbitrage pricing theory: Arbitrage pricing theory (APT) is an asset-pricing 
model that uses several factors, based on diversification and arbitrage principles, in 
determining the price of a security.  
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Beta: The measure of market risk in portfolio theory. The degree to which a 
stock’s return moves with the market’s performance. 
Capital: Capital is the long-term assets, or the money used to support long-term 
assets and projects.  
Capital gain (loss): The difference between the sale and purchase prices of an 
asset held over a period. 
Capital market: Capital market is a financial market in which longer-term (at least 
one year) where investors trade debt and equity securities.  
CAPM: Capital asset pricing model is a statistical model that enables to measure 
the required returns in financial markets. 
Common stock: Common stock is the security representing ownership of a 
corporation, equity.  
Discounted cash flow (DCF): Discount cash flow calculates the present and future 
values of money under the action of compound interest. Also called the time value of 
money. 
Diversification: In finance, selecting an optimum portfolio of different (diverse) 
investments to limit the overall risk borne by the investor.  
Efficient frontier: The set of portfolios that has the smallest possible standard 
deviations for its level of expected return and has the maximum expected return for a 
given level of risk.  
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Efficient market: The prices of traded securities reflect all the information and the 
price changes only due to new information. 
Expected return: The return an investor believes is most likely to an investment 
that is, the investor understands that the actual performance may be somewhat different in 
certain investments like stocks. 
Financial assets:  Stocks and bonds, also called security. More generally a 
document giving its owner a claim to specific future cash flows. Stocks base that claims 
on ownership (equity) while bonds base it on debt.  
Financial instrument: The financial instrument is called security or financial 
asset.  
Financial market: A financial market is where the clients trade financial assets - 
for example, the stock market.  
Financial statements: Financial statements are the reports created from 
accounting records that summarize a firm’s performance in money terms.  
Free cash flow (FCF): Free cash flow is the cash generated by a business above 
that needed for asset replacement and growth.  
Fundamental analysis: A systematic process of estimating the performance of the 
underlying company and the future cash flows to value a security. These are discounted 
to arrive at an intrinsic value of the security (stock).  
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Gordon Model: Gordon Model is a mathematical model for valuing stocks, based 
on the assumed constant growth rate into the indefinite future.  
Insider information: Insider information is the information about companies that 
can influence the stock price which is available to insiders but not to the public. It is 
illegal to make profits by using insider information. 
Institutional investor: A nosiness organization that buys and sells securities.  
Intrinsic value:  Intrinsic value is an underlying or fundamental value. 
Liquidity: Concerning to a company, the ability to pay its bills in the short run. It 
is about the readiness of an asset to convert to cash. 
Listed company: Listed company is a firm that is registered on a stock exchange 
and permitted to trade security. 
Market risk: Market risk is a variation on the return on a stock investment caused 
by things that tend to affect all stocks.  
Net present value (NPV): Net present value is a capital budgeting technique that 
rates projects according to the total current value of all their associated cash flows. 
Non-tangible assets (NTA): Nontangible assets include the values of IA and 
goodwill.  
Opportunity cost: The benefit forgone by using an asset. Usually, the income or 
profit it would produce in its next best use.  
Portfolio: Portfolio is a collection of investment. 
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Preferred stock: Preferred stock is a security that pays a constant dividend forever 
which is a hybrid form of stock between debt and common equity. 
Ratio analysis: A technique for analyzing the strength of a company by forming 
(financial) ratios out of sets of numbers from the financial statements 
Real asset: A tangible object with the value derived from the service it provides 
such as a factory, machinery, house or a car. Distinguish from a financial asset which is a 
piece of paper giving its owner a claim to future cash flows.  
Required return: The minimum return that keeps an investor in a stock. 
Generally, a function of the risk perceived in the investment.  
Return: Return is the payment to an investor for the use of funds. 
Risk (in finance): Risk in finance is the probability that the return on investment 
will be less than expected.  
Risk aversion: The premise that most people prefer a lower risk investment when 
expected returns are about equal. 
Securities analysis: Security analysis is a systematic approach to valuing 
securities, especially stocks, by studying an issuing firm’s value. The securities analyst 
plays an essential role in the financial sector. 
Securities and Exchange Commission (SEC): The federal agency responsible for 
regulating securities dealings.  
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Security: A financial asset. Commonly a stock or a bond. An asset pledged to 
guarantee the repayment of a loan. 
Speculation: The assumption of measure risks in the hope of financial gain, 
usually with substantial knowledge of the process that generates gains and losses.  
Stock: Stock is a financial asset representing a share of ownership of a 
corporation.  
Stock exchange: Stock exchange is a physical place where the brokers trade 
stocks on behalf of their investor clients. 
Stock market: Stock market is the network of exchanges, brokers, and investors 
that trade in stocks.  
Stock performance: Return on stock on a periodic basis (daily/quarterly/auually) 
Systematic risk: Through portfolio diversification, investors cannot eliminate 
systematic risk. 
Technical analysis: technical analysis is an approach to valuing securities by 
examining past patterns of price and volume. The basis of the technical analysis is that 
the patterns repeat themselves.  
Time value of money: Time value of money is a calculation that considers the 
present and future values of money under the action of compound interest.  
Valuation: A systematic process to determine the price at which security should 
sell in financial markets. 
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Assumptions 
In this quantitative study, there are several assumptions related to the reliability 
and validity of the secondary data. For the study, I collected the secondary data from 
governmental agencies such as SEC and BEA. For this study, I assumed that all the 
secondary data of the 56 samples from the SEC is representative of the 500 corporations 
that constitute the S&P 500, listed on NYSE and NASDAQ. Another assumption was 
that all the data from the governmental agencies is error-free and valid. In Chapter 3, I 
explain all the assumptions related to the theories and statistical analysis in detail. 
One assumption was that all the relevant information such as quarterly reports 
reflected in the stock price. The profitable arbitrage opportunity quickly disappears in an 
efficient market, and only the new information affects the stock price, not the historical 
data (Fama, 1976). I assumed the information disseminated in such a manner that every 
stakeholder receives it at the same time without creating an arbitrage opportunity. 
Another assumption was that all the internal information of corporations reflected 
in the P/E and the NTA, and the external information of the business environment 
reflected in GDP. The IA including human capital is assumed to possess the ability to 
increase investor confidence through the corporations’ creativity and inventiveness in 
their products and services (Canibano 2018). Sherman (2014) argued that successful 
companies, such as Google, Amazon, Microsoft, and Facebook, only have 1–3% of 
tangible assets as compared to their market capitalization. Like many experts in the 
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industry, I consider NTA is an asset that can use strategically for a competitive edge in 
today’s economic conditions and sustainable growth. 
Another assumption in this study was that all the information about the market 
including the financial reports reaches every investor at the same time and investors use 
that information wisely. Investors assume that the future earnings of a company 
determine its intrinsic value. Rational investors prefer more wealth to less and choose the 
stocks that have a high probability of growth in the future. In this study, I assumed that 
the evidence and literature referred to were free from individual ideas and beliefs, were 
robust and reliable, and were systematically collected facts without bias. 
Scope and Delimitations 
Selecting the value stocks and creating a portfolio that yields the required return is 
the practical application of this study. Many investors switch to long-term investing from 
short-term investing and refocus on value discovery from price discovery since the cost 
of “active investment” is high owing to the transaction cost (Ellis, 2014). The sustainable 
growth of the corporation, expected return, and the overall economic growth are the 
objectives of the long-horizon investment in stocks. Buy and hold, dollar cost averaging, 
and direct investment and reinvestment plans are the long-term investment strategies. 
To analyze the variables that significantly affect the stock price, I chose the 
minimum number of corporations that the software GPower recommends from the list of 
the 500 corporations that comprise the S&P 500, listed in NYSE and NASDAQ. For this 
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study, I randomly chose 11% of corporations from each of the 11 industry sectors were 
true representatives of the corporations of the S&P 500. In this study, I employed the 
stratified sampling method for selecting the samples from 500 corporations that constitute 
the S&P 500. The stratified sampling method allows incorporating high probability 
representation of all the sectors in the S&P 500 that increases the accuracy of 
representation of the population (Cooper & Schindler, 2013). 
The link between human capital, which is one of the IAs, and economic growth 
remains critical to the empirical analysis, because of the measurement issues related to 
human capital stock (Skare & Lacmanovic, 2016). In this study, I calculated the value of 
NTA from the corporations’ financial reports at the SEC. This procedure delimits the 
tedious and critical process of measuring the IA and goodwill that adds validity to the 
study. 
In this empirical study, the IV were the NTA, GDP, and P/E. These predictors 
were the internal and external factors of a corporation that affect the stock price in the 
long horizon. For this study, I collected the quarterly data of GDP from the BEA for 44 
quarters, from Q4 2007 through Q3 2018. I assume the data from the governmental 
agencies such as SEC and BEA were error-free, valid, and reliable for the research. 
According to EMH, all relevant information reflects in the stock price, and the relevant 
information can range from country risk and business risk to the competitive edge of 
corporations, as well as the weather forecasts and the political turmoil in other countries. 
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However, in this study, I could include only a few variables to understand the stock 
market phenomenon because of the limitations of the dissertation process and available 
resources, which includes the time limit. 
Limitations 
For this study, I used the secondary data from the annual reports of corporations 
that the SEC published periodically and the data on GDP from BEA. BEA publishes the 
financial reports of listed corporations in the United States (United States Department of 
Commerce, 2015). The secondary had certain limitations. All the data NTA, GDP, P/E, 
and the stock price used in this study were in ratio scale and assumed error-free. 
However, measuring and reporting NTA to comply with various accounting principles 
was a challenge. Accounting conservatism requires a high degree of verification. By 
using samples from 20 countries, Brown, He, and Teitel (2006) claimed the accounting 
conservatism depends on the country-specific level of accrual intensity. Because of the 
use of various accounting standards, the methods of value recognition of NTA differ from 
country to country. That is one of the limitations when conducting cross-country 
research. 
In the APT, Ross (1976) assumed that many factors affect stock performance but 
did not specify those factors. Many internal factors, such as investments, liabilities, and 
NTA, or external factors, such as interest rate, exchange rate, money supply, GDP and 
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investor perspectives affect the stock price. However, the study included only NTA and 
GDP as the significant predictor variables. 
This study included only the secondary data from 56 corporations listed on NYSE 
and NASDAQ. However, there were 19 stock exchanges in the world whose market 
capitalization was over $1 trillion each, and they accounted for 87% of the global market 
capitalization as of April 30, 2018 (WFE, 2018). Including all the corporations listed on 
the stock exchanges from around the world was beyond the scope of this dissertation. 
Hence, the stratified sampling method had been employed to select 56 corporations from 
every GICS sectors to incorporate the general characteristics of the various corporations 
of the S&P 500, listed in NYSE and NASDAQ. This selection procedure eliminated the 
limitations caused by having a bias in selecting samples; however, it covered only a small 
portion of the global market. 
By using the Fama and French 3-factor model and Carhart 4-factor model Yu 
(2012) hypothesized that the stock market was semi-strong efficient. Testing strong-form 
EMH required insider information, and that was not feasible for this study. With the 
publicly available information, I tested the weak-form EMH. The laminations of this 
study did not intend to test the semi-strong form EMH and strong-form EMH. 
Evaluating all the IA and determining their relationship by using performance 
indicators was a critical issue in modern economies (Mehrazeen, Froutan, & Attaran, 
2012). Zhang (2015) claimed that many shareholders pressurize company management in 
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to maximizing short-term earnings and increasing only the short-term value. This 
behavior adversely affects investing regarding the long-term intangible investments such 
as innovation; however, it adds value in the long run. Saad and Zantout (2014) argued 
that the large firms that significantly increase R&D expenditure experience negative 
abnormal returns for three years. Investors initially underestimate the excess investment 
in R&D of these firms and overvalue their stocks. The subjective and theoretical factors 
affect the valuation of the IA, and this varies for every corporation and in every sector, 
but the values of IA from the quarterly reports of corporations from the SEC website are 
considered acceptable. The governmental agency publishes the actual value of IA of 
corporations in their quarterly reports. Accounting standards do not permit to include IA 
that the corporations create internally. However, about 87% of the corporate value is IA 
in the knowledge-based economy (Sherman, 2014). 
In behavioral finance, the focus is on the investors’ attitudes towards risk and 
beliefs regarding probabilities. Many aspects such as the behavioral and psychological 
aspects of investors, the transaction costs, and many hidden costs of portfolio 
management are absent in this study. All the stock investors may address inflation, taxes 
on capital gain, and investment costs. Furthermore, the capital gain tax and the 
transaction costs associated with the stock trading vary from country to country are also 
absent in this study, and that was a limitation of this study. 
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The relevant information that may significantly affect the stock price are many, 
but in this study, I included only three factors such as NTA (IA and goodwill), GDP, and 
P/E. After determining or calculating the variables, I employed the analytical program 
such as the SPSS to determine the correlation between the variables. Many assumptions 
related to the statistical analysis that is evident in other quantitative studies are also 
another limitation of this study.  
Significance of the Study 
Empirically analyzing the significance of the macroeconomic variables and the 
internal factors that positively affect the economic prosperity of a corporation is essential 
for all the stakeholders and the long-term investors (Farsio & Fazel, 2013; Moreira, 2013; 
Sikalao-Lekobane & Khaufelo Lekobane, 2014). In this quantitative study, the objective 
was to explore the empirical relationship between the NTA, GDP, P/E, and the stock 
price of corporations. In stock market analysis, stock price prediction is crucial but a 
complex issue (Sun, Shen, Cheng & Zhang, 2016). The purpose of this research was to 
choose the significant factors that significantly affect the stock price in the long horizon 
with the robust statistical analysis, to test the weak-form EMH, and to build the most 
suitable model for predicting the long-term stock price of four corporations if the weak-
form EMH was not conclusive. The stakeholders may use the results for various 
investment purposes, and the policy-makers may use the results for preserving the limited 
resources (NTA) and use them strategically for wealth creation.  
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Significance to Theory 
Efficient Market Hypothesis (EMH). The significant contribution of this study 
is in the efficient market hypothesis which is one of the controversial theories in finance. 
The EMH states that only new information can change the price and past data has no 
relevance in determining the stock price but already reflected in the price. Choosing the 
relevant variables that drive the stock price and developing the best fit regression model 
that can predict the stock price have a compelling impact on the EMH. Since the ‘insider’ 
information was not using in this study, I tested only the weak-form EMH. Testing the 
semi-strong form EMH and the strong-form EMH was not the purpose of this study. 
Arbitrage Pricing Theory (APT). The APT is a multifactor asset pricing model 
in which a linear function can incorporate many factors, such as macroeconomic 
parameters or the market index. This study included GDP as a significant factor for 
testing its empirical relationship with the stock price. The other independent variables in 
this relational study were NTA and P/E. Unlike CAPM, which is a single factor model, I 
included three different variables in this study to expand the multifactor analysis of the 
APT. Empirically analyzing the significant relationship between the variables 
emphasized the validity of the theory in today’s market condition. 
Significance to Practice 
The corporations' performance assessment, asset valuation, and predicting the 
long-term stock price are critical elements in the market economy. Soe, the researcher at 
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the S&P 500 (2015), claimed that in 2014, the S&P 500 had its double-digit gain of 
13.69%. However, 86.44% of large-cap fund managers underperformed the benchmark 
over 1 year (Soe, 2014). Most large-cap fund managers failed to understand the 
significant factors that affect the market even if all the tools for technical analysis and 
fundamental analysis were at their disposal. 
In this research, I intended to empirically find the relationship between the NTA, 
the macroeconomic variable GDP, and the stock price by analyzing financial data of 56 
corporations from the S&P 500 for 44 quarters. However, as an investment strategy, for 
the long-term investment in stock price in the domestic and foreign market, investors can 
explore the correlation between other variables of corporations listed on various stock 
exchanges in other countries. Study on the influence of exchange rate on the stock price 
of a corporation that operates globally can increase the economic value (Feldman, Jung & 
Klein, 2015; Khan, Gul & Ali, 2016). Many big corporations of S&P 500 listed on NYSE 
and NASDAQ that derive about 46% of sales from abroad, blame the economic 
parameters and strong dollar value as a cause of their declined profit, and many others 
that generate most of their sales from domestic operations have fared well in recent years. 
By understanding the significant relationship between the macroeconomic parameters, 
such as GDP, interest rate or exchange rate of other countries, and the stock performance 
of corporations, the investors could explore the competitive advantage and corporate 
growth in different geographical regions.  
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The factors that affect the performance of value stocks and growth stocks are less 
known and more controversial, have made the investment choice difficult (Emm & 
Trevino, 2014). However, in this study, I explored many factors that have a significant 
relationship with the stock price by analyzing 44 quarters’ financial data of 56 
corporations and the GDP of the United States. The significance of this study was to 
empirically analyze the correlation between the factors, including the NTA. P/E, and the 
stock price of 56 corporations from the 11 industry sectors of the S&P 500. The empirical 
evidence on the significant factors that drive the stock price may assist the long-term 
stock investors to make informed investment decisions. The information on the empirical 
relationship between the factors and the stock price may increase the investors’ trust in 
the market, in turn, that yield more savings and investments. The results of this study may 
also enable them to make more productive decisions on portfolio management and 
governmental policy-making. 
Significance to Social Change 
Many studies show that there is a positive correlation between social change, the 
growth of an organization, and the growth of the global economy. Investment and 
resources are necessary elements for every social change. Condorcet, the French 
philosopher, mathematician, and political scientist (1796), claim that finance and 
economics could solve many fundamental problems of humankind. Without economic 
prosperity, social change is challenging. By empirically testing the weak form EMH and 
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explaining the century-old issue with the EMH in today’s market conditions adds value to 
humanity. Brzeszczyski and Mcintosh (2014) claimed that the British socially responsible 
investment (SRI) stocks yield higher returns compared with the market indexes. The 
stakeholders may use the result of this study, to focus on SRI for wealth creation in a 
sustainable manner. 
Various kinds of funds, including the enormous amount of retirement funds, are 
available for long-term investments and economic growth; the building blocks of life-
cycle funds are broad-based index funds such as stock funds tied to the S&P 500 (U.S. 
Social Security Administration, 2015). This research is all about finding an analytical 
method to aid the making of more informed stock investment decisions and the wealth 
creation for the goodwill of society. Better investments create wealth, creating a better 
business environment and entrepreneurs, which drives the domestic consumptions and 
economy. The information on the effect of macroeconomic parameters and the combined 
effect of different factors that significantly affect the stock price of corporations may help 
the stakeholders for efficiently employing the limited resources for sustainable growth, 
which is a corporate social responsibility. 
Summary 
The stock market is the driving economic force in today’s global economy, but 
there are various challenges in predicting the return and risk of investment. Investors use 
many theories and models based on historical data to understand economic reality. 
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According to the EMH, the stock price reflects all the information and the price changes 
only due to new information. Both the technical analysis and fundamental analysis fail 
since there is no consistent arbitrage opportunity for investors. In this study, I used 
various factors such as NTA, GDP, P/E, and the stock price to quantify the correlation 
between them and to test the weak-form EMH. 
The purpose of strategic management is to create value, and this study intended to 
create value for the stakeholders by empirically analyzing the factors that play a 
significant role in driving the stock price. From the systems theory’s perspective, I chose 
many factors in the model, and the APT was the best choice to accommodate all those 
factors. In this study, I included GDP as it reflected the economic health of the country 
and included the P/E as it reflected many economic conditions of a corporation. Finally, 
the model included the NTA, the strategic asset that reflects the economic prospects of 
the corporation. By empirically analyzing the correlation between the stock price, NTA, 
GDP, the P/E, and the stock price, I tested the weak-form EMH. For the research, I used 
the data from the governmental agencies such as the SEC and the BEA to maintain a high 
degree of originality. The study contained 9900 data points including GDP of the United 
States, and the NTA, P/E, and the stock price of 56 corporations from the S&P 500, listed 
on NYSE and NASDAQ. The following Chapter 2 consists of the Literature Review in 
which I explain the background of the study, issues, and practices in the stock market, 
and the gap in the literature. 
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Chapter 2: Literature Review 
Introduction 
Stock valuation is subjective, but investors use many metrics based on historical 
data to evaluate shares for investment. Lo (2016) claimed that when there is friction in 
the market, the financial market changes entirely, and the investors should determine the 
source of the change and the way they relate to each other. According to the weak-form 
EMH, the stock price changes only due to new information and not based on past 
performance (Fama, 1976). The EMH holds when the stock price reflects all the relevant 
information about the NTA and the GDP. However, the NTA that includes IA and 
goodwill are absent from many metric evaluations that the stock investors use, which 
limits the investors from making informed stock investment choices (Sherman, 2017). 
My prime objective for this study was to empirically analyze to what extent NTA 
and GDP of the United States reflected in the stock prices of 56 corporations from 11 
sectors of the S&P 500 listed on NYSE and NASDAQ. Furthermore, I focused on the 
correlational analysis of multiple variables such as NTA, GDP of the United States, P/E 
and the stock price of 56 corporations over 44 quarters from Q4 2007 through Q3 2018. 
This analysis was a test on the weak-form EMH, one of the elaborate theories in finance 
of this century. In this chapter, I present the theories and practices in the stock market and 
exposed the gap in the literature. 
45 
 
 
In the first section of Chapter 2, I present an overview and then discuss the 
literature search strategies, sources, and the purpose of literature for the study. In section 
3, I explain the theoretical foundation and the conceptual framework in detail and then 
elaborate the literature relevant to this research. In the subsequent sections, I describe the 
financial market, the investment in stock, and stock evaluations in detail. In the final 
section of Chapter 2, I discuss various valuation metrics that the investors use for making 
long-term stock investment choices and the gap in the literature. 
Literature Search Strategies 
For a critical, in-depth evaluation of the existing research on long-term stock 
investment strategies and the EMH, I searched multiple databases. These databases 
included ProQuest, EBSCO, ABI/INFORM, PsycINFO, SageStats, Harvard Business 
Review, MIT Sloan Management Review, Financial Analysts Journal of CFA Institute, 
World Bank, International Monetary Fund, and other sources including dissertations as 
well as theses from Walden University and other universities, in addition to industry 
publications and conferences. For the search technique, I used the Boolean system and 
the three Boolean operators – AND, OR, and NOT – which allow the narrowing or 
broadening of the search by combining the terms. The qualifiers such as, ‘full text,’ 
‘peer-reviewed,’ and ‘from the year 2013 to 2018’ enabled to include relevant articles. In 
this study, I mainly used the peer-reviewed articles but also included the seminal work at 
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from different times that laid the background of the topic and exposed the gap in the 
literature. 
One of the main objectives of the literature review was to perform the analytical 
synthesis of the problem from different perspectives. Researchers should analyze the 
various research works of the past to understand the background of the study (Ridley, 
2009). This practice gave the opportunity to engage with the primary and seminal works 
associated with the topic of this study and to create active reading strategies as a scholar. 
The second objective was to identify a gap in the existing literature. Studying the 
literature enables to provides a rationale for the study (Creswell, 2013; Graziano & 
Raulin, 2007). The next purpose of the literature review was to provide a rationale for the 
statistical tools that I employed. For testing the hypotheses, using a valid research method 
and tools that accepted in the past has given validity (Leavy, 2017; Lo & MacKinlay, 
1988).  
To condense the topic and to select the relevant research papers from multitudes 
of research on various interrelated topics was a complicated process. Many research 
works were a continuation of the previous study. The primary keywords and phrases used 
to search in the database for this study were: 
• stock price, equity market, bull market, and bear market 
• finance theories 
• stock valuation and investment practice 
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• value investing and growth investing 
• fundamental analysis and technical analysis 
• strategies and limitations of long-term stock investment 
• factors affecting stock price, macroeconomic factors, gross domestic 
product (GDP) 
• causes of the stock market crash, depression, and recession 
• limitations of earnings per ratio (EPS), the price-earnings ratio (P/E), 
enterprise value (EV), earnings before interest and tax (EBIT), earnings 
before interest, tax, depreciation, and amortization (EBITDA), price-
earning to growth ratio (PEG), and momentum 
• effect of transaction cost and capital gain tax 
• asset allocation and portfolio management 
• IA and goodwill 
Furthermore, I used synonyms such as long-term, stock return, and stock 
performance to modify the search. A review of the title and the abstract of each research 
paper led to a further analysis of the methodology and the results. Based on the relevance 
to the topic, research equations and methodology, I chose the current literature. 
After collecting the literature, I assessed based on the parameters of provenance, 
arguments, objectivity, and value or significant contribution to the topic. Then, I wrote 
the bibliography. After that, I organized the literature around the topic and the issues 
48 
 
 
regarding stock price and the stock market for long-term horizons based on the thematic 
reviews rather than the progression of time. There was negligible or no bias in the 
selection of the literature, and the evidence demonstrated that the literature selection 
method was robust as well as transferable or replicable. 
 In the following sections of Chapter 2, I discuss how did I use the literature 
review to formulate the compelling topic of study that was necessary for a positive social 
change. In the subsequent sections of Chapter 2, I explain the theoretical foundation, 
conceptual framework. Then, I discuss the challenges and opportunities on the stock 
market, valuation metrics, and the gap in the literature. 
Theoretical Foundation and Conceptual Framework 
A theory has logically related symbols that people think may occur in the world; it 
simplifies reality and guides in testing its accuracy (Manheim, Rich, Willnat, & Brians, 
2008). Many accounting and economic theories are the basis of valuation metrics that the 
investors use for making investment decisions. The fundamental analysts use many 
metrics such as the P/E, EPS, and PEG which were developed based on historical data 
and economic theories to determine the intrinsic value for the long-term investment. The 
technical analysts claim the historical price data reflects the current price movements and 
use many methods such as on-balance volume, accumulation distribution line, and Aroon 
indicator. Many theories in economics and statistics are the basis of these methods. 
However, many theories fail to explain the economic cycles; the cycle of the bull market 
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and the bear market continues. Investor confidence and optimism are the characteristics 
in a bull market because the price rises consistently as opposed to a bear market in which 
the price falls. 
By using various mathematical and statistical theories, Bachelor (1900) claimed 
that the stock market was a speculation, Lo and MacKinlay (1988) argued that the stock 
prices did not follow random walk, Fama (1965) claimed that only new information could 
determine the stock price, and Shiller (2000) argued with “irrational exuberance.” 
Financial economists developed many theories over time with little consensus among 
them to understand the role of the different factors that drive the stock market. In this 
quantitative study, I tested two theories such as EMH and APT. 
Theoretical Foundation 
Fama (1976) in EMH stated that the current stock price reflects all the relevant 
information on the market, and the stock price changes only due to new information. New 
relevant information can be the financial reports that the corporations publish 
periodically, the federal government’s announcements about macroeconomic parameters 
or the trade deals with other countries. In the efficient market, the market reaches 
equilibrium immediately after every news irrespective of fluctuations in price. Investors 
cannot predict the stock price and “beat the market” consistently. In this market 
condition, the value investors who ‘buy and hold’ securities for capital gain cannot 
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accomplish their desired target (Smithers, 2009). Nobel Laureate, Fama, called the 
“father of modern finance” developed EMH. 
The EMH has three forms which are: 
▪ Weak-Form Efficiency – Weak-form efficiency states that only new 
information or new economic events, such as the announcement of 
quarterly financials, and news about macroeconomic parameters, such as 
GDP, influence the stock price. This price change occurs immediately 
after the news, and hence, analyzing the past data has no relevance in 
predicting stock price. The technical analysis fails in this form, and the 
growth investors cannot make profit consistently. 
▪ Semi-Strong Form Efficiency – Semi-strong form efficiency states that all 
publicly available information immediately reflects in the stock price. In 
this form, the value investors who use fundamental analysis fail. In this 
semi-strong form, only private information was not accessible to the 
public when making stock investment decisions. In this form, investors 
cannot make a consistent profit unless they use insider information, which 
is illegal. 
▪ Strong-Form Efficiency – Strong-form efficiency states that investors 
cannot earn an excess return from both public and private information. In 
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this form, the stock price is entirely random, and even insider information 
cannot help in making a consistent profit. 
The other framework of this study was the arbitrage pricing theory (APT). The 
arbitrage relied on a fundamental principle of finance: the law of one price. Ross (1976) 
claimed that many macroeconomic factors determine the stock price. In the stock market, 
past performance was not a clear indicator of future return, but investors use various 
metrics based on historical data (Malkiel, 2015; Pearson 1905). The APT a multifactor 
asset pricing model in which many factors such as macroeconomic parameters or market 
index, can be a part of a linear function.  
The primary task of the APT is to evaluate the present value of the payoffs or cash 
flows, discounted for risk and time lags, to estimate the stock price (Celik, 2012). When 
the stock market adjusts the price, a profitable arbitrage opportunity disappears quickly 
(Ross, 1976). The arbitrageur uses the APT model to find the misprized securities for 
investment purposes.  
The APT is an alternative form of the Nobel Laureate Markovitz’s capital asset 
pricing model (CAPM) that has only one factor, which is the systematic risk. Analysis of 
a case study in the Netherlands showed the Markovitz’s theory could contribute to 
designing portfolios of investments in flood risk management with few variables (Aerts, 
Botzen & Werners, 2015). By including various variables that may have an impact on the 
stock return, the APT model has an advantage over CAPM. In the multi-factor model, the 
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beta of an asset measures the risk of the asset concerning the market portfolio, which is 
the average risk of all assets. High beta assets can earn a higher average return during 
equilibrium. The CAPM makes many unrealistic assumptions such as investors had 
identical preferences, the same information, and held the same portfolio. The CAPM fails 
to establish long-run prior return patterns (Segal & Jain, 2014). Whereas, the APT only 
makes a few assumptions, such as all securities have finite expected values and variances. 
The factors in this study were the NTA, GDP, P/E, and the stock price. In the 
APT model, the expected return on the security is the dependent variable. To control the 
other extraneous variables that affect the stock price, I include two more independent 
variables in the regression model, GDP as a systematic factor and the P/E as the firm-
specific factor. Thus, by using the linear equation that incorporated NTA, GDP, and P/E, 
I calculated the price of a security Ŷ. 
Ŷ = a + B1N + B2G + B3R + ɛ …………………………………..(1) 
Where, 
Ŷ = dependent variable (stock price) 
a = constant (risk-free rate) 
B1 = regression coefficient for N associated with Ŷ 
N = NTA that include the IA and goodwill 
B2 = regression coefficient for G associated with Ŷ 
G = GDP 
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B3 = regression coefficient associated with Ŷ 
R = P/E 
ɛ = model deviations 
The NTA and GDP were the two major components in the model. NTA is a 
significant part of the assets of a corporation in the knowledge-based economy, and GDP 
is an external factor that reflects all the economic prospects of the country in which the 
corporation operates. This study used 44 quarterly financial data from Q4 2007 through 
Q3 2018 of 56 corporations listed either on NYSE and NASDAQ. By using descriptive 
statistical analysis, simple regression analysis, and multiple regression analysis, I tested 
the three hypotheses to determine the extent to which the stock price of 56 corporations 
correlated with their NTA, GDP of the United States, and P/E 
Conceptual Framework 
The conceptual framework is a critically important component of research 
(Antonenko, 2015). In this section, I will explain the relationship between the concepts 
and variables. The weak-form EMH states that the stock price reflects all relevant 
information (Degutis & Novickyte, 2014). In a perfect market, there is no arbitrage 
opportunity, and investors cannot make a profit consistently over an extended period. 
This phenomenon may be a compelling issue for long-term stock investors. By 
empirically analyzing the relationship between the NTA and the stock price of 56 
corporations, I tested the weak-form EMH. 
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Furthermore, I quantify the relationship between GDP and the stock price. In this 
study, I also developed the optimal model with three variables such as NTA, GDP, and 
P/E for predicting the stock price of eight corporations from various GICS sectors of the 
S&P 500. However, the challenges for a long-term investor are becoming increasingly 
complicated, as there exist many unpredictable variables that drive the market. 
The factors that earn money in the future constitute an integral part of the value of 
a company. In the knowledge-based economy, about 87% of assets are NTA, which 
include the IA and goodwill (Sherman, 2018). The intellectual capital (IC) is an IA that 
has dynamic, learning, and innovation capabilities. However, the industry ignored 
operational capabilities of IC (Hassan, Mei, & Johari, 2017). The comparative advantage 
of a corporation reflects the value of goodwill. I included NTA in the study because its 
enables future cash flows. IA, (a component of NTA) is the main factor that ensures a 
sustainable development (Gribanov, Mitrokhin & Vilkova, 2017). To control the 
extraneous variables, I included the GDP and P/E in this study. The P/E is the internal 
factor that may reflect the health of a corporation and GDP is a significant external factor 
that may affect the overall business environment. The BEA has estimated the GDP of the 
United States as $21.5 trillion for 2019 (BEA, 2018). Based on the BEA data, the GDP of 
the United States was $10.28 trillion in 2000, and it was 20.50 trillion in 2018; doubled 
the amount in 19 years (see Figure 3). In this study, I included GDP as a significant factor 
and analyzed its empirical relationship with the stock price. 
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Figure 3. GDP of the United States from Q1 1998 to Q4 2016 (in billions) 
The stock market is the driving economic force in today’s global economy, but 
there are various challenges when predicting the return and risk for investment. Investors 
use many theories and models based on historical data to understand economic reality, 
but past performance is not an indicator of future stock price (Malkiel, 2015). From the 
systems theory’s perspective, the model can include many factors and APT is the best 
choice to accommodate all those factors. The stock price reflects the investor behavior, 
and GDP reflects the economic health of the country and the P/E reflects the health of a 
corporation. NTA reflect the prospects of a corporation (Sherman, 2018). In this model, I 
included NTA, GDP, P/E, and the stock price to test the weak-form EMH. 
In this study, I incorporated two theories, the EMH and the APT. As per the 
weak-form EMH, the stock price reflects all the publicly available information and APT 
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states the stock price can be a linear function. By using EMH and APT, I developed the 
linear function in which NTA and GDP were different factors to predict the stock price. 
To test the weak-form EMH, firstly, I empirical analyzed to what extent NTA reflected in 
the stock price of 56 corporations, secondly, I analyzed to what extent GDP reflected in 
the stock price, and thirdly, I quantify the relationship between three predictors, NTA, 
GDP and P/E, and the outcome variable, the stock price. Then, I developed the model by 
using multiple regression analysis. Finally, I employed the runs test to understand the 
random walk properties of the stock price. If the best-fit model that I developed from the 
data analysis succeed to predict the stock price, the weak-form EMH fails, but that stands 
the test of time.  
Literature Review 
Financial Market 
The financial market is an open market system wherein the investors trade stocks, 
bonds, derivatives, currencies, and commodities. Individuals, corporations, and 
institutions who require money or have money to lend or invest can convene and trade in 
either a virtual or physical world (Block & Hirt, 2016). In this market, investors consider 
the opportunity cost, while the borrowers consider the cost of equity. Both investors and 
borrowers want to exploit the arbitrage in an inefficient market, but the arbitrage vanishes 
when the deviation of price from the fair value diminishes. The most fundamental 
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concept of economics states that supply and demand determine the price of a product, 
applies in the financial market.  
Carpenter, Lu, and Whitelaw (2015) claimed the corporate investment efficiency 
made China the world’s largest investor. Chinese stock market has a low correlation with 
other stock markets offer high alpha to diversified investors. Not only the economic 
health of a country or the investment efficiency but also numerous other factors, from the 
weather to social media, influence the supply and demand, which conversely affects the 
risk and return.  
Many factors affect the stock market differently in various countries. Shiller 
(2005) claimed the behavioral economics that created many economic institutions such as 
workers’ compensation and insurance firms played a fundamental role in history. African 
stock markets are small, segmented and illiquid but the developments in the world stock 
markets affect them significantly (Ncube & Kapingura, 2015). The information release 
on bonuses also affected on the Nigeria Stock Market during the 2002-2006 period 
(Manasseh, Ozuza, Ogbuabor (2016). Seibert (2015) argued that in the case of 29 out of 
30 custom portfolios, made buy/sell decisions by using only operating earnings data that 
outperformed the S&P 500 buy and hold portfolio. Srinivasan and Umashankar (2014) 
claimed that a firms’ intangible values adversely affects when the firms’ ticker symbol 
was not similar to its corporate name (DLL for Dell, Inc.). The studies are inconclusive 
regarding the extent to which the various factors affect the risk and return in the volatile 
58 
 
 
financial market have made a rational investment critical. However, arbitrage 
opportunities make the stock market dynamic.  
The value of a financial asset depends on the productive power or performance of 
the underlying real asset (Bodie, Kane, & Marcus, 2012). Today’s derivatives market that 
includes the stock market of the world is $ 1.2 quadrillion, which is about 16 times the 
entire world’s GDP of $ 71.8 trillion (World Bank, 2018). Investors use financial assets, 
such as stocks and equity investments to maintain their claims on real assets such as land, 
buildings, machinery, and knowledge that produces goods and services. The influence of 
the financial market on every field is tremendous. Various governmental agencies, such 
as the SEC, regulate the financial market in the United States. Financial integrity is 
essential for economic and social development (World Bank, 2018). 
Functions of Financial Market 
An essential function of the financial market is to facilitate the transfer of funds 
(Thomas, 2006). Block and Hurt (2016) claimed that the pension funds and mutual funds 
own a large part of United States corporations, and the institutional investors who own 
these funds exercise an immense amount of control. Other forms of the market are 
primary, secondary, over the counter, cash and derivatives. In this market, the financial 
intermediaries, such as banks, insurance companies, and mutual funds, link the borrowers 
to the investors. To compensate for the risk, investors seek a higher return. 
Financial Instruments: Development and Significance 
59 
 
 
The three characteristics of the financial instruments are liquidity, risk, and yield. 
Liquidity is the ease of converting an asset into cash, and risk means an owner may not 
recover the investment partially or entirely, and the yield is the rate of return on an 
investment (Thomas, 2006). The three types of securities are equity security (stocks), 
debt security (bonds), and derivatives security (options, futures contracts, forward 
contracts, swaps, and warrants). 
As per government regulations, many agencies regulate the financial system in the 
United States and ensure the disclosure of reliable, accurate, and timely information 
pertaining the financial conditions of firms (Brealey, Myers, & Allen, 2013; Block & 
Hirt, 2016). These agencies are the SEC, Commodities Futures Trading Commission 
(CFTC), Federal Reserve System (FRS), Office of the Comptroller of the Currency 
(OCC), Federal Deposits Insurance Corp (FDIC), and State Banking Insurance 
Commissions (SBIC). 
Correlation between the stock market and the economy is significant for the 
development of both. In many countries, stock market development leads to the economic 
growth of a nation (Asiri & Abdalla, 2015; Rahman & Siddique, 2014). The economic 
growth also leads to the development of the stock market, and the capital market 
significantly influences the economic policy and practice (Spaseska, Risteska, Vitanova, 
Odzaklieska, & Risteska, 2016). 
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The valuation of large capitalization (large-cap) stocks and the median 
capitalization (mid-cap) stocks were critical in developing countries which led 
governments to change economic policies (Allirajan, 2017). For instance, the stock 
market conditions influence the government to change interest and money supply 
(Noreen, brewer & Garrison, 2016). Evidence showed that small-capitalization (small-
cap) stocks were less risky than large-cap stocks but typically viewed as riskier (Estrada, 
2014). 
The two types of securities are debt-based and equity-based. The debt-based 
short-term financial instruments, such as T-bills and commercial papers, last for 1 year or 
less. The long-term financial instruments, such as bonds, last for more than a year. The 
equity-based financial instruments are stocks or otherwise called shares. In this study, I 
focused on common stocks of 56 corporations, the stratified sample of the S&P 500 but 
that was only a fraction of the financial market wherein the corporations trade their stocks 
to raise funds for expansion, growth or other purposes. 
Stock Market 
Investing in stocks means buying shares, buying a percentage of ownership of a 
corporation; more investment in stocks means owning more shares. The prospects of 
corporate growth and the perspectives of investors determine the stock price. There are 
different forms of corporate growth such as domestic and global expansion, new related 
or unrelated product launch, product improvement, client retention, and acquisition of 
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new clients (Navarro, Casillas, Carlos & Barringer, 2012). Zumbrun (2014) argued that 
millions of investors who exited the stock market had lost the opportunity to benefit from 
the equities boom since 2009. Nobel Laureate, Shiller (2014) claimed that the stock 
markets seem to follow “where tP is the equilibrium price, tV is the fundamental value, 
tD is the operator, and fr is the constant risk-free rate of return.” 
Investor’s financial literacy, propensity to trust, and sociability determine their 
perceptions about the stock market (Dobini & Racine, 2016; McAiliffe & Grant, 2014). 
Stocks are the financial vehicles for corporations to raise funds to expand. The growth of 
a corporation needs enough cash flow or funds to sustain it. Corporations sell shares in 
the market to raise funds. By using various valuation metrics and risk-return models, 
investors select stocks. Although the unpredictable factors make it a difficult choice, the 
quest to choose the right stock for investment continues for wealth creation.  
Yallwe and Buscemi (2014) claimed that tangible and IA play a significant role in 
the future success of a corporation. In the market-based economy, both tangible assets 
and IA are significant factors for economic growth. The IA is a non-physical asset, 
including corporate intellectual property such as patents, trademarks, copyrights, 
goodwill, and brand recognition. Innovation plays a significant role in acquiring a 
competitive edge in long-term growth (Dumitrescu, 2012). However, many recent studies 
show that most managements choose short-term gains and neglect to invest in IA such as 
R&D and training. Haji (2018) claimed that between 34% to 60% of corporations have 
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intangible liabilities. However, Al Tongliang (2018) argued that the value of R&D is 
higher than that of tangible assets and lower than that of organizational assets in the 
manufacturing companies listed in China. 
As shown in Table 3, based on the World Bank report, the stock market develops 
in many countries at a higher rate (World Bank, 2018b). From the study, Cizkowicz and 
Rzonca (2013) claimed that ownership concentration significantly affects corporate 
growth. Their context was the five GCC countries, namely Kuwait, Qatar, Saudi Arabia, 
Bahrain, and Sultanate of Oman. In contrast, Girma and Vencappa (2015) argued that 
capital structure was significant for the growth of domestic private firms in the Indian 
market. Mesly (2014) hypothesized that asymmetry of information regarding stock 
market enabled few investors to gain higher returns. 
During the economic cycle, by changing many macroeconomic parameters, the 
government can control the stock market environment (Ryack & Sheick, 2016). The 
federal government’s monetary policies, such as altering the interest rate and money 
supply, could raise or lower the ‘heat from the market.’ Based on the World Bank data, 
the volume of stocks traded in the United States has exceeded 225% of the GDP (see 
Table 3). By using the Hidden Markov Model (HMM), Nguyen and Nguyen (2015) 
successfully used four macroeconomic variables – inflation or consumer price index 
(CPI), industrial production index (INDPRO), stock market Index (the S&P 500), and 
market volatility (VIX) – to predict stock performance. However, only a little literature is 
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available on how the stock market affects the economy. In this study, the main goal was 
to empirically analyze the extent to which the NTA and GDP can explain the variance in 
stock price. 
Table 3  
Volume of Stock Traded in Different Countries (% of GDP) 
Country 1999 2000 2015 2016 
Brazil 1.27 14.35 23.28 31.24 
China - 62.13 355.42 163.36 
India - - 36.94 34.99 
Japan 49.06 50.76 126.77 105.68 
Nigeria - - 0.85 0.37 
Switzerland 155.20 233.07 140.62 125.18 
United States 33.98 289.57 228.46 225.89 
World 31.91 145.69 163.62 124.75 
Note: Source: World Bank (2018b). GDP = Gross Domestic Product 
Many economic parameters, such as the exchange rate, interest rate, 
unemployment rate affect GDP which plays a significant role in stock market 
fluctuations. The market risk also affects the asset price, but the interest rate and rate of 
inflation represent the market risk (Caroleveschi, 2018). Inflation is another risk factor. A 
study in the Tel Aviv Stock Exchange showed that the contemporaneous inflation rate 
64 
 
 
negatively affected the real stock index return (Kudryatsev, Levav, & Shahrabani, 2014). 
Low frequency and the trend components of stock prices were the driving forces of the 
S&P 500 index (Tiwari, Dar, Bhaja & Gupta, 2016). In the Keynes’ analysis, the 
investment expenditure is a factor that affects the interest rate, but today, many factors, 
such as transaction cost and capital gain tax, play a prominent role in choosing 
investment strategies. 
According to systems theory, many interconnected factors may affect the stock 
price, but this research is not feasible to incorporate all the factors that may affect the 
stock price or economy. The various risks, such as macroeconomic shocks, volatility risk, 
liquidity risk, and high moment risk influenced market risk (Deng, Liu, & Zheng, 2014). 
Many theories on market failure can explain various bubbles of assets such as equities 
and financial derivatives; busting these bubbles and inflation can lead to the financial 
crisis (Yang, 2017). Cash is the best hedge against inflation in the short-run, but when the 
investment horizon increases, bonds, stocks, and real estate are more attractive options 
(Koniarski & Sebastian, 2015). Portfolio diversification is one method to mitigate risk. 
However, I limit the study with three factors such as NTA, GDP, P/E as predictors and 
the stock price as the outcome variable. 
Stock Market Development 
In the United States, the stock price tripled from 1995 to 2000, and during the 
same period the stock price triples in France, Germany, and Italy (Thomas, 2006). Many 
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economists claim that the changes in economic parameters were the reason for similar 
behavior. The effect of minimum trade unit reductions improves price efficiency and 
investor confidence in the stock market (Ahn, 2014). Investors use the stock market 
indexes, such as Dow Jones Industrial Average (DJIA), the S&P 500, and NASDAQ, as 
benchmarks to compare the stock performances (Damodaran, 2016). Both 
macroeconomic factors and institutional factors had an impact on stock market 
development (Ho, Nijindan, 2017). Legal protection of investors, trade openness and 
liberalization stimulate stock market development. Ripamonti and Kazuo Kayo (2016) 
tested the stock market development theory of Dermirguc-Kunt and Maksimovic (1996) 
in Brazilian stock market, and they claimed to have a positive and significant correlation 
between stock and debt in an improved corporate governance context. Shiller (2013) 
claimed the three recent innovations were the benefit corporation, crowd-funding and the 
social impact bond that explained how capitalism modernized steadily to be successful. 
Many stock markets in the developing countries grew at a faster pace in the last 
20 years. In Malaysia, IA development lags by about 20 years as compared to advanced 
markets (Salamudin, Bakar, Ibrahim and Hassan, 2010). Shaikh and Kashif (2017) 
claimed that the asset growth anomalies existed on Karachi Stock Exchange. They also 
recommended investing in small-cap to generate abnormal higher returns. 
Risk in Stock Market 
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All the financial instruments are not risk-free; the unpredictable environment and 
the investor behavior render the stock market volatile. The bond market is directly 
proportional to the improvements in the stock market (Ripamonti & Kayo, 2016). The 
debt-based market and equity-based market are related. Many studies were not conclusive 
on what factors affect the stock price volatility (Ahmed, Ullah & Tanzia, 2014). Stock 
investment is always a risky proposition (Mehr-un-Nisa &, 2011). Sinha and Agnihotri 
(2015) claimed the value adjusted risk (VaR) was not accurate in real-world situations; 
VaR estimated the financial risk in a firm, portfolio or position within a time frame. The 
measure of market risk in the portfolio is beta. Assessing beta and the probability of rare 
and extreme events was an issue in the stock market (Magnou, 2017). Market volatilities 
were like “Tapper Tantrum” (Privitera & Reith, 2018). Russo (2016) claimed that the 
correlation between risk-adjusted return and risk was negative. For the investors, the 
capital gain in stock investment is not a guarantee, and there is a possibility of losing 
some or all value of the stock in the market. 
The stock market risk in the United States of America is significant. Only four 
banks held about 95.9% of the United States derivatives market, and the stock investment 
risk is unpredictable. Dobini and Racine (2016) claim that the stock investors’ financial 
literacy, propensity to trust, and many variables related to personality, cognitive, and 
demography influence their perception of the stock market and stock investment. Stocks 
are an excellent medium to build wealth, but only for those investors who know what 
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they can accomplish, how to utilize the opportunities, and adapt to the volatile stock 
market environment. 
Volatility in the stock market varies from industry to industry. High-tech 
industries showed high volatility in stock returns (Gharbi, Sahut & Teulon, 2014). The 
stock market in many developing countries is in chaos that has properties such as 
nonlinearity, sensitivity to initial conditions, and fractality. Asymmetric multi-fractality is 
high in the financial crisis. Navarro (2012) claimed the financial crisis of the Eurozone 
countries such as Spain, Greece, Portugal, and Ireland were due to political causes. By 
using the Brock-Dechert-Scheinkman test, the Maximal Lyapunov exponent and the Box-
Counting method, Gunay (2015) analyzed the chaotic conditions of emerging stock 
markets in Brazil, Russia, India, China, and Turkey (BRIC-T) and claimed the existence 
of the chaos in stock index returns of the BRIC-T. Khan, Gul, and Ali (2017) claimed 
inflation hurt stock returns while interest rate had a positive impact on the Karachi Stock 
Exchange during 2008-2012. 
In Nigeria, the changes in exchange rate and oil price are correlated with the 
volatility in stock price (Lawal, Samoye & Babajide, 2017). Cash is the best hedge 
against inflation in the short horizon, but bonds, stocks, and real estate are the best 
options (Koniarski & Sebastian, 2015). Kung and Schmid (2015) claimed that the 
households feared the continuous economic growth cause low asset valuations which 
demand high-risk premia in the asset market. The study from China’s family publicly 
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listed companies (PLC) revealed the corporate value of PLC first increased and then 
decreased (Luo & Liu, 2014). Investors are not thoroughly cautious about various 
economic characteristics of different industry sectors. 
Choe, Kho, and Stulz (2015) found evidence of positive feedback trading by 
foreign investors during 1996-1997 before the Korean economic crisis. Understanding 
the risks associated with investment in securities is an essential element to mitigate the 
risk. However, investors cannot avoid numerous risks such as financial risk, interest rate 
risk, inflation risk, market risk, political risk, country risk, personal, and emotional risk. 
For instance, the interest rate risk affects the growth of various sectors differently. The 
growth of banks is a function of the interest rate, and the interest rate has a significant 
role in determining the value of the bank’s stocks (Tripathi & Ghoshm 2012). The legal 
restrictions, transaction costs, and foreign investment taxes make foreign equity 
investments more complex (Noreen, Brewer & Garrison, 2016). In those environments, 
investors require more critical analysis and study. Investment in international markets 
reduces systematic risk in the portfolio, and that is an advantage of foreign investments. 
Kartosova (2013) found a correlation between the primary factors forming 
individual investors’ behavior on the Lithuanian stock market and personal characteristics 
such as gender, age, investment experience, and profession. Ryack and Sheikh (2016) 
claimed that a young person with a strong financial risk tolerance chooses a large 
percentage of high-risk investments to build a retirement portfolio. To be risk-averse or 
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risk-seeking is a significant issue for many investors because the high risk does not 
guarantee a high return. Risk-tolerance behavior is influenced not only by age but also 
personality traits, which affects portfolio selection (Pak & Mohmood, 2015). From the 
study on demographic trends, Favero, Gozluklu, and Tamoni (2011) claimed the 
correlation between the middle-aged to young ratio (MY), and the dividend-price ratio 
was inconclusive. The risks are not limited to individual stocks, but in the portfolio, a 
significant risk of a single stock can bring a surplus of risk to the overall portfolio 
(Strachinaru, Gutu & Ilie, 2014). 
Chen, Mantegna, Pantelous, and Zuev (2018) claimed the degree of dynamic 
correlation and cointegration between pairs of stock markets in the United States, United 
Kingdom, and Eurozone increased during economic, financial, and political shocks. The 
exchange rate volatility also showed the dynamic correlation among the three stock 
indices, the S&P 500, FTSE 100, and EURO STOXX 50. For that matter, diversifying 
the risk by investing in the United States, the United Kingdom, and Eurozone is limited. 
The macroeconomic shocks, volatility risk, liquidity risk, and higher moment risk 
influenced the market correlation risk, and the degree of stock market correlation 
increased when the market index fell (Deng, Liu & Zheng, 2014). Diversifying the risk is 
also a challenge. 
Investment in developing countries has a higher risk and yields high rewards as 
compared to developed countries. The stock investors can use the indicators such as risk 
70 
 
 
premium of market, firm size, and book-to-market value for aiding investment strategy 
(Tay & Gan, 2016). Small-cap liquidity stocks had more idiosyncratic risk than liquid 
and large-cap stocks (Lu-Andrew & Glascock, 2016). The investors consider small-cap 
stocks to be riskier than large-cap stocks and value stocks to be riskier than growth 
stocks. This conventional wisdom is true but not applicable to long-term stock 
investments (Estrada, 2014). Chen and Pottier (2015) claimed that the 12-months-ahead 
estimates of stock returns of corporations were only the explicit estimates of their future 
market value; the miscalculations happen due to either analysts’ optimism, inaccuracy, or 
a combination of both. The stock return forecasts and financial strength rating of publicly 
traded corporations often show less social responsibility with misguided financial 
forecasts.  
In the short-term analysis, Bortoluzzo, Minardi, and Passos (2014) found a 
negative or null relationship between the systematic risk and returns in the Brazilian 
stock market. In the intra-day analysis, by using high-frequency data in the Indian stock 
market, security returns demonstrated a reversal in their direction within a few minutes of 
extreme price rises and falls. This characteristic implies that the predictability of price 
movements is more reliable for day traders. However, the value investors use the 
fundamental analysis to make long-term stock investment decisions. 
Sehgal and Jain (2014) claimed that the CAPM failed to establish a long-run prior 
return pattern, but the Fama-French Three-Factor model could explain long-term prior 
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return patterns in stock returns with a few exceptions. In the long-term analysis, Sehgal 
and Jain found that the momentum patterns existed, and the value factor was more 
prevalent than the size factor of a corporation. The 2007–2009 financial crisis in the 
United States caused to reduce 1.3% of the total wealth (Kim, Hanna, 2016). After the 
stock market crash, the shareholders persuaded the corporate management to maximize 
short-term earnings and, consequently, short-term value, which led to a reduction in the 
long-term intangible investments such as innovations. In 2010, the Dodd-Frank Wall 
Street Reform Consumer Protection Act was enacted in the United States to protect the 
stakeholders. Zhang (2015) argued that the investment in innovation (R&D expense), 
after the 2007–2009 financial crisis, continued to add to the corporate value. Without 
innovations, a corporation cannot grow in future (Block & Hirt 2008). 
Modeling volatility to conduct stock price analysis is essential for strategic 
investment decisions and risk management. Investors have reacted more to adverse 
shocks than to positive shocks (Sevil, Kamisli, & Kamisily, 2015). Barak and Modarres 
(2015) developed a hybrid algorithm to forecast the market volatility by studying the 
Tehran Stock Exchange (TSE) data from 2002 to 2011. Factors such as political risk and 
interest rate hike reduce stock returns and investor confidence (Noreen, Brewer & 
Garrison, 2016). Areal, Oliveira, and Sampaio (2013) claimed that investment in gold is 
the better option in economic distress. By studying daily data from 2010 to 2015, Bunnag 
(2016) argued that the volatility in gold price had an impact on the volatility on the S&P 
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500 indexes. Thabet (2014) claimed that changes in money supply in the United States 
had an impact on stock markets not only in the United States but also in Canada. From 
the systems theory perspective, many interrelated variables impact one another. 
The confidence of the public of the United States in the stock market is low. 
Zumbrun (2014) claimed that families at all income levels owned stocks in the 1990s; but 
since 2001, only the highest earners owned stocks; even those who were earning an 
average of $123,000 a year have exited the stock market. When the per capita GDP was 
only $59,500 in 2017, the gross national saving in the U.S. was only 17.5% of GDP 
(CIA, 2018). The data indicates that the number of investors is decidedly low in the 
United States. The information about which variables and the extent to which they drive 
the market can reinstate the investors’ confidence in the stock market. This study is an 
attempt at finding an answer to the pivotal question in finance: is the stock market 
efficient and how significantly do various factors that affect the stock price? 
Stock Investment Style 
Investment strategies change with the investment horizon. Depending on various 
objectives and the acceptable level of the risk, investors choose either short-term stocks 
or long-term stocks. The strategies to deal with the two types of investments are also 
different. The short-term stock traders enter or exit a stock position for a short period, 
which can be as little as one day, and focus on exponential moving averages and rapidly 
changing stock market patterns. Merely holding the S&P 500 (benchmark strategy), the 
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return was 1.65% per year from 1970 to 2012 but using the leading economic indicator 
strategy generated 2.76% more than the benchmark strategy (Feldman, Jung and Klein, 
2015). 
Long-term stock investments have substantial monetary and non-monetary 
impacts. The long-term stock traders are not preoccupied with the short-term volatility 
and patiently wait for a long time for corporate growth. Measuring the value of long-term 
stocks is a control issue of great importance. It is not merely a buy-and-hold strategy; the 
investors engage in the market to exit and re-enter the market. 
The risk is a significant factor that many investors consider before making 
investment decisions. In the portfolio, high-beta low performing stocks are not desirable. 
The strategy of buying low-beta stocks and shorting riskier high-beta stocks delivers 
significant risk-adjusted returns (Asness, Frazzini, & Pedersen, 2014). However, taking a 
high risk does not guarantee high returns in the stock market. 
The control stocks (superior voting class) and public stock (inferior voting class) 
play different roles. During positive events, the average price discovery of control stocks 
was 46.6% and in adverse events was 40.5%; this contributed to the price discovery 
stability (Wang & Yang, 2015). Issues of price discovery in the stock market are 
sophisticated to resolve efficiently. 
Emm and Trevino (2014) claimed from the study on risk-return characteristics of 
companies from 1940 through 2012 that the large-cap companies had minimal average 
74 
 
 
return and risk compared to small-cap companies. The Amazon stock price went up from 
$ 1.54 in June 1997 to $ 982.59 in August 2017 (SEC, 2017). That was a 63,704% gain in 
20 years. Amazon’s growth is not a lone case; many corporations such as Home Depot, 
Microsoft, Apple, and numerous others started as penny stocks and became market 
movers in a decade or two. Investors must choose the investment strategy judiciously for 
long-term stock investments. This study enables the investors to make intelligent 
investment decisions by using the information of which factors significantly drive the 
stock price. 
Psychology of Decision Making 
Stock investment is a human decision that investors make after analyzing 
numerous data and options in the volatile stock market where all the variables fluctuate 
rapidly. The stock market fluctuation occurs mainly due to changes in three significant 
factors: fundamental values, technical analysis, and investor behavior. Both the 
fundamental values and the trading pattern shift all the time, but the investor behavior 
that involves greed and fear has been the same for centuries. In behavioral finance, 
‘irrational exuberance’ takes over results in greed and panic spins creating volatility in 
the stock market (Mesly, 2014). The risk tolerance of a person drives his or her financial 
decision (Ryak, Kraten & Sheik, 2016). For positive decision making, effectively 
reducing the overconfidence bias was possible by using a fixed value method as opposed 
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to the standard fixed probability method (Ferretti, Guney, Montibeller & Winterfedt, 
2016). 
In the decision-making process, there are mainly seven steps – identify the 
decision, gather the relevant information, identify the alternatives, weigh the evidence, 
choose from the other options, act upon the decision, and review the decision (Saaty, 
2008). Based on the specific theories, investors attribute weight to each attribute 
according to its importance. These weights change from investor to investor and scenario 
to scenario. Quality management systems (QMS) play a significant role in the strategic 
decision process, but QMS varied according to different industries (Dumitrescu, OacheSu 
& Cerchia, 2015). 
There are specific issues associated with decision-making. The first issue is 
distortion. Humans are prone to illogical thought processes due to social pressure, others’ 
opinions, preconceived notions of what is acceptable by society, and the instinctual need 
to survive at all costs (Rezaei, 2015). The second issue is the meta decision-making 
process that is about the dual role, and the idea of being ‘not oneself’ is the basic concept 
(Wang, 2000). The third issue is of the different challenges that make the decision-
making process difficult. The influx of data in the stock market and the multitudes of 
analysis make the decision-making process critical. The fourth issue is about making 
intelligent choices. Many psychological and agentive dissonances of the investors may 
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negatively affect their decision-making process. The stock price changes and stock 
market volatility are not just about corporate growth and the business environment. 
According to EMH, the stock prices reflect all the information and the price 
responds instantly to new information (Breal, & Mayers, 2007; Bealy, Mayers, & Allen 
2013; Berk & de Marzo, 2016; Welch, 2011). When the results of the fundamental 
analysis and technical analysis change all the time, the stock market adjusts immediately 
and reflects all the information on the stock prices. According to EMH, when the stock 
price follows a random walk, the fundamental analysis and technical analysis based on 
past data is not relevant. However, the third factor, investment behavior is the primary 
cause of stock fluctuations as described by Shiller in his seminal work, ‘Irrational 
Exuberance’ (Shiller, 2008). When everything changes significantly, it is only the human 
behavior that does not change much, but the investors adapt to their environment. In this 
study, by testing the EMH, I explored the extent to which the significant factors, NTA, 
GDP, and P/E affect the stock price. 
Biases in Stock Investment 
Biases in stock selections affect the outcome of stock returns. When the biases 
affect the supply or demand of stocks, the stock price changes. Many biases are due to 
personal judgments and decisions (Montibeller & Winterfeldt, 2015). The two cognitive 
biases that may affect the investment decision are home bias and recency bias (Bianchi, 
Guidolin & Ravazzolo, 2017). The home bias is the tendency to invest large equities in a 
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domestic market because many investors are not familiar with the opportunities and 
threats in a foreign market. Home bias adversely affects this opportunity. 
Recency bias is another bias in the financial sector. The Party Effect or Recency 
Bias is where stock market participants evaluate their portfolio performance based on the 
recent results or their perspective on the recent results (Gilovich, Griffin & Kahneman, 
2002). Montbeller and Winterfeldt (2018) argued the individual biases could be cognitive 
or motivational, overconfidence and wishful thinking. These biases are potential 
challenges for investors as they skew the judgment. Siegrist and Sutterlin (2014) claimed 
the people’s cost-benefit analysis is irrational because they evaluate equally adverse 
outcomes differently depending on the cause. This practice in the stock market leads to 
them arriving at incorrect conclusions that ultimately lead to them taking incorrect 
decisions regarding the future behavior of the stock market. To understand the stock 
market environment and the economic health of a corporation, investors and other 
stakeholders widely use many valuation metrics. 
Valuation for Investment 
Value in the Classical Period 
The means of production, not the IA, is the primary focus of classical economists 
such as Marx, Smith, Riccardo, Schumpeter, Becker, and many others. However, the 
more sophisticated knowledge-based economy of today demands new methods and 
methodologies to explain growth, productivity, effectiveness, and sustainability 
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(Duzinskas, Arturas & Verslo, 2014). The importance of goodwill and the IA in the 
quarterly reports may have a significant effect on corporate performance. Not many 
research works have been conducted in the United States market to study their 
significance on long-term stock performance. However, various models and 
methodologies used to measure the IA are available, but they do not use the same 
methodology and standards for measuring the value of the IA in every market around the 
world. 
The investors use asset pricing models to evaluate the present value of payoffs or 
cash flows discounted for risk and time lags (Celik, 2012). Valuations become critical 
when the factors that affect the cash flows change irrationally. Many assumptions of the 
pricing models such as no taxation or investor’s similar preferences make the pricing 
models obsolete to use in today’s market conditions. Stakeholders should focus on stock 
indexes and value discovery rather than price discovery (Ellis, 2014). 
In a long-term investment, the value of NTA is a significant factor that could 
determine the stock performance. Based on the financial data at SEC, the cumulative 
value of NTA for 2015 of 30 corporations that decide the Dow Jones Industrial Average, 
was $ 212.82B; the S&P 500 tracks the same corporations (SEC, 2018). These 30 
corporations, the pride of the U.S. enterprise have a significant influence over the Wall 
Street stock trading. Based on the SEC data, the combined NTA for Q3 2018 of 56 
corporations in this study was 2.74 trillion (SEC, 2018). Not the total assets, but the NTA 
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of these corporations listed on NYSE and NASDAQ alone is more significant than the 
combined GDP of BRICK countries; today the value shifted significantly from tangible 
assets to NTA. 
The implications of NTA on their corporate performances or stock prices were 
absent from the literature. That gap in the literature has led to the conducting of this 
research. There was a statistically significant correlation between NTA and the stock 
performance; NTA was a considerable portion of the assets presented under the asset 
class of the financial reports. The purpose of this study was not to explore the critical 
valuation method of NTA or the anomalies of stock pricing but to empirically study the 
correlation between NTA reported in the financial statement and the stock performance. 
By empirically analyzing how the change in NTA and GDP alter the stock price was the 
test of the EMH  
Technical Analysis 
In the technical analysis, investors analyze the stock price movements by using 
innovative computer and telecommunication technology. The short-term stock investors 
use technical analysis. This trading style is also known as algorithmic trading or 
quantitative trading. For wealth creation, the stock investors use different strategies from 
the ‘short-term horizon,’ such as high-frequency trading (HFT), to ‘long-term horizon,’ 
such as value investing (VI). The HFT uses highly technological innovations based on 
algorithms and mathematical models to analyze and execute a substantial number of 
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transactions that could beat the four-millisecond barrier. The high-frequency traders act 
on information revealed by low-frequency traders (O'Hara, 2014). Park and Irwin (2011) 
conducted 95 studies, out of which 49 did not comply with the technical analysis. 
Technical trading rules have a failure rate of about 41% when predicting the stock price. 
Park and Heaton (2014) analyzed 7,846 technical trading rules for their study, and they 
found some empirical support for using technical analysis to use as an investment tool for 
the Australian Stock Market. 
Technical analysts claim that the price patterns based on the historical price data 
reflect the current price movements that enable investors to make informed investment 
decisions. Few price patterns in the technical analysis are ‘head and shoulders,’ ‘reverse 
head and shoulders,’ ‘double top,’ ‘double bottom,’ ‘ascending and descending triangles,’ 
‘trend lines,’ ‘break out above resistance,’ ‘break out below support,’ and ‘gaps.’ The 
historical data is the basis of all these charts.  
From the recent study that involves 14 Lithuanian companies listed on the 
NASDAQ and OMX Baltic, Dzikevicius and Saranda (2016) claimed that there was no 
justification for using extremely complex forecasting models that integrate both technical 
and fundamental analyses, even if they are industry practices that have less success. If the 
investors can predict current stock prices based on historical data, then the market is not 
weak-form efficient; however, in a ‘strong-form’ efficient market, the stock prices are 
random (Fama, 1976). This study focused on understanding market behavior by testing 
81 
 
 
weak-form EMH. The various evaluation metrics also failed in many instances, which 
emphasizes the importance of understanding the stock market behavior. 
Fundamental Analysis 
In the fundamental analysis, investors study the most fundamental financial level 
of corporations by analyzing their revenue, expense, assets, and liabilities. Investors 
interpret the earnings, growth and corporate value differently for various investment 
purposes. The fundamental analysis includes the analysis of financial reports or financial 
statements such as balance sheet, income statements, and cash flow statements that 
contain historical data. 
The objective of the fundamental analysis is to analyze the intrinsic value of the 
stocks, and the value investors claim that the corporations’ fundamentals are the key 
drivers for long-term stock prices. In China, all the stock prices are significantly related 
to the firm’s fundamentals and have low correlation with other equity markets 
(Carpenter, Lu & Whitelaw, 2018). 
According to the managing editor of Yahoo Finance, Ro (2016) claims past 
performance is not an indicator of future outcomes for 92.7% of mutual funds. However, 
the managing director of Global Research and design at S&P Dow Jones Indices Soe 
(2016) states ‘due to either force of habit or conviction” investors consider past 
performances and related metrics to select funds for investment. Investors widely use the 
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stock price forecast models that integrated both technical and fundamental analysis but 
not justified comprehensively (Dzikevicius & Saranda, 2016). 
Valuation Metrics 
A rational investor and the shareholders need a reliable measure to understand a 
company’s financial health, but the only certainty in the stock market is uncertainty. The 
past performance of a company is not a guarantee for future returns as the environment 
and the factors that affect the market are always rapidly changing. Sherman and Young 
(2018) stated, “Lurking within the financial statements and communications of public 
companies is a troubling trend.” Accounting quality is a significant factor in asset 
valuation. Hua, Dao, and Fornaro (2016) claimed that adopting Statement of Financial 
Accounting Standards No. 157 and ensuring the fair value reporting increased the 
accounting quality. However, there was an insignificant negative correlation between 
audit quality and market crash on Tehran Stock Market (Khajvi & Zare, 2016). The 
objective of a business is to maximize its value (Damodaran, 2017). Company value has 
loaded with uncertainties and committing a high level of errors in the valuation are 
liabilities (Nogueira Reis & Augusto, 2014; Qiming, Weitin & Chen, 2017). 
Investors use the following many metrics or multiples to value a corporation: 
market capitalization, the earnings per share (EPS), the P/E, the enterprise value (EV), 
the earnings before interest, tax depreciation and amortization (EBITDA), the 
price/earnings to growth (PEG ratio), and the Dividend Yield. These metrics provide an 
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analysis of the well-being of the past or present financial condition of a corporation but 
not of future performances. Many custom metrics do not conform with GAAP and IFRS, 
but investors and analysts use widely (Sherman & Young, 2017). Some common custom 
metrics called, non-GAAP measures are FCF, EBITDA, funds from operations, adjusted 
revenues, adjusted earnings, and adjusted EPS. 
Investment analysts expect these metrics to be the indicators of future price 
movements in the stock industry and calculate all these parameters from the quarterly 
reports of the corporations submitted to the SEC. The companies listed in the stock 
exchanges in other countries also file their quarterly reports to their respective 
governmental agencies, and investors use that historical data for predicting future stock 
price. The following part of this section focuses on the strengths and weaknesses of the 
metric that investors and analysts use widely.  
Market Capitalization 
Market capitalization or merely the market-cap determines the size of a company. 
It is the total dollar value of a company’s outstanding shares, which is the product of 
many outstanding shares and the current market price of a single stock. Like any other 
organism, companies are born, grow, sustain, decline, and die; however, the size of a 
company is not a guarantee of its prospects (McConnell & Bruce, 2014). The statistics 
show that the small-cap technology companies have a high growth rate and high yield, 
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but the large-cap companies have small returns in a short period horizon; companies that 
focus on sustainable growth survive longer with consistent performance. 
In many developing countries, stock markets are small, segmented, and illiquid 
but are growing with the world stock market. The market capitalization of regional 
corporations with a high growth rate and high return may not reflect their sustainable 
growth in the long-run (Ncube & Miniigiri, 2015). The market capitalization indices are 
not mean-variance efficient to form portfolios with the highest expected returns because 
of their price sensitivity (Arnott, Hsu & Moore, 2005). Hodnett, Bots, Daswa, and Davids 
(2014) claimed that the market capitalization index is meaningful only in an efficient 
stock market. The vast capitalization growth stocks and large-cap value stocks perform 
differently than the medium capitalization stocks (Nittayakasetwat & Buranasasiri, 2014). 
Value stocks had higher exposure to innovations, and the market’s expectation in future 
return was different from that in growth stocks (Koijen, Lustig & vanNieuwerburgh, 
2017). The governmental policies are also not useful in developing countries to bring 
back almost bankrupt corporations, similar to General Motors and Ford in a country with 
a strong stock market base, to the growth phase in a short period. For a stock investor, the 
market capitalizations may be misleading. 
Earnings Per Ratio (EPS) 
The EPS is a measure of the profitability of a company that determines the value 
of a stock. Each common stock gets the unit portion of the company’s profit. In a study 
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that constituted of 395 non-financial companies in the primary market of Bursa Malaysia, 
Nakhaei (2016) claimed that the accounting measures, such as NI, NOPAT, and EPS, are 
significantly related to stock returns than the market value added (MVA). In another 
study that constituted 90 companies at the Karachi Stock Exchange for a period of six 
years, from 2006 to 2012, the researchers claimed that the accounting measures, such as 
NI, NOPAT, and EPS, are more significant than the economic value added (EVA) in 
explaining MVA (Yaqub, Mehmood, Naveed-ul-Hassan, Zohaib & Bukhari, 2015). 
Parvaei & Farhadi (2013) claimed the EVA was the best measure for evaluating the 
performance of a firm but had low predictability for stock performance. When the 
companies buy back the outstanding shares, the EPS increases, and for that reason, the 
EPS is not always a reliable factor in determining the value of a company. This simple 
strategy of buying back shares to show the higher EPS without wealth creation might 
distract or mislead many investors for years. 
Price Earnings Ratio (P/E) 
Investors use the price-to-earnings ratio (P/E), also called PE multiple to 
determine if the shares are at a premium or a discounted price. It is a widely used stock 
evaluation measure and is merely a number obtained by dividing the company’s current 
share price P by the earnings per share EPS in the trailing 12-month period. It explains 
the amount the investor pays per share for one-dollar earnings. For a rational investor, a 
smaller P/E is better. The P/E can not only be applied to individual stocks but also to 
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study the entire market. The long-term investors prefer discounted shares for value 
investing, and the P/E helps to choose the value stocks. 
When the denominator of the P/E is zero, the P/E becomes invalid. In a study 
conducted by Dudney, Jirasakuldech, Zorn, and Emekter (2015), with the data samples 
from 1996 to 2008, showed that the stocks with larger negative residuals have lower 
returns and reward to risk ratio, and this pattern is good for the short period. A similar 
study conducted using the quarterly financial data from 1951 to 2012 showed that the P/E 
immediately dropped following shocks to the change in Tobin’s q ratio, which means that 
the P/E is not an exact measure that can be strategically used to estimate the performance 
of a company (Sum, 2014). 
In another study that includes P/E of 240 companies from 2000 to 2014, 
Herawati, Achsani, Hartoyo, and Sembei (2017) claimed that about 65% of the stock 
price lower at the time of initial public offering (IPO). However, Chung, Liao, and 
Chiang (2015), after studying the stock market in the United States using the stochastic 
dominance (SD) approach, claimed that the P/E and cash flow to price ratio (CF/P ratio) 
are better measures to determine investment strategies than using the book-to-market 
ratio, company size, and divided-to-price ratio. Evaluation methods are not reliable at the 
different stages of corporate life, be at an initial stage or a mature stage. In a developing 
market, the lack of market imperfection and efficiency creates a complex environment to 
predict stock prices decisive factors. The risk of value index was higher than that of the 
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growth index and smaller than the risk of Dow Jones Industrial Average index in a short 
horizon between 2008 and 2012.  
Chung, Liao, and Chiang (2015) claimed the inverse of P/E, the earnings-to-price 
ratio (E/P) is positively correlated with stock price. E/P is related to fundamental 
determinants, but they cannot explain the residual portion; larger positive residuals are 
correlated with higher returns (Dudney & Jirasakuldech, 2015). Hodnett (2014) analyzed 
the value-growth spread on the Johannesburg Stock Market (JSE) by using data from 
1997 through 2013 by using E/P. Hodnett (2014) claimed that the correlation between 
value-growth spreads and near-term market risk premium was positive but could not 
explain the forward market risk premium. Both P/E and E/P cannot explain many 
phenomena of the stock market. 
Enterprise Value (EV) 
The enterprise value (EV) is the economic measure of a company’s total value. It 
is the sum of market capitalization, debt, minority interest at market value, and preferred 
shares less the total cash and cash equivalents. Holding more cash and cash equivalents 
reduce the value of EV. Investors use EV for corporate evaluation as well as risk analysis 
and for comparing values of companies with a diverse capital structure. Amiri, 
Ravanpaknodezh, and Jelodari (2016) used ordinary least-square regression (OLSR) to 
study the relationship between the values of 40 companies in Tehran Stock Exchange and 
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their stock prices and claimed that the price-to-book ratio (P/B ratio) was the best 
indicator for stock valuation. 
Without using the EV measure or any other metric, Yodmun and Witayakiattilerd 
(2016) employed two technical analyses, namely the fuzzy analytic hierarchy process 
(FAHP) and technique for order preference by similarity to the ideal solution method 
(TOPSIS) for creating a portfolio. Investors use various strategies for stock predictions 
and neglect the fact that corporate growth depends on how efficiently use NTA to 
maximize products and services. 
Price to Book Ratio (P/B ratio) 
Investors use the price-to-book ratio (P/B ratio) to evaluate the worth of stock and 
to compare the stock prices within industries. It is one of the value growth benchmarks, 
calculated by dividing the product of the current stock price and the number of 
outstanding shares by the last quarter book value of the company. The book value is the 
total asset less total liability, represented as ‘stockholder equity' in the balance sheet of a 
company. Investors determine the book value by subtracting the total liabilities from the 
total asset, as it includes a considerable value of goodwill, intangible assets, and preferred 
stocks. Penman et al., (2007) studied P/B ratio and found the financing and operating 
components of P/B ratio had a negative relationship between financial leverage and stock 
performance, but the financial theories imply that there must be a positive correlation 
between equity return and the financial leverage.  
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The P/B ratio determines the amount of equity the investors pay for each dollar in 
the net assets. If the P/B ratio is more than one, the stock price of the company is 
overvalued and vice-versa. The overvalued company’s acquisitions can reduce the book 
value, which can mislead the P/B ratio analysis. Foye and Mramor (2016) claimed that 
the correlation between financial leverage and the stock return is positive. Many 
inconsistent studies make the P/B ratio an unreliable metric. P/B ratio is not useful for a 
company with massive R&D expenditure or firms with fixed assets. 
Earnings Before Interest and Taxes (EBIT) 
Investors use the earnings before interest and tax (EBIT) as a measure of 
profitability of a corporation. The EBIT is the operating income that includes interest and 
tax but does not include the cost of the capital structure (Datar & Rajan, 2016). Interest 
and tax vary from corporation to corporation and country to country. The EBIT excludes 
the recurring charges, and that could skew the earnings report (SEC, 2018c). A valuation 
measure without interest and tax is confusing in a world where interest and tax play a 
significant role. 
Earnings Before Interest, Taxes, Deprn. & Amortn. (EBITDA) 
Investors use the earnings before interest, taxes, depreciation, and amortization 
(EBITDA) to measure the operating performance of a company. Every country or 
business exists with all or any of the following – interest, taxes, depreciation, and 
amortization. Capital expenditure is absent in this metric, which is one of its significant 
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flaws. A negative EBITDA indicates that a company has a severe issue with cash flow 
and profitability. The GAAP does not accept EBITDA, but investors use it for security 
analysis. The EBITDA excludes the recurring charges, and that could skew the earnings 
report (SEC, 2018c).  In this instance, understanding the actual characteristics of the 
stock market is more vital than using the wrong valuation metrics for making investment 
decisions, and this is the significance of this study. 
Price/Earnings to Growth (PEG ratio) 
The next metric is the PEG ratio that demonstrates whether a stock price is higher 
than the earnings growth of the corporation. This metric is another tool for selecting 
undervalued stocks. To yield the PEG ratio, divide the stock’s P/E by the growth rate. 
The firms with a lower PEG ratio yield higher returns in the Vietnamese market (Le, 
Tran, Nguyen, Ngo & Huynh, 2018). If the P/E is 12 and the future expectation of 
earnings growth for the next five years is 8%, the PEG ratio is (12/8) 1.5. Future growth 
is a factor for calculating the forward PEG ratio, and the historical growth is using for 
calculating the trailing PEG ratio. Investors claim that the PEG ratio provides a complete 
picture of the stock evaluation than the P/E because the P/E only explains the worth of 
the stock as compared to past earnings, while the PEG ratio reveals the future intrinsic 
value of a stock. 
A higher PEG ratio means that the market expectation of growth is higher than the 
estimates. It also exhibits the high demand and the higher price of the stock. A PEG ratio 
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that is ‘higher than one’ indicates that the stock is relatively overvalued, and one that is 
‘lower than one’ suggests that a share is relatively undervalued below its fair value. 
Forecast of the ‘12-month forward’ PEG ratio of The Boeing Company was 1.34, and 
that of Apple Inc. was 1.28 (NASDAQ, 2017). 
Meher and Sharma (2015) claimed that the PEG ratio is more effective than the 
P/E ratio. The PEG ratio is suitable to understand the relative stock value comparison 
where there is no dividend yield. This metric is invalid or inaccurate when comparing 
corporate performances that provide dividends to its shareholders. The growth rates of 
mature and large corporations are low and steady as compared to many disruptive 
corporations in the technology industry. For that reason, the PEG ratio is not a 
comparative metric. Instead of PEG ratio, portfolio analysts use new trends in the metric, 
modeling, and portfolio analytics system design. Other areas of valuation are stock 
screening, text analytics, traditional and modern uses of factor models, smart beta, and 
new visualization software and cloud-based solutions for data management and analysis 
(Pachamanova & Fabozzim, 2014). 
Cash Flow Analysis 
The next metric is the Cash Flow Analysis. Foerster, Tsagarelis, and Wang (2017) 
claim that the direct method cash flow measures have stronger predictive power for stock 
return than the income statement measures. The cash, taxes, and capital expenditures can 
also provide incremental predictive power for stock returns (Foerster, Tsagarelis, & 
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Wang, 2017). Russell (2016) claimed that the discounted cash-flow analysis of 
pharmaceutical patents is value relevant.  
Cash flow analysis could not predict the recessions. A historical study proves that 
during the economic turmoil from September 1998 to March 2000, growth stocks 
outperformed value stocks, and small stocks outperformed large stocks, however, during 
the bearish period from March 2000 to October 2002, they correspondingly 
underperformed (Gu, 2015). Impact of IA on cash flows in various sectors was 
significantly different (Mendoza, 2017). Chen, Da, and Zhao (2008) argued the cash 
flows and the discount rates played different roles in the asset pricing that made the asset 
pricing models problematic. Dickinson (2011) claimed that investors did not incorporate 
the information contained in cash flow patterns and undervalued mature firms. 
Momentum 
Another metric is the momentum that investors use to measure the change in the 
analyst sentiment over time. Chiou (2015) argued that momentum is a predictor of cash 
flow growth and excess returns. In another extensive study of 148 quarterly earnings 
announcements from 2002 to 2008 and trading information on control and public shares, 
Wang and Yang (2015) claimed that the price discovery of control shares increased with 
the relative volume of control shares and decreased with the relative institutional 
ownership and volatility; the momentum affected the volume. Pirie (2016) claimed the 
institutional investors used momentum in making stock investment decisions on the Hong 
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Kong Stock Market. After studying the data of 493 companies from Bombay Stock 
Exchange 500 Index, Sehgal and Jain argued the momentum profits were consistent in 
the short-run. 
Momentum during the bullish period and the bearish period are in the opposite 
direction. In contrast, a study by using the Prospect Theory and Mental Accounting 
proposed by Grinbaltt and Han (2005) in the Chinese market demonstrated that the 
disposition effect has no relationship on the momentum, unlike the stock market in the 
United States (Kong, Bai & Wang, 2015). Investors use momentum as they want to be 
inconsistent with the market fluctuations as they have short-term constraints, but the 
perspectives of the long-term investors are different (Pire, 2016). 
Other Methods 
For portfolio management, investors have used stock screening, text analytics, 
smart beta, new visualization tools available from vendors and open source software, and 
cloud-based solutions for data management and analysis (Pachamanova & Fabozzi, 
2014). Chang, Huang, Chang, and Lin (2015) claimed that the investors exhibit gambler’s 
fallacy in the stock trading of good companies with overconfidence as well as self-
attributions even if they are not good stocks and “lottery-type stocks” demonstrate better 
performance than others. On an average trading day, less than 5% of the total shares are 
traded and determine the price, and this affects the price of other 95% of shares. A 
minority of investors have a significant impact on the overall performance of the stock 
94 
 
 
price. This perspective illustrates a different trend in stock investment that is about 
unpredictable ‘herd behavior,’ which is beyond the scope of the standard accounting 
information or financial models.  
Chen and Pottier (2015) claimed the stock ratings are not reliable for investors 
because the increase in actual or forecasted stock return has little relation to rating 
upgrades. However, companies listed in the “100 Best Companies to Work for in 
America” rewarded 2.3% to 3.8% higher return than their peers from 1984 to 
2011(Edmans, 2013). From the empirical study of corporations from the S&P 500 index, 
Schauten, Stegnik, and Graaff (2010) argued the levered cost of equity was the best proxy 
for the required return in IA. 
Many metrics were developed over time to meet various investor needs. Singh 
and Kaur (2014) claimed the companies that fulfill at least four Graham’s criteria yielded 
excess returns in the Indian market.  Chiou (2015) argued that the fundamental cash-flow 
ratio was a predictor of cash flow growth and excess returns in the Taiwan Stock Market. 
Cheng, Lin, and Liu (2017) developed a risk-adjusted performance metrics for the real 
estate sector. An increase in the debt/capital ratio negatively affects the growth rate of 
capital stock in Brazil (Moreira, 2013). Stock return on customer satisfaction portfolio 
based on the American Customer Satisfaction Index (ACSI) was significantly high. 
Customer value construct is essential, but it needs to reflect customers’ multidimensional 
values and what matters to the company (Zubac, Hubbard & Johnson, 2010). The 
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cumulative satisfaction portfolio yielded 518% over the 2000-2014 period as opposed to 
31% increase for the S&P 500 (Fornell, Morgeson & Hult, 2016). Huang, Shieh, and Kao 
(2015) claimed that economic value added over equity (EVAOE) is a better measure for 
analyzing abnormal stock returns but had limitations. Sun, Shen, Cheng, and Zhang 
(2016) hypothesized that incorporating market confidence index demonstrated better 
stock price prediction in two Chinese stock exchanges. 
O’Reilly (2010) claimed that there was a consensus among investors that the 
methods and models employing for valuing common stocks were inadequate. By using 
the standards risk models, investors inefficiently price stocks in the developed capital 
market (Smolic & Skok, 2017). In the Belgrade Stock Exchange, investors dominantly 
used the DCF-based capital budgeting metrics, profitability index, IRR, and NPV 
compared to traditional metrics (Todorovic & Kalicanin, 2015). Trinh and Tran Ngoc 
Thao (2017) claimed the DCF and CAPM were useful tools in corporate valuation and 
value-based management. When EVA was widely using in Japan, Tsuji (2006) claimed 
cash flow and other earnings measures were better than EVA for corporate valuation. 
Every earnings multiplier or metric has many limitations when using for a 
comparative purpose or using for stock investment purpose. According to EMH, the stock 
price reflected all relevant information and only the new information could change the 
stock price (Fama, 1976). The objective of this study is to analyze the factors that 
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significantly drive the stock price empirically. This literature review leads to the gap in 
the current literature and the significance of this study. 
Gap in the literature and the Parameters in the Study 
Intangible Assets 
There is minimal scholarly literature available to study the role of the value of 
NTA that includes IA and goodwill in corporate growth. The IA is non-physical assets 
and corporate intellectual property such as patents, trademarks, copyrights, goodwill, and 
brand recognition. Caritat and Condorcet (1796) claimed that “we came to that point of 
civilization at which the people derive profit from intellectual knowledge not only from 
the services and products but by making IA a sort of patrimony.” Yallwe and Buscemi 
(2014) claimed that tangible and IA play a significant role in the future success of a 
corporation. According to IASB, IA is “an identifiable non-monetary asset without 
physical substance” (IASB, 2005). The United States GAAP classified IA into two major 
categories, namely purchased IA or internally created and limited life IA or unlimited life 
IA. The corporate management estimates the economic or useful life of an IA, and the 
market conditions may alter the value that reflects in each quarterly report. Peters and 
Taylor (2017) claimed that IA was more critical in the high-tech industry. 
For an extended period, there were many issues when measuring, reporting, and 
calculating the impact of IA on corporate growth because the industry did not establish a 
common framework for measuring them (Alves & Martin, 2014; Jarva, 2009; Lev, 1996; 
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Smith & Parr, 2000; Zambon, 2004). Most of the techniques and methods used to classify 
and measure the IA are controversial. Hubbard (2014), the inventor of applied 
information economics, claimed that investors could measure IA, risks, and value without 
too many errors, solving many problems in business and life in general. Customer 
satisfaction is a valuable IA. Study based on the American Customer Satisfaction Index 
(ACSI), Peng, Chen, and Wei (2015) argued that investing in the Strong-ACSI portfolio 
was superior compared to investing in the market index. Customer satisfaction is only a 
part of IA, but there was only a little information on the effect of the entire value of IA on 
the stock price. 
Some of the IA are marketing, customer or contract-related, and the other factors 
are intrinsic and technology-related. The R&D, without which scientific developments 
are impossible, is one of the significant IA (Chen, Kohlbeck, & Warfield, 2008: Sullivan. 
2000). IA push the firm towards better technologies and to use present technology 
efficiently (Battisti, Belloc & Gatto, 2015; Duzinskas & Arturas, 2014). The productivity 
of a firm depends on the application of IA efficiently to produce goods and services 
(Cleary & Quinn, 2016). The strategic investment in IA are correlated with stock return 
and idiosyncratic risk (Hsu, Kaufmann & Srinivasan, 2017). However, the correlation 
between investment on intangibles and the corporate performance was an understudied 
area (Borisova & Brown, 2013). Gamayuni (2015) claimed the financial policies and IA 
were not correlated, but IA had a positive and significant effect on the firm value. 
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However, measuring the value of IA is critical in different accounting formats. 
For accounting purposes, the straight-line amortization method enables to amortize the IA 
that has many limitations. The lack of proper measurement and the myth that it is 
inappropriate to measure the intangibles lead to the draining of the national economy, 
public welfare, the environment, and national security (Hubbard, 2014). 
The value of most of the tangible assets, such as machinery and buildings, 
depreciates year after year and becomes negligibly small over time. For accounting 
purposes, the depreciation method is used to allocate a part of the tangible asset’s 
expense to its useful life. The purchase is not used for the year of purchase because it is 
not entirely expensed and has a more useful life, whereas the value of IA increases over 
time quite often, creating more value. The brand names of General Electric, General 
Motors, Ford, Boeing, Coco-cola, Pepsi, Apple, Microsoft, Cisco, Facebook, and BP are 
as successful as they are quickly recognizable. In the knowledge-based economy, the 
value of the NTA constitutes over 87% of the total value of the corporation. However, 
there are special rules for the outbound transfer of IA (Cornell University, 2018). 
Corporations may create or purchase intangible assets at a cost, and that does not 
reflect well on their balance sheets due to the numerous restrictions imposed by the 
Financial Accounting Standards Board (FASB, 2018). The SEC designated the FASB as 
the organization responsible for setting accounting standards in the United States. The 
Governmental Accounting Standards Board (GASB) oversight ‘generally accepted 
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accounting principles’ (GAAP). International accounting standard (IAS 38) outlines the 
accounting requirements for IA. The amended IAS 38 and IAS 16 are used to report 
amortization and the depreciation effective for the annual period, beginning on or after 
January 1, 2016. The amendments define the IA in a more precise and logical manner so 
that the fair value of IA reflects in the financial reports. Li and Liu (2014) claimed that 
the correlation between R&D expenditure and stock return was similar to the correlation 
between tangible investment and stock returns. Lin and Tang (2009) investigated the 
correlation between IA and the value drivers in Taiwan. However, the value of IA that 
reflected in the stock prices was not clear from the literature. 
The United States GAAP has definite rules for recognizing IA for financial 
reporting. For that reason, corporations cannot include all IA in the manner the 
management wants. In the merger and acquisition, as per IFRS 3 and SFAS 141, the 
acquiring corporation must recognize the IA of the acquired firm under ‘goodwill,’ or as 
separately identified assets. However, identifying and separating the IA is not only a 
tedious process but most of the methods and techniques are controversial (Sacui & 
Szatmary, 2015; Yallwe & Buscemi, 2014). Su and Wells (2015) claimed that there was 
no loss of IA on a transition to IFRS. 
In the balance sheet, the values of the IA and goodwill are reported separately 
under the asset class, and the SEC scrutinizes all these amounts. For instance, 30 
corporations listed in NYSE and NASDAQ have $1.2 billion IA, and the effect of this on 
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the stock price is unknown (see Table 1). According to EMH, the stock price reflected all 
the IA. In this study, I explored to what extent the value of NTA which includes IA 
reflected in the stock price of 56 corporations of the S&P 500 listed on either NYSE or 
NASDAQ. 
Goodwill 
The goodwill is the excess of net earnings over the fair return on the net tangible 
assets. Goodwill is scalable and transferable in the event of a merger and acquisition. The 
United States Tax Court Staab1 has stated that goodwill is an intangible asset that 
consists of the excess earning power of the business (U. S. Tax Court, 2018). Regs. Sec. 
1.197-2(b)(1) defines goodwill as “the value of a trade or business attributable to the 
expectancy of continued customer patronage,” and that “[t]his expectancy may be due to 
the name or reputation of a trade or business or any other factor” (Cornell, 2018). 
Moreover, the accounting profession defines goodwill as “an asset representing the future 
economic benefits arising from other assets acquired in a business combination . . . that 
are not individually identified and separately recognized.”   
Kucharska and Flisokowski (2018) claimed the brand value (goodwill) is the most 
valuable asset of a company correlated with GDP per capita income.  There are two types 
of goodwill, one is business goodwill, and the other is personal goodwill. Business 
goodwill is an intangible asset owned by the operations of the business and is related to 
the same. However, there is an association between personal goodwill and the 
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shareholder’s reputation, expertise, skill, and knowledge, as well as the customer 
relationship. Distinguishing the business and individual goodwill makes the evaluation a 
challenge. 
Goodwill represents synergies and superior earnings power (Sherman, 2018). 
Goodwill has the earning capacity and is a long-lived asset. The economic determinants 
of goodwill and the correlation between goodwill and future performance is not known. 
Based on the SEC data, the monetary value of NTA that includes the IA and goodwill of 
56 corporations, the sample of this study, was $2.74 Trillion for 2018 Q3 (SEC, 2018). 
According to the efficient market hypothesis (EMH), the value of the stock price must 
reflect all the publicly available information. In this study, I explored to what extent the 
stock price of 56 corporations of the S&P 500 listed on NYSE and NASDAQ reflect 
NTA and GDP of the United States. 
Macroeconomic Parameters 
Countries regularly track their gross domestic product (GDP) as an indicator of 
their economic progress (Lange, Wodon, & Carey, 2018). The health of the stock market 
and the nation’s economy are directly related (Thomas, 2006). The international crisis in 
public finance and the lack of financial sustainability became a vital issue for 
governments. Although the European Union (EU) and other international organizations 
have recommended governments to monitor the economic variables, only a few studies 
have considered the economic variables on financial stability (Rodriquez, Navarro-
102 
 
 
Galera, Munoz & Lopez, 2015). The economic variable, GDP affect many aspects of the 
financial market including consumer spending. Epaphra and Salema (2018) claimed the 
macroeconomic variables and stock prices were co-integrated on the Dar es Salaam Stock 
Exchange. 
The consumer spending increases the stock price; the consumer spending and 
GDP are interrelated variables. In the last decade, the virtuous cycle improved the United 
States economy and stock prices. Gay (2016) investigated the relationship between the 
share prices and the macroeconomic variables of the BRIC (Brazil, Russia, India, and 
China) countries by using Box-Jenkins’ ARIMA model and found no correlation between 
exchange rate and oil price on stock market index prices of either BRIC country. 
Angelidis, Degiannakis, and Filis (2015) claimed that oil price shocks have an 
incremental power in forecasting the state of the stock market. Farsio and Fazel (2013) 
claimed that the stock price was not correlated with the unemployment rates in the United 
States, China, and Japan  
Various components such as the monetary policy, interest rate, and consumer 
durable goods expenditure affect GDP. When the interest rates are low, the amount of 
investment increases along with GDP. However, there was no evidence that the monetary 
policy shocks and the asset price bubbles were correlated (Gali & Gambetti, 2015). In 
Tobin’s q theory, the monetary policy increases investment spending, stock prices, and 
GDP (Thomas, 2006). The monetary policy influences the stock price and the net worth 
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of a firm. As shown in Table 3, based on the World Bank data, in 1999, the volume of 
stocks traded in the world was 32% of the World GDP, but in 2016, it was about 125% of 
the world GDP, an increase of 100% of the world GDP happened in 16 years (World 
Bank, (2018b). According to the efficient market hypothesis (EMH), the stock price 
reflects all the publicly available information. In this study, I explored to what extent the 
stock price of 56 corporations of the S&P 500 listed on either NYSE or NASDAQ 
reflects NTA and the GDP of the United States. 
Summary 
In Chapter 2, I discussed the purpose and strategies for selecting the relevant 
scholarly literature to understand the problem of the study from various perspectives and 
discussed the background and importance of the financial market in today’s global 
economy. For the long-term investment in the stock market, investors rely on various 
metrics based on past data. The historical evidence proved that, in the stock market, the 
past performances were no guarantee in the future. Gu and Lev (2017) empirically 
demonstrated that the importance of predicting corporate earnings, which is the core of 
many investment processes, has tremendously decreased in the last 30 years. However, 
the focus has shifted to improved alternatives such as the strategic assets of the enterprise 
and their contribution to maintaining the corporations’ competitive edge. The NTA that 
constitutes intangible assets and goodwill is the strategic asset that gives a competitive 
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edge and adds corporate value. In this chapter, I discussed the limitations of the various 
metrics that do not include NTA that comprise up to 87% of the corporate assets.  
For corporate growth, there are mainly two internal variables, real assets and 
NTA. However, there are many other external factors such as economic parameters, 
namely GDP, interest rate, and exchange rate as well as other external risk factors, such 
as country risk and political environment, over which a corporation has no control. The 
accurate and swift estimations and strategic asset allocations are critical, but the lofty 
stock valuation based in flawed rationale could give investors false confidence and 
misleading perspectives. The value of the real assets depreciates over time, whereas the 
value of most of the intangible assets increases. The NTA is the primary factor for 
possessing the competitive advantage that alters the perception of the investors. However, 
the scholarly literature on the role of NTA, which comprises about 87% of the value of 
the corporate assets of many corporations, in determining the stock price is scarce. 
According to the EMH, the stock price reflects all the information and only the 
new information can change the stock price. Thus, the change in the NTA and GDP 
should reflect in the stock price. This study is an endeavor to determine whether the 
weak-form EMH was valid in today’s market condition. In the next chapter, I explain all 
the systematic steps, methods and statistical procedures used in this study to test the 
hypotheses and the weak-form EMH and to find the answers to the research questions. 
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Chapter 3: Research Method and Research Design 
Introduction 
The primary objective of this quantitative study was to empirically explore the 
extent to which the NTA that include IA and goodwill, and the GDP reflected in the stock 
price of 56 corporations of the S&P 500. In this relational study, I empirically analyzed 
the correlation between various historical data, and then, tested the weak-form EMH. The 
EMH holds when the stock price reflects all the relevant publicly available information 
(Fama, 1976). The IA, goodwill, GDP of the United States, P/E, and stock price are 
publicly available information. Fama (1965) claimed that an arbitrage opportunity arises 
when the stock price does not reflect all the publicly available information. In Chapter 1, 
I explained the purpose of this study in detail; however, I reiterate many elements of the 
research in this chapter for clarity. 
In this quantitative study, I used the macroeconomic data and the financial data 
for 44 quarters from October 2007 (Q4 2007) through September 2018 (Q3 2018). By 
using parametric statistics, I analyzed the correlation between the stock price, GDP of the 
United States, NTA, and P/E of 56 corporations listed on NYSE and NASDAQ. With the 
extensive data for 11 years, I studied the correlation between: 
1. NTA and stock price of 56 corporations of the S&P 500, listed on NYSE and 
NASDAQ. 
2. GDP and the stock price 
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3. NTA, P/E, GDP, and the stock price  
All the data that I used in this research was continuous and in ratio scale. For this 
research, I collected financial data on IA, goodwill, P/E, and stock price, of 56 
corporations from the SEC and collected the data on GDP of the United States from the 
BEA. Firstly, with simple regression analysis, I empirically analyzed the correlation 
between the variables. Secondly, with the runs test, I tested the weak-form EMH. 
Moreover, with multiple regression analysis, I developed the best-fit regression model. 
Finally, I used the regression model to predict the long-term stock price of selected 
corporations for long-term investment purpose. 
In this empirical study, from simple scatterplot to more complex multiple 
regression analysis, I employed various exploratory data analysis by using the available 
computing power and the robust data analysis software SPSS. The SPSS is a powerful 
computer program, predictive analytics that enables to run descriptive statistics, 
regression, and advanced statistics (IBM, 2018). I accomplish the methodological control 
by using a stratified random selection method. Cooper & Schindler (2013) claimed that 
the research plan is a blueprint that enables to organize, control, and conduct the research 
systematically and efficiently. This chapter is the research plan for the study. In Chapter 
3, I present how the research question and purpose align with quantitative research 
method. In the subsequent sections of Chapter 3, I explain the research design and 
methods, data collection, data analysis, and validity and reliability. 
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Paradigm 
 Quantitative research is related to positivism. The proponents of quantitative 
research assume that the phenomenon is measurable by using deductive principles of 
scientific methods and involves experiments, surveys, and testing. In this quantitative 
research, I have not conducted any experiments or surveys and any interviews or 
observations for the relational study. I engaged with secondary data mainly from the SEC 
and the BEA, and many parametric and non-parametric tools to scientifically analyze the 
stock market phenomenon. 
The two paradigms such as quantitative and qualitative research generate 
knowledge or the truth differently; a paradigm is a “worldview” or a set of assumptions 
about how things work (Rossman & Rallis, 2003). Denzin (2017) claimed that a 
paradigm has four concepts namely ethics, ontology, epistemology, and methodology. 
However, researchers approach these concepts differently. Chesebro & Borisoff (2007) 
have recommended that specializing in one research method is useful to deal with many 
elaborate types of research efficiently. 
The researchers from both schools, approach knowledge discovery from an 
ethical perspective, have ethical constraints, and follow moral principles. The researcher 
is the tool in qualitative method and metrics, whereas the statistical methods are the tools 
in the quantitative method, and hence ethics plays a different role in these two research 
methods. The two researchers have a different ontology; ontology is about what exists or 
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reality (Creswell, 2013). The perspectives of reality are different in these two research 
methods; realism is the ontology in the quantitative method, whereas relativism is the 
ontology in the qualitative method. The researchers also have a separate epistemology. 
Epistemology is the study of pure knowledge and evidence is used to justify the claims. 
The evidence must be of good quality, logical, and reasonable. There is only one truth in 
the quantitative method, but there are multiple perspectives of reality in a qualitative 
method. However, quantitative researchers believe that they can discover the hidden truth 
in the data and relate to the existing theory. Denzin and Lincoln (2017) claimed that 
epistemology is viewed in positivism as dualist or objectivist to find the truth, but in 
constructivism, it is only transactional or subjectivist to test findings. 
The quantitative researchers use the ‘scientific’ method to find the cause, 
objectively. Whereas, the qualitative researchers use the natural environment to explore 
the reason subjectively (Rossman & Rallis, 2003). That means every question has 
multiple perspectives and answers in a qualitative method. To empirically analyze the 
correlations between the variables, I chose a quantitative method that involved hypothesis 
testing for this research. Exploring the causality is not an objective of this relational 
study. 
The quality of research depends not only on the quality of the data but the entire 
process in the study including the data analysis, interpretation, and positive social change 
due to the research (Levine et al., 2011). In this research, I used evidence-based practice 
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and the results may enable the stakeholders to protect the limited economic resources, to 
focus on sustainable growth, and cause a positive social change. With the focus on 
empirical evidence, in this quantitative research, I explored the significant factors that 
drive the stock price, and the stakeholders may use the evidence for wealth creation and 
positive social change. 
Rationale for Selected Approach 
For this study, the quantitative method is the choice. The main elements that 
determine the types of research method are the research question, research purpose, and 
feasibility (Bruce & Bruce, 2017; Delost & Naddar, 2014; DeFusco et al., 2018; Cooper 
& Schindler, 2013; Corbin & Strauss, 2017). From the research questions, I generated 
hypothesizes and tested the hypothesizes by empirically analyzing the data. There were 
9900 data points in this study that includes 11 years of secondary data on IA, goodwill, 
P/E, and stock price of 56 corporations and GDP of the United States. In this study, I 
employed a robust statistical method called multiple regression analysis and simple 
regression analysis to empirically analyze the relationship between the variables and this 
study was not possible with other research methods such as qualitative method or mixed 
method. 
The data from the SEC and BEA that I used in this study were appropriate, 
proximate, and available. In this study, I employed the quantitative research method to 
find the linear relationship between the variables. The theoretical background was a 
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critical theory in finance, the EMH which states the stock price reflected all the publicly 
available information. 
In this quantitative research, there were many theoretical frameworks such as 
EMH, APT, systems theory, and other financial concepts such as stock valuation metrics 
that I discussed in Chapter 1 and Chapter 2. By applying APT, the multi-factor model, I 
considered many factors such as NTA, GDP, P/E, and the stock price which were part of 
the linear function from which I estimated the stock price of corporations. However, the 
prime objective of this study was to test the weak-form EMH. By employing the robust 
statistical tool, multiple regression analysis, I empirically analyzed how does the NTA 
and GDP reflected in the stock price. By using the return-variance ratio, I calculated the 
variance of dependent variables to test the weak-form EMH (Lo, 1998). 
In the realm of prediction, the nexus between statistics and data science is 
stronger; correlation measures the strength of association between the variables, but the 
regression quantifies the relationship (Bruce & Bruce, 2017). In a correlational study, the 
quantitative method is the preferable method than a qualitative study (Hamilton & 
Taylor, 2017). To quantify the degree to which the NTA, GDP, and P/E affect the stock 
price, I chose the quantitative method. 
In this non-experimental design, I did not use any survey, case-control or cohort 
study. I conducted regression analysis by using secondary data that I collected from the 
governmental agencies such as SEC, BEA, and industry sources such as NYSE, 
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NASDAQ, and World Bank.  I used 9900 data points over 44 quarters time frame. 
Analyzing a vast number of data points is one of the characteristics of the quantitative 
method (Bruce & Bruce, 2017). Through the survey and experimental design, examining 
the relationship between and among variables is central to answering questions and 
hypothesis (Creswell, 2013). The objective of this correlational study was to find the 
significant factors that affect the stock return, not to understand the causation. Many 
factors may influence the stock price but selecting the most significant factors that affect 
the stock price increases the predictive power. With the data on NTA, GDP, and stock 
price, I tested the weak-form EMH.  
The selection of research method depends on the research questions and 
hypotheses (Basias & Pollalis, 2015). Hypotheses are propositions about relationships 
between the variables or in other cases differences between groups involved in the 
research. In this study, I considered that there was no significant relationship between the 
variables such as NTA, GDP, and stock performance; that was the null hypothesis, and 
the alternate hypothesis was the opposite of this assumption. I tested the alternate 
hypothesis by using analytical tools such as SPSS, SAS, and Excel and use deductive 
reasoning from the statistical analysis to find the answer to three research questions. 
Deductive reasoning is the dominant feature of the quantitative research method. Making 
predictions based on correlation study is the regression analysis (Goodwin, 2005).  
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In this simple linear regression (RQ1 and RQ2), the variables were NTA, GDP, 
and the stock price but in the multivariate analysis (RQ3), there was one criterion 
variable (stock price) and three predictor variables (NTA, GDP, and P/E). This study 
involved both simple regression analysis and multiple regression analysis. Levine et al. 
(2011) explained that when quantifying the correlation between the variables in a 
relational study, a regression analysis is preferable. 
While the quantitative research method was the choice for the research, I have not 
underestimated the power of other research methods such as qualitative methods or 
mixed research methods. The mixed method is a relatively new concept and a developing 
method that incorporates both qualitative and quantitative methods. The mixed method is 
time-consuming and less efficient in this academic research; thus, I preferred only the 
quantitative research method in this study. 
Research Design and Method 
Variables  
In this research, to test the efficient market hypothesis, I chose four variables such 
as NTA that include IA and goodwill, GDP of the United States, P/E, and the stock price. 
According to the EMH, the stock price changes only due to the new information and all 
the relevant information reflected in stock price. Then, the NTA and GDP should reflect 
in the stock price to hold EMF. Many internal and external factors affect stock 
performance, but in this study, I focused on NTA and GDP. In this study, I wanted to 
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include the stock market index, another external factor, but I limited to NTA and GDP of 
the United States due to many constraints. 
Dependent Variable 
The stock price of a corporation was the DV in the three hypotheses of this 
research. The stock price depends on many internal and external factors. Corporations 
can control some of the internal factors but have no control over many external factors 
such as GDP, interest rate, inflation, exchange rate, and country risk. Every investor 
expects a capital gain on their investment and a handsome return, but the volatile stock 
market imposes many challenges. Sometimes the market correction erodes investments 
and reduces their value by 30% or 50% or even 100%. Estimating the expected return in 
the volatile market is challenging but possible. Selecting the significant factors that affect 
the stock return and creating the best fit model for predicting the stock return (DV) was 
the secondary objective of this research. It may help the investors to efficiently manage 
their portfolio and make critical investment decisions that eventually create wealth and 
cause positive social change. 
Independent Variables 
The NTA that include IA and goodwill, GDP, and P/E were the IVs in this 
research. In Hypothesis 1, I empirically analyzed to what extent the NTA (IV) reflected 
in the stock price (DV). After testing Hypothesis 1, I replaced NTA with GDP to test 
Hypothesis 2. In Hypothesis 2, I empirically analyzed to what extent the GDP (IV) of the 
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United States reflected in the stock price (DV). In Hypothesis 3, I used NTA, GDP, and 
P/E as the three IVs to find their combined effect on stock price (DV) by using multiple 
regression analysis. 
The NTA, the internal factor of a corporation that affects the future growth was 
the first IV in this study; I collected the data on NTA of 56 corporations from the SEC 
(SEC, 2018). As I mentioned in Chapter 1, the NTA in this study refers to the sum of 
total acquired IA and goodwill. In today’s market economy, the monetary value of IA is 
enormous. The combined value of NTA of 56 corporations of the S&P 500 that listed on 
NYSE and NASDAQ for Q3 2018 was $2.74 trillion, and the extent to which it 
determines the stock price was the prime objective of this research and thereby to test the 
weak-form EMH.  
The GDP of the U.S. was the next IV in this study; I collected GDP from the BEA 
for this study. The BEA uses GDP instead of GNP (BEA, 2017). The GNP includes the 
income earned by citizens and companies in foreign countries, and it does not include the 
income earned by foreigners within the country. The one who studies the reliability of 
this research should consider this fact while conducting the study in other countries. The 
GDP is an external factor that can be a threat or an opportunity for investors and 
corporate growth on which the corporations have no direct influence. A country with a 
healthy economic environment increases the consumer power and disposable income. 
The investors could explore wealth creation in the stock market. The higher demand 
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increases the price and stock return. Using GDP as a factor in the analysis gives an 
opportunity to explore the economic feasibility of investing in many emerging markets 
and reducing the risk.  
The third IV in this study was the price-earnings (P/E) ratio, called earnings 
multiplier which is the profitability ratio that most investors use for comparative analysis 
and investment purposes. However, the P/E had a more significant influence on investors 
for a long time, and it may reflect the health and ability of the corporation to meet the 
current and long-term liabilities. For that reason, I included P/E as an IV in this study. 
Both the value investors and growth investors use the total annual return including 
dividends of the S&P 500 as an easy benchmark to compare the value of a stock. The one 
who tests the validity of this research should take into consideration the accounting 
principles that will affect the P/E for evaluating the relative attractiveness of the stock of 
a corporation that operates in a different country. 
Research Questions and Hypotheses 
From the topic and problem statements, I formed three research questions and 
three hypotheses. Testing the hypothesis and trying to answer the research questions was 
the objective of this deductive mode of research (Creswell, 2013). Rudestam and Newton 
(2007) claimed that the research method describes the exact steps needed to address the 
research question and the research hypothesis. The nature of data that I used in the study 
was purely numerical, a secondary data which was not descriptive, the sources of data 
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were the quarterly financials of corporations at the SEC and the economic parameters at 
BEA. I used descriptive statistics for correlational analysis and employed inferential 
statistics to study the population proportion. For this kind of correlational study, 
quantitative research was the most appropriate method. It was a correlational study in 
deductive mode, and hence I employed the quantitative research method. The three 
research questions and the respective hypotheses were: 
Research Question 1 (RQ1): To what extent are NTA reflected in the stock price? 
Null hypothesis (H01): NTA is not a predictor of the stock price 
Alternate hypothesis (Ha1): NTA is a predictor of the stock price. 
The stock price was the outcome or dependent variable (DV), and NTA was the 
predictor or independent variable (IV). To study the correlation between two variables, 
researchers widely use simple regression analysis (Bruce & Bruce, 2017; Cooper & 
Schindler, 2017). In this study, I employed simple linear regression analysis to quantify 
the correlation between NTA and the stock price. 
Research Question 2 (RQ2): To what extent are the GDP reflected in the stock 
price? 
Null hypothesis (H02): GDP is not the predictor of the stock price 
Alternate hypothesis (Ha2): GDP is the predictor of the stock price. 
The stock price was the outcome or dependent variable (DV). GDP was the 
predictor or independent variable (IV). To study the correlation between two variables, 
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researchers widely use simple regression analysis (Bruce & Bruce, 2017). In this 
relational study, I used a simple regression analysis to quantify the correlation between 
GDP and the stock price.  
Research Question 3 (RQ3): To what extent are the NTA, GDP, and P/E reflected 
in the stock price? 
Null hypothesis (H03): The NTA, GDP, and P/E, are not predictors of the stock 
price 
Alternate hypothesis (Ha3): The NTA, GDP, and P/E are predictors of the stock 
price. 
The stock price was the DV in Hypothesis 3; NTA, GDP, and P/E were the IVs. 
This hypothesis testing involved a multiple regression analysis. In this hypothesis testing, 
I attempted to establish a linear relationship between the DV and IVs. Multiple regression 
is a useful tool to test the linear relationship between multiple variables (Koijen, Lustig & 
Van Niewerburg, 2015; Levine el al., 2011). I run the multiple regression analysis to 
quantify the empirical relationship between stock price and the three IVs, NTA, GDP, 
and P/E. 
Data Collection 
Population 
The population of this study was the 500 large-cap corporations of the S&P 500. 
The NYSE and NASDAQ listed these corporations. The NYSE is the largest stock 
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exchange in the world by market capitalization. 2,800 companies trade approximately 
1.46 billion shares each day in NYSE and 3,100 companies trade approximately 2 billion 
shares daily on NASDAQ (NYSE, 2018). 
In research, the results from the sample study are generalized for the target 
population (Singleton & Straints, 2005). The result from this study could generalize not 
only to 500 corporations of the S&P 500 from where I selected the samples but also to 
other stock indices around the world. As of 2017, all the stock exchanges around the 
world listed 46,583 companies (World Federation of Exchanges, 2018). The major ten 
stock exchanges whose market-cap was over $2 trillion are Japan Exchange Group, 
Shanghai Stock Exchange, Euronext, London Stock Exchange, Hong Kong Stock 
Exchange, Shenzhen Stock Exchange, TMX Group and the National Stock Exchange of 
India, Deutsche Borse, and Bombay Stock Exchange. This study did not include the 
corporations that deal with commodities and derivatives because the focus of this study 
was on a long-term stock investment. After tInternal Review Board’s approval (Walden 
University IRB#: 08-29-018-0259837), I collected the required data for the quantitative 
research. 
Sample, Sample Size, and Sampling Strategy 
A sample was a subset of a population that may represent all the characteristics of 
the population (Nachmias & Nachmias, 2014). I used the GPower software, a statistical 
power analysis program for selecting the samples and used the SPSS, an analytical 
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program for statistical analysis. As shown in Figure 8 and Figure 4, for multiple 
regression analysis with three predictors at 80% power, the required total sample size was 
43, whereas, at 95% power, the required sample size was 74 (GPower, 2018). For the 
study, I chose 56 corporations which were at 88% power for statistical analysis (see 
Figure 2).  
 
Figure 4. Sample size 74 at 95% power 
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The sampling frame was the set of all cases from which the researcher has 
selected the samples (Singleton & Straints, 2005). To select the sample, first I select a 
stratum, Global Industry Classification Standards (GICS sector) of the S&P 500 for the 
stratified random sampling (SRS). The global financial community use GICS, the 
industry taxonomy. The 11 GICS sectors are industrials, information technology, energy, 
utilities, telecommunication services, materials, health care, financials, real estate, 
consumer discretionary, and consumer staples. The SRS method allows each stratum 
(GICS sector) has the same probability of selection and ensures proportionate 
representation in the sample (Bruce & Bruce, 2017).  
Stratified sampling was the process by which I divided the population into 
different sectors that are mutually exclusive. The disjunctive sectors of the population are 
called strata, and the samples selected from the strata are the best representatives of the 
population (Singleton & Straints, 2005). In this study, the strata and the GICS sector 
classification of the S&P 500 were the same. There were 11 GICS sector or strata in this 
study. Once I selected the strata (GICS sector), I used a simple random sampling method 
to select the samples for the study. The sample constituted about 11% of corporations 
from each stratum (GICS sector), and that represented all the characteristics of the 
population (see Table 4). For this research, by using a stratified random sampling 
method, I selected 56 corporations out of the possible 500 corporations of the S&P 500. 
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Table 4 
Sample Selection from 11 Sectors of S&P 500 
Sector GICS No. of Corp. S&P 500 Samples % of Selection 
1 I 67 7 10.45% 
2 IT 75 8 10.67% 
3 E 31 3 9.68% 
4 U 29 3 10.34% 
5 T 3 3 100.00% 
6 M 24 4 16.67% 
7 H 63 6 9.52% 
8 F 68 7 10.29% 
9 R 32 3 9.38% 
10 CD 80 8 10.00% 
11 CS 33 4 12.12% 
Total  505 56 11.09% 
Note: GICS = Global Industry Classification Standard. I = Industrial, IT = 
Information technology, E = Energy, U = Utilities, T = 
Telecommunications services, M = Materials, H = Healthcare, F = 
Financials, R = Real estate, CD = Consumer Discretionary, CS = Consumer 
Staples 
 
In the recent time of the knowledge-based economy, there is a significant 
paradigm change from real assets to NTA since the human capital is the most precious 
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resource than the real assets. Though the NTA is the significant portion of total assets for 
many companies, their influence on their stock performance was not extensively studied 
recently (Sherman, 2018). In this study, the stock performance was the dependent 
variable and NTA was one of the IVs. The other IVs were the GDP and P/E. The data 
covered 44 quarters of macroeconomic data and the financial data including IA, goodwill, 
P/E, and stock price of 56 corporations of S&P 500 from Q4 2007 to Q3 2018. In this 
study, I used 9900 data points for the correlational analysis and the runs test. 
Data Analysis 
The process of assigning a numerical value to the data is known as coding, and 
the level of measurement of each variable give values to each variable (Manheim, Rich, 
Willnat, & Brians, 2008). For this study, I used the secondary data collected from the 
government agencies SEC and BEA that was accurate and reliable. All the variables were 
continuous and in ratio scale. The data included 44 quarters’ IA, goodwill, P/E, and stock 
price of 56 corporations that I select by stratified random sampling and 44 quarters’ GDP 
from Q4 2007 to Q3 2018. Quantitatively analyzing all the 9900 data points in this study 
was an extensive statistical process.  
Testing for Assumptions 
After collecting the data such as NTA, GDP, P/E, and the stock price, I used the 
Excel program for the primary statistical analysis and used SPSS software program for 
robust statistical analysis. SPSS is a powerful analytical software program to run simple 
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and complex statistical tests (IBM, 2018). The statistical analysis depends on many 
assumptions. Not meeting the assumptions could increase the chance of type 1 error and 
type 2 error (Pedhazur, 1997). 
The data should meet all the statistical assumptions such as linearity, 
independence, normality, and heteroscedasticity to use the parametric statistics (Zheng, 
2018: Bruce & Bruce, 2017). It was an extensive process to test the normality on all the 
residuals of IVs of 56 corporations from Q4 2007 to Q3 2018. The raw data was not 
sufficient to apply parametric tests and the required transformation. The results on the 
regression analysis do not change just because of transforming all the data (Black, 2006; 
He, Ganjam, Lee, Wang, Narasayya, Chaudhuri, Chu & Zheng, 2018). Visual analysis of 
data by using scatterplot, histogram, and P-P plots further led to use of Kolmogorov-
Smirnov tests and Shapiro Wills tests. Then, I transformed the data, case by case to meet 
the statistical assumptions. I used many numerical expressions such as logarithms, square 
root, exponents, and inverse functions for transformation. As shown in Figure 12 through 
Figure 14, the change after the transformation was discernible. Finally, I employed the 
parametric statistics for correlational analysis. 
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Figure 5. Normal P-P plot – Information technology sector S&P 500 
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Figure 6. Normality test IT2 – Information technology sector S&P 500 
 
 
Figure 7. Residual scatterplot – Information technology sector S&P 500 
126 
 
 
Simple Regression Analysis 
First, I tested the raw data and transformed case by case to meet all the 
assumptions of parametric statistics. Then, by using the simple regression analysis, I 
tested the Hypotheses 1, to study the extent to which NTA reflected in the stock price of 
56 corporations. Subsequently, I tested Hypothesis 2 to study the correlation between the 
GDP and the stock price. 
Multiple Regression Analysis 
After eliminating the samples that have noncontributing variables and the 
redundant variables, I tested Hypothesis 3 to study the extent to which the three IVs such 
as NTA, GDP, and P/E reflected on the stock price by using multiple regression analysis. 
Then, I randomly selected eight corporations from the 11 sectors to create the best-fit 
regression model for predicting their stock prices. Finally, I use the regression model for 
predicting the stock price. The objective of multiple regression analysis is to produce 
better models for more accurate predictions. This model is useful in an inefficient market 
where the price depends on historical factors. The mathematical concept behind the 
regression model is the linear function. 
Linear Relationship 
The theoretical framework of this research was the arbitrage pricing theory in 
which the return of any stock represents a linear relationship of a set of indices. In this 
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multifactor linear equation, there are three factors, NTA, GDP, and P/E to estimate the 
stock return. In this model, the expected stock return, 
Ŷ = B0 + B1N + B2G + B3R + ɛ ……………………………………………… (1) 
where: 
Ŷ = predicted value on the outcome variable, the stock price 
B0 = predicted value on Y when all IVs = 0 
B1 = unstandardized regression coefficient for N associated with Ŷ 
N = NTA that include IA and the goodwill 
B2 = unstandardized regression coefficient for G associated with Ŷ 
G = GDP of the United States 
B3 = unstandardized regression coefficient associated with Ŷ 
R = P/E 
ɛ = model deviations called regression residual. 
The factors in the model were stock price, NTA, GDP, and P/E. In the regression 
analysis, the errors of prediction are regression residuals, ɛ (Watson, Nelson & Cacioppi, 
2013).  The regression residual is not present in the next linear equation (Equation 2). 
The values of the coefficients (B0, B1, and B2) are estimated such that the model yields 
optimal predictions. 
• Minimize the residuals 
• Minimize the sum of the squared (SS) residuals 
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• SS residual = ∑(Ŷ − Y)2  
Then the predicted stock price, 
Ŷ = a + B1N + B2G + B3R           ………………………………………. (2) 
Where: 
Ŷ = predicted value on the outcome variable, the stock price 
B0 = predicted value on Y when all IVs = 0 
B1 = unstandardized regression coefficient for N associated with Ŷ 
N = nontangible assets that include IA and the goodwill 
B2 = unstandardized regression coefficient for G associated with Ŷ 
G = GDP of the United States 
B3 = unstandardized regression coefficient associated with Ŷ 
R = P/E 
Runs Test 
The next step was to test the weak-form EMH by employing the run test. When 
the random walk holds, the probability of increasing and decreasing the stock price must 
be the same, 50%. For 44 quarters (N = 44), the expected number of runs is 22. When the 
number of runs, r is between the lower limit and the upper limit, the market is weak-form 
efficient. Momentum investing rejects the random walk theory. The momentum investors 
assume a price increase implies a further price increase and vice versa (Brigham & 
Ehrhardt, 2016).  
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Reliability and Validity 
Reliability 
In this study, I used standard procedures for validity and reliability. Reliability is 
concerned with stability and consistency (Singleton & Straints, 2005). The sample, the 
data analysis, and the research design have sound reliability in this study, based on the 
theoretical framework. To select the sample, first I selected a stratum, GICS sector for the 
stratified random sampling (SRS). The 11 GICS sectors of the S&P 500 were industrials, 
information technology, energy, utilities, telecommunication services, materials, health 
care, financials, real estate, consumer discretionary, and consumer staples. This SRS 
method allows each stratum (GICS sector) has the same probability of selection and 
ensures proportionate representation in the sample (Bruce & Bruce, 2017). This method 
increased the representation of the sample to align with the characteristics of the 
population. 
Stratified sampling is the process by which I divided the population into different 
sectors that are mutually exclusive and are called strata (Singleton & Straints, 2005). In 
this study, the strata and the GICS sector classification of the S&P 500 were the same; 
the GICS sector means the global industry classification standard. There were 11 GICS 
sector or strata in this study. After selecting the strata from various GICS sectors, I 
organized the list of corporations in alphabetic order in every sector and selected the 
corporations in a simple random method. Each stratum represented about 11% of the 
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corporations from every GICS sector, and the total sample was 56. The GPower, the 
statistical power analysis program recommended minimum required sample size as 56 
The GDP of the U.S. was one of the independent variables in this study. However, 
the U.S. Bureau of Economic Analysis uses GDP instead of GNP. The GNP includes the 
income earned by citizens and companies in foreign countries, and it does not include the 
income earned by foreigners within the country. A researcher who studies the reliability 
of this research should consider that fact while conducting the study in other countries. 
From the governmental agency, BEA, I collected the quarterly data on GDP and real 
GDP which is a reliable source. BEA is the “source of accurate and objective data” on the 
economy of the United States (United States Department of Commerce, 2015). 
In this study, I calculated the total NTA that included IA and goodwill of 
corporations for each quarter from Q4 2007 to Q3 2018. Corporations publish IA and 
goodwill in their quarterly financial reports, and I collected both IA and goodwill from 
the financial reports of the corporations on the SEC website. The Sarbanes-Oxley Act of 
2002 has many implications for minimizing the financial reporting abuses and restoring 
investor confidence in the financial reports (Christensen, Cottrell & Baker, 2013). The 
Securities Exchange Act of 1934 which created the SEC by the Congress has a primary 
purpose to ensuring “companies offering securities for sale to the public must tell the 
truth about their business, the securities they are selling, and the risks involved in 
investing those securities” (United States Securities Exchange Commission, 2018b). The 
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SEC, the government agency that oversees the financial market in the United States 
publishes the financial reports of corporations listed on the stock exchanges in the United 
States is a reliable source for this study. 
Not only the data and data collection methods are reliable in this study, but also 
the statistical methods used for the correlational analysis and other statistical tests. Many 
data needed various transformations to meet statistical assumptions to employ parametric 
statistics efficiently. The industry standard statistical tools that I used for statistical 
analysis and the procedures are also reliable. 
Validity 
Measurement of validity is about the ‘goodness of fit’ between the operational 
definition, and the concept of the measure and an unreliable measure is not valid 
(Singleton & Straints, 2005). Using a stratified sampling method helps to avoid sampling 
error in data selection. The stratified sampling method increases the probability of the 
sample’s representation of the characteristics of the population, provide adequate data 
from different sectors, and increases the sample’s statistical efficiency (Cooper & 
Schindler, 2013). The accuracy and precision of data collection from governmental 
agencies increased validity. It is not only error-free in many ways but also less likely to 
have missing data. 
All the data in this study was in the ratio scale. The data in ratio scale represents 
the actual amount of a variable that increases the power more than other scales such as 
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nominal, ordinal, or interval scale (Goodwin, 2005). Unlike other scales, the ratio scale 
can have a meaningful ratio between two numbers, and this ratio allows all arithmetic 
operations (Watson, Nelson & Cacioppi, 2013). In a quantitative analysis based on 
financial and macroeconomic data, there is no part of sensitivity or responsiveness effects 
on data and no reactive measurement effect (Webb, Campbell, Schwartz, Sechrest, 1966). 
The data for the study was financial data of 56 corporations from the 
governmental agency, namely SEC and the macroeconomic parameters from the BEA 
increases the validity of the data because the sources of the secondary data are 
governmental agencies. Each quarterly financial data from the SEC filings shows two 
consecutive quarters of data in adjacent columns that helps to compare and eliminate 
errors in data collection. The SEC is responsible for regulating the security market and 
the full and fair disclosure of financial information that enables investors to make 
informed decisions (Christensen, Cottrell & Baker, 2013). 
The data from the SEC increased reliability and validity to answer the research 
questions in this study. Lincoln and Guba (1985) stated that there is no validity without 
reliability. A demonstration of validity is enough to support reliability. Bias due to 
unobservable elements is a threat to internal validity (Bruce & Bruce, 2017). On 
discarding the extreme values (outliers), there is a threat to external validity. However, in 
this study, all the sources of data were governmental agencies which are the reliable 
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sources where the deliberate presence of the outliers to skew the investors’ perspectives 
may be absent. 
In this study, internal validity trade-off occurred for external validity. History, 
maturation, statistical regression, attrition, selection bias, and testing are a few of the 
internal validity threats. In this study, I assume that the samples I intended to study are an 
accurate representation of the entire population; if not, that is the threat to external 
validity. Pre-testing is an external threat upon considering an additional group, but that 
was not a possibility in this study.  
One way to control the threat is to increase the sample size. GPower recommends 
43 corporations at 80% power. However, I used the financial data on 56 corporations for 
statistical analysis. Since the samples are from different well-defined strata, I employ a 
stratified random sample method to select the samples with no preference or bias. 
Since the internal validity is the credibility more than the external validity which 
is the transferability. The credibility depends on the methods used for data analysis and 
the richness of data. One of the issues around validity is the “conflation between method 
and interpretation” (Denzin & Lincoln, 2017). 
By using proper statistics, I increased the statistical validity of this study. For 
hypothesis testing, I used simple regression analysis and multiple regression analysis. 
The reliability of statistical measures also increases the validity of this study. The results 
of this study can apply to other stock exchanges in different countries that increases 
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external validity (Godwin, 2005). For increasing the internal validity, the measures of the 
dependent variable and the independent variables are directly associated and are not the 
result of some other uncontrolled factors (Smith, 2007). The outcome could be the result 
of the independent variable, the confounding variables or some combination of both 
(Godwin, 2005). 
For any better research design, there are three major elements; they are: the design 
should answer the research question and test the hypothesis, there should be a control for 
extraneous variables, and the researchers could generalize the outcome in a different 
setting (Harkiolakis, 2017). In this quantitative study, the research design enabled to 
answer the RQs, GDP and P/E were the internal and external factors that controlled 
extraneous variables. The researchers could generalize the results of the three hypotheses 
testing on financial data of 56 corporations of the S&P 500 listed on NYSE and 
NASDAQ in other stock exchanges in various countries. 
Ethical Concerns and Biases 
As a responsible citizen of the United States, I have many ethical considerations 
regarding dealing with data from the government agencies’ database. I have kept honesty 
and integrity to the highest standard when collecting and analyzing the corporate 
financial data and the macroeconomic data from the SEC and the BEA or other agencies. 
While studying the sensitive investment behaviors, I considered all the restrictions related 
to dealing with financial data of the corporations. I collected, and reasonably analyzed all 
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the relevant data and will save them securely. As shown in Table 4, for anonymity, I 
renamed the samples according to the sectors when reporting the results. After a 
reasonable period, I will destroy the data though they are from the public domain. 
Bias is always a negative aspect of interpreting or understanding truth correctly. 
By keeping all the records of the research process, data analysis and problems 
encountered will help to control bias. The researcher’s values and beliefs are to be put on 
hold to understand the truth that the researcher is seeking. Involving colleagues and 
participants in research design and data analysis will also eliminate bias, but this is a 
quantitative study that does not involve any participants.  
In this study, there is no “Ben Franklin effect” which means a person who 
receives favor from others may do a favor for them in return. Since I neither have any 
affiliation with any of the 56 corporations studied from the S&P 500 nor any intention to 
discredit any corporation other than searching the truth in a scholarly manner, bias is 
negligible in dealing with the secondary data from the governmental agencies. Being an 
academic scholar with integrity, I do not have any intention to represent any sector better 
or worse with the analyzed data or interpretation of the results, and that eliminates a 
significant amount of biases. There is no hindsight bias in this study because I did not 
have any experience with academic research with a vast number of data from 
governmental agencies other than being a long-time educator. In this study, there were 
9900 data points that covered over 11 years (Q4 2007 - Q3 2018); the data included the 
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macroeconomic data of the United States and the quarterly and annual financial data of 
56 corporations listed on NYSE and NASDAQ which included IA, goodwill, P/E, and 
stock price and I dealt with the data diligently. 
Summary 
From the research questions, I developed the hypothesis and designed the 
research. In Chapter 3, I explained the research methods and research design as well as 
described the appropriate and proximate data selection and analysis. This study involved 
9900 data points, the secondary data that I collected or calculated from the database of 
SEC and BEA, the governmental agencies. In this chapter, I explained validity, 
reliability, and ethical considerations in addition to describing the parametric tests used 
for the correlational study. Correlation does not mean or prove any causality which 
eliminates the inductive fallacy (Smaling, 2003). The Runs Test that I used to test the 
efficient market hypothesis was conceptually rigorous but at the same time powerful and 
useful for practical applications in finance. In Chapter 4, I present only the results on the 
three hypotheses tests and in Chapter 5, I present the key finding and their implications 
including recommendations and the significance to social change.  
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Chapter 4: Results and Analysis 
Introduction 
The prime objective of this quantitative study was to empirically analyze the 
correlation between NTA that included IA and goodwill, P/E (also called PE multiple), 
GDP of the United States and the stock price of 56 corporations of the S&P 500, listed on 
NYSE and NASDAQ. The other purpose of this research was to test the weak-form 
EMH. Fama (1965a) claimed that the stock price reflects all publicly available 
information. The IA, goodwill, P/E, the stock price of publicly traded corporations, and 
GDP were publicly available information. For the research, I collected the financial data 
of 56 corporations of the S&P 500 from the SEC and the economic parameter GDP of the 
United States from the BEA. In this study, I used 9900 data points that constituted 44 
quarterly data on financial statements of 56 corporations and GDP of the United States 
from October 2007 (Q4 2007) to September 2018 (Q3 2018).  
To statistically analyze the empirical relationship between the variables I 
employed many parametric tools to find the answer to the three research questions. After 
a brief overview of this chapter, in the next two sections, I discuss the data collection 
procedures, sample, sample size, and sampling strategies, and the transformation of data. 
In the third section, I dedicate the final sections of Chapter 4 to present the results of 
three hypothesis tests consistently and compile the results in 11 tables according to the 11 
industry sectors (see Table 6 through Table 35). In addition to that, I present only three 
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different figures related to the statistical tests that I conducted in each industry sector (see 
Figure 3 through Figure 86). However, for 9900 data points that involved in this study, 
the SPSS program produced 2016 figures while testing the assumptions that enabled to 
use the robust parametric statistics. Due to the constrained space, I present only a few 
relevant images from each sector and compiled the results in 30 tables. 
Research Questions and Hypotheses 
The IV in this study were NTA, GDP of the United States and P/E, and the DV 
was the stock price. This study constituted three research questions and three hypotheses. 
Research Question 1 (RQ1): To what extent are NTA reflected in the stock price? 
Null hypothesis (H01): NTA is not a predictor of the stock price 
Alternate hypothesis (Ha1): NTA is a predictor of the stock price. 
The stock price was the outcome or DV, and NTA was the predictor or IV. The 
Hypothesis test I involved a simple linear regression analysis because a relational study 
existed between the two variables. Simple regression analysis is the best choice for 
empirically analyzing the correlation between two variables (Bruce & Bruce, 2017; 
Levine et al., 2011). 
Research Question 2 (RQ2): To what extent are the GDP reflected in the stock 
price? 
Null hypothesis (H02): GDP is not the predictor of the stock price 
Alternate hypothesis (Ha2): GDP is the predictor of the stock price. 
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The stock price was the outcome and GDP was the predictor. The hypothesis test 
2 involved a simple linear regression analysis because a relational study existed between 
the two variables. Simple regression analysis is the best choice for empirically analyzing 
the correlation between two variables (Bruce & Bruce, 2017; Levine et al., 2011). 
Research Question 3 (RQ3): To what extent are the NTA, GDP, and P/E reflected 
in the stock price? 
Null hypothesis (H03): The NTA, GDP, and P/E are not predictors of the stock 
price 
Alternate hypothesis (Ha3): The NTA, GDP, and P/E are predictors of the stock 
price. 
In Hypothesis test 3, the stock price was the DV. The NTA, GDP, and P/E were 
the IVs. This test involved a multiple regression analysis with three IVs. In this 
hypothesis testing, I attempted to establish a linear relationship between the DV and IVs. 
Multiple regression analysis is the robust parametric statistical tool for empirically 
analyzing the correlation between multiple variables (Koijen, Lustig & Van Niewerburg, 
2015; Levine et al., 2011). 
Data Collection 
Population 
The population of this study was 500 large-cap corporations of the S&P 500 listed 
on NYSE and NASDAQ, but I selected 56 corporations (n = 56) as the sample for the 
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study. A sample is a subset of a population that may represent all the characteristics of 
the population (Nachmias & Nachmias, 2014). To select the samples, 56 corporations of 
the S&P 500, I used 11 GICS sectors as strata for stratified random sampling so that the 
sample may represent all the characteristics of the S&P 500. The sample contained 56 
corporations which were over 11% of corporations from each GICS sector of the S&P 
500. 
Sample, Sample Size and Sampling Strategy 
For simple regression analysis and multiple regression analysis with three 
predictors at 80% power, the required total sample size was 43 (n = 43), whereas, at 95% 
power, the required sample size was 74 (n = 74) (GPower, 2018). Firstly, I employed the 
Excel software for generating random values for all the 500 corporations that constitute 
the S&P 500 and randomly selected 74 corporations from 11 different strata. The 11 
GICS sectors of the S&P 500 (strata) were industrial, information technology, energy, 
utilities, telecommunication services, materials, health care, financials, real estate, 
consumer discretionary, and consumer staples. The first six sectors were in the industrial 
and technology group, and the last five sectors were in the service group. This stratified 
simple random sampling method allows each stratum (GICS sector) has the same 
probability of selection. The stratified random sampling method ensures proportionate 
representation in the sample (Bruce & Bruce, 2017). In Chapter 3, I explained the 
advantages of using stratified random sampling in detail. 
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Figure 8. Sample size 43 at 80% power 
In the initial 74 samples, 17 corporations including two recently listed 
corporations did not have enough data for this study and one corporation delisted during 
the research. Finally, I removed these 18 corporations from the initial selection of 74 and 
continued the study with the remaining 56 listed corporations which were a representative 
portion of the population. For the final study, I chose 56 corporations, over 11% of 
corporations from each GICS sector of the S&P 500 (see Table 4). Out of which 28 
corporations were from the industrial and technology group and another 28 corporations 
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from healthcare and service group. The 56 corporations listed on NYSE and NASDAQ 
that I used as samples are from 11 GICS sectors of S&P 500 (see Table 36). 
To meet all the assumptions of regression analysis, all data except 30 required 
various transformations to apply parametric tools effectively. I used many functional 
groups including arithmetic and numeric expressions in SPSS for the transformation of 
data (SPSS, 2018). To meet the assumption to use parametric statistics, I conducted tests 
for linearity, independence, normality, and homoscedasticity on all the IVs (see Figure 3 
through Figure 13). Then, I run the simple regression and multiple regression to quantify 
the correlation between the stock price and NTA, GDP, P/E. The sample was 56 
corporations, and the target population were 500 corporations listed on NYSE and 
NASDAQ that constitute the S&P 500, for which I generalized the results from the 
sample study; as of April 2018, with the representation of 500 large corporations, the 
market cap of the S&P 500 was $23.7 trillion (S&P 500, 2018). 
Statistical Tests and Decision Making 
This empirical study comprised 44 quarters’ IA, goodwill, and P/E and the stock 
price of 56 corporations, and the GDP of the United States. The NTA is the combined 
monetary value of IA and goodwill from the financial reports. In total, there were 9900 
data points in this study. All the variables in this study were in a ratio scale. To 
understand the extent to which NTA and GDP reflected in the stock price I run simple 
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regression and multiple regression. To analyze the random walk of stock price, I 
employed the runs test. 
Dependent Variable 
In this study, the stock price was the DV. There were 56 corporations in this 
study. The time frame of the data were 44 quarters, from Q4 2007 to Q3 2018. There 
were 44 different stock prices for each of the 56 corporations comprised in the analysis. 
All the values are continuous and in ratio scale. 
Independent Variable 
In this study, NTA, GDP, and P/E were the IVs. The time frame of the data were 
44 quarters, from Q4 2007 to Q3 2018. In addition to 44 different GDPs, for each sample 
of 56 corporations, there were 44 different NTAs, IA, goodwill, P/Es, and stock prices. 
All the values were continuous and in ratio scale. To employ robust parametric statistical 
tools without violating the statistical assumptions, I transformed many raw data (only 
IVs) to make their residuals normally distributed to comply with normality, linearity, and 
heteroscedasticity. 
Simple Regression Analysis 
In this study, I employed simple regression analysis to test how the change in the 
predictor variable affect the level of change in the outcome variable. I employed a simple 
regression to test Ha1 and Ha2 but employed multiple regression analysis to test Ha3. In 
Ha1, the predictor variable was NTA, and the outcome variable was the stock price of 56 
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corporations, and in Ha2, the predictor variable was GDP, and the outcome variable was 
the stock price. 
The objective of employing regression analysis was to empirically analyze if there 
was any statistically significant relationship between the variables, to quantify the 
strength of the correlation, and to develop the regression models for forecasting. Linear 
regression calculates an equation that minimizes the distance between the fitted line and 
all data points, and that model is a useful prediction (Levine et al., 2011). The variables in 
this study were continuous variables in ratio scale, and the predictor was also a 
continuous variable in ratio scale. The R statistics was used to measure the accuracy of 
the predictive power of the variable, but the ‘R squared’ and the ‘adjusted R squared’ was 
the measure of the goodness of fit of the model.  
In Hypothesis 1, the simple linear equation to find the stock price from NTA was: 
Ŷ = B0 + B1N ……………………………………………… (1) 
where: 
Ŷ = predicted value on the outcome variable, the stock price 
B0 = predicted value on Y when all IVs = 0 
B1 = unstandardized regression coefficient for N associated with Ŷ 
N = NTA that includes IA and the goodwill 
In Hypothesis 2, the simple linear equation to find the stock price from GDP was: 
Ŷ = B0 + B1G ……………………………………………… (2) 
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where: 
Ŷ = predicted value on the outcome variable, the stock price 
B0 = predicted value on Y when all IVs = 0 
B1 = unstandardized regression coefficient for N associated with Ŷ 
G = GDP of the US 
Multiple Regression Analysis 
To empirically analyze the extent to which the change in the combination of two 
or more variables such as NTA, GDP, and P/E affect the level of change in the stock 
price, I engaged multiple regression analysis. To test Ha3, I used multiple regression 
where the predictors were NTA, GDP, and P/E, and the outcome variable was the stock 
price. There were few assumptions such as linearity, normality, and homoscedasticity to 
meet when I employed regression analysis and parametric statistics such as t-test and F-
test. 
In the regression model, there is an error term ε which is a random variable that 
has a mean of zero, normally distributed with the mean of zero and the variance of σ2 and 
has a constant variance (σ2) at every value of X which is called homoscedasticity 
(Carlberg, 2016). The outcome variable is normally distributed about the actual 
regression line for every predictor variable. In this instance, only the mean changes, but 
the variance is the same. In this multifactor linear model, there are three factors, NTA, 
GDP, and P/E to estimate the stock price. In this model, the expected stock price, 
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In the regression analysis, the errors of prediction are regression residuals, ɛ 
(Watson, Nelson & Cacioppi, 2013).  The regression residual was not present in this 
linear equation. I estimated the values of the coefficients (B0, B1, and B2) such that the 
model yields optimal prediction. 
• Minimize the residuals 
• Minimize the sum of the squared (SS) residuals 
• SS residual = ∑(Ŷ − Y)2  
Then the predicted stock price, 
Ŷ = a + B1N + B2G + B3R           ………………………………………. (3) 
Where, 
Ŷ = predicted value on the outcome variable, the stock price 
B0 = predicted value on Y when all IVs = 0 
B1 = unstandardized regression coefficient for N associated with Ŷ 
N = NTA that include IA and the goodwill 
B2 = unstandardized regression coefficient for G associated with Ŷ 
G = GDP of the United States 
B3 = unstandardized regression coefficient associated with Ŷ 
R = P/E 
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In Chapter 3, I explained the statistical assumptions in detail. However, I 
dedicated the following section to explain few assumptions and statistical test results on 
the three hypotheses. 
Testing Assumptions 
Linearity 
The theoretical framework of this research was the arbitrage pricing theory in 
which the return of any stock represents a linear relationship of a set of indices. In the 
first-degree linear equation, the IVs were NTA, GDP, and P/E, and the DV was the stock 
price. In Ha1 and Ha2, there were 56 linear equations each with NTA and stock price, and 
with GDP and stock price respectively. In Ha3, the permutation of at least one IV from 
NTA, GDP, P/E and stock price of 56 corporations yielded 392 various linear equations 
for the analysis. Altogether, the regression analysis involved 504 linear equations 
produced from 9900 data points in this study. Geometrically, the equation one and 
equation two mentioned above were straight lines, and equation 3 was a plane. The 
scatterplots and the regression equations, which were the first-degree linear equations 
showed that the method complied with the linearity assumption (see Figure 9). 
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Figure 9. Linearity 
Independence 
The regression analysis uses the assumption of independence of predictor 
variables. Pearson correlation tests for the strength of the association between two 
continuous variables. In this study, all the variables are continuous and in ratio scale. The 
residual plot identifies independence property (Carlberg, 2016). I engaged SPSS to 
produce residual plots to test independence. One residual may sometimes be related to 
previous residual and if that relationship exists between consecutive residuals that show 
in the residual plot. For independence, the Durban -Watson values must be within one 
and three (Durban & Watson, 1971). 
Normality 
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The histograms from the data prove the research compliance with the normality 
assumption (see Figure 10). Outliers are problematic, but in some cases, they are the 
characteristics of the data. Transformation of raw data was necessary to meet the 
assumption of normality. Some of the methods I used for transformation were 
logarithmic transformation, square roots, arithmetic moving average, exponential moving 
average, and inverse function that computed new variables. The population error term is 
independent of the explanatory variables and follows a normal distribution with mean 0 
and variance σ2. A QQ-plot was used to visually determine how a sample was close to a 
normal distribution. Bruce & Bruce (2017) claimed the robust parametric statistics is 
effective when the residuals of the IVs are normally distributed, but a perfectly normal 
distribution of the data is not necessary. The basic parameters of the normal distribution 
are: 
• Mean = median = mode = µ 
• Standard deviation = σ 
• Skewness = kurtosis = 0 
In this study, I considered all the data that have the values of skewness and 
kurtosis less than twice the standard error; the skewness’s of all the IVs were between -1 
and +1 and the kurtoses of data were between -1 and +1. I used various transformations 
to correct the non-normally distributed data in this study, except DV. Then, for more 
precise transformation, I used the Shapiro-Wills (W = 1) and Kolmogorov-Smirnov test.  
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Figure 10. Normally distributed data 
Homoscedasticity 
Homoscedasticity is the equal variance assumption that I investigated with 
appropriate plots of the observed residuals (see Figure 11). Sum of all the residuals is 
equal to zero and plot the residuals against ‘y hat’, plotting against y give the misleading 
outcome. In the residual plot, I expected a random scattering of points in the residual plot. 
In this study, I used data transformation to eliminate the unequal variances and to make 
the data homoscedastic; comply with homoscedasticity is one of the assumptions of 
regression analysis (see Figure 11). 
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Figure 11. Homoscedasticity 
Multicollinearity 
All the predictors should not be significantly related to each other, the value of R 
should not be greater than .8, to employ the multiple regression analysis effectively; 
however, low levels of collinearity pose little threat to the model (Field, 2015). When the 
collinearity increases, the value of standard error increases and R is a measure of 
correlation between predicted values and the observed values, and R^2 is the variance in 
the outcome (Carlberg, 2016). The variance inflation factor (VIF) from the SPSS output 
indicates how the predictors are strongly related to other predictors, but the tolerance 
statistics is the reciprocal of VIF. If the largest VIF is higher than 10, then it is a concern, 
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and the average VIF is greater than 1, then the regression may be biased (Bowerman & 
O’Connell, 1990). 
Outliers 
The outliers that are extreme values which are different from most of the data in 
the study are the threat to regression analysis. The visual tools such as the percentiles and 
boxplots assisted in sorting the outliers in this study (see Table 15). The standardized 
residuals also enabled to corrects the probable errors that can happen while including the 
outliers in the study (Bruce & Bruce, 2017). 
F Statistics 
The F statistics follows F distribution which is the ratio of the average variability 
in the data which is used to test the overall fit of the model. The higher the ratio, the more 
statistically significant the result and it is used for comparing the mean of the two groups. 
The SPSS output provides the F-values.  
Reject H0 if FSTAT > Fα, 
Otherwise, do not reject H0. 
Where, Fα = .05 at a 95% confidence interval that I used in this study. 
Test Statistics 
The test statistics is a matric for the difference or effect of interest and t-statistics 
is a standard version of test statistics. Student’s t distribution is a reference distribution to 
which compare the observed t-statistics. According to t distribution, if the random 
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variable X is normally distributed, then the t statistics, t = (x̄ – μ)/(S/√n), is t-distribution 
with (n-1) degrees of freedom (Levine et al., 2011; Pedhazur, 1997). When the sample 
size and the degree of freedom increase, the t-distribution gradually approaches the 
standard normal distribution until the two are identical and S becomes a better estimate of 
σ. I evaluated the assumption of normality by using the histogram and normal probability 
plot (see Figure 5 through Table 33). The SPSS output provides the t-values.  
Reject H0 if tSTAT > Fα, 
Otherwise, do not reject H0. 
Where, Fα = .05 at a 95% CI that I used in this study. 
Alpha 
The discretion of the researcher to decide whether a result is “too unusual” to 
happen but he/she decides a threshold of 5% or 1% in advance and that is alpha (Bruce & 
Bruce, 2017). In this study, the alpha is 5% that translated a 95% CI. There is a 1-in-20 
chance (5%) that the CI does not include the real mean.  
P-value 
The decision on research can be either reject the null hypothesis or fail to reject 
the null hypothesis. The p-value determines the rejection region or significance of 
correlation according to the level of confidence. The level of confidence is the degree of 
certainty with which generalizing the results from a sample to a population, but it does 
not include the effect size (Bruce & Bruce, 2017). The conventions of p-value are: 
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p > .1 is a non-significant evidence against H0 
.05 < p ≤ .1 is marginally significant evidence on H0 
.01 < p ≤ .05 is significant evidence against H0 
p ≤ .01 is highly significant evidence against H0 
In this study, the significance level is .05 (α) which is the probability of 
erroneously rejecting H0, and the CI was 95%. Based on the value of p and the 
confidence interval, I decide the statistical significance. At 95% CI, I rejected H0 when p 
≤ .05 and failed to reject H0 when p > .05. 
Two types of decision errors such as Type 1 error that is an erroneous rejection of 
true H0 or Type II error which is erroneous retention of false H0 can happen in 
hypotheses tests. Mistakenly concluding an effect is real when it is due to chance is Type 
I error. Mistakenly concluding an effect is due to chance when it is real is the Type II 
error. 
For preserving the anonymity when reporting the results of the three hypotheses 
tests, I renamed the samples according to 11 strata as shown in Table 5. For instance, I1 
represented the first sample from the industry (I) sector, IT2 represented the second 
sample from the information technology (IT) sector, CD3 represents the third sample 
from the consumer discretionary (CD) sector and so, on (see Table 5). 
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Table 5 
Names Used for 56 Stratified Sample Corporations from the S&P 500 
GICS Sector Names Used for 56 Samples from the S&P 500 
Industrial I1 I2 I3 I4 I5 I6 I7  
Information Technology IT1 IT2 IT3 IT4 IT5 IT6 IT7 IT8 
Energy E1 E2 E3      
Utilities U1 U2 U3      
Telecom. Services TS1 TS2 TS3      
Materials M1 M2 M3 M4     
Healthcare H1 H2 H3 H4 H5 H6   
Financials F1 F2 F3 F4 F5 F6 F7  
Real Estate R1 R2 R3      
Consumer Discretionary CD1 CD2 CD3 CD4 CD5 CD6 CD7 CD8 
Consumer Staples CS1 CS2 CS3 CS4     
Note. GICS is the global industry classification sectors of the S&P 500. The 
samples from the first six sectors from the industrial and technology group 
constitute 28 corporations (I1 through M4) and the samples from the last five 
sectors from the healthcare and service group constitute 28 corporations (H1 
through CS4). 
 
Test Results: Hypothesis 1 
According to the weak-form EMH, the stock price reflects all the relevant 
publicly available information (Fama, 1965a). Then, according to EMH, the stock price 
should reflect the changes in NTA as they are publicly available information; NTA is the 
sum of IA and goodwill of corporations. To test the weak-form EMH, I chose the 
predictor variable NTA and the outcome variable was the stock price in the hypothesis 
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test 1. The purpose of hypothesis test 1 was to examine how well NTA could predict the 
stock price of corporations from the S&P 500.  
To meet all the assumptions of regression analysis, most of the data required 
transformation to apply parametric statistical tools effectively to analyze the correlation 
between NTA and the stock price (see Figure 12 through Figure 14). To meet the 
assumption for using parametric statistics, I conducted various tests for linearity, 
independence, normality, and homoscedasticity (see Figure 9 through Figure 11). In the 
absence of outliers in the data, the standardized residuals are within +3.29 and -3.29 
(Zimek & Filzmoser, 2018). For the transformed data that I used, the standard residuals 
were within +3.29 and -3.29 implied the absence of outliers in the data points. I also used 
the normal P-P plot to identify the outliers, skewness, and kurtosis. In the normal plot, the 
deviations from the straight line explain the violation of the normality assumption. In 
addition to that, I also conducted the Kolmogorov-Smirnov and Shapiro-Wilk tests on all 
the IVs to test the normality. The Shapiro Wilk test showed all the 2464 NTA data for 56 
corporations for 44 quarters used in this study met the assumptions of normality (see 
Figure 3 through Figure 36). In the following section, I explain the results of simple 
regression (Hypothesis test 1) where the predictor was NTA, and the outcome variable 
was the stock price of 56 corporations. 
To examine how well NTA could predict the stock price of corporations from the 
11 GICS sectors of the S&P 500, I conducted a simple linear regression analysis. When 
157 
 
 
visually analyzing the trends, the scatterplots showed that the relationship between NTA 
and the stock prices were either positive or negative, linear, and did not reveal any 
outliers. To employ parametric statistics effectively, I transformed the data on NTA to 
meet the assumptions of linearity, independence, normality, and homoscedasticity. The 
graphs before and after the transformation of data show a discernible difference (see 
Figure 12 through Figure 82). 
Industrial Sector 
The simple regression analysis on I1 from the industry sector showed the 
correlation between NTA and the stock price of I1 was statistically significant (as shown 
in Table 6, for I1, B = .054, t(41) = 3.655, p < .05). An analysis of variance also showed 
that the correlation was significant (F(1,41) = 13.356, p < .05). The regression equation 
for predicting the stock price was Ŷ = -296.19 + .054*(NTA). The R^2, coefficient of 
determination for this equation is .246 which means NTA can predict 25% of the 
variance in the stock price of I1. At 95% CI, for the slope to predict stock price from 
NTA range from .024 to .084; thus, for each one million dollars increase of NTA, the 
stock price increases by about 2.4 cents to 8.4 cents (as shown in Table 6). The 
transformed data used for the parametric analysis shows the discernible difference (see 
Figure 12 though Figure 14). 
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Figure 12. Raw data Vs. Transformed data 
 
Figure 13. Raw data Vs. Transformed data 
 
Figure 14. Raw data Vs. Transformed data 
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Similarly, the simple regression analysis for the other corporations I5, I6, and I7 
from the Industrial sector showed the correlation between NTA and the stock prices were 
statistically significant (see Table 6, for I5, b = .20, t(41) = 7.606, p < .05; for I6, b = 
.010, t(41) = 14.024, p < .05; for I7, b = .020, t(41) = 6.221, p < .05). For corporation I5, 
the regression equation for predicting the stock price is Ŷ = -77.22 + .02*(NTA). The 
coefficient of determination R^2(41) for the equation is .585 which means NTA can 
predict about 59% of the variance in the stock price of I5. At 95% CI, for the slope to 
predict stock price from NTA range from .015 to .026; thus, for each one million dollars 
increase of NTA, the stock price increases by about 1.5 cents to 2.6 cents (as shown in 
Table 6). 
For corporation I6, the regression equation for predicting the stock price is Ŷ = -
82.092 + .01*(NTA). The coefficient of determination R^2(41), for the equation, is .828 
which means NTA can predict about 83% of the variance in the stock price of I6. At 95% 
CI, for the slope to predict stock price from NTA range from .008 to .011; thus, for each 
one million dollars increase of NTA, the stock price increases by about .8 cents to 1.1 
cents (as shown in Table 6). 
For corporation I7, the regression equation for predicting the stock price is Ŷ = -
54.25 + .02*(NTA). The coefficient of determination R^2(41) for the equation is .486 
which means NTA can predict about 49% of the variance in the stock price of I7 (as 
shown in Table 6). At 95% CI, for the slope to predict the stock price of I7 from NTA 
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range from .012 to .026; thus, for each one million dollars increase of NTA, the stock 
price increases by about 1.2 cents to 2.6 cents (as shown in Table 6). 
However, the regression analysis for corporation I2 from the industrial sector 
showed the correlation between NTA and the stock price of I2 was not statistically 
significant. As shown in Table 6, for I2, b = .003, t(41) = 1.838, p = .073; F(1,41)= 
3.377, p = .073. For I2, the regression equation for predicting the stock price was Ŷ = 
57.487 + .003*(NTA), but not a useful model. In this case, there was no significance 
between the NTA and the stock price and failed to reject the null hypothesis. The 
scatterplot of standardized predicted values and standardized residuals showed the data of 
corporations from the industry sector is normally distributed and met other assumptions 
of linearity, independence, normality, and homoscedasticity (see Figure 13). 
Similarly, the regression analysis for corporation I3 and I4 from the industrial 
sector showed the correlation between NTA and their respective stock prices were also 
not statistically significant. As shown in Table 6, for I3, b = .003, t(41) = 1.797, p = .080; 
F(1,41)= 3.228, p = .080; for I4, b = -7.031E-6, t(41) = -.063, p = .950; F(1,41)= .004, p 
= .950  The regression equation for predicting the stock price of I3 was Ŷ = -17.453 + 
.003*(NTA) and for I4 the equation was Ŷ = 19.64 -7.031E-6*(NTA), but these models 
were not useful. In these cases, the correlation between NTA and their stock prices were 
not statistically significant and failed to reject the null hypothesis. The scatterplots of 
standardized predicted values and standardized residuals showed the data of corporations 
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from the industry sector were normally distributed and met other assumptions of 
linearity, independence, homoscedasticity (see Figure 15). In Table 6, I presented the 
hypothesis 1 test results of seven samples that were about 11% of the corporations in the 
industrial sector of the S&P 500 (see Table 6).  
Table 6 
Hypothesis 1 - Test Results: Industrial Sector 
Corp. B t p F p R^2 LB UB 
I1 .054 3.655 .001 F(1,41)= 13.356 .001 .246 .024 .084 
I2 .003 1.838 .073 F(1,41)= 3.377 .073 .076 .000 .005 
I3 .003 1.797 .080 F(1,41)= 3.228 .080 .073 .000 .006 
I4 -7.031E-6 -.063 .950 F(1,42) = .004 .950 .001 .000 .000 
I5 .02 7.606 .001 F(1,41)= 57.850 .001 .585 .015 .026 
I6 .010 14.024 .001 F(1,41)= 196.684 .001 .823 .008 .011 
I7 .020 6.221 .001 F(1,41) = 38.105 .001 .486 .012 .026 
Note. The test results on hypothesis 1 from the seven corporations from the 
industrial sector of the S&P 500. The stratified samples are corporations (Corp.) I1 
through I4, B = unstandardized coefficient, t and F are the test statistics, p is the 
significance, R^2 is the coefficient of regression, LB is the lower bound, and UB is 
the upper bound at 95% confidence interval. 
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Figure 15. Normal P-P plot - Industrial sector S&P 500 
 
Information Technology Sector 
The simple regression analysis on IT1 from the information sector showed the 
correlation between NTA and the stock price of IT1 was statistically significant (as 
shown in Table 7, for IT1, b = .011, t(40) = 8.123, p < .05). An analysis of variance also 
showed that the correlation was significant (F(1,40) = 65.989, p < .05). The regression 
equation for predicting the stock price is Ŷ = 18.422 + .011*(NTA). The coefficient of 
determination, R^2 for this equation is .623 which means NTA can predict about 62% of 
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the variance in the stock price of IT1 was predictable. At 95% CI, for the slope to predict 
stock price from NTA range from .008 to .013; thus, for each one million dollars increase 
of NTA, the stock price increases by about 1 cent (as shown in Table 7). The transformed 
data used for the parametric analysis shows the discernible difference (see Figure 16). 
 
Figure 16. Information technology sector - Raw data Vs. Transformed data 
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Similarly, the simple regression analysis for the other seven corporations, IT2 
through IT8, from the information technology sector also showed the correlation between 
NTA and the stock price were statistically significant (see Table 7). As shown in Table 7, 
for IT2, b = .031, t(42) = 6.855, p < .05. The regression equation for predicting the stock 
price of IT2 is Ŷ = -75.062 + .031*(NTA). The coefficient of determination R^2(42) for 
the equation, is .528 that showed NTA could predict about 53% of the variance in the 
stock price of IT2. At 95% CI, for the slope to predict stock price from NTA range from 
.022 to .040; thus, for each one million dollars increase of NTA, the stock price increases 
between 2.2 cents to 4 cents (as shown in Table 7). 
As shown in Table 7, the correlation between NTA and the stock price of IT3 
were statistically significant (for IT3, b = .001, t(42) = 9.324, p < .05). The regression 
equation for predicting the stock price of IT3 is Ŷ = -3.95 + .001*(NTA). The coefficient 
of determination R^2(41), for the equation, is .680 which means NTA can predict about 
68% of the variance in the stock price of IT3. At 95% CI for the slope to predict stock 
price from NTA is .001; thus, for each one million dollars increase of NTA, the stock 
price increases by about one-tenth of a cent (as shown in Table 7). 
As shown in Table 7, the correlation between NTA and the stock price of IT4 
were statistically significant (for IT4, b = .002, t(41) = -2.882, p < .05). The regression 
equation for predicting the stock price of IT4 is Ŷ = 36.041 + .002*(NTA). The 
coefficient of determination R^2(41), for the equation, is .168 which means NTA can 
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predict about 17% of the variance in the stock price of IT4. At 95% CI, for the slope to 
predict stock price from NTA range from -.004 to -.001; thus, for each one million dollars 
increase of NTA, the stock price decreases by about one-tenth of a cent to .4 cents (as 
shown in Table 7). The transformed data used for the parametric analysis shows the 
discernible difference and met the assumption of homoscedasticity (see Figure 17). 
 
Figure 17. Residual scatterplot - Information technology S&P 500 
As shown in Table 7, the correlation between NTA and the stock price of IT5 
were statistically significant (for IT5, b = .003, t(41) = 6.616, p < .05). The regression 
equation for predicting the stock price of IT5 is Ŷ = 29.67 + .003*(NTA). The coefficient 
of determination R^2(41) for the equation is .516 which means about 52% of the variance 
in the stock price of IT5 is predictable from the NTA. At 95% CI, for the slope to predict 
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stock price from NTA range from .002 to .004; thus, for each one million dollars increase 
of NTA, the stock price increases by about one-third of a cent (as shown in Table 7). 
As shown in Table 7, the correlation between NTA and the stock price of IT6 
were statistically significant (for IT6, b = .001, t(42) = 15.572, p < .05). The regression 
equation for predicting the stock price of IT6 is Ŷ = -4.068 + .001*(NTA). The 
coefficient of determination R^2(42) for the equation is .855 which means NTA can 
predict about 86% of the variance in the stock price of IT6. At 95% CI, for the slope to 
predict stock price from NTA is .001; thus, for each one million dollars increase of NTA, 
the stock price increases by about one-tenth of a cent (as shown in Table 7). 
As shown in Table 7, the correlation between NTA and the stock price of IT7 
were statistically significant (for IT7, b = .01, t(42) = 6.844, p < .05). The regression 
equation for predicting the stock price of IT7 is Ŷ = 39.35 + .01*(NTA). The coefficient 
of determination R^2(42), for the equation is .527 which means NTA can predict about 
53% of the variance in the stock price of IT7. At 95% CI, for the slope to predict stock 
price from NTA range from .007 to .013; thus, for each one million dollars increase of 
NTA, the stock price increases between .7 cents and 1.3 cents (as shown in Table 7). 
As shown in Table 7, the correlation between NTA and the stock price of IT8 
were statistically significant (for IT8, b = .002, t(41) = 6.917, p < .05). The regression 
equation for predicting the stock price of IT3 is Ŷ = .412 + .002*(NTA). The coefficient 
of determination R^2(41), for the equation is .567 which means NTA can predict about 
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57% of the variance in the stock price of IT3. At 95% CI, for the slope to predict stock 
price from NTA range from .001 to .002; thus, for each one million dollars increase of 
NTA, the stock price increases between .1 and .2 cents (as shown in Table 7). In Table 7, 
I present the test results of hypothesis 1 for eight samples that are about 11% of the 
corporations from the information technology sector of the S&P 500. The transformed 
data used for the parametric analysis shows the discernible difference and met the 
assumption of normality (see Figure 18), linearity and homoscedasticity (see Figure 19). 
 
Figure 18. Normality test I3 - Information technology sector S&P 500 
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Table 7 
Hypothesis 1 - Test Results: Information Technology Sector 
Corp. B t p F p R^2 LB UB 
IT1 .011 8.123 .001 F(1,40) = 65.989 .001 .623 .008 .013 
IT2 .031 6.855 .001 F(1,42) = 46.991 .001 .528 .022 .040 
IT3 .001 9.324 .001 F(1,41) = 86.843  .001 .680 .001 .001 
IT4 .002 -2.882 .006 F(1,41)= 8.306 .006 .168 -.004 -.001 
IT5 .003 6.616 .001 F(1,41) = 43.769   .001 .516 .002 .004 
IT6 .001 15.572 .001 F(1,41) = 242.477 .001 .855 .001 .001 
IT7 .01 6.844 .001 F(1,42)= 46.838 .001 .527 .007 .013 
IT8 .002 6.917 .001 F(1,41)= 47.851 .001 .539 .001 .002 
Note. The test results on hypothesis 1 from the seven corporations from the 
sector of the S&P 500. The stratified samples are corporations (Corp.) IT1 
through IT8, B = unstandardized coefficient, t and F are the test statistics, p is 
the significance, R^2 is the coefficient of regression, LB is the lower bound, and 
UB is the upper bound at 95% confidence interval. 
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Figure 19. Normal P-P plot – Information technology sector S&P 500 
 
Energy Sector  
The simple regression analysis on E2 from the energy sector showed the 
correlation between NTA and the stock price of E2 was statistically significant (as shown 
in Table 8, for E2, b = -.227, t(42) = -2.515, p < .05). An analysis of variance also 
showed that the correlation was significant (F(1,42) = 6.324, p < .05). The regression 
equation for predicting the stock price is Ŷ = 1130.27 -.227*(NTA). The R^2, coefficient 
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of determination for this equation is .134 which means NTA can predict about 13% of the 
variance in the stock price of E2. At 95% CI, for the slope to predict stock price from 
NTA range from -.409 to -.045; thus, for each one million dollars increase of NTA, the 
stock price of E2 decreases between 4.5 cents to 41 cents (as shown in Table 8). The 
transformed data used for the parametric analysis shows the discernible difference and 
shows the data met the assumptions of linearity, normality and heteroscedasticity (see 
Figure 21). The data also met the assumptions and had no outliers (see Figure 20) 
 
Figure 20.  Normality test - Energy sector S&P 500 
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Figure 21. Energy sector - Raw data Vs. Transformed data 
Similarly, the simple regression analysis for other corporation E3 from the energy 
sector shows the correlation between NTA and the stock price was statistically significant 
(see Table 8, for E3, b = .003, t(41) = 3.329, p < .05). An analysis of variance also 
showed that the correlation was significant (F(1,41) = 11.082, p < .05). For corporation 
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E3, the regression equation for predicting the stock price is Ŷ = 16.34 + .003*(NTA). The 
coefficient of determination R^2(41) for the equation is .213 which means NTA can 
predict about 21% of the variance in the stock price of E3 (as shown in Table 8). At 95% 
CI, for the slope to predict stock price from NTA range from .001 to .005; thus, for each 
one million dollars increase of NTA, the stock price of E3 increases between .1 and .5 
cents (as shown in Table 8). 
However, the regression analysis for corporation E1 from the energy sector 
showed the correlation between NTA and the stock price of E1 was not statistically 
significant. As shown in Table 8, for E1, B = .006, t(42) = .919, p = .636; F(1,42)=845, p 
= .636. For E1, the regression equation for predicting the stock price was Ŷ = 28.776 + 
.006*(NTA) but it was not a useful model. In this case, there was no significance between 
the NTA and the stock price and failed to reject the null hypothesis. The scatterplot of 
standardized predicted values and standardized residuals showed the data of corporations 
from the energy sector is normally distributed and met other assumptions of linearity, 
independence, and homoscedasticity (see Figure 27). In Table 8, I present the test results 
of hypothesis 1 for three samples that were about 10% of the corporations from the 
energy sector of the S&P 500. 
The NTA data was transformed to meet the assumptions of linearity, 
independence, normality, and homoscedasticity to employ parametric statistics 
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effectively. The graphs before and after the transformation of data showed a discernible 
difference (Figures 32 through Figure 35). 
Table 8 
Hypothesis 1 - Test Results: Energy Sector 
Corp. B t p F p R^2 LB UB 
E1 .006 .919 .363 F(1,41) = 1.845 .363 .020 -.007 .020 
E2 -.227 -2.515 .016 F(1,41) = 6.324 .016 .134 -.409 -.045 
E3 .003 3.329 .002 F(1,41)= 11.082 .002 .213 .001 .005 
Note. The test results on hypothesis 1 from the seven corporations from the sector 
of the S&P 500. The stratified samples are corporations (Corp.) E1, E2, and E3; 
B = unstandardized coefficient, t and F are the test statistics, p is the significance, 
R^2 is the coefficient of regression, LB is the lower bound, and UB is the upper 
bound at 95% confidence interval. 
 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 23). The data also met other assumptions and shows the 
absence of outliers (see Figure 22). With the transformed data that met all the parametric 
assumptions, I run the regression to test hypothesis 1. 
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Figure 22. Normal P-P plot - Energy sector S&P 500 
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Figure 23. Residual scatterplot - Energy sector S&P 500 
Utility sector 
The simple regression analysis on U1 from the utility sector showed the 
correlation between NTA and the stock price of U1 was statistically significant (as shown 
in Table 9, for U1, b = .002, t(42)= 6.525, p < .05). An analysis of variance also showed 
that the correlation was significant (F(1,42) = 42.574, p < .05). The regression equation 
for predicting the stock price is Ŷ = 30.22 + .002*(NTA). The R^2, coefficient of 
determination for this equation is .503 which means NTA can predict 50% of the 
variance in the stock price of U1. At 95% CI, for the slope to predict stock price from 
NTA range from .001 to .003; thus, for each one million dollars increase of NTA, the 
stock price increases about one-fifth of a cent (as shown in Table 9). 
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Similarly, the simple regression analysis for other corporations U3 from the utility 
sector showed the correlation between NTA and the stock price were statistically 
significant (see Table 9, for U3, b = -.081, t(41) = -2.357, p < .05; For corporation U3, 
the regression equation for predicting the stock price is Ŷ = -107.683 -.081*(NTA). The 
coefficient of determination R^2(41) for the equation is .119 which means NTA can 
predict about 12% of the variance in the stock price of U3. At 95% CI, for the slope to 
predict stock price from NTA range from -.15 to -.012; thus, for each one million dollars 
increase of NTA, the stock price decreases between 15 cents to 1.2 cents (as shown in 
Table 9).  
However, the regression analysis for corporation U2 from the utility sector 
showed the correlation between NTA and the stock price of U2 was not statistically 
significant. As shown in Table 9, for U2, b = .088, t(42) = 1.283, p = .207; F(1,42)=  
1.646, p = .207. For U2, the regression equation for predicting the stock price was Ŷ = 
32.133 + .088*(NTA) but it was not a useful model. In this case, the correlation between 
NTA and the stock price was not statistically significant and failed to reject the null 
hypothesis. The scatterplot of standardized predicted values and standardized residuals 
showed the data of corporations from the industry sector was normally distributed and 
met other assumptions of linearity, independence, and homoscedasticity (see Figure 26). 
In Table 9, I present the test results of Hypothesis 1 for three samples that are about 10% 
of the corporations from the energy sector of the S&P 500. 
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Table 9 
Hypothesis 1 - Test Results: Utility Sector 
Corp. B t p F p R^2 LB UB 
U1 .002 6.525 .001 F(1,42) = 42.574 .001 .503 .001 .003 
U2 .088 1.283 .207 F(1,41) = 1.646 .207 .039 -.051 .228 
U3 -.081 -2.357 .023 F(1,41)= 5.554 .023 .119 -.150 -.012 
Note. The test results on hypothesis 1 from the seven corporations from the sector of 
the S&P 500. The stratified samples are corporations (Corp.) U1, U2 and U3; B = 
unstandardized coefficient, t and F are the test statistics, p is the significance, R^2 is 
the coefficient of regression, LB is the lower bound, and UB is the upper bound at 
95% confidence interval. 
 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 26). The data also met other assumptions and shows the 
absence of outliers (see Figure 24 through Figure 27). With the transformed data that met 
all the parametric assumptions, I run the regression to test hypothesis 1. 
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Figure 24. Residual scatterplot - Utility sector S&P 500 
 
Figure 25. Normality test - Utility sector S&P 500 
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Figure 26. Utility sector - Raw data Vs. Transformed data 
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Figure 27. Normal P-P plot - Utility sector S&P 500 
Telecommunication Services Sector 
The simple regression analysis on TS1 from the telecommunication services 
sector showed the correlation between NTA and the stock price of TS1 was statistically 
significant (as shown in Table 10, for TS1, b = .001, t(41) = 2.910, p < .05). An analysis 
of variance also showed that the correlation is significant (F(1,41) = 8.47, p < .05). The 
regression equation for predicting the stock price is Ŷ = 17.4 + .001*(NTA). The R^2, 
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coefficient of determination for this equation is .171 which means NTA can predict about 
17% of the variance in the stock price of TS1 (as shown in Table 10). At 95% CI, for the 
slope to predict stock price from NTA was .001; thus, for each one million dollars 
increase of NTA, the stock price increases by one-tenth of a cent (as shown in Table 10).  
As shown in Table 10, the simple regression analysis for other corporations TS2 
from the telecommunication service sector showed the correlation between NTA and the 
stock price was statistically significant (see Table 10, for TS2, b = .001, t(41) = 2.214, p 
< .05). For corporation TS2, the regression equation for predicting the stock price is Ŷ = 
15.273 +.001*(NTA). The coefficient of determination R^2(41), for the equation is .107 
which means NTA can predict about 11% of the variance in the stock price of TS2. At 
95% CI, for the slope to predict stock price from NTA is .001; thus, for each one million 
dollars increase of NTA, the stock price increases by one-tenth of a cent (as shown in 
Table 10). 
Similarly, the simple regression analysis for other corporations TS3 from the 
telecommunication service sector showed the correlation between NTA and the stock 
price was statistically significant (see Table 10, for TS3, b = .001, t(41) = 12.018, p < 
.05). For corporation TS3, the regression equation for predicting the stock price is Ŷ = -
29.7 + .001*(NTA). The coefficient of determination R^2(42), for the equation is .779 
which means NTA can predict about 78% of the variance in the stock price of TS3 (as 
shown in Table 10). At 95% CI, for the slope to predict stock price from NTA is about 
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.001; thus, for each one million dollars increase of NTA, the stock price increases about 
one cent (as shown in Table 10). In Table 10, I presented the test results of hypothesis 1 
for three samples from the telecommunication service sector of the S&P 500. 
Table 10 
Hypothesis 1 - Test Results: Telecommunication Sector 
Corp. B t p F p R^2 LB UB 
TS1 .001 2.910 .006 F(1,41) = 8.470 .006 .171 .000 .000 
TS2 .001 2.214 .032 F(1,41) = 4.904 .032 .107 .001 .001 
TS3 .001 12.018 .001 F(1,41) =  144.469 .001 .774 .000 .001 
Note. The test results on hypothesis 1 from the seven corporations from the sector 
of the S&P 500. The stratified samples are corporations (Corp.) TS1, TS2, and 
TS3; B means the unstandardized coefficient, t and F are the test statistics, p is 
the significance, R^2 is the coefficient of regression, LB is the lower bound, and 
UB is the upper bound at 95% confidence interval 
 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 28). The data also met other assumptions and shows the 
absence of outliers (see Figure 29). With the transformed data that met all the parametric 
assumptions, I run the regression to test hypothesis 1. 
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Figure 28. Telecommunications sector - Raw data Vs. Transformed data 
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Figure 29. Normality test - Telecommunication service sector S&P 500 
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Figure 30. Normal P-P plot - Telecommunication service sector S&P 500 
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Figure 31. Residual scatterplot - Telecommunication services sector S&P 500 
Materials Sector 
The simple regression analysis on M2 from the materials sector showed the 
correlation between NTA and the stock price of M2 was statistically significant (as 
shown in Table 11, for M2, b = .005, t(41) = 8.579, p < .05). An analysis of variance also 
showed that the correlation was significant (F(1,41) = 73.599, p < .05). The regression 
equation for predicting the stock price is Ŷ = 6.531 + .005*(NTA). The R^2, coefficient 
of determination for this equation is .642 which means NTA can predict 64% of the 
variance in the stock price of M2. At 95% CI, for the slope to predict stock price from 
NTA range from .004 to .006; thus, for each one million dollars increase of NTA, the 
stock price increases between .4 and .6 cents (as shown in Table 11). 
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Similarly, the simple regression analysis for other corporations M3 and M4 from 
the material sector showed the correlation between NTA and the stock price were 
statistically significant (as shown in Table 11, for M3, b = -.033, t(41) = 9.731, p < .05; 
for M4, B = .023, t(41) = 6.232, p < .05). For corporation M3, the regression equation for 
predicting the stock price is Ŷ = -2.748 -.033*(NTA). The coefficient of determination 
R^2(41), for the equation is .698 which means NTA can predict about 70% of the 
variance in the stock price of M3. At 95% CI, for the slope to predict stock price from 
NTA range from .026 to -.048; thus, for each one million dollars increase of NTA, the 
stock price may vary between 2.6 cents and -4.8 cents (as shown in Table 11). 
For corporation M4, the regression equation for predicting the stock price is Ŷ = -
.353 +.023*(NTA). The coefficient of determination R^2(41), for the equation is .486 
which means NTA can predict about 49% of the variance in the stock price of M4. At 
95% confidence interval, for the slope to predict stock price from NTA range from .015 
to -.030; thus, for each one million dollars increase of NTA, the stock price changes 
between 1.5 cents to -3 cents (see Table 11).  
However, the regression analysis for corporation M1 from the materials sector 
showed the correlation between NTA and the stock price of M1 was not statistically 
significant. As shown in Table 11, for M1, b = .014, t(40) = .167, p = .293; F(1,40) = 
1.137, p = .293. For M1, the regression equation for predicting the stock price was Ŷ = 
69.778 +.014*(NTA) but not a useful model. In this case, the correlation between NTA 
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and the stock price was not statistically significant and failed to reject the null hypothesis 
(see Table 11). The scatterplot of standardized predicted values and standardized 
residuals showed the data of corporations from the industry sector is normally distributed 
and met other assumptions of linearity, independence, homoscedasticity (see Figure 34). 
In Table 11, I present the test results of hypothesis 1 for four samples that were about 
17% of the corporations from the materials sector of the S&P 500. 
Table 11 
Hypothesis 1 - Test Results: Materials Sector 
Corp. B t p F p R^2 LB UB 
M1 .014 .167 .293 F(1,40) = 1.137 .293 .028 -.013 .041 
M2 .005 8.579 .001 F(1,41) = 73.599 .001 .642 .004 .006 
M3 -.033 9.731 .001 F(1,41)= 94.701 .001 .698 .026 .040 
M4 .023 6.232 .001 F(1,41)= 38.841 .001 .486 .015 .030 
Note. The test results on hypothesis 1 from the seven corporations from the 
sector of the S&P 500. The stratified samples are corporations (Corp.) M1, 
M2, M3 and M4; B means the unstandardized coefficient, t and F are the 
test statistics, p is the significance, R^2 is the coefficient of regression, LB is 
the lower bound, and UB is the upper bound at 95% confidence interval. 
 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 35). The data also met other assumptions and shows the 
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absence of outliers (see Figure 37). With the transformed data that met all the parametric 
assumptions, I run the regression to test hypothesis 1. 
 
Figure 32. Residual scatterplot - Material sector S&P 500 
 
Figure 33. Normal P-P plot - Materials sector S&P 500 
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Figure 34. Materials sector - Raw data Vs. Transformed data 
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Figure 35. Normality test - Materials sector S&P 500 
Healthcare Sector 
The simple regression analysis on H1 from the healthcare sector showed the 
correlation between NTA and the stock price of H1 was statistically significant. As 
shown in Table 12, for H1, b = .007 t(41) = 6.362, p < .05). An analysis of variance also 
showed that the correlation was significant (F(1,41) = 40.47, p < .05). The regression 
equation for predicting the stock price is Ŷ = 84.07+.007*(NTA). The R^2, coefficient of 
determination for this equation is .497 which means NTA can predict about 50% of the 
variance in the stock price of H1. At 95% CI, for the slope to predict stock price from 
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NTA range from .005 to .009; thus, for each one million dollars increase of NTA, the 
stock price increases by about .5 cents to .9 cents (see Table 12). 
Similarly, the simple regression analysis for the other corporations H2, H3, and 
H4 from the information technology sector showed the correlation between the NTA and 
the stock price were statistically significant (as shown in Table 12, for H2, b = .005, t(42) 
= 3.19, p < .05; for H3, b = .001, t(41) = 8.189, p < .05; for H4, b = .008, t(41) = 6.739, p 
< .05). For corporation H2, the regression equation for predicting the stock price is Ŷ = 
18.33 +.005*(NTA). The coefficient of determination R^2(42) for the equation is .195 
which means NTA can predict about 20% of the variance in the stock price of H2. At 
95% CI, for the slope to predict the stock price of H2 from NTA range from .002 to .007; 
thus, for each one million dollars increase of NTA, the stock price increases between .2 
cents to .7 cents (as shown in Table 12). 
For corporation H3, the regression equation for predicting the stock price is Ŷ = 
7.37 + .001*(NTA). The coefficient of determination R^2(41), for the equation is .621 
which means NTA can predict about 62% of the variance in the stock price of H3. At 
95% CI, for the slope to predict the stock price of H3 from NTA range from .001 to .002; 
thus, for each one million dollars increase of NTA, the stock price increases between .1 
cent to .2 cents (see Table 12). 
For corporation H4, the regression equation for predicting the stock price is Ŷ = 
4.45 + .008*(NTA). The coefficient of determination R^2(41), for the equation is .526 
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which means NTA can predict about 53% of the variance in the stock price of H4. At 
95% CI, for the slope to predict the stock price of H4 from NTA range from .006 to .01; 
thus, for each one million dollars increase of NTA, the stock price increases between .6 
cents to one cent (see Table 12). 
However, the regression analysis for corporation H5 from the healthcare sector 
showed the correlation between NTA and the stock price of H5 was not statistically 
significant. As shown in Table 12, for H5, b = .001, t(41) = 2.01, p = .051; F(1,41) = 
4.055, p = .051. For H5, the regression equation for predicting the stock price was Ŷ = 
11.9 + .001*(NTA) but not a useful model. In this case, the correlation between NTA and 
the stock price was not statistically significant and failed to reject the null hypothesis. 
The scatterplot of standardized predicted values and standardized residuals showed the 
data of corporations from the industry sector was normally distributed and met other 
assumptions of linearity, independence, homoscedasticity (see Figure 36). 
Similarly, the regression analysis for corporation H6 from the healthcare sector 
showed the correlation between NTA and their stock prices was not statistically 
significant. As shown in Table 12, for H6, b = -8.623E-5, t(41) = -.519, p = .607; 
F(1,41)= .269, p = .607. The regression equation for predicting the stock price of H6 was 
Ŷ = 43.97 =8.623E-5*(NTA), but this model was not useful. In this case, the correlation 
between NTA and the stock price was not statistically significant and failed to reject the 
null hypothesis. The scatterplot of standardized predicted values and standardized 
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residuals showed the data of H6 was normally distributed and met other assumptions of 
linearity, independence, normality, and homoscedasticity (see Figure 36). In Table 12, I 
present the test results of hypothesis 1 for six samples that were about 10% of the 
corporations from the healthcare sector of the S&P 500. 
Table 12 
Hypothesis 1 - Test Results: Healthcare Sector 
Corp. B t p F p R^2 LB UB 
H1 .007 6.362 .001 F(1,41)= 40.470 .001 .497 .005 .009 
H2 .005 3.190 .003 F(1,42) = 10.178 .003 .195 .002 .007 
H3 .001 8.189 .001 F(1,41)= 67.063 .001 .621 .001 .002 
H4 .008 6.739 .001 F(1,41)= 45.412 .001 .526 .006 .010 
H5 .001 2.014 .051 F(1,41) = 4.055 .051 .090 .001 .001 
H6 -8.623E-5 -.519 .607 F(1,41)= .269 .607 .007 .001 .001 
Note. The test results on hypothesis 1 from the seven corporations from the sector 
of the S&P 500. The stratified samples are corporations (Corp.) M1, M2, M3 and 
M4; B = unstandardized coefficient, t and F are the test statistics, p is the 
significance, R^2 is the coefficient of regression, LB is the lower bound, and UB is 
the upper bound at 95% confidence interval. 
 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 36). The data also met other assumptions and shows the 
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absence of outliers (see Figure 39). With the transformed data that met all the parametric 
assumptions, I run the regression to test hypothesis 1. 
 
 
Figure 36. Healthcare sector - Raw data Vs. Transformed data 
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Figure 37. Normality test H1 – Healthcare sector S&P 500 
 
Figure 38. Normal P-P plot - Healthcare sector S&P 500 
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Figure 39. Residual scatterplot - Healthcare sector S&P 500 
Financial Sector 
The simple regression analysis on F1 from the financial sector showed the 
relationship between NTA and the stock price was positive and linear; did not reveal any 
outliers. The correlation between NTA and the stock price of F1 was statistically 
significant (as shown in Table 13, for F1, b = .001, t(41) = -2.173, p < .05). An analysis 
of variance also showed that the correlation was significant (F(1,41) = 4.724, p < .05). 
The regression equation for predicting the stock price is Ŷ = 39.59+ .001*(NTA). The 
R^2, coefficient of determination for this equation is .103. That means NTA can predict 
about 10% of the variance in the stock price of F1. At 95% confidence interval, for the 
slope to predict stock price from NTA range from -.001 to .000; thus, for each one 
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million dollars increase of NTA, the stock price decreases by one-tenth of a cent (see 
Table 13). 
Similarly, the simple regression analysis for other corporations F2 and F3 from 
the financial sector showed the correlation between NTA and their respective stock prices 
were statistically significant (as shown in Table 13, for F2, b = -.035, t(42) = -3.618, p < 
.05; for F3, b = -.701, t(42) = -6.378, p < .05. For corporation F2, the regression equation 
for predicting the stock price is Ŷ = 54.20 - .035*(NTA). The coefficient of 
determination, R^2(41) for the equation is .238 which means NTA can predict about 24% 
of the variance in the stock price of F2. At 95% CI, for the slope to predict stock price of 
F2 from NTA range from -.055 to -.016; thus, for each one million dollars increase of 
NTA, the stock price decreases between 5.5 cents to 1.6 cents (as shown in Table 13). 
For corporation F3, the regression equation for predicting the stock price is Ŷ = 
268.41 - .004*(NTA). The coefficient of determination R^2(41), for the equation is .492 
which means NTA can predict about 49% of the variance in the stock price of F3. At 
95% CI, for the slope to predict stock price from NTA range from -.005 to -.002; thus, for 
each one million dollars increase of NTA, the stock price decreases by .5 to .2 cents (see 
Table 13).  
Similarly, the simple regression analysis for other corporations F4 and F6 from 
the financial sector showed the correlation between NTA and their respective stock prices 
were statistically significant (as shown in Table 13, for F4, b = -.028, t(42) = -4.425, p < 
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.05; for F6, b = 3.38, t(41) = 2.297, p < .05). For corporation F4, the regression equation 
for predicting the stock price is Ŷ = 64.066 -.028*(NTA). The coefficient of 
determination R^2(42), for the equation is .323 which means NTA can predict about 32% 
of the variance in the stock price of F4. At 95% CI, for the slope to predict the stock price 
of F4 from NTA range from -.041 to -.015; thus, for each one million dollars increase of 
NTA, the stock price decreases by about 1.5 cents to 4 cents (see Table 13). 
For corporation F6, the regression equation for predicting the stock price is Ŷ = -
13.26 .009*(NTA). The coefficient of determination R^2(41) for the equation is .114 
which means NTA can predict about 11% of the variance in the stock price of F6. At 
95% CI, for the slope to predict stock price from NTA range from .001 to .017; thus, for 
each one million dollars increase of NTA, the stock price of F6 increases by about .1 cent 
to 1.7 cents (see Table 13). 
However, the regression analysis for corporation F5 and F7 from the financial 
sector showed the correlation between NTA and their stock prices were not statistically 
significant. As shown in Table 13, for F5, b = -.003, t(41) = -1.26, p = .215; F(1,41)= 
1.585, p = .215; for F7, b = .139, t(41) = .001, p = .373; F(1,41) = .813, p = .373.  The 
regression equation for predicting the stock price of F5 was Ŷ = 43.956 - .003*(NTA), 
and for F7, the regression equation was Ŷ = 27.41 +.001*(NTA), but these models were 
not useful. In these cases, the correlation between NTA and their respective stock prices 
were not statistically significant and failed to reject the null hypothesis. The scatterplots 
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of standardized predicted values and standardized residuals showed the data of 
corporations from the financial sector were normally distributed and met other 
assumptions of linearity, independence, homoscedasticity (see Figure 40). In Table 13, I 
present the hypothesis 1 test results of seven samples from the financial sector of the S&P 
500 (see Table 13). 
Table 13 
Hypothesis 1 - Test Results: Financial Sector 
Corp. B t p F(n1,n2) p R^2 LB UB 
F1 .001 -2.173 .036 F(1,41)= 4.724 .036 .103 .001 .000 
F2 -.035 -3.618 .001 F(1,42) = 13.092 .001 .238 -.055 -.016 
F3 -.004 -6.378 .001 F(1,42) = 40.680 .001 .492 -.005 -.002 
F4 -.028 -4.425 .001 F(1,41) = 19.578 .001 .323 -.041 -.015 
F5 -.003 -1.260 .215 F(1,41) = 1.585 .215 .037 -.007 .002 
F6 .009 2.297 .027 F(1,41)= 5.276 .027 .114 .001 .017 
F7 .001 .901 .373 F(1,41)= .813 .373 .019 .001 .002 
Note. The test results on hypothesis 1 from the seven corporations from the 
financial sector of the S&P 500. The stratified samples are corporations (Corp.) 
F1 through F7; B = unstandardized coefficient, t and F are the test statistics, p is 
the significance, R^2 is the coefficient of regression, LB is the lower bound, and 
UB is the upper bound at 95% confidence interval. 
 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
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heteroscedasticity (see Figure 41). The data also met other assumptions and shows the 
absence of outliers (see Figure 40). With the transformed data that met all the parametric 
assumptions, I run the regression to test hypothesis 1. 
 
Figure 40. Residual scatterplot - Financial sector S&P 500 
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Figure 41. Financial sector - Raw data Vs. Transformed data 
Real Estate Sector 
To examine how well NTA could predict the stock price of corporation R1 from 
the real estate sector of the S&P 500, I conducted a simple regression analysis. A 
scatterplot showed that the relationship between NTA and the stock price was positive 
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and linear and did not reveal any outliers. The correlation between NTA and the stock 
price of R1 was statistically significant (as shown in Table 14, for R1, b = .007 t(41) = 
20.927, p < .05). An analysis of variance also showed that the correlation was significant 
(F(1,41) = 437.93, p < .05). The regression equation for predicting the stock price is Ŷ = 
11.54 + .007*(NTA). The R^2, coefficient of determination for this equation is .914 
which means NTA can predict 91% of the variance in the stock price of R1. At 95% CI, 
for the slope to predict stock price from NTA range from .006 to .007; thus, for each one 
million dollars increase of NTA, the stock price increases by about .6 cents to .7 cents 
(see Table 14). 
Similarly, the simple regression analysis for other corporations R2, and R3 from 
the real estate sector showed the correlation between NTA and the stock price were 
statistically significant (as shown in Table 14, for R2, b = .006, t(41) = 12.527, p < .05; 
for R3, b = -.873, t(41) = -10.721, p < .05). For corporation R2, the regression equation 
for predicting the stock price is Ŷ = 75.858 +.006*(NTA). The coefficient of 
determination R^2(41), for the equation is .793 which means NTA can predict about 79% 
of the variance in the stock price of R2. At 95% CI, for the slope to predict stock price 
from NTA range from .005 to .007; thus, for each one million dollars increase of NTA, 
the stock price increases by about .5 cents to .7 cents (as shown in Table 14). For 
corporation R3, the regression equation for predicting the stock price is Ŷ = 111.7 -
.017*(NTA). The coefficient of determination R^2(41), for the equation is .761 which 
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means NTA can predict about 76% of the variance in the stock price of R3. At 95% CI, 
for the slope to predict stock price from NTA range from -.020 to -.013; thus, for each 
one million dollars increase of NTA, the stock price of R3 decreases by about 1.3 cents to 
2 cents (see Table 14). In Table 14, I present the test results of hypothesis 1 for three 
samples that was about 10% of the corporations from the real estate sector of the S&P 
500. 
Table 14 
Hypothesis 1 - Test Results: Real Estate Sector 
Corp. B t(42) p F(42) p  R^2  LB  UB  
R1 .007 20.927 .001 F(1,41)= 437.927 .001 .914 .006 .007 
R2 .006 12.527 .001 F(1,41) = 156.922 .001 .793 .005 .007 
R3 -.017 -10.721 .001 F(1,36) = 114.931 .001 .761 -.020 -.013 
Note. The test results on hypothesis 1 from the seven corporations from the real 
estate sector of the S&P 500. The stratified samples are corporations (Corp.) R1, 
R2, and R3; B = unstandardized coefficient, t and F are the test statistics, p is the 
significance, R^2 is the coefficient of regression, LB is the lower bound and UB is 
the upper bound at 95% confidence interval. 
 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 42). The data also met other assumptions and shows the 
absence of outliers (see Figure 45). With the transformed data that met all the parametric 
assumptions, I run the regression to test hypothesis 1. 
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Figure 42. Real Estate sector - Raw data Vs. Transformed data 
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Figure 43. Normality test - Real estate sector S&P 500 
 
Figure 44. Normal P-P plot - Real estate sector S&P 500 
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Figure 45. Residual scatterplot - Real estate sector S&P 500 
Consumer Discretionary Sector 
To examine how well NTA could predict the stock price of corporation CD1 from 
the consumer discretionary sector of the S&P 500, I run a simple regression. A scatterplot 
showed that the relationship between NTA and the stock price was positive and linear 
and did not reveal any outliers. The correlation between NTA and the stock price of CD1 
was statistically significant (as shown in Table 15, for CD1, b = -.081, t(41) = -2.357, p < 
.05). An analysis of variance also showed that the correlation was significant (F(1,41) = 
5.554, p < .05). The regression equation for predicting the stock price is Ŷ = 107.68 -
.08*(NTA). The R^2, coefficient of determination for this equation is .781 which means 
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NTA can predict 78% of the variance in the stock price of R1 is predictable. At 95% CI, 
for the slope to predict stock price from NTA range from .079 to .110; thus, for each one 
million dollars increase of NTA, the stock price of R1 increases by about 8 cents to 11 
cents (see Table 15). 
Similarly, the simple regression analysis for other three corporations CD2, CD3, 
and CD4 from the consumer discretionary sector also showed the correlation between 
NTA and the stock price were statistically significant (as shown in Table 15, for CD2, b = 
-.009, t(41) = -2.76, p < .05; for CD3, b = - .004, t(41) = -10.95, p < .05; for CD4, b = 
.87, t(41) = 11.07, p < .05). For corporation CD2, the regression equation for predicting 
the stock price is Ŷ = 43.938 - .009*(NTA). The coefficient of determination R^2(41) for 
the equation is .156 which means NTA can predict about 16% of the variance in the stock 
price of CD2. At 95% CI, for the slope to predict stock price from NTA range from -.015 
to -.002; thus, for each one million dollars increase of NTA, the stock price of CD2 
decreases by about .2 cents to 1.5 cents (as shown in Table 15). 
For corporation CD3, the regression equation for predicting the stock price is Ŷ = 
89.65 - .004*(NTA). The coefficient of determination R^2(41), for the equation is .745 
which means NTA could explain about 75% of the variance in the stock price of CD3. At 
95% CI, for the slope to predict stock price from NTA range from -.004 to .002; thus, for 
each one million dollars increase of NTA, the stock price changes by .2 cents increment 
or .4 cents decrement (see Table 15). For corporation CD4, the regression equation for 
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predicting the stock price is Ŷ = -154.58 +.007*(NTA). The coefficient of determination 
R^2(41), for the equation is .749 which means NTA can predict about 75% of the 
variance in the stock price of CD4. At 95% CI, for the slope to predict stock price from 
NTA range from .006 to .008; thus, for each one million dollars increase of NTA, the 
stock price of CD4 increases by about .6 cents to .8 cents (see Table 15). 
Similarly, the simple regression analysis for other corporations CD5, CD6, and 
CD7 from the consumer discretionary sector showed the correlation between NTA and 
the stock price were statistically significant (as shown in Table 15, for CD5, b = .104, 
t(41) = 8.99, p < .05; for CD6, b = -.083, t(41) = -6.898, p < .05; for CD7, b = .074, t(41) 
= 7.467, p < .05). For corporation CD5, the regression equation for predicting the stock 
price is Ŷ = -79.92 +.104*(NTA). The coefficient of determination R^2(41) for the 
equation is .669 which means NTA could explain about 67% of the variance in the stock 
price of CD5. At 95% CI, for the slope to predict stock price from NTA range from .081 
to .127; thus, for each one million dollars increase of NTA, the stock price increases by 
about 8 cents to 13 cents (as shown in Table 15). For corporation CD6, the regression 
equation for predicting the stock price is Ŷ = 83.793 - .083*(NTA). The coefficient of 
determination R^2(41) for the equation is .543 which means NTA could explain about 
54% of the variance in the stock price of CD6. At 95% confidence interval, for the slope 
to predict stock price from NTA range from -.108 to -.059; thus, for each one million 
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dollars increase of NTA, the stock price decreases by about 6 cents to 11 cents (see Table 
15).  
For corporation CD7, the regression equation for predicting the stock price is Ŷ = 
-228.026 +.074*(NTA). The coefficient of determination R^2(41), for the equation is 
.570 which means NTA could explain 57% of the variance in the stock price of CD7. At 
95% confidence interval, for the slope to predict stock price from NTA range from -.218 
to .018; thus, for each one million dollars increase of NTA, the stock price varies by 
about 2 cents increment and 21 cents decrement (see Table 15).  
However, the regression analysis for corporation CD8 from the consumer 
discretionary sector showed the correlation between NTA and the stock price of CD8 was 
not statistically significant. As shown in Table 15, for CD8, b = -.019, t(41) = .176, p = 
.771; F(1,41) = .086, p = .771. For CD8, the regression equation for predicting the stock 
price was Ŷ = 129.006 -.019*(NTA) but that was not a useful model. In this case, there 
was no significant correlation between NTA and the stock price and failed to reject the 
null hypothesis. The scatterplot of standardized predicted values and standardized 
residuals showed the data of corporations from the consumer discretionary sector was 
normally distributed and met other assumptions of linearity, independence, 
homoscedasticity (see Figure 49). In Table 15, I presented the test results of hypothesis 1 
for eight samples that was 10% of the corporations from the consumer discretionary 
sector of the S&P 500. 
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Table 15 
Hypothesis 1 - Test Results: Consumer Discretionary Sector 
Corp. B t p F p R^2 LB UB 
CD1 .095 12.103 .001 F(1,41)= 146.474 .001 .781 .079 .110 
CD2 -.009 -2.757 .009 F(1,41)= 7.602 .009 .156 -.015 -.002 
CD3 -.004 -10.947 .001 F(1,41)= 119.843 .001 .745 -.004 .002 
CD4 .007 11.067 .001 F(1,41)= 122.481 .001 .749 .006 .008 
CD5 .104 8.99 .001 F(1,41) = 80.843 .001 .669 .081 .127 
CD6 -.083 -6.898 .001 F(1,40)= 47.577 .001 .543 -.108 -.059 
CD7 .074 7.467 .001 F(1,42) = 55.751 .001 .570 .054 .094 
CD8 -.019 .176 .771 F(1,41) = .086 .771 .771 -.151 .113 
Note. The test results on hypothesis 1 from the seven corporations from the 
consumer discretionary sector of the S&P 500. The stratified samples are 
corporations (Corp.) CD1 through CD8; B = unstandardized coefficient, t and F 
are the test statistics, p is the significance, R^2 is the coefficient of regression, LB 
is the lower bound, and UB is the upper bound at 95% confidence interval. 
 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 49). The data also met other assumptions and shows the 
absence of outliers (see Figure 46). With the transformed data that met all the parametric 
assumptions, I run the regression to test hypothesis 1. 
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Figure 46. Residual scatterplot - Consumer discretionary sector S&P 500 
213 
 
 
 
Figure 47. Normal P-P plot - Consumer discretionary sector S&P 500 
 
Figure 48. Normality test - Consumer discretionary sector S&P 500 
214 
 
 
 
Figure 49. Consumer discretionary sector - Raw data Vs. Transformed data 
Consumer Staples Sector 
The simple regression analysis on CS1 from the consumer staples sector showed 
the correlation between NTA and the stock price of CS1 was statistically significant (as 
shown in Table 16, for CS1, b = .047, t(41) = 8.028, p < .05). An analysis of variance 
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also showed that the correlation was significant (F(1,41) = 64.445, p < .05). The 
regression equation for predicting the stock price is Ŷ = 20.275 + .047*(NTA). The R^2, 
coefficient of determination for this equation is .611 which means NTA could explain 
about 61% of the variance in the stock price of CS1. At 95% CI, for the slope to predict 
stock price from NTA range from .035 to .059; thus, for each one million dollars increase 
of NTA, the stock price increases by about 3.5 cents to 6 cents (see Table 16). 
Similarly, the simple regression analysis for other corporations CS2, CS3, and 
CS4 from the consumer staples sector showed the correlation between NTA and the stock 
price were statistically significant (as shown in Table 16, for CS2, b = .001, t(41) = 
2.602, p < .05; for CS3, b = -.001, t(41) = -8.218, p < .05; for CS4, b = .003, t(41) = 
2.963, p < .05). For corporation CS2, the regression equation for predicting the stock 
price is Ŷ = 20.05 + .001*(NTA). The coefficient of determination R^2(41), for the 
equation is .142 which means NTA could explain about 14% of the variance in the stock 
price of CS2. At 95% CI, for the slope to predict stock price from NTA range from .00 to 
.001; thus, for each one million dollars increase of NTA, the stock price increases by 
about one-tenth of a cent (as shown in Table 16). 
For corporation CS3, the regression equation for predicting the stock price is Ŷ = 
175.534 -.001*(NTA). The coefficient of determination R^2(41) for the equation is .622 
which means about 62% of the variance in the stock price of CS3 is predictable from the 
NTA. At 95% CI, for the slope to predict stock price from NTA range from -.002 to -
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.001; thus, for each one million dollars increase of NTA, the stock price decreases by 
about .2 cents and .1 cent (see Table 16). For corporation CS4, the regression equation 
for predicting the stock price is Ŷ = 9.558 +.003*(NTA). The coefficient of determination 
R^2(41), for the equation is .176 which means NTA could explain about 18% of the 
variance in the stock price of CS4. At 95% CI, for the slope to predict stock price from 
NTA range from .001 to .005; thus, for each one million dollars increase of NTA, the 
stock price increases by about .1 cent to .5 cents (see Table 16). In Table 16, I present the 
test results of hypothesis 1 for four samples that was about 12% of the corporations from 
the consumer staples sector of the S&P 500. 
Table 16 
Hypothesis 1 - Test Results: Consumer Staples Sector 
Corp. B t p F p R^2 LB UB 
CS1 .047 8.028 .001 F(1,41) = 64.445 .001 .611 .035 .059 
CS2 .001 2.602 .013 F(1,41) = 6.771 .013 .142 .000 .001 
CS3 -.001 -8.218 .001 F(1,41) = 67.535 .001 .622 -.002 -.001 
CS4 .003 2.963 .005 F(1,41) = 8.777 .005 .176 .001 .005 
Note. The test results on hypothesis 1 from the seven corporations from the 
consumer discretionary sector of the S&P 500. The stratified samples are 
corporations (Corp.) CD1 through CD8; B = unstandardized coefficient, t and F 
are the test statistics, p is the significance, R^2 is the coefficient of regression, 
LB is the lower bound, and UB is the upper bound at 95% confidence interval. 
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The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 51). The data also met other assumptions and shows the 
absence of outliers (see Figure 51). With the transformed data that met all the parametric 
assumptions, I run the regression to test hypothesis 1. 
 
Figure 50. Normality test - Consumer staples sector S&P 500 
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Figure 51. Consumer staples sector - Raw data Vs. Transformed data 
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Figure 52. Normal P-P plot - Consumer staples sector S&P 500 
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Figure 53. Residual scatterplot - Consume staples sector S&P 500 
Summary: Hypothesis Test 1 
In this study, I empirically analyzed the extent to which the stock price reflected 
NTA of the 56 corporations. The predictor variable in this hypothesis test was NTA that 
include IA and goodwill, and the outcome variable was the stock price. For this study, the 
sample size was 56 corporations which were over 11% of the corporations that 
constituted the S&P 500 and selected by using the stratified random sampling method. 
This hypothesis test 1 involved 9900 various data on IA, goodwill, and stock price. I have 
collected the required data from the SEC. To employ the robust statistical methods, the 
raw data in ratio scale required various transformations such as logarithm, square root, 
inverse functions, and other numeric expressions. I conducted many statistical tests to 
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meet statistical assumptions such as linearity, independence, normality, and equal 
variance. The simple regression analysis showed that the correlation between the stock 
price and the NTA was statistically significant in 45 cases. For three corporations, NTA 
can predict above 80% of the variance in stock price. For 14 corporations, NTA can 
predict between 60% to 80% of the variance in stock price; for 14 corporations, NTA can 
predict between 30% to 60% of the variance in stock price, and for another 14 
corporations, NTA can predict only less than 30% of the variance in stock price. The 
correlation was not statistically significant for the remaining 11 cases. NTA of six 
corporations from the information technology and technology group and five 
corporations from the healthcare and service group did not have a statistically significant 
correlation with their stock prices. According to the weak form EMH, all the publicly 
available information should reflect in the stock price. 11 corporations whose NTA of 
was not statistically correlated to their respective stock prices is a concern. In the 
hypothesis 1 test, I failed to reject about 20% of the samples used in this study. For the 
next hypothesis test, I replaced NTA with the quarterly GDP as the predictor and the 
stock price as the outcome variable to analyze how the weak form EMH was true in 
today’s sophisticated market conditions. 
Test Results: Hypothesis 2 
In hypothesis test 2, I analyze to what extent GDP can explain the variance in 
stock price. According to the EMH, the stock price changes only due to the new 
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information and all the relevant publicly available information reflected in the stock price 
(Fama, 1965a). Then, according to the weak form EMH, the stock price should reflect 
GDP which is publicly available information. In the following section, I explain the 
results of hypothesis test 2 for which the predictor was GDP and the outcome variable 
was the stock price of 56 corporations from 11 strata from the industrial sector to 
consumer staples sector which is similar to the 11 GCIS sectors of the S&P 500. I run the 
simple regression; both GDP and the stock price were in ratio scale for the analysis.  
To examine how well the GDP of the United States could predict the stock price 
of corporations from the 11 GCIS sectors of the S&P 500, I conducted a simple linear 
regression analysis. A scatterplot showed that the relationship between GDP and the 
stock price was linear and did not reveal any outliers (see Figure 20). To employ 
parametric statistics effectively, I transformed the data to meet the assumptions of 
linearity, independence, normality, and homoscedasticity. The graphs before and after the 
transformation of data show a discernible difference (Figures 12). 
Industrial Sector 
The correlation between GDP and the stock price of I1 was statistically significant 
(as shown in Table 17, for I1, b = .035, t(41) = 11.84, p < .05). An analysis of variance 
also showed that the correlation was significant (F(1,41) = 140.18, p < .05). The 
regression equation for predicting the stock price is Ŷ = -490.09 +.035 *(GDP). The R^2, 
coefficient of determination for this equation is .774 which means GDP explained about 
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77% of the variance in the stock price of I1. At 95% CI, for the slope to predict stock 
price from GDP was .035 thus, for each one billion dollars increase of GDP of the United 
States, the stock price of I1 increases by about 3.5 cents (see Table 17). 
Similarly, the regression analysis on I2 and other corporations from the industrial 
sector showed the statistically significant correlation between GDP and the stock price (b 
= .013, t(41) = 10.284, p = .001). As shown in Table 17, the analysis of variance also 
showed that the correlation was significant (F(1, 41) = 105.75, p = .001). The regression 
equation for predicting the stock price is Ŷ = -141.805 +.013 *(GDP). The R^2, 
coefficient of determination for this equation is .721 which means the GDP explains 
about 72% of the variance in the stock price of I1. The coefficients, p-values and other 
statistical measures for other corporations from the industrial sector showed a statistically 
significant correlation between GDP and the stock price (see Table 17). 
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Table 17 
Hypothesis 2 - Test Results: Industrial Sector 
Corp. b t p F p R^2 
I1 .035 11.840 .001 F(1,41)= 140.180 .001 .774 
I2 .013 10.284 .001 F(1,41)= 105.75 .001 .721 
I3 .008 12.099 .001 F(1,40) = 146.392 .001 .785 
I4 .002 4.274 .001 F(1,41)= 18.266 .001 .308 
I5 .027 18.496 .001 F(1,41)= 342.092 .001 .893 
I6 .020 22.901 .001 F(1,41)= 524.458 .001 .927 
I7 .009 17.078 .001 F(1,41)= 291.667 .001 .877 
Note. The test results on hypothesis 2 from the seven corporations from the 
Industrial sector of the S&P 500. The stratified samples are corporations 
(Corp.) I1 through I7; b = unstandardized coefficient, t and F are the test 
statistics, p is the significance, R^2 is the coefficient of regression at 95% 
confidence interval. 
 
Information Technology Sector 
The simple regression analysis on IT1 from the information technology sector 
showed the correlation between GDP and the stock price was statistically significant (b = 
.023, t(41) = 21.285, p = .001). As shown in Table 18, the analysis of variance also 
showed that the correlation was significant (F(1, 41) = 453.469, p = .001). The regression 
equation for predicting the stock price is Ŷ = -141.805 +.013 *(GDP). The R^2, 
coefficient of determination for this equation is .721 which means the GDP explained 
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about 72% of the variance in the stock price of IT1. The coefficients, p-values and other 
statistical measures for other corporations from the information technology sector showed 
a statistically significant correlation between GDP and the stock price (see Table 18). 
Table 18 
Hypothesis 2 - Test Results: Information Technology Sector 
Corp. b t p F p R^2 
IT1 .024 21.295 .001 F(1,41)= 453.469 .001 .917 
IT2 .024 10.535 .001 F(1,41)= 110.994 .001 .730 
IT3 .003 9.586 .001 F(1,41)= 91.888 .001 .691 
IT4 .005 20.690 .001 F(1,41)= 428.081 .001 .913 
IT5 .011 5.959 .001 F(1,41)= 35.514 .001 .464 
IT6 .005 19.665 .001 F(1,41)= 386.719 .001 .904 
IT7 .010 13.766 .001 F(1,41)= 189.506 .001 .822 
IT8 .010 13.193 .001 F(1,41)= 174.063 .001 .809 
Note. The test results on hypothesis 2 from the eight corporations from 
the Information technology (IT) sector of the S&P 500. The stratified 
samples are corporations (Corp.) IT1 through IT8; b = unstandardized 
coefficient, t and F are the test statistics, p is the significance, R^2 is the 
coefficient of regression at 95% confidence interval. 
  
Energy Sector 
The simple regression analysis on E2 from the energy sector showed the 
correlation between GDP and the stock price was statistically significant (b = .010, t(41) 
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= 151.923, p = .001). As shown in Table 19, the analysis of variance also showed that the 
correlation was significant (F(1, 41) = 151.92, p = .001). The regression equation for 
predicting the stock price was Ŷ = -90.216 +.01*(GDP). The R^2, coefficient of 
determination for this equation is .787 which the GDP explained about 79% of the 
variance in the stock price of E2. 
However, the regression analysis on E1 from the energy sector showed the 
correlation between GDP and the stock price was not statistically significant (As shown 
in Table 19, for E1, b = .002, t(41) = 1.577, p = .122). The analysis of variance also 
showed that the correlation was not significant (F(1, 41) = 2.488, p = .122). As shown in 
Table 19, the correlation between GDP and the stock price of E3 was not statistically 
significant (b = .001, t(41) = .407, p = .686; F(1,41) = .686, p = .686). 
Table 19 
Hypothesis 2 - Test Results: Energy Sector 
Corp. B t p F p R^2 
E1 .002 1.577 .122 F(1,41)= 2.488 .122 .057 
E2 .010 12.326 .001  F(1,41)= 151.923 .001 .787 
E3 .001 .407 .686 F(1,41)= .166 .686 .004 
Note. The test results on hypothesis 2 from the three corporations from 
the Energy sector of the S&P 500. The stratified samples are 
corporations (Corp.) E1 through E3; b = unstandardized coefficient, t 
and F are the test statistics, p is the significance, R^2 is the coefficient 
of regression at 95% confidence interval. 
 
227 
 
 
Utility sector 
The simple regression analysis on U1 from the utility sector showed the 
correlation between GDP and the stock price was statistically significant (b = .009, t(41) 
= 21.76, p = .001). As shown in Table 20, the analysis of variance also showed that the 
correlation was significant (F(1, 41) = 473.54, p = .001). The regression equation for 
predicting the stock price was Ŷ = -98.38 +.009*(GDP). The R^2, coefficient of 
determination for this equation was .920 which means the GDP explained about 92% of 
the variance in the stock price of U1. Similarly, the coefficients, p-values and other 
statistical measures for other corporations from the utility sector showed a statistically 
significant correlation between GDP and the stock price (see Table 20). 
Table 20 
Hypothesis 2 - Test Results: Utility Sector 
Corp. B t p F p R^2 
U1 .009 21.761 .001 F(1,41)= 473.541 .001 .920 
U2 .011 21.515 .001 F(1,41)= 462.910 .001 .919 
U3 .009 20.577 .001 F(1,41)= 423.410 .001 .912 
Note. The test results on hypothesis 2 from three corporations from the 
Industrial sector of the S&P 500. The stratified samples are corporations 
(Corp.) U1 through U3; B = unstandardized coefficient, t and F are the test 
statistics, p is the significance, R^2 is the coefficient of regression at 95% 
confidence interval. 
 
Telecommunication Services Sector 
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 The simple regression analysis on TS1 from the telecommunication sector 
showed the correlation between GDP and the stock price was statistically significant (As 
shown in Table 21, for TS1, b = .001, t(41) = 2.099, p = .042). The regression equation 
for predicting the stock price was Ŷ = 9.46+.001*(GDP). The R^2, coefficient of 
determination for this equation was .097 which means the GDP explained about 10% of 
the variance in the stock price. 
Similarly, the regression analysis on TS2 from the telecommunication sector 
showed the correlation between GDP and the stock price was statistically significant (b = 
.004, t(41) = 14.08, p = .001). As shown in Table 21, the analysis of variance also 
showed that the correlation was significant (F(1, 41) = 198.23, p = .001). The regression 
equation for predicting the stock price was Ŷ = -90.216 +.01*(GDP). The R^2, coefficient 
of determination for this equation was .829 which means GDP explained about 83% of 
the variance in the stock price of TS2.  
The regression analysis on TS3 from the telecommunication sector showed the 
correlation between GDP and the stock price was statistically significant (As shown in 
Table 21, for TS3, b = .006, t(41) = 17.079, p = .001). As shown in Table 18, the analysis 
of variance also showed that the correlation was significant (F(1, 41) = 296.86, p = .001). 
The regression equation for predicting the stock price was Ŷ = -60.27 +.006*(GDP). The 
R^2, coefficient of determination for this equation was .879 which means GDP explained 
about 88% of the variance in the stock price of TS2. 
229 
 
 
Table 21 
Hypothesis 2 - Test Results: Telecommunications Sector 
Corp. B t p F p R^2 
T1 .001 2.099 .042 F(1,41) = 4.408 .042 .097 
T2 .004 14.079 .001 F(1,41) = 198.226 .001 .829 
T3 .006 17.230 .001 F(1,41) = 296.860 .001 .879 
Note. The test results on hypothesis 2 from three corporations from the 
telecommunications Services sector of the S&P 500. The stratified samples are 
corporations (Corp.) T1 through T3; B = unstandardized coefficient, t and F are 
the test statistics, p is the significance, R^2 is the coefficient of regression at 
95% confidence interval. 
 
Materials Sector 
In the material sector, I conducted a simple linear regression analysis to examine 
to what extent the GDP of the United States explained the stock price of corporation M1 
from the materials sector of the S&P 500. A scatterplot showed that the relationship 
between GDP and the stock price was positive and linear and did not reveal any outliers. 
The correlation between GDP and the stock price of M1 was statistically significant (as 
shown in Table 22, for M1, b = .018, t(41) = 17.93, p < .001). An analysis of variance 
also showed that the correlation was significant (F(1,41) = 321.09, p < .001). The 
regression equation for predicting the stock price was Ŷ = -215.28 +.018 *(GDP). The 
R^2, coefficient of determination for this equation is .887 which means GDP explained 
about 89% of the variance in the stock price of I1. At 95% CI, for the slope to predict 
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stock price from GDP was .018 thus, for each one billion dollars increase of GDP of the 
United States, the stock price of I1 increases by about two cents (see Table 22). Similarly, 
the regression analysis on the other three corporations from the materials sector showed a 
statistically significant correlation between GDP and the stock price (see Table 22). 
Table 22 
Hypothesis 2 - Test Results: Material Sector 
Corp. B t p F p R^2 
M1 .018 17.926 .001 F(1,41)= 321.341 .001 .887 
M2 .005 17.495 .001 F(1,41)= 306.089 .001 .882 
M3 .013 18.261 .001 F(1,41)= 333.447 .001 .891 
M4 .058 19.231 .001 F(1,41)= 369.823 .001 .900 
Note. The test results on hypothesis 2 from four corporations from the 
materials sector of the S&P 500. The stratified samples are corporations 
(Corp.) M1 through M4; B = unstandardized coefficient, t and F are the 
test statistics, p is the significance, R^2 is the coefficient of regression at 
95% confidence interval. 
 
Healthcare Sector 
The simple regression analysis on H1 from the healthcare sector showed the 
correlation between GDP and the stock price was statistically significant (As shown in 
Table 23, for H1, b = .024, t(41) = 15.35, p = .001). The regression equation for 
predicting the stock price was Ŷ = -3.16.69+.024*(GDP). The R^2, coefficient of 
determination for this equation was .852 which means GDP explained about 85% of the 
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variance in the stock price of TS2. Similarly, the regression analysis on the other five 
corporations from the healthcare sector showed the correlation between GDP and the 
stock price was statistically significant (see Table 23). 
 
Financial Sector 
The simple regression analysis on F2 from the financial sector showed the 
correlation between GDP and the stock price was statistically significant (As shown in 
Table 24, for H1, b = .003, t(41) = 6.645, p = .001). The regression equation for 
predicting the stock price was Ŷ = --26.68 +.003*(GDP). The R^2, coefficient of 
Table 23 
Hypothesis 2 - Test Results: Healthcare Sector 
Corp. B t p F p R^2 
H1 .024 15.346 .001 F(1,41)= 235.507 .001 .852 
H2 .006 11.643 .001 F(1,41)= 135.559 .001 .768 
H3 .015 16.628 .001 F(1,41)= 276.481 .001 .871 
H4 .011 14.465 .001 F(1,41)= 209.245 .001 .836 
H5 .004 19.650 .001 F(1,41)= 386.138 .001 .904 
H6 .007 15.423 .001 F(1,41)= 237.878 .001 .853 
Note. The test results on hypothesis 2 from six corporations from the 
healthcare sector of the S&P 500. The stratified samples are corporations 
(Corp.) H1 through T3; B = unstandardized coefficient, t and F are the test 
statistics, p is the significance, R^2 is the coefficient of regression at 95% 
confidence interval. 
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determination for this equation was .519 which means GDP explained about 52% of the 
variance in the stock price of F2. Similarly, the regression analysis of other corporations, 
F3 through F7 from the financial sector showed the correlation between GDP and the 
stock price was statistically significant (see Table 24). 
However, the regression analysis for corporation F1 from the financial sector 
showed the correlation between GDP and the stock price of F1 was not statistically 
significant. As shown in Table 24, for F1, b = .001, t(41) = 1.96, p = .057; F(1,41) = 3.84, 
p = .057. For F1, the regression equation for predicting the stock price was Ŷ = -3.47 + 
.001*(GDP) but not a useful model. In this case, the correlation between GDP and the 
stock price was not statistically significant and failed to reject the null hypothesis (see 
Table 24). 
233 
 
 
Table 24 
Hypothesis 2 - Test Results: Financial Sector 
Corp. b t p F p R^2 
F1 .001 1.958 .057 F(1,41)= 3.835 .057 .086 
F2 .003 6.645 .001 F(1,41)= 44.161 .001 .519 
F3 .011 13.067 .001 F(1,41)= 170.746 .001 .806 
F4 .005 9.353 .001 F(1,41)= 87.469 .001 .681 
F5 .005 4.539 .001 F(1,41)= 20.583 .001 .334 
F6 .003 12.659 .001 F(1,41)= 160.263 .001 .796 
F7 .003 6.472 .001 F(1,41)= 41.883 .001 .505 
Note. The test results on hypothesis 2 from seven corporations from the 
financial sector of the S&P 500. The stratified samples are corporations 
(Corp.) F1 through F3; B = unstandardized coefficient, t and F are the test 
statistics, p is the significance, R^2 is the coefficient of regression at 95% 
confidence interval. 
 
Real Estate Sector 
The simple regression analysis on R1 from the financial sector showed the 
correlation between GDP and the stock price was statistically significant (As shown in 
Table 25, for R1, b = .018, t(41) = 25.04, p = .001). The regression equation for 
predicting the stock price was Ŷ = --26.68 +.003*(GDP). The R^2, coefficient of 
determination for this equation was .939 which means GDP explained about 94% of the 
variance in the stock price of R1. Similarly, the regression analysis on other corporations, 
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R2 and R3 from the real estate sector showed the correlation between GDP and the stock 
price was statistically significant (see Table 25). 
Table 25 
Hypothesis 2 - Test Results: Real Estate Sector 
Corp. b t p F p R^2 
R1 .018 25.038 .001 F(1,41)= 626.889 .001 .939 
R2 .062 15.919 .001 F(1,41)= 253.423 .001 .861 
R3 .012 18.999 .001 F(1,39) = 360.960 .001 .902 
Note. The test results on hypothesis 2 from three corporations from the 
real estate sector of the S&P 500. The stratified samples are corporations 
(Corp.) R1 through R3; B = unstandardized coefficient, t and F are the 
test statistics, p is the significance, R^2 is the coefficient of regression at 
95% confidence interval. 
 
Consumer Discretionary Sector 
The simple regression analysis on CD1 from the consumer discretionary sector 
showed the correlation between GDP and the stock price was statistically significant (As 
shown in Table 26, for CD1, b = .184, t(41) = 12.44, p = .001). The regression equation 
for predicting the stock price was Ŷ = -2709.49 + .184*(GDP). The R^2, coefficient of 
determination for this equation was .790 which means GDP explained about 79% of the 
variance in the stock price of CD1. At 95% CI, for the slope to predict stock price from 
GDP was thus, for each one billion dollars increase of GDP of the United States, the 
stock price of CD1 increases by about 18 cents.  Similarly, the regression analysis of 
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other corporations, CD2 through CD8, from the consumer discretionary sector showed 
the correlation between GDP and the stock price was statistically significant (see Table 
26). 
Table 26 
Hypothesis 2 - Test Results: Consumer Discretionary Sector 
Corp. b t p F p R^2 
CD1 .184 12.437 .001 F(1,41)= 154.681 .001 .790 
CD2 .005 5.368 .001 F(1,41)= 28.812 .001 .413 
CD3 .009 12.50 .001 F(1,41)= 156.24 .001 .792 
CD4 .016 15.22 .001 F(1,41)= 231.652 .001 .850 
CD5 .027 18.322 .001 F(1,41)= 335.70 .001 .891 
CD6 .010 18.248 .001 F(1,41)= 332.978 .001 .890 
CD7 .018 18.631 .001 F(1,41)= 347.115 .001 .894 
CD8 .009 3.165 .003 F(1,41)= 10.016 .003 .196 
Note. The test results on hypothesis 2 from eight corporations from the 
consumer discretionary sector of the S&P 500. The stratified samples 
are corporations (Corp.) CD1 through CD8; B = unstandardized 
coefficient, t and F are the test statistics, p is the significance, R^2 is the 
coefficient of regression at 95% confidence interval. 
 
Consumer Staples Sector 
The simple regression analysis on CS1 from the consumer staples sector showed 
the correlation between GDP and the stock price was statistically significant (As shown 
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in Table 27, for CS1, b = .014, t(41) = 15.46, p = .001). The regression equation for 
predicting the stock price was Ŷ = -172.89 +.001*(GDP). The R^2, coefficient of 
determination for this equation was .854 which means GDP explained about 85% of the 
variance in the stock price of CS1. Similarly, the regression analysis on other 
corporations, CS2, CS3, and CS4 from the consumer staples sector showed the 
correlation between GDP and the stock price was statistically significant (see Table 27). 
Table 27  
Hypothesis 2 - Test Results: Consumer Staples Sector 
Corp. b t p F p R^2 
CS1 .014 15.459 .001 F(1,41)= 238.968 .001 .854 
CS2 .004 22.863 .001 F(1,41)= 522.733 .001 .927 
CS3 .007 15.226 .001 F(1,41)= 231.835 .001 .850 
CS4 .008 12.874 .001 F(1,41)= 165.749 .001 .802 
Note. The test results on hypothesis 2 from three corporations from 
consumer staples sector of the S&P 500. The stratified samples are 
corporations (Corp.) CS1 through CS4; B = unstandardized 
coefficient, t and F are the test statistics, p is the significance, R^2 is 
the coefficient of regression at 95% confidence interval. 
 
Summary: Hypothesis Test 2 
In hypothesis test 2, I empirically analyzed how much variance in GDP of the 
United States can predict the stock prices of 56 corporations listed on NYSE and 
NASDAQ. I presented the hypothesis 2 test results in tables (see Table 17 through Table 
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27). The predictor variables in this test were GDP, and the stock price was the outcome 
variable. To meet the assumptions such as linearity, normality, equal variance, the 
predictor variable required various transformations such as logarithm, square root, nth 
root, and inverse function. The statistical results showed that for 33 corporations, GDP 
can predict over 80% of variance in stock price, for 12 corporations, GDP could predict 
between 60% to 80% of the variance in stock price, and for six corporations, GDP can 
predict between 30% to 60% variance in stock price, and for two corporations GDP can 
predict less than 30% of the variance in stock price. However, for three corporations the 
correlation between GDP and the stock price was not statistically significant. This 
hypothesis test revealed that the stock price of 53 corporations out of 56 samples have a 
significant correlation with the GDP of the United States. In the next hypothesis test, 
there were predictor variables such as NTA, GDP, and the P/E. 
Test Results: Hypothesis 3 
According to the weak-form EMH, the stock price should reflect the changes in 
NTA, GDP, and P/E as they are publicly available information. In this study, to test the 
weak-form EMH, I chose three IVs such as NTA, GDP, and P/E, and stock price as DV. 
The multiple linear regression was used to understand the significant effect between 
multiple variables. In the following section, I explain the results of multiple regression on 
the data of 56 corporations from 11 GICS sectors of the S&P 500. 
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As shown in Table 28 through Table 35, I summarized the regression analysis 
results and other statistical test results. Many statistical test results and images showed 
the data met the assumptions such as linearity, independence, normality, and 
homoscedasticity (see Figure 2 through Figure 66). Pedhazur (1997) claimed that the 
standard multiple regression could use optimally only if the data met the parametric 
statistical assumptions. Many visual aids such as histogram, standardized residual 
scatterplot, and P-P plots provided information to test the statistical assumptions. 
Furthermore, the Kolmogorov-Smirnov tests and Shapiro-Wills tests assisted in selecting 
the normalized data for robust parametric statistical analysis. With various tests, I 
selected the data that complied with the required assumptions. Afterward I run multiple 
regression to find the extent to which NTA, GDP, and P/E reflected in the stock price. In 
the following sections, I present the results from the multiple regression analyses on the 
data of GDP of the united states and financial data of 56 corporations listed on NYSE and 
NASDAQ. 
Industrial Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of I4 from the industrial sector, I run the multiple 
regression analysis. I4 had two models in this case (see Table 29); the Model 1 had only 
one predictor, GDP that had statistically significant correlation with the stock price (As 
shown in Table 28, for NTA, adjR^2 (42) = .28, b = .002, t(42) =  4.209, p = .001). 
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However, Model 2 had two predictors, GDP and the P/E but excluded NTA (see Table 
29). Both predictors were significantly correlated with the stock price (as shown in Table 
28, for P/E, b = .294, t(41) = 3.412, p < .001;  for GDP, b = .002, t(41) = 3.939, p = .001). 
The scatterplots of standardized predicted values and standardized residuals showed the 
data of corporations from the industry sector were normally distributed and met other 
assumptions of linearity, independence, homoscedasticity, multicollinearity (see Figure 
54). Model 1 was better than Model 2. The coefficient of determination was 28% at 95% 
CI. The regression equation for predicting the stock price of I4 was Ŷ = -12.026 
+002*(GDP). 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 54). The data also met other assumptions and shows the 
absence of outliers. With the transformed data that met all the parametric assumptions, I 
run the multiple regression. 
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Figure 54. Multiple Regression: Stock price, NTA, GDP & P/E – Industrial 
Information Technology Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of IT6 from the information technology sector, I run 
the multiple regression analysis. In this case, I considered three models (see Table 28). 
Model 1 had only one predictor, GDP; Model 2 had two predictors, NTA and GDP; and 
the Model 3 had three predictors, NTA, GDP, and P/E. 
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For Model 1, as shown in Table 28, adjR^2 = .845, for GDP, b = .005, t(42) = 
15.316 , p = .001 . 
For Model 2, as shown in Table 28, for NTA, b = .001, t(41) = 3.403, p < .001; 
for GDP, b = .003, t(41) = 5.274, p = .001.  
For Model 3, as shown in Table 28, for NTA, b = .001, t(40) = 3.752, p < .001; 
for GDP, b = .003, t(40) = 4.89, p = .001; for P/E Multiple, b = .174, t(40) = 3.154, p = 
.003. 
All three models were significant. Model 1 had the highest t value for GDP (t(42) 
= 15.316). However, the highest variability was explained by Model 3, and I chose Model 
3 for predicting the stock price. 
The scatterplots of standardized predicted values and standardized residuals 
showed the data of corporations from the information technology sector were normally 
distributed and met other assumptions of linearity, independence, homoscedasticity, 
multicollinearity (see Figure 55). I chose Model 3 for predicting the stock price. The 
regression equation for predicting the stock price of IT6 was Ŷ = -35.683 + .001*(NTA) 
+.003*(GDP) + .174*(P/E). The coefficient of determination was .898 means the NTA, 
GDP, and P/E could explain that 90% of the variance in stock price (see Table 28). The 
model is useful.  
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
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heteroscedasticity (see Figure 55). The data also met other assumptions and shows the 
absence of outliers. With the transformed data that met all the parametric assumptions, I 
run the multiple regression. 
 
 
Figure 55. Multiple regression: Stock price, NTA, GDP & P/E - IT sector 
Energy Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of E2 from the energy sector, I run the multiple 
regression analysis. There was only one model in this case with GDP as the predictor (see 
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Table 28). In the model, I eliminated the other variables, NTA (p = .207) and P/E (p = 
.957) since they were not contributing significantly to the model. As shown in Table 28, 
GDP was the significant factor (adjR^2 (42) = .725, B = .01, t(42) = 10.707, p = .001). 
The scatterplots of standardized predicted values and standardized residuals showed the 
data of corporations from the industry sector were normally distributed and met other 
assumptions of linearity, independence, homoscedasticity (see Figure 56). The F statistics 
showed the Model with GDP is better (F(42) = 114.64, p = .001) and the model is useful. 
The regression equation for predicting the stock price of E2 was Ŷ = -89.329 + 
.01*(GDP). The coefficient of determination was 73% at 95% CI. I present the test 
results of industrial, IT and energy sectors on multicollinearity in Table 29 (see Table 
29). 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 57). The data also met other assumptions and shows the 
absence of outliers (see Figure 58). With the transformed data that met all the parametric 
assumptions, I run the multiple regression. 
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Table 28 
Hypothesis 3 - Test Results: Industrial, IT & Energy 
Corp. B t(42) p F(42) p R^2 
I4 GDP .002 4.209 .001 17.715 .001 .280 
I4 GDP .002 3.939 .001 16.924  .001 .426 
P/E .294 3.412 .001 
IT6 GDP .005 15.316 .001 234.59 .001 .845 
IT6 GDP .003 5.274 .001 152.635 .001 .876 
NTA .001 3.403 .001 
IT6 GDP .003 4.890 .001 127.271 .001 .898 
 NTA .001 3.752 .001 
P/E .174 3.154 .003 
E2 GDP .01 10.707 .001 114.64 .001 .725 
Note. The test results on hypothesis 3 from industrial, information 
technology and energy sectors of the S&P 500. The stratified samples are 
corporations (Corp.) I4 through E2. GDP = gross domestic product of the 
United States. P/E = P/E. NTA = non-tangible assets. B = unstandardized 
coefficient, t and F are the test statistics, p is the significance, and R^2 is the 
coefficient of regression at 95% confidence interval.  
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Table 29 
Hypothesis 3 - Residual &Collinearity: Industrial, IT & Energy 
Corp. Tol Std 
Resid 
Mahal Cooks  Model 
I4 GDP 1.00  8.304 .350  1 
I4 GDP .96     2 
PE .96   
IT6 GDP 1.00  13.259 1.005  1 
IT6 GDP .232     2 
NTA .232   
IT6 GDP .219     
 
 
3 
NTA .232   
PE .789   
E2 GDP 1.00 3.288 4.679 .129   
Note. Hypothesis 3: Residual and collinearity statistics results from industrial, 
information technology and energy sectors of S&P 500. The stratified samples 
are corporations (Corp.) I4 through E2. Tol = Tolerance, Std Resid = 
Standardized residuals, Mahal = Mahalanobis distance D, Cooks = Cooks’ 
distance, Model = various models 
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Figure 56. Partial regression plot - Stock price & NTA: Energy sector S&P 500 
 
Figure 57. Partial regression plot - Stock price & GDP: Energy sector S&P 500 
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Figure 58. Partial regression plot - Stock price & P/E: Energy sector S&P 500 
Utility Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of U1 from the utility sector, I run the multiple 
regression analysis. Because all the three predictors were contributing variables, I 
considered three models in this case (see Table 30). Model 1 had only one predictor, 
GDP; Model 2 had two predictors, GDP and P/E; and Model 3 had three predictors, 
NTA, GDP, and P/E. 
For Model 1, as shown in Table 30, adjR^2 = .87, for GDP, B = .009, t(42) = 
16.963, p = .001. The F statistics (F(42) = 287.75, p = .001) also showed and the model is 
significant. 
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For Model 2, as shown in Table 30, adj R^2 = .89; for GDP, B = .007, t(41) = 
10.038, p < .001; for P/E, B = .814, t(41) = 2.989, p = .005.  
For Model 3, as shown in Table 30, adj R^2 = .90; for NTA, B = .001, t(40) = 
2.37, p < .023; for GDP, B = .007, t(40) = 8.802, p = .001; for P/E Multiple, B = .698, 
t(40) = 2.653, p = .011. 
All three models were significant (p < .05). However, I chose Model 1, since it 
has the highest parameters (as shown in Table 30, t-value (t(42) = 16.96) and F-value 
(F(42) = 287.75). As shown in Table 31, U1 from the utility sector had three models. 
The scatterplots of standardized predicted values and standardized residuals 
showed the data of corporations from the utility sector were normally distributed and met 
other assumptions of linearity, independence, homoscedasticity (see Figure 59). The 
regression equation for predicting the stock price of U1 was Ŷ = -97.78 + .009*(GDP). 
The coefficient of determination was 974%. The model 1 was better than the other two 
models. 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 59). The data also met other assumptions and shows the 
absence of outliers (see Figure 62). With the transformed data that met all the parametric 
assumptions, I run the multiple regression. 
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Figure 59. Multiple Regression: Stock price, NTA, GDP, & P/E - Utility sector 
 
Figure 60. Partial regression plot - Stock price & NTA: Utility sector S&P 500 
250 
 
 
 
Figure 61. Partial regression plot - Stock price & GDP: Utility sector S&P 500 
 
 
Figure 62. Partial regression plot - Stock price & P/E: Utility sector S&P 500 
251 
 
 
Telecommunication Services Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of T2 from the telecommunication services sector, I 
run the multiple regression analysis. Model 1 had only one predictor, GDP; I eliminated 
the two non-contributing variables, NTA and P/E from the model (see Table 30). For 
Model 1, as shown in Table 30, adjR^2 = .803, for GDP, B = .004, t(42) = 13.277, p = 
.001. 
 The regression equation for predicting the stock price of T2 was Ŷ = -34.273 + 
.004*(GDP). The coefficient of determination was 80% at 95% CI. The model is useful 
for predicting the stock price.  
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 66). The data also met other assumptions and shows the 
absence of outliers (see Figure 63). With the transformed data that met all the parametric 
assumptions, I run the multiple regression. 
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Figure 63. Partial regression plot - Stock price & NTA: Telecom. sector 
 
Figure 64. Partial regression plot - Stock price & GDP: Telecom. Sector 
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Figure 65. Partial regression plot - Stock price & P/E: Telecom. sector 
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Figure 66. Multiple regression: Stock price, NTA, GDP, & P/E Telecom. sector 
Materials Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of M4 from the materials sector, I run the multiple 
regression analysis. Model 1 had only one predictor, GDP; I excluded the two non-
contributing variables NTA and P/E from the model (see Table 30) For Model 1, as 
shown in Table 30, adjR^2 = .782, for GDP, B = .058, t(42) = 12.456, p = .001. 
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 The regression equation for predicting the stock price of T2 was Ŷ = -802.629 + 
.058*(GDP). The coefficient of determination was 78% at 95% CI. The model is useful.  
Table 30 
Hypothesis 3 - Test Results: Utilities to Materials 
Corp. B T(42) p F(42) p R^2 
U1 GDP .009 16.963 .001 287.745 .001 .870 
U1 GDP .007 10.038 .001 175.526 .001 .980 
P/E .814 2,989 .001 
U1 GDP .007 8.802 .001 132.07 .001 .901 
P/E .698 2.653 .011 
NTA .001 2.37 .023 
T1 GDP .004 13.277 .001 176.271 .001 .803 
M4 GDP .058 12.456 .001 155.157 .001 .782 
Note. The test results on hypothesis 3 from utilities, telecommunications, 
and materials sectors of the S&P 500. The stratified samples are 
corporations (Corp.) U1 through M4. GDP = gross domestic product of 
the United States. P/E = P/E. NTA = nontangible assets. B = 
unstandardized coefficient, t and F are the test statistics, p is the 
significance, R^2 is the coefficient of regression at 95% confidence 
interval. 
 
The transformed data used for the parametric analysis shows the discernible 
difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 69). The data also met other assumptions and shows the 
256 
 
 
absence of outliers. With the transformed data that met all the parametric assumptions, I 
run the multiple regression. 
Table 31 
Hypothesis 3 - Residual & Collinearity: Utilities to Materials 
Corp. Tol Std 
Resid 
Mahal Cooks  Model 
U1 GDP 1.00 3.83 8.824 .023  1 
U1 GDP .44     2 
PE .44   
U1 GDP .372     3 
PE .425   
NTA .563   
T2 GDP 1.00 2.327 4.679 .615  1 
M4 GDP 1.00 4.923 4.679 .288  1 
Note. Hypothesis 3: Residual and collinearity statistics results from 
utilities and materials sectors of S&P 500. The stratified samples are 
corporations (Corp.) U1 through M4. Tol = Tolerance, Std Resid = 
Standardized residuals, Mahal = Mahalanobis distance D, Cooks = 
Cooks’ distance, Model = various models 
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Figure 67. Partial regression plot - Stock price & NTA: Material sector 
 
Figure 68. Partial regression plot - Stock price & GDP: Material sector 
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Figure 69. Partial regression plot - Stock price & P/E: Material sector 
Healthcare Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of H1, I run the multiple regression analysis. After 
eliminating the noncontributing variable P/E, I considered two models in this case (see 
Table 32). Model 1 had only one predictor, GDP and Model 2 had two predictors, NTA 
and GDP. 
For Model 1, as shown in Table 32, adjR^2 = .76, for GDP, B = .024, t(42) = 
11.549, p = .001. 
For Model 2, as shown in Table 32, adj R^2 = .85; for GDP, B = .017, t(41) = 
7.869, p < .001; for P/E, B = 1.791, t(41) = 5.442, p = .001. Model 1 and Model 2 were 
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significant, but I choose Model 1 because of higher t statistics (t(42) = 11.55) and F 
statistics (F(42) = 133.37). 
The regression equation for predicting the stock price of H1 is Ŷ = -218.768 + 
.017*(GDP) + 1.791* P/E. The coefficient of determination is 85% with 95% CI. This 
model is useful. The transformed data used for the parametric analysis shows the 
discernible difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 70). The data also met other assumptions and shows the 
absence of outliers. With the transformed data that met all the parametric assumptions, I 
run the multiple regression. 
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Figure 70. Multiple Regression Plot: Stock price, NTA, GDP & P/E - Healthcare 
Financial Sector 
The multiple regression analysis was conducted to analyze the relationship 
between the stock price of F2 from the financial sector and the predictors NTA, GDP, 
and P/E. Model 1 had only one predictor, GDP. I eliminated the non-contributing variable 
NTA and P/E from the model (see Table 32). For Model 1, as shown in Table 32, adjR^2 
= .497, for GDP, B = .003, t(42) = 6.59, p = .001. 
 The regression equation for predicting the stock price of F2 is Ŷ = -26.53 + 
.003*(GDP). The coefficient of determination is 50% with 95% CI. The model is useful. 
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The transformed data used for the parametric analysis shows the discernible difference 
and shows the data met the assumptions of linearity, normality and heteroscedasticity 
(see Figure 71). The data also met other assumptions and shows the absence of outliers. 
With the transformed data that met all the parametric assumptions, I run the multiple 
regression. 
 
Figure 71. Multiple Regression: Stock price, NTA. GDP, & P/E - Financial 
Real Estate Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of R3 from the real estate sector, I run the multiple 
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regression analysis. After eliminating the non-contributing variable P/E, I considered two 
models in this case (see Table 32). Model 1 has only one predictor, GDP and Model 2 has 
two predictors, NTA and GDP. 
For Model 1, as shown in Table 32, adjR^2 = .789, for GDP, B = .012, t(42) = 
12.71, p = .001. 
For Model 2, as shown in Table 32, adj R^2 = .827; for GDP, B = .009, t(41) = 
8.159, p < .001; for NTA, B = -.006, t(41) = -3.189, p = .003. Model 1 and Model 2 were 
significant, but I chose Model 1 because of higher values of parametric statistics. As 
shown in Table 32, t statistics t(42) = 12.71. 
The regression equation for predicting the stock price of R3 was Ŷ = -135.575 + 
.012*(GDP). The coefficient of determination is 80% with 95% CI. The model is useful. 
The transformed data used for the parametric analysis shows the discernible difference 
and shows the data met the assumptions of linearity, normality and heteroscedasticity 
(see Figure 72). The data also met other assumptions and shows the absence of outliers 
(see Figure 73). With the transformed data that met all the parametric assumptions, I run 
the multiple regression. 
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Table 32 
Hypothesis 3 - Test Results: Healthcare to Real Estate 
Corp. B t(42) p F(42) p R^2 
H1 GDP .024 11.549 .001 133.373 .001 .755 
H1 GDP .017 7.869 .001 126.936 .001 .854 
P/E 1.791 5.442 .001 
F2 GDP .003 6.59 .001 43.425 .001 .497 
F2 GDP .002 5.619 .001 33.930 .001 .605 
P/E .440 3.539 .001 
R3 GDP .012 12.71 .001 161.538 .001 .789 
R3 GDP .009 8.159 .001 103.488 .001 .827 
NTA -.006 -3.189 .003 
Note. The test results on hypothesis 3 from the healthcare, financial and real 
estate sectors of the S&P 500. The stratified samples are corporations 
(Corp.) H1 through R3. GDP = gross domestic product of the United States. 
P/E = P/E. NTA = nontangible assets. B = unstandardized coefficient, t and 
F are the test statistics, p is the significance, R^2 is the coefficient of 
regression at 95% confidence interval. 
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Table 33 
Hypothesis 3 - Residual & Collinearity: Healthcare to Real Estate 
Corp. Tol Std Resid Mahal Cooks  Model 
H1 GDP 1.00 3.197 8.076 1.151  1 
H1 GDP .579     2 
PE .579   
F2 GDP 1.00 1.90 11.659 .118  1 
F2 GDP .865     2 
PE .865   
R3 GDP 1.00 3.89 8.647 1.28  1 
R3 GDP .541     2 
NTA .541   
Note. Hypothesis 3: Residual and collinearity statistics results from 
healthcare, financial and real estate sectors of S&P 500. The stratified 
samples are corporations (Corp.) H1 through R3. Tol = Tolerance, Std Resid 
= Standardized residuals, Mahal = Mahalanobis distance D, Cooks = Cooks’ 
distance, Model = various models 
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Figure 72. Multiple Regression: Stock price, NTA, GDP, & P/E – Real Estate 
 
Figure 73. Partial regression plot - Stock price & NTA: Real Estate sector 
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Figure 74. Partial regression plot - Stock price & GDP: Real Estate sector 
 
Figure 75. Partial regression plot - Stock price & P/E: Real Estate sector 
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Consumer Discretionary Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of CD1 from the consumer discretionary sector, I 
run the multiple regression analysis. With predictor GDP, I considered only one model 
(see Table 34). The NTA and GDP were the noncontributing variables in this case (see 
Table 35). 
For Model 1, as shown in Table 34, adjR^2 = .557, for GDP, B = .184, t(42) = 
7.42, p = .001. F statistics also showed the model is significant (F(42) = 55.07), p = 
.001). This result was consistent with hypothesis test 2 on CD1. 
The coefficient of determination is 56% with 95% CI (see Table 34). The 
regression equation for predicting the stock price of CD1 is Ŷ = -2673.28 + .184*(GDP). 
The model is useful. The transformed data used for the parametric analysis shows the 
discernible difference and shows the data met the assumptions of linearity, normality and 
heteroscedasticity (see Figure 76). The data also met other assumptions and shows the 
absence of outliers. With the transformed data that met all the parametric assumptions, I 
run the multiple regression. 
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Figure 76. Partial regression plot - Stock price & NTA: Consumer disc. sector 
 
Figure 77. Partial regression plot - Stock price & GDP: Consumer disc. sector 
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Figure 78. Partial regression plot - Stock price & P/E: Consumer disc. sector 
Consumer Staples Sector 
To analyze the correlation between the predictor variables, NTA, GDP, and P/E 
and the outcome variable stock price of CS1 from the consumer staples sector, I run the 
multiple regression analysis. Because all three variables were contributing to the model, I 
considered three models in this case (see Table 34). Model 1 has only one predictor, GDP 
and Model 2 has two predictors, GDP, and P/E, and Model 3 has three predictors, NTA, 
GDP, and P/E. 
For Model 1, as shown in Table 34, adjR^2 = .69, for GDP, B = .008, t(42) = 
9.831, p = .001. 
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For Model 2, as shown in Table 34, adj R^2 = .749; for GDP, B = .005, t(42) = 
5.162, p < .001; for P/E, B = .701, t(41) = 3.296, p = .002.  
For Model 3, as shown in Table 34, adj R^2 = .771; for GDP, B = .004, t(42) = 
3.087, p < .004; for NTA, B = .001, t(41) = 2.224, p = .032; for P/E, B = .992, t(42) = 
4.077, p = .001. As shown in Table 34. all three models were significant, but I chose 
Model 1 because of higher t statistics (t(42) = 9.83) and F statistics (F(42) = 96.65). 
The regression equation for predicting the stock price of CS1 was Ŷ = -70.203 + 
.008*(GDP). The coefficient of determination is 77% with 95% CI. The model is useful. 
The transformed data used for the parametric analysis shows the discernible difference 
and shows the data met the assumptions of linearity, normality and heteroscedasticity 
(see Figure 79). The data also met other assumptions and shows the absence of outliers 
(see Figure 82. With the transformed data that met all the parametric assumptions, I run 
the multiple regression. 
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Table 34 
Hypothesis 3 – Test results: Consumer Disc. &Consumer Staples 
Corp. B t(42) p F(42) p R^2 
CD1 GDP .184 7.421 .001 55.074 .001 .557 
CS1 GDP .008 9.831 .001 96.65 .001 .690 
CS1 GDP .005 5.162 .001 65.108 .001 .749 
P/E .701 3.296 .002 
CS1 GDP .004 3.087 .004 49.229 .001 .771 
P/E .992 4.077 .001 
NTA .001 2.224 .032 
Note. The test results on hypothesis 3 from consumer discretionary and 
consumer staples sectors of the S&P 500. The stratified samples are 
corporations (Corp.) CD1 through CS1. GDP = gross domestic product of the 
United States. P/E = P/E. NTA = nontangible assets. B = unstandardized 
coefficient, t and F are the test statistics, p is the significance, R^2 is the 
coefficient of regression at 95% confidence interval. 
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Table 35 
Hypothesis 3 - Residual & Collinearity: Consumer Disc. & Staples 
Corp. Tol Std Resid Mahal Cooks  Model 
CD1 GDP 1.00 5.175 4.679 .319  1 
CS1 GDP 1.00 4.892 9.875 .146  1 
CS1 GDP .477     2 
P/E .477   
CS1 GDP .314     3 
P/E .385   
NTA .658   
Note. Hypothesis 3: Residual and collinearity statistics results from 
consumer discretionary and consumer staples sectors of S&P 500. The 
stratified samples are corporations (Corp.) CD1 through CS1. Tol = 
Tolerance, Std Resid = Standardized residuals, Mahal = Mahalanobis 
distance D, Cooks = Cooks’ distance, Model = various models 
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Figure 79. Multiple Regression: Stock price, NTA, GDP, & P/E – Cons. staple 
 
Figure 80.  Partial regression plot - Stock price & NTA: Consumer staples 
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Figure 81. Partial regression plot - Stock price & GDP: Consumer staples 
 
Figure 82. Partial regression plot - Stock price & P/E: Consumer staples 
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Summary: Hypothesis Test 3 
The predictor variables in the multiple regression analysis were NTA, GDP, and 
the P/E and the stock price was the outcome variable. In this study, I empirically 
analyzed to what extent the NTA, GDP, and P/E reflected in the stock price. The 
scatterplots of standardized predicted values and standardized residuals showed the data 
of corporations from the industry sector were normally distributed and met other 
assumptions of linearity, independence, homoscedasticity (see Figure 14). From the 
multiple regression analysis, only three corporations’ stock price is predictable with all 
the three predictors. The stock price of 19 corporations was found to be predictable with 
two factors and 24 corporations with one factor. 
Runs Test 
After the regression analysis, I move to the next stage of runs test. As shown in 
Figure 1, the next process of the research is to analyze whether the stock market is weak-
form efficient and the stock price follows a random walk. By testing hypothesis 1, I have 
evidence that there was no statistically significant correlation between NTA and the stock 
price of 11 corporations from the 56 samples. However, the NTA of the remaining 45 
corporations were significantly correlated with the stock price.  
 By employing the run test on a randomly selected sample corporation, I4, I tested 
the weak-form EMH. For that purpose, I used the stock prices of 56 corporations from 
Q4 2007 to Q3 2018 for the runs test. However, I present only the results of I4 from 
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industrial sector. There were 18 runs (r =18), 13 positive (n1 = 13) and 30 negative (n2 = 
30) changes happened during the 11 years. The number of runs (r = 18) were within the 
upper limit (UL = 22.01) and the lower limit (LL = 16.27). At 95% CI, r falls within the 
upper limit and the lower limit, the null hypothesis H0 was rejected. This result implied 
that the stock market was weak-form efficient and the EMH holds. However, I failed to 
reject the null hypothesis in 26 cases when I tested the EMH by using the runs test on 45 
corporations. 
When the random walk holds, the probability of increasing and decreasing the 
stock price must be the same, 50%. For 44 quarters (N = 44), the expected number of runs 
is 22. Momentum investors rejects the random walk theory. The momentum investors 
assume a price increase implies a further price increase and vice versa (Brigham & 
Ehrhardt, 2016). When the number of runs, r is between the lower limit and the upper 
limit, the market is weak-form efficient. 
Summary 
To test the three research hypotheses, I collected appropriate and proximate data 
on IA, goodwill, P/E, and the stock price for 56 corporations of the S&P 500 from SEC 
and macroeconomic data from the BEA. The data covered 44 quarters from Q4 2007 to 
Q3 2018. By using the stratified random sampling method, I selected 56 corporations as 
the GPower software program recommended 55 as the required sample at 80% 
confidence level for a two-tail regression analysis. There were 9900 data points in total, 
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and the raw data required many data transformations to comply with the assumptions of 
regression analysis such as linearity, independence, normality, and homoscedasticity. To 
test the assumptions, I employed various statistical methods such as residual scatterplot 
and normality P-P Plot. By using simple regression, in hypothesis 1, I statistically 
analyzed to what extent NTA reflected in the stock price and hypothesis 2, I analyzed to 
what extent GDP reflected in the stock price. For 45 corporations, the correlation 
between NTA and the stock price is statistically significant, however, 11 cases failed to 
show any significance. From the hypothesis test 2, I found the GDP and the stock price 
are correlated in 53 cases and found no evidence of correlated in 3 cases. In hypothesis 
test 3, by employing multiple regression I analyzed to what extent the combination of 
NTA, GDP, and the P/E reflected in the stock price; GDP and P/E were included to 
control all the extraneous variables. With the combination of all the three predictors with 
the coefficient of determination above 80% at 95% confidence level, I could predict the 
stock price of only three corporations. When I test the weak-form EMH by using the runs 
test, I found 19 corporations follow the random walk however, 26 corporations failed. 
That implies the arbitrage opportunity exists in stock market. In Chapter 5, I discuss the 
results in detail and explain the limitations, recommendations, and implications of this 
study on positive social change. 
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Chapter 5 Discussion, Recommendation, and Conclusion 
Introduction 
In this research, to empirically analyze the implications of NTA and the 
macroeconomic parameter on the stock price, I engaged with 9900 data points on 
financial data of 56 corporations of the S&P 500 and the economic parameter of the 
United States for 44 quarters from Q4 2007 to Q3 2018. To what extent NTA reflected in 
stock price was the first research question (RQ1) and I found the statistical evidence from 
the analysis to answer the RQ1. The results showed that NTA and the stock price of 45 
corporations out of 56 samples were statistically correlated. However, there was no 
evidence that that of 11 corporations were correlated. To what extent the GDP reflected 
in the stock price was the second research question (RQ2) and found the statistical 
evidence to answer the RQ2. I have compelling evidence that the GDP of 53 corporations 
out of the 56 samples studied were statistically correlated, but no evidence in the case of 
three corporations. To what extent the NTA, GDP and the P/E reflected on the stock price 
was the third research question (RQ3) and I also found the statistical evidence to answer 
RQ3. The answer to RQ3 led to creating the best fit model for predicting the stock price. 
In the following section of Chapter 5, I present the key findings, interpretations of the 
findings, implications of the study, limitations, recommendations, and the significance of 
this research on positive social change. 
279 
 
 
Key Findings 
Correlation between NTA and Stock Price 
The results from the simple regression analysis on the statistical correlation 
between NTA and the stock price are: 
1. Out of 56 corporations selected as stratified sampling from the S&P 500 
for the quantitative research that constitute financial data for 44 quarters 
from October 2007 through September 2018, the results show that 45 
corporations have a statistically significant correlation between NTA and 
the stock price. However, for 11 corporations, there is no evidence for a 
statistically significant correlation between NTA and their respective stock 
prices. The combined NTA of these 11 corporations for Q3 2018 was 
$531.64 billion that has no statistically significant correlation with their 
stock prices. (H5, I2, I3, U2, M1, E1, F7, H6, CD8, I4, and F5). 
2. The correlation between NTA and stock price of all the corporations 
sampled from the sectors such as information technology, 
telecommunication services, real estate, and consumer staples is 
statistically significant (see Table 6 through Table 27). However, the three 
corporations from the industrial sector alone have no significant 
correlation with NTA (see Table 6), 
280 
 
 
3. The NTA of 38 corporations has a positive correlation with their 
respective stock prices, while NTA of seven corporations has a negative 
correlation and 11 corporations have no statistically significant 
correlation. The negative correlation between NTA and the stock price of 
seven corporations is a serious concern.  
4. The results shown that for each one million dollars increase in the NTA, 
the stock price of four corporations had increased by more than 10 cents 
(U2, CD5, CD8, and CD1) while the stock price of four corporations had 
decreased by more than 10 cents (CD5, U3, CD8, and E2). 
5. For three corporations, (R1, IT6, I6) their NTA can explain over 80% of 
the variance in stock price (see Table 6, Table 7 & Table 14). NTA can 
explain from 60% to 80% of the variance in stock price of 14 corporations. 
For another 14 corporations, NTA can explain from 30 to 60% of the 
variance in stock price. For the other 14 corporations, NTA can explain 
less than 30% of the variance in stock price. However, for 11 corporations, 
there was no statistically significant correlation between NTA and the 
stock price. 
Correlation between the GDP of the United States and Stock Price 
The results from the simple regression analysis on the statistical correlation 
between GDP and the stock price are: 
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1. I have evidence that 53 corporations out of 56 stratified samples had a 
statistically significant correlation between GDP and their respective stock 
prices. However, three corporations (F1, E1, and E3) had no statistically 
significant correlation between GDP and their stock prices (see Table 19 
and Table 24). 
2. At 95% CI, for the slope to predict the stock price from GDP was higher 
than .010 for 27 corporations; thus, for each one billion dollars increase of 
GDP of the United States, the stock price of 27 corporations increases by 1 
cent. The corporation, CD1 from the consumer discretionary sector tops 
the list with 18.4 cents increment and the corporation, and the corporation 
F1 from the financial sector was at the bottom of the list with a tenth of a 
cent increment for each one billion dollars increase of GDP of the United 
States (see Table 13). 
3. The coefficient of determination, R^2 was above 80% for 33 corporations, 
between 60% to 80% for 12 corporations, between 30% to 60% for six 
corporations, and less than 30% for two corporations (see Table 17 
through Table 27).  
4. In the energy sector (E1 and E3), there were either no significant 
relationship or less significant relationship between GDP and their stock 
prices (see Table 8). 
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5. The GDP can explain over 90% of the variance in the stock price of 12 
corporations R1, I6, CS2 U1, U2, IT1, IT4, U3, IT6, H5, R3 & M4 (see 
Table 25, Table 17, Table 27, Table 20, Table 18, Table 23 & Table 22). 
Interpretation of Findings 
Correlation between NTA and Stock Price  
According to Cochrane (2013), the expected investment growth must link to 
expected stock return, but many empirical studies have proved otherwise. This empirical 
study has evidence that the NTA of seven corporations have negative correlations with 
the stock price and 11 corporations have no statistically significant correlation between 
NTA and the stock price. This result was consistent with the previous studies. 
By using the methodology proposed by Gu and Lev (2017), another recent study 
claims that the IAs have a positive and significant relationship with stock performances 
for the computer software and hardware sector (Basso, de Oliveira, Albuquerque, 
Kimura, & Braune, 2015). I have statistical evidence that the NTA of seven corporations 
out of eight samples from the information technology sector were statistically correlated 
with their respective stock prices (see Table 7). 
The NTA drives shareholder values, business growth, and are the ultimate capital 
efficient strategy, but the business community still needs to find ways to better leverage 
the value of already existed NTA (Sherman, 2018). As shown in Table 1, based on the 
Securities and Exchange Commission (SEC) data, the NTA, sum of IA and goodwill, 
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constitute a significant portion of corporate assets (SEC, 2018). In three years, from 2014 
to 2017, NTA of 30 large corporations from the United States increased by $272.11 
billion. Further, the NTA of these corporations increased to $1.02 trillion in 2017 (SEC, 
2018). Bryan, Rafferty, and Wigan (2017) claimed that IA is elusive in many instances. 
From this study, I have statistical evidence that NTA and stock price of 11 corporations 
have no significant relationship and for seven corporations the correlation was negative. 
Investment on R&D is a significant part of NTA which is a strategic asset that may not 
reflect in the present stock price. However, it adds value in the long run. Saad and 
Zantout (2014) argued that the large firms that significantly increase R&D expenditure 
experience negative abnormal returns for three years. The evidence from the robust 
statistical tests of this research are consistent with previous studies. 
Correlation between GDP and Stock Price 
From this research, I have compelling evidence that 53 corporations out of 56 
stratified samples have a statistically significant correlation between GDP and their 
respective stock prices. Whether that correlation was due to GDP or the stock price or the 
result of the successful implementation of macroeconomic policies of the government 
was beyond the scope of this research. The evidence shows that corporation CD1 from 
the consumer discretionary sector tops the list with 18.4 cents increment in stock price for 
every one billion dollars increase on GDP (see Table 26). 
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From this study, I have statistical evidence that the GDP can explain over 80% of 
the variance in the stock prices of 33 corporations. For 12 corporations, GDP can explain 
from 60% to 80% of the variance in their stock prices; for another six corporations, GDP 
can explain from 30 to 60% of the variance in their stock prices; for two corporations, 
GDP can explain less than 30% of the variance in their stock prices. However, for three 
corporations, the GDP and their stock prices were not statistically significant. 
The results show that the stock price of corporations from the consumer-related 
sectors such as consumer staples, consumer discretionary, information technology, and 
health care are strictly related to GDP. GDP can explain over 80% of the variance in 
stock prices of: 
• four corporations out of four samples from the consumer staples sector 
(CS1, CS2, CS3, and CS4) 
• three corporations out of eight samples from the consumer discretionary 
sector (CD4, CD6, and CD7) 
• five corporations out of eight samples from the information technology 
sector (IT1, IT4, IT6, IT7, and IT8) 
• five corporations out of six samples from the healthcare sector (H1, H3, 
H4, H5, and H6), 
The other sectors that were strictly related to GDP were, materials, industrial, real 
estate, and telecommunications but financials and energy were not. The corporations that 
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were not performing well as their counterparts (CD1, CD2, CD3, CD5, and CD8; H2; 
IT2, IT3, and IT5) should find the reason for better prospects. 
The study found evidence that GDP can explain over 90% of the variance in the 
stock price of 12 from the industrial sector. GDP can explain over 90% of the variances 
in the stock price of few other corporations. They are two corporations from the real 
estate (R1 and R3), one from the industrial (I6), one from consumer staples (CS2), three 
from utilities (U1, U2, and U3), three from the information technology (IT1, IT4, and 
IT6), and one from the materials sector (M4). 
Correlation between NTA, GDP, P/E, and Stock Price 
From the simple regression analysis (Ha1 and Ha2), I found evidence that only 
three corporations for which NTA can explain over 80% of the variance in their stock 
prices. However, the Ha2 result show that GDP can explain over 80% of the variance in 
the stock price of 33 corporations. The multiple regression analysis (MRA) confirmed 
these results. When I used three predictors (NTA, GDP, and P/E) in MRA, in 28 cases, I 
eliminated both NTA and P/E from the model because they did not significantly 
contribute to the model. In 19 cases, I used either one of NTA or P/E (see Table 28 
through Table 35).  
As shown in Table 29, I4 from the industrial sector has two models. Model 1 has 
only one predictor GDP. Because NTA and P/E were non-contributing variables, I 
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excluded them from the model. However, Model 2 has two predictors, GDP, and P/E. I 
excluded NTA from the model as it was a noncontributing variable. 
The IT6 from the information technology sector has three models (see Table 29). 
However, I chose Model 1 because of higher t-value (t(42) = 15.316) and higher F-value 
(F(42) = 234.59) (see Table 29). Similarly, I chose Model 1 of U1 for the same reasons 
(see Table 31). In the MRA, all the models from various sectors show that the GDP was 
the significant contributor in the model than NTA (see Table 28 through Table 35). This 
evidence was consistent with the evidence obtained from the test results on hypothesis 1 
and hypothesis 2. This consistency of the results from this study showed the conclusions 
were not due to chance. For that reason, I did not violate Type I errors and Type II errors. 
The model reflected the statistical significance of the variables, NTA, GDP, and P/E to 
predict the outcome variable, stock price. That concluded to what extent to which the 
macroeconomic parameter GDP and NTA of 56 corporations from 11 industry sectors of 
the S&P 500 reflected in the stock price. 
Runs Test 
By testing hypothesis 1, I had evidence that there was no statistically significant 
correlation between NTA and the stock price of 11 corporations from the 56 samples. 
However, the stock price and NTA of the remaining 45 corporations were significantly 
correlated. As shown in Figure 1, the next process of the research was to analyze whether 
the stock market was a weak-form efficient and the stock price follows a random walk. 
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 By employing the run test on a randomly selected sample corporation, I4, I tested 
the weak-form EMH. For that purpose, I used the stock price of 56 corporations from Q4 
2007 to Q3 2018. When the random walk holds, the probability of increasing and 
decreasing the stock price must be the same, 50%. For 44 quarters (N = 44), the expected 
number of runs is 22. The number of runs varies in all the 56 cases. For 30 corporations, 
the number of runs (r) was within the upper limit (UL) and the lower limit (LL). At 95% 
CI, r falls within the upper limit and the lower limit, the null hypothesis H0 was rejected. 
I rejected the null hypothesis for 19 corporations. However, I failed to reject the null 
hypothesis for another 26 corporations. The evidence was not enough to prove that the 
stock market was weak-form efficient. However, I accomplished the primary objective of 
this research from the results of the three hypotheses testing, thereby quantify the extent 
to which the NTA and the macroeconomic parameters reflected in the stock price. 
Limitations 
All the data NTA, GDP, P/E, and the stock price used in this study were in ratio 
scale and assumed error-free. However, measuring and reporting NTA to comply with 
various accounting principles was a challenge. I used the secondary data from the annual 
reports of corporations that the SEC publish periodically and the data on GDP from BEA. 
BEA is the “source of accurate and objective data” on the economy of the United States 
(United States Department of Commerce, 2015). 
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Evaluating all the IAs and determining their relationship by using performance 
indicators was a critical issue in modern economies (Mehrazeen, Froutan, & Attaran, 
2012). The subjective and theoretical factors affect the valuation of the IA, and this varies 
for every corporation and in every sector, but the values of IA from the quarterly reports 
of corporations from the SEC website are acceptable. Accounting standards do not permit 
to include IA that the corporations create internally. The two accounting standards such 
as the GAAP and FASB treat the NTA differently. Hence foreign corporations that listed 
on NYSE file their financial reports only annually in their standard (FASB) are critical 
for comparative evaluation. Lack of quarterly report of foreign corporations listed on 
stock exchanges in the United States may limit the in-depth analysis. 
One of the theoretical frameworks of this study was the arbitrage pricing theory, 
in which Ross (1976) assumed that many factors affect the stock performance but did not 
specify those factors. This study included only NTA and GDP as the significant predictor 
variables since the objective was to find the extent to which they affect the stock price. 
However, many internal factors, such as investments, liabilities, and NTA, or external 
factors, such as interest rate, exchange rate, money supply, and GDP affect the stock 
price. 
This empirical study included only the secondary data from 56 corporations listed 
on NYSE and NASDAQ. However, there were 19 stock exchanges in the world whose 
market capitalization was over $1 trillion each, and they accounted for 87% of the global 
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market capitalization as of April 30, 2018 (WFE, 2018). Incorporating all the 
corporations listed in the stock exchanges from around the world was beyond the scope 
of this dissertation. Hence, the stratified sampling method had been employed to select 56 
corporations from every GICS sectors to incorporate the general characteristics of the 
various corporations of the S&P 500, listed in NYSE and NASDAQ. This selection 
procedure eliminated the limitations caused by having a bias in selecting samples; 
however, it covered only a small portion of the global market. 
The relevant information that may significantly affect the stock price were many, 
but in this study, I included only three factors such as NTA (IA and goodwill), GDP of 
the United States, and P/E. After determining or calculating the variables, I employed the 
analytical program such as the SPSS to determine the relationship between the variables. 
Many assumptions related to the statistical analysis that is evident in other quantitative 
studies are also another limitation of this study.  
According to EMH, all relevant information reflects in the stock price. That 
relevant information can range from country risk and business risk to the competitive 
edge of corporations. However, in this study, I could include only a few variables to 
understand the stock market phenomenon because of the limitations of the dissertation 
process and available resources which included the time limit. 
Recommendations of the Study 
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The objective of this quantitative study was to empirically quantify the correlation 
between the NTA, P/E, GDP, and stock price. The results revealed how efficiently the 
past information reflected in the stock price which is a test on EMH. This study did not 
intend to provide additional information about the causality in the form of a qualitative 
study, but rather a relational study to determine the significant factors that affect the stock 
price. Little information existed on growth factors and rate of growth on small and 
medium enterprise (SME) (Brebero, Carlos Castillas & Barringer, 2011). Moreover, from 
the 1995-2014 data, Tripti and Arnav (2015) claimed that GDP and inflation did not 
affect the stock returns in the BRICS markets. More research is needed to seek a different 
perspective by testing the hypotheses on SME, medium-cap, and large-cap corporations 
with other macroeconomic parameters in a different context. 
There may be a gap in the literature on the long-term value of NTA. The IA and 
goodwill form a significant part of the financial statements that is the value of 
information and knowledge and creates competitive advantage, market capitalization, and 
corporate growth (Peng, Lai, Chen, & Wei, 2015; Saad & Zantout, 2014). However, 
many developing countries including Malaysia developed IA at a slow pace; since 2004 
Malaysia was developing IA at a significantly higher rate that was consistent with 
America, Europe, and Australia (Salamudin, Bakar, Ibrahim & Hassan, 2010). The 
industry needs more research in developing countries to analyze the financial 
implications of IA and goodwill and their relationship with stock price. 
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Accounting standards of the firm often lead to value-destroying decisions (Stern 
& Willett, 2014). The GAAP requires to write off intangible investments such as R&D 
and training in the year that expensed. These constraints may cause the underinvestment 
in the intangibles and wealth destruction which is another area for scholarly research. 
The EMH and APT enabled the derivation of the hypothesis and the incorporation 
of different variables in this study. The variables in this study were the NTA, GDP, P/E, 
and the stock price. However, the theories allow the use of different variables such as 
earnings per share (EPS), real GDP, or interest rate in other hypotheses. This study 
allows the discourse community to explore similar studies in a different context and 
various stock market indices with different variables such as dividend yield, basic net 
income per share, exchange rate, interest rate. 
In the Keynes’ analysis, the investment expenditure is a factor that affects the 
interest rate, but today, many factors, such as transaction cost and capital gain tax, play a 
prominent role in choosing investment strategies. These variables can be the predictors in 
relational studies in the future. For further expanding the knowledge created from this 
research, the Neo-Keynesian researchers could explore the consequences of 
macroeconomic policies or accounting standards on the value of NTA and stock 
performances. 
The two cognitive biases that may affect the investment decision are home bias 
and recency bias (Bianchi, Guidolin & Ravazzolo, 2017). The home bias is the tendency 
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to invest large equities in a domestic market because many investors are not familiar with 
the opportunities and threats in a foreign market. The study on the effect of 
macroeconomic variables on the stock market of a foreign country could eliminate that 
home bias of many investors. 
The sustainable growth of the corporation, expected return, and the overall 
economic growth are the objectives of the long-horizon investment in stocks. The link 
between human capital, which is one of the intangible assets, and economic growth 
remains critical to the empirical analysis, because of the measurement issues related to 
human capital stock (Skare & Lacmanovic, 2016). In this study, I did not calculate the 
value of NTA separately but directly obtain from the corporations’ financial reports at the 
SEC. This procedure delimits the tedious and critical process of measuring the NTA and 
adds validity to this study. 
Significance to Social Change 
This research, the outcome of many years of dedication, prepared me to become 
an independent researcher and provided a different perspective on the stock market. The 
‘nontangible assets’ that I created for my life during this research will yield better 
prospects and will undoubtedly change the quality of my life, and the positive change 
starts from me. The compelling evidences from my research may inspire and awaken 
many shareholders to wisely use the resources for creating wealth in a socially 
responsible manner. 
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The evidence from this research on the implications of NTA and the economic 
parameter on the stock price of 56 corporations listed on NYSE and NASDAQ was 
compelling. By relying on the evidence, the stakeholders could focus on the value of 
NTA that was absent from all the valuation methods for informed investment decisions or 
policy-making (see Table 2). Informed investments create wealth which drives the 
economy. The findings of this research provide a new perspective and hope for making 
informed investment decisions for wealth creation. Without economic prosperity, social 
change is challenging. 
Investors must choose the investment strategy judiciously for long-term stock 
investments for sustainable growth. The results of this study on the factors that 
significantly drive the stock price enable the investors to make intelligent investment 
decisions. Stocks are an excellent medium to build wealth, but only for those investors 
who know what they can accomplish, how to utilize the opportunities, and adapt to the 
volatile stock market environment. 
Many studies claim that there is a positive correlation between social changes, the 
growth of organizations, and the growth of the global economy. The information on the 
effect of macroeconomic parameters and the combined effect of different factors that 
significantly affect the stock price of corporations may help the stakeholders for 
efficiently employing the limited resources for sustainable growth, which is a corporate 
social responsibility. This research was all about finding an analytical method to aid more 
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informed stock investment decisions and the wealth creation for the goodwill of society. 
Condorcet (1796), the French philosopher, mathematician, and political scientist claim 
that finance and economics could solve many fundamental problems of humankind. 
Socially responsible wealth creation, sustainable growth, and preserving the limited 
resources are the necessary factors for a positive social change.  
Conclusion 
Sherman (2018) claimed that NTA drives shareholder value, business growth, and 
the ultimate capital efficient strategy, but the business community needs to find a way to 
better leverage the value of already existed NTA. The goal of this empirical research was 
to quantify the correlation between NTA, GDP, P/E, and the stock price. From this study, 
I have statistical evidence that the NTA of seven corporations have negative correlations 
with the stock price and 11 corporations have no statistically significant correlation 
between NTA and the stock price. In the stock market analysis, Ross (1976) claimed the 
macroeconomic parameters ccould be factors in a linear function. I found statistical 
evidence that the macroeconomic parameter, GDP can explain the variance in the stock 
price of 95% of the samples in this study and GDP is a factor in the linear functions of 
the models. These results are consistent with the previous studies that show the 
conclusions are not due to chance and I did not violate Type I errors and Type II errors. 
Epistemology is the study of pure knowledge and evidence, and in this research, I 
justified the claims based on evidence that has good quality, logic, and reason. 
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According to systems theory, many interconnected factors may affect the stock 
price, but this research is not feasible to incorporate all the factors that may affect the 
stock price. Growth needs enough cash flow to sustain it, and stocks are the financial 
vehicles for the corporations to raise funds to expand. Investors use various metrics and 
models for stock selections even if they have less success they are industry practices. 
There is no justification for using extremely complex forecasting models that integrate 
both technical and fundamental analyses because various unpredictable factors drive the 
market. This research was an attempt at finding an answer to the pivotal question in 
finance: is the stock market efficient and how significantly do NTA and the 
macroeconomic factor affect the stock price? By empirically analyzing the data, I found 
the answer to the three RQs with compelling evidence that are consistent with previous 
studies. 
The significance for positive social change from this research is knowledge from 
this research about the implications of NTA and GDP on the stock price that the 
investors, policymakers, and other stakeholders could use for preserving the limited 
resources and strategically creating wealth. The stakeholders may derive many other 
practical insights and potential breakthrough on policy-making regarding non-tangible 
assets from the results of this research in which I empirically analyzed data (9900 data 
points) for 44 quarters from October 2007 to September 2018, on financial statements of 
56 corporations of the S&P 500 and the GDP of the United States.  
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Appendix 
Table 36 
56 Sample Corporations from the S&P 500 
Ticker Symbol Corporation 
AAPL Apple Inc 
ADBE Adobe Systems Inc 
AMGN Amgen Inc 
AMT American Tower Corp. A 
AMZN Amazon.com Inc 
APC Anadarko Petroleum Corp 
APD Air Products & Chemicals Inc 
BA Boeing Company 
BAC Bank of America Corp 
BAX Baxter International Inc 
BBY Best Buy Co. Inc 
BLL Ball Corp. 
CAT Caterpillar Inc 
CBS CBS Corp. 
CSCO Cisco Systems 
CTL CenturyLink Inc. 
CTXS Citrix Systems Inc 
CVX Chevron 
DAL Delta Airlines Inc 
DIS Disney World 
DOV Dover Corp 
DUK Duke Energy Corp 
EBAY eBay Inc 
ED Consolidated Edison Inc. 
EQIX Equinix Inc 
FITB Fifth Third Bancorp 
GE General Electric 
HD Home Depot 
HIG Hartford Financial Services Group 
HON Honeywell Int’l Inc. 
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Ticker Symbol Corporation 
HSY The Hershey Company 
IBM International Business Machines 
JNJ Johnson & Johnson 
JPM JP Morgan Chase & Co 
KO Coco-Cola Company (The) 
LLY Lilly Eli & Co 
MAA Mid-American Apartment Communities Inc 
MCD MacDonald’s Corp. 
MET MetLife Inc. 
MMM 3M Corporation 
MRK Merck & Co 
MSFT Microsoft 
NIK Nike 
NOV National Oilwell Varco Inc. 
ORCL Oracle Corp 
PFE Pfizer Inc. 
PG Proctor and Gambler 
PNW Pinnacle West Capital Corp. 
PX Praxair Inc. 
RL Polo Ralph Lauren 
SCHW Charles Schwab Corporation 
SHW Sherwin-Williams 
T AT&T Inc 
VZ Verizon Communications 
WMT Wal-Mart Stores 
 
 
