The need for high performance resource allocation schemes for Virtual Private Networks (VPNs) has led to the proliferation of algorithms for VPN resource allocation. It was found that most works on VPN resource allocation focused either on admission control or link reservation on the network. Also, review of relevant literatures has revealed the need for a resource allocation/scheduling scheme whose algorithm will be able to allocate bandwidth and memory resources to different VPNS sharing the same link to the network service provider. Resources should be allocated in such a manner that utilization is optimal while VPN endpoints or customers receive services that do not undermine the service-level agreement (SLA) with the service provider. MATLAB Simulink was used to design a simulation model for analysing the VPN access network obtaining and comparing results for the link bandwidth utilization, buffer memory utilization and packet loss rate performances of the RDVNP (Robust Dynamic Virtual Network Provisioning) algorithm against the DWARF-Net (Dynamic bandwidth Allocation and guarantee on Resource Fairness) algorithm. From the results obtained, DWARF-Net algorithm's performance was better than the RDVNP's algorithm in almost all parameters tested on. On bandwidth utilization, DWARF-Net had an average channel utilization of 61.23% against RDVNP's 48.28%, on buffer utilization 42% for DWARF-Net, 41% for RDVNP and average loss rate average of 1 Packet/second for DWARF-Net against 20 Packets/second for RDVNP. From the simulation analysis and result of this work, DWARF-Net is recommended as an optimal performing algorithm for VPN resource allocation.
Introduction
For long, traditional Private Networks (PNs) were established by connecting Private Network sites (e.g., campuses or branch offices of enterprises) with leased lines over a Wide Area Network (WAN). Since these lines were dedicated lines, security and bandwidth guarantees were assured [1] . As enterprises and other customer's network sites proliferated and spread globally, the number of endpoints of PN's sites has spread while the endpoints got more geographically dispersed. The distance between endpoints in a Private Network is directly proportional to the fee or cost of providing the links in the private network. Thus, connecting a large number of dispersed PN sites with dedicated lines became very expensive. As a result, there was a need for a cheaper readily available alternative to the PNs. The remedy was provided by developing the Virtual Private Network (VPN) services which runs over the public network's backbone or over the public Internet. This method has been quite successful in making VPNs ubiquitous in interconnecting Private network sites. Virtual Private Network which is described as "a way to simulate a Private Network over a Public network, such as the Internet" [2] , is called "Virtual" because it depends on the use of virtual connections; that is, temporary connections that have no real physical presence but consist of packets routed over various machines on the Internet on an ad hoc basis. Secure virtual connections can be created between two machines, a machine and a network, or two networks [2] .
The main challenge facing the VPN has been the need to provide performance guarantees comparable to those obtained in a traditional Private Networks implemented over a Wide Area Networks (WAN) using dedicated leased-lines [1] .
Traditional VPN services are offered based on two major paradigms: Overlay Virtual Private Networks where the Service Provider provides virtual point-to-point links between customer sites and Peer-to-Peer Virtual Private Networks where the Service Provider participates in the customer routing. Initially, traditional VPN implementations were built on the overlay model. In this paradigm, the Service Provider sells virtual circuits between customer sites as a replacement for dedicated point-to-point links. The overlay model has a number of drawbacks, most important of them being the need for the customer to establish point-to-point links or virtual circuits between sites. For "n" number of point to point sites, ((n) (n − 1))/2 numbers of links or virtual circuits were needed in a best-case scenario. For example, for a full-mesh connectivity between four sites, you will need a total of 6 point-to-point links or virtual circuits [3] . In order to overcome these drawbacks (particularly in Internet Protocol-IP based customer networks) and provide the customer with optimum data transport across the Service Provider backbone, another model called peer-to-peer VPN was introduced where the Service Provider actively participates in customer routing, accepting customer routes, transporting them across the Service Provider backbone and finally propagating them to other customer sites [3] .
These traditional VPNs models had some major challenges namely: the in-
ability of IP to support QOS when using the peer-to-peer model. Also in the traditional VPN overlay model (i.e. an IP network with an ATM backbone) to make communication between "N" routers in IP network, a mesh of the order "NxN" is needed in the ATM backbone. Similarly, ATM networks are mainly used for backbones rather than at end user, converting IP to ATM cells and back can incur a huge overhead to the system. Furthermore, all the routers using the Internet Protocol within same IP-over-ATM network are adjacent to each other.
If there is any topology change and update in the network occurs, the update will be sent to all routers in that network. Keeping in mind N 2 mesh within IP over ATM network, there will be N 4 topology update messages for a single topology update in the network. Consequently large computation is required with the increasing number of routers in IP over ATM networks; as such the overall scalability is decreased. Lastly as ATM network within core is capable to provide QOS parameters, yet QoS available at link layer can't be extended to IP layer as IP does not support any QoS guarantee [4] .
In recent years, the Multiprotocol Label Switching (MPLS) has emerged as a worthy replacement for IP and the overlay VPNs (ATM and Frame Relay).
MPLS VPN combines the best features of traditional Overlay and Peer-to-Peer
VPNs; enabling the Provider Edge routers (PE) participate in customer routing, guaranteeing optimum routing between sites, easy provisioning and customers can use overlapping addresses. The PE routers carry a separate set of routes for each, making it seem like each customer is connected to a dedicated PE router.
The basic aim of a VPN service provider is to improve the utilization of network resource while satisfying the user's profiled-traffic demand as contained in the Service Level Agreement (SLA), that is to say, the bandwidth reserved for VPN must be utilised optimally, while the QoS of the VPN services to the customer should be satisfied [5] . Thus, this paper emphasis on how best to effectively control the utilization of the link and guarantee the QoS for each traffic class, using the hose model to provision VPN QoS. In order to realize the objectives of this work, the remaining part of this work is organised as thus: Section II will provide an insight to MPLS network, MPLS VPN and other research works on QoS and resource allocation schemes for MPLS VPNs. While in Section III, the models for the selected VPN schemes are studied and adopted. Furthermore, in section IV simulation results are obtained, presented and discussed and finally, in Section V, conclusions are drawn from findings.
Literature Review
Multi-Protocol Label Switching started out as tag switching by Cisco Inc., it was developed to solve the problems facing the major WAN technologies, IP and ATM [6] . The challenges of IP networks were due to its destination based routing which required each router in the link to independently look up for the "best route" to route traffic to a particular destination IP address. Hence some links which were seen as having low bandwidth or more cost were avoided in favour of higher bandwidth or less costlier links thus creating the what is called the "Fish problem" [7] . This result in frequent congestions in the over-used links while leaving other links unutilised. Thus, the only way out was to use those unutilised routes for policy based routing but this method was not scalable. ATM was introduced to solve this problem by using the virtual paths and virtual circuits, using Virtual Channel Interface and Virtual Path Interface to create switched paths for cells. ATM was optimised to carry voice and multimedia traffic with little delay, but it came at a price, each cell was 53 bytes long with 5bytes
header. For very large file transfer in the same direction or trying to implement a very large WAN i.e. the internet through an ATM Network backbone would be problematic as scalability and the relatively large header bytes would cause a large overhead costs to the network [8] . MPLS solved these problems by attaching a short label (32 bits) to an IP packet header or the header of any datagram traffic passing through its network. Packet forwarding is then implemented based completely on the contents of the label rather than the contents of the IP address [9] . In MPLS, a label is mapped to an egress (exit) router rather than routing protocol, such as OSPF or ISIS, can accomplish this task [10] . Label switching can appropriately be described as a forwarding model allowing streamlined forwarding of data by using labels to identify classes of data packets which are treated indistinguishably when forwarding [11] .
Two popular models are used to describe QoS in the VPN framework, they are the "pipe" model and the "hose" model which are explicitly covered in [12] [13]. In the Pipe model (also known as the "customer pipe" model) a VPN ser- Several researches has been carried out on MPLS-VPN networks mostly in the area of QoS provisioning, a brief review of these works is thus presented:
According to [12] ing of reservations at the Hose's peak rate between any two service endpoints, has very low efficiency and the over-provisioning factor, i.e. the bandwidth requirement has been found to increase linearly with the number of nodes in the network, thus making this approach inappropriate for practical application as scalability becomes an issue. More efficient static schemes make use of shared reservations for tunnels with a common service endpoint or, more generally, resources are shared among tunnels of the same VPN on common links anywhere in the network. Some authors proposed an algorithm to calculate multi-path topologies and compared the performance of several approximation algorithms [17] . They found that running times of these topology computation algorithms increase very quickly with the number of nodes and can be in the order of minutes for large networks. It has been shown that in order to achieve reasonably low over-provisioning factors, the computation of a tree-structured resource-sharing topology for the whole VPN using explicit routing is the only viable candidate among the statically provisioned models without multi-path routing [16] . In general, these computations require a global view of the VPN and the parameters on the respective service endpoints. A new resource management concept was proposed, it was named "the point-to-set model" [13] , the major drawback of this customer-pipes model is that it requires detailed information on traffic distribution for a set of destinations and the mean and variance of the traffic fraction to each of these service endpoints. However, this specification still trades off flexibility of the customer's traffic patterns against resource efficiency of the VPN realization in the provider network. Volner et al. set out to develop a mathematical model for allocating VPN connections to bandwidth [18] for this model. Rakovetic et al. presented the strategy of Dynamic Partitioning of link bandwidth in IP networks [19] . In the Dynamic Partitioning scheme the bandwidth of each link in the network is partitioned into two parts, one for the low-priority data traffic, and one for the high-priority stream (real-time) traffic. The partitioning is defined by the partitioning parameter, which changes according to the traffic profile and intensity. A scheme for the support of QoS over VPN was described in [20] . They used a combination of Diffserv, MPLS and a dynamic resource allocation technique in order to provide a QoS-enabled VPN. They carried out dynamic resource allocation using traffic predictors. A solution was proposed to reduce the bandwidth over provisioning factor of the hose-based VPN solutions using a two-step resolution approach [21] . First, a pipe workload was obtained exactly using the user specified hose and a mathematical programming formulation. Second, a VPN solution was obtained using the pipe-based integer programming formulation of the VPN pro-visioning problem. Similarly, a distributed bandwidth resizing algorithms was proposed for optimizing inter-VPN and intra-VPN bandwidth allocations [22] . selected to be investigated on as they were deployed to improve KPI of the network provider and achieve SLA with the customer.
System Model

Robust Dynamical Virtual Network Provisioning (RDVNP)
The Virtual network was represented by an undirected graph G (V, E), where V and E are the set of substrate nodes and the set of physical links, respectively. It was assumed that k number of VPNs co-existed on the substrate network. A set of k VPN was represented by a set of virtual links, denoted by
where (s, t) is a virtual link connecting node s and t, and l k is the number of virtual links of the k-th VPN. Let S (k) denote the set of nodes of the k-th VPN, By using the hose model constraints, all the virtual links connected to the node i will have an upper bound bandwidth constraint of
for the k-th VPN. Therefore the traffic demands of the k-th VPN from the link is
where
is the upper bound of the traffic demand of virtual links. And μ can be adjusted from 0 to 1but was set as 0.8 for optimal performance.
is the allocated bandwidth to link l.
is the link weight of a node in the VPN.
The algorithm for the dynamic bandwidth allocation system is shown below
to the global coordinating algorithm; 4) wait for receiving
l E ∀ ∈ to the k-th VPN.
Dynamic Bandwidth Allocation and Guarantee on Resource Fairness (DWARF-Net)
The bandwidth allocated to each VPN is guaranteed by rate limiting of other VPN connections, this algorithm allows busy VPN traffic to take more bandwidth beyond its guaranteed bandwidth by "borrowing" the underutilized bandwidth from idle VPNs, thus better bandwidth utilization can be achieved [29] . Such extra bandwidth, i.e., bandwidth allocated beyond the guaranteed bandwidth, would be fairly allocated among virtual Ports or VPN connections from different tenants with the weight proportional to the guaranteed bandwidth they purchased. Although the algorithm was designed for both traffic transmitted from the sites into the network and for traffic received from the network only the algorithm for transmitted traffic was used for this work. The work was modelled to satisfy Pareto Efficiency, i.e. when there is enough free bandwidth, any machine sharing the bandwidth could be able to use it by exceeding its own set threshold:
where η is the overall bandwidth utilization and B is total bandwidth of the link
Ti represents the traffic sending request of VPN i, based on the model above,
Proposed Network Architecture
For the sake of this work some assumptions are made for the network architecture; 1) There are three different VPNS connected to the service provider edge router, which has a leased link through the network provider's network.
2) That these VPNS are connected to their other site at another end through a provider edge router as seen in Figure 1 .
3) The VPNs are not just work stations, but can contain several workstations and servers for database, mail, ftp, HTTP and voice traffic. But for the sake of this research, only one provider edge router will be considered as MPLS creates links or LSPs in one direction. The above network architecture was implemented in MATLAB Simulink, the model created focused on the Edge router at node 2.
Proposed Physical Model (Figure 2)
The physical model explains the interface at which the resource allocation schemes being compared are deployed. A brief description of each block is provided below: 1) Admission control: this interface selects which node is served at a particular time (t). 6) Egress port is the external channel to the core network.
Simulation Result and Analysis
Twelve simulations were carried out with 12 different mean (i.e. intergeneration time for time based entity generator). The needed parameters were sent to Matlab workspace from where the mean of the generated parameters were obtained for each intergeneration time used. Figure 3 shows the relationship between intergeneration time and Packet generation rate. Intergeneration time and packet generation exhibit an inverse relationship, hence the lower the intergeneration time the higher the packet rate from the generators.
The parameters needed were Link utilization which is already available from the server block, packet arrival rate from the blocks, buffer utilization which was calculated thus Number of packet in buffer Buffer Utilization 100 Total buffer size = * While loss rate was derived from the Simulink blocks by collating the number of dropped or timed out packets, dividing the number of dropped packets by the simulation time and sending the values to workspace. The increase in Packet generation rate as seen in Figure 3 is seen to cause an increase in the utilization of both RDVNP and DWARF-Net as seen in Figure 4 . Figure 4 shows that DWARF-NET algorithm allowed link utilization to peak faster than the RDVNP algorithm, also this performance was maintained throughout the simulation, the DWARF-NET algorithm produced an average utilization of 61.23% a score that was larger than that of the Robust Dynamical Virtual Network Provisioning (RDVNP) algorithm's 48.28% by a factor of 12.94% obtained by comparing the average result of the two schemes. The standard deviation from the result on Channel Bandwidth utilization equalled 40% for DWARF-NET, meaning the results were widely spread for the different intergeneration times used, while the standard deviation was 35% for the RDVNP algorithm meaning it had a lower spread and less response to varying traffic being generated. This result puts DWARF-Net on a better performance in terms of bandwidth utilisation than the RDVNP algorithm. Similarly, graphical results obtained while investigating buffer utilization for the two algorithms as presented in Figure 5 , shows that for most values of lower intergeneration time or periods of during which high packet traffic flooded the system, RDVNP utilized the buffer optimally and performed better than the DWARF-NET algorithm in terms of buffer utility, but at lower traffic the DWARF-NET had a better utilization of the buffer. Comparing the average score of values generated for the two schemes showed that the average of the utilization of the buffer by DWARF-Net algorithm was 42% which was superior to the average utilization obtained from RDVNP which was 41% utilization, therefore averagely while the RDVNP algorithm had a better utilization at higher traffic, DWARF-NET algorithm had the overall best average performance. It is safe to infer that RDVNP sacrifices link utilization for better buffer utilization when packets flood the system. While the DWARF-Net algorithm is designed to reduce the system waiting time and optimise service rate for high traffic systems. Its buffer utilization also tends to suggest that it stabilizes the network and controls erratic traffic behaviour. The RDVNP scheme produces a standard deviation of 42% against DWARF-NET's standard deviation of 35%. The results obtained from the standard deviation showed that the RDVNP is quite unstable in its buffer utilization as it had a wider range of values above the average score for buffer utilization than the DWARF-NET algorithm which had a smaller range of values which occurred mainly below the mean or average score for the buffer utilization obtained.
Also Figure 6 shows the results for 12 simulations at different intergeneration time, the result shows that the RDVNP algorithm has a very high loss rate compared to DWARF-Net. The RDVNP produced an average loss rate of 20 Packets/seconds which is 95% more than the average loss rate of 1.0 Packets/seconds recorded for DWARF-Net. The standard deviation for the RDVNP loss rate is at 18 packets/seconds, with a corresponding spread between 2 and 38 Packets/second making it more unstable than the DWARF-Net algorithm which has a standard deviation of 1 Packet/second and a spread between 0 and 2packet/second. The higher channel utilization and buffer utilization produced a very low loss rate for DWARF-Net and the reverse was the case for RDVNP. The stabilizing effect and efficient traffic scheduling of the DWARF-NET algorithm is seen to contribute to its low loss rate throughout the simulation when compared to the RDVNP algorithm. RDVNPs high loss rate despite its high buffer utilization suggests that it does not efficiently allocate resources to time dependent packets, meaning that switching packets isn't intelligent and efficient enough to forward time dependent traffic like voice at the expense of non-time dependent traffic like Best effort traffic. Table 1 shows the formula descriptor of the DWARF-NET model, while Table 2 shows the statistical data obtained from the charts in Figures 4-6 . On inspection of the table, it is clear that the DWARF-NET scheme outperformed the RDVNP scheme using the statistical analysis used and presented in Table 2 . 
Conclusion
As start-ups blossom into enterprises, there is need to have dispersed sites connected together in private networks to enable secure communication between staffs who work remotely and the office, different sites of the same enterprise (site to site) and extranet based connections i.e. some third party connecting to the network. Due to the outrageous cost of building networks ground-up, network administrators must be able to intelligently use public network resources while preserving the security of data as well as ensure prudent management of resources at the network edge. As the trend towards Next Generation Networks (NGN) and Software Defined Network SDN, there is need to have scheduling schemes whose metrics points towards optimal performances for provisioning VPN QoS. Therefore, this paper has succeeded in providing a simulation model that researchers can use in analysing Virtual Private Networks. The model was used to investigate the performances of two VPN resource scheduling and allocation schemes by varying the traffic generated and obtaining results with respect to Link utilization, Buffer utilization and packet loss rate. In terms of link utilization, an increment was observed with more packet traffic in the network but this limited scheduling algorithm from reaching optimal level. This observed behaviour can be attributed to the delay in executing the algorithm. But the
