Abstract. We introduce the persistent homotopy type distance d HT to compare real valued functions defined on possibly different homotopy equivalent topological spaces. The underlying idea in the definition of d HT is to measure the minimal shift that is necessary to apply to one of the two functions in order that the sublevel sets of the two functions become homotopically equivalent. This distance is interesting in connection with persistent homology. Indeed, our main result states that d HT still provides an upper bound for the bottleneck distance between the persistence diagrams of the intervening functions. Moreover, because homotopy equivalences are weaker than homeomorphisms, this implies a lifting of the standard stability results provided by the L ∞ distance and the natural pseudo-distance d NP . From a different standpoint, we prove that d HT extends the L ∞ distance and d NP in two ways. First, we show that, appropriately restricting the category of objects to which d HT applies, it can be made to coincide with the other two distances. Finally, we show that d HT has an interpretation in terms of interleavings that naturally places it in the family of distances used in persistence theory.
Introduction
Persistent homology has been developed as a theory to study topological properties of noisy or incomplete data, establishing itself as a fundamental tool for topological data analysis [10, 14, 4] . Persistent homology is characterized by an invariant called the persistence diagram (also known as the barcode) which summarizes both topological features of a dataset and their prominence. One of the reasons for the success of persistent homology is that persistence diagrams change continuously provided that the input dataset also changes continuously. This is known as the Stability Theorem of Persistence [8] . Usually, (a) changes in persistence homology are measured via the bottleneck distance between persistence diagram, (b) datasets are modeled as real valued functions defined on the same space, and (c) one often uses the L ∞ distance between functions to quantify their changes:
Theorem 1 (Stability theorem [8] ). Let X be a compact polyhedron. Then, for all continuous tame functions ϕ 1 , ϕ 2 : X → R, and all integers k ≥ 0,
Above, d B stands for the bottleneck distance between persistence diagrams, and D k (ϕ) is the persistence diagram corresponding to the k-th homology of the sub-level set filtration of the function ϕ.
In order to lift the Stability Theorem of Persistence to the case when functions are defined on different, albeit homeomorphic spaces, one can resort to the natural pseudodistance. If two continuous functions ϕ X : X → R, ϕ Y : Y → R are given on homeomorphic spaces X and Y , then the natural pseudo-distance d NP [9] between them is defined by where H 0 (X, Y ) is the set of all homeomorphisms from the topological space X onto the topological space Y . Then, since persistence diagrams of sub-level set filtrations are invariant under reparametrization, one obtains an improvement of inequality (1.1) stated in Theorem 1:
However, the natural pseudo-distance is not suitable when we are interested in analyzing functions defined on non-homeomorphic topological spaces.
In this paper we construct a new extended pseudo-metric, called the persistent homotopy type distance, denoted d HT , to quantify the distance between real valued functions defined on different spaces which is meaningful when the spaces are at least homotopically equivalent. In plain words, the persistent homotopy type distance is a generalization of the natural pseudo-distance in that it uses homotopy equivalences in place of homeomorphisms. This allows us to use the persistent homotopy type distance to obtain a new and stronger stability theorem for persistent homology, which is the main contribution of our paper:
Theorem 2. Let X and Y be compact polyhedra, and k be any non-negative integer. Let ϕ X : X → R and ϕ Y : Y → R be continuous functions. Then,
We note that in the statement above d HT becomes infinity when the underlying spaces above are not homotopically equivalent.
Choosing the class of homotopy equivalences. In the definition (1.2) of the natural pseudo-distance above, one can in fact restrict the set of homeomorphisms to strict subsets H(X, Y ) of H 0 (X, Y ).
As shown in previous papers (e.g. [12, 13] ), restricting the set of homeomorphisms allows for the application of d NP in cases when the desired invariance is not the one expressed by H 0 (X, Y ). For example, two monotonic functions f, g : [0, 1] → R with the same set of extrema are equivalent under d NP (and therefore equivalent for standard persistent homology) when every homeomorphism from [0, 1] to [0, 1] is accepted. Thus, suitably restricting the set of acceptable homeomorphisms would permit distinguishing two such functions.
From a different perspective, since the group of all self-homeomorphisms of a compact space is not itself compact, the possibility of restricting the set of homeomorphisms is also motivated by the desire of working with compact groups. This is useful for obtaining both interesting theorems and good approximations of the considered groups in practice.
Analogously to the ability to specify the sets H(X, Y ) in the case of the natural pseudodistance, our proposal for a persistent homotopy type distance also permits specifying what constitutes suitable classes of homotopy equivalences, therefore allowing to select the class that is judged more relevant for a given application.
The homotopy type distance as an interlaving distance. Starting with [6, 16] , and more recently with [17, 2, 7] , a unifying look at all the metrics usually used to state the stability theorems of persistence has been proposed in terms of interleaving distances. Interleavings apply between pairs of functors from the category of ordered reals to any other category. Interleavings are given by pairs of natural transformations between each one of the functors and a shifted version of the other functor.
The interleaving distance measures the smallest shift that allows the existence of an interleaving. Since many distances considered in topological data analysis can be formulated in terms of interleavings, it is natural to ask whether the same holds true for the persistent homotopy type distance. A further contribution of this paper is an affirmative answer to this question.
Organization of the paper. After introducing the persistent homotopy type distance in Section 2, we discuss its properties and give some examples. In Section 3.1, we prove that the bottleneck distance between persistence diagrams is upper-bounded by the persistent homotopy type distance (Theorem 2). In other words, we lift the Stability Theorem of Persistence (Theorem 1) to functions defined on different spaces provided that they are homotopy equivalent. Finally, Section 4 offers an interpretation of the persistent homotopy type distance as an interleaving distance.
Mathematical setting
Let us consider the category S such that: the objects of S are all the pairs (X, ϕ X ) where X is a compact topological space and ϕ X : X → R is a continuous real-valued function; the morphisms of S from an object (X, ϕ X ) to another object (Y, ϕ Y ) are all the continuous maps f :
The composition of morphisms is the usual composition of maps and identity morphisms are identity maps.
Definition 2.1. For every α ∈ R, we define the α-shift functor (·) α : S → S on objects by setting, for every (X, ϕ X ) in ob(S), (X, ϕ X ) α = (X, ϕ X ), where ϕ X (x) = ϕ X (x) − α for every x ∈ X; we define (·) α on morphisms by setting, for every f :
Instead of S, we can confine ourselves to a sub-category C of S provided that C is closed with respect to the α-shift functor.
the function H(·, t) is an α-map in C with respect to the pair (ϕ X , ϕ Y ) for every t ∈ [0, 1]. If an α-homotopy from f 1 to f 2 with respect to the pair (ϕ X , ϕ Y ) exists, we say that the morphisms f 1 , f 2 are α-homotopic with respect to (ϕ X , ϕ Y ).
In plain words, an α-map for (ϕ X , ϕ Y ) is a continuous map f : X → Y such that ϕ Y • f ≤ ϕ X + α, and an α-homotopy is a homotopy that is a α-map at every instant.
, for every β ≥ α. Therefore, an α-map can also be regarded as a β-map, for every β ≥ α.
We now introduce the relation of α-homotopy equivalence between objects of C. Definition 2.3. For every α ∈ R and every two objects (X, ϕ X ) and (Y, ϕ Y ) in C, we say that (X, ϕ X ) and (Y, ϕ Y ) are α-homotopy equivalent in C if there exist α-maps f : X → Y and g : Y → X in C, with respect to (ϕ X , ϕ Y ) and (ϕ Y , ϕ X ) respectively, such that the following properties hold:
• the map g • f : X → X is 2α-homotopic to id X with respect to (ϕ X , ϕ X );
If the previous conditions hold, we say that g is an α-homotopy inverse of f with respect to (ϕ X , ϕ Y ), and that (f, g) constitutes a pair of α-homotopy equivalences in C with respect to the pair (ϕ X , ϕ Y ).
We observe that the α-homotopy inverse of f with respect to (ϕ X , ϕ Y ) is not unique, in general. To see this, we can take a pointx ∈ X such that ϕ X (x) = min ϕ X . Possibly exchanging X and Y , we can assume that min ϕ X ≤ min ϕ Y . If f : X → Y is an α-homotopy equivalence for the pair (ϕ X , ϕ Y ), then, by definition, f is in particular an α-map for the
If f 1 is an α 1 -homotopy equivalence with respect to the pair (ϕ X , ϕ Y ) and f 2 is an α 2 -homotopy equivalence with respect to the pair (ϕ Y , ϕ Z ), then f 2 • f 1 is an (α 1 + α 2 )-homotopy equivalence with respect to the pair (ϕ X , ϕ Z ).
Proof. An α 1 -homotopy inverse g 1 of f 1 and an α 2 -homotopy inverse g 2 of f 2 exist by definition, and hence
. It is easy to check thatH is a (2α 1 +2α 2 )-
is an (α 1 + α 2 )-homotopy equivalence with respect to the pair (ϕ X , ϕ Z ) with inverse
Remark 2.3. For every pair of objects (X, ϕ X ) ad (Y, ϕ Y ), if there exists a homeomorphism f : X → Y such that both f and f −1 are morphisms in C and, moreover,
Indeed, f and f −1 are α-homotopy equivalences for (ϕ X , ϕ Y ) and (ϕ Y , ϕ X ), respectively, with f −1 an α-homotopy inverse of f . In particular, f and f −1 are α-maps, and f −1 • f and f • f −1 are 0-homotopic, and hence 2α-homotopic, to id X and id Y , respectively, by constant homotopies.
We are now ready to define the persistent homotopy type distance.
where we use the convention that the infimum over the empty set is +∞. d C HT will be called the persistent homotopy type (pseudo-)distance associated with the category C. When C is taken to be the whole S, we simply denote d
In this paper we will follow the convention that c + ∞ = ∞ + c = ∞ for every c ∈ R := R ∪ {∞}.
HT satisfies the symmetry property, (iv) d C HT satisfies the triangle inequality. Proof.
(1) Remark 2.2 implies that d C HT cannot take negative values. (2) The identity map id X : X → X belongs to hom(C) and is a 0-homotopy equivalence for the pair (ϕ X , ϕ X ). Therefore d
immediately follows from the symmetry of the definition of α-homotopy equivalences.
By taking the limit for ε tending to 0, we obtain the triangle inequality
In Section 4, we will show that the persistent homotopy type distance can be seen as an interleaving distance. Since this reformulation may look too abstract, now we prefer to proceed with the study of d 
These inequalities hold regardless of the choice of the sets H(X, X) used to define the natural pseudo-distance d NP as long as id X ∈ H(X, X).
Comments on Definition 2.4.
We now consider three questions that may naturally arise:
• What if we simplify the definition of α-homotopies given in Definition 2.2 by removing the condition about being an α-map at each instant, requiring only it to be an α-map for t = 0 and t = 1? • Would it be possible to define d As for the first issue, the definition of α-homotopy we have given may seem more complex than necessary. One could think of removing the condition about being an α-map at each instant, maintaining only the request that it has to be an α-map for t = 0 and t = 1. Unfortunately, the new metric d * we would obtain from this simplified definition of α-homotopies would not give an upper bound for the bottleneck distance in persistent homology. In particular, the vanishing of d * would not imply that the considered persistent homologies are the same. This is shown in the following example, proving that the analogue of Proposition 3.1 (see next Section 3.1) for d * does not hold.
Observe that the persistent homologies of ϕ and ψ are different from each other.
Example 2.1. Let us define ϕ, ψ : [−1, 1] → R by setting ϕ(x) = 1 − |x| and ψ(x) = (1 + x)/2 (see Figure 1) . We also define f, g :
, so that the maps f and g are 0-maps for (ϕ, ψ) and (ψ, ϕ), respectively. Furthermore
It follows that g • f is homotopic to the identity (it is enough to consider the homotopy H(x, t) := (t − 1)|x| + tx), while f • g equals the identity. This shows that g is a homotopy inverse of f . As a consequence, d
* (ϕ, ψ) = 0. Now we can observe that the persistent homologies of ϕ and ψ are clearly different from each other, and hence the corresponding bottleneck distance is positive. This can be easily seen by checking that 1 is a homological critical value for ϕ, but not for ψ. Therefore, d
* is not an upper bound for the bottleneck distance. On the contrary, we shall prove in Section 3.1 that that property holds for d HT (Theorem 2). This fact leads us to prefer the definition of α-homotopy, and consequently of d HT , that we have presented.
As for the second issue, the use of an infimum instead of a minimum in the definition of d HT could appear strange. Actually, this use is necessary, as the following example shows. The same example shows that d HT is not an extended metric, but only an extended pseudo-metric, thus clarifying the third issue.
Example 2.2. Let us define ϕ, ψ : [−2, 2] → R by setting ϕ(x) = −|x|, ψ(x) = 0 for |x| ≤ 1 and ψ(x) = 2 − 2|x| for |x| > 1 (see Figure 2 ). For every small enough α > 0 we can find an α-homotopy equivalence f α for the pair (ϕ, ψ). As a consequence,
In order to show this, let us consider the homeomorphism In this case the infimum of the values α > 0 such that an α-homotopy equivalence for the pair (ϕ, ψ) exists is 0. However, no 0-homotopy equivalence for the pair (ϕ, ψ) exists.
As a consequence
We can easily check that −α ≤ ϕ(x) − ψ • f α (x) ≤ 0 for every x ∈ [−2, 2]. It follows that ϕ − ψ • f α ∞ ≤ α. Because of Remark 2.3, f α and f −1 α are α-homotopy equivalences for the pairs (ϕ, ψ) and (ψ, ϕ), respectively. Given that α can be chosen arbitrarily small, this implies that
We claim that no 0-homotopy equivalence for the pair (ϕ, ψ) exists. We can prove this by contradiction. Let us assume that a 0-homotopy equivalence f 0 for the pair (ϕ, ψ) exists. Let g 0 be a 0-homotopy inverse of f 0 . Then a homotopy
for every x ∈ [−2, 2] and every t ∈ [0, 1]. It is easy to prove that H 0 (−2, t) = −2 for every t ∈ [0, 1], because H 0 (−2, 1) = −2, ϕ(H 0 (−2, t)) ≤ ϕ(−2) for every t ∈ [0, 1], and −2 is a strict local minimum point for ϕ. Analogously, H 0 (2, t) = 2 for every t ∈ [0, 1]. It follows that g 0 • f 0 (−2) = −2 and g 0 • f 0 (2) = 2. Now, we observe that f 0 ({−2, 2}) ⊆ {−2, 2}, because f 0 is a 0-map and −2, 2 are the only points where ψ takes a value that is not strictly greater than ϕ(−2) = ϕ(2). Analogously, g 0 ({−2, 2}) ⊆ {−2, 2}. By possibly composing f 0 with the reflection x → −x, we can assume that f 0 (−2) = −2. From the equality g 0 •f 0 (−2) = −2, it follows that g(−2) = −2. We can now prove that
) contained a pointx > −1, it should also contain an infinite number of points x where ψ takes the value 0. This is against the assumption that f 0 is a 0-map, because ϕ takes its maximum 0 only at the point 0. 
2.2.
The importance of choosing a subcategory C of S. The reader could wonder what is the reason of defining the persistent homotopy type distance by using the categories C and S instead of just the category S. There are two main motivations for this choice. On the one hand, we wish to generalize the natural pseudo-distance, whose definition requires to select a set of objects and a set of morphisms that may be respectively smaller than the set of all real-valued continuous functions and the set of all homeomorphisms (cf., e.g., Section 7.1 in [1] , [3] and [13] ). This restriction is analogous to the choice of the subcategory C used in the model described in this paper. On the other hand, some applications explicitly require to restrict the sets of objects and morphisms, as shown in the examples below.
The first two examples show that the use of a subcategory C of S allows to represent the L ∞ distance and the natural pseudo-distance d NP as particular cases of d C HT . Example 2.3. For a fixed X, consider the category C whose objects are given by the pairs (X, ϕ) where ϕ : X → R is continuous, and such that between any two objects (X, ϕ), (X, ϕ ) ∈ ob(C) there is at most one morphism, id X : X → X, from (X, ϕ) to (X, ϕ ), and this happens provided that ϕ ≤ ϕ. If ϕ is not everywhere less than ϕ, then no morphism exists from (X, ϕ) to (X, ϕ ). By choosing this subcategory C of S we obtain that d
Example 2.4. Take the category C whose objects coincide with the objects of S, while the morphisms from an object (X, ϕ X ) to another object (Y, ϕ Y ) are only the homeomorphisms f belonging to
The next examples provide more insights into the different outcomes that can be obtained varying the category C. , and the value of ϕ depends just on the first coordinate (i.e. ϕ(x, y 1 ) = ϕ(x, y 2 ) for every (x, y 1 ), (x, y 2 ) ∈ R ). We will call each of these functions a strip coloring. Let us also assume that we wish to distinguish the generic strip coloring ϕ from its horizontal reflectionφ defined by settingφ(x, y) = ϕ(−x, y), and that we are not interested in the heights of the strips (so that the strip colorings ϕ : R → R, ϕ |R 0 : R 0 → R should have a vanishing pseudo-distance from each other). Then a suitable mathematical setting could be obtained by considering the subcategory C of S whose objects are given by the previously defined strip colorings, and whose morphisms between two strip colorings (R , ϕ), (R , ϕ ) ∈ ob(C) are the continuous maps f = (f 1 , f 2 ) : R → R such that (1) f 1 depends just on the first coordinate; (2) f 1 (·, 0) is a strictly increasing homeomorphism; (3) The inequality ϕ • f (x, y) ≤ ϕ(x, y) holds for every (x, y) ∈ R . Now, let us set ϕ(x, y) = x. We observe that if f = (f 1 , f 2 ) is an α-map from (R , ϕ) to (R ,φ), thenφ(f (x, y)) ≤ ϕ(x, y) + α for every (x, y) ∈ R . The definition of ϕ and ϕ implies that −f 1 (x, y) ≤ x + α for every (x, y) ∈ R . By setting x = −1, y = 0 and observing that f 1 (−1, 0) = −1, we get 1 = −f 1 (−1, 0) ≤ −1 + α, i.e. α ≥ 2. It is immediate to check that the identity id : R → R is a 2-homotopy equivalence with respect to the pair (ϕ,φ), and that the same function is its own 2-homotopy inverse with respect to the pair (φ, ϕ). Example 2.6. Let us fix the topological space X = [−1, 1] and consider the category C whose objects are given by the continuous functions f : X → R, and whose morphisms between two objects (X, ϕ), (X, ϕ ) ∈ ob(C) are the nondecreasing functions from X into X. Let us take the two functions ϕ,φ : X → R defined by setting ϕ(x) = x and ϕ(x) = −x. With reference to the category C, we have that the map f (x) ≡ 1 is a 0-map with respect to the pair (ϕ,φ), and the map g(x) ≡ −1 is a 0-map with respect to the pair (ϕ,φ). C HT cannot distinguish ϕ fromφ. However, if we maintain the same objects and restrict the set of morphisms to the set of all increasing homeomorphisms from X to X, we get another subcategory C of S such that d C HT ((X, ϕ), (X,φ)) > 0. Therefore, different choices of the subcategory C of S can produce different pseudo-metrics in our model. In the first two examples, we show that d HT may be different from d NP also when the spaces are homeomorphic.
Example 2.7. Let X be the band obtained by gluing without any twist two opposite sides of a rectangle R, and Y the band obtained by gluing the same sides of R after applying a complete twists (i.e. a torsion of 2π radians). Assume that the glued sides have length equal to 2 and that X and Y are embedded into R 3 in such a way that the cores of both X and Y coincide with the curve C = {(x, y, z) ∈ R 3 : x 2 + y 2 = 4, z = 0} and z takes values in {−1, 1} at every boundary point of X while it continuously varies in [−1, 1] for every boundary point of Y (see Figure 3) :
Moreover, let ϕ X : X → R be defined by ϕ X (x, y, z) = z and similarly
Indeed, the cost of each homeomorphism between X and Y is 2 because it must take boundary points to boundary points. On the other hand, a 1-homotopy equivalence f : X → Y exists, that takes each point of X to a point of C, and whose homotopy inverse takes each point of Y to a point of C.
Example 2.8. Let X = Y be the disjoint union of the lens spaces L(7, 1) and L(7, 2). Define ϕ X : X → R by setting ϕ X|L(7,1) ≡ 0 and ϕ X|L(7,2) ≡ 1, and define ϕ Y : Y → R by setting ϕ Y |L(7,1) ≡ 1 and ϕ Y |L (7, 2) Indeed L(7, 1) and L(7, 2) are homotopy equivalent but not homeomorphic [18] .
Example 2.9. Let X be a contractible space and let z ∈ X. For some fixed c ∈ R, let ϕ c : X → R denote the constant function ϕ c (x) = c on X. Simply denote again by c the constant function equal to c on {z}. It holds that d HT ((X, ϕ c ), ({z}, c)) = 0.
d
HT is the same in the topological, PL, and smooth categories. Proposition 2.2. Let C be the subcategory of S such that: the objects of C are all the pairs (X, ϕ X ) where X is a compact polyhedron, and ϕ X : X → R is a piecewise linear function; the morphisms of C from an object (X, ϕ X ) to another object (Y, ϕ Y ) are all the piecewise linear maps f : X → Y such that ϕ Y • f ≤ ϕ X . If (X, ϕ X ) and (Y, ϕ Y ) are two objects in C, and hence in S, then d
Let ω X and ω Y be the moduli of continuity of ϕ X and ϕ Y , respectively. Let f : X → Y , and g : Y → X be α-homotopy equivalences, inverse to each other, with respect to (ϕ X , ϕ Y ). Let K, L be simplicial complexes such that X = |K| and Y = |L|. By the simplicial approximation theorem (cf., e.g., [11] ), there exists an ε > 0 and K ε and L ε subdivisions of K and L with mesh(K ε ), mesh(L ε ) < ε, respectively, and a PL map f ε : X → Y such that, for any x ∈ X, each simplex of
, and mesh(L ε ) < ε, it holds that f ε is ω Y (ε)-homotopic to f . Analogously, there exists a simplicial approximation g ε of g that is ω X (ε)-homotopic to g via G(x, t) = (1−t)g ε (x)+tg(x). Notice that f ε is an (α+ω Y (ε))-map with respect to (ϕ X , ϕ Y ) and that g ε is an (α+ω X (ε))-map with respect to (ϕ Y , ϕ X ). Thus, S : X × I → X defined by S(x, t) = G(F (x, t), t)) is a (ω X (ε) + ω Y (ε))-homotopy between g ε • f ε and g • f . Because f and g are α-homotopy equivalences inverse to each other, g • f is 2α-homotopic to id X . Thus, there is a (ω X (ε)+ω Y (ε)+2α)-homotopy between g ε •f ε and id X . Because any homotopy between continuous mappings can likewise be approximated by a combinatorial version, possibly further subdividing K and L, we can approximate the (ω X (ε) + ω Y (ε) + 2α)-homotopy between g ε • f ε and id X by a (2ω X (ε) + ω Y (ε) + 2α)-homotopy between g ε • f ε and id X that is PL at each instant. Analogously, there is a (ω X (ε) + 2ω Y (ε) + 2α)-homotopy between f ε • g ε and id Y that is PL at each instant.
Hence, f ε and g ε are (ω X (ε)+ω Y (ε)+α))-homotopy equivalences inverse to each other. As ε tends to 0, ω X (ε) and ω Y (ε) tend to 0. Hence, the claim. ϕ M ), (N, ϕ N ) ϕ M ), (N, ϕ N ) ). Proof. It may be proved in much the same way as Proposition 2.2, using the fact that any continuous map f : M → N with M and N manifolds can be approximated by C ∞ -maps homotopic to f (cf. [15, Ch. 5, Lemma 1.5]).
Stability of persistent homology with respect to d HT
In this section we establish some connections between the distance d HT and persistent homology, in particular we lift the Stability Theorem of Persistence via d HT .
Preliminaries.
3.1.1. Overview of persistence diagrams and the bottleneck distance. In persistent homology, for each k = 0, 1, 2, . . . one seeks to summarize the topological information contained in the sequence of sublevel sets ϕ There is a natural notion of distance, called the bottleneck distance d B , that makes the set of all persistence diagrams into a metric space. The bottleneck distance between two persistence diagrams
where M varies among all the binary relations between D 1 and D 2 that are both rightand left-unique, i.e. partial matchings between D 1 and D 2 . The following result, which for fixed X expresses the continuity of the assignment ϕ → D k (ϕ), is standard:
In the above statement, tameness refers to a certain regularity condition singling out functions ϕ for which the homology groups H k (ϕ −1 ((−∞, a])) are finite dimensional for all a ∈ R, and in addition, the maps induced at homology level by the inclusions
fail to be isomorphisms for ε > 0 small only at finitely many points.
One of the salient features of the above result is that it assumes the underlying space X to be fixed. Using our construction of the homotopy type distance we lift this result into a statement that applies to any pair (X, ϕ X ) and (Y, ϕ Y ) in the category C satisfying minimal tameness conditions. 3.1.2. Persistence modules and interleavings. More recently, persistent homology has been revisited in terms of persistence modules and interleavings. The main references here are [6] and [7] .
A persistent module (over R) is by definition a directed sequence of vector spaces connected by linear maps {V δ v δ,δ −→ V δ } δ≤δ such that v δ,δ = id for all δ ∈ R and v δ ,δ • v δ,δ = v δ,δ for all δ ≤ δ ≤ δ . It is said to be q-tame if the linear maps v δ,δ with δ < δ have finite rank.
We now recall the notion of interleaving of persistence modules [6, §3.2] . Given two persistent modules {V δ v δ,δ −→ V δ } δ≤δ and {W δ w δ,δ −→ W δ } δ≤δ , one says that they are α ≥ 0 interleaved if for each δ ≥ 0 there exist maps φ δ : V δ → W δ+α and γ δ : W δ → V δ+α such that the following four diagrams (3.1), (3.2), (3.3), and (3.4) commute for all δ, δ ∈ R with δ ≤ δ :
In what follows, for each non-negative integer k, H k (·) will denote the homology functor (with field coefficients). Given a pair (X, ϕ X ) and a non-negative integer k, we define the associated persistence module
where:
• for each δ, δ ∈ R with δ ≤ δ the linear map v δ,δ := H k (ι X δ,δ ), where ι X δ,δ : X δ → X δ denotes the natural inclusion map.
3.2.
Lifiting stability results via d HT . In this section we obtain a lower bound for the homotopy type distance based on comparing persistence diagrams. The context of the following theorem is that of compact polyhedra and continuous real valued functions. Thanks to results in [5] , one can still obtain persistence diagrams (for sub-level set persistence) without adding any extra tameness assumptions. Moreover, the resulting persistence modules are q-tame.
We start proving that the persistence modules of α-homotopic pairs are α-interleaved.
Lemma 3.1. Let (X, ϕ X ) and (Y, ϕ Y ) be two α-homotopic pairs. Then, for every nonnegative integer k, the persistence modules P X k and P Y k are α-interleaved.
Proof. Fix a non-negative integer k, and write
Let f : X → Y be an α-map and let g : Y → X be an α-homotopy inverse of f . For each δ ∈ R let f δ := f | X δ and g δ := g| Y δ denote the restrictions of f and g to X δ and Y δ , respectively. Notice that from the fact that f and g are α-maps it follows that im(f δ ) ⊂ Y δ+α and im(g δ ) ⊂ X δ+α for each δ ∈ R. In order to prove that P X k and P Y k are α-interleaved, for each δ ∈ R we need to provide maps φ δ : V δ → W δ+α and γ δ : W δ → V δ+α such that the four diagrams (3.1), (3.2), (3.3), and (3.4) commute for all δ, δ ∈ R with δ ≤ δ .
In order to establish the commutativity of (3.1) consider the following diagram of topological spaces:
Notice that g δ+α • f δ : X δ → X δ+2α and the inclusion ι X δ,δ+2α : X δ → X δ+2α are homotopic by hypothesis. Indeed, since a 2α-homotopy H : X × [0, 1] → X between g • f and id X exists, the restriction of H to X δ × [0, 1] has its image contained in Y δ+2α , and is therefore a proper homotopy between the maps g δ+α • f δ and ι
). Applying the homology functor to diagram (3.5) therefore yields the commutative diagram (3.1). The commutativity of diagram (3.2) can be established in a similar way.
In order to establish the commutativity of (3.3) consider the following diagram of topological spaces:
We now verify that this diagram commutes so that the commutativity of (3.3) follows by applying the homology functor to (3.6). Indeed, pick any x ∈ X δ . Then
Since x ∈ X δ was arbitrary it follows that f δ +α • ι X δ,δ = ι δ+α,δ +α • f δ+α . One can verify that (3.4) commutes using a similar argument.
Using Lemma 3.1, we now obtain the stability of persistence diagrams with respect to the persistent homotopy type distance.
Proof. Under the assumption that X and Y are compact polyhedra, and ϕ X : X → R and ϕ Y : Y → R are continuous functions, the persistence modules P 
d HT can be seen as an interleaving distance using categories
The goal of this section is to review the previous sections in terms of interleavings. The advantage is that we obtain a unifying look at the distances we have encountered so far. The theory of interleavings was initiated by Chazal et al. in [6] , further developed by Lesnick in [17] , and generalized by Bubenik and Scott in [2] .
4.1. General definition of interleaving distance. We start with the general definition of interleaving distance between functors from the poset of real numbers to some target category.
Let R denote the poset category of real numbers (with a morphism between u and v in R if u ≤ v). Let O be an arbitrary category. Definition 4.1. Let F : R → O be a functor between R and O and ε > 0 a real number. The ε-shift of F is the functor F ε : R → O such that:
(
As usual, given two functors F, G : R → O, f : F → G is a natural transformation if, for every u ∈ R, there is a morphism f u : F (u) → G(u) in O, and for every u ≤ v ∈ R, the following diagram commutes:
Definition 4.2. Given two functors F, G : R → O, and a real number ε > 0, F and G are said to be ε-interleaved if there exists two natural transformations ξ : F → G ε and η : G → F ε such that, for every u ∈ R,
). Moreover, in that case, ξ and η are called ε-interleavings between F and G inverse to each other. hT ϕ Y (u)
commutes. In this setting, for every ε > 0 and every ϕ X : X → R, the ε-shift of hT ϕ is the functor hT Proof. Recall that the composition of homotopy classes of maps is defined as the class of the composition of the maps, and it does not depend on the representative. Hence, every ε-homotopy equivalence for a pair (ϕ X , ϕ Y ) induces an ε-interleaving between hT ϕ X and hT ϕ Y , and vice versa.
4.4.
The interleaving distance between persistence modules. Let Vect F be the category of vector spaces on a fixed field F. A persistence module can also be seen as a functor P : R → Vect F . Replacing O with Vect F in the previous section, we define the interleaving distance on the category Vect R F as usual. A usual way to obtain persistence modules over R from topological spaces endowed by functions, is by composing the sublevel set filtration and the homology functors: for (X, ϕ X ) ∈ Top, P X k = H k • T ϕ X . In this setting, the interleavings between persistence modules are precisely those presented in Section 3.1. It is therefore possible to summarize the results of the previous sections as follows.
Corollary 4.1. For every (X, ϕ X ), (Y, ϕ Y ) in hTop, and every non-negative integer k, 
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