We study dynamic mean-variance optimization problems with multiple priors. We introduce two types of multiple priors, the priors for expected returns and the priors for covariances. Our framework suggests that the global minimumvariance portfolio is optimal when the investor strongly doubts the correctness of the estimated expected returns, and the equally weighted portfolio is optimal when the investor strongly doubts the correctness of the estimated covariances. From the back tests, we find that for some data sets, the strategy that invests in the global minimum-variance portfolio or the equally weighted portfolio considering the market condition is more efficient than the other mean-variance efficient portfolios.
Introduction
The mean-variance analysis proposed by Markowitz (1952) and developed by Tobin (1958) and Merton (1972) tells us that the tangency portfolio combined with the risk-free asset is meanvariance efficient, which means that it delivers the highest Sharpe ratio among all portfolios. However, it is not always efficient in practice. For example, Jagannathan and Ma (2003) mention that the global minimum-variance portfolio delivers as large an out-of-sample Sharpe ratio as the other efficient portfolios when the estimated expected returns are used. DeMiguel, Garlappi, and Uppal (2009b) report that in their back tests, the equally weighted portfolio (1/N portfolio) often has a higher Sharpe ratio than other optimal portfolios including the tangency portfolio.
Probable explanations of these practical pitfalls are difficulties in estimating expected returns and sensitivity of the tangency portfolio to the expected returns. Merton (1980) reports that the estimation of expected returns is more difficult than that of a covariance matrix of returns. Best and Grauer (1991) show that the mean-variance efficient portfolios are very sensitive to the values of the expected returns. Therefore, the estimation errors of expected returns have a large impact on optimal portfolio selections. Consequently, in practice, the global minimum-variance portfolio, which is not mean-variance efficient in theory, and the equally weighted portfolio, which seems to be naive, can become more efficient than the mean-variance efficient portfolios.
In this paper, we construct plausible mean-variance optimization problems with multiple priors and show that in limiting cases, the solutions to these problems include the equally weighted portfolio and the global minimum-variance portfolio. The mean-variance problems with multiple priors are robust to estimation errors of moments of asset returns. We consider two-dimensional multiple priors: the priors for expected returns and the priors for a covariance matrix of returns. In our framework, the naive and inefficient strategies such as the equally weighted portfolio and the global minimum-variance portfolio are characterized by an investor's suspicion of the estimated parameters. If an investor strongly doubts the estimated expected returns, her optimal portfolio becomes similar to the global minimum-variance portfolio. In contrast to that, it becomes similar to the equally weighted portfolio if an investor strongly doubts the estimated covariances.
Moreover, our framework is based on dynamic optimization problems and allows dependency among the asset returns over time. More specifically, the market model in our framework is the Markovian market model where a Markov process affects the distribution of returns. This includes various return models such as the factor pricing models (e.g., capital asset pricing model (CAPM) by Sharpe (1964) and the Fama-French three factor model by Fama and French (1993) ), the Markov regime switching models (e.g., Hamilton (1989) and Ang and Bekaert (2002) ) and so on. Furthermore, the dynamic approach justifies the investment strategies which seem myopic. For example, the strategy investing in the global minimumvariance portfolio during economic booming and investing in the equally weighted portfolio during economic recession can be justified by our framework.
In order to investigate the effects of the estimation errors and study the efficiency of the optimal portfolio in our framework, we conduct back tests using various data sets. Similar to previous research, our back tests demonstrate that the global minimum-variance portfolio is sometimes more efficient than the tangency portfolio. On the other hand, the investment strategy that invests in the equally weighted portfolio during the economic booming and the global minimum-variance portfolio during the economic recession is sometimes the most efficient in all the portfolios. This strategy seems to be naive. However, since it is characterized by the limiting cases in our framework, the reason why the investor chooses it is because of the strong suspicion of the estimated parameters.
In the investment theory, the various methods have been proposed to deal with the esti-mation errors. They are classified into two major approaches: the Bayesian approach and the non-Bayesian approach. In this paper, we adopt the non-Bayesian approach, specifically, the max-min approach; maximizing an objective function with respect to portfolios after minimizing the objective function with respect to priors of return's distribution. The max-min problem is popular when dealing with the multiple prior optimization. Goldfarb and Iyengar (2003) solve the mean-variance portfolio selections with multiple priors under the factor pricing model. Garlappi, Uppal, and Wang (2007) characterize multiple priors for the expected returns by the confidence interval around the estimated expected returns and find that their multiple-priors optimal portfolios have high Sharpe ratios in their back tests. The max-min approach is economically axiomatized by Gilboa and Schmeidler (1989) in order to describe the ambiguity aversion of investors illustrated by Ellsberg (1961) . In addition, we use one concept from the Bayesian approach. The Bayesian approach is based on the Bayesian statistics, e.g., shrinkage estimators (Jobson and Korkie (1980) and Jorion (1986) ), the Black-Litterman model (Black and Litterman (1990) ) and the other methods such as Pástor and Stambaugh (2000) . Ledoit and Wolf (2003) propose the shrinkage estimator to estimate a covariance matrix of asset returns when facing the small sample problem that is when the number of assets is larger than the number of observations. To compute the shrinkage estimator, they minimize the Frobenius norm of estimated errors of the covariance matrix. Using the idea of Ledoit and Wolf (2003) , we introduce the Frobenius norm of estimation errors of a covariance matrix in order to deal with multiple priors.
The results obtained by the mean-variance optimization constraining portfolio norms are similar to the results by our framework. The mean-variance optimization constraining portfolio norms is proposed by DeMiguel, Garlappi, Nogales, and Uppal (2009a) . Especially, their 2-norm-constrained portfolio is basically the same as the one of our limiting cases. The differences between our model and the one in DeMiguel et al. (2009a) are investment horizon and problem formulation. DeMiguel et al. (2009a) consider static portfolio selections such as
where u is a portfolio vector and u ′ is its transpose. Σ is an estimated covariance matrix. k represents the upper bound of the constraint. DeMiguel et al. (2009a) solve the above static minimum-variance problem since it is free from the problem of time-inconsistency 1 . The optimal 2-norm-constrained portfolio is based on the covariance estimator of Ledoit and Wolf (2004) . If the upper boundary of the constraint is the reciprocal of the number of assets, then the optimal portfolio becomes the equally weighted portfolio. In contrast to the above problem, we consider the mean-variance-style objective function such that
where X t is a wealth of the investor at time t and F
R,F t
is the information of the investor at time t. γ t /X t represents the trade-off between the expected return and associated risks. The superscripts θ and V express multiple priors and δ is a constant discount rate. Hence, this objective function is an expected value of discounted sum of objectives in conditional mean-variance problems. The above objective function is proposed by Chen, Li, and Zhao (2014) to avoid the problem of time-inconsistency. Chen et al. (2014) consider this objective function with a unique prior, but we consider the objective function with multiple priors.
Although there are several differences, the results of Pflug, Pichler, and Wozabal (2012) are essentially the same as our results. Pflug et al. (2012) characterize a degree of ambiguity as the Kantorovich metric, and show that for various objective functions including a meanstandard-deviation objective function and for arbitrary distributions of asset returns, the investor chooses the equally weighted portfolio under high model ambiguity. In contrast to Pflug et al. (2012) , we focus on mean-variance objective functions and Markovian return models. This allows us to use more simple and clear degrees of ambiguity than the Kantorovich metric, that is, we use a confidence interval around the estimated expected return vector and a relative error of the estimated covariance matrix. Furthermore, our optimization problems are dynamic optimization problems, whereas optimization problems in Pflug et al. (2012) are static optimization problems. Therefore, our models have different implications from the model in Pflug et al. (2012) .
The rest of this paper is organized as follows. Section 2 formulates and solves the dynamic mean-variance optimization problem with multiple priors. Section 3 investigates limiting behaviors of the solutions. Section 4 conducts back tests and reports their results. Section 5 is the concluding section. The most proofs of theorems, lemmas and propositions in this paper are in Appendix.
Mean-Variance Portfolio Selections with Multiple Priors in a Markovian Market
First, we introduce the following notations.
• R d , the d-dimensional Euclidean space. Specifically, we write R := R 1 and
• R m,n , a set of m × n matrices.
• x ′ , the transpose of a vector or matrix x.
• 0 d , the d-dimensional real-valued vector whose all elements are 0.
• 1 d , the d-dimensional real-valued vector whose all elements are 1.
• I d , the d-dimensional identity matrix.
• (x) + := max{x, 0} for all x ∈ R.
• ∥x∥, a general expression of norms. Specifically, ∥x∥ is the Euclidean norm of x ∈ R d and ∥A∥ is the Frobenius norm of A ∈ R m×n .
Let (Ω, F, P) be a probability space. We consider optimal portfolio selections of an investor during T periods. There are one risk-free asset and d risky assets in the financial market. Moreover, we assume that a sequence of R K -valued random vectors, denoted by (F t ) T t=0 , influences distributions of the return vectors of the risky assets: The return vector of the risky assets at time t, denoted by R t , satisfies
where (ϵ t ) T t=1 is a sequence of mutually independent and d-dimensional standard normal random vectors, and µ : R K → R d and σ : R K → R d×d are measurable functions. Furthermore, we assume that F t and ϵ t are mutually independent for each t = 1, . . . , T . Then, the conditional expectation and variance of R t given by F t are
for all t ≥ 1. Hence, the conditional mean and variance of the risky assets' returns are driven by the movement of (F t ) T t=0 . For convenience, we write R 0 = 0 d . The risk-free rate is a constant over time and it is denoted by r f , and (R e t ) T t=1 is the excess return process,
and (F t ) T t=0 , respectively. We assume that an investor can observe the value of F t and R t at each t ≥ 0, so her information at time t is represented by F R,F t . In addition, we assume the following:
Assumption 1
The random process (F t ) T t=0 is a time-homogeneous Markov process with respect to F R,F .
Assumption 1 is important for our optimization. Many return models satisfy this assumption.
Example 2

Factor pricing models. Suppose that (F
are constant matrices. Then, the return process can be expressed as
The above return process is the one of factor pricing models such as the capital asset pricing model (CAPM) and the Fama-French three factor model.
Stochastic volatility models. Suppose that
is a sequence of d-dimensional i.i.d. random vectors that are independent of (ϵ t ) T t=1 . The return process is defined as
where CC ′ is a constant correlation matrix. Then, (F t ) T t=0 satisfies Assumption 1.
3. Markov regime-switching models. Suppose that (F t ) T t=0 is a K-states, time-homogeneous Markov chain and that µ and σ are specified by
In addition, (F t ) T t=0 and (ϵ t ) T t=1 are mutually independent. Then, (F t ) T t=0 satisfies Assumption 1.
In usual portfolio optimization, researchers assume that an investor knows the conditional mean µ(F t ) and variance σ(F t )(σ(F t )) ′ , but, the investor needs to estimate the moments in practice. In the robust optimization literature, researchers take into account the estimation error of these moments. Similar to the literature, we introduce two statistical error components. Let (θ t )
T −1 t=0 be a R d -valued random process of errors of mean and let (V t )
-valued process of errors of variance. The one-period-ahead conditional mean and variance with respect to the probability measure representing the investor's belief, denoted by P θ,V , can be expressed as From the definitions of (θ t )
T −1 t=0 and (V t )
T −1 t=0 , Assumption 3 is natural. The important technical issue is whether the probability measure P θ,V exists or not. To construct the probability measure P θ,V , we introduce the random variable,
and ζ 0 = 1. Then, the following lemma holds.
Lemma 4
Under Assumptions 1 and 3, there exists a probability measure P θ,V , such that
The proof of Lemma 4 is in Section A.1. Since (F t ) T t=0 is the time-homogeneous Markov process with respect to F R,F , we can express the conditional mean and variance of R t+1 as functions depending on F t , that is,
for all t ≥ 0. We denote the conditional expected excess return by m e (F ) = m(F ) − r f 1 d . Now, let us formulate the optimization problem of the investor. Let (X t ) T t=0 be a wealth process of the investor. We assume that X t satisfies a self-financing constraint, that is,
where
t=0 is a sequence of d-dimensional portfolio vectors for risky assets. For each u t , the ith element of u t represents the weight of the wealth invested in the ith risky asset. The investor buys or sells
1)
t=0 is a positive and F F -adapted process which represents the investor's trade-off between the expected return and associated risks. We emphasize that γ is not only F R,F -adapted, but also F F -adapted. The F F -adaptedness of γ is important in the derivation of the explicit form of the value function.
The trade-off parameter is divided by X t whereas in the other standard problem, it is not divided. This parameterization is used by Björk, Murgoci, and Zhou (2014) . They provide two natural interpretations of the parameterization. One is an adjustment of units. The unit of the conditional expected wealth is (dollar), whereas the unit of the conditional variance is (dollar) 2 . So the variance needs to be divided by wealth in order to measure the objective function in dollars. Another interpretation is to measure the objective function by the rate of return. We replace the wealth in the objective by the gross return of the wealth, namely, we consider
Then, Björk et al. (2014) argue that the equilibrium in the above objective is the same as that in the following objective,
However, in our settings, the optimal portfolios are different between these two objectives.
Our settings, therefore, should be interpreted as the adjustment of units. We can also interpret our objective function as an approximation of a certainty equivalent of a CRRA utility. Let
where γ t > 0 is the constant relative risk aversion coefficient at time t. Let us denote by c t (X) the certainty equivalent of a random variable X under the probability measure P θ,V , that is
where (u t ) −1 is the functional inverse of u t . Then, it is well known that c t (X) can be approximated as follows.
where u ′ t and u ′′ t are the first and the second derivatives of u t , respectively. Now, we assume
]. Then, since u t is a CRRA utility, we have
Therefore, we have
Hence, the expectation of the discounted sum of the certainty equivalents can be approximated as follows:
The above approximation coincides with our objective function (2.1). Furthermore, the time varying γ implies that the relative risk aversion coefficient varies over time.
Note that, we assume that X t is almost surely strictly positive for all t ≥ 0. Strictly speaking, it does not hold when permitting short selling, whereas it holds if short selling is not allowed. Nevertheless, we assume the strict positivity of X t in all cases for mathematical convenience. Furthermore, the division of the trade-off parameter by X t is a crucial assumption for the derivation of the explicit solution to our problem. Without it, we can not derive the explicit solution. We again refer to this assumption in the problem without the risk-free asset.
By the Markov property of (F t ) T t=0 , the objective under P θ,V can be expressed as
where c t :
Now, we construct the optimization problem with multiple priors. The investor selects the portfolio maximizing the expected utility of the worst case. This means that the investor faces on the following maximization problem:
2)
where A u T is a set of admissible portfolios and A θ,V T is a set of admissible errors, (θ t )
T −1 t=0 . The set of admissible portfolios can be expressed as
So, the investor is permitted to short sell. We later analyze the case when the investor is prohibited from short selling. The set of admissible errors is characterized by two inequalities. For all (θ t , V t )
t=0 is an R d×d -valued process. Furthermore, they satisfy Assumption 3 and
where (η θ t )
T −1 t=0 and (η V t )
T −1 t=0 are positive F F -adopted processes and tr(A) is the trace of matrix A.
The inequality (2.3) represents a confidence interval in statistics. This idea is introduced by Garlappi et al. (2007) . We can express
]. Garlappi et al. (2007) characterize this constraint of (θ t )
T −1 t=0 as the confidence interval of the estimated mean vector. Their discussion is justified if the return vectors of the risky assets are i.i.d.. However, the return vectors in our model are not i.i.d. in general. Therefore, our constraint (2.3) does not represent the confidence interval. Since the financial models are usually estimated by using the maximum likelihood methods, one should use the inverse of the information matrix as the covariance matrix in our constraint (2.3) in order to characterize this constraint as the confidence interval. However, in this paper, we use this constraint, similar to Garlappi et al. (2007) , to reduce the mathematical complexity.
The inequality (2.4) can be expressed as
t=0 represents the upper boundary of the ratio of the least square error to the conditional variance. Ledoit and Wolf (2003) consider the shrinkage estimator minimizing the following objective:
where Σ is an actual covariance matrix of returns and Σ(α) is a shrunk estimated covariance matrix depending on the parameter α. We use the above objective in the inequality (2.4). Therefore, the inequality (2.4) represents the upper boundary of the objective in Ledoit and Wolf (2003) . As in the case of a unique prior, we can apply the dynamic programming procedure to the optimization problem (2.2).
Theorem 5 Let (Y T t )
T −1 t=0 be a sequence of random variables, such that
T . Then, the above random sequence exists, and
Furthermore, the optimal portfolio process (u * t )
T −1 t=0 derived by the above dynamic programming is time-consistent.
The explicit solution is provided by the following proposition.
Proposition 6 Let
T −1 t=0 in Theorem 5 can be expressed as
and the optimal portfolio is
The proofs of Theorem 5 and Proposition 6 are in Section A.2. By the construction,
t also depends only on the value of F t . Therefore, we can easily compute it numerically using the Markov property of (F t ) T t=0 . The optimal portfolio (2.5) is similar to the ambiguity averse minimum-variance portfolio by Pınar (2014) . However, the multiple priors for mean and variance affects the portfolio (2.5) whereas the ambiguity averse minimum-variance portfolio is only affected by the multiple priors for mean. Therefore, the ambiguity averse minimum-variance portfolio is a special case of our portfolios.
Note that, we obtain similar results to Proposition 6 even if r f varies over time. Let r f,t+1 be a time-varying risk-free rate at time t + 1 such that
where h is a measurable function from R K onto R. The reason why the risk-free rate at time t + 1 depends on the value of F t is that the risk-free rate needs to be determined before investment decision. Then, the following portfolio u T V * t is optimal.
It is clear that
-measurable for all t ≥ 0. In addition, u T V * is admissible. The proof is similar to that of Proposition 6, so we omit it. The above result indicates that if the movement of r f,t is independent of ϵ t , then the optimal portfolio with the constant risk-free rate can be naturally extended into the optimal portfolio with the time-varying risk-free rate.
We next consider an optimization problem with multiple priors without the risk-free asset. In this case, the investor's wealth updating formula is
The objective can be expressed as
Hence, the objective without the risk-free asset has the same form as the objective with the risk-free asset. This implies that Theorem 5 can be applied to the problem without the risk-free asset. The optimization problem without the risk-free asset is formulated as
where the set of admissible portfolios A u T is
The following proposition provides the optimal portfolios and the value functions.
where ψ * t is a unique positive solution of the polynomial equation.
Then, the value function is
and the time-consistent optimal portfolio is
The proof of Proposition 7 is in Section A.3. The equation (2.7) is essentially the same as the equation (A11) in Garlappi et al. (2007) , so it must have a unique positive solution by Garlappi et al. (2007) . We give the details of the proofs of the existence of the unique positive solution to the equation (2.7) in Section A.3.
The main difference between Garlappi et al. (2007) and our model is the covariance matrix. The optimal solution in Garlappi et al. (2007) can be regarded as the case when η V t is zero in our solution. In our case, the multiple priors for covariance affects the optimal portfolio.
The division of γ t by X t has an important role in the problem without the risk-free asset. Without this division, we can not derive the explicit solution since the solution of the polynomial (2.7) depends on the value of X t . This implies that the t-step value function Y T t , also depends on the value of X t . Then, it is difficult to compute the conditional expected value of Y T t given F R,F t−1 under the probability measure P θ,V . Hence, the trade-off parameter's division by the wealth is crucial. Now we introduce a short-selling constraint. Let A u +T be a set of admissible portfolios with a short-selling constraint such that
Then, the dynamic optimization problem with a short-selling constraint can be expressed as
8)
Then, the following proposition holds.
where C + is a set of portfolios such that
and the optimal portfolio at time t is
The proof of Proposition 8 is in Section A.3. The t stage problem,
can be rewritten as follows,
Therefore, the solution to the above problem exists since the above objective is continuous in u t .
Limiting Behaviors
In this section, we study limiting behaviors of optimal portfolios. We have postulated that the parameters ( γ t )
t=0 are non-negative. We therefore consider the behaviors of the optimal portfolios when these parameters go to infinity.
We first consider the optimal portfolio with the risk-free asset. By Proposition 6, the optimal portfolio with the risk-free asset is
for all t ≥ 0. Then, m e t and g e t are determined independently of the values of γ t , η θ t and η V t . a e t can be expressed as for any fixed η V t . Therefore, u * t converges to 0 d when η θ t tends to infinity. These behaviors are natural since the investor with strong doubts of the correctnesses of the risky assets' parameters prefers investing in the risk-free asset which yields a deterministic return r f . Thus, the effects of multiple priors are similar to the risk-averse behavior if the risk-free asset is present. However, with the absence of risk-free asset, limiting portfolios are two famous portfolios, namely, the global minimum-variance portfolio and the equally weighted portfolio.
when permitting short selling. When short selling is not allowed, then the optimal portfolio again converges to the global minimum-variance portfolio.
(b) If η V t tends to infinity, then the investor invests in the equally weighted portfolio whether short selling is allowed or not, that is,
Proof . By Proposition 7, the optimal portfolio without the risk-free asset is 
The benefit of the above expression is that it separates the terms depending on η θ t and η V t . In addition, 
The right equality follows that lim
Hence it is a contradiction. Therefore, the equation (3.1) diverges when η θ t tends to infinity. Indeed,
This is consistent. Therefore, the limiting portfolio with respect to η θ t is
This limiting portfolio is the global minimum-variance portfolio under P θ,V . We consider the limiting behavior with respect to η V t . d can be expressed as
Then, the RHS in the equation (3.1) becomes
We first assume that the LHS in the equation (3.1) diverges, that is,
This implies that ψ * t converges to 0 when η V t → ∞. However, for the RHS in the equation (3.1),
This is a contradiction. It follows that there exists some positive constant C 2 > 0 such that
This implies that ψ * t diverges. Then the LHS in the equation (3.1) also converges to γ 2 t , so it is consistent with our expectation.
By the definition, it holds that
for some constant C 4 . Furthermore, we have
On the other hand,
Finally, it holds that
Hence, the limiting portfolio as η V t → ∞ is the equally weighted portfolio. In the case when short selling is not allowed, it holds that u
since the objective function is proportional to
and the effects of the first two terms become small when η θ t becomes large. 2
Interestingly, the optimal portfolio u * t also converges to the equally weighted portfolio when η V t → ∞ and η θ t = 0. This means that the investor chooses the equally weighted portfolio under the strong uncertainty for variance even if she believes that the errors of the estimated conditional expected returns do not exist. Therefore, we conclude that the uncertainty about variances has a stronger impact on the investor's portfolio selection than the uncertainty about means.
However, the above result slightly differs from natural intuition. The readers may think that the investor tends to choose the asset having the highest expected return if the degree of suspicion for variances η V t , is sufficiently large. This question can be resolved through the inequality constraint (2.3). If η V t is sufficiently large, then the error of variance V t , is also large. This implies that
is very close to 0. Then, the mean errors θ t in the investor's belief can take an arbitrary value if η V → ∞. Therefore, the investor's worst scenario is that the means take large negative values which are the same across all risky assets. Hence, the investor chooses the equally weighted portfolio if η V → ∞. Without the risk-free asset, the limiting case η θ t → ∞ is the same as the special case of the 2-norm-constrained optimal portfolio in DeMiguel et al. (2009a) . However, our framework admits dynamic changes of covariance, so the conditional covariance matrix appears in the limiting portfolio, whereas the unconditional covariance matrix appears in DeMiguel et al. (2009a) since they consider the static optimization.
Unfortunately, without the risk-free asset, the limiting strategies are not applicable straightforwardly since the value functions diverge. These limiting portfolios are only admissible in the initial period of the investment horizon. However, if η θ t and η V t are sufficiently large, then the optimal portfolios are very similar to the limiting portfolios, so we can use the optimal portfolios with large η θ t and η V t as proxies of the limiting portfolios. In Section 4, we study the cases of large η θ t and η V t .
Remark 10 As mentioned below, in a limiting case, Pflug et al. (2012) reach essentially the same conclusion as us, although there are several differences. Pflug et al. (2012) show that as a model uncertainty measured by the Kantorovich metric increases, an optimal portfolio in a mean-standard-deviation optimization problem converges to the equally weighted portfolio. Specifically, Pflug et al. (2012) consider the following problem: 2
where d 2 is the Kantorovich metric with order 2, and R is a risky assets' return vector. γ is a non-negative trade-off parameter between returns and risks. E Q and Var Q are expectation and variance operators under a probability measure Q, respectively. κ is a non-negative constant that represents a degree of uncertainty. Pflug et al. (2012) show that the solution to the problem (3.3) converges to the equally weighted portfolio as κ → ∞. One of the differences between our model and the model in Pflug et al. (2012) is the measure of uncertainty. Pflug et al. (2012) adopts the Kantorovich metric, while it is a mathematically sophisticated concept of a distance among probability measures, it is usually hard to compute, and it is not usually used in practice. In contrast, our measures of uncertainty are a confidence interval around means and a relative error of covariances, which are widely used in practice and easy to compute.
Another difference between our model and the model in Pflug et al. (2012) is the objective function. Let us assume T = 1 in our model, so we consider a static problem. In order to apply the approach of Pflug et al. (2012) to our objective function, we need to replace the term of the standard deviation in (3.3) to the variance, that is
However, since the objective function in the problem (3.4) does not satisfy the assumptions in Proposition 1 in Pflug et al. (2012), we can not use the results of Pflug et al. (2012) . Therefore, the solution to the problem (3.4) may not converge to the equally weighted portfolio. For details about this discussion, we also refer to Wozabal (2014) . Considering a unique prior case (i.e., κ = 0), we can easily show that the solution to the problem (3.3) is proportional to the solution to the problem (3.4). However, the trade-off parameter γ has different implications in these problems. As seen in Section 2, in our model, we can regard γ as a coefficient of (absolute) risk aversion. On the other hand, economic implication of γ in the problem (3.3) is not clear.
Finally, we adopt dynamic mean-variance optimization, whereas the model in Pflug et al. (2012) is static. Therefore, our model allows an investment strategy that changes portfolios in reaction to the state variable F t . In Section 4, we will see that this investment strategy often performs well in practice.
Optimality of Naive Investment Strategies in Back Tests
In this section, we conduct back tests of dynamic optimization with multiple priors. We use the following three data sets.
1. International Equity Indexes. The four MSCI indexes: US, Japan, UK, and Germany. Each index is month-end US-dollar valued. The data source is the Thomson Reuters Datastream.
2. Industry Indexes. The five monthly returns of industry indexes in the US stock market: Consumer, Manufacture, HiTechnology, Health, and Others. The data source is the Kenneth French's web site.
3. Size-and Value-Sorted Portfolios. The six monthly returns of the 2×3 size-and book-to-market-sorted portfolios in the US stock market by Fama and French (1993) . The data source is the Kenneth French's web site.
We also use monthly returns of 90-day US treasury bill from the Thomson Reuters Datastream as risk-free rates. Each dataset consists of monthly returns from January 1975 to December 2014. In order to focus on the diversification within the risky assets, we consider the asset allocations without the risk-free asset and compare out-of-sample Sharpe ratios.
Methodology of the Back Tests
In each dataset, we assume that the return vector is modeled by a two-state, recursive and time-homogeneous Markov regime-switching model, such that
where (F t ) T t=0 is a two-state, recursive and time-homogeneous Markov chain. (F t ) T t=0 and (ϵ t ) T t=1 are mutually independent. The transition probability matrix of (F t ) T t=0 is constant over time by the time-homogeneity of (F t ) T t=0 . This model satisfies Assumption 1. We assume that one of the states of F t is a "good state" and another state is a "bad state". Whether the market condition is good or bad is determined by the values of conditional means and variances of the return vectors. Consider the state in which more than half of means and reciprocals of variances are larger than those in another state. We call this state the "good state" and call the other state the "bad state". If these values are the same, as the good state we choose the state in which the sum of the marginal conditional means is larger than that in the other state.
We consider two types of investors. The first type assumes that the returns of the indexes are not regime switching. This type of investor always considers the mean and variance of the returns are constants. We call this type "IID". The second type assumes that the returns are driven by the Markov chain (F t ) T t=0 . Hence, this type of investor assumes that the conditional mean and variance of the returns vary over the time. We call this type "RS". The IID and RS investors compute their portfolios using the dynamic optimization without the risk-free asset proposed in Propositions 7 and 8.
As for the preference parameters, γ t and δ are constant over time and states. We set γ t = 1 and δ = 0.99. To study the effect of the multiple priors, we consider six different values of (η θ t = 0, 1, 2, 3, 4, 5) and five different values of (η V t = 0.0, 0.5, 1.0, 3.0, 5.0). These parameters are fixed over time and states. Furthermore, we also consider two different cases: the one in which short selling is permitted and the one in which it is not permitted. Therefore, we compute 6×5×2 portfolios for each investor type. The large η θ t and η V t represent strong degrees of suspicion of investors, so we can compare the investors with different levels of suspicion. As benchmarks, we also consider the equally weighted portfolio (EW), the portfolio maximizing the single-period empirical Sharpe ratio (max SR), and the single-period global minimumvariance portfolio (GMV). In addition, we use the value-weighted portfolio (VW) as one of the benchmarks for the industry indexes and the size-and value-sorted portfolios data set 3 . Note that the IID investor's max SR at time t maximizes the following objective function:
where µ and Σ are sample mean and variance of returns and r f,t is the risk-free rate at time t. On the other hand, the RS investor's max SR at time t with the state F t = i maximizes the following objective function,
where µ i and σ i σ ′ i are estimated mean and variance of returns at state i. By the above definition, max SR delivers the largest Sharpe ratio without estimation errors.
Furthermore, we consider the following six extreme strategies. In these six strategies, η θ t and η V t take different values in the different states of F t . The first strategy is "GMV in the good state and EW in the bad state" (GMV-EW). Under this strategy, the investor invests in the global minimum-variance portfolio in the state of good market condition and in the equally weighted portfolio in the state of bad market condition. This strategy can be interpreted as the optimal portfolio when η V t = 0 and η θ t tends to infinity in the good state and when η V t tends to infinity in the bad state. The second strategy is "EW in the good state and No Error in the bad state" (EW-NE). Under this strategy, the investor invests in the equally weighted portfolio in the good state and in the optimal portfolio of Proposition 7 and 8 with η θ t = η V t = 0 in the bad state. This strategy can be interpreted as the optimal portfolio when η V t = 0 and η θ t tends to infinity in the good state and when η θ t and η V t are 0 in the bad state. The third strategy is "GMV in the good state and No Error in the bad state" (GMV-NE). Under this strategy, the investor invests in the global minimum-variance portfolio in the good state and in the optimal portfolio with η θ t = η V t = 0 in the bad state. This strategy can be interpreted as the optimal portfolio when η V t = 0 and η θ t tends to infinity in the good state and when η θ t and η V t are 0 in the bad state. The rest of the strategies are the reverse strategies of the above three strategies "EW in the good state and GMV in the bad state" (EW-GMV), "No Error in the good state and EW in the bad state" (NE-EW), and "No Error in the good state and GMV in the bad state" (NE-GMV). The abbreviations and the six extreme strategies are summarized in Table 1. In the back tests, each investor needs to estimate the distribution parameters from the data. The rolling window of estimation is fixed to 240 months. At each time, the IID investor computes the sample mean and variance of the data over the past 240 months from current time. Similarly, the RS investor estimates the distribution parameters using the data over the past 240 months from current time. The RS investor estimates the parameters by the EM algorithm proposed by Hamilton (1990) . At the time when t months have passed after the start of investment, the investors compute the optimal plans of the portfolios for 240 − t periods and invest in their optimal portfolios in the initial period. For example, suppose that the investors would like to decide the portfolios in January 2000. They first compute the optimal portfolio plans for 180 months, from January 2000 to December 2014. Then, they invest in the portfolios in the initial period in January 2000.
However, the RS investors can not determine their portfolios since the state variable F in actual data is not observable. To determine their portfolios, they regard the state having the highest conditional probability as the current state, that is, the current state at time t is the following i t , i t = arg max i∈{1,2} P(F t is in the i th state.
where R s is the return vector of the indexes at time s = 1, . . . , t. The optimality of the portfolios derived in Proposition 7 and 8 are not guaranteed in the above rolling-window approach. However, in general, investors usually choose their portfolios based on the latest information. Moreover, the existing literature (e.g., Garlappi et al. (2007) and DeMiguel et al. (2009b) ) adopts the rolling-window approach. For these reasons, we also use this approach. Tables 2, 3 , and 4 display the out-of-sample Sharpe ratios obtained from the back tests. In all data sets, the extreme strategies tend to deliver larger Sharpe ratios.
Results of the Back Tests
In the international diversification (Table 2) , max SR has larger Sharpe ratios than the other typical portfolios, GMV and EW, in all cases (whether the investor type is IID or RS and with or without permitting short selling). When permitting short selling, max SR of the IID investor has the largest Sharpe ratio (0.1014) except for the extreme strategies. However, the IID investor's optimal portfolio with η θ t = 0.0 and η V t = 5.0 when not permitting short selling delivers the largest Sharpe ratio (0.1081) among all portfolios. Also, the Sharpe ratios when short selling is not permitted tend to be larger than those when it is permitted. This is consistent with the well-known results of Jagannathan and Ma (2003) , which states that a short-selling constraint can improve the investment performance.
According to Table 2 , the two extreme strategies, GMV-EW and GMV-NE, have good performances whether short selling is permitted or not. GMV-EW with short selling delivers the largest Sharpe ratio (0.1032) among the portfolios with short selling. On the other hand, GMV-NE without short selling has the second largest Sharpe ration (0.1078) among all portfolios. Furthermore, the Sharpe ratios of GMV-EW without short selling and GMV-NE with short selling, 0.0922 and 0.0891 respectively, are not small. Among the typical portfolios (max SR, GMV, and EW) and the typical extreme strategies (GMV-EW and EW-GMV), GMV-EW when permitting short selling has the largest Sharpe ratio. Taking into account the simplicity of computation, GMV-EW when permitting short selling works effectively. Table 3 reports the results of the industry indexes data set. According to Table 3 , GMV has larger Sharpe ratio than max SR, EW and VW in all cases. Precisely, the IID investor's GMV with short selling has the largest Sharpe ratio among all portfolios. Among portfolios without short selling, the RS investor's GMV has the largest Sharpe ratio. However, the two extreme strategies, GMV-EW and EW-GMV, are not so bad either. Both of GMV-EW and EW-GMV defeat max SR, EW, and VW regardless of whether short selling is permitted or not. Comparing GMV-EW and EW-GMV, EW-GMV performs better than GMV-EW. When short selling is permitted, the Sharpe ratio of GMV-EW is 0.2234, whereas the Sharpe ratio of EW-GMV is 0.2564. Without short selling, the Sharpe ratio of GMV-EW is 0.2281, whereas the Sharpe ratio of EW-GMV is 0.2473. Table 4 reports the results of the size-and value-sorted portfolios data set. The IID investor's optimal portfolio with η θ t = 1.0 and η V = 0.0 when permitting short selling has the largest Sharpe ratio (0.3406) among all portfolios. On the other hand, similar to the industry indexes data set, GMV has a larger Sharpe ratio than max SR, EW, and VW in all cases. Furthermore, regardless of whether permitting short selling or not, GMV-EW defeats max SR, EW, VW, and GMV, except for the IID investor's GMV. Precisely, GMV-EW has the largest Sharpe ratio (0.2336) among portfolios without short selling.
In summary, GMV-EW and GMV tend to perform well in all data sets. DeMiguel et al. (2009b) report relatively good performances of GMV, so our results are consistent with their results. Unlike DeMiguel et al. (2009b) , EW is less efficient in our data sets. However, GMV-EW delivers larger Sharpe ratio in the international indexes data set when short selling is permitted and in the size-and value-sorted portfolios data set when short selling is not permitted. Furthermore, GMV-EW defeats max SR in the industry indexes data set regardless of whether permitting short selling or not. Therefore, EW is efficient under particular situations and GMV-EW effectively uses the efficiency of EW.
Note that the IID investor's max SRs deliver larger Sharpe ratios than the RS investor's max SRs in all cases. One explanation of this result is the difference between the objective functions. The RS investor's max SR maximizes the conditional Sharpe ratio whereas the IID investor's max SR maximizes the unconditional Sharpe ratio. Since our back tests compute out-of-sample Shape ratios, which are sample analogs of the unconditional Sharpe ratio, it is not surprising that the IID investor's max SRs perform better than the RS investor's max SRs.
As seen in Section 3, the extreme strategies can not be justified by our framework since the value functions also diverge. However, optimal portfolios with sufficiently large η θ t and η V t will work as extreme strategies. We show behaviors of the optimal portfolios with sufficiently large η θ t and η V t . We consider the following metrics from the optimal portfolios of EW and GMV:
where u * t is the optimal portfolio at time t. These metrics represent the root square errors from EW and GMV, so we call these the portfolio errors from EW and GMV. Figure 1 shows the portfolio errors of the international indexes data set from EW and GMV in the case when short selling is permitted. From the upper figures in Figure 1 , we see that the high η θ t reduces the portfolio errors from GMV for both IID and RS investors. Similarly, the lower figures in Figure 1 show that the high η V t reduces the portfolio errors from EW for the both investors 4 . This observation is consistent with our theoretical results in Section 3. Figure 1 suggests that the optimal portfolios with sufficiently large η θ t and η V t can be good proxies for the extreme strategies. We try to approximate GMV-EW and EW-GMV by these optimal portfolios. We denote these approximated portfolios by mGMV-EW and mEW-GMV. The first letter m means mimicking extreme strategy. Table 5 reports the Sharpe ratios of the optimal portfolios with sufficiently large η θ t and η V t . The second, third, fourth, and fifth columns are the specific values of η θ t and η V t of the mimicking strategies. In Table 5 , the averages of the root square errors of the mimicking strategies from the (original) extreme strategies are sufficiently small in all the data sets. This implies that the mimicking strategies are good proxies for the extreme strategies. Consequently, the mimicking strategies' Sharpe ratios are close to the original extreme strategies' Sharpe ratios. Hence, we conclude that the investors can asymptotically justify the extreme strategies and exploit the portfolio selections that are extremely robust to the estimation errors.
GMV-EW and GMV-EW are very simple strategies, which means investing in the global minimum-variance portfolio or the equally weighted portfolio with respect to the market condition. These strategies seem to be naive and ad hoc, but they are one of the results of the plausible portfolio optimization; For GMV-EW, the investor assumes that the estimates of the conditional mean in economic booming and the conditional variance in recession are not credible at all, whereas for EW-GMV, she assumes that the estimated variances in economic booming and the estimated means in recession are not credible. Therefore, the investor chooses GMV-EW or EW-GMV as the extremely robust portfolio to estimation errors.
Conclusion
In this paper, we derive the optimal portfolios in the dynamic mean-variance problems with multiple priors. Furthermore, we show that the optimal portfolios include the equally weighted portfolio and the global minimum-variance portfolio in the limiting cases.
In the back tests, we find that the extreme strategies, especially GMV-EW tends to be relatively mean-variance efficient in the various data sets. In addition, the portfolios with sufficiently large η θ t and η V t can be good proxies for the extreme strategies. Therefore, we can mathematically justify the extreme strategies although the extreme strategies seem to be naive; the reason why the investors choose the extreme strategies is that the investors have strong suspicion of the estimated expected return and covariance. Our analysis has an important implication about asset pricing. As seen above, the standard mean-variance analysis does not work in practice, neither does the capital asset pricing model. However, according to our framework, two mean-variance inefficient in theory, and naive portfolios, the global minimum portfolio and the equally weighted portfolio, can be justified as rational selections of the investors. Thus, it is possible that the two portfolios develop asset pricing models. Then, our framework can be used to analyze the rational reasoning behind the investors' choices of these portfolios.
A Appendix
A.1 Proof of Lemma 4
Proof of Lemma 4. We first prove that
To simplify the notations, we write µ t+1 = µ(F t+1 ) and
u. Then, the above integral is equal to 1 and the equation (A.1) holds.
If
Then, the process (Z t ) T t=0 is a martingale with respect to
These equalities imply that we can define the probability measure P θ,V such that
Let √ −1 be an imaginary unit. For any fixed u ∈ R K , by the Bayes rule, it holds that
This implies that the conditional distribution of F t+1 given F R,F t under P θ,V is the same as the conditional distribution of F t+1 given F R,F t under P. It follows that
for all t ≥ 0. Similarly, it holds that
A.2 Proofs of Theorem 5 and Proposition 6
To prove Theorem 5, we need to show two lemmas. The objective function in the problem (2.2) can be written as
Let ρ t be a mapping such that
Then, we can express the objective as
T , where X 0 = x and F 0 = f . The above recursive structure is important for the optimization. To simplify the notations, we write
We define ρ t,r−1 as
Then, for all u ∈ A u T and (θ, V ) ∈ A θ,V , we have
for all 0 ≤ t ≤ T − 1. We first prove that the order of the minimization with respect to (θ, V ) can be exchangeable. The proof of the following lemma is essentially the same as the proof of Lemma 1 in Chen et al. (2014) .
Lemma 11 Fix any u ∈ A u T . Then, it holds that min (θr,Vr)
) .
Minimizing the above inequality, we obtain min (θr,Vr)
We denote by ( θ, V ) the following minimizer:
Therefore, we can conclude that the equality (A.2) holds. 2
By Lemma 11, we can minimize the objective function with respect to (θ, V ), iteratively. Let
Then, by Lemma 11, we derive that
In the proof of Lemma 11, the monotonicity of ρ t plays a key role in the exchangeability of the minimization with respect to (θ, V ). Similarly, the monotonicity of ρ t is important to the the order of the maximization with respect to u. ρ t satisfies the monotonicity, that is, for all y ∈ R d and 0
Therefore, using the same argument as in Lemma 11, we can prove the following lemma.
Lemma 12 For all 0 ≤ t ≤ s ≤ T − 1, it holds that max (ur)
where A u T | r t is a set of (u s ) r s=t which are components of u ∈ A u T from the time t to r.
Using Lemma 12, the dynamic programming of the multiple priors optimization can be justified. Now, we prove Theorem 5 and Proposition 6.
Proof of Theorem 5 and Proposition 6. Consider the time
Then, the minimization problem in the problem (A.3) is reduced to the following problem,
The Lagrange function of the problem (A.4) is
where λ θ and λ V are Lagrange multipliers. We first consider the case when u T −1 ̸ = 0 d . The first order condition for θ T −1 is
Hence, we have
Since the constraint for θ T −1 is binded, it holds that
Hence,
and
We denote the i × jth element of V T −1 by v i,j T −1 . Then, the first order condition for v
where N i,j is a d-dimensional matrix whose i × jth element and j × ith element are 1 and the other elements are zero.
Hence, it holds that
It follows that
for all i and j. Using the matrix notation, we have
Since the constraint for V T −1 is also binded, it holds that
Therefore, the Lagrange multiplier λ V is
T −1 is a solution. In this case, we choose
Substituting θ T −1 and V T −1 into the original time T − 1 optimization problem (A.3), we obtain
We first consider the following case.
The first order condition of this problem (A.5) is
Furthermore, we also have
Thus, we obtain the following quadratic equation for ψ T −1 .
T −1 = 0. By the inequality (A.6), the above equation has a unique positive solution such that
Hence, the optimal portfolio at time T − 1 is
) (
If the inequality (A.6) does not hold, then the Cauchy-Schwartz inequality leads to
The solution of the later problem is an arbitrarily vector
We choose u T −1 = 0 d , and then the optimal value of the later problem becomes X T −1 (1 + r f ). Moreover, we have
is also a solution of the former problem.
In each case, we can express the optimal portfolio at time T − 1 as
T −1 . In addition, the value function is
By the definition,
Now, we assume that
where we have used Lemma 4 and
The optimal portfolio at time t is
Also, it is obvious that the optimal (u * t )
The Lagrange function of the above problem is
where λ u is the Lagrange multiplier. The first order condition is
Since the constraint is binded, we have
Therefore, we obtain
The optimal portfolio is
Therefore, we can consider the following polynomial equation for ψ * T −1 :
Expanding it, we obtain
The equation q(ψ * T −1 ) = 0 is essentially the same as the equation (A11) in Garlappi et al. (2007) , therefore it has a unique positive solution by the discussion in Garlappi et al. (2007) . We show the existence of the unique positive solution to the equation (A.9) . Since the equation where we have used g T −1 = 1 and m T −1 = m(F T −1 ). Since the coefficients of the quartic equation (A.9) are F Therefore, the maximization problem for u t is Then, we have 
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