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I. INTRODUCTION
Consider a random vector X n = (X 1 ; 1 11;X n ) taking values in the n-dimensional Euclidean space IR n :
The rate-distortion function [1] of X n relative to the normalized squared error (expected squared Except for a few special cases, closed-form analytic expressions for RX (D) are not known, and only upper and lower bounds are available. Arguably, the most important of these bounds is the well-known Shannon lower bound [1] . For X n having an absolutely continuous distribution with density f and a finite differential entropy h(X n ) = 0 f(x) log f(x) dx for all D > 0, but it becomes tight in the limit of small distortions in the sense that
where
One important feature of the Shannon lower bound is that it easily generalizes to stationary sources. Let X = fX i g 1 i=1 be a real stationary source and for each n, let X n denote the vector of the first n samples of X: The rate-distortion function of X is defined by
(the limit is known to always exist [1] ). The quantity RX (D) represents the minimum achievable rate in lossy coding X with distortion D (see, e.g., [5] ). Let X n = (X 1 ; 11 1;X n ) have a density and finite differential entropy h(X n ) for all n, and assume that the differential entropy rate h(X ) = lim n!1
and just as in the finite-dimensional case, this lower bound becomes asymptotically tight in the limit of small distortions ( [3] , [4] ).
For source distributions without a density the Shannon lower bound has no immediate extension. However, Rosenthal and Binia [6] have demonstrated that the asymptotic behavior of the ratedistortion function (which for sources with a density is given by (1)) can still be determined for more general distributions. They considered the case when the distribution of X n is a mixture of a discrete and a continuous component with nonnegative weights Equivalently, we are given an n-dimensional random vector X (1) with a discrete distribution, and another n-dimensional random vector X (2) which is obtained by applying an orthogonal transformation L ) has a density. Let be a binary random variable with distribution P P P ( = 0) = 1 0 and P P P ( = 1) = , and let be independent of (X (1) ; X (2) ): It is assumed that X n can be written in the form
The main result of [6] shows that as D ! 0, the rate-distortion function of X n with such a mixed distribution is given asymptotically by the expression
where H() and H(X (1) ) denote discrete entropies and h(X 0 ) is the differential entropy of X 0 : We note here that Rosenthal and
Binia made an error in the derivation (see [6, eq. (27) ]) and, in fact, arrived at an incorrect formula instead of the correct expression (5) . Their asymptotic expression exceeds (5) by the nonnegative constant Although the mixture model Rosenthal and Binia considered can be very useful for modeling memoryless signals encountered in certain practical situations, its use in modeling information sources with memory and mixed marginals is rather limited. In particular, it is easy to see that a source fX i g 1 i=1 cannot be ergodic if, for all n, the samples X n = (X 1 ; 111 ; X n ) have a mixture distribution in the form 0018-9448/99$10.00 © 1999 IEEE of (4) with 0 < < 1: Thus in general (5) cannot be used to obtain the asymptotic behavior of RX (D) for stationary and ergodic sources with memory and mixed marginals, although such source models are of practical interest, for example, in lossy coding of sparse images [7] .
In this correspondence, we propose a more general mixture model and provide an extension of (5) to this class of source distributions. Our model has the advantage of allowing stationary and ergodic information sources. We assume that the distribution of X n is a mixture of finitely many component distributions such that each component has a certain number of coordinates with a discrete distribution while the remaining coordinates have a joint density.
More formally, let fX (j) ; j = 1; 111 ; Ng be a finite collection of random n-vectors such that for each j exactly dj coordinates of X (j) have a discrete distribution (the d j -dimensional vector formed by these "discrete coordinates" is denotedX (j) ) and the remaining cj = n 0 dj coordinates have a joint density (the cj-dimensional vector formed by these "continuous coordinates" is denotedX (j) ). As explained in the next section, we can assume without loss of generality that X (j) and X 
Note that V is a function of X n with probability 1.
) denote the conditional differential entropy of the continuous coordinates of X (j) given its discrete coordinates, and let
) denote the entropy of the discrete coordinates of X (j) : Our main result, Theorem 1, shows that as D ! 0
where j = P P P (V = j) and 3 = 1 n N j=1 jcj: Note that the quantity n3 is the average number of "continuous coordinates" of X n : Formula (6) proves that n3 is also the so-called rate-distortion dimension of X n [8] .
To illustrate the application of this result to sources with memory, let Z = fZ i g 1 i=1 be an arbitrary binary stationary source. We construct another stationary source X = fXig 1 i=1 in the following manner. If Z i = 0, let X i have a fixed discrete distribution P , while if Zi = 1, let Xi have a density f: We assume that the generating procedure is memoryless so that the Xi are conditionally independent given fZ i g 1 i=1 : Then the process fX i g 1 i=1 is stationary. Note that the distribution of X n does not have the binary mixture form of (4) if n 2: Thus (5) cannot be used to obtain the asymptotic behavior of R X (D) for n 2 except when fZ i g is memoryless, in which case RX (D) = RX (D): On the other hand, for all n, the distribution of X n has a mixture form for which (6) applies. As a consequence of this fact, Corollary 1 shows that as D ! 0
where H(Z) = lim n 1 n H(Z n ) is the entropy rate of Z, H(P ) and h(f) are the discrete and differential entropies of P and f, respectively, and = P P P (Zi = 1):
The above construction can be used to model the formation of sparse images which have a large number of zero-valued pixels [7] .
In this case, P is concentrated on the single value zero (i.e., Xi = 0 if Z = 0) and the fraction of nonzero pixels is controlled by the parameter = P P P (Z i = 1): The wide range of possible choices for the stationary binary process fZig and the density f makes it possible to accurately model the image characteristics. Then formula (7) can be used to compare the performance of a practical coding scheme with the ideal performance given by the rate-distortion function.
II. SOURCES WITH MIXED DISTRIBUTION
Let fX 
has an absolutely continuous distribution with a density. We also allow dj = n (X (j) has a discrete distribution) and dj = 0 (X
has an n-dimensional density). Let the source vector X n have a distribution which is a mixture of the distributions of the X (j) with nonnegative weights 1; 1 11;N (6 N j=1 j = 1): This means that for any measurable B IR n P P P (X n 2 B) = N j=1 j P P
Equivalently, we can define an index random variable V taking values in f1; 111 ; Ng; which is independent of the X (j) and has the distribution P P P (V = j) = j ; for j = 11 1 1;N: If X n is defined by
(i.e., if V = j; then X n = X (j) ) then X n has a distribution given by (10) .
Without loss of generality we will assume that if j 6 = j 0 , then X (j) and X (j ) do not have their discrete (and consequently their continuous) coordinates at the same positions, i.e., A j 6 = A j if j 6 = j 0 : (12) For otherwise, by mixing the distributions of X (j) and X (j ) with weights j=(j + j ) and j =(j + j ), one would obtain a new distribution which, when assigned the weight j + j , could replace X (j) and X (j ) in the definition of X n : Therefore, we can assume that N 2 n since there are 2 n different possibilities for choosing discrete coordinates.
In what follows we require that X n satisfy the following mild conditions. a) All X (j) have finite second moments:
E E EkX ) is finite, and the entropy of the discrete coordinates H(X
) is finite.
The next theorem is proved in Section III. jcj: Thus the expected number of the continuous coordinates of X n is also the effective dimension of X n in the rate-distortion sense.
Example: One immediate application of Theorem 1 concerns processes which are obtained by passing a binary stationary source through a memoryless channel. Let Z = fZ i g 1 i=1 be an arbitrary stationary source taking values in f0; 1g, and consider a timeinvariant memoryless channel with binary input and real-valued output. The output of the channel has a discrete distribution P if the input is 0, and an absolutely continuous distribution with density f if the input is 1. We will assume that f and P have finite variance and that H(P ) and h(f) are finite.
Suppose the stationary process X = fXig 1 i=1 is generated as the output of this channel if the input is fZig 1 i=1 : Fix n 1: Since the channel is memoryless, X1; 1 11;Xn are conditionally independent given Z n : For z n 2 f0;1g n , let X (z ) be a random n-vector having distribution equal to the conditional distribution of X n given where (n; D) ! 0 as D ! 0 for all n: Since we do not claim that (n; D) converges to zero uniformly for all n, we cannot simply take the limit as n ! 1 of both sides of (16) Corollary 1 suggests a method that is near-optimal for encoding fXig with small distortion. Since Z n is a function of X n it can be losslessly encoded using approximately H(Z n ) bits. The binary vector Z n specifies the positions of the "discrete" and "continuous" samples of X n : Therefore, the d(Z n ) discrete samples can be losslessly encoded using approximately d(Z n )H(P) bits and the c(Z n ) continuous samples can be encoded with overall squared distortion c(Z n )D= using a vector quantizer which is optimal for the c(Z n )-dimensional i.i.d. random vector with marginal density f:
By (1), the vector quantizer will need approximately c(Z n )h(f) 0 (c(Z n )=2)log (2eD=) bits. The normalized expected squared error of this scheme is D, while for large n and small D, the per-sample expected rate will be close to
Intuition tells us, and Corollary 1 proves it formally, that this strategy is asymptotically optimal.
III. PROOFS
The proof of Theorem 1 is given in two parts. First we show in Lemma 1 that the right-hand side of (13) is an asymptotic lower bound on R X (D): Then a matching upper bound is proved in Lemma 2.
Our method of proof is based partially on [6] , but with the help of techniques developed in [4] and [10] , we have managed to give simpler proofs of more general results. ):
Proof: For each D > 0; let Y n be a random n-vector achieving RX (D) in the sense that I(X n ; Y n ) = nR X (D) and E E EkX n 0 Y n k 2
D:
Since E E EkX n k 2 < 1; such Y n always exists (see, e.g., [11] ). Note that we have suppressed the dependence of Y n on D in the notation.
It is readily seen that V is a function of X n with probability 1 since by (12) 
where Y (j) denotes a random n-vector whose distribution is equal to the conditional distribution of Y n given V = j: Lemma 3 given in the Appendix implies that
Next we will consider the terms in the sum in (17) individually. Recall (8) and (9) 
and by a well-known result [12] , the differential entropy of the c jdimensional random vector Z =X 
where (18) 
