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Abstract
We introduce an intrinsic and informative local-to-global association
matrix to measure the proportional association of categories of a variable
with another categorical variable. Towards a proportional prediction, the
association matrix determines the expected confusion matrix of a multi-
nomial response variable. The normalization of the diagonal of the matrix
gives rise to an association vector, which provides the expected category
accuracy lift rate distribution. A general scheme of global-to-global as-
sociation measures associated with flexible weight vectors is derived from
the diagonal. A hierarchy of equivalence relations defined by the associ-
ation matrix and vector is shown. An application to feature selection is
presented.
Keywords: association matrix, categorical data, feature selection, propor-
tional association.
1 INTRODUCTION
Nominal data are quite common in scientific and engineering research related to
biomedical research, consumer behavior analysis, network analysis and search
engine marketing optimization. When the population is cross-classified and
there is no natural ordering for observed outcomes, association analysis as de-
scribed in Han and Kamber (2006) can be described nominal association mea-
sures. Even if the categorical variables collected in these studies are ordinal,
they are often treated as nominal if the ordering is not of interest or a natural
and meaningful metric is difficult to establish.
When the response variable is multinomial, the classical probabilistic mea-
sure such as odds ratio or relative risk are difficult to use due to the multiple
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levels in the response variable. Instead, the principle of optimal (conditional
mode based) or proportional (conditional Monte-Carlo based) prediction can be
used to construct nonparametric nominal association measures. For example,
Goodman-Kruskal (1954) and others proposed some local-to-global association
measures towards optimal predictions. The proportional associations between
variables are probabilistically and statistically intrinsic. It reflects the proba-
bilistically averaging effects of input on output distributions. There are quite
a few proportional association measures proposed in the literature (cf. Lloy
(1999)). However, all these measures focus either on local-to-local (e. g. , con-
tingent table analysis) or on global-to-global (e. g. , the Goodman-Kruskal τ by
Goodman-Kruskal (1954) associations between two categorical variables. For
some statistical inferences, commonly used local-to-local (category-to-category)
or global-to-global (variable-to-variable) association measures can be sufficiently
informative. When the population is cross-classified, effective local-to-global
(category-to-variable) association measures are necessary to provide a more de-
tailed description or evaluation of the intrinsic dependence structure. For exam-
ple, these kinds of measures are of fundamental importance in targeted or group
specific risk analysis such as credit risk migration analysis, clinical diagnosis, or
public health management.
In order to gain important insights of the underlying dependence structure,
we propose a nominal association matrix to measure the probabilistic propor-
tional associations of every category of a response variable with an explanatory
variable. We will show that this matrix estimates expected confusion matrix for
multinomial response variables when a proportional (conditional Monte-Carlo)
prediction is employed. Detailed discussions on proportional prediction can be
found in Goodman-Kruskal (1954).
The diagonal of the matrix also induces our association vector introduced
in this article. Each component of the association vector represents the propor-
tional dependence degree of a given category of a response variable with a given
explanatory variable. Furthermore, combined with various sets of admissible
weight vectors, the diagonal of the propose matrix provides a general scheme of
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generating different global-to-global association measures which embraces the
seminal the Goodman-Kruskal τ (the GK-τ). The weighting scheme in the gen-
eral class of association measure is now explicit when compared with that of the
GK-τ . Furthermore, one can now design various association measures according
to different objectives. Consequently, scientists are no longer constrained by the
limited number of association measures in the literature that might or might
not be optimal for their inferential needs. For example, association measures
designed to capture rare events should be different from those aimed at describ-
ing the entire population. More importantly, any prior knowledge or relevant
expert opinions can be formally incorporated into this framework.
A hierarchy of equivalence relations induced by the association matrix and
vectors are also presented to help understand the strengths of proposed asso-
ciation measures. This hierarchy is of fundamental interest to the structural
analysis for multivariate categorical data. We also show that the association
vector, the association matrix and any global association measure determined
by a weight vector, particularly the GK-τ , are equivalent only when the response
variable is binary.
For high dimensional data, the proposed global association measures are also
capable of evaluating the corresponding collective effect of a set of explanatory
variables on a given response variable in order to remove redundancy. We prove
that a dimensionality reduction for high dimensional categorical data with a
response variable is theoretically possible by using the proposed association
measures.
This paper is organized as follows. Section 2 introduces the nominal associ-
ation matrix. The proposed association vector and global association measures
associated with the vector are derived in Section 3. We present the hierarchy
of equivalence relations induced by the association matrix, association vector,
and the GK τ in section 4. Section 5 provides theoretical results for feature
selection in categorical data. We illustrate the association matrix and vector by
examining two examples in Section 6. Results from simulation studies and real
data analysis for feature selection are also presented. Discussion is provided in
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Section 7. The Appendix holds the proofs of the theorems or justifications of
the assertions in the body.
2 Association Matrix
We propose an association matrix to measure a complete proportional local-to-
global association of a categorical response variable with a categorical explana-
tory variable.
LetX and Y be categorical variables with domains Dmn(X) = {1, 2, . . . , nX}
and Dmn(Y ) = {1, 2, . . . , nY }, respectively. To provide a complete description
of proportional local-to-global association, we introduce a proportional associa-
tion matrix as follows:
Definition 2.1 The association matrix is given by
γ(Y |X) := (γst(Y |X)), (1)
where
γst(Y |X) :=
E[p(Y = s|X) p(Y = t|X)]
p(Y = s)
,
where s, t = 1, 2, · · · , nY .
The (s, t)-entry γst(Y |X) of the association matrix γ(Y |X) is the proba-
bility of assigning or predicting Y = t when the truth is in fact Y = s given
the information from the explanatory variable. The key idea is inspired by
the proportion prediction or equivalently the reduction in predictive error em-
ployed by Goodman and Kruskal (1954). However, they only focused on correct
predictions and did not differentiate various scenarios associated with a wrong
prediction. The association matrix, on the other hand, provides a complete and
detailed description in comparison.
This matrix is of both theoretical and practical importance since it can be
used to estimate both the first and second type error rate distributions for a
proportional prediction.
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Remark 2.2 It can be seen that the association matrix γ(Y |X) has the follow-
ing properties:
(1) γ(Y |X) is a row stochastic matrix; in general, it is asymmetric.
(2) Based on a representative training set, the diagonal entries are exactly
the expected accuracy rates of prediction of corresponding categories of the
response variable; while the off-diagonal entries of each row are exactly
the expected first type error rates of the corresponding category.
(3) Based on a representative training set, the off-diagonal entries of each col-
umn are exactly the expected second type error rates of the corresponding
category; thus the matrix can be regarded as the expected confusion ma-
trix for a proportional prediction model with a binomial or multi-nominal
response variable.
(4) γ(Y |X) draws a complete local-to-global association picture. There are two
extreme cases: when Y is completely determined by X, then γ(Y |X) is the
identity matrix of degree nY ; when Y is independent of X, γ
st(Y |X) =
p(Y = t) for all s thus the matrix γ(Y |X) is an idempotent with all rows
identical to the marginal distribution of Y .
(5) The proportional association matrices γ(Y |X) can be any row stochastic
matrix between a rank one idempotent and identity matrices. (The study
of the most detailed local-to-global association measure (the association
matrices) can be a big topic.)
Some of its further properties will be presented with context in the subse-
quent three sections.
Example 2.3 To demonstrate the application of the matrix and its properties
(2) - (4), we present a case test with a data set of which the values of (X,Y )
are determined by Table 1 in Section 6). In this data set, there is a response
variable, V 4, from a data set with 120 variables and 24,000 observations.
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The response variable has six categories with the following probability distri-
bution:
p(Y ) = ( 0.1041, 0.3077, 0.3060, 0.1581, 0.1099, 0.0143 ).
An explanatory variable X = V 6 is selected and the association matrix based
on the 80% samples is calculated. We then use the information in X and apply
the proportional prediction to predict the value of the response variable in the
remaining 20% of the original samples.
The association matrix based on training (left) and the (proportional predic-
tion based) confusion matrix derived from testing (right) are provided as follows:


.26 .47 .15 .06 .04 .01
.05 .48 .28 .11 .07 .01
.02 .36 .34 .15 .11 .02
.02 .32 .35 .17 .12 .02
.02 .30 .35 .18 .14 .03
.03 .29 .33 .18 .15 .03


V S


.27 .47 .16 .05 .03 .01
.05 .49 .28 .10 .06 .01
.02 .36 .35 .15 .10 .02
.02 .31 .36 .17 .12 .03
.02 .28 .35 .17 .14 .04
.03 .27 .33 .18 .15 .04


We see that the confusion matrix by using the 20% test samples is very close to
the association matrix by using the 80% training samples. The small difference
could be due to different sizes of the training and testing sizes and possible se-
lection bias associated with pseudo-random numbers generated by the computer.
3 Association Vector and Global-to-Global As-
sociation Degrees
In this section, we introduce an association vector as an important derivative of
the association matrix. We also construct a class of global-to-global association
measures using these local-to-global association degrees. We shall see that the
GK τ belongs to this class and has hierarchical relations with the local-to-global
association matrix. We shall also show that these global-to-global association
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measures can be applied to variable selection for high dimensional categorical
data.
3.1 Association Vector
Definition 3.1 The association vector
ΘY |X := (θY=1|X , θY=2|X , . . . , θY=nY |X)
is given by
θY=s|X :=
γss(Y |X)− p(Y = s)
1− p(Y = s)
, s = 1, 2, . . . , nY . (2)
Thus, θ(Y=s)|X is the normalization of the diagonal entry γss(Y |X), which
is the expected accuracy lift rates of proportional prediction of Y = s using
the information of the explanatory variable X over using only the marginal
distribution of Y . It can be verified that
θY=s|X =
E[p(Y = s|X)2]− p(Y = s)2
p(Y = s) (1 − p(Y = s))
. (3)
When a proportional predictive model based on X is deployed, the compo-
nents of the vector ΘY |X are exactly the error reduction (or accuracy lift) rates
for proportional prediction over those using the information of Y only.
3.2 Framework of Global-to-Global Association Measures
In order to evaluate the overall proportional dependence of a response vari-
able on an explanatory variable, we define a general class of global-to-global
association measures.
Definition 3.2 Given a weight vector α = (α1, α2, . . . , αnY ) with
∑
s αs = 1
and αs ≥ 0 for all s = 1, 2, . . . , nY , the global association degree is defined as
τY |X
α
=
nY∑
s=1
αs θ
Y=s|X .
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We call τ
Y |X
α the α-association degree of Y on X . We call a weight vector
α regular if αs > 0 for all s = 1, 2, . . . , nY when every single scenario of Y is
considered in the evaluation of the overall nominal dependence.
The weight vector provides a practitioner with a useful tool to place a desired
emphasis on certain scenarios given different inferential objectives. In particular,
each component of the association vector can be reproduced by placing αs = 1
for a given s. When dealing with an inference problem, one may choose a set of
weights that is relevant and suitable. Goodman and Kruskal (1954) proposed a
general framework to chose optimal weights by the introduction of loss functions.
Although their purpose is mainly for gaining understanding of some specific
global association measures, it is still applicable to our case. In general, one can
first define a loss function L(α). To obtain a set of weights, we then derive the
optimal weights from the following minimization problem:
min
α
L(α) subject to
nY∑
s=1
αs = 1 and αs ≥ 0, s = 1, 2, · · · , nY .
A certain global-to-global association is then a function of any specified
loss function. Consequently, it is objective-dependent as it should be. For
example, an objective function for rare events should be different from that
designed for other general inquiries concerning the majority of the population.
For demonstration purposes, we shall only consider three association measures
using some commonly used weight functions in the section of examples and
simulation study.
Theorem 3.3 Assume α is a regular weight vector.
(i) 0 ≤ θ(Y=s)|X ≤ 1 and 0 ≤ τ
Y |X
α ≤ 1;
(ii) θY=s|X = 0 ⇐⇒ {Y = s} and {X = i} are independent for all i ∈
Dmn(X); in particular, τ
Y |X
α = 0 ⇐⇒ Y and X are independent;
(iii) θY=s|X = 1 ⇐⇒ p(Y = s|X = i) = 1 or 0, for all i ∈ Dmn(X);
in particular, τ
Y |X
α = 1 ⇐⇒ Y is completely determined by X ⇐⇒
τY |X = 1;
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Remark 3.4 It follows from the above theorem and Remark 2.2 that, when Y
is completely determined by or independent of X, with any regular weight vector
α, the association measure τ
Y |X
α completely determines the association vector
and matrix.
We now show that the GK-τ can be derived from the general association mea-
sure. Recall that the GK τ (see Goodman-Kruskal (1954)) is given by
τGK =
nY∑
i=1
nX∑
j=1
p(Y = i;X = j)2/p(X = j)−
nY∑
i=1
p(Y = i)2
1−
nY∑
i=1
p(Y = i)2
. (4)
It is a also normalized conditional Gini concentration, measuring a proportional
global-to-global association. Detailed discussions can be found in Lloyd (1999).
We now show that the GK (τ) can be derived from the proposed framework
by using a specific set of weights.
Corollary 3.5 If the weight vector is assigned as
α
P =
1
VG(Y )
(p(Y = 1)− p(Y = 1)2, . . . , p(Y = nY )− p(Y = nY )
2); (5)
then
τGK = τ
Y |X
α
P . (6)
4 Hierarchy of Equivalence Relations Induced
by Association Measures
We now show the hierarchy of equivalence relations defined by the association
matrix, association vector and a global association degree (in particular, the
GK τ). We denote by C the set of explanatory variables and present the five
equivalence relations on C as follows.
Definition 4.1 Let X1, X2 ∈ C and Y a given response variable. With respect
to Y , the variables X1 and X2 are
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4.1.1 E-1 equivalent, if τX1|X2 = τX2|X1 = τY |X1 = 1;
4.1.2 E-2 equivalent, if τY |X1 = 1 = τY |X2 ;
4.1.3 E-3 equivalent, if γ(Y |X1) = γ(Y |X2);
4.1.4 E-4 equivalent, if ΘY |X1 = ΘY |X2 ;
4.1.5 E-5 equivalent with respect to a weight vector α, if τ
Y |X1
α = τ
Y |X2
α .
Theorem 4.2 All the above defined binary relations E-i, i = 1, 2, 3, 4, 5, are
indeed equivalence relations on the set C. Furthermore, if X1 and X2 are E-i
equivalent (with respect to Y ), then they are E-(i+1) equivalent (with respect to
Y ), for i = 1, 2, 3, 4.
If Y is binary, then for any weight vector α, with respect to Y , the E-i
equivalence relations are the same for i = 3, 4, 5; and θY=s|X = τ
Y |X
α , s ∈
Dmn(Y ).
This theorem implies that when Y is binary, τα (in particular, the GK τ)
sufficiently captures the nominal association in this case.
Remark 4.3 If nY > 2, for each i = 1, 2, 3, 4, there exist X1 and X2, which
are E-(i+1) equivalent (with respect to Y ), but not E-i equivalent (with respect
to Y ). Counter examples and additional comments are shown in the Appendix.
5 Feature Selection
We consider feature selection problems with and without response variables.
5.1 With Response Variable
In this subsection, we consider the existence of a structural basis for a given
data set S with categorical variables V1, V2, . . . , Vn. with a response variable Y .
We now present the variable selection result for high dimensional data when
there is a response variable.
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Definition 5.1 Given a set of explanatory variables V1, . . . , Vn and a response
variable Y . Let α be a regular weight vector. A subset (Vi1 , . . . , Vik) ⊆ V is
called an α-association basis for Y over S if
TB1. τ
Y |(Vi1 ,...,Vik )
α = τ
Y |(V1,V2,...,Vn)
α ;
TB2. for any V ∈ {Vi1 , . . . , Vik},
τ
Y |({Vi1 ,...,Vik}\{V })
α < τ
Y |(V1,...,Vn)
α .
The following theorem is about the existence, construction and some prop-
erties of the structural bases. The argument in its proof of the inequality (14)
is intrinsic, informative and intriguing.
Theorem 5.2 Let S be a set of explanatory variables X1, . . . , Xn, Y a re-
sponse variable, and α a weight vector. Then there exists an α-association
basis X(i1, . . . , ik) := {Xi1 , Xi2 , . . . , Xik}, where 1 ≤ i1 < i2 < · · · < ik ≤ n.
5.2 Without Response Variable
In the analysis of high dimensional nominal data, the dimensionality reduction
is one the most challenging problem. In this section, we prove the existence of
bases for multivariate nominal data.
Given a data set S with categorical variables V1, V2, . . . , Vn and records of
realization such as
Ri := (xi1, xi2, . . . , xin), i = 1, . . . ,m.
We consider the following two conditions:
Definition 5.3 A subset
{vi1 , Vi2 , . . . , Vik} ⊆ V
is called an α-structural basis for S for a given regular weight vector α if
αB1. for each Vi ∈ V, τ
Vi|(Vi1 ,Vi2 ,...,Vik )
α = 1;
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αB2. for any v ∈ {Vi1 , . . . , Vik},
τ
V |({Vi1 ,...,Vik}\{V })
α < 1.
We now prove the existence of such a base.
Theorem 5.4 Let S be a data set with variables (X1, . . . , Xn) with samples rep-
resentative to distribution but without response variables. Then there exists and
one can find a structural basis (Xi1 , . . . , Xik), where k ≤ n, for the multivariate
distribution.
It is worth noting that there can be two or more α-structural bases. But any
two such structural bases are E-1 equivalent w. r. t. the distribution of S. For
a high dimensional (categorical) data set S, it can be costly to find a structure
basis {Vi1 , . . . , Vik} with k smallest. Due to the following proposition, most of
time, k does not need to be smallest.
Theorem 5.5 Let S be a data set S with variables V1, . . . , Vn, and α a regular
weight vector.
(1) Assume that V (i1, i2, . . . , ik) is a subset of V in the data set S. If {(Vi1 , . . . , Vik}
satisfies αB1 then
τV (j1,...,jl)|V (i1,...,ik)α = 1
for any subset V (j1, . . . , jl) of V.
(2) If both V (i1, i2, . . . , ik) and V (j1, j2, . . . , jl) are bases for S, then
|Dmn(V (i1, . . . , ik))| = |Dmn(V (j1, . . . , jl))|,
which is up bounded by
min(
k∏
s=1
mVis ,
l∏
t=1
mVjt ).
(3) There exists a smallest k ≤ n and a subset B(i1, . . . , ik) := {Vi1 , Vi2 , . . . , Vik},
where 1 ≤ i1 < i2 < · · · < ik ≤ n, such that the structure of the whole
S is completely determined by B(i1, . . . , ik), i. e. , for any variable Vi,
and for any s ∈ Dmn(Vi), and joint scenario (Vi1 = ti1 , . . . , Vik = tik),
p(Vi = s|Vi1 = ti1 , . . . , Vik = tik) is equal to either 1 or 0.
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6 DATAANALYSIS AND SIMULATION STUDY
6.1 Examples for Association Vector and Matrix
To illustrate, we first present results from two examples including a credit risk
management data set.
Example 6.1 We first consider an actual response variable, V 4, from a data
set with 120 variables and 24,000 observations. The response variable has six
scenarios with the following probability distribution:
p(Y ) = ( 0.1041, 0.3077, 0.3060, 0.1581, 0.1099, 0.0143 ).
(i) To demonstrate, we generate another categorical variable which is inde-
pendent of the response variable. The generated explanatory variable has six
categories. Since the response and explanatory variables are independent, every
component of the association vector should also be zero in theory. The global-
to-global α-association degree should be zero for any given weight vector α. The
estimated association vector is calculated to be
Θ = (2× 10−3, 2× 10−3, 3× 10−3, 10−3, 5× 10−3, 3× 10−3).
To illustrate the idea of the proposed association vector, we consider a re-
sponse variable, say, V4, with six scenarios, from a real data set with 24, 000
observations (refer to the frequency table below). We now compute the associ-
ation vector with a categorical variable which is completely independent of the
chosen response variable. Here, the explanatory variable is generated randomly
and independently from the response variable with 6 (can be replaced with any
not-too-large integer N) categories as well.
The marginal probability distribution of Y is
p(Y ) = ( 0.1041, 0.3077, 0.3060, 0.1581, 0.1099, 0.0143 ).
The association vector calculated is
Θ = (.0002, .0002, .0003, .0001, .0005, .0003),
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Table 1: Joint frequency table of the response variable and another variable from a
real data set with 24,000 observations.
X \ Y 1 2 3 4 5 6 (X, ·)
1 16 1 0 0 0 0 17
2 1,199 1,274 346 66 33 1 2,919
3 640 2,363 1,363 343 103 7 4,819
4 381 2,203 2,646 949 402 18 6,599
5 182 1,131 2,038 1,369 762 55 5,537
6 79 407 937 1,047 1,286 206 3,962
7 2 5 14 20 51 55 147
(·, Y ) 2,499 7,384 7,344 3,794 2,637 342 24,000
which is very close to a zero vector. As expected, the general association degree
will also be very to zero given any weight vector.
We then consider the same response variable as above used and select an
actual explanatory variable contained in the same data set.
Joint frequency is provided in Table 1
τ = .0763. Θ = (.2437, .0778, .0236, .0413, .0806, .0355).
(ii) Next we select an actual explanatory variable, V 34, contained in the
same data set. The joint frequency table is given in Table 1. The GK τ and the
association vector are shown below:
τ = .0825; Θ = (0.1617, 0.0883, 0.0418, 0.0565, 0.1181, 0.0802).
This shows that the selected actual explanatory variable has some demonstrated
mild impact on the response variable.
Example 6.2 We now consider a real loan application data set discussed in
Olson and Shi (2007) and Seppanen et al. (1999). This data set has several
variables and 650 records. For simplicity, we are only concerned about the fol-
lowing five (categorical or discretized) variables: On-Time, Age, Income, Credit
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and Risk, where these variable were categorized as On-Time=(No (0), Yes (1));
Age=(young, med, sen); Income = (low, mid, hi); Risk =(low, med, hi); Credit
= (red, yellow, green). We consider three situations in which On-Time, Risk,
and Credit are used as the response variable respectively.
1. For response Y = On-Time, we observe that p(Y ) = (0.1, 0.9). Since Y
is binary, by Theorem 4.2, τ
Y |X
α = τY |X = θY=i|X , i = 0, 1.
X Credit Risk Age Income
τY |X .0577 .0486 .0402 .0134
2. For the response variable Y = Risk: p(Y ) = (.4877, .0400, .4723), we
obtain the following results:
X τY |X ΘY |X γ(Y |X) (X,Y) freq.
On-Time .0432 (.0451,.0002,.0479)
(
.5108 .0407 .4485
.4959 .0402 .4639
.4631 .0393 .4976
)
( 11 2 52306 24 255 )
Age .5137 (.5451,.0018,.5611)
(
.7669 .0437 .1894
.5324 .0417 .4258
.1956 .0361 .7684
) (
13 9 246
291 17 61
13 0 0
)
Income .0272 (.0368,.0207,.0185)
(
.5065 .0345 .459
.4206 .0599 .5195
.4739 .044 .4821
) (
19 8 45
211 17 209
87 1 53
)
Credit .0009 (.0006,.0008,.0012)
(
.488 .0401 .4719
.4892 .0408 .4700
.4872 .0398 .4729
) (
35 2 40
98 9 93
184 15 174
)
3. For the response variable Y = Credit: p(·, Y ) = (.1185, .3077, .5738), we
obtain the following results:
X τY |X ΘY |X γ(Y |X) (X,Y) freq.
On-Time .0319 (.0322, .0123, .0488)
(
.1468 .3328 .5204
.1281 .3162 .5556
.1074 .2979 .5946
)
( 19 30 1658 170 357 )
Age .0035 (.0099, .0028, .0014)
(
.1272 .3023 .5705
.1164 .3096 .5740
.1178 .3078 .5744
) (
40 80 148
34 118 217
3 2 8
)
Income .001 (.0007, .0006, .0016)
(
.1191 .3085 .5724
.1188 .3081 .5731
.1182 .3073 .5745
) (
7 20 45
54 137 246
16 43 82
)
Risk .0005 (.0016,.0003,.0002)
(
.1199 .3069 .5733
.1181 .3079 .5739
.1183 .3077 .5739
) (
35 98 184
2 9 15
40 93 174
)
The variable Risk was generated by a seemingly subjective discretization on
the ratios of debt over asset and set to reflect the degree of risk of the loan or
borrower. Calculations have shown that Risk and Credit are almost independent
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of each other. Moreover, the variable On-Time is quite lowly associated with
each of the two variables.
Based on the analysis results, we believe that there are two possibilities.
Either the credit scoring or the risk assigned is in poor quality; or even both are
in poor quality. In this case, the continuous variable should be properly redis-
cretized. Secondly, the existing categorized Risk is a conventional yet subjective
classification of the debt-over-asset ratios. We can see that this classification is
almost irrelevant for the loan risk management. There is a comprehensive ac-
count of the credit migrations and rating based modeling of credit risk in Trueck
and Rachev (2009). It appears that our association matrix may not only provide
a direct estimate of the credit migration matrix but also improve the quality
of the credit rating by means of the association measure based discretization of
the involved continuous explanatory variables.
6.1.1 Simulation Study
Consider a simulated data set motivated by a real situation. Suppose that a
disease, say, flu, is the concern. Assume that there are two types of flues, regular
and H1N1 flu. The response variable takes the value 0 representing the absence
of any flu and takes values 1, 2 for regular and H1N1 flu respectively.
Suppose that there are two types of test that are available. We assume that
none of these two is accurate enough to be conclusive. However, we assume that
they can be very useful when the results are combined in the sense to be made
precise in the following.
For simplicity, these two tests are assumed to be independent and P (X2 =
1) = P (X3 = 1) = 1/4. The joint distribution of (Y,X1, X2) is given by the
following table:
16
Table 2: Measure of associations using different weighting schemes.
X1 X2 R3 R4 S5
τ(GK) 0.2382 0.1010 0.2060 0.0878 0.1511
τ(ew) 0.2221 0.1206 0.1923 0.1050 0.2943
τ(ipw) 0.1900 0.1597 0.1648 0.1393 0.5806
X1 +R4 X2 +R3 + S5 X1 +R4 + S5 X1 +X2 ALL
τ(GK) 0.4627 0.4669 0.4823 0.5018 0.5018
τ(ew) 0.5570 0.5731 0.5884 0.6078 0.6078
τ(ipw) 0.7372 0.7940 0.8004 0.8198 0.8199
(X1, X2) P (X1;X2) P (Y = 0|X1, X2) P (Y = 1|X1;X2) P (Y = 2|X1;X2)
(0, 0) 9/16 95% 5% 0%
(0, 1) 3/16 30% 70% 0%
(1, 0) 3/16 50% 50% 0%
(1, 1) 1/16 0% 5% 95%
Based on X1 and X2, we also generate two less informative variables, R3
and R4 such that P (R3 = 1|X1 = 1) = P (R4 = 1|X2 = 1) = 0.90 and P (R3 =
0|X1 = 1) = P (R4 = 0|X2 = 1) = 0.10.
These two newly created variables R3 and R4 are indeed redundant if X1
or X2 are selected in the analysis. Furthermore, we generate another variables
based on the joint distribution of X1 and X2. To be more specific, we have S5 =
I(X2 = 1)∗ I(X3 = 1)∗Z where Z is an independent Bernoulli random variable
with p = 0.8. The marginal distribution of Y is given by P (Y = 0) = 0.6875,
P (Y = 1) = 0.2531 and P (Y = 2) = 0.0594.
Consequently, there are only two effective explanatory variables, X1 and X2,
since the rest are all derived from based on the joint or marginal distributions
of X1 and X2. Intuitively, the derived random variables will suffer certain
information loss. However, both X1 and X2 must be used simultaneously for an
effective prediction of the response variable Y while S5 is more indicative than
using X1 or X2 alone.
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For comparison purposes, we consider three weighting schemes:
αGKk = p(Y = k)(1 − p(Y = k))/[
nY∑
j=1
p(Y = j)(1 − p(Y = j)]; (7)
αewk = 1/nY ; (8)
αipwk = 1/p(Y = k)/[
nY∑
j=1
1/p(Y = j)]; (9)
assuming that p(Y = k) > 0 for any k. If this is not the case, a proper re-coding
for the categories of Y will eliminate this trivial case.
It is clear that the first weighting scheme is precisely the one coinciding
with the GK τ . The second one is a na¨ıve equal weighting scheme which is
independent of any probability distribution. The third one is the weighting
scheme using the inverse of the individual probabilities. This is reasonable when
rare but severe events are of major concern. The corresponding associations
measures are then called τ(GK), τ(ew), and τ(ipw) respectively.
By simulating 100,000 observations, the association measures for all five
explanatory variables are shown in Table 2 and Figure 1. The variables R3 and
R4, which are less informative and redundant with resect to X1 and X2, assume
smaller association values than their parent variable, X1 and X2, respectively,
for all three association measures. The inverse probability weighting scheme
provides the highest association value for combination of explanatory variables.
Furthermore, it can be seen that a dimensionality reduction is achieved by using
the combination of X1, X2 by correctly eliminating other redundant variables.
We also also added many irrelevant explanatory variables and the result remains
the same. This is consistent with intuition that the inverse probability weighting
is more suitable for capturing rare events than the GK τ which is not sufficiently
designed or sensitive to inference of this nature.
We also set the sample size to be 500 and number of iterations for the
bootstrap to be 1,000. We study the percentage of association reduction using
only X1 and X2 when compared with that from using all five variables. For
one particular realization followed by a bootstrap procedure using a stratified
sampling scheme, the bootstrapped confidence intervals for the three weight-
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ing schemes are : (95.66%, 99.88%), (98.53%, 99.94%), (96.28%, 99.96%) respec-
tively. The corresponding means are 98.33%, 99.43% and 98.97% respectively. It
can be seen that the association using only two most important variables only re-
sults in some insignificant information loss. It takes 205 seconds to calculate the
1,000 bootstrap iterations sampling from 500 observations using MATLAB.7.10
on a computer desktop with Intel(R)Core(TM)i7 CPU 870 2.93GHz with 6GB
RAM on a 64-bit operation system.
7 CONCLUDING REMARKS
The proposed association matrix with its derived association vector provides
new additions to existing proportional association measures for analyzing cate-
gorical data. It provides very detailed description of local-to-global association
structure that can not be captured by any global-to-global measure when the
response variable is non-binary. The matrix given by training samples gives the
expected confusion matrix for a proportional prediction being deployed.
The association vector and global-to-global association measures offer local
and global insights into nominal proportional associations and are also appli-
cable to ordinal categorical data. The proposed framework provides a general
method to produce various association measures for different inferential pur-
poses. The presented framework can also be applied to high dimensional con-
tingency tables in national surveys.
The introduction of association matrix opens the door to further studies
of proportional association structure and inference for categorical data. Our
future works include applying the proposed measure to text data and data for
biomarkers.
APPENDIX
Proof of Theorem 4.2: Observe that if X1 and X2 are E-2 equivalent with
respect to Y , then γ(Y |Xi) = InY , the identity matrix of degree nY , i = 1, 2.
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One checks,
γst(Y |X) =
∑
i∈Dmn(X)
p(X = i, Y = s)p(X = i, Y = t)
p(X = i) p(Y = s)
. (10)
Thus we have
γss(Y |X) = (1− p(Y = s)) θY=s|X + p(Y = s). (11)
Notice that we have
τY |Xα =
∑
s∈Dmn(Y )
αsθ
Y=s|X
Now assume Dmn(Y ) = {1, 2}. It is routine to check that
θY=s|X = τY |X
α
for all s ∈ Dmn(Y ) and any weight vector α.
γ11(Y |X) = p(Y = 1) +
VG(Y ) τ
Y |X
α
2p(Y = 1)
,
γ22(Y |X) = p(Y = 2) +
VG(Y ) τ
Y |X
α
2p(Y = 2)
;
by the above argument, we have γ11(Y |X) = γ22(Y |X). Notice that γ(y|x) is
a two-by-two row stochastic matrix. So the matrix is uniquely determined by
τ
Y |x
α . 
Counter examples for Remark 4.3.
The E-i equivalence relations depend on the choice of response variable Y . We
now show by counter-examples that E-i equivalence is strictly stronger than
E-(i+1) equivalence.
1. 4.1.2 ; 4.1.1.We are given categorical variables X1, X2 and Y in a given
data set S.
a. Consider the following joint distribution:
Y 1 0 0 1
X1 1 2 3 4
X2 2 3 1 2
probability 2/7 2/7 2/7 1/7
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we see that X1, X2, Y satisfy 4.1.2 but not 4.1.1.
2. To see 4.1.3 ; 4.1.2, we first notice that if X1, X2, Y satisfy 4.1.2.
We then have γst(Y |X1) = δst = γst(Y |X2) for all s, t ∈ Dmn(Y ).
There exist X1, X2, Y satisfying 4.1.3 but not 4.1.2, i. e. , (γ
st(Y |X1)) =
(γst(Y |X2)) 6= (δst).
3. To see 4.1.4 ; 4.1.3, we consider the following joint distribution.
Y 1 2 2 4 3 4
X1 1 1 2 2 3 3
X2 1 3 2 3 1 2
probability 1/6 1/6 1/6 1/6 1/6 1/6
Then γqq(Y |Xi) =
1
2 , for all q = 1, 2, 3, 4 and i = 1, 2, while γ
12(Y |X1) =
1
2 6= 0 = γ
12(X2).
Remark 4. To see 4.1.5 ; 4.1.4, we consider the following joint distribu-
tion.
Y 1 1 2 3 1 2 3 2
X1 1 1 2 3 4 1 1 4
X2 2 1 1 1 4 1 3 4
probability 1/10 2/10 1/10 1/10 1/10 2/10 1/10 1/10
Then τY |X1 = τY |X2 = 925 , (θ
Y=1|X1 , θY=2|X1 , θY=3|X1) = (16 ,
17
72 ,
23
48 ),
(θY=1|X2 , θY=2|X2 , θY=3|X2) = (
17
72
,
1
6
,
23
48
).
Observation 1. If we replace E-2 equivalence with E-2′, where E-2′ is
defined as “X1 and X2 are E-2
′ equivalent if τX1|X2 = 1 = τX2|X1”, then
the stronger-to-weaker chain that
E-1 =⇒ E-2′ =⇒ E-3 =⇒ E-4 =⇒ E-5 (but not vice versa)
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still holds.
To see that E-2′ implies E-3, we note that that since τX1|X2 = 1 = τX2|X1 .
We then have that |Dmn(X1)| = |Dmn(X2)| and for any event X1 = i
there is a unique X2 = j such that p(X2 = j|X1 = i) = 1 and vice versa.
Assume that Dmn(X1) = {i1, . . . , ik}. Then Dmn(X2) = {j1, . . . , jk} and
we may and shall assume that
p(X2 = jq|X1 = iq) = 1 = p(Xi = iq|X2 = jq), q = 1, . . . , k.
Thus
γst(Y |X1) =
k∑
q=1
p(X1 = iq, Y = s) p(X1 = iq, Y = t)
p(X1 = iq) p(Y = s)
=
k∑
q=1
p(X2 = jq, Y = s) p(X2 = jq, Y = t)
p(X2 = jq) p(Y = s)
= γst(Y |X2).
ThusX1 is E-3 equivalent toX2. It is easy to see in general E-3 equivalence
does not imply E-2′ equivalence.
Observation 2. E-1 equivalence condition can be replaced with “if τ
X1|X2
α =
τ
X2|X1
α = τ
Y |X1
α = 1 for a regular weight vector α”.
Actually, τ
X1|X2
α = τ
X2|X1
α = τ
Y |X1
α = 1 if and only if τX1|X2 = τX2|X1 =
τY |X1 = 1. Similarly, E-2 equivalence condition can be replaced with “if τ
Y |X1
α =
1 = τ
Y |X2
α for a regular weight vector α”.
In practice, E-1 equivalence is usually not concerned due to its extreme nature.
Two random variables X1 and X2 are E-2 equivalent w. r. t. Y if and only
if Y is completely determined by X1 or X2; and in this case, there exist hard
partitions Par(Xi) := {X
s
i |s ∈ Dmn(Y )} of Dmn(Xi), i = 1, 2, where each X
s
i
consists of some scenarios of Xi, such that
{(a1, a2)|a1 ∈ Dmn(X
s
1), a2 ∈ X
t
2} = ∅ whenever s 6= t;
while {(a1, a2)|a1 ∈ Dmn(Xs1), a2 ∈ Dmn(X
s
2)} 6= ∅ for all s ∈ Dmn(Y ). This is
because if a1 ∈ f
−1
1 (p) then there exists a2 ∈ Dmn(X2) such that (a1, a2, p) ∈
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X1 ×X2 × Y . Thus a2 ∈ f
−1
2 (p). Hence S(p, p) 6= ∅. By the arbitrariness of a1
in f−11 (p), we see that S(p, q) = ∅, when p 6= q. The above argument also shows
that X1 ×X2 = ∪p∈Dmn(Y )S(p, p).
Proof of Theorem 3.3: One checks that
θ(Y=s)|X =
∑
j∈Dmn(X)
p(X=j,Y=s)2
p(X=j) − p(Y = s)
2
p(Y = s)(1 − p(Y = s))
=
∑
j
(
p(X = j, Y = s)− p(X = j)p(Y = s)
)2
p(X = j) p(Y = s)(1− p(Y = s))
≥ 0, (12)
and
E[p(Y = s|X)2] =
∑
j
p(Y = s|X = j)2 p(X = j)
≤
∑
j
p(Y = s|X = j)p(X = j) = p(Y = s). (13)
Thus θ(Y=s)|X ≤ 1. The rest of (i) to (iii) follows from (12) and (13). 
Proof of Corollary 3.5: Let us consider
RHS =
1
VG(Y )
nY∑
i=1
p(Y = i)(1− p(Y = i)) θY=i|X
=
1
VG(Y )
nY∑
i=1
(
E[p(Y = i)|X)2]− p(Y = i)2
)
=
1
VG(Y )


nY∑
i=1
nX∑
j=1
p(Y = i;X = j)2/p(X = j)− Ep(Y )

 .
This completes the proof. 
Proof of Theorem 5.2:
First of all, we prove that the association is non-decreasing when a new variable
is added. (We remind the reader that this property is no surprise, while its
verification is quite informative and intriguing.) We may and shall assume that
the weight vector α is regular. For any two variables, say, X1, X2, we want to
prove that τ
Y |(X1,X2)
α ≥ τ
Y |X1
α ; the equality holds if and only if p(Y = s|X1 =
i,X2 = j) = p(Y = s|X1 = i) for all s ∈ Dmn(Y ), i ∈ Dmn(X1), j ∈ Dmn(X2).
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It suffices to show that for each s ∈ Dmn(Y ), θY=s|(X1,X2) ≥ θY=s|X1 . Since
θY=s|X = γ
ss(Y |X)−p(Y=s)
1−p(Y=s) , we need only to prove that for each s ∈ Dmn(Y ),
p(Y = s)γss(Y |(X1, X2) ≥ p(Y = s)γss(Y |X1), that is,
∑
i,j
p(X1 = i,X2 = j, Y = s)
2
p(X1 = i,X2 = j)
≥
∑
i
p(X1 = i, Y = s)
2
p(X1 = i)
.
Indeed, we have
p(Y = s)(γss(Y |X1, X2)− γ
ss(Y |X1))
=
∑
i,j
p(X1 = i,X2 = j, Y = s)
2
p(X1 = i,X2 = j)
−
∑
i
p(X1 = i, Y = s)
2
p(X1 = i)
=
∑
i,j
(p(X1 = i,X2 = j, Y = s)p(X1 = i)− p(X1 = i, Y = s)p(X1 = i,X2 = j))2
p(X1 = i,X2 = j)p(X1 = i)2
≥ 0.
(14)
The rest follows from the above last inequality.
Now we go to the feature selection process. Let
D1 := {Xh|τ
Y |Xh
α = max
1≤j≤n
τY |Xjα };
identify
i1 = min aug{Xk ∈ D1||Dmn(Xk)| = min
Xh∈D1
|Dmn(Xh)}.
Identify
i2 = min aug{Xh|τ
Y |(Xi1 ,Xh)
α = max
1≤j≤n
τ
Y |(Xi1 ,Xj)
α }.
If τ
Y |(Xi1 ,Xi2 )
α = τ
Y |Xi1
α , then stop the forwarding selection process; otherwise
continue in this fashion, until (k + 1)st step for which
τ
Y |(Xi1 ,Xi2 ,...,Xik ,Xik+1 )
α = τ
Y |(Xi1 ,...,Xik )
α
for any ik+1 ∈ {1, . . . , n} \ {i1, . . . , ik}.
We then delete all potential redundant Xij s among Xi1 , Xi2 , . . . , Xik , here a
variable Xij is redundant if
τ
Y |(Xi1 ,Xi2 ,...,Xij−1 ,Xij+1 ,...,Xk)
α = τ
Y |(Xi1 ,...,Xik )
α .
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After these backward steps, the remaining Xihs form an α-association basis. 
Proof of Theorem 5.4:
(1). We prove that, for any variables X,Y in S,
Ep(X) ≥ Ep(X,Y ) ≥
1
|Dmn(X,Y )|
; (15)
the first quality holds if and only if θY=s|X = 1 for all s ∈ Y ; the second equality
holds if and only if (X,Y ) is uniformly distributed.
Indeed, we have that
Ep(X,Y ) =
∑
i,s
p(X = i, Y = s)2 ≤
∑
i,s
p(X = i)p(X = i, Y = s) = Ep(X);
the equality holds if and only if whenever p(X = i, Y = s) 6= 0, the equality
p(X = i, Y = s) = p(X = i) holds, which amounts to
∑
i
p(X=i,Y=s)2
p(X=i) = 1 for
each s ∈ Dmn(Y ), that is, θY=s|X = 1 for each s ∈ Dmn(Y ).
(2). It follows from (1) that
Ep(Xj1 , . . . , Xjm) ≥ Ep(X1, . . . , Xn)
for any variable subset {Xj1 , . . . , Xjm} of {X1, . . . , Xn}; and the equality holds
if and only if {Xj1 , . . . , Xjm} contains an α-structural basis for the joint distri-
bution (X1, . . . , Xn). Thus if
Ep(Xj1 , . . . , Xjm) = Ep(X1, . . . , Xn), (16)
then for any Xi we have θ
X=s|(Xj1 ,...,Xjm ) = 1 for each s ∈ Dmn(X). Notice
that
Ep(X1, . . . , Xn) ≥
1
|Dmn(X1, . . . , Xn)|
;
the equality holds when and only when the joint distribution (X1, . . . , Xn) re-
stricted to S is uniform.
(3). If n is not large, one may find a structural basis by identifying Dmn(X1, . . . , Xn)
first and then following a backward redundance-removing process based on (16).
If n is large (i. e. , a high dimensional case), the identification of Dmn(X1, . . . , Xn)
is difficult and backward process is not feasible. In this case, we will go with a
forward selection process to construct a base.
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(4). We now start our construction by forward selection. Pick a variable Xi1
with
i1 ∈ aug{Xij |Ep(Xij ) = min
1≤h≤n
Ep(Xh).
Then pick a variable Xi2 with
i2 ∈ aug{Xij |Ep(Xi1 , Xij ) = min
1≤h≤n
Ep(Xi1 , Xh).
Continue this forward selection process until
Ep(Xi1 , . . . , Xik) = min
1≤h≤n
Ep(Xi1 , . . . , Xik , Xh).
Then remove all potential redundant variables among Xi1 , . . . , Xik , where a
variable Xij is redundant if
Ep(Xi1 , . . . , Xij−1 , Xij+1 , . . . , Xik) = Ep(Xi1 , . . . , Xik).
We assume without loss of generality that there is no redundant variables among
Xi1 , . . . , Xik . We claim that Xi1 , . . . , Xik form a structural basis for the distri-
bution. 
Proof of Theorem 5.5:
(1). Due to Theorem 3.3, we may and shall take α = αP . Assume in S that
V (i1, . . . , ik)|S ⊆ V|S satisfies αB1, and that V (j1, . . . , jl) is a subset of V. Since
the condition αB1 is satisfied, we have many-to-one maps
φt : Dmn({Vi1 , . . . , Vik})→ Dmn(Vjt), 1 ≤ t ≤ l,
which is defined by
φt(xi1 , . . . , xik) = xjt if p(Vjt = xjt |Vis = xis , 1 ≤ s ≤ k) 6= 0.
These maps are well-defined, for, p(Vjt = xjt |Vis = xis , 1 ≤ s ≤ k) 6= 0 if and
only if p(Vjt = xjt |Vis = xis , 1 ≤ s ≤ k) = 1.
Define a map
ψ := Dmn(Vj1 )×Dmn(Vj2 )× · · · ×Dmn(Vjl)→ Dmn(V (j1, j2, . . . , jl)) ∪ ∅
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by
ψ(xj1 , xj2 , . . . , xjl) = (xj1 , xj2 , . . . , xjl)
if p(Vj1 = xj1 , Vj2 = xj2 , . . . , Vjl = xjl ) 6= 0;
ψ(xj1 , xj2 , . . . , xjl) = ∅
if p(Vj1 = xj1 , Vj2 = xj2 , . . . , Vjl = xjl ) = 0.
Then
χ := ψ◦(φ1, φ2, . . . , φl) : Dmn(Vi1 , . . . , Vik)→ Dmn(Vj1 , . . . , Vjl) = Dmn(Vj1 , . . . , Vjl)∪∅
is a many-to-one map (i.e., a deterministic function) which satisfies that
χ(xi1 , . . . , xik ) = (xj1 , . . . , xjl),
if p(Vj1 = xj1 , . . . , Vjl = xjl |Vi1 = xi1 , . . . , Vik = xik) 6= 0;
χ(xi1 , . . . , xik ) = ∅,
if p(Vj1 = xj1 , . . . , Vjl = xjl |Vi1 = xi1 , . . . , Vik = xik) = 0.
If (xj1 , . . . , xjl) ∈ Dmn(V (j1, . . . , jl)) then ∃(xi1 , . . . , xip) ∈ Dmn(V (i1, . . . , ik))
such that
A := p(Vj1 = xj1 , . . . , Vjl = xjl |Vi1 = xi1 , . . . , Vik = xik) 6= 0.
Thus
P (r) := p(Vjr = xjr |Vi1 = xi1 , . . . , Vik = xik) 6= 0, r = 1, . . . , k
and then by αB1,
P (r) = 1, r = 1, . . . , k.
If A < 1, then there exists an r0 such that
p(Vjr0 6= xjr0 |Vi1 = xi1 , . . . , Vik = xik ) 6= 0,
implying P (r0) < 1, a contradiction.
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(2). Consider the corresponding marginal joint distributions V (i1, . . . , ik) and
V (j1, . . . , jl). Since |Dmn(V (i1, . . . , ik))| <∞, and
τ
{Vi1 ,...,Vik}|V (j1,...,jl)
αP
= 1 = τ
V (j1,...,jl)|{Vi1 ,...,Vik}
αP
,
we have that
|Dmn(V (i1, . . . , ik))| = |Dmn(V (j1, . . . , jl))|,
which is obviously up bounded by
min(
k∏
s=1
mVis ,
l∏
t=1
mVjt ).
(3). There exists a variable, say, Vj1 , such that
Ep(Vj1) = min
1≤i≤n
Ep(Vi).
Let Vj2 be a variable such that
Ep((Vj1 , Vj2)) = min
i6=j1,1≤i≤n
Ep((Vj1 , Vi)).
Notice that for any i 6= j1,
Ep((Vj1 , Vi)) ≤
∑
η,β
p(Vj1 = η, Vi = β)p(Vj1 = η)
= Ep(Vj1 ),
and the equality holds if and only if whenever p(Vj1 = η, Vi = β) 6= 0, we have
p(Vi = β|Vj1 = η) = 1; in other words, if and only if Vi is completely dependent
of Vj1 , the equality holds. Thus Ep((Vj1 , Vj2)) ≤ Ep(Vj1 ); and if the equality
holds then for any i 6= j1, Vi is completely dependent of Vj1 ; and in this case,
k = 1 then we are done. Assume Ep((Vj1 , Vj2)) < Ep(Vj1). Then there exists
Vj3 ∈ {V1, . . . , Vn} \ {Vj1 , Vj2} such that
Ep((Vj1 , Vj2 , Vj3)) = min
i∈{1,...,n}\{j1,j2}
Ep((Vj1 , Vj2 , Vi)).
Similarly we have Ep((Vj1 , Vj2 , Vj3 )) ≤ Ep((Vj1 , Vj2)). If the equality holds,
k = 2; otherwise, we continue until for some K < n, Ep((Vj1 , . . . , VjK+1)) =
Ep((Vj1 , . . . , VjK )).
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Let Y = (Vj1 , . . . , VjK ), and Yjˆ = (Vj1 , . . . , Vˆjh , . . . , VjK ), where
(Vj1 , . . . , Vˆjh , . . . , VjK ) stands for the joint distribution Y with Vjh being re-
moved. Calculate τ
Y |Y
hˆ
αP
, for all h = 1, . . . ,K. If for some h1, τ
Y |Y
hˆ1
αP
= 1, then
Vjh1 is redundant. Remove this redundant variable. In this case, let
Y
hˆ1,hˆ
=


(Vj1 , . . . , Vˆjh , . . . ,
ˆVjh1VjK ), if h < h1,
(Vj1 , . . . , ˆVjh1 , . . . , VˆjhVjK ), if h > h1.
Calculate τ
Y |Y
hˆ1,hˆ
αP
, for all h ∈ {1, . . . , hˆ1, . . . ,K}. If for some h2, τ
Y |Y
hˆ1,hˆ2
αP
= 1,
then Vjh2 is redundant. Remove this redundant variable. Continue in this
fashion to remove all possible redundant variables from Vj1 , . . . , VjK . Then we
obtain a structural base for S. In general, there can be more bases for S. Choose
a base containing the smallest number of variables. Then this base is the desired
one. 
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