The visual systems of insects are exquisitely sensitive to motion. Over the past 40 years or so, motion processing in insects has been studied and characterised primarily through the optomotor response. This response, which is a turning response evoked by the apparent movement of the visual environment, serves to stabilise the insect's orientation with respect to the environment. Research over the past decade, however, is beginning to reveal the existence of a variety of other behavioural responses in insects, that use motion information in different ways. Here we review some of the recently characterised behaviours, describe the inferred properties of the underlying movement-detecting processes, and propose modified or new models to account for them.
Introduction
Research over several decades has revealed that the visual systems of insects are exquisitely sensitive to motion. Studies of the optomotor response and the visually evoked landing response have contributed greatly towards the understanding and characterisation of some of the movement-detecting mechanisms in the insect visual pathway. Indeed, the so-called correlation model of motion detection emerging from these studies is turning out to provide an excellent description of certain motion-dependent behaviours not only in insects, but also in a number of other phyla including man (e.g. Nakayama, 1985; van den Berg & van de Grind, 1989; Emerson, Bergen & Adelson, 1992; Ibbotson, Mark & Maddess, 1994; Wolf-Oberhollenzer & Kirschfeld, 1994) .
More recently, however, investigation of certain other behaviours in insects is beginning to reveal the presence of motion-sensitive processes with properties rather different from those of the classical ones. In this article we begin by briefly reviewing the classical responses and the mechanisms which subserve them. We then describe some of the recently studied behaviours, discuss the ways in which the underlying movement computations are different, and propose extended, modified or new models to account for the differences.
The classical behaviours

The optomotor response
An insect, flying tethered inside a striped drum (Fig.  1a) , will tend to turn in the direction in which the drum is rotated (Reichardt, 1969) . If the drum rotates clockwise the insect will generate a yaw torque in the clockwise direction, and vice versa. This reaction serves to help the insect maintain a straight course by compensating for undesired deviations: a gust of wind that causes the insect to veer to the left, for example, would create rightward image motion on the eyes and cause the insect to generate a compensatory yaw to the right. Investigation of this so-called optomotor response over Fig. 1 . Properties of the optomotor response of insects. If a flying insect is suspended in a rotating striped drum, it will attempt to turn in the direction of rotation of the drum. The resulting yaw torque, as registered by a torque transducer, is a measure of the strength of the optomotor response. For stripes of a given angular period (as in (a)), the normalised strength of the optomotor response is a bell-shaped function of the rotational speed of the drum, peaking at a specific angular velocity of rotation (solid curve, (d)). If the stripes are made finer (as in (b)), one obtains a similar bell-shaped curve, but with the peak shifted toward a lower angular velocity (dashed curve, (d)). If they are made coarser (as in (c)), the peak response occurs at higher angular velocities (dot-dashed curve, (d)). However, the normalised response curves coincide with each other if they are re-plotted to show the variation of response strength with the temporal frequency of optical stimulation that the moving striped pattern elicits in the photoreceptors, as illustrated in Fig. 1e . Thus, the optomotor response that is elicited by moving striped patterns is tuned to temporal frequency, rather than to angular velocity. several decades has provided valuable information on some of the characteristics of motion perception by the insect visual system (Reichardt, 1969; Buchner, 1984; .
If the angular period of the stripes is kept constant and the angular velocity (rotational speed, in deg/s) of the drum is varied, the strength of the optomotor response varies in a bell-shaped curve as shown in the solid curve of Fig. 1d . The response is weak at very low angular velocities (approaching a stationary drum) and very high angular velocities, and is strong at an intermediate velocity. If the stripes are made finer (angular period decreased, Fig. 1b ), one obtains a similar bell shaped curve, but with the peak shifted toward the left, to a lower angular velocity (dashed curve, Fig. 1d ). Making the stripes coarser (increasing the angular period, Fig. 1c ) has the opposite effect (dot-dashed curve, Fig. 1d ). An interesting thing happens, however, if these curves are re-plotted to show the variation of the response as a function of the temporal frequency of optical stimulation that the moving striped pattern elicits in the photoreceptors. This temporal frequency is given by the number of dark (or bright) stripes passing the receptive field of a given photoreceptor per second.
The curves then all peak at the same temporal frequency and exhibit similar widths (Fig. 1e ). This implies that the movement-detecting system underlying the optomotor response is not sensitive to the angular velocity of rotation of the drum per se: the angular velocity at which the response is strongest depends upon the angular period of the stripes. The structure and connectivity of a neural circuit that would exhibit such properties has been investigated thoroughly (Reichardt, 1969) . A schematic of a circuit displaying the essential properties is shown in Fig. 2 . Consider two neighbouring photoreceptors, A and B, viewing neighbouring regions of a moving scene. Since the two photoreceptors are viewing the same scene, they will register the same signal (i.e. the same temporal waveform of intensity variation). However, the signal from one receptor will lead or lag behind that from the other receptor depending upon the direction in which the scene is moving. If the signal from A leads that from B, it is clear that the scene is moving from A to B (left to right); on the other hand, if the signal from A lags behind that of B, the scene is moving from B to A (right to left). A simple way to determine the direction of movement, then, would be to (i) delay the signal from A and compare it with that from B; and (ii) delay the signal from B and compare it with that from A. If the delayed signal from A is more strongly correlated with the signal from B than the delayed signal from B is with A, it follows that the scene is moving from A to B; and if the opposite is true, the scene is moving from B to A. Thus, a scheme that uses delay followed by multiplication can provide a reliable indication of the direction of scene motion.
The scheme of motion detection that actually exists in the insect eye does not perform a simple delay-andcorrelate. Rather, it incorporates temporal filters with different dynamics in the two arms, as shown in Fig. 2 . The photoreceptor signals are initially filtered in time by the temporal filters labelled R, which represent the dynamics of the front end of the visual system. This includes the dynamics of phototransduction, as well as those of other processes occurring at early stages of the visual pathway. The output of the R filter associated with one receptor passes through a further temporal filter, G, and is multiplied with the output of the R filter associated with the neighbouring receptor, after that signal has been further processed by another temporal filter, H. The G and H filters represent the temporal dynamics of processing at higher levels of the motion-detecting pathway, for example in the lamina and the medulla. Such a scheme detects the direction of movement in a manner that is qualitatively similar to the simple delay-and-multiply scheme discussed above. It is biologically more realistic, however, since pure time delay operators are not commonly found in nervous systems. The model is excellent at predicting the variation of the strength of the optomotor response as a function of the speed, spatial structure and contrast of a motion stimulus.
Movement-sensitive neurons have been discovered and characterised in the lobule plate of the fly that display all of the characteristics of the behaviourally measured optomotor response Egelhaaf, Borst & Reichardt, 1989; Hausen, 1993; Krapp & Hengstenberg, 1996; Single, Haag & Borst, 1997) . The responses of these neurons are also well characterised by the correlation model discussed above. Thus, we may state with some confidence that the optomotor response, and the neural pathways subserving it are fairly well understood. However, the nature of the neural mechanisms that mediate the multiplicative signal interaction, and the location of these mechanisms in the visual pathway remain to be elucidated.
The movement-detecting system that mediates the optomotor response does not need to measure the speed of motion of the image on the retina accurately. It only needs to measure the direction of image motion reliably, so as to generate a signal that is appropriate for correcting deviations from the intended flight path. Indeed, it has been shown that the nonlinear (bellshaped), rather than linear dependence of the optomotor response on image speed is actually advantageous in Fig. 2 . Correlation scheme of directionally-selective motion detection. The signals from neighbouring photoreceptors (A and B) are initially filtered in time by the temporal filters R, which represent the dynamics of the font end of the visual system. The output of the R filter associated with one receptor passes through a further temporal filter, G, and is multiplied with the output of the R filter associated with the neighbouring receptor, after that signal has been further processed by another temporal filter, H. The G and H filters represent the temporal dynamics of processing at higher levels of the motion-detecting pathway. When a visual pattern moves toward the right, the signal in receptor A will lead the signal in receptor B. But if the G filters are more sluggish than the H filters in their response characteristics, then the signal arriving at the left-hand multiplier along the path A-R-G will tend to be temporally coincident with the signal arriving along the path B-R-H, resulting in a strong positive response. When a visual pattern moves toward the left, the signals arriving at the right-hand multiplier along the paths B-R-G and A-R-H will tend to be temporally coincident, leading to a strong negative response. This so-called elementary motion detector (EMD) therefore produces a directionally selective response to motion. The box labelled ''Average'' represents an ensemble average (spatial summation) of the outputs of a number of EMDs, each viewing a different patch of the moving pattern.
producing a control system that achieves high gain without becoming unstable (Warzecha & Egelhaaf, 1996) .
The landing response
When a tethered, flying fly encounters a looming stimulus, it extends its forelegs in preparation to land. This landing response, which is an all-or-nothing event, can be elicited by a visual stimulus that simulates an approaching surface by creating an expanding image. Examples of such stimuli are a pair of outwardly moving gratings, one stimulating each eye (e.g. Eckert & Hamdorf, 1980; Borst & Bahde, 1988) or a spiral pattern rotating in such a direction as to produce the illusion of expansion (e.g. Goodman, 1960; Braitenberg & Taddei-Feretti, 1966) . Experiments using such stimuli suggest that the strength of the landing response (measured as the reciprocal of its latency) depends upon the spatial-frequency content and contrast of the pattern, as well as the duration of its expansion (Borst & Bahde, 1988) . According to the model proposed by Borst and Bahde, the landing response is triggered when the timeaccumulated output of a movement-detecting system, based on the correlation model, exceeds a preset threshold. Wagner (1982) filmed freely-flying flies approaching to land on dark spheres of various sizes, and observed sharp decelerations before landing. His data suggest that the onset of deceleration occurs at a projected time to contact of approximately 90 ms, regardless of the speed of approach or size of the sphere. In other words, the visual system of the landing fly uses the relative rate of expansion of the image of the target [(dr/dt)/r, where r denotes instantaneous target size] to compute the time to contact. It is the time to contact, rather than the size or distance to the object, or the speed at which it is approached, that decides when to initiate the deceleration. This conclusion is not entirely compatible with that of Borst and Bahde discussed above. From a functional point of view, it would obviously be advantageous to use a scheme which estimates time to contact independently of the spatial structure of the object being approached. Indeed, there is evidence that gannets plunging into the sea to catch fish (Lee & Reddish, 1981) and automobile drivers braking to avoid collisions (Lee, 1976) control their manoeuvres by using information related to the time of contact, extracted from the optical flow. It must be noted, however, that none of the above studies, apart from those of Borst and Bahde, have systematically investigated the influence of object texture in this context.
From the above discussion, it is evident that the secrets of the landing fly's strategy have not yet been completely fathomed. However, at least in the case of tethered, flying flies that are exposed to an expanding retinal image, it appears that the landing responsemeasured in terms of the likelihood with which the forelegs are extended-is mediated by neural mechanisms which utilise the correlation principle of motion detection, just like the optomotor response.
Recently explored behaviours
Peering beha6iour
Unlike vertebrates, insects have immobile eyes with fixed-focus optics. Thus, they cannot infer the distance of an object from the extent to which the directions of gaze must converge to view the object, or by monitoring the refractive power that is required to bring the image of the object into focus on the retina. Furthermore, compared with human eyes, the eyes of insects are positioned much closer together, and possess inferior spatial acuity. Therefore the precision with which insects could estimate the range of an object through binocular stereopsis would be much poorer and restricted to relatively small distances, even if they possessed the requisite neural apparatus (Srinivasan, 1993) . Indeed, the praying mantis is the only insect in which binocular vision has been conclusively demonstrated (Rossel, 1983) . Not surprisingly, therefore, insects have evolved alternative strategies for dealing with the problem of range estimation.
Over 100 years ago Exner (1891) , pondering the eyestalk movements of crabs, speculated that invertebrates might use image motion to estimate object range. However, the first clear evidence to support this conjecture did not arrive until the late 50s, when Wallace (1959) made the astute observation that a locust sways its head from side to side before jumping on to a nearby object (Fig. 3a) . Wallace hypothesised that this peering motion, typically 5-10 mm in amplitude, was a means of measuring object range. To test this hypothesis, he presented a locust with two objects subtending the same visual angle. One object was relatively small in size and was placed close to the locust, whilst the other was larger and situated further away. He found that the locust, after peering, jumped almost invariably to the nearer object. In a further series of elegant experiments, recently confirmed more quantitatively by Sobel (1990) , a target was oscillated from side to side, in synchrony with the insect's peering movements. When the target was oscillated in phase with the movement of the head, thereby decreasing the speed and amplitude of the object's image on the retina, the locust consistency overestimated the range of the target (Fig. 3b) ; when the target was oscillated out of phase with the head, it underestimated the range (Fig. 3c) . This showed that the reduced image motion of the target caused the insect to overestimate the range of the target, whilst Fig. 3 . Experiments investigating how locusts measure the range of a target by peering, i.e. moving the head from side to side. Range is estimated correctly when the target is stationary (a), overestimated when the target is moved in the same direction as the head (b), and underestimated when it is moved in the opposite direction (c). Thus, the range of the target is estimated in terms the motion of the target's image during the peer. The take-off velocities of locusts jumping at fixed targets at various distances (d, circles) can be reproduced quite precisely (d, triangles) by keeping a target at a constant distance of 16 cm (arrow) and coupling its lateral motion to the peering head motion by using a coupling coefficient chosen to simulate, in turn, the distance of each of the stationary targets in the first series of measurements. Modified from Sobel (1990). increased motion had the opposite effect. These findings suggested that the peering locust was estimating the range of the target in terms of the speed of the image on the retina. To investigate the phenomenon further, Sobel measured the take-off velocities of locusts when they jumped at targets at various distances (circles, Fig. 3d ). He then compared these velocities with the take-off velocities when they jumped at a target which was positioned at a constant distance of 16 cm (arrow, Fig. 3d ) but whose lateral movement was coupled to the locust's peering using various coupling coefficients (gains). These coefficients were chosen to simulate, in turn, the distance of each of the stationary targets in the first set of measurements. The take-off velocities elicited by the moving target (triangles, Fig.  3d ) were very close to those elicited by the stationary targets at the corresponding distances. This experiment proves, neatly and convincingly, that a peering locust estimates the range of the target in terms of the motion of the target's image on the retina. Furthermore, range is computed as a precise, continuous function of image motion.
Normally, when a locust peers at a stationary target, the image of the target in the compound eye moves in a direction opposite to that of the head. Sobel (1990) investigated the properties of the locust's range-estimat-ing mechanism further by artificially moving the target in the same direction as the head, but at a speed that was high enough that the retinal image of the target moved in the same direction as the head. The speed of the target was adjusted such that the target's image moved at the speed of the image of a stationary target at the same distance, but in the opposite direction. Although this was a situation that the locust would normally never encounter in nature, it continued to jump at the target, estimating its distance, as before, to be that corresponding to the speed of the target's image on the retina. In other words, the locust behaved as if it paid attention only to the speed of the target's image on the retina, and was oblivious to the direction in which the image moved. Thus, range appears to be computed with the aid of a non-directional movementsensitive system. One way to test this would be move a target in various directions (horizontally, vertically, and in oblique directions) while a locust is peering at it. Such an experiment has not yet been carried out on locusts, but recent work on the praying mantis, which also uses peering to estimate range, as described further below, suggests that mantids ignore the vertical component of the target's motion and respond only to the horizontal component (Kral, 1998) .
In principle, there are several ways in which peering can be used to determine the range of a target. Some are: (i) Holding the peering speed constant, in which case the range of the target is inversely proportional to the speed of the image; (ii) allowing peering speed to vary, but holding the peering amplitude constant, so that target range can be computed in terms of the ratio of peering amplitude to the amplitude of image motion; (iii) adjusting peering amplitude such that the amplitude of motion of the target's image is constant, possibly at a threshold level, and estimating target range in terms of peering amplitude; this would predict peering amplitude to increase linearly with target range; (iv) adjusting peering speed such that the speed of motion of the target's image is constant, possibly at a threshold level; this would predict peering speed to increase linearly with target range; (v) allowing the amplitude and speed of peering to vary arbitrarily, but monitoring these quantities and estimating the range of the target in terms of the ratio of peering speed to image speed (or the ratio of peering amplitude to the amplitude of image motion).
Some of the above questions have been addressed in recent studies on mantids, which appear to use rangeextraction mechanisms that are at least qualitatively similar to those used by locusts (Horridge, 1986; Walcher & Kral, 1994; Poteser & Kral, 1995; Kral & Poteser, 1997) . While locusts use peering to estimate the power of the jump required to reach the target, mantids have a comparatively short jumping range and seem to use peering mainly to determine whether the target is within jumping range (Kral & Poteser, 1997; Kral, 1998; Poteser, Pabst & Kral, 1998) . Experimental observations on mantids show that the amplitude as well as the speed of head motion are variable and largely independent of target range (Poteser & Kral, 1995; Kral & Poteser, 1997) . This indicates that range information cannot be derived from head motion alone: it must be computed by comparing head motion with the resulting image motion, as proposed in (v) above. This hypothesis is corroborated by a recent study on the praying mantis, which shows that surgical deafferentation of the proprioceptive hair plate sensilla in the neck does not affect head motion, but impairs the estimation of range (Poteser et al., 1998) .
Peering can also serve to detect a target when it possesses the same texture as a more distant background: the target pops out during peering because its image moves more rapidly than that of the more distant background (Collett & Paterson, 1991) . Motion parallax cues of this sort are also used by flies (Egelhaaf, Hausen, Reichardt & Wehrhahn, 1988) and bees (Srinivasan, Lehrer & Horridge, 1990 ) to segregate objects from similarly textured backgrounds. It appears, however, that the range of such a target, as estimated by a peering locust, is determined primarily by the motion of the target's image, and only secondarily by the extent of relative motion (motion parallax) that occurs at the boundary between the images of the target and the background (Collett & Paterson, 1991) .
In summary, the studies of peering suggest that the range of a target is estimated by a movement-detecting mechanism that measures the speed and/or displacement of the target's image and compares this information with the speed and/or displacement of the head. In the case of mantids, image motion seems to be measured only in the equatorial plane.
The centring response
When a bee flies through a narrow gap, it tends to fly through its centre. How does the insect, lacking stereo vision, gauge and balance the distances to the sides of the gap? One possibility is that it simply balances the speeds of image motion on the two eyes. This hypothesis was investigated by training bees to enter an apparatus which offered a reward of sugar solution at the end of a tunnel (Srinivasan, Lehrer, Kirchner & Zhang, 1991) . Each side wall carried a pattern consisting of a vertical black-and-white grating (Fig. 4) . The grating on one wall could be moved horizontally at any desired speed, either towards the reward or away from it. After the bees had received several rewards with the gratings stationary, they were filmed from above, as they flew along the tunnel.
When both gratings were stationary, the bees tended to fly along the midline of the tunnel, i.e. equidistant , d) . When the pattern on one of the walls is in motion, however, bees tend to fly closer to that wall if the pattern moves in the same direction as the bee (b, e) and farther away from that wall if the pattern moves in the opposite direction (c, f). These results indicate that bees balance the distances to the walls of the tunnel by balancing the speeds of image motion that are experienced by the two eyes, and that they are able to measure image speed rather independently of the spatial structure of the image. Modified from Srinivasan et al. (1991) from the two walls (Fig. 4a) . But when one of the gratings was moved at a constant speed in the direction of the bees' flight, thereby reducing the speed of retinal image motion on that eye relative to the other eye, the bees' trajectories shifted towards the wall with the moving grating (Fig. 4b) . When the grating moved in a direction opposite to that of the bees' flight, thereby increasing the speed of retinal image motion on that eye relative to the other, the bees' trajectories shifted away from the wall with the moving grating (Fig. 4c ). These findings demonstrate that when the walls were stationary, the bees maintained equidistance by balancing the apparent angular speeds of the two walls, or, equivalently, the speeds of the retinal images in the two eyes. A lower image speed on one eye was evidently taken to mean that the grating on that side was further away, and caused the bee to fly along a trajectory closer to it. A higher image speed, on the other hand, had the opposite effect.
Were the bees really measuring and balancing image speeds on the two sides as they flew along the tunnel, or were they simply balancing the contrast frequencies produced by the succession of dark and light bars of the gratings? This question was investigated by analysing the flight trajectories of bees when the two walls carried gratings of different spatial periods. When the gratings were stationary, the trajectories were always equidistant from the two walls, even when the spatial frequencies of the gratings on the two sidesand therefore the contrast frequencies experienced by the two eyes-differed by a factor of as much as four (Fig. 4d) . When one of the gratings was in motion, the trajectories shifted towards or away from the moving grating (as described above) according to whether the grating moved with or against the direction of the bees' flight (Fig. 4e, f) . These results indicate that the bees were indeed balancing the speeds of the retinal images on the two eyes and not the contrast frequencies. The above findings' are true irrespective of whether the gratings possess square-wave intensity profiles (with abrupt changes of intensity) or sinusoidal profiles (with gradual intensity changes) and irrespective of whether the contrasts of the gratings on the two sides are equal, or considerably different (Srinivasan et al., 1991) . Further experiments have revealed that-knowing the velocities of the bee and the pattern-it is even possible to predict the position of a bee's flight trajectory along the width of the tunnel, on the assumption that the bee balances the apparent angular velocities on either side of the tunnel (Srinivasan et al., 1991) .
Taken together, the above findings suggest that, when a bee flies through a narrow gap, its visual system is capable of comparing the angular speeds of the images of the flanking walls independently of their contrast or spatial-frequency content. It is worth noting that, if movement cues are to be exploited to fly through a space between two surfaces, it is necessary to use a mechanism that measures the speed of the image independently of its geometrical structure. This mechanism is what the bee seems to possess and is the kind of system that would enable an insect to fly through the middle of a gap between, say, two vertical branches of a tree, regardless of the textural properties of the bark on the two sides.
More recent studies (Srinivasan, Zhang & Chandrashekara, 1993; have investigated the centring response further by comparing its properties with those of the optomotor response in an experimental setup which allows the two responses to be compared in one and the same individual under the same conditions. The results indicate that whilst the optomotor response is mediated by a movement-detecting system that is direction-sensitive, the centring response is driven by a movement-detecting system that is direction-insensitive. Thus, for eliciting a centring response, the image need not necessarily move backwards on the eye: an image moving vertically upward, downward, or forward at the same speed has the same effect. In particular, rapid movement of pattern on one of the walls in the same direction as the flying bee has the same effect as slow movement in the opposite direction as long as the speed of the image is the same in the two cases (Srinivasan et al., 1991) . The results of these studies also reveal that the centring response is sensitive to higher temporal frequencies than is the optomotor response. Whereas the optomotor response exhibits a peak in the vicinity of 25 -50 Hz and drops to zero at 100 Hz, the strength of the centring response is approximately constant over the range of 25 -100 Hz, and is substantial at 100 Hz . The centring response may be related to the so-called movement avoidance response, a tendency shown by bees to avoid flying toward rapidly moving objects (Srinivasan & Lehrer, 1984; . The movement avoidance response, like the centring response, is sensitive to a broad range of temporal frequencies. At low temporal frequencies (1 Hz-20 Hz), the movement avoidance response depends primarily on image speed; at relatively high temporal frequencies (50 Hz -200 Hz), the response depends primarily on temporal frequency (see Fig. 5 of Srinivasan & Lehrer, 1984; . It may well be that the centring response that bees exhibit whilst flying through a tunnel is the result of equal and oppositely-directed movement avoidance responses generated by the image motions experienced by the two eyes . These studies have also shown that the movement-detecting system that underlies the centring response computes motion within receptive fields whose diameter is no larger than ca. 15° .
To summarise, the centring response differs from the optomotor response in three respects. Firstly, the centring response is sensitive primarily to the angular speed of the stimulus, regardless of its spatial structure. The optomotor response, on the other hand, is sensitive primarily to the temporal frequency of the stimulus; therefore, it confounds the angular velocity of a striped pattern with its spatial period. Secondly, the centring response is non-directional, whilst the optomotor response is directionally selecti6e. (It is worth noting, however, that non-directional motion detection can be achieved by summing the outputs of directionally selective motion detectors with opposite preferred directions. Thirdly, the centring response is sensitive to higher temporal frequencies than is the optomotor response. Thus, the motion-detecting processes underlying the centring response exhibit properties that are substantially different from those that mediate the optomotor response .
Given that the role of the centring response is to ensure that the insect flies through the middle of a gap irrespective of the texture of the side walls, it is easy to see why the response is mediated by a movement-detecting system which measures the angular speed of the image independently of its spatial structure. The movement-detecting system that subserves the optomotor response, on the other hand, does not need to measure image speed in a robust way: it merely needs to signal the direction of image motion reliably, so that a corrective yaw of the appropriate polarity may be generated. Of course, even a mechanism that is sensitive to the angular speed of the image, such as that underlying centring behaviour, cannot provide information on the absolute translational speed with which an insect flies along a wall. This information can be derived only if the absolute distance to the wall is also known.
Why is the centring mechanism sensitive only to the speed of the image, and not to direction in which the image moves? We can think of two reasons. Firstly, in neural terms, it may be much simpler to build a non-directional speed detector, than to build a detector that computes speed as well as direction of motion. In straight-ahead flight, the direction of image motion along each viewing direction is predetermined (Gibson, 1979; Wehner, 1981: Fig. 5 , p. 325) and therefore does not need to be computed. It is the local speed that conveys information on range. The insect visual system may thus be adopting a short-cut which takes advantage of the fact that the optic flow experienced in straight-ahead flight is constrained in special ways. Secondly, a non-directional speed detector offers a distinct advantage over a detector that measures speed along a given axis: the latter can produce large spurious responses when the orientation of an edge is nearly parallel to the detector's axis. For example, a detector configured to measure speed along the horizontal axis will register large horizontal velocities if it is stimulated by a near-horizontal edge moving in the vertical direction. This obliquity problem can be avoided by using either a two-dimensional velocity detector, or a non-directional speed detector-of which the latter offers a simpler, more elegant solution (Srinivasan, 1992) .
It should be noted that estimation of range via image motion cues requires that the animal move in a straight line, or at least, that there be a translatory component to its motion. It is only the translatory component of self-motion that induces range-dependent image mo-tion: the rotatory component produces image speeds that are independent of object range (Buchner, 1984) .
Visual regulation of flight speed
Work by David (1982) and by Srinivasan, Zhang, Lehrer and Collett (1996) has shown that insects regulate the speed of their flight by monitoring and holding constant the speed with which the image of the environment moves on the eyes. David (1982) observed fruitflies flying upstream in a wind-tunnel, attracted by an odour of fermenting banana. The walls of the cylindrical wind-tunnel were decorated with a helical black-and-white striped pattern, so that rotation of the cylinder about its axis produced apparent movement of the pattern towards the front or the back. With this arrangement, the rotational speed of the cylinder (and hence the speed of the backward motion of the pattern) could be adjusted such that the fly was stationary (i.e. did not move along the axis of the tunnel). The apparent backward speed of the pattern then revealed the ground speed that the fly was choosing to maintain, as well as the angular velocity of the image of the pattern on the flies' eyes. In this setup, fruitflies tended to hold the angular velocity of the image constant. Increasing or decreasing the speed of the pattern caused the fly to move backward or forward (respectively) along the tunnel at a rate such that the angular velocity of the image on the eye was always clamped at a fixed value. The flies also compensated for headwind in the tunnel, increasing or decreasing their thrust so as to maintain the same apparent ground speed (as indicated by the angular velocity of image motion on the eye). Experiments in which the angular period of the stripes was varied revealed that the flies were measuring (and holding constant) the angular velocity of the image on the eye, irrespective of the spatial structure of the image.
Bees appear to use a similar strategy to regulate flight speed (Srinivasan et al., 1996) , When a bee flies through a tapered tunnel, she decreases her flight speed as the tunnel narrows so as to keep the angular velocity of the image of the walls, as seen by the eye, constant at about 320 deg/s (Fig. 5) . This suggests that flight speed is controlled by monitoring and regulating the angular velocity of the image of the environment on the eye. (That is, if the width of the tunnel is doubled, the bee flies twice as fast.) On the other hand, a bee flying through a tunnel of uniform width does not change her speed when the spatial period of the stripes lining the walls is abruptly changed (Fig. 6 ). This indicates that flight speed is regulated by a visual motion-detecting mechanism which measures the angular velocity of the image largely independently of its spatial structure. In this respect, the speed-regulating system is similar to the centring system. However, it is not yet known whether the regulation of flight speed in bees is mediated by a directionally selective movement-detecting mechanism, or a non-directional one. Visual stimulation of tethered flies with forward or backward-moving gratings in the two eyes indicates that flight thrust (which is related to flight speed) is controlled by directionally selective movement detectors (Gotz, 1989; Gotz & Wandel, 1984; Gotz & Wehrhahn, 1984) . Srinivasan et al. (1996) . Fig. 6 . Two experiments (a, b) examining control of flight speed in tunnels of constant width, each lined with black-and-white striped patterns whose spatial period changes abruptly in the middle. In each panel, the upper illustration shows the tunnel and the patterns, and the lower illustration shows measurements of flight speed at various positions along the tunnel (0 cm represents position at which the spatial period changes). Bees flying through such tunnels maintain a nearly constant flight speed regardless of whether the stripe period increases (a) or decreases (b). This suggests that the speed of flight is controlled by a movement-detecting system which measures and holds constant the speeds of the images of the walls accurately regardless of their spatial structure. Data represent mean and std. of 18 flights in (a) and 21 flights in (b). Adapted from Srinivasan et al. (1996). communicate to their nestmates the distance and direction in which to fly to reach it, through the waggle dance (von Frisch, 1993) . However, the cues by which bees gauge the distance flown to the goal have been a subject of controversy. Recently, it has been shown that distance flown is estimated in terms the integral, over time, of the image motion (optic flow) that is experienced along the way (Esch & Burns, 1996; Srinivasan et al., 1996; Srinivasan, Zhang & Bidwell, 1997) . In the laboratory, this has been demonstrated by training bees to fly into a tunnel and find a reward of sugar water placed at a fixed distance from the entrance (Fig. 7) . The walls and floor of the tunnel are lined with a texture, usually composed of black and white stripes.
When the trained bees are tested in an identical, fresh tunnel with the reward removed, they search in the vicinity of the former location of the reward. Bees lose their ability to estimate the distance of the feeder when image-motion cues are removed by lining the tunnel with axial (rather than vertical) stripes . By manipulating a variety of cues such as flight duration, energy consumption, image motion, airspeed, inertial navigation and landmarks, it has been Fig. 7 . Experiment investigating how honeybees gauge distance flown to a food source. Bees are trained to find a food reward placed at a distance of 1.7 m from the entrance of a 3.2 m long tunnel of width 22 cm and height 20 cm. The tunnel is lined with vertical black-andwhite stripes of period 4 cm. When the trained bees are tested in a fresh tunnel with the reward absent, they search at the former location of the feeder irrespective of whether the period of the stripes is 4 (as in the training), 8 or 2 cm. The inverted triangle shows the former position of the reward, and the symbols below it depict the mean values of the search distributions. Bees lose their ability to estimate the distance of the feeder when image-motion cues are removed by lining the tunnel with axial (rather than vertical) stripes (data not shown). These experiments and others demonstrate that (i) distance flown is estimated visually, by integrating over time the image velocity that is experienced during the flight; and (ii) the honeybee's odometer measures image velocity independently of image structure. Adapted from .
Visual odometry
It is well known that honeybees can navigate accurately and repeatedly to a food source, as well as Fig. 8 . Schematic illustration of the spatiotemporal frequency response function of a correlation-based movement detector, shown as a three-dimensional plot (a), and as a contour plot (b). The exact shape of the function will depend upon the spatial and temporal parameters of the movement detector (see text), but for the present purpose this response function is modelled as a two-dimensional Gaussian with a half-width of 3.33 units in spatial frequency and 4.71 units in temporal frequency. In the contour plot (b), all of the points that lie on a given response contour represent combinations of spatial and temporal frequency that elicit the same response. The (angular) image velocity corresponding to a given point on a contour is the slope of the line connecting this point to the origin (V = temporal frequency/spatial frequency; dotted line). All of the velocities represented on a contour are confounded by the detector. The contour plot in (b) is normalised to a maximum value of 1.0 and the numbers indicate relative response magnitudes for the individual contours.
shown that distance travelled is estimated by integrating over time the image velocity that is experienced on the way to the feeder .
Trained bees tend to search for the feeder at the same position in the tunnel, even if the period of the stripes lining the walls and floor is varied in the tests (Fig. 7) . This indicates that the odometric system reads image velocity accurately over a four-fold variation in the spatial period of the grating. Further investigation is needed, however, to determine whether this mechanism is directionally selective or not.
Modified and new models for motion detection
We have seen that while the correlation model provides an excellent description of the movement-detection system that mediates the optomotor response (and possibly the landing response), it is not adequate to account for the mechanisms that seem to underlie the more recently investigated phenomena, such as the centring response, the control of flight speed, visual odometry, and, possibly, peering behaviour.
Before proposing modified or new motion-detecting models to account for the more recently characterised behaviours, let us take a closer look at the properties of the correlation model to examine why it does not encode image velocity faithfully.
A correlation-based movement-detecting system does not provide an unambiguous indication of the speed of the image: it confounds the speed of the image with its spatial structure. A coarse, rapidly-moving grating can elicit the same response in such a detector as a fine, slowly-moving grating. The reason for this, as we discussed earlier, is that, with a grating of a given spatial period, the response is a bell-shaped function of the temporal frequency that the moving grating induces (see Fig. 1 ). Again, with gratings that induce a given temporal frequency, the response is a bell-shaped function of the spatial frequency of the grating. The reason is that, at high spatial frequencies, the response drops to zero because the optics become less and less effective at transmitting contrast. Furthermore, movement signals become weaker as the spatial frequency is increased toward the Nyquist sampling limit of the compound eye (Reichardt, 1969) . At low spatial frequencies, the response again falls off because the directional information in the signals from neighbouring receptors becomes progressively weaker. Combining all of this information, we see that if the response is plotted as a two-dimensional function of spatial and temporal frequency, it should appear as illustrated in Fig. 8a . The response is strongest at a specific temporal and spatial frequency, and diminishes as one moves away from this optimum along any direction in spatio-temporal frequency space. The exact shape of the spatio-temporal frequency response function will depend upon the angular separation of the visual axes of the two input channels that feed into each elementary motion detector (A and B in Fig. 2) , the angular sizes and shapes of the receptive fields of these channels (Srinivasan & Dvorak, 1980) , and the temporal characteristics of the dynamical filters R, G and H in Fig. 2 (Kirschfeld, 1978) . However, these details are not important in the present context. The main point is that the spatio-temporal response function generally has the form of a hill with a single, prominent maximum, as shown in Fig. 8a . This is in conformity with experimental measurements of the spatio-temporal frequency response functions of insect motion detectors (e.g. O'Carroll, Bidwell, Laughlin & Warrant, 1996) . Fig. 9 . Multiple-correlator scheme for measurement of image velocity. The figure shows contour plots for the spatio-temporal frequency responses of three correlators, each producing a maximum response at a different spatio-temporal frequency. The symbols *, + , and × represent sinusoidal gratings of spatial frequency 2, 4, 6 and 8 units, respectively. The responses that these gratings elicit in each correlator when they move at an angular velocity of V 1 , V 2 or V 3 can be read off according to the positions of these symbols along the straight lines of slope V 1 , V 2 and V 3 as shown. The angular velocity of any grating can be estimated unambiguously, and independently of its spatial frequency or contrast by determining which correlator produces the largest response. The spatio-temporal response function of each correlator is modelled as a two-dimensional Gaussian with a half-width of 2.35 units in spatial frequency and 3.33 units in temporal frequency. The contour intervals are as in Fig. 8b. A contour plot of the response is shown in Fig. 8b . All of the points that lie on a given response contour represent combinations of spatial and temporal frequency that elicit the same response. They are therefore confounded by the movement detector. The (angular) image velocity corresponding to a given point on a contour is the slope of the line connecting this point to the origin (V= temporal frequency/spatial frequency; see dotted line in Fig. 8b ). All of the velocities represented on this contour are confounded. So far, we have assumed that the contrast of the grating is fixed. If we allow the contrast to vary, we introduce another degree of freedom (and uncertainty): since the response increases with contrast, all of the points on a given response contour will be confounded with points on a weaker response contour if the contrast of the stimuli representing the weaker contour is appropriately increased.
A 6elocity-sensiti6e model based on multiple correlators
The ambiguity described above can be removed if we incorporate more than one correlator in the movementdetecting process, with each correlator having a different spatio-temporal frequency optimum (Heeger, 1987; Simoncelli & Heeger, 1998) . This is illustrated in Fig. 9 for a system comprising three correlators. Consider now a grating composed of, say, four spatial frequencies denoted by the symbols *, + , and × in Fig. 9 . When the grating moves at a velocity V, the temporal frequencies that it generates can be represented by mapping these four spatial frequencies on to a line through the origin with a slope equal to V. We now see immediately that a low image velocity (V= V 1 ) will preferentially stimulate correlator 1, a high image velocity (V= V 3 ) will preferentially stimulate correlator 3, and an intermediate image velocity (V=V 2 ) will preferentially stimulate correlator 2. This is true regardless of the spatial frequency content of the stimulus. Increasing the contrast of the grating would increase the response of all of the correlators, but the correlator that produces the largest response will continue to be determined by the image velocity in the same way. Thus, the velocity of the image can be estimated unambiguously, and independently of its spatial structure or contrast by determining which correlator produces the largest response. The latter operation can readily be carried out by a winner takes all neural network. It is clear that such a scheme would have to incorporate a minimum of two correlators, each with a different optimum spatio-temporal frequency. With two correlators, the ratio of the outputs of the correlators (for example) would provide a reliable indication of image velocity. The optimum spatial frequency of a correlator can be varied by changing the angular separation between the input channels A and B (Fig. 2) , or by appropriate spatial prefiltering of the visual input prior to motion detection. There is evidence for both kinds of variability in the movement-detecting pathway of the fly's visual system (Pick & Buchner, 1979; Srinivasan & Dvorak, 1980; Schuling, Mastebroek, Bult & Lenting, 1989) . The optimum temporal frequency can be varied by changing the time constants of the temporal filters R, G and H (Fig. 2) .
Two classes of movement-sensitive neurons, with peak sensitivities at different temporal frequencies, have been reported in the visual systems of the fly, butterfly and locust (Horridge & Marcelja, 1992) . There is behavioural evidence that the optomotor system of crabs is driven by three different motion-detecting pathways acting in parallel, with different temporal-frequency optima, although the crab's optomotor system does not seem to extract velocity information (Nalbach, 1989) . Thus, the neural substrate for evaluation of image velocity certainly exists in the invertebrate visual system, although it remains to be ascertained whether the velocity computations are carried out as we describe here.
A correlation-based movement detector that is sensitive to the speed of image motion, but not to the direction of motion can be produced by using a scheme as described above, but in which each correlator is replaced by a unit which sums the outputs of four identical correlators, with rightward, leftward, upward and downward preferred directions, respectively (Douglass & Strausfeld, 1996) . Since individual correlators are broadly tuned with regard to directional sensitivity (e.g. van Hateren, 1990) , such multidirectional units would exhibit a nearly uniform sensitivity to all directions of image motion. Image speed could then be estimated by comparing the responses of two multidirectional units with different optimum spatiotemporal frequencies, as described above. Thus, the signals from the directionally selective elementary motion detectors at the front end of this system could be used to drive the optomotor response, whilst the non-directional motion signal produced at the output of this system could be used to mediate some of the other behaviours and visual functions that we have discussed here.
A 6elocity-sensiti6e model based on half-detectors
In the above scheme we assumed that the individual motion detectors have a symmetrical structure, as shown in Fig. 2 . That is, the response of each motion detector is obtained by subtracting the output of one half-detector, which prefers rightward motion, from another half-detector which prefers leftward motion. The responses of a simplified version of such a symmetrical motion detector, in which each half-detector uses a single, temporal low-pass filter (Fig. 10a) , are shown in Fig. 10c for sinusoidal gratings of three different periods, moving at various speeds. The response-versus-angular velocity curve for each grating period has been normalised to a value of 1.0. As explained earlier, the speed at which such a detector produces a maximum response varies systematically with the spatial period of the grating, making the detector tuned to temporal frequency rather than velocity. (When we say that a detector is tuned to temporal frequency or to velocity, we mean that a moving sinusoidal grating of a given contrast elicits the strongest response at a fixed temporal frequency in the former case, and at a fixed angular velocity in the latter. Of course, the response of each kind of detector will also vary with the contrast of the grating.)
It turns out that velocity tuning, rather than temporal-frequency tuning, can be achieved by using a motion detector that is not symmetrical, but which uses a single half-detector as shown in Fig. 10b (Glü nder, 1990; Snippe & Koenderink, 1994; Zanker, Srinivasan & Egelhaaf, 1999) . For such an asymmetrical detector the optimum velocity is independent of grating period, as shown in Fig. 10d . The velocity of a grating can then be determined unambiguously by comparing the responses of two half-detectors, each tuned to a different velocity. (The optimum velocity of a half-detector can be varied by changing the time constant of the low-pass filter and/or the angular separation of the input channels A and B.) Reasonable velocity tuning, and insensitivity to grating period, can also be achieved by detectors that are partially symmetrical, i.e. by schemes that use both half detectors, but generate the response by subtracting a fraction of the output of the right half detector from the output of the left half-detector (Zanker et al., 1999) . This is of interest because there is evidence for the existence of partially symmetrical motion detectors in the visual system of the fly . Thus, by using half-detectors, velocity tuning can be achieved with some sacrifice of directional selectivity. Loss of directional sensitivity would obviously be a disadvantage for a motion-detecting system that mediates the optomotor response. But it would be appropriate for the motion detectors that mediate the centring response in the bee and the extraction of range from peering in the grasshopper, because they apparently use non-directional mechanisms.
A 6elocity-sensiti6e model based on a modified gradient scheme
Another possible scheme (Srinivasan et al., 1991) , which embodies a neural realisation of a scheme for measurement of image velocity that is well known to Fig. 10 . Performance of symmetrical (a) and asymmetrical (b) motion detectors. The lower panels compare response-versus angular velocity curves for symmetrical (c) and asymmetrical (d) motion detectors, for moving sinusoidal gratings of various periods. Each curve is normalised to a maximum response of 1.0. While the peak response of the symmetrical detector shifts systematically toward larger angular velocities as the period of the grating is increased (c), the response of the asymmetrical detector peaks at about the same angular velocity regardless of grating period (d). The low-pass filters are assumed to be first-order, with a time constant of 0.1 s, and the angular separation between the input channels A and B is assumed to be 2°. Fig. 11 . An alternative, neurobiologically realistic scheme for measurement of the angular speed of an image, independently of its structure or contrast. Adapted from Srinivasan et al. (1991) . Details in text. students of computer vision, is sketched in Fig. 11 . The moving image (level A) is first converted to a binary image composed of two levels (black and white), by an array of neurons that possess high sensitivity to low contrasts and saturate (i.e. exhibit a response plateau) at higher contrasts. The binary neural image (level B), which moves at the same velocity as the original image, is then spatially low-pass filtered by a subsequent array of neurons, resulting in a moving neural image (level C) in which the abrupt edges of the binary image have been converted to ramps of constant slope. (The trapezoidal waveform at level C is the result of convolving the pulse-like waveform at level B with a rectangular window whose width represents the spatial extent of the low-pass filter.) The speed of the image can then be monitored by measuring the rate of change of the response at the ramps. Accordingly, the neural image at this level is temporally differentiated by an array of neurons, giving a moving neural image composed of a train of pulses (level D), one located at each edge of the binary image. The amplitude of each pulse will then be proportional to the rate of change of response at the corresponding ramp, and therefore to the instantaneous speed of the image at that location. A subsequent stage of rectification ensures that the response is positive, regardless of the polarity of the edge or the direction of movement (level E). Thus, we have a scheme that measures the local speed of the image independently of structure, contrast, or direction of movement. Proper operation of the scheme is not critically dependent on the precise nature of the spatial low pass filter or the temporal differentiator. For example, if the spatial filter is Gaussian, rather than rectangular, the ramps in the waveform at level C would be sigmoidal in profile rather than linear. But this would not change the essential properties of the scheme. Similarly, the temporal differentiator can be replaced by a temporal highpass filter (i.e. a phasic neuron) without significantly altering the results.
The above scheme is, in effect, a modified version of the well-known gradient scheme for motion detection which computes image velocity as the ratio of the local temporal gradient to the local spatial gradient (Horn & Schunck, 1981; Marr & Ullman, 1981; Buchner, 1984; Jin & Srinivasan, 1990; Srinivasan, 1990) . The present scheme, however, has the advantage that it avoids the mathematical operation of division (and the attendant problems at regions of low image gradients, where the computation approaches the indeterminate value of zero/zero). Division is avoided by parsing the image into edges and standardising the spatial gradient to a constant, finite value at each edge.
Neurons that perform some of the operations required for such a scheme certainly exist in the insect visual pathway, although it remains to be determined whether they are indeed involved in computing image speed. For example, the so-called large monopolar cells (LMCs) in the lamina -the second stage of visual processing in the insect visual pathway -are highly sensitive to moving edges. They produce a response whose amplitude increases monotonically with edge speed over a range of ca. 0 -1000 deg/s (Srinivasan, Pinter & Osorio, 1990) , and with sinusoidal temporal frequency over a range of 0 -30 Hz (Coombe, Srinivasan & Guy, 1989) . However, the responses of LMCs are not entirely independent of the contrast of the edge. Neurons with dynamic properties similar to those of the LMCs, but which are less sensitive to variations of edge contrast, have been encountered in the locust medulla (Osorio, 1992) . The response properties of these cells would correspond roughly to those at level D in the model of Fig. 11 . Non-directional motion-sensitive neurons have been reported in the locust optic lobe (Rind, 1987; Bult & Mastebroek, 1994) . Although these neurons possess large receptive fields, their responses suggest that they receive inputs from visual units with smaller receptive fields at earlier stages of the visual pathway. Thus, the existence of non-directional motion-sensitive neurons with small receptive fields is quite likely in the insect visual pathway. Douglass and Strausfeld (1996) have recently characterised a class of small-field cells (T4) in the fly medulla that respond to motion in a non-directional way. Indeed, their study points to the existence of two parallel pathways for elementary movement detection: one directional, and the other nondirectional. However, the sensitivity of the non-directional movement-detecting neurons to the speed and spatial structure of the stimulus remains to be investigated.
Conclusions and outlook
Some of the well-known visually mediated behaviours in the insect, such as the optomotor response (and possibly the landing response) can be well characterised by the correlation model of movement detection. The salient properties of the movement-sensitive mechanism underlying these responses are that it is directional, and it does not encode the speed of the moving image. Rather, it is sensitive to the temporal frequency of intensity fluctuations generated by the moving image, and therefore confounds the speed of the image with its spatial structure. Such a system is adequate for driving the optomotor response where the primary requirement is to detect the direction of image motion reliably, and not its speed. Since the primary role of the optomotor response is to stabilise yaw, it is geared to minimise image motion in the frontal visual field; it is a control system which tries to regulate frontal image velocity around a set-point of zero. Recent work, however, is beginning to uncover other behaviours, such as the centring response, control of flight speed, visual odometry and possibly peering, which seem to rely on movement-detecting mechanisms which need to, and do extract the speed of the image fairly accurately, irrespective of its spatial structure. Unlike the optomotor response, these other behaviours are not geared to achieve a set-point of zero image velocity. Rather, the mechanisms underlying these behaviours appear to extract measurements of image velocity that are used to estimate the ranges of objects, to regulate flight speed or to estimate distance flown. To account for these behaviours, modified or new models of motion detection are proposed. The emerging picture is that there are a number of motion-sensitive pathways in the insect visual system, each with a distinct set of properties and geared to a specific visual function. One now needs to ask whether the newly characterised behaviours are subserved by entirely different motion-sensitive pathways that act in parallel with the pathways that mediate the optomotor response, or whether they share a common front end that performs elementary motion detection, after which individual pathways process the elementary motion signals differently to cater to different visual functions. Clearly, the challenge ahead is to uncover the neural mechanisms underlying the new behaviours.
