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Abstract
This paper considers the nonparametric regression model with negatively super-additive dependent (NSD) noise and
investigates the convergence rates of thresholding estimators. It is shown that the term-by-term thresholding estimator
achieves nearly optimal and the block thresholding estimator attains optimal (or nearly optimal) convergence rates
over Besov spaces. Additionally, some numerical simulations are implemented to substantiate the validity and adap-
tivity of the thresholding estimators with the presence of NSD noise.
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1. Introduction
Suppose that we observe dataset {Ym} by the model
Ym = g(xm) + εm, m = 1, 2, · · · , n, (1.1)
where xm = m/n and ε1, · · · , εn are identically distributed random variables defined on a probability space (Ω,F , P)
with zero mean and finite variance σ2, g(x) is an unknown function restricted to the interval [0, 1].
There is interesting to recover g(x) by wavelet method. For example, Donoho et al. (1995), Hall and Patil (1996),
Hall et al. (1999), and recently Hoffmann et al. (2015) and Gao and Zhou (2016). Indeed, the adaptive estimators
produced by the methods can achieve the exact minimax optimal rates, however, these adaptivity results rely on the
assumption of independence noise, which is a serious restriction in model (1.1) when applied to practical problems
(Wang, 1996). Some statisticians attempted to investigate the convergence rate of linear wavelet estimator in the
nonparametric regression model with dependent noises (e.g. Li et al., 2008; Ding et al., 2007; Tang et al., 2018), but
their rates maybe not optimal. In addition, some noises, such as long memory noise and ρ-mixing noise (belong to
elliptically contoured family) considered by Li and Xiao (2007) and Doosti et al. (2011), respectively, involve some
parameters, which are usually hard to be identified and verified. This paper considers a wide class of noise produced
by NSD random sequence, whose definition based on the super-additive functions.
Definition 1.1. A function φ: Rn → R, is called super-additive if
φ(x ∨ y) + φ(x ∧ y) ≥ φ(x) + φ(y),
for all x, y ∈ Rn, where “ ∨ ” indicates componentwise maximum and “ ∧ ” is for componentwise minimum.
Definition 1.2. A random vector (X1, X2, · · · , Xn) is said to be NSD if
Eφ (X1, X2, · · · , Xn) ≤ Eφ (X∗1, X∗2, · · · , X∗n) , (1.2)
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where {X∗m,m = 1, · · · , n} are independent random variables with same marginal distribution of {Xm,m = 1, · · · , n} for
each m , and φ is a super-additive function such that the expectations in (1.2) exist.
Definition 1.3. A sequence of random variables (X1, X2, · · · , Xn) is called NSD if for all n ≥ 1, (X1, X2, · · · , Xn) is
NSD.
The concept of NSD, which generalizes the concept of negative association (see Christofides and Vaggelatou,
2004), was proposed by Hu (2000). It is realized that many multivariate distributions possess the NSD property
exhibited in practical examples, including (a) elliptically contoured distribution, (b) FGM distribution, (c) multino-
mial, (d) convolution of unlike multinomial, (e) multivariate hypergeometric, (f) Dirichlet, (g) Dirichlet compound
multinomial, (h) negatively correlated normal distribution, (i) permutation distribution, (j) random sampling without
replacement, and (k) joint distribution of ranks. Therefore, NSD has received enormous increasing attention for the
potential applications in multivariate analysis and systems reliability. We refer to Hu (2000) for essential properties,
Eghbal et al. (2010) for strong law of large numbers, Shen et al. (2013) for strong convergence, Wang et al. (2014)
and Wang et al. (2015) for complete convergence, Shen et al. (2016) for complete moment convergence, Yu et al.
(2017) for the central limit theorem. NSD samples have also been introduced to the model (1.1), and some asymptotic
properties of the nonparametric regression estimators have been explored. For example, Shen et al. (2015) got the
complete consistency of the weighted regression estimators by using Rosenthal-type inequality, Wu et al. (2016) gave
the convergence rate of the analogous estimators in the model (1.1) with NSD noise, Wang et al. (2018) obtained
strong and weak consistency of LS estimators in the EV regression model, and Yu et al. (2019) detected the multiple
change points for linear processes under NSD.
The purpose of this paper is to establish the asymptotic convergence rates of the thresholding wavelet estimators
in the model (1.1) with NSD noise. We demonstrate that these estimators achieve optimal and nearly optimal conver-
gence over Besov functions class. Moreover, some simulations are implemented by R Software to compare the block
thresholding wavelet estimator with term-by-term estimator on two test functions.
The remainder of this paper is organized as follows. We introduce some necessary backgrounds of thresholding
estimators and state the main results in Section 2. The numerical simulations are presented to show the performances
of the wavelet thresholding estimations in Section 3. Some lemmas and their proofs are provided in Section 4, and
the proofs of the main theorems included in Section 5.
2. Main results
2.1. Background
Let the scaling function ϕ and its associated wavelet function ψ be generated from dilation equation, they are also
assumed to be compactly supported and
∫
ϕ = 1. In the present paper, we assume that both ϕ and ψ have r continuous
derivatives and r vanishing moments, i.e.,
∫ 1
0 x
kϕ(x)dx = 0, k = 1, 2, · · · , r − 1, ∫ 10 xkψ(x)dx = 0, k = 1, 2, · · · , r − 1.
Define ϕi0 j(x) = 2
i0/2ϕ(2i0 x − j), ψi j(x) = 2i/2ψ(2ix − j). For any constant M > 0 and a given r-regular wavelet ψ
with r > s, the standard Besov function space is given by
Bsp,q(M) =
g ∈ Bsp,q :
∑
j
∣∣∣αi0 j∣∣∣p
1/p +

∞∑
i=i0
2iθ
∑
j
∣∣∣βi j∣∣∣p1/p

q
1/q
≤ M, 1 ≤ p, q ≤ ∞, 0 < s < r + 1
 ,
where s is an index of regularity, p and q are used to specify the type of norm, θ = s + 1/2 − 1/p and s > 1/p.
Here and below, we assume the unknown function g(x) ∈ Bsp,q(M), so that g(x) can be reconstructed as
g(x) =
2i0−1∑
j=0
αi0 jϕi0 j(x) +
∑
i≥i0
2i0−1∑
j=0
βi jψi j(x), (2.1)
where the coefficients are
αi0 j =
∫ 1
0
g(x)ϕi0 j(x)dx, βi j =
∫ 1
0
g(x)ψi j(x)dx. (2.2)
2
If we estimate the coefficients αi j and βi j by α¯i j = n−1
n∑
m=1
Ymϕi j(xm) and β¯i j = n−1
n∑
m=1
Ymψi j(xm), respectively.
Therefore, the term-by-term thresholding estimator of (2.1) is given by
g¯(x) =
2i0−1∑
j=0
α¯i0 jϕi0 j(x) +
i1∑
i=i0
∑
j∈Z
β¯i jψi j(x)I
(∣∣∣β¯i j∣∣∣ > λ0) , (2.3)
where 2i0 is a truncation point, i1 satisfies 2i1−1 ≤ n/ log n ≤ 2i1 and the threshold λ0 =
√
2σ2 log n/n.
Usually, term-by-term thresholding estimator produces a degree of over-smoothing. This problem can be over-
come by estimating not βi j but its average over neighbouring coefficients (Hall and Patil (1996)). Specifically, for
each resolution level i, we partition the integers {0, 1, · · · , 2i − 1} into consecutive, non-overlapping blocks of length
l, that is,
Γik = { j : (k − 1)l + 1 ≤ j ≤ kl} , k ∈ Z.
Let Vi and Wi be the spaces spanned by {ϕi j, j ∈ Z} and {ψi j, j ∈ Z}, respectively, and denote the projection opera-
tors on these spaces by Pro jVi (·) and Pro jWi (·). Assume the sample size n = 2i2 and define Gˆi2 = n−1/2
n∑
m=1
Ymϕi2m(x).
Let the coefficients αˆi0 j and βˆi j be given by
Pro jVi0 (Gˆi2 ) =
2i0−1∑
j=0
αˆi0 jϕi0 j and Pro jWi (Gˆi2 ) =
2i−1∑
j=0
βˆi jψi j.
As in Hall et al. (1999, p. 42), there exist real numbers ri2m (m = 1, 2, · · · , n), such that
n−1/2g(m/2i2 )
∫
ϕ = n−1/2g(m/n) = αi2m + ri2m.
Then, Gˆi2 (x) can be rewritten as
Gˆi2 =
n∑
m=1
(αi2m + ri2m)ϕi2m(x) + n
−1/2
n∑
m=1
εmϕi2m(x).
Analogously, for each integer i < i2, there exist real numbers ui j =
n∑
m=1
ri2m < ϕi2m, ψi j > and vi0 j =
n∑
m=1
ri2m <
ϕi2m, ϕi0 j >, such that
Pro jWi (Gˆi2 ) =
∑
j
(βi j + ui j + Ui j)ψi j(x),
Pro jVi0 (Gˆi2 ) =
∑
j
(αi0 j + vi0 j + Vi0 j)ϕi0 j(x),
where
Ui j =
1√
n
n∑
m=1
εm < ϕi2m, ψi j >, Vi0 j =
1√
n
n∑
m=1
εm < ϕi2m, ϕi0 j > . (2.4)
According to Li and Xiao (2010), we can obtain the block thresholding estimator
gˆ(x) =
2i0−1∑
j=0
αˆi0 jϕi0 j(x) +
i2−1∑
i≥i0
2i0−1∑
k=0
∑
(ik)
(
βˆi jψi j(x)
)
I
(
Bˆik > λ2
)
, (2.5)
where Bˆik = l−1
∑
(ik)
βˆ2i j (here
∑
(ik)
denotes summation over j ∈ Γik), the smoothing parameter i0 is chosen to satisfy
2i0−1 ≤ n1/2s+1 ≤ 2i0 , the block length l = log n and the threshold λ2 ≥ σ2n−1.
3
Throughout this paper, let C be a general positive constant. Put x+ = xI(x ≥ 0) and x− = −xI(x < 0), and the inner
product of f and g in L2[0, 1] is denoted by < f , g >=
∫
f g.
2.2. Main theorems
To derive our theorems, we impose a regularity condition on the noise in the model (1.1), namely, for all k ≥ 1,
v(u) =
∑
m:|k−m|≥u
|Cov(εk, εm)| → 0, as u→ ∞. (2.6)
Remark 2.1. The condition (2.6) is easily satisfied. For example, if v(1) < ∞, which is the usually case, such as
ρ-mixing sequence (required that supm |Cov(εm, εm+u)| → 0), then v(u) → 0 as u → ∞. For long range dependence
sequence with |Cov(ε1, ε1+u)| = Cu−α, 0 < α ≤ 1, we have v(u) = u−α, then the condition (2.6) is satisfied as well.
Particularly, independence sequence will lead to v(1) → 0, which implies that the independence assumption is a
serious restriction on the noise.
Theorem 2.1. For a given smoothing parameter i0 and each resolution level i, let αi j and βi j be given by (2.2), the
noise satisfies condition (2.6), then there exists a constant C such that
E
(
α¯i0 j − αi0 j
)2 ≤ C/n, (2.7)
E
(
β¯i j − βi j
)2 ≤ C/n, (2.8)
and
E
(∣∣∣β¯i j − βi j∣∣∣4) ≤ C2i/n. (2.9)
Theorem 2.2. In the model (1.1), assume that {εm, 1 ≤ m ≤ n} is a sequence of NSD random variables with the
condition (2.6) hold. Let the wavelets ϕ and ψ be r-regular Cofflets. The term-by-term thresholding estimator g¯ is
given by (2.3) and g(x) is bounded. Then for 1/p < s < r, and 1 ≤ q ≤ ∞, there exists a constant C such that
sup
g∈Bsp,q(M)
E
∫
(g¯ − g)2 ≤ C (log n/n)2s/(2s+1) .
Theorem 2.3. In the model (1.1), assume that {εm, 1 ≤ m ≤ n} is a bounded NSD sequence with |εm| ≤ L (L > 0) and
the condition (2.6) hold, for block thresholding estimator gˆ given by (2.5), we have
sup
g∈Bsp,q(M)
E
∫
(gˆ − g)2 ≤
{
Cn−2s/(2s+1), f or p ≥ 2,
Cn−2s/(2s+1)
(
log n
)(2−p)/p(1+2s) , f or 1 ≤ p < 2.
Remark 2.2. Hall et al. (1999) obtain similar convergence rates over a large function space H with i.i.d. noise. In
fact, the Theorem is still valid if we enlarge our function space Bsp,q by superposing the functions in it with piecewise
Ho¨lder functions similar to Hall et al. (1999), here we omit the details.
3. Numerical study
We take Spikes and Corner functions which were also used by Cai (1999) to illustrate the spatial adaptivity of
wavelet shrinkage for independence noise as test functions. The corresponding original signals, Spikes and Corner,
are assumed to be sampled at n equally spaced points xm = m/n, m = 1, 2, · · · , n. Throughout our simulations,
the sample size is taken to be n = 1024 and a low signal-to-noise ratio (SNR) is chosen (SNR=4). Additionally,
the noise {εm,m = 1, 2, · · · , n} is generated from a multivariate mixture of normal distribution with joint distribution
N(µ1, µ2, σ21, σ
2
2, ρ0), ρ0 < 0, which was proven to be NSD by Yu et al. (2017). Here, ρ0 is specified to depend on the
4
Fig. 1. (a) Spikes with NSD noise; (b) Corner with NSD noise. All of the NSD noises are generated from a mixture of normal distribution with
joint distribution N(0, 0, 1, 9, ρ0), and SNR = 4.
Fig. 2. (A), (B) Reconstructions for Spikes and Corner using term-by-term thresholding estimator for noised Spikes and Corner with the threshold
λ0 =
√
2σˆ2n−1 log n; (C), (D) reconstructions for Spikes and Corner using block thresholding estimator for noised Spikes and Corner with the
threshold λ2 = σˆ2(xik)n−1.
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signal noise level and SNR, the variances σ21 and σ
2
2 are set to ensure ρ0 < 0. These noised signals are described in
Figs 1 (a) and 1 (b).
In the case of term-by-term thresholding, we set the threshold λ0 =
√
2σˆ2n−1 log n, where σˆ2 = 12(n−1)
n−1∑
m=1
(Ym+1 −
Ym)2. As to the block thresholding estimator, the threshold is taken to be λ2 = σˆ2(xik)n−1, where xik is a design point
(one of the xms) chosen so that 2ixik lies as close as possible to the middle of block Γik, and σˆ2(xik) is an estimator of
the variance of Yik.
Figs 2 (A) and 2 (C) display that term-by-term thresholding causes some serious perturbations in the vicinity of
the Spikes turning points, by contrast, block thresholding behaves relatively robust against variations of the Spikes.
Figs 2 (B) and 2 (D) illustrate that block thresholding has lower bias in the vicinity of the “corners” (the discontinuous
points of their first derivative), and provides more extensive adaptivity than term-by-term thresholding. Moreover,
comparison with the term by term thresholding estimator indicates that the block thresholding estimator is superior in
terms of the mean squared error(being 1.42, 0.63 for Spikes and Corner respectively, while 2.36, 0.96 for term-by-term
thresholding), and thus provides extensive adaptivity to many irregularities function classes.
4. Some lemmas
Lemma 4.1 (Hu, 2000). If {Xn, n ≥ 1} is a NSD random sequence, we have the following properties.
(a). Let f1, f2, · · · be a sequence of Borel functions all of which are non-decreasing, then { fn(Xn), n ≥ 1} is NSD.
(b). The sequence {−X1,−X2, · · · ,−Xn} is still NSD.
(c). If {X1, X2, · · · , Xn} is a NSD sequence, then {Xη1 , Xη2 , · · · , Xηn } is NSD for any permutation η = (η1, η2, · · · , ηn)
of {1, 2, · · · , n}.
Lemma 4.2 (Yu et al., 2017). Suppose that {Xm,m ≥ 1} is a NSD random sequence with the condition (2.6) hold, and
an array of real numbers {am, 1 ≤ m ≤ n, n ≥ 1} is satisfied
n∑
m=1
a2m = C0, C0 is a positive constant. Then
σ2n = Var
 n∑
m=1
amεm
 ≤ C0σ2.
Lemma 4.3 (Wang et al., 2015). Let Xn, n ≤ 1 be a NSD random sequence with mean zero and finite second moments.
Denote B2n =
n∑
i=1
EX2i . Then, for all  > 0, z > 0, and n ≥ 1,
P
max1≤k≤n
∣∣∣∣∣∣∣
k∑
m=1
Xm
∣∣∣∣∣∣∣ ≥ ε
 ≤ 2P ( max1≤m≤n |Xm| > z) + 4 exp
{
− ε
2
4(εz + B2n)
}
.
Lemma 4.4. Let Ui j be the random variables defined as in (2.4), take L1 = max{σ, L}, then for all integers i, k, and
real numbers τ ≥ lσ2/6n,
P
∑(ik) U2i j ≥ τ
 ≤ C exp
− nτ
8lL21
 .
Proof. Let ∆ =
{
w = (w1,w2, · · · ,wl) ∈ Rl :
l∑
m=1
w2m = 1
}
be the unit sphere in Rl. It is easy to check that for all
integers i, k, ∑
(ik)
U2i j
1/2 = sup
w∈∆
l∑
j=1
w jUi j.
Therefore, in order to prove Lemma 4.4, it is desired to prove that for all t > L1
√
l/
√
6n,
6
Psupw∈∆
l∑
j=1
w jUi j ≥ t
 ≤ C exp
− nt28lL21
 .
Consider a stochastic process {S n(w),w ∈ ∆} as: S n(w) =
l∑
j=1
w jUi j. Denote dmj =< ϕi1m, ψi j >, then S n(w) can be
rewritten as
S n(w) =
1√
n
n∑
m=1
εm
l∑
j=1
w jdmj.
Define S +n (w) =
1√
n
n∑
m=1
l∑
j=1
(
w jdmj
)+
εm, S −n (w) =
1√
n
n∑
m=1
l∑
j=1
(
w jdmj
)−
εm. For δ > 0, we will consider the cases
0 < |δS +n (w)| ≤ 1 and 1 < |δS +n (w)| in the following proof.
Case 1: For 0 < |δS +n (w)| ≤ 1. Since Eεm = 0, we have
E sup
w∈∆
exp
{
δS +n (w)
} ≤ 1 + ∞∑
k=2
E sup
w∈∆
(δS +n (w))
k
k!
≤ 1 + δ2E sup
w∈∆
(S +n (w))
2
{
1
2! +
1
3! + · · ·
}
≤ 1 + δ2E sup
w∈∆
(S +n (w))
2
≤ exp
{
δ2E sup
w∈∆
(S +n (w))
2
}
.
(4.1)
In the view of
l∑
m=1
w2m = 1, by Schwarz’s inequality, it follows
exp
{
δ2E sup
w∈∆
|S +n (w)|2
}
≤ sup
w∈∆
n∏
m=1
(
exp
{
Eδ
1
n
l∑
j=1
|w jdmj|2ε+m
})
≤ exp
σ2δ2 · 1n
(
n∑
m=1
|dmj|2
)1/2 .
Note that d2mj = 1, if m = j; and d
2
mj = 0, otherwise. For a fixed j ( j = 1, 2, · · · , l), there only exists a counterpart
m = j such that d2mj = 1 (otherwise d
2
mj = 0), which implies that
n∑
m=1
(
l∑
j=1
|dmj|2
)1/2
=
√
l, and this leads to
exp
{
δ2E sup
w∈∆
∣∣∣S +n (w)∣∣∣2} ≤ exp {σ2δ2 √l/n} . (4.2)
Case 2: For |δS +n (w)| > 1. According to the properties (a) and (b) in Lemma 4.1, for every |εm| ≤ L, we obtain by
taking φ(x) = ex in (1.2) that
E sup
w∈∆
exp
{
δS +n (w)
} ≤ E exp {δ2 sup
w∈∆
|S +n (w)|2
}
≤ sup
w∈∆
n∏
m=1
E
(
exp
{
δ2
1
n
l∑
j=1
|w jdmj|2ε2m
})
≤ sup
w∈∆
n∏
m=1
(
exp
{
δ2L2
1
n
l∑
j=1
|w jdmj|2
})
≤ exp
δ2L2 · 1n
(
n∑
m=1
|dmj|2
)1/2
= exp
{
δ2L2
√
l/n
}
.
(4.3)
Thus take (4.1), (4.2) and (4.3) together to give
7
E sup
w∈∆
exp
{
δS +n (w)
} ≤ exp {L21δ2 √l/n} .
By Markov’s inequality, for every t > 0 and δ > 0,
P
{
sup
w∈∆
S +n (w) ≥ t
}
≤
E exp
{
sup
w∈∆
S +n (w)
}
exp {δt} ≤ exp
{
−δt + L21δ2
√
l/n
}
.
Hence, for δ =
nt
2L21
√
l
, we get that
P
{
sup
w∈∆
S +n (w) ≥ t
}
≤ C exp
{
−t2n/4L21
√
l
}
.
Analogously, for S −n (w) > 0, we have
P
{
sup
w∈∆
S −n (w) ≥ t
}
≤ C exp
{
−t2n/4L21
√
l
}
.
Note that sup
w∈∆
S n(w) ≤ sup
w∈∆
S +n (w) + sup
w∈∆
S −n (w), then
P
{
sup
w∈∆
S n(w) ≥ t
}
≤ P
{
sup
w∈∆
S +n (w) ≥ t/2
}
+ P
{
sup
w∈∆
S −n (w) ≥ t/2
}
≤ C exp
{
−t2n/8L21
√
l
}
.
This completes the proof of Lemma 4.4.
5. Proof of the theorems
Proof of Theorem 2.1. It is easy to verify that α¯i0 j is an unbiased estimator of αi0 j by
Eα¯i0 j = E
n−1 n∑
m=1
Ymϕi0 j(xm)
 = ∫ ϕi0 j(x)g(x)dx = αi0 j,
Note that
n∑
m=1
< ϕi0m, ϕi0 j >
2= 1, based on Lemma 4.2, it yields
E
(
α¯i0 j − αi0 j
)2
= Var
n−1 n∑
m=1
Ymϕi0 j(xm)
 = n−1Var n−1/2 n∑
m=1
εmϕi0 j(xm)
 ≤ C0σ2/n = C/n.
Obviously, (2.8) hold since these inequalities still hold for replacing α¯i j, αi j by β¯i j and βi j =
∫ 1
0 g(x)ψi j(x)dx,
respectively. Recall that g(x) is bounded, using Cauchy-Schwarz’s inequality, we obtain
|βi j| ≤
∫ 1
0
g(x)|ψi j|dx ≤ C
∫ 1
0
|ψi j|dx ≤ C
(∫ 1
0
|ψi j|dx
)2
= C. (5.1)
According to Eεm = 0, it follows
|β¯i j| ≤ sup
1≤m≤n
ψi j(x)EYm ≤ sup
1≤m≤n
ψi j(xm)|g(xm)| ≤ C sup
1≤m≤n
ψi j(xm) ≤ C2i/2. (5.2)
Combining (5.1) and (5.2), we derive that
E
∣∣∣β¯i j − βi j∣∣∣4 ≤ (β¯i j + βi j)2 E (β¯i j − βi j)2 ≤ C (1 + 2i/2)2 n−1 = C2i/n.
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Proof of Theorem 2.2. We will divide the proof of Theorem 2.2 into several parts. By the orthogonality of ϕ and ψ,
the quadratic risk can be decomposed as
E‖g¯ − g‖22 = R1 + R2 + R3,
where
R1 =
2i0−1∑
j=0
E
(
α¯i0 j − αi0 j
)2
,
R2 =
∞∑
i=i1
2i−1∑
j=0
β2i j,
R3 =
i1−1∑
i=i0
2i−1∑
j=0
E
(
β¯i jI
(
β¯i j > λ0
)
− βi j
)2
.
The reminder of the proof consists of bounding R1, R2, R3.
Bound for R1: From 2s/(2s + 1) < 1 and (2.7) in Theorem 2.1, we get
R1 ≤ C
2i0−1∑
j=0
1/n ≤ C2i0/n ≤ C (log n/n)2s/(2s+1) . (5.3)
Bound for R2: For p ≥ 2, we have Bsp,q(M) ⊆ Bs2,∞(M), then
R†2 ≤ C
∞∑
i=i1
2−2is ≤ C2−i1 s ≤ C (log n/n)2s/(2s+1) . (5.4)
For 1 ≤ p ≤ 2, we have Bsp,q(M) ⊆ Bs+1/2−1/p2,∞ (M), by (s + 1/2 − 1/p) > s/(2s + 1), one can see that
R∗2 ≤ C
2i0−1∑
i=i1
2−2i(s+1/2−1/p) ≤ C2i1(s+1/2−1/p) ≤ C (log n/n)2s/(2s+1) . (5.5)
Combining (5.4) and (5.5), we obtain
R2 ≤ C (log n/n)2s/(2s+1) . (5.6)
Bound for R3: Note that
{∣∣∣β¯i j∣∣∣ < λ0, ∣∣∣βi j∣∣∣ ≥ 2λ0} ⊆ {∣∣∣β¯i j − βi j∣∣∣ > λ0/2} , {∣∣∣β¯i j∣∣∣ < λ0, ∣∣∣βi j∣∣∣ ≥ 2λ0} ⊆ {∣∣∣βi j∣∣∣ ≤ 2 ∣∣∣β¯i j − βi j∣∣∣}
and
{∣∣∣β¯i j∣∣∣ ≥ λ0, ∣∣∣βi j∣∣∣ < λ0/2} ⊆ {∣∣∣β¯i j − βi j∣∣∣ > λ0/2}. We can write R3 as
R3 =
i1−1∑
i=i0
2i−1∑
j=0
E
{(
β¯i j − β
)2
I
(
β¯i j ≥ λ0
)}
+
i1−1∑
i=i0
2i−1∑
j=0
E
{
β2i jI
(
β¯i j < λ0
)}
≤ 2 i1−1∑
i=i0
2i−1∑
j=0
E
{(
β¯i j − β
)2
I
(
β¯i j ≥ λ0
)}
+
i1−1∑
i=i0
2i−1∑
j=0
E
{(
β¯i j − β
)2
I
(
β¯i j ≥ λ0
)
I
(
βi j ≥ λ0/2
)}
+
i1−1∑
i=i0
2i−1∑
j=0
E
{
β2i jI
(
‖βi j‖ < λ0
)
I
(
‖βi j‖ < 2λ0
)}
=: 2R31 + R32 + R33.
(5.7)
Firstly, we bound R31 by Cauchy-Schwarz’s inequality
R31 ≤
i1−1∑
i=i0
∑
j
(
E
(
β¯i j − βi j
)4)1/2 (
P
(
|β¯i j − βi j| > λ0/2
))1/2
.
Next, we consider the bound of the probability P(|β¯i j − βi j| > λ0/2). Note that
∣∣∣β¯i j − βi j∣∣∣ =
∣∣∣∣∣∣∣n−1
n∑
m=1
Ymψi j(xm) − n−1
n∑
m=1
g(xm)ψi j(xm)
∣∣∣∣∣∣∣ = n−1
∣∣∣∣∣∣∣
n∑
m=1
ψi j(xm)εm
∣∣∣∣∣∣∣ .
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Without loss of generality, we assume ψi j(xm) > 0. From the property (c) in Lemma 4.1, all positive εm can be
moved to the first k terms, hence
n−1
∣∣∣∣∣∣∣
n∑
m=1
ψi j(xm)εm
∣∣∣∣∣∣∣ ≤ max1≤m≤k n−1
∣∣∣∣∣∣∣
k∑
m=1
ψi j(xm)εm
∣∣∣∣∣∣∣ = max1≤m≤k n−1
∣∣∣∣∣∣∣
k∑
m=1
ψi j(xm)ε+m
∣∣∣∣∣∣∣ ≤ max1≤m≤kCn−12i
∣∣∣∣∣∣∣
k∑
m=1
εm
∣∣∣∣∣∣∣ .
Since |β¯i j − βi j| ≤ |β¯i j| + |βi j| ≤ C2i/2, B2n = E
n∑
m=1
ε2m = nσ
2 and 2i ≤ n, apply Lemma 4.3, with z = √2σ2i/2, to obtain
P
(∣∣∣β¯i j − βi j∣∣∣ > λ0/2) ≤ P ( max
1≤m≤k
∣∣∣∣∣∣ k∑m=1 εm
∣∣∣∣∣∣ > nλ02−i−1
)
≤ 4 exp
{
− n2λ202−(i+1)
4
(
nλ0
√
2σ2−(i+1)/2+nσ2
)}
≤ 4 exp
{
−
√
log n·2−(i+1)/2
4C
√
n
}
≤ C exp
{
−
√
log n
4
}
= O
(
n−1/4
)
.
From (2.9) in Theorem 2.1, it follows
R31 ≤ C
i1−1∑
i=i0
∑
j
(
2i/n
)1/2 (
1/n−4
)1/2 ≤ Cn−2 i1−1∑
i=i0
2i ≤ Cn−22i1 ≤ C log n/n ≤ C (log n/n)2s/(2s+1) . (5.8)
In order to bound R32, we choose i3 to satisfy 2i3−1 ≤ (n/ log n)1/(2s+1) ≤ 2i3 , using (2.8) in Theorem 2.1, we get
R32 ≤ C/n ·
i1−1∑
i=i0
∑
j
I
(
|βi j| > λ0/2
)
≤ C/n ·
i3−1∑
i=i0
∑
j
I
(
|βi j| > λ0/2
)
+C/n · i1−1∑
i=i3
∑
j
I
(
|βi j| > λ0/2
)
=: R321 + R322.
For the term R321, one can show that
R321 ≤ C/n ·
i3−1∑
i=i0
2i ≤ C2i3−1/n ≤ C (log n/n)2s/(2s+1) .
To bound the term R322, we consider the cases p ≥ 2 and 1 ≤ p < 2 separately. For p ≥ 2, by Markov’s inequality,
it follows
R†322 ≤ Cλ−20 /n
∞∑
i=i3
∑
j
β2i j ≤ C/n · 2i3 ≤ C
(
log n/n
)2s/(2s+1) .
For 1 ≤ p ≤ 2, note that I(|βi j| > λ0/2) ≤ C|βi j|p/λ0p and (2s + 1)(2 − p)/2 + (s + 1/2 − 1/p)p = 2s, then
R∗322 ≤ C
(
nλp0
)−1 i1∑
i=i3
∑
j
∣∣∣βi j∣∣∣p ≤ Cn−(2−p)/2 ∞∑
i=i3+1
2−i(s+1/2−1/p) ≤ C (log n/n)2s/(2s+1) .
Hence, R32 can be bounded by
R32 ≤ C (log n/n)2s/(2s+1) . (5.9)
In the view of (5.7), (5.8) and (5.9), it is sufficient to bound the term R33, which may be written as
R33 ≤
i1−1∑
i=i0
∑
j
β2i jI
(
|βi j| < 2λ0
)
=
i3−1∑
i=i0
∑
j
β2i jI
(
|βi j| < 2λ0
)
+
i1−1∑
i=i3
∑
j
β2i jI
(
|βi j| < 2λ0
)
:= R331 + R332.
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Based on β2i jI(|βi j| < 2λ0) ≤ 4λ20, we get that
R331 ≤ C
i3∑
i=i0
2iλ20 ≤ C2i3 log n/n ≤ C
(
log n/n
)2s/(2s+1) .
By performing the same operation for the term R332 as R322, we can show that R332 ≤ C (log n/n)2s/(2s+1). Then
R3 ≤ C (log n/n)2s/(2s+1) . (5.10)
Thus the Theorem 2.2 follows from (5.3), (5.6) and (5.10).
Proof of Theorem 2.3. Similarly to the proof of Theorem 2.2, we decompose the quadratic risk as several parts
E‖gˆ − g‖22 = T1 + T2 + T3 + T4,
where
T1 =
2i0−1∑
j=0
E
(
αˆi0 j − αi0 j
)2
,
T2 =
∞∑
i=i2
2i−1∑
j=0
β2i j,
T3 =
i2−1∑
i=i0
∑
k∈Z
P
(
Bˆik ≤ λ2
) ∑
(ik)
β2i j,
T4 =
i2−1∑
i=i0
∑
k∈Z
E
{
I(Bˆik > λ2)
∑
(ik)
(
βˆi j − βi j
)2}
.
In the view of
n∑
m=1
< ϕi2m, ϕi j >
2= 1 and
n∑
m=1
< ϕi2m, ψi0 j >
2= 1, by Lemma 4.2, it yields
EU2i j ≤ σ2/n, EV2i0 j ≤ σ2/n. (5.11)
According to the definition of αˆi0 j and (5.11), one gets
T1 = E
∥∥∥∥Pro jVi0 (Gˆi2 − g)∥∥∥∥22 = 2
i0−1∑
j=0
v2i0 j +
2i0−1∑
j=0
EV2i0 j ≤
n∑
m=1
r2i2m + 2
i0σ2/n ≤ Cn−2s/(1+2s).
Furthermore, by (5.6), we can show that
T2 =
∞∑
i=i2
2i−1∑
j=0
β2i j ≤ Cn−2s/(1+2s).
From Lemma 4.7 in Li et al. (2010, p.1119), we see that
T3 ≤
{
Cn−2s/(1+2s), p ≥ 2,
C
(
log n
)(2−p)/p(1+2s) n−2s/(1+2s), 1 ≤ p < 2.
To complete the proof of Theorem 2.3, we focus on Bounding T4 by appropriate rates. Firstly, we write T4 as
T4 =
i2−1∑
i=i0
∑
k
E
{
I
(
Bˆik > λ2
) ∑
(ik)
(Ui j + ui j)2
}
≤ 2 i2−1∑
i=i0
∑
k
E
{
I
(
Bˆik > λ2
) ∑
(ik)
u2i j
}
+ 2
i2−1∑
i=i0
∑
k
E
{
I
(
Bˆik > λ2
) ∑
(ik)
U2i j
}
=: 2T
′
4 + 2T
′′
4 .
(5.12)
Then from (5.11), we see that T
′
4 is bounded by
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T
′
4 ≤
i2−1∑
i=i0
∑
k
∑
(ik)
u2i j ≤
i2−1∑
i=i0
2i−1∑
j=0
u2i j ≤
n∑
m=1
r2i2m ≤ Cn−2s/(1+2s). (5.13)
Finally, we consider the bound of the term T
′′
4 . For p ≥ 2, we choose i4 to satisfy 2i4−1 ≤ n1/2s+1 ≤ 2i4 , and denote
Bik = l−1
∑
(ik)
(βi j + ui j)2. Thus T
′′
4 can be divided into three parts:
T
′′
4 =
i4∑
i=i0
∑
k
E
{
I
(
Bˆik > λ2
) ∑
(ik)
U2i j
}
+
i2−1∑
i=i4+1
∑
k
E
{
I
(
Bˆik > λ2
)
I
(
Bik > λ2/2
) ∑
(ik)
U2i j
}
+
i2−1∑
i=i4+1
∑
k
E
{
I
(
Bˆik > λ2
)
I
(
Bik ≤ λ2/2
) ∑
(ik)
U2i j
}
=: T41 + T42 + T43.
From (5.11), we have
T41 ≤
i4∑
i=i0
∑
k
∑
(ik)
EU2i j =
i4∑
i=i0
2i−1∑
j=0
σ2n−1 ≤ σ2n−1
i4∑
i=i0
2i ≤ Cn−2s/(1+2s). (5.14)
Recall that λ2 ≥ σ2n−1, thus T42 is bounded by (5.11) that
T42 ≤ 2
i2−1∑
i=i4+1
∑
k
Bikλ−2
∑
(ik)
EU2i j =
1
24
i2−1∑
i=i4+1
2i−1∑
j=0
(
βik + ui j
)2 ≤ i2−1∑
i=i4+1
2−2si +
n∑
m=1
r2i2m ≤ Cn−2s/(1+2s). (5.15)
To bound the term T43, we appeal to the Lemma 5.1 in Hall et al. (1999, p. 45), which implies that
{
Bˆik > λ2
}
∩
{
Bik ≤ λ
2
2
}
⊆
∑(ik) U2i j ≥ l12λ2
 =
∑(ik) U2i j ≥ σ
2l
6n
 .
Hence
T43 ≤
i2−1∑
i=i4+1
2i−1∑
k=0
∫ ∞
σ2l/6n
P
∑(ik) U2i j ≥ τ
 dτ.
Form Lemma 4.4, it follows that
T43 = C
i2−1∑
i=i4+1
2i−1∑
k=0
∫ ∞
σ2l/6n
exp
− nτ8√lL21
 dτ = Cn
i2−1∑
i=i4+1
2i exp
{
−√l/48
}
= C exp
{
−√l/48
}
.
Since l = log n, we have T43 ≤ O (n−η) for all η > 0. Putting this result and (5.12), (5.13), (5.14), (5.15) together,
one can see that T4 ≤ Cn−2s/(2s+1) when p ≥ 2.
For the case 1 ≤ p < 2. We treat T4 similarly as (4.16) in Li et al. (2010, p. 1123), then
T4 ≤ C (log n)(2−p)/p(1+2s) n−2s/(1+2s).
Consequently, T4 is bounded by
T4 ≤
{
Cn−2s/(1+2s), p ≥ 2,
C
(
log n
)(2−p)/p(1+2s) n−2s/(1+2s), 1 ≤ p < 2.
This completes the proof of Theorem 2.3.
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