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Elastic Neumann–Poincare´ operators on three dimensional
smooth domains: Polynomial compactness and spectral
structure∗
Kazunori Ando† Hyeonbae Kang‡ Yoshihisa Miyanishi§
Abstract
We prove that the elastic Neumann–Poincare´ operator defined on the smooth
boundary of a bounded domain in three dimensions, which is known to be non-
compact, is in fact polynomially compact. As a consequence, we prove that the
spectrum of the elastic Neumann-Poincare´ operator consists of three non-empty se-
quences of eigenvalues accumulating to certain numbers determined by Lame´ param-
eters. These results are proved using the surface Riesz transform, calculus of pseudo-
differential operators and the spectral mapping theorem.
AMS subject classifications. 35J47 (primary), 35P05 (secondary)
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1 Introduction
The Neumann–Poincare´ (abbreviated by NP) operator is a boundary integral operator
which appears naturally when solving classical boundary value problems using layer po-
tentials. Its study (for the Laplace operator) goes back to C. Neumann [16] and Poincare´
[19] as the name of the operator suggests. If the boundary of the domain, on which the
NP operator is defined, is smooth, then the NP operator is compact. So the Fredholm
integral equation, which appears when solving Dirichlet or Neumann problems, can be
solved using the Fredholm index theory [8]. If the domain has corners, the NP operator
is not any more a compact operator, but a singular integral operator. The solvability of
the corresponding integral equation was established in [23].
Recently interest in the NP operator, especially in the spectral properties, is growing
rapidly, which is due to its connection to plasmon resonance and anomalous localized
resonance on meta materials of negative dielectric constants. These resonances occur at
eigenvalues and at the accumulation point of eigenvalues of the NP operator, respectively
(see [1, 14] and references therein). The spectral nature of the NP operator is also related
to stress concentration between hard inclusions [4].
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Regarding spectral properties of the NP operator, it is proved in [12] that the NP
operator can be realized as a self-adjoint operator by introducing a new inner product on
the H−1/2-space (see also [10]), and so the NP spectrum consists of continuous spectrum
and discrete spectrum (and possibly the limit points of discrete spectrum). If the domain
has the smooth boundary, then the spectrum consists of eigenvalues converging to 0. We
refer to [3, 15] for progress on the convergence rate of NP eigenvalues. If the domain has
corners, the corresponding NP operator may exhibit a continuous spectrum (as well as
eigenvalues). For recent development in this direction we refer to [9, 11, 17, 18].
The NP operator for the Lame´ operator (elastic NP operator) also appears naturally
when solving the boundary value problems for the Lame´ system [6, 13]. It is equally
important to develop the elastic NP spectral theory for investigation of the elasticity
analogy of plasmon resonance and stress concentration. In a recent paper [2] it is shown
that the elastic NP operator can be symmetrized by introducing a new inner product on
the H−1/2-space using the single layer potential. However, there is a significant difference
between the electro-static NP operator and the elastic one: The elastic one is not compact
unlike the electro-static one [6]. So it is not clear how the elastic NP spectrum looks like.
But, it turns out that the elastic NP operator in two dimensions is polynomially compact
if the domain is smooth [2]. An operator A is said to be polynomially compact if there
is a polynomial p such that p(A) is compact. As a consequence it is proved in the same
paper that the elastic NP spectrum consists of eigenvalues converging to certain numbers
determined by Lame´ parameters (see the next section).
The purpose of this paper is to extend the results in two dimensions to three dimen-
sions. We prove that the elastic NP operator is polynomially compact even in three dimen-
sions and, as a consequence, that the spectrum consists of eigenvalues converging to three
different numbers determined by Lame´ parameters. We emphasize that the method for
two dimensions cannot be applied to three dimensions since it uses the notion of harmonic
conjugates and the Hilbert transform. The proof of this paper relies on the surface Riesz
transform and calculus of pseudo-differential operators (abbreviated by ψDO). Recently,
eigenvalues of the elastic NP operator on three dimensional balls are derived explicitly in
[7], which is in accordance with the results of this paper.
This paper is organized as follows. In the next section we state the main results of this
paper in a precise manner. In section 3, we show that the elastic NP operator can be well
approximated by surface Riesz transforms. Section 4 is to compute principal symbols of
relevant ψDOs. Proofs of the main theorems are provided in section 5. This paper ends
with a brief conclusion.
2 Statements of results
Let Ω be a bounded domain in R3 whose boundary ∂Ω is C∞-smooth. Let (λ, µ) be the
Lame´ constants for Ω satisfying the strong convexity condition: µ > 0 and 3λ + 2µ > 0.
The isotropic elasticity tensor C = (Cijkl)
3
i,j,k,l=1 and the corresponding Lame´ system Lλ,µ
are defined by
Cijkl := λ δijδkl + µ (δikδjl + δilδjk) (2.1)
and
Lλ,µu := ∇ · C∇̂u = µ∆u+ (λ+ µ)∇∇ · u, (2.2)
2
where ∇̂ denotes the symmetric gradient, namely,
∇̂u :=
1
2
(
∇u+∇uT
)
(T for transpose).
The corresponding conormal derivative on ∂Ω is defined to be
∂νu := (C∇̂u)n = λ(∇ · u)n + 2µ(∇̂u)n on ∂Ω, (2.3)
where n is the outward unit normal to ∂Ω.
Let Γ(x) = (Γij(x))
d
i,j=1 be the Kelvin matrix of the fundamental solution to the Lame´
operator Lλ,µ, namely,
Γij(x) = −
α1
4pi
δij
|x|
−
α2
4pi
xixj
|x|3
, x 6= 0, (2.4)
where
α1 =
1
2
(
1
µ
+
1
2µ + λ
)
and α2 =
1
2
(
1
µ
−
1
2µ+ λ
)
. (2.5)
The NP operator for the Lame´ system is defined by
K[f ](x) := p.v.
∫
∂Ω
∂νxΓ(x− y)f(y)dσ(y) a.e. x ∈ ∂Ω. (2.6)
Here, p.v. stands for the Cauchy principal value, and the conormal derivative ∂νxΓ(x− y)
of the Kelvin matrix with respect to x-variables is defined by
∂νxΓ(x− y)b = ∂νx(Γ(x− y)b) (2.7)
for any constant vector b.
Even though the NP operator K is not self-adjoint with respect to the usual L2-inner
product, it can be symmetrized on H := H−1/2(∂Ω)3 (the Sobolev −1/2-space on ∂Ω)
by Plemelj’s symmetrization principle (see [2]). So, the NP operator, as a self-adjoint
operator on the Hilbert space H, may have continuous and discrete spectra.
In the electro-static case, the NP operator on smooth domains (C1,α-smooth to be
precise) is compact, and its spectrum consists of eigenvalues (of finite multiplicities) con-
verging to 0. However, it is known that the elastic NP operator is not compact even
on smooth domains, which is due to the off-diagonal entries of the Kelvin matrix Γ(x)
(see [6]). So, it is not clear how the spectrum of the elastic NP operator looks like. As
mentioned before, it is proved in [2] that the elastic NP operator in two dimensions is poly-
nomially compact, even though not compact. In fact, it is proved that if the polynomial
p(t) is given by p2(t) = t
2 − k20, where the constant k0 is given by
k0 =
µ
2(2µ + λ)
, (2.8)
then p2(K) is a compact operator. As a consequence it is shown that the elastic NP
spectrum in two dimensions consists of two non-empty sequences of eigenvalues converging
to k0 and −k0, respectively.
The three dimensional case is not resolved yet since the method in two dimensions
relies on the existence of conjugate harmonic functions and cannot be applied to three
dimensions. In this paper we develop a new method to show polynomial compactness of
K which can be applied to three dimensions (as well as two dimensions). We obtain the
following theorem.
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Theorem 2.1. Let Ω be a smooth bounded domain in R3, K be the elastic NP operator
on ∂Ω, and let p3(t) = t(t
2 − k20) where k0 is given by (2.8). Then p3(K) is compact.
Moreover, K(K− k0I), K(K+ k0I) and K
2 − k20I are not compact.
As a consequence of Theorem 2.1 and the spectral mapping theorem (see [20]), we
obtain the following theorem on the spectral structure of the elastic NP operator.
Theorem 2.2. Let Ω be a smooth bounded domain in R3 and K be the elastic NP operator
on ∂Ω. The spectrum of K consists of three non-empty sequences of eigenvalues which
converge to 0, k0 and −k0, respectively.
Let us briefly describe the idea to prove Theorem 2.1. If Ω is the half-space (even if it
is not a bounded domain), then the non-compact part of K consists of Riesz transforms
(see (3.9)). Since the sum of squares of the Riesz transforms is −I, one can easily see that
K(K2 − k20I) is compact. For bounded domains we show that the non-compact part of K
can be written in terms of surface Riesz transforms which is defined by the metric tensor
of the surface ∂Ω. We then show that the sum of squares of some variances of the surface
Riesz transforms is −I modulo a compact operator using calculus of pseudo-differential
operators.
3 NP operators and surface Riesz transforms
Straightforward computations using the definition (2.7) yield that
∂νxΓ(x− y) = k0K1(x, y)−K2(x, y), (3.1)
where
K1(x, y) =
nx(x− y)
T − (x− y)nTx
2pi|x− y|3
, (3.2)
K2(x, y) =
µ
2µ + λ
(x− y) · nx
4pi|x− y|3
I+
2(µ + λ)
2µ + λ
(x− y) · nx
4pi|x− y|5
(x− y)(x− y)T . (3.3)
Here I is the d× d identity matrix. Since ∂Ω is smooth, we have
|(x− y) · nx| ≤ C|x− y|
2
for some constant C. So K2 is weakly singular, namely,
|K2(x, y)| ≤ C|x− y|
−1,
and hence the integral operator defined by K2 is compact on H. Let
T[f ](x) := p.v.
∫
∂Ω
K1(x, y)f(y) dσ(y), x ∈ ∂Ω. (3.4)
Then we have
K ≡ k0T. (3.5)
Here and throughout the expression A ≡ B for operators A and B on H indicates that
A−B is compact on H. We emphasize that T is a singular integral operator and bounded
on H as well as on L2(∂Ω)3 (see [5]).
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Denoting nx = (n1(x), n2(x), n3(x))
T , we have
K1(x, y) =
1
2pi|x− y|3

 0 K12(x, y) K13(x, y)−K12(x, y) 0 K23(x, y)
−K13(x, y) −K23(x, y) 0

 , (3.6)
where
K12(x, y) = n1(x)(x2 − y2)− n2(x)(x1 − y1),
K13(x, y) = n1(x)(x3 − y3)− n3(x)(x1 − y1),
K23(x, y) = n2(x)(x3 − y3)− n3(x)(x2 − y2).
Let
Tij [f ](x) :=
∫
∂Ω
Kij(x, y)
2pi|x− y|3
f(y)dσ(y), (3.7)
so that
T =

 0 T12 T13−T12 0 T23
−T13 −T23 0

 . (3.8)
It is helpful to look into the case when Ω is the upper half-space even if it is not a
bounded domain. In this case, nx = (0, 0,−1)
T , and hence
T =

 0 0 R10 0 R2
−R1 −R2 0

 , (3.9)
where Rj is the Riesz transform, i.e.,
Rj[f ](x1, x2) =
1
2pi
∫
R2
xj − yj
[(x1 − y1)2 + (x2 − y2)2]3/2
f(y1, y2) dy1dy2, j = 1, 2.
Since R21 +R
2
2 = −I (see [21]), one can see easily from (3.9) that T
3 −T = 0.
We show that the operator T on a bounded surface ∂Ω can be well approximated by
the surface Riesz transforms which will be defined later in (3.23). To do so, let U be
a coordinate chart in ∂Ω so that there is an open set D in R2 and a parametrization
Φ : D → U , namely,
x = Φ(u) = (ϕ1(u), ϕ2(u), ϕ3(u)), x ∈ U, u ∈ D. (3.10)
Then the metric tensor of the surface, denoted by G(u) = (gij(u))
2
i,j=1, is given by
dx21 + dx
2
2 + dx
2
3 = g11du
2
1 + 2g12du1du2 + g22du
2
2,
where
g11 = |∂1Φ|
2, g12 = g21 = ∂1Φ · ∂2Φ, g22 = |∂2Φ|
2. (3.11)
Here and afterwards, ∂j denotes the j-th partial derivative. In short, we have
G(u) = DΦ(u)TDΦ(u), (3.12)
where DΦ is the (3× 2) Jacobian matrix of Φ.
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If x, y ∈ U are given by x = Φ(u) and y = Φ(v), then one can see from the Taylor
expansion that
|x− y|2 = |Φ(u)− Φ(v)|2
= 〈DΦ(u)(u− v),DΦ(u)(u − v)〉+O(|u− v|3).
In short, we have
|x− y|2 = 〈u− v,G(u)(u − v)〉+O(|u− v|3). (3.13)
Thus we have
|x− y|−3 = L(u, u− v) +O(|u− v|−2), (3.14)
where
L(u, u− v) = 〈u− v,G(u)(u − v)〉−3/2. (3.15)
We now show that if x = Φ(u), y = Φ(v) ∈ U , then the following identities hold
modulo O(|u− v|2) terms
K12(Φ(u),Φ(v)) =
(g11∂2ϕ3 − g12∂1ϕ3)(u)(u1 − v1)− (g22∂1ϕ3 − g21∂2ϕ3)(u)(u2 − v2)
|(∂1Φ× ∂2Φ)(u)|
,
(3.16)
K13(Φ(u),Φ(v)) =
(g11∂2ϕ2 − g12∂1ϕ2)(u)(u1 − v1)− (g22∂1ϕ2 − g21∂2ϕ2)(u)(u2 − v2)
|(∂1Φ× ∂2Φ)(u)|
,
(3.17)
K23(Φ(u),Φ(v)) =
(g11∂2ϕ1 − g12∂1ϕ1)(u)(u1 − v1)− (g22∂1ϕ1 − g21∂2ϕ1)(u)(u2 − v2)
|(∂1Φ× ∂2Φ)(u)|
.
(3.18)
To prove above identities, we first note that the unit normal vector nx is given by
(∂1Φ× ∂2Φ)(u)/|(∂1Φ× ∂2Φ)(u)|. So we have, modulo O(|u− v|
2) terms,
|(∂1Φ× ∂2Φ)(u)|K12(Φ(u),Φ(v))
= (ϕ2(u)− ϕ2(v))(∂1ϕ2∂2ϕ3 − ∂1ϕ3∂2ϕ2)(u)
− (ϕ1(u)− ϕ1(v))(∂1ϕ3∂2ϕ1 − ∂1ϕ1∂2ϕ3)(u)
= ∇ϕ2(u) · (u− v)(∂1ϕ2∂2ϕ3 − ∂1ϕ3∂2ϕ2)(u)
−∇ϕ1(u) · (u− v)(∂1ϕ3∂2ϕ1 − ∂1ϕ1∂2ϕ3)(u)
=
[
∂2ϕ3((∂1ϕ1)
2 + (∂1ϕ2)
2)− ∂1ϕ3(∂1ϕ2∂2ϕ2 + ∂1ϕ1∂2ϕ1)
]
(u)(u1 − v1)
−
[
∂1ϕ3((∂2ϕ1)
2 + (∂2ϕ2)
2)− ∂2ϕ3(∂1ϕ2∂2ϕ2 + ∂1ϕ1∂2ϕ1)
]
(u)(u2 − v2)
=
[
∂2ϕ3(g11 − (∂1ϕ3)
2)− ∂1ϕ3(g12 − ∂1ϕ3∂2ϕ3)
]
(u)(u1 − v1)
−
[
∂1ϕ3(g22 − (∂2ϕ3)
2)− ∂2ϕ3(g12 − ∂1ϕ3∂2ϕ3)
]
(u)(u2 − v2)
= (g11∂2ϕ3 − g12∂1ϕ3)(u)(u1 − v1)− (g22∂1ϕ3 − g21∂2ϕ3)(u)(u2 − v2).
This proves (3.16). The identities (3.17) and (3.18) can be proved similarly.
Choose open sets Uj (j = 1, 2) in ∂Ω so that U1 ⊂ U2 and U2 ⊂ U . Let χj (j = 1, 2)
be a smooth functions such that χ1 = 1 in U1, supp(χ1) ⊂ U2, χ2 = 1 in U2, and
supp(χ2) ⊂ U . We denote by Mj the multiplication operator by χj, i.e.,
Mj[f ](x) = χj(x)f(x). (3.19)
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Then we have
(M2TijM1)[f ](Φ(u))
= χ2(Φ(u))
∫
R2
Kij(Φ(u),Φ(v))
2pi|Φ(u)− Φ(v)|3
χ1(Φ(v))f(Φ(v))|(∂1Φ× ∂2Φ)(v)| dv. (3.20)
According to (3.14) and (3.16), we have
K12(Φ(u),Φ(v))
|Φ(u)− Φ(v)|3
|(∂1Φ× ∂2Φ)(v)|
= [(g11∂2ϕ3 − g12∂1ϕ3)(u)(u1 − v1)− (g22∂1ϕ3 − g21∂2ϕ3)(u)(u2 − v2)]L(u, u− v)
+ E(u, v), (3.21)
where the error term E(u, v) satisfies
|E(u, v)| . |u− v|−1. (3.22)
We now introduce the surface Riesz transform Rgj , j = 1, 2: it is defined by
Rgj [f ](u) =
1
2pi
∫
R2
(uj − vj)L(u, u− v)f(v)dv. (3.23)
It then follows from (3.20) and (3.21) that
(M2T12M1)[f ](Φ(u))
= χ2(Φ(u)) [(g11∂2ϕ3 − g12∂1ϕ3)(u)R
g
1 − (g22∂1ϕ3 − g21∂2ϕ3)(u)R
g
2] [(χ1 ◦Φ)(f ◦ Φ)]
+ χ2(Φ(u))
∫
R2
E(u, v)χ1(Φ(v))f(Φ(v)) dv.
Let M˜j be the multiplication operator by χj(Φ(u)) for j = 1, 2, and define τ by
τ [f ](u) = f(Φ(u)). (3.24)
Since the operator defined by E(u, v) is compact thanks to (3.22), we have
τM2T12M1 ≡ T˜12τ, (3.25)
where
T˜12 := M˜2 [(g11∂2ϕ3 − g12∂1ϕ3)R
g
1 − (g22∂1ϕ3 − g21∂2ϕ3)R
g
2] M˜1. (3.26)
Likewise, we obtain
τM2T13M1 ≡ T˜13τ and τM2T23M1 ≡ T˜23τ, (3.27)
where
T˜13 := M˜2 [(g11∂2ϕ2 − g12∂1ϕ2)R
g
1 − (g22∂1ϕ2 − g21∂2ϕ2)R
g
2] M˜1, (3.28)
T˜23 := M˜2 [(g11∂2ϕ1 − g12∂1ϕ1)R
g
1 − (g22∂1ϕ1 − g21∂2ϕ1)R
g
2] M˜1. (3.29)
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4 Principal symbols of T˜ij
In this section we realize T˜ij as a ψDO and calculate its symbol. The classical ψDO is
defined as
Op(σ)[f ](u) =
1
(2pi)2
∫
R2
∫
R2
σ(u, ξ)ei(u−v)·ξf(v) dvdξ,
where σ(u, ξ) is called the symbol of Op(σ).
We first compute the symbol of the surface Riesz transform:
Lemma 4.1. Let G(u)−1 = (gij(u)) be the inverse of the metric tensor G = (gij). Then
the symbol pj(u, ξ) (u ∈ D) of R
g
j is given by
pj(u, ξ) =
−i√
det(gjk(u))
∑
k g
jk(u)ξk√∑
i,j g
jk(u)ξjξk
, j = 1, 2. (4.1)
Proof. We obtain from the definition of the surface Riesz transform (3.23) that
1
2pi
∫
R2
(uj − vj)L(u, u − v)f(v)dv =
1
(2pi)2
∫
R2
∫
R2
ei(u−v)·ξpj(u, ξ)dξf(v)dv
=
1
(2pi)2
∫
R2
eiu·ξpj(u, ξ)fˆ (ξ)dξ.
So pj(u, ξ) is the Fourier transform of
1
2pizjL(u, z) with respect to z-variables, namely,
pj(u, ξ) =
1
2pi
∫
R2
zjL(u, z)e
−iz·ξdz
=
1
2pi
∫
R2
zj
〈z,G(u)z〉3/2
e−iz·ξdz. (4.2)
The metric tensor is diagonalizable by an orthogonal matrix, that is, there is an or-
thogonal matrix P (u) and functions α(u) and β(u) such that
P−1(u)G(u)P (u) =
[
α2(u) 0
0 β2(u)
]
(4.3)
or [
α−1(u) 0
0 β−1(u)
]
P−1(u)G(u)P (u)
[
α−1(u) 0
0 β−1(u)
]
=
[
1 0
0 1
]
. (4.4)
Let
Q(u) := P (u)
[
α−1(u) 0
0 β−1(u)
]
,
and introduce new variables w by
z = Q(u)w. (4.5)
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Note that α(u)β(u) =
√
det(gjk(u)) and 〈z,G(u)z〉
3/2 = |w|3. Thus we have (4.2) that
pj(u, ξ) =
∫
R2
1
2pi
[Q(u)w]j
|w|3
e−i[Q(u)w]·ξ
dw
α(u)β(u)
=
1√
det(gjk(u))
∫
R2
1
2pi
[Q(u)w]j
|w|3
e−iw·[Q(u)
T ξ]dw
=
−i√
det(gjk(u))
[Q(u)Q(u)T ξ]j
|Q(u)T ξ|
=
−i√
det(gjk(u))
∑
k g
jk(u)ξk√∑
j,k g
jk(u)ξjξk
as desired.
Lemma 4.1 shows that the symbol of the operator M˜2R
g
j is given by χ2(Φ(u))pj(u, ξ),
which is of homogeneous of order 0 in ξ-variable. If we mollify the homogeneous symbol,
i.e., if we let
p˜j(u, ξ) := χ2(Φ(u))pj(u, ξ)η(ξ),
where η is a smooth function such that η(ξ) = 0 for |ξ| ≤ 1/2 and η(ξ) = 1 for |ξ| > 1,
then p˜j belongs to S
0(R2x × R
2
ξ), the classical symbol class of order 0. Furthermore,
Op(p˜j) − M˜2R
g
j is a compact operator as one can see easily. In other words, Op(p˜j) ≡
M˜2R
g
j .
So we may apply the product formula for calculus of ψDO. In particular, if σ1, σ2 ∈
S0(R2x × R
2
ξ), then the symbol of Op(σ1)Op(σ2) is given by
σ1(u, ξ)σ2(u, ξ) + σ3(u, ξ), (4.6)
where σ3 ∈ S
−1(R2x ×R
2
ξ) (see [22]). In particular, Op(σ3) is compact on H
s-space. So in
notation of this paper we have
Op(σ1)Op(σ2) ≡ Op(σ1σ2). (4.7)
Lemma 4.2. The principal symbols of T˜12, T˜13 and T˜23 are respectively given by
σ12(u, ξ) :=
−iχ1(u)
√
det(gjk(u))(∂2ϕ3(u)ξ1 − ∂1ϕ3(u)ξ2)√∑
j,k g
jk(u)ξjξk
, (4.8)
σ13(u, ξ) :=
−iχ1(u)
√
det(gjk(u))(∂2ϕ2(u)ξ1 − ∂1ϕ2(u)ξ2)√∑
j,k g
jk(u)ξjξk
, (4.9)
σ23(u, ξ) :=
−iχ1(u)
√
det(gjk(u))(∂2ϕ1(u)ξ1 − ∂1ϕ1(u)ξ2)√∑
j,k g
jk(u)ξjξk
. (4.10)
Proof. We only give a proof for T˜12. The other two cases can be proved in the same way.
By the product rule of ψDO and Lemma 4.1, the principal symbol of T˜12, after molli-
fication, is given by
−iχ2(Φ(u))χ1(Φ(u))√
det(gjk(u))
√∑
j,k g
jk(x)ξjξk
[
(∂2ϕ3(u)g11 − ∂1ϕ3(u)g12)(g
11ξ1 + g
12ξ2)
+ (∂2ϕ3(u)g12 − ∂1ϕ3(u)g22)(g
21ξ1 + g
22ξ2)
]
.
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Since χ2χ1 = χ1 and
g11 =
g22
det(gij(x))
, g12 = g21 = −
g12
det(gij(x))
, g22 =
g11
det(gij(x))
,
we see that the above formula equals to
−iχ1(Φ(u))
√
det(gjk(u))√∑
j,k g
jk(x)ξjξk
[
(∂2ϕ3(u)g
22 + ∂1ϕ3(u)g
12)(g11ξ1 + g
12ξ2)
+ (−∂2ϕ3(u)g
12 − ∂1ϕ3(u)g
11)(g21ξ1 + g
22ξ2)
]
=
−iχ1(Φ(u))
√
det(gjk(u))√∑
j,k g
jk(x)ξjξk
(g11g22 − g12g21)(∂2ϕ3(u)ξ1 − ∂1ϕ3(u)ξ2)
=
−iχ1(Φ(u))
√
det(gjk(u))(∂2ϕ3(u)ξ1 − ∂1ϕ3(u)ξ2)√∑
j,k g
jk(u)ξjξk
.
This completes the proof.
Let σij be the symbols appeared in Lemma 4.2, and let
Xij := Op(σij). (4.11)
Lemma 4.2 shows that
T˜ij ≡ Xij . (4.12)
Let
R =

 0 X12 X13−X12 0 X12
−X13 −X12 0

 . (4.13)
We then infer from (3.25) and (3.27) that
τM2TM1 ≡ Rτ. (4.14)
5 Proofs of main theorems
We now prove Theorem 2.1 and 2.2. We first prove the following lemma.
Lemma 5.1. The operator R3−M˜21R is compact on H
−1/2(R2), but R(R−M˜1I), R(R+
M˜1I), and R
2 − M˜21 I are not compact.
Proof. We see from the product formulas of ψDO and the Cayley-Hamilton theorem that
R given by (4.13) satisfies
R3 + (X212 +X
2
13 +X
2
13)R ≡ 0.
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We also see from the product formulas of ψDO that the principal symbol ofX212+X
2
13+X
2
13
is given by
−χ1(Φ(u))
2 det(gjk(u))∑
j,k g
jk(u)ξjξk
3∑
j=1
(∂2ϕj(u)ξ1 − ∂1ϕj(u)ξ2)
2
=
−χ1(Φ(u))
2 det(gjk(u))∑
j,k g
jk(u)ξjξk
(g22ξ
2
1 − 2g12ξ1ξ2 + g11ξ
2
2)
=
−χ1(Φ(u))
2∑
j,k g
jk(u)ξjξk
(g11ξ21 + 2g
12ξ1ξ2 + g
22ξ22)
= −χ1(Φ(u))
2. (5.1)
So, R3 − M˜21R is compact.
Note that
R2 =

−X212 −X213 −X13X23 X12X23−X23X13 −X212 −X223 −X13X12
X23X12 −X13X12 −X
2
23 −X
2
13

 . (5.2)
So, in view of (5.1), we see that the principal symbols of trR(R− M˜1I), trR(R+ M˜1I),
and tr (R2−M˜21 I) are respectively given by 2χ1(Φ(u))
2, 2χ1(Φ(u))
2, and χ1(Φ(u))
2. Here
tr stands for the trace. So, trR(R − M˜1I), trR(R + M˜1I), and tr (R
2 − M˜21 I) are non-
compact, and so are R(R − M˜1I), R(R + M˜1I), and R
2 − M˜21 I. This completes the
proof.
Proposition 5.2. The operator T3 − T is compact on H, but T(T − I), T(T + I) and
(T2 − I) are not compact.
Proof. According to (4.14) and Lemma 5.1, we have
τ((M2TM1)
3 −M21 (M2TM1)) ≡ (R
3 −M21R)τ ≡ 0.
Thus we have
(M2TM1)
3 −M21 (M2TM1) ≡ 0.
Since the commutator [T,Mj ] is compact and M2M1 =M1, we have
(M2TM1)
3 −M21 (M2TM1) ≡ (T
3 −T)M31 ,
and hence (T3 −T)M31 is compact.
Recall that χ1 = 1 in U1. If {fn} is a bounded sequence in H whose supports lie in
U1, then
(T3 −T)[fn] = (T
3 −T)M31 [fn]
has a subsequence converging in H. Since U1 is an arbitrary open set contained in a single
coordinate chart, we may use the argument of partition of unity to show that T3 −T is
compact. In fact, let {(Uk, ϕk)}
N
k=1 be a partition of unity for ∂Ω such that each Uk lies
in a coordinate chart, and let {fn} be a bounded sequence in H. Then
(T3 −T)[fn] =
N∑
k=1
(T3 −T)[ϕkfn].
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For each fixed k, supp(ϕkfn) ⊂ Uk. So, (T
3 − T)[ϕkfn] has a convergent subsequence.
Thus we can infer that there is a subsequence, say {fnl} such that (T
3 − T)[ϕkfnl ] is
convergent in l for each k. So, (T3−T)[fnl ] =
∑N
k=1(T
3−T)[ϕkfnl] is convergent. Hence,
T3 −T is compact.
To show that T(T− I) is not compact, we observe as before that
T(T− I)M21 ≡ (M2TM1)
2 −M1(M2TM1),
and hence
τT(T− I)M21 ≡ (R
2 − M˜1R)τ.
Since (R2 − M˜1R) is non-compact by Lemma 5.1, so is T(T − I)M
2
1 . So, T(T − I) is
non-compact.
Non-compactness of T(T− I) and T2 − I can be proved similarly.
Proof of Theorem 2.1. Since K ≡ k0T by (3.5) and T
3 −T ≡ 0, we have
K3 − k20K ≡ k
3
0(T
3 −T) ≡ 0.
Moreover, since T(T − I), T(T + I) and (T2 − I) are non-compact, so are K(K − k0I),
K(K+ k0I) and K
2 − k20I.
Proof of Theorem 2.2. We first emphasize that K is a self-adjoint operator on H (see
[2]). Denote the spectrum of K by σ(K). By the spectral mapping theorem, we have
p3(σ(K)) = σ(p3(K)). Since p3(K) is compact, σ(p3(K)) consists of eigenvalues (of finite
multiplicities) converging to 0. So, σ(K) is discrete eigenvalues and possible accumulation
points 0, k0, and −k0, which are zeros of p3(t).
We now show that there are actually non-empty sequences of eigenvalues converging to
0, k0, and −k0, respectively. Suppose that there is no sequence of eigenvalues converging
to 0. Then all eigenvalues converge to either k0 or −k0. It implies that K
2 − k20I is
compact, which contradicts Proposition 5.2. Similarly one can show that there are non-
empty sequences of eigenvalues converging to k0 and −k0, respectively. This completes
the proof.
Conclusion
We prove that the elastic NP operator on three dimensional bounded domains with smooth
boundaries is polynomially compact, and the elastic NP spectrum consists of three non-
empty sequences of eigenvalues accumulating to 0 and ±k0.
We mention that results of this paper are obtained under the assumption that the
boundary of the domain is C∞-smooth, while those in two dimension were proved for C1,α
domains. The smoothness assumption is required since the method of proofs of this paper
uses calculus of ψDO. It is likely that the main results of this paper are valid for domains
with C1,α boundaries like the two dimensional case. To prove it, it is necessary to compute
the compositions of surface Riesz potentials, which are singular integral operators. We
will pursue this in future.
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