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Abstract— In this paper, we investigate the problem of power
control for streaming variable-bit-rate (VBR) videos in a device-
to-device (D2D) wireless network. A VBR video traffic model that
considers video frame sizes and playout buffers at the mobile
users is adopted. A setup with one pair of D2D users (DUs) and
one cellular user (CU) is considered and three modes, namely
cellular mode, dedicated mode and reuse mode, are employed.
Mode selection for the data delivery is determined and the
transmit powers of the base station (BS) and device transmitter
are optimized with the goal of maximizing the overall transmission
rate while VBR video data can be delivered to the CU and
DU without causing playout buffer underflows or overflows. A
low-complexity algorithm is proposed. Through simulations with
VBR video traces over fading channels, we demonstrate that
video delivery with mode selection and power control achieves
a better performance than just using a single mode throughout
the transmission.
Index Terms—device-to-device communication, variable bit rate
video traffic, mode selection, power control.
I. INTRODUCTION
Recently, multimedia applications such as video telephony,
teleconferencing, and video streaming have started becoming
predominant in data transmission over wireless networks. For
instance, as reported in [1], mobile video traffic exceeded 50%
of the total mobile data traffic for the first time in 2012, and
grew to 60% in 2016, and more than three-fourths of the
global mobile data traffic is expected to be video traffic by
2021. In such multimedia applications, certain quality of service
(QoS) guarantees need to be provided in order to satisfy the
performance requirements of the end-users, and this, in general,
has to be accomplished with only limited wireless resources.
Recently, scheduling algorithms to transmit multiple video
streams from a base station to mobile clients were investigated
in [2]. With the proposed algorithms, the vulnerability to
stalling was reduced by allocating slots to videos in a way that
maximizes the minimum playout lead across all videos with
an epoch-by-epoch framework. The distribution of prefetching
delay and the probability generating function of playout buffer
starvation for constant bit rate (CBR) streaming was modeled
in [3]. The framework to characterize the throughput variation
caused by opportunistic scheduling at the BS, and the playback
variation of variable bit rate (VBR) traffic were considered as
an extension. The flow dynamics have dominant influence on
QoE metrics compared to the variation of throughput caused
by fast channel fading and that of video playback rate caused
by VBR streaming. Authors in [4] proposed algorithms to find
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the optimal transmit powers for the base stations with the goal
of maximizing the sum transmission rate while VBR video
data can be delivered to mobile users without causing playout
buffer underflows or overflows. A deterministic model for VBR
video traffic that considers video frame sizes and playout
buffers at the mobile users was adopted. [5], and reference
[6] investigated effective admission control schemes for VBR
videos over wireless networks in terms of bandwidth and QoS
requirements.
In this paper, we consider the problem of streaming VBR
videos in D2D wireless networks. VBR video has stable video
quality across frames at the cost of large variations in the frame
size or bit rate, where CBR video has a stable bit rate but
the visual qualities of the frames may vary significantly. We
consider a deterministic traffic model for stored VBR video,
taking into account the frame size, frame rate, and playout
buffers as in [7] and [8]. We exploit power control and the
transmission mode selection with the goal of maximizing the
sum transmission rate while avoiding underflows and overflows
under transmit power constraints in a D2D wireless network.
The remainder of this paper is organized as follows: The
system model is described in Section II. Optimization problems
are formulated and the optimal policies are derived in Sections
III and IV. Simulation results are presented and discussed in
Section V. Finally, we conclude the paper in Section VI.
II. SYSTEM MODEL
As mentioned above, with the goal of maximizing the overall
transmission rate at the device user (DU) and cellular user (CU),
we study optimal strategies for mode selection and resource
allocation in a cellular network with D2D pairs operating under
peak transmission power and buffer underflow and overflow
constraints. For simplicity, we consider a D2D cellular wireless
transmission network with a single base station (BS), which
serves one CU denoted by {C1} as illustrated in Fig. 1. There
also exists a pair of DUs denoted by {D1, D2}. We assume that
the transmissions between D2D users and also between cellular
user and BS are one-way, i.e., BS andD1 are transmitters while
C1 and D2 are the receivers. The maximum transmit powers
of the two transmitters, namely the BS and D1, are denoted
by Pbmax and Pdmax, respectively. In the cellular link, BS
sends information to C1 via the downlink channel. In the D2D
link, D1 transmits data to D2 either directly or via the BS
depending on the mode selection. The data packets are stored in
buffers at the receivers before playout. Underflow and overflow
constraints are imposed on these receiving buffers. The total
bandwidth is denoted as B, and three modes, namely cellular
Fig. 1: Proposed system block diagram for VBR video streaming in
D2D networks
mode, dedicated mode and reuse mode are employed in the
system. The bandwidth is equally allocated, i.e., the bandwidth
allocated to each link is denoted as Bc =
B
3 , Bd =
B
2 and
Br = B in cellular mode, dedicated mode and reuse mode,
respectively.
Let z1,1(t), z1,2(t), z2,1(t), z2,2(t) and z2,3(t) denote the
instantaneous channel power gains of the links BS-C1, BS-
D2, D1-C1, D1-D2 and D1-BS at time t, respectively. And
also let U1(t) and U2(t) be the cumulative data consumption
curves at the receiving users C1 and D2, representing the
cumulative amount of data consumed by the decoders at time
t, respectively. The cumulative data consumption curve is
determined by the video characteristics such as frame sizes and
rates, and the playout schedule. It is assumed that the playout
buffers of C1 and D2 have sizes of b1 and b2 bits, and their
videos have L1 and L2 frames, respectively. The cumulative
overflow curve is formulated as [4]
Om(t) = min{Um(t− 1) + bm, Um(Lm)}, 0 ≤ t ≤ Lm, (1)
where Om(t) is the maximum amount of accumulated received
bits at time t without an overflow in the playout buffer. The
cumulative transmission curves A1(t) and A2(t) are defined
as the cumulative amount of bits received at C1 and D2 at
time slot t, respectively. For simplicity, it is assumed that the
videos have identical frame rates and the frame intervals are
synchronized, which means that a time slot t is the same
as the t-th frame interval, for 0 ≤ t ≤ maxm{Lm}. Since
Om(t), Um(t) and Am(t) are cumulative curves, they are
all nondecreasing functions over time. Fig. 2 shows that the
feasible transmission schedule needs to generate a cumulative
transmission curve Am(t) that lies within Om(t) and Um(t) in
order to play the video without stall events or overflows leading
to missing frames.
III. PROBLEM FORMATION
We consider a block fading channel with channel gains not
changing within each time slot, but varying over different time
slots following a certain distribution. Without loss of generality,
we employ the Shannon capacity as the transmission rate in the
D2D wireless network. Three different transmission modes are
considered next.
A. Cellular Mode
In the cellular mode, D1 sends the video data to D2 via
BS, which is acting as a relay node. Note that BS also sends
Fig. 2: Cumulative overflow and cumulative consumption curves and
a feasible transmission schedule for video
data to C1 directly without any interference. Since we need to
guarantee that all the data transmitted from D1 is received at
D2, BS needs to deliver all the received bits from D1 to D2.
Therefore, the transmission rate R1(t) from BS to C1 and the
rate R2(t) from D1 to D2 via BS over a two-hop link are
derived as follows:
R1,1(t,P) = Bc log
(
1 +
Pb1(t)z1,1(t)
N0Bc
)
(2)
R2,1(t,P) = min{R3,1(t), R4,1(t)} (3)
where
R3,1(t,P) = Bc log
(
1 +
Pd(t)z2,3(t)
N0Bc
)
(4)
R4,1(t,P) = Bc log
(
1 +
Pb2(t)z1,2(t)
N0Bc
)
(5)
are the transmission rates from D1 to BS and from
BS to D2, respectively. P is the transmit power vector
[Pb1(t), Pb2(t), Pd(t)].
B. Dedicated Mode
In dedicated mode, D1 transmits data to D2 directly over
a separate channel without any interference. The transmission
rates of BS-C1 and D1-D2 links are given, respectively, by
R1,2(t,P) = Bd log
(
1 +
Pb1(t)z1,1(t)
N0Bd
)
(6)
R2,2(t,P) = Bd log
(
1 +
Pd(t)z2,2(t)
N0Bd
)
. (7)
C. Reuse Mode
In reuse mode, D1 transmits data to D2 directly but this time
interference is experienced since BS-C1 and D1-D2 links use
the same channel. The transmission rates of BS-C1 andD1-D2
links are
R1,3(t,P) = Br log
(
1 +
Pb1(t)z1,1(t)
Pd(t)z2,1(t) +N0Br
)
(8)
R2,3(t,P) = Br log
(
1 +
Pd(t)z2,2(t)
Pb1(t)z1,2(t) +N0Br
)
. (9)
Once the arrival rate is determined, Rm,n(t,P)τ video bits
will be transmitted to the corresponding receiver in that time
slot, where the subscript n ∈ N = 1, 2, 3 indicates the
cellular mode, dedicated mode and reuse mode, respectively.
The cumulative transmission curve Am(t) can be written as
Am(0) = 0, Am(t) = Am(t− 1) +Rm,n(t,P)τ. (10)
It is assumed that the peak power is Pdmax at D1, and Pbmax
at BS for the cellular link BS-C1 and downlink BS-D2. The
problem is to determine the transmit power vector P and to
select the transmission mode for 0 < t ≤ maxm{Lm}, such
that the resulting cumulative transmission curves satisfy
Um(t) ≤ Am(t) ≤ Om(t), ∀m, t, (11)
i.e., no playout buffer underflow or overflow occurs at C1 and
D2. From (10) and (11), the feasible transmission rate range is
max{0, αm(t)} ≤ Rm,n(t,P) ≤ βm(t), (12)
where αm(t) =
Um(t)−Am(t−1)
τ
and βm(t) =
Om(t)−Am(t−1)
τ
.
Let Rtot,n(t,P) = R1,n(t,P) + R2,n(t,P) be the total
transmission rate in 3 different modes. The optimal power
control and mode selection problem for VBR video streaming
is formulated as follows:
max
n∈N ,P
Rtot(t,P) =
2∑
m=1
Rm,n(t,P) (13)
s.t. Pb1(t) < Pbmax (14)
Pb2(t) < Pbmax (15)
Pd(t) < Pdmax (16)
Rm,n(t,P) ≥ max{0, αm(t)}, ∀m, (17)
Rm,n(t,P) ≤ βm(t), ∀m. (18)
IV. OPTIMAL POWER CONTROL AND MODE SELECTION
STRATEGIES
In this section, the optimal power control strategies in 3
different modes are identified and the best one among these
3 strategies is chosen as the final decision.
A. Cellular Mode
In cellular mode, there is no interference among the cellular
link BS-C1, uplinkD1-BS and downlink BS-D2 since these 3
links are operating in different channels. Hence, the maximum
sum rate of Rtot,1(t) is the sum of maximum rates R1,1(t) and
R2,1(t). From (2) and (18), and the maximum power constraint
(14), the maximum transmission rate through link BS-C1 is
determined as
R∗c1(t,P) = min
{
Bc log
(
1 +
Pbmaxz1,1(t)
N0Bc
)
, β1(t)
}
.
(19)
Then, the optimal transmission power at BS for the cellular
link is found as
P ∗b1,1 =
(
2
R∗c1(t,P)
Bc − 1
)
N0Bc
z1,1(t)
. (20)
Considering (3) and (18), and the maximum power constraints
(15) and (16), we determine the maximum transmission rate
through the two-hop link D1-BS-D2 as
R∗c2(t,P) =min
{
Bc log
(
1 +
Pdmaxz2,3(t)
N0Bc
)
,
Bc log
(
1 +
Pbmaxz1,2(t)
N0Bc
)
, β2(t)
}
. (21)
Hence, the optimal transmission powers in the uplink and
downlink are derived as follows:
P ∗b2,1 =
(
2
R∗c2(t,P)
Bc − 1
)
N0Bc
z1,2(t)
(22)
P ∗d,1 =
z1,2(t)
z2,3(t)
P ∗b2,1. (23)
Thus, the optimal transmit power vector is P1 =
[P ∗b1,1, P
∗
b2,1, P
∗
d,1].
There are three scenarios based on the values of R∗c1(t,P)
and R∗c2(t,P).
1) First, let us assume that R∗c1(t,P) ≥ α1(t) and
R∗c2(t,P) ≥ α2(t), which means that the underflow and
overflow playout buffer constraints at both C1 andD2 are
satisfied. This has the highest priority, and let pri(1) = 1;
2) Second case is that either R∗c1(t,P) ≥ α1(t) or
R∗c2(t,P) ≥ α2(t), which means that the underflow and
overflow playout buffer constraints at either C1 or D2 are
satisfied only. The priority of this scenario is lower, and
let pri(1) = 2;
3) The last scenario is that neither conditions (R∗c1(t,P) ≥
α1(t) and R
∗
c2(t,P) ≥ α2(t)) are satisfied, which means
that the underflow and overflow playout buffer constraints
at both C1 and D2 are not satisfied. This case has the
lowest priority, and let pri(1) = 3;
B. Dedicated Mode
Similarly as in cellular mode, from (6), (18) and the con-
straint in (14), the maximum transmission rate in link BS-C1
is
R∗d1(t,P) = min
{
Bd log
(
1 +
Pbmaxz1,1(t)
N0Bd
)
, β1(t)
}
,
(24)
and the optimal transmission power at BS in cellular link is
P ∗b1,2 =
(
2
R∗
d1(t)
Bd − 1
)
N0Bd
z1,1(t)
. (25)
Since D1 transmits data to D2 directly in the dedicated mode,
the maximum transmission rate in direct link D1-D2 is
R∗d2(t,P) = min
{
Bd log
(
1 +
Pdmaxz2,2(t)
N0Bd
)
, β2(t)
}
,
(26)
and the optimal transmission power at BS in cellular link is
P ∗d,2 =
(
2
R∗
d2(t)
Bd − 1
)N0Bd
z2,2(t)
. (27)
Thus, the optimal transmit power vector is P2 =
[P ∗b1,2, P
∗
b2,2, P
∗
d,2], where P
∗
b2,2 = 0.
Similar as in cellular mode, there are 3 scenarios based on
the values of R∗d1(t,P) and R
∗
d2(t,P):
1) If R∗d1(t,P) ≥ α1(t) and R
∗
d2(t,P) ≥ α2(t), let
pri(2) = 1;
2) If R∗d1(t,P) ≥ α1(t) or R
∗
d2(t,P) ≥ α2(t), let pri(2) =
2;
3) If R∗d1(t,P) < α1(t) and R
∗
d2(t,P) < α2(t), let
pri(2) = 3.
C. Reuse Mode
Reuse mode is the most complicated case due to the
impact of interference. From (8), (9) and (18), the powers
Pb1(t) = P1(t) and Pd(t) = P2(t) can be determined by having
R1,3(t,P) and R2,3(t,P) attain their upper bounds β1(t) and
β2(t) as follows:
Br log
(
1 +
P1(t)z1,1(t)
P2(t)z2,1(t) +N0Br
)
= β1(t) (28)
Br log
(
1 +
P2(t)z2,2(t)
P1(t)z1,2(t) +N0Br
)
= β2(t). (29)
After simple algebraic steps, (28) and (29) can be rewritten as
P1(t)z1,1(t)−
(
2
β1(t)
Br − 1
)(
P2(t)z2,1(t) +N0Br
)
= 0 (30)
P2(t)z2,2(t)−
(
2
β2(t)
Br − 1
)(
P1(t)z1,2(t) +N0Br
)
= 0. (31)
Since (30) and (31) constitute a system of linear equations with
two unknowns, P1(t) and P2(t) can be derived in closed-form
as follows:
P1(t) =
(2
β1(t)
Br − 1)
(
z2,2(t) + (2
β2(t)
Br − 1)z2,1(t)
)
N0Br
z1,1(t)z2,2(t)− (2
β1(t)
Br − 1)(2
β2(t)
Br − 1)z1,2(t)z2,1(t)
(32)
P2(t) =
(2
β2(t)
Br − 1)
(
z1,1(t) + (2
β1(t)
Br − 1)z1,2(t)
)
N0Br
z1,1(t)z2,2(t)− (2
β1(t)
Br − 1)(2
β2(t)
Br − 1)z1,2(t)z2,1(t)
.
(33)
If 0 ≤ P1(t) ≤ Pbmax and 0 ≤ P2(t) ≤ Pdmax,
P∗ = [P1(t), 0, P2(t)] is the optimal solution in reuse mode.
Otherwise, under the constraints (14), (15), (16) and (18), the
optimal solution (P ∗b1, P
∗
d ) always satisfies either P
∗
b1 = Pbmax
or P ∗d = Pdmax. We can show that this leads to either
R1,3(t,P) < β1(t) and R2,3(t,P) < β2(t) or R1,3(t,P) =
β1(t) or R2,3(t,P) < β2(t). Hence, we need to consider both
cases of P ∗b1 = Pbmax and P
∗
d = Pdmax.
1) Case 1: P ∗b1 = Pbmax: In this section, we analyze the
strategy to find the optimal solution subject to P ∗b1 = Pbmax.
After setting P ∗b1 = Pbmax, we can find the feasible region of
Pd by solving (18) and (17) as follows:
Pdl1 ≤ Pd ≤ Pdh1 (34)
Pdl2 ≤ Pd ≤ Pdh2 (35)
where
Pdl1 =
Pbmaxz1,1(t)
2
β1(t)
Br z2,1(t)
−
N0Br
z2,1(t)
(36)
Pdh1 =
Pbmaxz1,1(t)
2
max{0,α1(t)}
Br z2,1(t)
−
N0Br
z2,1(t)
(37)
Pdl2 =
(2
max{0,α2(t)}
Br − 1)(N0Br + Pbmaxz1,2(t))
z2,2(t)
(38)
Pdh2 =
(2
β2(t)
Br − 1)(N0Br + Pbmaxz1,2(t))
z2,2(t)
. (39)
Let
Pdmin1 = max{0, Pdl1} (40)
Pdmax1 = min{Pdmax, Pdh1} (41)
Pdmin2 = max{0, Pdl2} (42)
Pdmax2 = max{Pdmax, Pdh2} (43)
Pdl = max{Pdmin1, Pdmin2} (44)
Pdh = min{Pdmax1, Pdmax2}. (45)
We again have 3 cases to consider:
1) If Pdl ≤ Pdh, then the underflow and overflow
playout buffer constraints are satisfied at both C1
and D2. This case has the highest priority, and let
pri3(1) = 1. We can show that the optimal solution
always occurs at the endpoints. Therefore, the optimal
transmit power vector is P3,1 = [Pbmax, 0, Pdl] if
Rtot(t, [Pbmax, 0, Pdl]) > Rtot(t, [Pbmax, 0, Pdh); other-
wise, P3,1 = [Pbmax, 0, Pdh].
2) If Pbmin1 ≤ Pbmax1 or Pbmin2 ≤ Pbmax2, then the
underflow and overflow playout buffer constraints are
satisfied at either only C1 or D2. For this case, we
let pri3(1) = 2. Similarly, there are four endpoint
vectors [Pbmax, 0, Pd,j] where Pd,1 = Pdmin1, Pd,2 =
Pdmax1, Pd,3 = Pdmin2 and Pd,4 = Pdmax2. The
optimal transmit power vector is P3,1 = [Pbmax, 0, Pd,k]
if Rtot(t, [Pbmax, 0, Pd,k]) is the highest value among
Rtot(t, [Pbmax, 0, Pd,j]) for all j ∈ 1, 2, 3, 4.
3) If Pbmin1 > Pbmax1 and Pbmin2 > Pbmax2, then
the underflow and overflow playout buffer constraints
are not satisfied at C1 and D2. This case has the
lowest priority, and we let pri3(1) = 3. Simi-
larly, there are two endpoint vectors, and the opti-
mal transmit power vector is P3,1 = [Pbmax, 0, 0] if
Rtot(t, [Pbmax, 0, 0]) > Rtot(t, [Pbmax, 0, Pdmax); other-
wise, P3,1 = [Pbmax, 0, Pdmax].
2) Case 2: P ∗d = Pdmax: Similarly as in the case of
P ∗b = Pbmax, after fixing P
∗
d = Pdmax, we can find the feasible
region of Pb1 by solving (18) and (17):
Pbl1 ≤ Pb1 ≤ Pbh1 (46)
Pbl2 ≤ Pb1 ≤ Pbh2 (47)
where
Pbl1 =
(2
max{0,α1(t)}
Br − 1)(N0Br + Pdmaxz2,1(t))
z1,1(t)
(48)
Pbh1 =
(2
β1(t)
Br − 1)(N0Br + Pdmaxz2,1(t))
z1,1(t)
(49)
Pbl2 =
Pdmaxz2,2(t)
2
β2(t)
Br z1,2(t)
−
N0Br
z1,2(t)
(50)
Pbh2 =
Pdmaxz2,2(t)
2
max{0,α2(t)}
Br z1,2(t)
−
N0Br
z1,2(t)
. (51)
Let
Pbmin1 = max{0, Pbl1} (52)
Pbmax1 = min{Pbmax, Pbh1} (53)
Pbmin2 = max{0, Pbl2} (54)
Pbmax2 = max{Pbmax, Pbh2} (55)
Pbl = max{Pbmin1, Pbmin2} (56)
Pbh = min{Pbmax1, Pbmax2}. (57)
There are also 3 cases:
1) If Pbl ≤ Pbh, then the underflow and overflow
playout buffer constraints are satisfied at both C1
and D2. This case has the highest priority, and let
pri3(2) = 1. We can show that the optimal solution
always occurs at the endpoints. Therefore, the optimal
transmit power vector is P3,2 = [Pbl, 0, Pdmax] if
Rtot(t, [Pbl, 0, Pdmax]) > Rtot(t, [Pbh, 0, Pdmax); other-
wise, P3,1 = [Pbh, 0, Pdmax].
2) If Pdmin1 ≤ Pdmax1 or Pdmin2 ≤ Pdmax2, then the
underflow and overflow playout buffer constraints are
satisfied at either only C1 or D2. For this case, we
let pri3(2) = 2. Similarly, there are four endpoint
vectors [Pb1,j , 0, Pdmax] where Pb1,1 = Pbmin1, Pb1,2 =
Pbmax1, Pb1,3 = Pbmin2 and Pb1,4 = Pbmax2. The
optimal transmit power vector is P3,2 = [Pb1,k, 0, Pdmax]
if Rtot(t, [Pb1,k, 0, Pdmax]) is the highest value among
Rtot(t, [Pb1,j , 0, Pdmax]) for all j ∈ 1, 2, 3, 4.
3) If Pdmin1 > Pdmax1 and Pdmin2 > Pdmax2, then
the underflow and overflow playout buffer constraints
are not satisfied at C1 and D2. This case has the
lowest priority, and we let pri3(2) = 3. Simi-
larly, there are two endpoint vectors, and the opti-
mal transmit power vector is P3,2 = [0, 0, Pdmax] if
Rtot(t, [0, 0, Pdmax]) > Rtot(t, [Pbmax, 0, Pdmax); oth-
erwise, P3,2 = [Pbmax, 0, Pdmax].
The overall optimal transmit power is selected from the above
two cases in reuse mode. If pri3(i1) < pri3(i2), the optimal
transmit power vector is P3 = P3,i1 , where i1, i2 ∈ 1, 2
and i1 6= i2. Otherwise, P3 = P3,i1 if Rtot(t,P3,i1) ≥
Rtot(t,P3,i2). Let pri(3) = pri3(i1) and the optimal transmit
power vector is P3 = P3,i1 .
After determining the optimal transmit power vectors in three
different transmission modes, we need to decide which mode
to select as the best strategy for data transmission. Since we
want to choose the one with the highest priority, if pri(l) =
min{pri(1), pri(2), pri(3)} for only one value of l ∈ 1, 2, 3,
then the optimal transmit power vector is P = Pl and the mode
selection is l. And if pri(1) = pri(2) = pri(3), then the one
with the highest Rtot(t,Pl) is chosen. Otherwise, if pri(l1) =
pri(l2) < pri(l2), then P = Pl1 if Rtot(t,Pl1) ≥ Rtot(t,Pl2).
V. NUMERICAL AND SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
transmission strategies. Rayleigh fading is considered in the
channels in all simulations, where the normalized path gain is
exponentially distributed as f(zi,j(t)) =
1
Gi,j
exp
{
−zi,j(t)
Gi,j
}
with path gain averages Gi,j , where i ∈ {1, 2} and j ∈
{1, 2, 3}. The peak power constraints are Pdmax = 0 dB and
Pbmax = 2 dB at D1 and BS, respectively. The movie Tokyo
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Fig. 3: Consumption curve in D2
Olympics is transmitted through cellular link and NBC News is
transmitted from D1 to D2 through different links according
to the mode selection. The used VBR video traces in all the
simulations are from the Video Trace Library hosted at Arizona
State University [9]. The playout buffer size is set to be 1.5
times the largest frame size in all the videos.
Fig. 3 shows the consumption curves of the buffer at D2
from frame-time slot 1 to 10000. In Fig. 4, we plot the cu-
mulative overflow, transmission, and consumption curves when
transmitting NBC News between the D2D users from frame-
time slot 6360 to 6380 in different transmission modes. In this
time period, the cumulative transmission curves are lower than
the cumulative consumption curves all the time in the cellular
mode and dedicated mode. The reason is that all the curves are
cumulative, and the cumulative transmission curves are much
lower than the cumulative consumption curves before frame-
time slot 6360 and the transmit powers are not large enough
for supporting the demanded data transmission. Additionally,
the frame sizes around frame-time slot 6360 are large. There
are just several overflow events happening among these frame-
time slots in the reuse mode since the cumulative transmission
curve satisfies the buffer constraints before frame-time slot
6360. The mode selection has the best performance since it
always chooses the best transmission mode in each frame-time
slot and this leads to the best cumulative transmission curve.
The extra transmitted video data will be in the playout buffer to
provide a cushion to variations in the network dynamics when
future large frames need to be transmitted. From Fig. 4e, A2(t)
at time slot 6360 after mode selection is much higher than in
cellular, dedicated and reuse modes. This advantage is due to
the cumulative benefits. Fig. 4d shows the mode selection after
solving the optimization problem. 1, 2 and 3 denote cellular
mode, dedicated mode and reuse mode, respectively.
Fig. 5 shows the buffer utilization from frame-time slot 1790
to 1810. We find that the buffer utilization of mode selection
strategy has the highest value since this results as the solution of
the optimization problem, and the values are higher than 70%.
The higher buffer utilization leads to lower buffer underflow
event probability. Table I shows the probability of underflow
events in different modes, and mode selection strategy has the
lowest probability of underflow events both at C1 and D2.
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Fig. 4: The cumulative overflow, transmission, and consumption curves when transmitting NBC News at D2D link in (a) cellular mode; (b)
dedicated mode; (c) reuse mode and; (d) the optimal mode selection and (e) the corresponding curves with optimal mode selection.
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TABLE I: Probability of underflow events
cellular dedicated reuse mode selection
C1 0.0388 0.0124 3.6× 10
−4 3.6× 10−4
D2 0.0391 0.0168 0.0024 1.6× 10
−4
VI. CONCLUSION
In this paper, we have studied power control and mode
selection for VBR video streaming in D2D networks. The
problem formulation takes into account power control at the
base station and device transmitter, the two-hop link model
(as seen in cellular mode), interference (as experienced in
reuse mode), VBR video characteristics and playout buffer
requirements. We have proposed a low complexity strategy
that can determine the optimal solution by comparing limited
numbers of values out of which the best is chosen. The results
demonstrate that the power control and mode selection strategy
significantly improves the performance over just using a single
mode. Specifically, power control and mode selection lead to
better utilization of buffer and a smaller number of buffer
overflows and underflows and video stall events, and hence
provide improved quality of experience (QoE) to the users.
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