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Introduction
Problématique
Groupes fondamentaux en géométrie analytique p-adique :
groupe fondamental tempéré
Pour un espace topologique connexe localement contractile, le groupe fon-
damental de Poincaré classifie les revêtements de cet espace.
A. Grothendieck a développé une théorie similaire en géométrie algébrique :
il associe à un schéma connexe un groupe profini qui classifie les revêtements
étales finis ([17, V.7]).
Dans le cas d’une variété algébrique complexe, le groupe fondamental algébrique
de Grothendieck s’identifie au complété profini du groupe fondamental topolo-
gique de Poincaré de la variété analytique associée ([17, cor. XII.5.2]).
On voudrait une théorie analogue en p-adique. Plus précisément, on vou-
drait associer à une variété analytique p-adique un "groupe fondamental" dont
le complété profini soit le groupe fondamental algébrique si la variété est algé-
brique, mais qui mette aussi en évidence les différentes uniformisations dans la
géométrie analytique rigide. Supposons momentanément pour simplifier que le
corps de base est Cp. J. Tate a montré que, en termes de sa géométrie rigide,
une courbe elliptique E ayant mauvaise réduction (une telle courbe est appelée
une courbe de Tate) peut être décrite sous la forme Gm/qZ avec |q| < 1. Nous
voudrions que le groupe fondamental fasse apparaître Gm comme un revêtement
de E. Cette uniformisation peut se généraliser aux courbes de Mumford. Par
définition, une courbe de Mumford est une courbe dont toutes les composantes
irréductibles de la réduction stable sont rationnelles. Ceci équivaut à dire que sa
jacobienne a réduction multiplicative. Si X est une courbe de Mumford, alors il
existe un sous-groupe Γ discret de type fini de PGL2(Cp) dont tous les éléments
sont hyperboliques et tel que X = Ω/Γ, où Ω est le complémentaire dans P1
des points d’accumulation d’orbites par l’action de Γ. On voudrait que Ω soit
un revêtement de X.
Le cadre topologico-géométrique que nous utiliserons est celui de V. Berko-
vich ([4]). Une définition naïve de la géométrie analytique conduit à des espaces
totalement discontinus. L’approche de Berkovich consiste à rajouter des points,
correspondant localement aux semi-normes sur des algèbres de séries conver-
gentes. Ainsi, pour une variété sur un corps complet non archimédien K, Ber-
kovich ne considère plus seulement, comme Tate, des points à valeurs dans une
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extension finie de K, mais dans une extension isométrique complète quelconque
de K. Dans le cas de la droite, on ajoute ainsi entre autres des points corres-
pondant à toutes les boules de la droite (la seminorme correspondante est la
norme infinie sur cette boule dans une extension assez grosse de K). Ce faisant,
les espaces de Berkovich sont localement connexes.
La géométrie analytique non archimédienne développée par Berkovich dans [4]
permet d’avoir une bonne notion de revêtement topologique ; en effet, l’espace de
Berkovich associé à une variété algébrique lisse est localement contractile ([7]).
De plus, si X est une courbe de Mumford, l’uniformisation Ω→ X est un revête-
ment topologique. En particulier l’uniformisation Gm → Gm/qZ d’une courbe
de Tate est un revêtement topologique infini. Cependant, contrairement à la si-
tuation complexe, les revêtements étales finis n’induisent pas nécessairement des
revêtements topologiques. Par exemple, le revêtement kummérien Gm → Gm
qui envoie x sur xn est un revêtement étale fini d’ordre n mais n’est pas un
revêtement topologique car la préimage d’un point de Berkovich correspondant
à une boule de centre 0 a un unique élément.
Pour combler cette lacune, on est donc obligé de considérer une plus grosse ca-
tégorie de revêtements.
Dans cette optique, A.J. de Jong a développé dans [11] une notion de revêtement
étale (non nécessairement fini) d’un espace de Berkovich lisse. Ces revêtements
étales sont classifiés par un groupe topologique, dont le complété profini est le
groupe fondamental algébrique dans le cas d’une variété algébrique lisse.
Cependant, ce groupe fondamental étale est en général “trop gros” pour pou-
voir être décrit raisonnablement. Ainsi, le groupe fondamental étale de la droite
projective n’est même pas prodiscret (en tant que groupe topologique), alors
que, dans le cas complexe, le groupe fondamental topologique est trivial.
On pourrait aussi considérer la catégorie des faisceaux localement constants sur
le site étale de Berkovich. Cette catégorie est une sous-catégorie pleine de la
catégorie des revêtements étales. Le groupe fondamental associé est le complété
prodiscret du groupe fondamental étale. Mais il est encore trop difficile à décrire.
Pour obtenir un groupe plus maniable, Y. André a défini une notion de revê-
tement tempéré. Un revêtement tempéré est un revêtement étale (au sens de de
Jong) qui devient un revêtement topologique après pullback par un revêtement
étale fini. Ces revêtements tempérés sont classifiés par un groupe topologique,
le groupe fondamental tempéré dont le complété profini est encore le groupe
fondamental algébrique. Mais tout revêtement tempéré est dominé par le revê-
tement topologique universel d’un revêtement étale fini galoisien (ce qui assure
que le groupe fondamental tempéré est un groupe prodiscret). On est donc assez
proche de la situation complexe. Dans le cas d’une courbe, le groupe fondamen-
tal tempéré est résiduellement fini, ce qui permet de borner sa taille par celle
du groupe fondamental algébrique.
Applications du groupe fondamental tempéré
Les groupes fondamentaux p-adiques, tempérés ou étales au sens de de Jong,
ont aussi pour but de donner un analogue p-adique (au moins partiel) de la
correspondance de Riemann-Hilbert complexe entre représentations du groupe
fondamental et fibrés vectoriels munis d’une connexion intégrable. Pour l’ana-
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logue p-adique, il faut cependant rajouter une hypothèse sur la constance locale
du faisceau des sections horizontales de la connexion (voir [11, th. 4.2] et [2,
th. III.3.4.6, § III.3.5] pour des énoncés précis).
Les groupes fondamentaux tempérés apparaissent aussi dans la recherche
d’un analogue p-adique à la théorie des groupes triangulaires de Schwarz de la
géométrie complexe. Les groupes triangulaires p-adiques sont définis dans [2, def.
III.5.2.] comme les images (quand elles sont discrètes) de l’action de monodromie
du groupe fondamental étale sur PGL2(Cp) défini par certaines équations diffé-
rentielles hypergéométriques quand le faisceau de leurs solutions est localement
constant pour la topologie étale. Contrairement au cas complexe, le faisceau des
solutions n’est a priori pas nécessairement localement constant et le groupe de
monodromie n’est a priori pas nécessairement discret. La question se pose donc
de savoir quand les groupes triangulaires existent.
On peut, de façon similaire au groupe fondamental tempéré, définir des groupes
fondamentaux tempéré d’orbifolds ([2, § III.4.4]). Les groupes fondamentaux
tempérés de l’orbifold P1 avec ramification en trois points donnent une inter-
prétation des groupes triangulaires p-adiques ([2, prop. III.5.2.4]). Les groupes
triangulaires de type Mumford correspondent à de tels orbifolds qui admettent
une uniformisation par une courbe de Mumford. Dans [24], F. Kato classifie
ces groupes triangulaires de type Mumford. André montre qu’essentiellement
tous les groupes triangulaires proviennent d’orbifolds de type Mumford ([2, th.
III.5.3.7]).
P.E. Bradley se sert de ces groupes triangulaires pour démontrer que tout groupe
fini apparaît comme groupe de Galois d’un revêtement ramifié de P1 par une
courbe de Mumford de genre ≥ 2 ([10, th. 6]).
Le groupe fondamental tempéré (tout comme le groupe fondamental algé-
brique) est défini pour des corps de base non nécessairement algébriquement
clos. On a alors une suite fondamentale de type usuel reliant groupes fondamen-
taux tempérés “arithmétique” et “géométrique”. Ainsi, si X est une variété sur
Qp, le groupe fondamental tempéré de XCp est muni d’une action extérieure
du groupe de Galois Gal(Cp/Qp). Ces actions galoisiennes donnent au groupe
fondamental tempéré un intérêt arithmétique.
Ainsi, le groupe fondamental tempéré permet de construire un analogue p-adique
de la théorie de Grothendieck-Teichmüller. On a un morphisme du groupe de
Galois GQ de Q dans le groupe Outpialg1 (P1\{0, 1,∞}) des automorphismes
extérieurs du groupe fondamental profini géométrique de P1\{0, 1,∞} induit
par l’action de GQ sur P1Q\{0, 1,∞}. Ce morphisme est injectif ([3]). On peut
alors caractériser l’image du groupe de Galois GQp de Qp en termes du groupe
fondamental tempéré de P1Cp\{0, 1,∞} ([1, th. 7.2.1]). Plus précisément, GQp
est l’intersection de GQ et de Outpialg1 (P1Cp\{0, 1,∞}). Ceci permet, en consi-
dérant des groupes d’automorphismes des groupes fondamentaux tempérés des
espaces de modules de courbes de type (0, n), de définir une variante p-adique
du groupe de Grothendieck-Teichmüller ([1, §8]).
La géométrie anabélienne s’intéresse à ce que l’on peut retrouver de variétés à
partir de groupes fondamentaux. Cette étude a été lancée par Grothendieck, qui
a conjecturé que l’on pouvait reconstuire une courbe hyperbolique sur un corps
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de nombres K à partir de son groupe fondamental profini géométrique muni de
l’action extérieure du groupe de Galois GK . S. Mochizuki a résolu ce problème
et même le problème analogue sur une extension finie K de Qp ([31, th. A]).
Dans cette optique anabélienne, on peut se demander ce qu’on peut reconstruire
d’une courbe hyperbolique sur Cp à partir de son groupe fondamental tempéré,
malgré l’absence de l’action galoisienne. Mochizuki s’est intéressé à cette ques-
tion et a prouvé qu’on pouvait reconstruire le graphe de sa réduction stable à
partir de son groupe fondamental tempéré ([33]). Les sommets du graphe cor-
respondent aux sous-groupes compacts maximaux d’un quotient caractéristique
du groupe fondamental tempéré (une variante (p′) du groupe), et les arêtes aux
intersections non triviales de tels sous-groupes compacts maximaux.
Contenu de la thèse
Vers une description du groupe fondamental tempéré
Le groupe fondamental tempéré est en général très difficile à calculer expli-
citement. De par sa définition même, le groupe fondamental tempéré dépend
non seulement de la structure topologique de la variété (et donc de la structure
combinatoire d’une réduction), mais aussi de celle de tous ses revêtements étales
finis. Sauf dans de très rares cas (comme les variétés abéliennes ; cf. § 2.4.1), on
ne sait pas en donner une description explicite. Il n’est en général même pas
localement compact (par exemple pour P1\{0, 1,∞} ; cf. [2, prop. III.2.3.12]).
Propriétés générales analogues à celles des groupes fondamentaux
usuels
Cependant, je démontre pour le groupe fondamental tempéré un certain
nombre de propriétés générales analogues à celles bien connues pour le groupe
fondamental topologique ou pour le groupe fondamental algébrique. Je démontre
par exemple que le groupe fondamental tempéré (sur le corps de base Cp) est :
– invariant par un morphisme birationnel de variétés algébriques propres et
lisses (proposition 2.2.1) ;
– compatible aux produits (“formule de Künneth” ; proposition 2.3.4) ;
– invariant par extension isométrique algébriquement close du corps de base
(proposition 2.3.2).
La preuve de chacun de ces résultats repose sur l’étude du comportement topolo-
gique (pour la topologie de Berkovich) des revêtements étales finis. L’invariance
birationnelle utilise simplement le fait que le groupe fondamental topologique
d’une variété lisse est le même pour tous les ouverts de Zariski denses. Les deux
autres résultats reposent sur la description du type d’homotopie d’un espace
de Berkovich muni d’une réduction semistable en termes de la combinatoire de
cette réduction. On se ramène au cas d’espaces ayant réduction semistable en
utilisant les théorèmes d’altération de J. de Jong.
Je démontre également un théorème de type Van Kampen (les revêtements
sont locaux pour la topologie étale), mais uniquement pour les courbes (co-
rollaire 2.1.2). Il serait intéressant de savoir si ce résultat est encore vrai en
dimension supérieure.
J’établis aussi un isomorphisme entre l’abélianisé du groupe fondamental d’une
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courbe et le groupe fondamental tempéré de sa jacobienne (théorème 2.4.2). Dans
le cas d’une variété abélienne, je donne une description explicite du groupe fon-
damental tempéré (§ 2.4.1).
Variantes (p′)
La difficulté de décrire le comportement combinatoire de la réduction des
revêtements étales finis diminue sensiblement si l’on se restreint aux revêtements
pro-(p′) (c’est-à-dire d’ordre premier à la caractéristique résiduelle p). Pour cette
raison, S. Mochizuki a introduit, dans le cas des courbes, une variante (p′)
du groupe fondamental tempéré qui classifie les revêtements qui deviennent
topologique après changement de base par un revêtement étale fini pro-(p′)
(cette définition se généralise sans difficulté au cas général). Mochizuki décrit
alors cette variante (p′) en termes de la combinatoire de la réduction stable de
la courbe. Cette description se fait à travers un graphe de groupes.
Nous étudierons plus généralement ce groupe fondamental tempéré pro-(p′) en
dimension supérieure.
Pont entre groupe fondamental tempéré pro-(p′) et géométrie loga-
rithmique. Un outil qui nous sera indispensable pour décrire le groupe fon-
damental (p′)-tempéré d’un espace de Berkovich sera la log géométrie, et plus
spécifiquement le groupe fondamental logarithmique.
L’intérêt du groupe fondamental logarithmique dans notre contexte est qu’il per-
met de décrire le groupe fondamental pro-(p′) de la fibre générique en termes
de la fibre spéciale dans un cadre plus général que celui offert par le théorème
de spécialisation de Grothendieck. Ainsi, pour une variété algébrique lisse et
propre à réduction semistable, le groupe fondamental pro-(p′) de la variété est
isomorphe au groupe fondamental logarithmique pro-(p′) de la réduction semis-
table (munie d’une structure logarithmique). La réduction semistable présente
une structure combinatoire intéressante et Berkovich a fait le lien entre la struc-
ture combinatoire d’une telle réduction semistable et la structure topologique de
l’espace de Berkovich associé à la variété ([7]). Nous prolongerons cette étude en
faisant le lien entre la structure combinatoire d’un revêtement logarithmique de
la réduction et la structure topologique de l’espace de Berkovich du revêtement
correspondant de la variété (proposition 5.2.1).
Ceci nous conduira à définir un groupe fondamental tempéré d’une variété al-
gébrique semistable munie d’une structure logarithmique compatible. Nous le
comparerons avec le groupe fondamental tempéré de notre espace de Berkovich :
Soit X : X → · · · → Spec(OK) une log fibration polystable sur Spec(OK).
Soit x¯ un point géométrique de Xanη , et soit x˜ sa log réduction. On a un mor-
phisme pitemp1 (Xanη , x¯)L → pitemp1 (Xs, x˜)L qui est un isomorphisme si p /∈ L (théo-
rème 5.2.2).
Complexes de groupes. Pour donner une description combinatoire du groupe
fondamental (p′)-tempéré généralisant celle de Mochizuki pour les courbes, nous
serons amené à introduire une notion purement catégorique de complexes classi-
fiants (§ 4.2.1) et de groupes fondamentaux de tels complexes classifiants. Cette
notion vise principalement à généraliser la notion de complexes de groupes dé-
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finis par A. Hæfliger dans [20]. L’idée des complexes de groupes consiste en la
donnée suivante :
– un espace de base sous forme d’une donnée combinatoire,
– pour chaque composante de l’espace de base, un groupe (qui, intuitive-
ment, classifie les revêtements de cette composantes).
L’intérêt est alors de construire à partir de ces données un groupe qui, intuiti-
vement, classifie les revêtements de l’espace.
Dans la théorie d’Hæfliger, l’espace de base est un ensemble simplicial, et les
groupes des composantes sont discrets.
Nous élargirons le cadre :
– l’espace de base ne sera plus un ensemble simplicial mais une catégorie.
Ceci nous permettra en particulier de passer sans difficulté à un espace
de base polysimplicial, qui constitue le cadre de la théorie introduite par
Berkovich dans [7].
– Les groupes en les différentes composantes de l’espace ne seront plus sup-
posés discrets (voir [38] pour une théorie des complexes de groupes profi-
nis). Ce seront des groupes topologiques quelconques.
La différence principale entre l’étude ici faite et la théorie de Hæfliger consiste
en la définition des groupes fondamentaux. Nous définirons ici le groupe fon-
damental d’un complexe de groupes en terme d’une catégorie de revêtements,
comme Mochizuki dans [33]. A défaut de donner une description explicite du
groupe fondamental, une telle définition met plus en évidence le lien avec la
situation géométrique qui nous intéresse où tous les groupes fondamentaux sont
définis en termes de revêtements. Ceci nous permettra en particulier, en consi-
dérant des sous-catégories de revêtements, de définir plusieurs types de groupes
fondamentaux, notamment un groupe fondamental tempéré (et une variante p′).
Nous associerons alors à un log schéma semistable sur un log point un com-
plexe classifiant, dont les groupes des composantes sont des groupes fondamen-
taux logarithmiques. On construira alors un isomorphisme entre le groupe fon-
damental (p′)-tempéré du log schéma semistable et le groupe fondamental (p′)-
tempéré de son complexe classifiant (§ 5.3.5).
Propriétés anabéliennes du groupe fondamental tempéré
La complication du groupe fondamental tempéré traduit aussi la richesse
d’information qu’il contient. Le groupe fondamental tempéré géométrique d’une
variété dépend ainsi beaucoup plus de la variété elle-même que ne le font le
groupe fondamental topologique complexe ou même le groupe fondamental al-
gébrique. Par exemple, le groupe fondamental tempéré géométrique d’une droite
projective privée de quatre points dépend de la position des quatre points. Plus
généralement, Mochizuki a prouvé que, pour une courbe hyperbolique, on pou-
vait reconstruire le graphe de groupe pro-(p′) de sa réduction stable à partir
de son groupe fondamental tempéré (et même de son groupe fondamental (p′)-
tempéré : les sommets du graphe correspondent aux classes de conjugaison de
sous-groupes compacts maximaux du groupe fondamental (p′)-tempéré et les
arêtes aux classes de conjugaison d’intersections non triviales de deux sous-
groupes compacts maximaux distincts ; [33])).
On peut alors se demander à quel point ce groupe fondamental tempéré dépend
de la courbe elle-même.
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On prouvera , à ce propos, le résultat suivant :
L’isomorphisme entre les graphes de la réduction stable de deux courbes de
Mumford induit par un isomorphisme des groupes fondamentaux tempérés de ces
deux courbes conserve les métriques naturelles sur ces graphes (théorème 3.4.6).
La preuve de ce résultat repose principalement sur l’étude du comporte-
ment des revêtements abéliens, et de leurs descriptions en termes de fonctions
théta et de courants sur le graphe de la réduction semi-stable. Contrairement au
résultat de Mochizuki, ce théorème repose essentiellement sur les revêtements
sauvagement ramifiés. Il devient faux si l’on remplace le groupe fondamental
tempéré par sa variante (p′), puisqu’on peut reconstruire le groupe fondamental
(p′)-tempéré à partir du graphe de groupes pro-(p′) de sa réduction stable (dans
le cas de courbes de Mumford, ce graphe de groupes pro-(p′) peut même être
reconstruit, à isomorphisme près, à partir du seul graphe de la réduction stable).
Il serait intéressant de généraliser ce résultat à une courbe quelconque.
Variation du groupe fondamental tempéré en famille et cos-
pécialisation
Les propriétés anabéliennes précédentes ont la conséquence suivante : si l’on
a un morphisme propre et lisse, on ne peut pas espérer que le groupe fondamental
tempéré des fibres soit localement constant.
On peut y remédier partiellement en considérant uniquement le groupe fon-
damental (p′)-tempéré, mais il n’est pas non plus constant sur les fibres d’un
morphisme propre et lisse (en fait, pour une courbe hyperbolique, on peut en-
core reconstruire le graphe de la réduction stable à partir du groupe fondamental
(p′)-tempéré).
Une importante partie de cette thèse est dédiée à comprendre comment varie le
groupe fondamental tempéré pour une famille de variétés.
Notre principal résultat dans cette direction sera la construction de morphismes
de cospécialisation pour le groupe fondamental (p′)-tempéré, dans la situation
d’un morphisme propre et lisse ayant réduction semistable (théorèmes 6.2.5
et 6.3.5 ; l’appellation “morphismes de cospécialisation” fait référence aux mor-
phismes de spécialisation de Grothendieck pour les groupes fondamentaux pro-
finis, mais ici les morphismes vont dans l’autre sens).
Le lien établi entre le groupe fondamental tempéré d’une variété et le groupe
fondamental tempéré d’une log réduction semistable nous conduira à une re-
formulation purement log géométrique de la question. Plus précisément, nous
serons amenés à construire des morphismes de cospécialisation de groupes fon-
damentaux topologiques. Nous aurons aussi à étudier l’invariance du groupe
fondamental logarithmique géométrique par changement de log point de base.
Questions en suspens
– L’énoncé 2.1.2 de type Van Kampen sur les revêtements tempérés pour
la topologie étale au sens de Berkovich pour les courbes propres est-il
encore valable en dimension supérieure ? A défaut d’un tel résultat, on
peut s’intéresser à cette question pour des topologies moins fines comme
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la topologie usuel de Berkovich, la topologie étale algébrique, la topologie
de Zariski...
– L’énoncé de type Van Kampen 2.1.2 permet aussi de se poser la question
suivante sur la variation du groupe fondamental tempéré des fibres d’une
famille de courbes.
Si Y → X est une famille algébrique propre et lisse de courbes, on peut
considérer le champ C sur la topologie étale (au sens de Berkovich) de Xan
défini en appelant CU la catégorie des faisceaux localement constants pour
la topologie étale de Y anU . Si x est un point géométrique de Xan (qui définit
donc un point du topos étale de Xan), le foncteur naturel de la fibre Cx
vers la catégorie des revêtements tempérés de Yx est-il une équivalence de
catégories ?
Notre théorème de Van Kampen permet essentiellement de se ramener à
l’étude du groupe fondamental topologique de voisinages d’une fibre d’une
famille propre et lisse.
– Les morphismes de cospécialisation du groupe fondamental (p′)-tempéré
pour une fibration Y → X à réduction polystable donnent la constance
locale du groupe fondamental (p′)-tempéré sur les strates, tant que l’on
se restreint aux points de Xan à valuation discrète. Il est naturel de se
demander si l’on peut étendre cette description aux points de valuation
non discrète.
– Dans une optique anabélienne, il serait intéressant de généraliser le théo-
rème 3.4.6 qui dit qu’on peut reconstruire la métrique du graphe de la
réduction stable d’une courbe de Mumford à partir de son groupe fonda-
mental tempéré. Ainsi le résultat reste-t-il vrai si l’on ne se restreint plus
aux courbes de Mumford ? Il serait également intéressant, même dans le
cas des courbes de Mumford, de donner une description plus explicite des
longueurs des arêtes du graphe de la réduction stable en terme du groupe
fondamental tempéré.
Il serait intéressant de déterminer quelles données supplémentaires sur les
courbes on peut reconstruire à partir du groupe fondamental tempéré. De
façon plus drastique, une courbe hyperbolique est-elle uniquement déter-
minée, à isomorphisme près, par son groupe fondamental tempéré géomé-
trique ?
– Il serait également intéressant de classifier les sous-groupes compacts maxi-
maux du groupe fondamental tempéré d’une courbe hyperbolique, en éten-
dant les résultats de Mochizuki pour le groupe fondamental (p′)-tempéré.
Plus précisément, il serait intéréssant de les relier aux groupes de décom-
position des points de l’espace de Berkovich de la courbe. Ces groupes de
décomposition sont bien des sous-groupes compacts du groupe fondamen-
tal tempéré et on peut, par des arguments similaires à ceux de Mochizuki
dans le cas pro-(p′) montrer que tout sous-groupe compact du groupe fon-
damental tempéré est, à conjugaison près dans le complété profini, inclus
dans un tel sous-groupe de décomposition. La question se pose de savoir
quand ces groupes de décompositions sont égaux.
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Plan
Le premier chapitre sera consacré aux préliminaires. Nous commencerons
par rappeler la définition du groupe fondamental tempéré et les résultats de
bases le concernant. Nous rappellerons également le lien entre le graphe de la
réduction stable d’une courbe hyperbolique et le groupe fondamental tempéré.
Nous nous orienterons ensuite vers la log géométrie et plus spécifiquement les
groupes fondamentaux logarithmiques dont nous aurons besoin dans les deux
derniers chapitres.
Finalement, nous revisiterons l’article [7], où Berkovich construit une rétraction
de la fibre générique (en tant qu’espace de Berkovich) d’un schéma formel plu-
ristable sur un fermé qui se décrit en termes de la structure combinatoire de la
réduction.
Le deuxième chapitre sera consacré à établir, pour le groupe fondamental
tempéré, des propriétés analogues à celles connues pour le groupe fondamental
algébrique cités plus haut : invariance birationnelle, invariance par extension
algébriquement close du corps de base, formule de Künneth et abélianisation du
groupe fondamental tempéré des courbes.
Le troisième chapitre sera consacré à prouver que l’isomorphisme entre les
graphes des réductions semi-stables de deux courbes de Mumford induit par un
isomorphisme de leurs groupes fondamentaux tempérés conserve la métrique de
ces graphes. Nous commencerons par l’étude des cas particuliers d’une droite
épointée et d’une courbe elliptique épointée.
La quatrième partie, purement catégorique, sera consacrée à l’étude des com-
plexes classifiants et de leurs groupes fondamentaux.
La cinquième partie consistera à définir un groupe fondamental tempéré
pour un schéma pluristable muni d’une structure logarithmique compatible.
Nous comparerons ensuite pour un schéma pluristable sur l’anneau des entiers
OK le groupe fondamental tempéré de sa fibre géométrique et celui de sa fibre
spéciale. Nous donnerons également une description en termes de complexes
classifiants de ce groupe fondamental tempéré d’un log schéma pluristable.
La sixième partie sera consacrée à la définition de morphismes de cospécia-
lisation pour une famille propre et lisse avec réduction pluristable.
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Chapitre 1
Préliminaires
1.1 Espaces de Berkovich
Rappelons ici la définition des espaces de Berkovich, tels qu’ils sont définis
dans [5].
1.1.1 Spectre d’un anneau de Banach
Un anneau de Banach A est un anneau (commutatif unitaire) muni d’une
norme sous-multiplicative ‖ ‖ pour laquelle A est complet.
Soit (A, ‖ ‖) un anneau de Banach. Le spectre M(A) de A est l’ensemble des
seminormes | | : A → R+ multiplicatives et bornées (c’est-à-dire pour tout
f, g ∈ A, |fg| = |f ||g| et |f | 6 ‖f‖) muni de la topologie la plus faible rendant
continues les applications | | 7→ |f |.M(A) est alors un espace topologique séparé
compact et non vide ([4, th. 1.2.1]).
Si x est un point deM(A) correspondant à une seminorme | |, le noyau px de
| | est un idéal premier fermé de A. | | définit une valuation sur le corps des
fractions de A/px. Notons H(x) le complété de ce corps pour cette valuation :
H(x) est un corps valué complet, appelé le corps résiduel de x.
Tout morphisme borné A → B d’anneaux de Banach induit une application
continueM(B)→M(A).
1.1.2 Espaces affinoïdes
SoitK un corps complet non archimédien. Soient OK son anneau des entiers,
mK l’idéal maximal de OK et k son corps résiduel.
Pour r = (r1, . . . , rn) ∈ (R∗+)n, notons
K{r−1T} := {f =
∑
ν
aνT
ν |aν ∈ K, |aν |rν |ν|→∞→ 0}
où ν = (ν1, . . . , νn) ∈ Nn, |ν| = ν1 + · · · + νn, T ν = T ν11 · · ·T νnn , et rν =
rν11 . . . r
νn
n .
C’est une K-algèbre de Banach pour la norme multiplicative ‖f‖ = maxν |aν |rν .
Pour r = (1, . . . , 1), cette algèbre est l’algèbre de Tate K{T1, . . . , Tn}.
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Définition 1.1.1 ([4, def. 2.1.1]). Une K-algèbre de Banach A est K-affinoïde
si il existe un épimorphisme K{r−1T} → A pour un certain r qui est admissible
(c’est-à-dire la norme de A est équivalente à la norme quotient). Si l’on peut
prendre r = (1, . . . , 1), A est dite strictement K-affinoïde.
Une algèbre affinoïde est nœthérienne et tous ses idéaux sont fermés.
Définition 1.1.2 ([4, def. 2.2.1]). Un fermé V de M(A) est un domaine affi-
noïde si il existe un morphisme borné de K-algèbres affinoïdes A → AV satis-
faisant la propriété universelle suivante : pour tout morphisme borné d’algèbres
K-affinoïdes A → B tel que l’image de B dans A soit contenue dans V , il
existe un unique morphisme borné AV → B rendant commutatif le diagramme
suivant :
A //
  B
BB
BB
BB
B AV

B
L’intersection de deux domaines affinoïdes est encore un domaine affinoïde
(AU∩V = AU ⊗A AV ).
Si V est un domaine affinoïdeM(AV ) = V et donc A→ AV détermine V .
Par exemple, si g, f1, . . . , fn ∈ A n’ont pas de zéros en commun dansX :=M(A)
et si p = (p1, . . . , pn) ∈ (R∗+)n, alors le fermé
X(p−1 f
g
) := {x ∈ X||fi(x)| 6 pi|g(x)|}
est un domaine affinoïde représenté par
A→ A{p−1 f
g
} := A{p−1T}/(gTi − fi).
Un domaine affinoïde de cette forme est appelé domaine rationnel.
Théorème 1.1.1 (Théorème d’acyclicité de Tate). Si V = {Vi}i∈I est un re-
couvrement fini de X := M(A) par des domaines affinoïdes et si M est un
A-module, le complexe de C˘ech
0→M →
∏
i
M ⊗A AVi →
∏
i,j
M ⊗A AVi∩Vj → · · ·
est exact.
Un sous-ensemble V de X :=M(A) est dit spécial si c’est l’union V = ⋃Vi
d’un nombre fini de domaines affinoïdes Vi. On pose alors AV = Ker(
∏
iAVi →∏
i,j AVi∩Vj ). AV ne dépend pas du choix du recouvrement (Vi)i∈I .
Si U est un ouvert de X, on note
OX(U) = lim←−AV ,
où V décrit l’ensemble des sous-ensembles spéciaux contenus dans U . OX est
alors un faisceau d’anneau. OX,x est un anneau local nœthérien. L’espace locale-
ment annelé ainsi obtenu est appelé espace K-affinoïde. La catégorie des espaces
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affinoïdes est la catégorie opposée de la catégorie des algèbres K-affinoïdes.
Un morphismeM(B) →M(A) est fini (resp. une immersion fermée) si B est
un A-module de Banach fini (resp. A→ B est un épimorphisme admissible).
Définissons la norme spectrale ρ sur A par
ρ(f) := lim n
√
‖fn‖ = max
x∈M(A)
|f |x.
A◦ := {f ∈ A|ρ(f) 6 1} est un sous-anneau de A et A◦◦ := {f ∈ A|ρ(f) < 1}
en est un idéal. Notons A˜ := A◦/A◦◦.
Il existe une application pi :M(A)→ Spec(A˜).
SI A est strictement affinoïde, pi est surjective et tout point générique de Spec(A˜)
a une unique préimage par pi ([4, prop. 2.4.4]).
1.1.3 Espaces analytiques
Définition 1.1.3. SoitX un espace topologiques. Une famille τ de sous-ensembles
de X est
– un quasifilet de X si pour tout x ∈ X, il existe V1, . . . , Vn ∈ τ tels que
x ∈ V1 ∩ · · · ∩ Vn et V1 ∪ · · · ∪ Vn est un voisinage de x,
– un filet de X si c’est un quasifilet de X et si pour tout U, V ∈ τ , τ|U∩V
est un quasifilet de U ∩ V .
Définition 1.1.4 ([5, def. 1.2.3]). Un espace K-analytique est donné par :
– un espace topologique |X| localement séparé,
– un filet τ sur |X| de sous-ensembles compacts de |X|,
– pour tout V ∈ τ , une algèbre K-affinoïde AV et un homéomorphisme
V 'M(AV ),
– pour tous U, V ∈ τ tels que U ⊂ V , un morphisme borné AV → AU qui
identifie (U,AU ) avec un domaine affinoïde de (V,AV ).
Un morphisme fort d’espaces K-analytiques φ : X → X ′ est une applica-
tion continue φ : |X| → |X ′|, telle que pour tout V ∈ τ il existe V ′ ∈ τ ′ avec
φ(V ) ⊂ V ′, et un système compatible de morphismes d’espaces K-affinoïdes
φV/V ′ : (V,AV ) → (V ′, AV ′) pour tout V ∈ τ , V ′ ∈ τ ′ tels que φ(V ) ⊂ V ′. On
notera K − An la catégorie des espaces K-analytiques pour laquelle les mor-
phismes sont les morphismes forts.
Un morphisme fort φ : X → X ′ est un quasi-isomorphisme si c’est un homéo-
morphisme et si pour tous V ∈ τ , V ′ ∈ τ ′ tels que φ(V ) ⊂ V ′, φV/V ′ identifie
V à un domaine analytique de V ′.
Le système des quasi-isomorphismes vérifie le calcul des fractions à droite.
La catégorie des espaces K-analytiques est par définition la catégorie K-An des
fractions de K-A˜n pour le système des quasi-isomorphismes.
Un espace K-analytique X admet un unique filet maximal τˆ contenant τ et
des algèbres ÂU pour U ∈ τˆ qui définisse un espace analytique et tel que
(|X|, τ, (AU )U )→ (|X|, τˆ , (ÂU )U ) soit un isomorphisme. Les éléments de τ sont
appelés domaines affinoïdes de X. Un sous-ensemble de X est un domaine spé-
cial s’il en existe un recouvrement fini (Ui)i∈I par des domaines affinoïdes tels
que AUi ⊗ AUj → AUI∩Uj soit admissible. Un sous-ensemble Y de X est un
domaine analytique si la restriction à Y du filet des domaines affinoïdes est en-
core un filet. Si Y est un domaine analytique de X la restriction du filet des
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domaines affinoïdes de X définit une structure d’espace K-analytique sur Y .
On peut construire des espaces K-analytiques par recollement d’espaces K-
analytiques le long d’ouverts, mais aussi par recollement d’un nombre fini (ou
localement fini) d’espaces K-analytiques le long de domaines analytiques fer-
més ([5, prop. 1.3.3]).
La G-topologie XG sur X est une topologie de Grothendieck engendrée par la
prétopologie sur la catégorie des domaines analytiques de X, où les recouvre-
ments d’un domaine analytique Y sont les familles (Yi)I de domaines analytiques
de Y qui forment un quasifilet sur Y . Si X ′ est un espace K-analytique, le pré-
faisceau qui à Y associe Hom(Y,X ′) est un faisceau pour la G-topologie XG
de X (et donc aussi pour la topologie de |X|). Pour X ′ = A1, on obtient le
faisceau structural OXG de XG. Le faisceau structural de X est le poussé en
avant OX := pi∗OXG de OXG le long de pi : XG → |X|.
Si x est un point d’un espace analytique X, il est inclus dans un domaine
affinoïde. Le corps non archimédien H(x) ne dépend pas du choix d’un tel affi-
noïde. On l’appelle encore corps résiduel de x.
OX,x est un anneau local, son corps résiduel est naturellement valué et H(x) est
le complété de ce corps résiduel.
Dans [4], Berkovich définissait une notion plus restrictive d’espacesK-analytiques,
qu’il appelle dans [5] bon espaceK-analytique. Ce sont les espacesK-analytiques
dont tout point admet un voisinage affinoïde.
La catégorie des espaces K-analytiques admet des produits fibrés ([5, prop.
1.4.1]). Si L est une extension isométrique de K, il existe aussi un foncteur
naturel de changement de base - ⊗K L : K-An → L-An et une application
continue fonctorielle |X ⊗K L| → |X| (si X = M(A) est affinoïde, X ⊗K L =
M(A⊗ˆKL)).
Soient φ : Y → X un morphisme d’espaces K-analytiques et x un point de
X. x induit un morphisme naturel M(H(x)) → X ⊗K H(x) d’espaces H(x)-
analytiques. L’espace H(x)-analytique Yx := (Y ⊗K H(x))×X⊗KH(x)M(H(x))
est la fibre de φ en x. L’application Yx → Y induit un homéomorphisme Yx →
φ−1(x).
1.1.4 Espace analytique associé à une variété algébrique
Soit X un schéma de type fini sur K. Soit F le foncteur de la catégorie oppo-
sée à celle des bons espaces K-analytiques dans la catégorie des ensembles qui à
Z associe l’ensemble Hom(Z,X) des morphismes d’espaces localement annelés
au-dessus de SpecK. Ce foncteur est représentable ([4, th. 3.4.1]). On note Xan
le bon espace analytique correspondant.
Décrivons plus précisément Xan.
SiX = An,Xan est l’union croissante des boulesD(0, r) =M(K{r−1T1, . . . , r−1Tn})
de multirayon (r, . . . , r).
Si X → Y est une immersion ouverte, notons φ le morphisme canonique d’es-
paces localement annelés Y an → Y . Alors Xan est juste l’ouvert φ−1(X).
Si X → Y est une immersion fermée définie par un idéal J de OY , alors JOY an
définit un sous-espace analytique fermé de Y an qui n’est autre que Xan.
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Si (Xi)i∈I est un recouvrement ouvert de X, Xan est obtenu par recollement
des Xani le long des (Xi ∩Xj)an.
1.1.5 Espace analytique associé à un schéma formel
Un schéma formel sur Spf OK est localement topologiquement de présenta-
tion finie si il est recouvert par des schémas formels de la forme Spf OK{T1, . . . , Tn}/I
où OK{T1, . . . , Tn} est l’anneau des séries entières
∑
aνT
ν avec aν ∈ OK et
aν → 0 quand |ν| → ∞ et I est un idéal de type fini de OK{T1, . . . , Tn}.
A un schéma formel localement topologiquement de présentation finie X sur
Spf OK , on associe un espace K-analytique Xη, appelé sa fibre générique. Il
existe alors une application fonctorielle pi : Xη → Xs, appelée application de
réduction (cette application n’est pas continue). Rappelons-en brièvement la
construction ([6, sect. 1]).
Si X = Spf(A), A = A ⊗OK K est une algèbre affinoïde et Xη := M(A).
On a un morphisme A → A◦ qui induit un morphisme A ⊗ k → A˜. L’applica-
tion de réduction est alors donnée par la composée Xη =M(A) → Spec(A˜) →
Spec(A×OK) = Xs.
Si Y est un ouvert de X, Yη := pi−1(Y) est un domaine analytique fermé de Xη.
Si (Xi) est un recouvrement localement fini de X, Xη est obtenu par recollement
des Xi,η le long des (Xi ∩ Xj)η (il est à remarquer que le recollement se fait le
long de domaine analytique fermé et non d’ouvert comme dans le cas de l’espace
analytique associé à une variété algébrique, et donc Xη n’a pas de raison a priori
d’être un bon espace analytique).
Si X est un schéma localement de présentation fini sur OK , son complété
formel X le long de la fibre spéciale est un schéma formel localement topologique-
ment de type fini. Alors, Xη s’identifie naturellement à un domaine analytique
fermé de Xan. L’immersion Xη → Xan est un isomorphisme si X → OK est
propre ([6, sect. 5]).
1.1.6 Morphismes étales et morphismes lisses
Un morphisme φ : Y → X est quasifini si pour tout point y de Y , il existe
des voisinages ouverts V de y et U de φ(y) contenant φ(V ) tel que φ : V → U
soit fini (c’est-à-dire pour tout domaine affinoïde U0 de U , V ∩ φ−1(U0) → U0
est un morphisme fini d’espaces K-affinoïdes).
Un morphisme Y → X est plat si pour tout y ∈ Y , OY,y est une OX,φ(y)-algèbre
plate.
Un morphisme φ : Y → X est G-localement une immersion fermée si il existe un
quasifilet τ sur Y de domaines analytiques et pour tout V ∈ τ un domaine ana-
lytique U deX contenant l’image de V tel que φV/U : V → U soit une immersion
fermée (c’est-à-dire pour tout domaine affinoïde U0 de U , V ∩ φ−1(U0) → U0
est une immersion fermée d’espaces K-affinoïdes). Si X → Y est G-localement
une immersion fermée, et V → U sont comme précédemment, soit J l’idéal
de OUG correspondant à V . J /J 2 est un OVG -module, qui se recollent en un
OYG-module, appelé faisceau conormal de φ.
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Si φ : Y → X est maintenant un morphisme d’espaces K-analytiques, le mor-
phisme diagonal ∆ : Y → Y ×X Y est G-localement une immersion fermée,
et son faisceau conormal est appelé faisceau des différentielles de φ, et noté
ΩYG/XG .
Remarque. Dans les définitions précédentes, quand X et Y sont de bons espaces
K-analytiques (ce qui sera en fait quasiment toujours le cas dans cette thèse), on
peut faire les constructions précédentes pour la topologie usuelle de Y , obtenant
ainsi un faisceau ΩY/X sur Y . Par pullback le long de YG → Y , on retrouve bien
ωYG/XG .
Un morphisme Y → X est étale si il est quasifini, plat et ΩYG/XG est nul.
La catégorie des germes de revêtements étales finis en un point x est équivalente
à la catégorie des revêtements étales finis de H(x).
Ceci permet à Berkovich de définir en [5, sect. 4.1] une topologie étale sur un es-
pace K-analytique X : c’est la topologie de Grothendieck sur la catégorie E´t(X)
des espaces K-analytiques étales sur X où les recouvrements d’un objets U sont
les familles (fi : Ui → U) telles que U =
⋃
i fi(Ui). On note Xe´t le topos associé.
Berkovich définit également dans [6, sect. 3] une topologie quasi-étale qui
pour la topologie étale joue le role que la G-topologie joue pour la topologie
usuelle. On dit qu’un morphisme φ : Y → X est quasi-étale si l’ensemble des
domaines affinoïdes V de Y tels que le morphisme induit V → X puisse se
factoriser en V → U → X où U → X est étale et V → U est l’immersion d’un
domaine affinoïde forme un quasifilet. La topologie quasi-étale sur X est alors la
topologie de Grothendieck sur la catégorie Qe´t(X) des morphismes quasi-étales
U → X engendrée par la prétopologie où une famille (fi : Ui → U)i∈I est un
recouvrement si (fi(Ui))i∈I est un quasifilet.
Si Y → X est un morphisme étale de schémas formels localement topologique-
ment de présentation finie sur Spf OK , Yη → Xη est quasi-étale ([6, prop. 2.3]).
On en déduit un morphisme de topos Xηqe´t → Xse´t.
Un morphisme Y → X est lisse si localement sur Y (pour la topologie
usuelle), il peut se factoriser en Y → Ad ×X → X avec Y → Ad ×X étale.
1.2 Groupe fondamental tempéré
1.2.1 Définition
Soit K un corps complet non archimédien.
Soit L un ensemble de nombres premiers (dans le cas de l’ensemble des nombres
premiers autres que la caractéristique résiduelle p de K, nous écrirons souvent
(p′) au lieu de L). Un L-entier est un entier qui s’écrit comme produit d’éléments
de L.
Par commodité, nous traduirons provisoirement par "K-variété" ce qui est appelé
"K-manifold" dans [1, §4], c’est-à-dire une K-variété est un K-espace stricte-
ment analytique lisse et paracompact au sens de Berkovich. Par exemple, si X
est un K-schéma lisse, Xan est une K-variété (en pratique, nous nous intéresse-
rons principalement à ces espaces). D’après [7], toute K-variété est localement
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contractile (nous expliquerons plus en détail les résultats de [7] dans la sec-
tion 1.4). En particulier, elle a un revêtement universel.
On dit qu’un morphisme f : S′ → S de K-variétés est un revêtement étale si
S est recouvert par des ouverts U tel que f−1(U) =
∐
Vj et Vj → U est étale
fini ([11]).
Par exemple, les revêtements L-finis (c’est-à-dire les revêtements étales finis dont
l’ordre d’une clôture galoisienne est un L-entier), que nous appellerons aussi
revêtements L-algébriques (dans le cas où les variétés proviennent de variétés
algébriques), et les revêtements au sens topologique usuel pour la topologie de
Berkovich, que nous appellerons aussi revêtements topologiques, sont des revê-
tements étales.
André définit alors la notion de revêtement tempéré dans [2, def. 2.1.1]. Nous
généralisons ici la définition aux revêtements L-tempérés (quand L est l’en-
semble de tous les nombres premiers, on retrouve la définition de revêtements
tempérés) :
Définition 1.2.1. Un revêtement étale S′ → S est L-tempéré si c’est le quotient
du composé d’un revêtement topologique T ′ → T et d’un revêtement étale L-fini
T → S.
Ici, un quotient T ′ → S′ est simplement un morphisme surjectif de revête-
ments étales.
Ceci équivaut à dire que S′ → S devient un revêtement topologique après pull-
back par un revêtement étale L-fini.
Nous noterons Covtemp(X)L (resp. Covalg(X)L, Covtop(X)) la catégorie des re-
vêtements L-tempérés (resp. L-algebriques, topologiques) de X (muni des mor-
phismes évidents ).
Un point géométrique d’une K-variété X est un morphisme d’espaces de
BerkovichM(Ω)→ X où Ω est une extension isométrique séparablement close
de K.
Soit x¯ un point géométrique de X. On a un foncteur
FLx¯ : Covtemp(X)L → Ens
qui envoie un revêtement S → X sur l’ensemble Sx¯. Si x¯ et x¯′ sont deux points
géométriques d’une même composante connexe de X, alors FLx¯ et FLx¯′ sont (non
canoniquement) isomorphes ([11, prop. 2.9]).
Le groupe fondamental tempéré de X pointé en x¯ est par définition
pitemp1 (X, x¯)L = AutFLx¯ .
Si X est un K-schéma lisse, on notera simplement Covtemp(X)L et pitemp1 (X, x¯)L
à la place de Covtemp(Xan)L et pitemp1 (Xan, x¯)L.
En considérant les stabilisateurs (StabF (S)(s))S∈Covtemp(X)L,s∈Fx¯(S) comme une
base de voisinages ouverts de pitemp1 (X, x¯)L, pi
temp
1 (X, x¯)L devient un groupe to-
pologique. C’est un groupe topologique prodiscret.
Remarque. SiX est une variété algébrique, le foncteur Covalg(Xan)L → Covalg(X)L
est une équivalence de catégories dans chacun des cas suivants :
– K est de caractéristique nulle :
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– X → K est propre ;
– la caractéristique de K n’est pas dans L.
Si X est algébrique, K est de caractéristique 0 et a seulement un nombre fini
d’extensions d’ordre fixé dans une clôture algébrique K, pitemp1 (X, x¯)L a un sys-
tème dénombrable de voisinages de 1 et tout quotient discret est finiment en-
gendré ([2, prop. 2.1.7]).
Si x¯ et x¯′ sont deux points géométriques, alors FLx¯ et FLx¯′ sont (non canonique-
ment) isomorphes ([11, prop. 2.9]). Comme d’habitude, le groupe fondamental
tempéré dépend du point-base uniquement à automorphisme intérieur près (ce
groupe, considéré à conjugaison près, est alors simplement noté pitemp1 (X)L).
La sous-catégorie pleine des revêtements L-tempérés S pour lesquels FLx¯ (S) est
L-fini est équivalente à Covalg(X)L, d’où l’isomorphisme(
pitemp1 (X, x¯)L
)L = pialg1 (X, x¯)L
(où ( )L note le complété pro-L).
Pour tout morphisme X → Y , le changement de base définit un foncteur
Covtemp(Y )L → Covtemp(X)L. Si x¯ est un point géométrique de X d’image
y¯ dans Y , on obtient un morphisme continu
pitemp1 (X, x¯)L → pitemp1 (Y, y¯)L
(d’où un morphisme "extérieur" pitemp1 (X)L → pitemp1 (Y )L).
On a un analogue de la correspondance de Galois usuelle :
Théorème 1.2.1 ([2, th. 1.4.5]). FLx¯ induit une équivalence de catégories entre
la catégorie des sommes directes de revêtements L-tempérés de X et la catégorie
pitemp1 (X, x¯)L -Ens des ensembles discrets munis d’une action continue à gauche
de pitemp1 (X, x¯)L.
Une somme directe de revêtements tempérés n’est pas nécessairement un
revêtement tempéré. Ainsi f : S =
∐
n∈N∗ Gm → Gm, où la ne copie de Gm
s’envoie sur Gm par x 7→ xn, n’est pas un revêtement tempéré (les degrés
[H(s) : H(f(s))] ne sont pas bornés quand s décrit S).
Si S est un revêtement galoisien L-fini de X, son revêtement topologique
universel S∞ est encore galoisien et tout revêtement L-tempéré est dominé par
un tel revêtement L-tempéré galoisien.
Si ((Si, s¯i))i∈I est un système projectif cofinal de revêtements L-finis galoisiens
géométriquement pointés de (X, x¯), soit ((S∞i , s¯∞i ))i∈I le système projectif, muni
des morphismes f∞ij pour i ≥ j, des revêtements topologiques pointés universels.
Alors FLx¯ (S∞i ) = pi
temp
1 (X, x¯)L/ StabF (S∞i )(s¯
∞
i ) est naturellement un groupe
quotient G de pitemp1 (X, x¯)L pour lequel s∞i est l’élément neutre. De plus G agit
par G-automorphismes sur FLx¯ (S∞i ) par translation à droite (et donc aussi sur
S∞i grâce à la correspondance galoisienne (théorème 1.2.1)). On obtient un mor-
phisme pitemp1 (X, x¯)L → Gal(S∞i /X). Comme f∞ij (s∞i ) = s∞j , ces morphismes
sont compatibles avec Gal(S∞i /X)→ Gal(S∞j /X).
Alors, grâce à [2, lem. III.2.1.5],
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Proposition 1.2.2.
pitemp1 (X, x¯)L → lim←−Gal(S
∞
i /X)
est un isomorphisme.
Donnons maintenant une description de la catégorie des revêtements tempé-
rés qui fait uniquement intervenir la catégorie des revêtements topologiques de
tous les revêtements étale finis.
On dispose d’une catégorie fibréeDtop(X)→ Covalg(X), où la fibreDtop(X)S
en un revêtement algébrique S de X est Covtop(X).
Dtop(X) est un préchamp sur Covalg(X) muni de sa topologie canonique au sens
de [16, déf. II.1.2.1].
Soit Dtemp(X) → Covalg(X) la catégorie fibrée dont la fibre en S est la ca-
tégorie Covtemp(U) des revêtements tempérés de U . Dtemp(X) est un champ.
Le foncteur cartésien pleinement fidèle de préchamps Dtop(X)→ Dtemp(X) in-
duit un foncteur cartésien pleinement fidèle de champs Dtop(X)a → Dtemp(X)
où Dtop(X)a est le champ associé à Dtop(X). Puisqu’un revêtement tempéré
est topologique localement sur Covalg(X), ce foncteur est en fait une équiva-
lence ([16, th. II.2.1.3]).
De même le champ (Dtop(X)|Covalg(X)L)a est naturellement équivalent au champ
Dtemp(X)L des revêtements L-tempérés sur Covalg(X)L.
Comme les revêtements galoisiens sont cofinaux parmi les recouvrements de
l’objet final de Covalg(X)L, on a la description suivante.
Soit S un revêtement L-fini de X. Posons DDtempS la catégorie des données
de descente dans la catégorie fibrée Dtop(X) par rapport à S → X. DDtempS
est naturellement équivalente à la sous-catégorie pleine de Covtemp(X) des re-
vêtements tempérés qui deviennent topologiques après le changement de base
S → X.
Si “ lim←− ” Si est un pro-revêtement L-fini universel (X,x), on obtient une équi-valence naturelle
Covtemp(X)L = Lim←− i
DDtempSi .
Nous utiliserons également les deux résultats suivants :
Proposition 1.2.3. ([2, prop. III.1.1.4]) Soient S une K-variété et S un ou-
vert de Zariski dense. Alors tout revêtement topologique de S s’étend de façon
unique en un revêtement topologique de S. Ainsi pitop1 (S, s)→ pitop1 (S, s) est un
isomorphisme.
Proposition 1.2.4 ([2, th. III.2.1.11, prop. III.2.1.13]). Supposons K algé-
briquement clos de caractéristique nulle. Soit S une K-variété et soit S un
ouvert de Zariski dense. Alors le foncteur de la catégorie des revêtements tem-
pérés S vers la catégorie des revêtements tempérés de S est pleinement fidèle. Si
Z := S\S est de codimension ≥ 2, ce foncteur est une équivalence de catégories.
On en déduit immédiatement un résultat analogue pour les revêtements L-
tempérés.
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1.2.2 Résultats de Mochizuki sur le groupe fondamental
(p′)-tempéré d’une courbe
S. Mochizuki décrit dans [33] le groupe fondamental (p′)-tempéré d’une
courbe algébrique X en terme du graphe de la réduction stable de X. Il prouve
en particulier qu’on peut reconstruire le graphe de la réduction stable de X à
partir de pitemp1 (X, x¯).
Expliquons ici certains résultats majeurs de son article.
Un semigraphe G est donné par un ensemble V de "sommets", un ensemble
E d’"arêtes" et, pour tout e ∈ E , un ensemble Be de "branches" ayant au plus 2
éléments et muni d’une fonction ζe : Be → V ([32, Appendix]).
Nous dirons qu’une branche b de e aboutit en v si ζe(b) = v. Nous dirons qu’un
semigraphe est un graphe si pour tout e ∈ E , e a exactement deux branches.
Rappelons que si G est un semigraphe, une structure de semigraphe d’anabé-
lioïdes sur ce graphe correspond à la donnée suivante :
– pour tout sommet ou arête x, une catégorie galoisienne (aussi nommée
anabélioïde connexe dans [33]) Gx ;
– pour toute branche b d’une arête e aboutissant en un sommet v, un mor-
phisme d’anabélioïdes (c’est-à-dire un foncteur exact) b∗ : Ge → Gv.
Les semigraphes d’anabélioïdes forment une 2-catégorie. Rappelons aussi que
travailler avec des catégories galoisiennes équivaut à travailler avec les groupes
profinis à automorphismes intérieurs près.
Si C est une catégorie galoisienne de groupe fondamental Π, alors Ind -C est
équivalente au topos Π-Ens.
Un revêtement S d’un semigraphe d’anabélioïdes G, de semigraphe sous-jacent
G, consiste en :
– pour tout sommet v de G, un objet Sv de Ind -Gv,
– pour toute arête e de branches b1 et b2 aboutissant en v1 et v2 respective-
ment, un isomorphisme φe entre b1∗Sv1 et b2∗Sv2 .
On a une définition naturelle de morphisme de revêtements, d’où une catégorie
Bcov(G). Mochizuki définit aussi un 2-foncteur de la catégorie des revêtements
de G vers la 2-categorie des semigraphes d’anabélioides au-dessus de G.
Un objet de Bcov(G) est fini si tout Sv est dans Gv, topologique si tout Sv est
un objet constant de Ind -Gv, et tempéré si il devient topologique après change-
ment de base par un revêtement fini. La sous-catégorie pleine des revêtements
tempérés (resp. finis, resp. topologiques) est notée Btemp(G) (resp. Balg(G), resp.
Btop(G)).
Si G est connexe, Balg(G) est une catégorie galoisienne et son groupe fondamen-
tal est noté pialg1 (G).
Si v est un sommet de G et F est un foncteur exact et conservatif de Gv vers
la catégorie fEns des ensembles finis (un tel foncteur est appelé foncteur fonda-
mental dans [17, section 5] ; il s’étend en un point du topos Ind -Gv, aussi noté
F ), on peut définir un foncteur F(v,F ) : Bcov(G)→ Ens qui envoie S sur F (Sv)
(si on change le point-base (v, F ), les foncteurs obtenus sont isomorphes), et
soit F temp(v,F ) sa restriction à Btemp(G). On définit alors
pitemp1 (G, (v, F )) := Aut(F temp(v,F )).
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Illustrons ces définitions en associant à une courbe un semigraphe d’anabé-
lioïdes.
Supposons K de valuation discrète, et soit K le complété d’une clôture sépa-
rable de K.
Soit (X,D) une courbe hyperbolique lisse n-pointée de genre g sur K, soit
X = X\D. Si K ′ est une extension finie de K, un modèle semistable de XK′
sur OK′ est donné par un morphisme de schémas XO′
K
→ SpecOK′ propre et
plat dont la fibre générique est XK′ et dont la fibre spéciale géométrique est
réduite et a seulement des points doubles ordinaires comme singularités et par
un diviseur DOK′ de XO′K prolongeant DK′ à support dans le lieu lisse de XO′K
et tel que DOK′ → SpecOK′ soit étale. Il existe toujours une extension finie de
K pour laquelle il existe un tel modèle semistable (cf. [12]).
Soit (XO′
K
,DK′) un modèle semistable sur OK′ où K ′ est une extension finie de
K. Soit (X ,D) son pullback à OK et soit X = X\D.
Le semigraphe de la fibre spéciale Xs de X est défini ainsi : les sommets sont les
composantes irréductibles de Xs, les arêtes sont les points doubles et les points
marqués. Un point double e a deux branches qui aboutissent aux composantes
irréductibles contenant e ; un point marqué e a une seule branche aboutissant à
la composante irréductible contenant le point marqué.
Quand X est le modèle stable de X, ce semigraphe est noté GcX (ou Gc s’il n’y
a pas de risque de confusion).
On peut munir ce semigraphe Gc d’une structure de semigraphe d’anabélioïdes
Gc. Pour un sommet vi correspondant à une composante irréductible Ci de
Xs, considérons l’ouvert Ui du normalisé C ′i de Ci qui est le complémentaire
des points marqués et des préimages des points doubles de Xs (les points de
C
′
i − Ui correspondent exactement au branches aboutissant en vi). Alors le
groupe Π(vi) est le groupe fondamental modéré pit1(Ui) de Ui. Le groupe d’une
arête est Ẑ(1)
(p′)
= lim←−(n,p)=1 µn(' Ẑ
(p′)) (comme d’habitude, l’exposant (p′)
indique le quotient maximal premier à p, où p est la caractéristique résiduelle
de OK), qui est canoniquement isomorphe au sous-groupe de monodromie de
pit1(Ui) d’un point de C
′
i−Ui. Le morphisme correspondant à une branche est le
plongement du groupe de monodromie du point correspondant de C ′i − Ui (qui
est défini à conjugaison près), tandis que, pour une arête avec deux branches,
on identifie les deux Ẑ(1)
(p′)
par x 7→ x−1.
Si Gc,(p′) est le semigraphe d’anabélioïdes obtenu à partir de Gc en remplaçant
chaque groupe profini par son complété pro-(p′),
pitemp1 (Gc,(p
′)
X ) = pi
temp
1 (XK)
(p′) ([33, ex. 3.10]).
Nous généraliserons cette description en dimension supérieure dans le chapitre 5.
Supposons maintenant de plus K de caractéristique mixte. Mochizuki montre
alors 1 :
Théorème 1.2.5 ([33, cor. 3.11]). Si Xα et Xβ sont deux courbes, tout iso-
morphisme γ : pitemp1 (Xα,K) ' pitemp1 (Xβ,K) détermine, fonctoriellement en γ à
1. Dans [33], Mochizuki suppose que K est une extension finie de Qp, mais la preuve
s’adapte pour K à valuation discrète de caractéristique mixte (voir [30, rem. 2.11.1]).
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2-isomorphisme près, un isomorphisme de semigraphe d’anabélioïdes γ′ : GcXα 'GcXβ .
Plus précisément, le diagramme induit de groupes topologiques est commu-
tatif :
pitemp1 (Gc,(p
′)
Xα
)
pitemp1 (γ
′(p′))// pitemp1 (Gc,(p
′)
Xβ
)
pitemp1 (Xα,K)(p
′) γ
(p′)
// pitemp1 (Xβ,K)(p
′)
.
Les sommets du graphe correspondent aux classes de conjugaison de sous-
groupes compacts maximaux de pitemp1 (X)(p
′) (appelés sous-groupes verticiels
de pitemp1 (X)(p
′)), et les arêtes ayant deux branches correspondent aux classes
de conjugaison d’intersections non triviales de sous-groupes verticiels ([33, th.
3.7]).
1.3 Groupes fondamentaux logarithmiques
Cette section rappelle les notions de base et quelques résultats de la théorie
des log schémas (voir [25] et [35]) et du groupe fondamental logarithmique (voir [21]
or [38]).
1.3.1 Log schémas
Tous les monoïdes considérés ici sont commutatifs et unitaires, et un mor-
phisme de monoïdes est supposé préserver l’élément unité. Si P est un monoïde,
P gp désignera le groupe associé (symétrisé), P ∗ désignera le groupe des éléments
inversibles de P et P = P/P ∗.
Si a, b ∈ P , nous considérerons la relation de préordre suivante : a|b si et seule-
ment si il existe c ∈ P tel que b = ac.
Un monoïde P est aigu (sharp) si P ∗ = {1}.
Un monoïde P est intègre si le morphisme P → P gp est injectif. Un monoïde est
fin si il est intègre et de type fini. Un monoïde intègre P est saturé si a ∈ P gp
est dans P dès qu’il existe n ≥ 1 tel que an ∈ P .
Si P est un monoïde fin et saturé (ce qu’on abrégera en fs), P gp/P ∗ = P gp est
un groupe abélien libre de type fini, et donc il existe une section (non canonique)
P
gp → P gp qui induit une décomposition P = P ∗ × P .
Un morphisme f : P → Q de monoïdes est local si f−1(Q∗) = P ∗. Un mor-
phisme P → Q de monoïdes intègres est exact si P est l’image inverse de Q
dans P gp.
Un idéal premier p d’un monoïde intègre P est un sous-ensemble de P tel
que si p ∈ p et p′ ∈ P alors p · p′ ∈ p, et si p, p′ ∈ P et p · p′ ∈ p alors p ∈ p ou
p′ ∈ p.
Un sous-ensemble F d’un monoïde intègre P est une face si P\F est un idéal
premier (en particulier F est un sous-monoïde de P ).
SpecP désigne l’espace topologique des idéaux premiers de P , où (D(f) =
{p, f /∈ p})f∈P est une base de la topologie de SpecP .
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Si f : P → Q est un morphisme de monoïdes intègres et q est un idéal premier
de Q, alors f−1(q) est un idéal premier de P , d’où une application continue
SpecQ→ SpecP .
Une pré-log structure sur un schéma X est un couple (M,α) où M est un
faisceau en monoïdes sur Xe´t, et α : M → (OX , .) est un morphisme de fais-
ceaux en monoïdes, où OX est le faisceau canonique de X et . est la multi-
plication sur OX . Une pré-log structure est une log structure si le morphisme
induit α−1(O∗X) → O∗X est un isomorphisme. Un log schéma X est un schéma
(le schéma sous-jacent X˚ au log-schéma X) muni d’une log structure.
Le foncteur banal des log structures sur X vers les pre-log structures sur X
admet un adjoint à gauche (M,α) 7→ (Ma, αa) où Ma est la somme amalgamée
de M et OX le long de α−1(O∗X) (cette log structure est dite associée à (M,α)).
Un morphisme de log schémas f : (X,M,α) → (Y,N, β) est un morphisme de
schémas f : X → Y muni d’un morphisme de faisceaux en monoïdes f−1N →M
compatible avec α et β. Alors f−1N → M est nécessairement un morphisme
local de faisceaux de monoïdes.
Un log schéma X est intègre si pour tout point géométrique x¯ de X˚, Mx¯ est
intègre.
Si Y = (Y,N, β) est un log schéma et X → Y˚ est un morphisme de schémas, la
log structure sur X associée à (f−1N, f−1β) est appelée log structure image in-
verse et est notée f∗N . Un morphisme de log schémas f : (X,M,α)→ (Y,N, β)
est strict si le morphisme induit f∗N → M est un isomorphisme (si X est in-
tègre, cela équivaut à dire que Nf(x¯) → M x¯ est un isomorphisme pour tout
point géométrique x¯ de X).
Si P est un monoïde, la log structure sur Spec Z[P ] associée à la pré-log
structure définie par P → Z[P ] est appelée log structure canonique. Il y a une
application canonique Spec Z[P ] → SpecP qui envoie un idéal premier I de
Z[P ] sur I ∩ P .
Une carte (globale) modelée sur un monoïde P d’un log schéma X est un mor-
phisme de faisceaux en monoïdes du faisceau constant PX vers M induisant un
isomorphisme sur les log structures associées. Cela revient à se donner un mor-
phisme strict X → Spec Z[P ], où Z[P ] est muni de sa log structure canonique.
Si x¯ est un point géométrique, une carte PX → M modelée sur un monoïde
intègre P est exacte en x¯ (resp. bonne en x¯) si le morphisme induit P → M x¯
(resp. P →M x¯) est un isomorphisme.
Un log schéma est fin (resp. fin et saturé ou fs pour abréger) si il est intègre et,
localement pour la topologie étale, il admet une carte modelée sur un monoïde
fin (resp. fs).
Nous travaillerons principalement avec des log schémas fs. La catégorie des log
schémas fs admet des produits fibrés, mais les produits fibrés ne commutent en
général pas avec le foncteur d’oubli de la log structure, qui va de la catégorie
des log schémas fs vers celle des schémas (cf. [35, § II.2.4] pour une discussion
détaillée).
Si X → SpecP est une carte fs et x est un point géométrique de X qui s’en-
voie sur p ∈ SpecP et soit F = P\p, alors P → Mx¯ induit un isomorphisme
F−1P → M x¯. De plus Spec Z[F−1P ] → Spec Z[P ] est une immersion ouverte,
correspondant à la préimage de D(p) = {p′|p ⊂ p′} ⊂ SpecP . Ainsi F−1P in-
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duit une carte exacte d’un voisinage ouvert pour la topologie de Zariski de x. Si
l’on choisit une décomposition F−1P = F−1P ⊕ (F−1P )∗, le morphisme induit
F−1P → F−1P →MX est une bonne carte en x.
Parfois, nous aurons besoin de log structure sur le site de Zariski. Soit
 : XZar → Xe´t la projection naturelle. Nous dirons qu’une log structure M
sur X est zariskienne (et le log schéma X est log zariskien) si ∗∗M →M est
un isomorphisme. Si X est un log schéma fs, la log structure est zariskienne si
et seulement si X admet des cartes localement pour la topologie de Zariski. En
particulier tout log schéma fs est log zariskien localement pour la topologie étale.
Si f : X → Y est un morphisme de log schémas fins, une carte de f est don-
née par une carte X → Spec Z[P ], une carte Y → Spec Z[Q] et un morphisme
Q → P tel que le carré correspondant de log schémas soit commutatif. Tout
morphisme de log schémas fins admet des cartes localement pour la topologie
étale.
Un morphisme de log schémas fins f : X → Y est log lisse (resp. log étale)
étale localement sur X et Y , f admet une carte u : Q→ P telle que le noyau et
la torsion du conoyau (resp. le noyau et le conoyau) de ugp soient des groupes
finis d’ordre inversible sur X et telle que X → Y ×Spec Z[Q] Spec Z[P ] soit étale.
Il existe une caractérisation valuative des morphismes log lisses et log étales.
Les morphismes log étales et log lisses sont stables par changement de base et
par composition.
Un morphisme h : Q→ P de monoïdes fs est kummérien (resp. L-kummérien)
si h est injectif et pour tout a ∈ P , il existe un entier (resp. un L-entier) n tel
que na ∈ h(Q) (remarquons que si Q → P est kummérien, SpecP → SpecQ
est un homéomorphisme).
Un morphisme f : X → Y de log schémas fs est kummérien (resp. exact) si pour
tout point géométrique x¯ de X, MY,f(x¯) →MX,x¯ est kummérien (resp. exact).
Un morphisme kummérien X → Y de log schémas fs est un homéomorphisme
kummérien universel (ou kuh pour abréger) si le morphisme de schémas sous-
jacents reste un homéomorphisme après n’importe quel changement de base de
log schémas fs ([43, def. 2.1]).
Un morphisme Kummer q : X → Y est kuh si et seulement si q˚ est un ho-
méomorphisme universel (c’est-à-dire est entier, radiciel et surjectif ; cf. [19,
cor. 18.12.11]) et pour tout point géométrique x¯ de X, MY,q(x¯) = MX,x¯ est
p-Kummer, où p est la caractéristique résiduelle de x¯ ([43, thm. 2.7]).
Par exemple, si P → Q est un morphisme p-Kummer de monoïdes fs, et A est
une Fp-algèbre, alors SpecA[Q]→ SpecA[P ] est kuh.
Un log schéma fs X est log régulier si pour tout point géométrique x¯,
OX,x¯/Ix¯OX,x¯ est régulier et dim(OX,x¯) = dim(OX,x¯/Ix¯OX,x¯) + rk(M
gp
x¯ ) où
Ix¯ est l’idéal de OX,x¯ engendré par l’image de Mx¯\O∗X,x¯ ([34, def. 2.2]).
Les log schémas log Zariski log réguliers sont étudiés dans [26].
Si X est log régulier, X˚ est normal.
La partie triviale d’un log schéma fs Xtr = {x ∈ X,M x¯ = {1}} (cette pro-
priété ne dépend pas du choix du point géométrique x¯ au-dessus de x car ils
sont tous isomorphes) de X est un sous-schéma ouvert de X. Si X est log ré-
gulier, on peut retrouver la log structure à partir de la partie trivial grâce à
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l’isomorphisme suivant :
M = OX ∩ j∗O∗Xtr
où j désigne l’immersion ouverte Xtr → X ([34, prop. 2.6]).
Si Y est log régulier et X → Y est log lisse, alors X est log régulier ([26, thm.
8.2]).
Exemples. Soit X un schéma régulier et D un diviseur à croisement normaux,
alors M = OX ∩ j∗OX\D est une log structure fs qui fait de de X un log schéma
log régulier.
Si K est un corps complet pour une valuation discrète, on muni SpecOK de la
log structure associée à OK\{0} → OK . SpecOK est alors un log schéma log
régulier.
Si X → SpecOK est un morphisme plurinodal de schémas tel que XK → K
soit lisse, alors M = OX ∩ j∗OXtr définit une log structure sur X, qui fait de
X → SpecOK un morphisme de log schémas log lisse (cf. lemme 5.1.1 pour un
résultat un peu plus général et une démonstration).
1.3.2 Revêtements két
Un morphisme de log schémas fs est Kummer étale (ou két pour abréger) si
il est Kummer et log étale.
Un morphisme f est két si et seulement si, localement pour la topologie étale,
il est déduit par changement de base strict et par localisation étale d’un mor-
phisme Spec Z[P ]→ Spec Z[Q] induit par un morphisme L-Kummer Q→ P de
monoïdes fs avec L inversible sur X.
En fait, si f : Y → X est két, y¯ est un point géométrique de Y , et P → MX
est une carte étale de X en f(y¯), il y a un voisinage étale U de x¯ et un voi-
sinage ouvert de Zariski V ⊂ f−1(U) de y¯ tel que V → U est isomorphe à
U ×Spec Z[P ] Spec Z[Q] → U avec P → Q un morphisme L-Kummer où L est
inversible sur U ([38, Prop. 3.1.4]).
Les morphismes két sont ouverts. Les morphismes két quasi-compacts sont quasi-
finis.
N’importe quel morphisme de log schéma au-dessus de X entre deux log
schémas két sur X est két. Pour une famille de morphismes két sur X, le fait
d’être une famille ensemblistement couvrante est stable par changement de base
fs. Ainsi, la catégorie Xke´t des log schémas fs két au-dessus de X, où les recou-
vrements (Ti → T ) de T sont les familles ensemblistement couvrante, est un
site. X˜ke´t désignera le topos correspondant.
Tout faisceau localement constant et fini sur X˜ke´t est représentable. Un log
schéma fs két au-dessus de X qui représente un tel faisceau localement constant
et fini est un revêtement két de X. Nous noterons KCov(X) la catégorie des
revêtements két de X.
Un point log géométrique est un log schéma s tel que :
– s˚ est le spectre d’un corps séparablement clos k ;
– Ms est saturé ;
– la multiplication par n sur Ms est un isomorphisme pour tout n premier
à la caractéristique de k.
Un point log géométrique de X est un morphisme x : s → X de log schémas
où s est un point log géométrique. Un voisinage két U de s dans X est un mor-
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phisme s→ U de X-log schemes où U → X est két. Alors si x est un log point
géométrique de X, le foncteur Fx de Xke´t vers Ens defini par F 7→ lim−→U F(U)où U parcourt la catégorie filtrante des voisinages két de x est un point du topos
Xke´t et n’importe quel point de ce topos est isomorphe à Fx pour un certain
point log géométrique et ils forment un système conservatif.
On définit aussi la log stricte localisation X(x) comme la limite inverse des
voisinages két de X dans la catégorie des log schémas saturés. Si x et y sont
des points log géométriques de X, une spécialisation (két) de points log géomé-
triques x→ y est un morphisme X(x)→ X(y) au-dessus de X.
Une spécialisation x→ y induit un morphisme canonique Fx → Fy de foncteurs.
Si on a une spécialisation des points topologiques sous-jacents x → y, alors il
existe au moins une spécialisation x→ y de points log géométriques.
Si X est connexe, pour tout point log géométrique x de X, Fx induit un foncteur
fondamental KCov(X)→ fEns de la catégorie galoisienne KCov(X).
On note pilog1 (X,x) le groupe profini des automorphismes de ce foncteur.
Les morphismes de log schémas fs f exacts tels que f˚ soit propre, surjectif
et de présentation finie, et les morphismes de log schémas fs f exacts tels que f˚
soit surjectif, de présentation finie et universellement ouvert, sont de descente
effective pour les revêtements két ([38, th. 3.2.25, cor. 3.2.21]).
Si X est un log schéma fs log régulier et si L est inversible sur X, alors
KCov(X)L → Covalg(Xtr)L est une équivalence de categories ([21, th. 7.6]).
Théorème 1.3.1 ([36, cor. 2.3]). Soit S un schéma strictement local de point
fermé s, et soit X un log schéma fs connexe tel que X˚ soit propre sur S. Alors
KCov(X)→ KCov(Xs)
est une équivalence de categories.
Si x est un point log géométrique de Xs,
pilog1 (Xs, x)→ pilog1 (X,x)
est un isomorphisme
Si q : X → Y est kuh, q∗ : Yke´t → Xke´t est une équivalence de catégories
([43, th. 0.1])
1.3.3 Mophismes saturés
L’article de référence sur le sujet est [40], malheureusement non publié.
Un morphisme de monoïdes fs P → Q est intègre si, pour tout morphisme
de monoïdes intègres P → Q′, la somme amalgamée Q⊕P Q′ (dans la catégorie
des monoïdes) est encore intègre.
Un morphisme intègre de monoides saturés P → Q est saturé si, pour tout
morphisme de monoïdes fs P → Q′, la somme amalgamée Q ⊕P Q′ (dans la
catégories des monoïdes) est encore fs.
Si f : P → Q est intègre (resp. saturé) et F ′ est une face de Q, F−1P → F ′−1Q
est aussi intègre (resp. saturé), où F = f−1(F ′).
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Lemme 1.3.2. Si φ : P → Q est un morphisme intègre (resp. saturé) de
monoïdes fs et F ′ est une face de Q, soit F = φ−1(F ′). Alors F → F ′ est aussi
intègre (resp. saturé).
Démonstration. Pour prouver que F → F ′ est intègre, grâce à [35, prop. I.4.3.11],
il faut et il suffit de prouver que si f ′1, f ′2 ∈ F ′ et f1, f2 ∈ F vérifient f ′1φ(f1) =
f ′2φ(f2), alors il existe g′ ∈ F ′ et g1, g2 ∈ F tels que f ′1 = g′φ(g1) et f ′2 = g′φ(g2).
Mais il existe g′ ∈ Q et g1, g2 ∈ P qui satisfont les propriétés vooulues puisque
P → Q est intègre. Comme F ′ est une face de Q, g′, φ(g1), φ(g2) doivent être
dans F ′, et donc g1 et g2 sont dans F .
Un critère de T. Tsuji ([40, prop. 4.1]) dit qu’un morphisme intègre de mono-
ides f : P0 → Q0 est saturé si et seulement si pour tous a ∈ P0, b ∈ Q0 et
tout nombre premier p tels que f(a)|bp, il existe c ∈ P0 tel que a|cp et f(c)|b.
Soient a ∈ F, b ∈ F ′ et p un nombre premier tel que φ(a)|bp. Alors puisque
φ : P → Q est saturé, il existe c ∈ P tel que a|cp et f(c)|b. Mais f(c)|b implique
que f(c) ∈ F ′, donc c ∈ F .
Un morphisme f : Y → X de log schémas fs est saturé si pour tout point
géométrique y¯ de Y , M¯X,f(y¯) → M¯Y,y¯ est saturé.
Si Y → X est saturé et Z → X est un morphisme de log schémas fs, alors le
schéma sous-jacent à Z ×X Y est Z˚ ×X˚ Y˚ .
Si P → Q est un morphisme local et intègre (resp. saturé) de monoïdes fs et
P est aigu, le morphisme Spec Z[Q] → Spec Z[P ] est plat (resp. séparable, i.e.
plat à fibres géométriquement réduites, cf. [35, cor. 4.3.16] et [22, rem. 6.3.3]).
Soit f : X → Y un morphisme log lisse et x¯ un point géométrique de X. Loca-
lement sur Y pour la topologie étale, il existe une bonne carte Y → SpecP en
y¯. Alors, grâce à [22, prop. A.3.1.1], étale localement en x, il existe une carte
P → Q de Y → X telle que Y → Spec Z[Q] ×Z[P ] X soit étale et X → SpecQ
est exact à x. Ainsi si f est intègre (resp. saturé), P → Q est un morphisme
intègre (resp. saturé) et local de monoïdes fs et P est aigu. Donc f est plat
(resp. séparable).
Si P → Q est un morphisme intègre de monoïdes fs, il existe un entier n tel
que le changement de base fs Pn → Q′ de P → Q le long de P n→ P = Pn soit
saturé ([22, th. A.4.2]).
De plus, si P → Q se factorise à travers Q0 de manière à ce que P → Q0 soit
saturé et Q0 → Q soit L-Kummer, on peut choisir pour n un L-entier.
Ainsi, si Z ′′ → Z ′ est un revêtement két et Z ′ → Z est saturé log lisse et propre,
alors pour tout log point géométrique z de Z, il existe un voisinage két U de z
tel que Z ′′U → U soit saturé (et l’hypothèse de propreté peut être remplacée par
la quasicompacité de Z ′′ si Z est simplement un log point fs, c’est-à-dire son
schéma sous-jacent est le spectre d’un corps).
1.4 Squelette d’un espace de Berkovich à réduc-
tion pluristable
Soit K un corps complet non archimédien et soit OK son anneau d’entiers.
Si X est un schéma formel localement de présentation finie sur OK , Xη sera la
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fibre générique de X au sens de Berkovich ([6, section 1]).
Rappelons la définition d’un morphisme polystable de schémas formels :
Définition 1.4.1 ([7, def. 1.2], [8, section 4.1]). Soit φ : Y→ X un morphisme
de schémas formels localement de présentation finie.
(i) φ est strictement polystable si, pour tout point y ∈ Y, il existe un voisinage
ouvert affine X′ = Spf(A) de x := φ(y) et un voisinage ouvert Y′ ⊂
φ−1(X′) de x tel que le morphisme induit Y′ → X′ se factorise à travers
un morphisme étale Y′ → Spf(B0) ×X′ · · · ×X′ Spf(Bp) où chaque Bi est
de la forme A{T0, · · · , Tni}/(T0 · · ·Tni − ai) avec a ∈ A et n ≥ 0.
Si X est de type fini sur OK , on dit que φ est non dégénéré si l’on peut
choisir X ′, Y ′ et (Bi, ai) tels que {x ∈ (Spf(A)η)|ai(x) = 0} soit nulle part
dense.
(ii) φ est polystable si il existe un morphisme étale surjectif Y′ → Y tel que
Y′ → X soit strictement polystable. Si X est de type fini sur OK , φ est
alors dit non dégénéré si l’on peut choisir Y′ tel que Y′ → X soit non
dégénéré.
Une fibration polystable (resp. non dégénérée) de longueur l au-dessus de S
est une suite de l morphismes polystables (resp. non dégénérés) X = (Xl →
· · · → X1 → S).
On note K-Pstf e´tl la catégorie des fibrations polystables de longueur l sur
OK , où un morphisme X → Y est une collection de morphismes étales (Xi →
Yi)1≤i≤l qui satisfait aux hypothèses de commutation évidentes.
On note Pstf e´tl la catégorie des couples (X,K1) où K1 est un corps complet
non archimédien et X est une fibration polystable sur OK1 , et un morphisme
(X,K1) → (Y,K2) est un couple (φ, ψ) où φ est une extension isométrique
K2 → K1 et ψ est un morphisme X→ Y⊗OK2 OK1 dans K1-Pstf e´tl .
Soit X un schéma localement de type fini sur un corps k.
Le lieu normal d’un schéma réduit, localement de type fini sur un corps, en est un
ouvert dense. Définissons par récurrenceX(0) = Xred,X(i+1) = X(i)\Norm(X(i)).
Les composantes irréductibles de X(i)\X(i+1) sont appelées les strates de X (de
rang i). Cela fournit une partition de X. L’ensemble des points génériques des
strates de X est noté Str(X) (il est en bijection naturelle avec l’ensemble des
strates de X).
Berkovich definit une autre filtration X = X(0) ⊂ X(1) ⊂ · · · de la manière
suivante : X(i+1) est le sous-ensemble fermé des points contenu dans au moins
deux composantes irréductibles de X(i).
On dit que X est quasinormal si, pour tout i, toute composante connexe de
X(i), muni de la structure de sous-schéma réduit, est normale (cette propriété
est locale pour la topologie de Zariski et reste vraie après composition avec un
morphisme étale). Si X est quasinormal, alors X(i) = X(i), et X est quasinormal
si et seulement si l’adhérence de toute strate est normale.
L’ensemble Str(X) est naturellement ordonné : x 6 y si et seulement si y ∈ {x}.
Berkovich définit les ensembles polysimpliciaux dans [7, section 3] comme
suit.
Si n est un entier, posons [n] := {0, 1, · · · , n}.
Pour un p-uplet n = (n0, · · · , np) avec soit p = n0 = 0 soit ni ≥ 1 pour tout i,
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posons [n] := [n0]× · · · × [np] et w(n) := p. [n] est un espace métrique pour la
distance d((i0, . . . , ip), (j0, . . . , jp)) = ]{k|ik 6= jk}.
Soit Λ la catégorie dont les objets sont [n] et les morphismes sont les fonctions
[m]→ [n] associées à un triplet (J, f, α), où :
– J est un sous-ensemble de [w(m)] supposé vide si [m] = [0],
– f est une fonction injective J → [w(n)],
– α est une famille {αl}0≤l≤p, où αl est une fonction injective [mf−1(l)] →
[nl] si l ∈ Im(f), et αl est une fonction [0]→ [nl] sinon.
La fonction γ : [m] → [n] associée à (J, f, α) envoie alors j = (j0, · · · , jw(m)) ∈
[m] en i = (i0, · · · , iw(n)) avec il = αl(jf−1(l)) pour l ∈ Im(f), et il = αl(0)
sinon.
Un ensemble polysimplicial C est un foncteur Λop → Ens. On notera Cn l’image
de [n] par ce foncteur. Les ensembles polysimpliciaux forment une catégorie no-
tée Λ◦ Ens.
Λ est une sous-catégorie pleine de Λ◦ Ens grâce au foncteur de Yoneda. Si C
est un ensemble polysimplicial, la catégorie Λ/C des polysimplexes de C est la
catégorie dont les objets sont les morphismes [n] → C dans Λ◦ Ens et les mor-
phismes de [n] → C vers [m] → C sont des morphismes [n] → [m] qui rendent
le triangle commutatif.
Un polysimplexe x d’un ensemble polysimplicial C est dégénéré si il existe un
morphisme surjectif f de Λ, qui n’est pas un isomorphisme, tel que x soit l’image
par f d’un polysimplexe de C. Soit Cndn le sous-ensembles des polysimplexes non
dégénérés de Cn.
Grâce à un analogue du lemme d’Eilenberg-Zilber pour les ensembles polysim-
pliciaux ([7, lem. 3.2]), un morphisme C′ → C est bijectif si et seulement si il
envoie les polysimplexes non dégénérés sur les polysimplexes non dégénérés et
(C′)ndn → Cndn est bijectif pour tout n.
Il y a un foncteur
O : Λ◦ Ens→ Poset
où O(C) est l’ensemble ordonné associé à Ob(Λ/C) muni du préordre x ≤ y si
et seulement si il existe un morphisme x→ y dans Λ/C. L’ensemble sous-jacent
à O(C) coïncide avec l’ensemble des classes d’équivalences de polysimplexes non
dégénérés de C.
Nous dirons qu’un ensemble polysimplicial C est intérieurement libre si Aut(n)
agit librement sur Cndn . Si C1 → C2 est un morphisme d’ensembles polysim-
pliciaux qui envoie les polysimplexes nondégénérés sur les polysimplexes non
dégénérés tels que O(C1) → O(C2) soit un ismorphisme et C2 soit intérieure-
ment libre, alors C1 → C2 est un isomorphisme.
Berkovich définit aussi une catégorie polysimpliciale stricte Λ dont les objets
sont ceux de Λ, mais avec seulement les morphismes injectifs. Le foncteur
Λ→ Λ→ Λ◦ Ens s’étend en un foncteur
Λ◦ Ens→ Λ◦ Ens
qui commute aux limites inductives (les objets de Λ◦ Ens sont les ensembles
strictement polysimpliciaux).
Berkovich construit alors un foncteur Σ : Λ → Ke vers la catégorie des es-
paces de Kelley, c’est-à-dire les espaces topologiques X pour lesquels un sous-
ensemble est fermé dès que son intersection avec tout compact est compacte.
Ce foncteur envoie [n] en Σn = {(uil)0≤i≤p,0≤l≤ni ∈ [0, 1][n]|
∑
l uil = 1} (si
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n = (n0, . . . , np), Σn est le produit des simplexes standards de dimensions
n0, . . . , np), et si γ est un morphisme associé à (J, f, α), Σ(γ) envoie u = (ujk)
vers u′ = (u′il) défini comme suit : si [m] 6= [0] et i /∈ Im(f) ou [m] = [0]
alors u′il = 1 pour l = αi(0) et u′il = 0 sinon ; si [m] 6= [0] et i ∈ Im(f), alors
u′il = uf−1(i),α−1
i
(l) pour l ∈ Im(αi) et u′il = 0 sinon.
En étendant Σ pour que | | commute aux limites inductives, Σ induit un fonc-
teur, la réalisation géométrique,
| | : Λ◦ Ens→ Ke .
On a aussi un bifoncteur
 : Λ◦ Ens×Λ◦ Ens→ Λ◦ Ens
qui commute aux limites inductives et qui vérifie [(n0, · · · , np)][(n′0, · · · , n′p′)] =
[(n0, · · · , np, n′0, · · · , n′p′)]. Ainsi |CC′ | = |C | × |C′ | (où le produit de droite
est le produit dans la catégorie des espaces de Kelley).
SiX est strictement polystable sur k et x ∈ Str(X), on note Irr(X,x) l’espace
métrique des composantes irréductibles de X passant par x, muni de la distance
d(X1, X2) = codimx(X1 ∩ X2). Il existe alors un n-uplet n tel que Irr(X,x)
soit isométriquement en bijection avec [n], et si [m] → [n] est isométrique, il
existe un unique y ∈ Str(X) avec y 6 x et une unique bijection isométrique
[m]→ Irr(X, y) tels que
[n] → Irr(X,x)
↑ ↑
[m] → Irr(X, y)
commute.
Le foncteur qui à [n] associe l’ensemble des couples (x, µ), où x ∈ Str(X) et µ
est une bijection isométrique [n]→ Irr(X,x), définit un ensemble polysimplicial
strict C(X) (et donc un ensemble polysimplicial C(X)).
On a un isomorphisme fonctoriel d’ensembles ordonnés O(C(X)) ' Str(X).
Proposition 1.4.1 ([7, prop. 3.14]). On a un foncteur C : Pstsm → Λ◦ Ens tel
que C(X) est le complexe qu’on vient de définir si X est strictement polystable
et pour tout morphisme étale surjectif X ′ → X :
C(X) = Coker(C(X ′ ×X X ′)⇒ C(X ′)).
Ici Coker désigne simplement la limite inductive du diagramme (les caté-
gories Λ◦ Ens et Λ◦ Ens admettent toutes les limites inductives en tant que
catégories de préfaisceaux).
Ce foncteur C s’étend aux filtrations strictement polystables sur K de longueur
l.
Supposons que l’on a construit C pour les fibrations strictement polystables de
longueur l−1 de manière à ce que O(C(X)) = Str(Xl−1). SoitX : Xl → Xl−1 →
· · · → Spec k une fibration strictement polystable, et soit X l−1 : Xl−1 → · · · →
Spec k. Alors pour tout x′ 6 x ∈ Str(Xl−1), on a le lemme suivant :
Lemme 1.4.2 ([7, cor. 6.2]). Il existe un foncteur canonique de cospécialisation
C(Xl,x)→ C(Xl,x′) et si x′′ 6 x′ 6 x, le foncteur C(Xl,x)→ C(Xl,x′′) coïncide
avec la composition C(Xl,x)→ C(Xl,x′)→ C(Xl,x′′).
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Ceci s’étend en un foncteur
D : (Λ/(C(X l−1)))op → Str(Xl−1)op → Λ◦ Ens .
Berkovich définit alors un ensemble polysimplicial (où l’on a posé C = C(X l−1)) :
C(X) = CD = Coker(
∐
N1(Λ/C)
Λ[ny]Dx ⇒
∐
N0(Λ/C)
Λ[nx]Dx).
Cette construction s’étend aux fibrations polystables :
Proposition 1.4.3 ([7, prop 6.9]). Il existe un foncteur C : Psttpsl → Λ◦ Ens
tel que :
(i) pour tout morphisme étale surjectif de fibrations polystables X ′ → X :
C(X) = Coker(C(X ′ ×X X ′)⇒ C(X ′)).
(ii) O(C(X)) ' Str(X).
Si k est algébriquement clos, le complexe polysimplicial d’une fibration po-
lystable est invariant par changement de corps de base :
Proposition 1.4.4 ([7, prop. 6.10]). Si X est une fibration polystable sur k,
alors pour toute extension de corps k → k′, C(Xk′) → C(X) est un isomor-
phisme.
Berkovich associe à une fibration polystable X = (X = Xl → Xl−1 → · · · →
Spf(OK)) un sous-ensemble de la fibre générique Xη de X, le squelette S(X) de
X, qui est canoniquement homéomorphe à |C(Xs)| (voir [7, th. 8.2]), et tel que
Xη se rétracte par déformation forte et propre sur S(X).
En fait, quand X est non dégénéré — par exemple génériquement lisse (nous
utiliserons seulement les résultats de Berkovich à de telles fibrations) — le sque-
lette de X dépend seulement de X d’après [8, prop. 4.3.1.(ii)]. Un schéma formel
X sur OK pour lequel il existe une telle fibration polystable est alors dit pluris-
table, et on notera simplement S(X) son squelette.
Dans ce cas, [8, prop. 4.3.1.(ii)] donne une description de S(X), qui est indépen-
dante de la fibration. Pour x, y ∈ Xη, on pose x  y si pour tout morphisme
étale X′ → X et tout x′ au-dessus de x, il existe y′ au-dessus de y tel que pour
tout f ∈ O(Xη), |f(x′)| ≤ |f(y′)| ( est un ordre sur Xη). Alors S(X) est sim-
plement l’ensemble des points maximaux de Xη pour .
La rétraction à S(X) commute aux morphismes étales :
Théorème 1.4.5 ([7, th. 8.1]). On peut construire, pour toute fibration poly-
stable X = (Xl
fl−1→ · · · f1→ X1 → Spf(OK)), une rétraction par déformation forte
et propre Φl : Xl,η × [0, l] → Xl,η de Xl,η sur le squelette S(X) de X tel que, en
notant xt = Φl(x, t), on ait :
(i) S(X) =
⋃
x∈S(Xl−1) S(Xl,x) (union disjointe d’ensembles), où Xl−1 = (Xl−1 →
· · · → Spf(OK)) ;
(ii) (xt)t′ = xmax(t,t′)
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(iii) Si φ : Y→ X est un morphisme de fibrations dans Pstf e´tl , on a φl,η(yt) =
φl,η(y)t pour tout y ∈ Yl,η.
Décrivons plus précisément la déformation.
Si X = Spf OK{P}/(pi−zi) où P est isomorphe à⊕0≤i≤pNni+1, pi = (1, · · · , 1) ∈
Nni+1 et zi ∈ OK , soit Gm le groupe multiplicatif Spf OK{T, 1T } sur OK , no-
tons pour tout n par G(n)m le noyau de la multiplication Gn+1m → Gm et soit G
le complété formel de l’identité dans
∏
iG
(ni)
m (c’est un groupe formel). Alors G
agit sur X. G = Gη agit alors sur Xη. G a un sous groupe canonique Gt pour
t ∈ [0, 1] défini par les inégalités |Tij − 1| ≤ t où Tij sont les coordonnées dans
G, qui est un quotient de
∏
i Gni+1m . Gt a un point maximal gt.
Alors pour x ∈ X, xt = gt ∗ x définit la déformation forte (où ∗ est la multipli-
cation définie dans [4, § 5.2]).
Si X est étale sur Spf OK{P}/(pi − zi), l’action de G s’étend de façon unique
sur X, et xt encore définit par gt ∗ x. Pour tout X polystable sur OK , on a
ainsi défini la déformation localement sur Xanη pour la topologie quasi-étale, et
Berkovich vérifie qu’elle se descend bien en une déformation de X.
Pour une fibration polystable X → Xl−1 → · · · → Spf OK , on suppose d’abord
X = Spf B → Xl−1 = Spf A avec B = A{P}/(pi − ai) (on appellera un tel mor-
phisme polystable standard), on déforme d’abord sur S(X/Xl−1) fibre par fibre
(les fibres étant strictement polystables). L’image obtenue s’identifie avec S =
{(x, r0, · · · , rp) ∈ Xl−1,η, ri0 · · · rini = |ai(x)|}, on a alors une homotopie Ψ : S×
[0, 1]→ S définie par Ψ(x, r0, · · · , rp, t) = (xt, ψn0(r0, |a0(xt)|), · · · , ψnp(rp, |ap(xt)|)),
où ψn est une déformation forte de [0, 1]n+1 sur (1, · · · , 1) ∈ [0, 1]n+1 définie par
Berkovich (nous utiliserons seulement le fait que ψn(ri, t)λk = ψn(rλi , tλ)k pour
tout λ ∈ R∗+ et tout k ∈ [[0, n]]) , et xt est défini par la déformation forte de
Xl−1,η.
Si X → X′ → Xl−1 est la composée géométriquement élémentaire d’un mor-
phisme étale et d’un morphisme polystable standard, S(X/Xl−1)→ S(X′/Xl−1)
est un isomorphisme, et donc on déforme X′ fibre par fibre sur S(X/Xl−1), puis
on fait la même déformation que pour S(X′/Xl−1). Pour une fibration poly-
stable quelconque X → · · · → OK , on a défini la déformation localement pour
la topologie quasi-étale de Xη, et Berkovich vérifie que l’on peut la descendre
en une déformation de X.
Berkovich deduit de (1.4.5.(ii)) le corollaire suivant :
Corollaire 1.4.6 ([7, cor. 8.5]). Soit K ′ une extension galoisienne finie de K
et soit X une fibration polystable sur OK′ avec une fibre générique Xl,η normale.
Supposons qu’on ait une action d’un groupe fini G sur X au dessus de OK et
un ouvert dense de Zariski U de Xl,η stable par G. Alors il existe une rétraction
par déformation forte de G\U sur un fermé homéomorphe à G\|C(X)|.
Plus précisément, dans ce corollaire, le fermé en question est l’image de S(X)
(qui est G-équivariant et contenu dans U) par U → G\U .
Le théorème 1.4.5 implique aussi que le squelette est fonctoriel dans le cas
pluristable :
Proposition 1.4.7 ([8, prop. 4.3.2.(i)]). Si φ : X → Y est un morphisme
pluristable entre schémas formels pluristables non dégénérés de OK , φη(S(X)) ⊂
S(Y).
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Plus précisément, d’après la construction de S, on a S(Y) =
⋃
x∈S(X) S(Yx).
En vue d’utiliser la description précédente de l’espace de Berkovich d’un
schéma pluristable sur OK pour comprendre la topologie d’un schéma lisse sur
k, nous aurons besoin du résultat de de Jong sur l’existence d’altérations par de
tels schémas pluristables sur OK .
Plus précisément nous utiliserons la conséquence suivante des résultats de de
Jong donnée par Berkovich (comme nous supposerons K algébriquement clos
de caractéristique 0, nous simplifierons l’énoncé de Berkovich) :
Lemme 1.4.8. ([7, lem. 9.2]) Supposons K algébriquement clos de caractéris-
tique nulle, soit X un schéma intègre propre plat et de présentation finie sur
OK , de fibre générique irréductible de dimension l. Alors il existe :
(a) une fibration polystable X ′ = (X ′l → · · · → X ′0 = SpecOK), où tous les mor-
phismes ont des fibres génériques lisses et géométriquement irréductibles ;
(b) une action d’un groupe fini G sur X ′ au-dessus de OK ,
(c) un morphisme dominant G-équivariant φ : X ′l → X au-dessus de OK , dont
la fibre générique est génériquement étale galoisien de groupe G.
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Chapitre 2
Quelques propriétés du
groupe fondamental
tempéré
Dans ce chapitre, nous prouvons pour le groupe fondamental tempéré cer-
tains résultats qui sont classiques pour le groupe fondamental profini. Ainsi
nous montrerons la localité des revêtements tempérés pour la topologie étale
(mais seulement dans le cas des courbes compactes), l’invariance birationnelle
du groupe fondamental tempéré des variétés propres et lisses, l’invariance par
extension isométrique algébriquement close du corps de base, la formule de Kün-
neth et l’isomorphisme entre l’abélianisé du groupe fondamental tempéré d’une
courbe et le groupe fondamental tempéré de sa jacobienne.
2.1 Localité des revêtements tempérés des courbes
Dans ce paragraphe, nous nous intéresserons au caractère local de la pro-
priété d’être un revêtement tempéré. Il découle directement de la définition des
revêtements tempérés qu’un revêtement étale fini est un morphisme de descente
effective pour les revêtements tempérés. En revanche, la définition des revête-
ments tempérés n’est pas locale pour la topologie de Berkovich. Par exemple, le
logarithme induit un revêtement étale de A1Cp qui est tempéré au-dessus de tous
les ouverts précompacts (c’est-à-dire d’adhérence compacte), mais qui n’est pas
lui-même tempéré.
Plus précisément, pour tout entier m ∈ N, l’image inversedu disque ouvert Dm
de centre 0 et de rayon |p|−m+ 1p−1 est une union disjointe∐
ζ∈µp∞
{q ∈ D(1, 1−)| |ζqpm − 1| < 1}
et chaque composante est finie étale sur Dm ([2, ex. III.1.2.6.(i)]). Par contre le
revêtement n’est pas tempéré puisque pitemp1 (A1) est trivial.
Nous verrons ici qu’au-dessus d’un bon espace analytique compact de dimension
1 (par exemple une courbe projective ou une courbe affinoïde), la notion de re-
vêtement tempéré est locale pour la topologie étale de Berkovich. Ainsi dans ce
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cas, les notions de revêtement tempéré et de faisceau localement constant pour
la topologie étale coïncident.
Comme application, nous en déduirons qu’un revêtement tempéré d’une courbe
algébrique qui est scindé au-dessus de tous les sommets du squelette de la courbe
est un revêtement topologique.
Si X est un bon espace analytique de dimension 1 et D est un ensemble
localement fini de points fermé pour la topologie de Zariski, un revêtement
ramifié de (X,D) sera un morphisme Y → X tel que il existe un recouvrement
ouvert (Ui) de X tel que YUi → Ui soit une somme directe de revêtements finis
non ramifiés hors de D ∩ Ui et kummérien au voisinage de tout point de D.
Proposition 2.1.1. Soit X un bon espace analytique compact de dimension
1, soit D un ensemble fini de points fermés pour la topologie de Zariski et soit
X = X\D.
Soit Y → X un revêtement ramifié de (X,D) qui est un G-torseur (c’est-à-dire
Y → X est galoisien mais pas nécessairement connexe) pour un certain groupe
G. Alors Y = Y X → X est tempéré.
Plus généralement, tout revêtement ramifié Y → X de (X,D) tel qu’il existe
Z → X galoisien dominant toute composante connexe de Y est tempéré au-
dessus de X.
Démonstration. Il existe un recouvrement ouvert (Vi)i∈I de X tel que YVi =∐
j Uij où Uij est un revêtement fini de Vi.
Comme X est de dimension 1, quitte à raffiner le recouvrement (Vi), on peut
supposer que Vijk := Vi ∩ Vj ∩ Vk = ∅ pour i, j, k deux à deux distincts ([4, cor.
3.2.8]).
Comme tout bon espace analytique, Vi est localement connexe ([4, cor. 2.2.8]),
et quitte à remplacer Vi par l’ensemble de ses composantes connexes, on peut
supposer de plus les Vi connexes (le nouveau recouvrement vérifie bien encore
la propriété précédente). CommeX est compact, on peut supposer de plus I fini.
Pour i ∈ I, soit Ui0 une composante connexe de YVi : c’est un revêtement
fini galoisien de Vi, et toutes les composantes connexes de YVi sont (non canoni-
quement) isomorphes à Ui0. Soit ni le cardinal des fibres géométriques de Ui0,
et posons n :=
∏
i∈I ni.
Soit Si l’union disjointe de n/ni copies de Ui0. Montrons qu’il existe un revê-
tement S de X dont la restriction à Vi est isomorphe à Si. Pour cela il suffit,
pour tout i 6= j, de construire un Vij-isomorphisme entre Si|Vij et Sj|Vij , où
Vij := Vi ∩ Vj (puisque Vijk est vide, il n’y a pas de conditions de cocycle à
vérifier).
Comme Vij est localement connexe, il suffit de construire un tel isomor-
phisme au-dessus de toute composante connexe de Vij .
Soit Z une telle composante connexe. Les composantes connexes de YZ sont
toutes isomorphes entre elles (non canoniquement). Soit UZ une telle compo-
sante connexe, et soit nZ le cardinal des fibres géométriques de UZ → Z (elles ont
toutes même cardinal). Alors Ui0|Z est union disjointe de composantes connexes
de YZ , et donc est isomorphe à une union disjointe de copies de UZ (plus préci-
sément ni/nZ copies). Donc Si|Z est isomorphe à une union disjointe de n/nZ
copies de UZ . On a le même résultat pour Sj|Z . Il existe donc effectivement un
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isomorphisme entre Si|Z et Sj|Z , ce qui permet de construire S ayant la pro-
priété voulue. Mais YSi,X → Si,X est scindé, donc YSX → SX est un revêtement
topologique.
PourD vide, on obtient que tout revêtement étale galoisien deX est tempéré.
Corollaire 2.1.2. Soit X un bon espace analytique compact de dimension 1.
Alors, la catégorie des revêtements tempérés de X est canoniquement équivalente
à la catégorie des faisceaux localement constants sur le site étale Xe´t.
Démonstration. De manière générale (sans hypothèse sur X), l’objet de X˜e´t
associé à un revêtement tempéré est clairement localement constant pour la
topologie étale (il est trivialisé par un recouvrement ouvert d’un revêtement
fini). D’où un foncteur pleinement fidèle de la catégorie Covtemp(X) vers la
catégorie lcs(Xe´t) des objets localement constants de Xe´t.
En outre, un faisceau localement constant sur Xe´t est représentable par un
revêtement étale grâce à [11, lem. 2.3], ce qui fait de la catégorie des faisceaux
étales localement constants de X une sous-catégorie pleine de la catégorie des
revêtements étales.
Revenons à notre cas. On peut supposer X connexe.
Comme lcs(Xe´t) est engendrée par les objets galoisiens (car le topos étale de X
est localement connexe), tout faisceau localement constant est tempéré d’après 2.1.1.
On en déduit en particulier des résultats de type Van Kampen :
Corollaire 2.1.3. Soit X un bon espace analytique compact de dimension 1.
Soit Ui un recouvrement étale de X. Alors
∐
Ui → X est de descente effective
pour les revêtements tempérés.
Corollaire 2.1.4. Soit X un bon espace analytique compact de dimension 1.
Alors pitemp1 (X) est le complété prodiscret pie´t1 (X)pd de pie´t1 (X).
Démonstration. La catégorie des pie´t1 (X)pd-ensembles est équivalente à la sous-
catégorie pleine de la catégorie des pie´t1 (X)-ensembles dont toute composante
connexe est dominé par un revêtement galoisien. D’après 2.1.1, cette catégorie
est équivalente à celle des unions disjointes de revêtements tempérés.
Si Y est un revêtement tempéré de X, soit H le sous-groupe des éléments
de pitemp1 (X,x) qui agissent trivialement sur Yx. C’est un sous-groupe distingué
de pitemp1 (X,x), ouvert d’après la prodiscrétion de pi
temp
1 (X,x). Le revêtement
tempéré galoisien correspondant Z → X est appelé clôture galoisienne de Y →
X (il ne dépend pas de x à isomorphisme près). Si Y → X est scindé au-dessus
d’un point x de X, Z → X est aussi scindé au-dessus de x.
Corollaire 2.1.5. Soit X une courbe algébrique, Y un revêtement étale de Xan
qui est tempéré au-dessus d’un ouvert de Zariski U de X, alors Y → X est
tempéré.
Démonstration. Soit X une courbe complète contenant X. Soit ZU → U la
clôture galoisienne de YU → U . Alors ZU → U se prolonge en un revêtement
galoisien Z → X ([2, th.2.1.11]). Il est clair que ZX → X est non ramifié. Donc
ZX , et a fortiori Y , est tempéré.
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Proposition 2.1.6. Soit X une courbe algébrique, de compactification X. Soit
V l’ensemble des sommets du squelette de X associé à une réduction semistable.
Si S → X est un revêtement tempéré scindé en tout point v de V (c’est-à-dire Sv
est un pialg1 (H(v))-ensemble trivial), alors S → X est un revêtement topologique.
Démonstration. Quitte à remplacer S par sa clôture galoisienne, on peut sup-
poser S → X galoisien. Soit G son groupe de Galois.
On peut aussi prolonger S en un revêtement ramifié S → X ([2, th.2.1.11]).
Supposons par l’absurde qu’il existe x ∈ X tel que Sx → x soit non trivial (évi-
demment, x /∈ V ).
Soit A la composante connexe de l’ouvert X\V qui contient x. Alors A est ou
bien isomorphe à la boule ouverte B(0, 1) ou bien isomorphe à une couronne
ouverte.
De plus SA → A est ramifié au-dessus d’au plus un point de A (il y a au plus un
point cuspidal de X dans A). Commençons par supposer A ' B(0, 1), et fixons
un isomorphisme (ce qui nous permettra d’identifier A à B(0, 1)).
Soit v ∈ V le point frontière de A. Par définition d’un revêtement ramifié, il
existe un voisinage V de v tel que SV =
∐
i∈I Ui avec Ui un revêtement étale
fini de V d’ordre ni. Comme S est supposé galoisien, on peut supposer que tous
les Ui sont isomorphes, et notons-le simplement U .
Comme U → V est scindé en v, quitte à réduire V , on peut supposer que U → V
est scindé. On peut donc supposer U ' V , c’est-à-dire SV =
∐
i∈I V .
V ∩ A contient une couronne ouverte A(], 1[) pour  < 1 assez grand (quand
on identifie A avec B(0, 1)).
Construisons alors T par recollement de SA et de
∐
I B(∞, ) (où B(∞, ) =
{z ∈ P1| |z| > }) le long des immersions ouvertes :
SA ⊃
∐
I
A(], 1[) ⊂
∐
I
B(∞, ).
On a un morphisme T → P1 dont la restriction à SA est SA → A ' B(0, 1) ⊂
P1 et la restriction à
∐
I B(∞, ) est
∐
I B(∞, )→ B(∞, ) ⊂ P1.
La restriction de T → P1 au-dessus de B(0, 1) est isomorphe à SA → A, et la
restriction à B(∞, ) est un revêtement trivial, donc T → P1 est un revêtement,
ramifié en au plus un point x0.
De plus l’action de G sur SA se prolonge à T , donc T → P1 est un revêtement
galoisien non ramifié P1\{x0}. Grâce à la remarque suivant la proposition 2.1.1,
la restriction de T à P1\{x0} est tempérée. Donc T est nécessairement trivial,
ce qui contredit l’hypothèse faite sur x.
Si A est isomorphe à une couronne ouverte la construction est parfaitement
similaire (on prolonge SA en un revêtement étale galoisien de P1).
Si x ∈ X est un point, l’image de GH(x) = pialg1 (x) = pitemp1 (x) → pitemp1 (X)
est appelé sous-groupe de décomposition de x (il est défini à conjugaison près).
C’est un sous-groupe compact de pitemp1 (X).
Corollaire 2.1.7. Soit X une courbe algébrique munie d’une réduction semi-
stable. Le noyau de pitemp1 (X)→ pitop1 (X) est le sous-groupe distingué de pitemp1 (X)
topologiquement engendré par les sous-groupes de décomposition en les sommets
du squelette de X (pour cette réduction semis-stable).
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Démonstration. Soit H le noyau de pitemp1 (X)→ pitop1 (X). Puisque pitop1 (X) est
discret et sans torsion (car isomorphe au groupe fondamental de son squelette
qui est un graphe), H contient tous les sous-groupes compacts de pitemp1 (X), en
particulier les sous-groupes de décomposition.
Soit S un revêtement tempéré de X, et T le pitemp1 (X)-ensemble correspondant.
L’action de H sur T est triviale
– si et seulement si S est un revêtement topologique,
– si et seulement si S est scindé en tout v ∈ V ,
– si et seulement si l’action de GH(v) sur T est triviale pour tout sommet
v ∈ V ,
– si et seulement si l’action du sous-groupe distingué H ′ engendré par les
GH(v) sur T est triviale,
– si et seulement si l’action de l’adhérence H ′ de H ′ sur T est triviale.
Mais H ′ est aussi l’intersection des sous-groupes ouverts contenant H ′, donc
H ′ = H.
2.2 Invariance birationnelle
Soit K un corps complet non archimédien.
Proposition 2.2.1. Soit f : X → Y un morphisme birationnel entre K-
schémas propres et lisses. Alors
Covtemp(Y )L → Covtemp(X)L
est une équivalence de catégories. En particulier,
pitemp1 (X)L → pitemp1 (Y )L
est un isomorphisme.
Démonstration. On a un diagramme 2-commutatif de foncteurs :
Dtop(Y ) → Dtop(X)
↓ ↓
Covalg(Y )L ' Covalg(X)L
où la flèche du bas est une équivalence d’après [17, cor. X.3.4].
Soit S un revêtement étale fini de Y et T := f∗S son pullback à X (notons g le
morphisme T → S obtenu par changement de base de f).
Soit i : U → X l’immersion d’un ouvert dense, telle que fi soit aussi une
immersion ouverte (U est alors aussi un ouvert dense de Y ). j : V := i∗T → T
est aussi une immersion d’un ouvert dense et gj aussi.
On a un diagramme 2-commutatif :
Covtop(S)
g∗ //
(gj)∗
&&NN
NNN
NNN
NNN
Covtop(T )
j∗

Covtop(V )
où les flèches verticales sont des équivalences d’après la proposition 1.2.3. Donc
Dtop(Y )S → Dtop(X)T est une équivalence de catégories. Dtop(Y ) → Dtop(X)
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est donc une équivalence de catégories fibrées, et en passant aux champs associés,
on en déduit que Dtemp(Y )L → Dtemp(X)L est une équivalence de champs. En
prenant les sections globales, on en déduit le résultat voulu.
Dans le cas où K est algébriquement clos de caractéristique nulle, on peut
également prouver l’invariance birationnelle directement en suivant la preuve
de [17, cor. X.3.4].
En effet, soit f : X → Y une application rationnelle dominante de K-schemas
lisses et propres. f est défini sur un ouvert de Zariski U de X (notons fU le mor-
phisme U → Y et iU l’immersion U → X) dont le complémentaire est de codi-
mension ≥ 2 dans X, on obtient un foncteur de Covtemp(Y L) vers Covtemp(X)L
et, grâce à la proposition 1.2.4 on peut le composer avec un quasi-inverse
Covtemp(U)L → Covtemp(X)L : on obtient un foncteur f∗(U) : Covtemp(Y ) →
Covtemp(X) tel que i∗Uf∗(U) soit isomorphe à f∗U . Si l’on choisit un autre ouvert
de Zariski U ′ de X vérifiant les mêmes propriétés, i∗U∩U ′f∗(U) et i∗U∩U ′f∗(U ′) sont
tous les deux isomorphes à f∗U∩U ′ , et donc f∗(U) et f∗(U ′) sont isomorphes, puisque
X\U ∩U ′ est également de codimension ≥ 2 dans X. On obtient donc un homo-
morphisme extérieur de groupes topologiques f∗ : pitemp1 (X)→ pitemp1 (Y ), qui ne
dépend pas de U . En particulier si f est un morphisme de schémas, on peut choi-
sir U = X et f∗ est l’homomorphisme extérieur usuel pitemp1 (X)→ pitemp1 (Y ).
Soit g : Y → Z une autre application rationnelle dominante entre K-schémas
propres et lisses. Elle est définie sur un ouvert de Zariski V de Y dont le complé-
mentaire est de codimension ≥ 2 dans Y . gf : X → Z est aussi une application
rationnelle dominante de K-schémas propres et lisses. gf est donc définie sur
un ouvert de Zariski W de X dont le complémentaire est de dimension ≥ 2.
Soit U0 = U ∩ f−1U (V ) ∩W (remarquons que X\U0 peut être de codimension
< 2). On a des morphismes U0 → V et V → Z représentant f et g tel que
le morphisme composé (gf)U0 : U0 → Z représente gf . Donc i∗U0f∗(U)g∗(V ) et
i∗U0(gf)
∗
(W ) sont tous les deux isomorphes à (gf)∗U0 . Puisque i
∗
U0
est pleinement
fidèle (prop. 1.2.4), f∗(U)g∗(V ) et (gf)∗(W ) sont isomorphes (et donc g∗f∗ = (gf)∗).
On obtient ainsi un foncteur de la catégorie des K-schémas propres et lisses avec
pour morphismes les applications rationnelles dominantes vers la catégorie des
groupes topologiques avec pour morphismes les morphismes extérieurs. En par-
ticulier, il envoie les isomorphismes (c’est-à-dire les applications birationnelles)
sur des isomorphismes.
2.3 Altérations et groupe fondamental tempéré
Dans cette section, nous allons décrire deux applications des théorèmes
d’existences d’altérations semi-stables de de Jong au groupe fondamental tem-
péré. En effet, Berkovich a déjà montré dans [7, § 9] comment ces altérations
permettent de construire un squelette, homéomorphe à la réalisation géomé-
trique d’un ensemble polysimplicial, sur lequel se rétracte un ouvert de Zariski
de la variété.
Nous allons ici déduire des résultats de Berkovich que le groupe fondamental
tempéré d’une variété algébrique lisse est invariant par changement de base al-
gébriquement clos, et que le groupe fondamental tempéré du produit de deux
variétés lisses (sur un corps de base algébriquement clos) est canoniquement
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isomorphe au produit des groupes fondamentaux tempérés de chacune des va-
riétés.
2.3.1 Invariance de pitemp1 par extension algébriquement close
de corps de base
Soit X une variété algébrique lisse et connexe sur un corps complet non
archimédien algébriquement clos K de caractéristique nulle.
Soit K ′/K une extension isométrique de corps valués complets.
Lemme 2.3.1. Le foncteur Covtop(X) → Covtop(XK′) est une équivalence de
catégories.
Ainsi, si x′ est un point géométrique de XanK′ d’image x dans Xan, alors
pitop1 (XK′ , x′)→ pitop1 (X,x)
est un isomorphisme.
Démonstration. Plongeons X dans un schéma X propre, plat et de présentation
finie sur OK .
Alors, d’après le lemme 1.4.8, il existe une fibration polystable X ′ sur OK gé-
nériquement lisse muni d’une action de groupe G telle que (X ′, G) soit une
altération galoisienne de X.
Soit U un ouvert de Zariski dense de X (et donc dans X) tel que U ′ → U soit
fini (ou U ′ est l’image réciproque de U dans X ′).
Alors Uan se rétracte par déformation forte sur G\S(X ′s), d’après le corol-
laire 1.4.6.
X ′OK′ est aussi une fibration polystable muni d’une action de G et X
′
OK′
est
aussi une altération galoisienne de XK′ , finie sur UK′ .
Ainsi comme dans le cas précédent, UanK′ se rétracte par déformation forte sur
le sous-espace G\S(X ′K′) (et le morphisme naturel UanK′ → Uan envoie S(X ′K′,s)
sur S(X ′s).
Mais C(X ′K′,s) → C(X ′s) est un isomorphisme d’après la proposition 1.4.4. Le
morphisme UanK′ → Uan est donc une équivalence d’homotopie.
On a le diagramme 2-commutatif suivant :
Covtop(UK′) Covtop(U)oo
Covtop(XK′)
OO
Covtop(X)
OO
oo
.
Les flèches verticales sont des équivalences d’après 1.2.3, et nous venons de
montrer que la flèche du haut est une équivalence.
La flèche du bas est donc également une équivalence.
Supposons maintenant K ′ aussi algébriquement clos.
Proposition 2.3.2. Soit x′ un point géométrique de XanK′ d’image x dans Xan,
alors le morphisme pitemp1 (XK′ , x′)→ pitemp1 (X,x) est un isomorphisme.
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Démonstration. Considérons un système projectif cofinal dénombrable de revê-
tements étales finis galoisiens géométriquement pointés ((Xi)i, xi)i∈N de X.
Alors (Xi,K′ , x′i)i∈N, où x′i est un point de Xi,K′ au-dessus de xi, est aussi un
système projectif cofinal de revêtements étales finis galoisiens géométriquement
pointés de XK′ d’après [17, lecture XIII]).
Si X∞i est le revêtement topologique universel de Xi, X∞i,K′ := (X∞i )K′ est le
revêtement topologique universel de Xi,K′ d’après 2.3.1.
Comme Gal(X∞i,K′/XK′) = Gal(X∞i /X), en prenant la limite projective pour
i ∈ N, on obtient le résultat désiré.
2.3.2 Produits et groupe fondamental tempéré
Soient X,Y des variétés algébriques lisses et connexes sur un corps complet
non archimédien algébriquement clos K de caractéristique nulle.
Lemme 2.3.3. Si x et y sont des points géométriques de Xan et Y an respecti-
vement (à valeur dans un même corps Ω), alors
pitop1 (X × Y, (x, y))→ pitop1 (X,x)× pitop1 (Y, y)
est un isomorphisme.
Démonstration. Soit X (resp. Y ) un schéma propre, plat et de présentation
finie sur OK , dans lequel se plonge X (resp. Y ), et soit (X ′, G) → X (resp.
(Y ′, H)→ Y ) une altération galoisienne où X ′ → OK (resp. Y ′ → OK) est une
fibration polystable sur laquelle agit G (resp. H).
Soit aussi U ⊂ X (resp. V ⊂ Y ) une immersion d’un ouvert de Zariski dense tel
que U ′ → U (resp. V ′ → V ) soit fini.
Le fait que pitop1 (X × Y, (x, y)) → pitop1 (X,x) × pitop1 (Y, y) soit un isomorphisme
ne dépend pas de x et de y, on peut donc supposer x ∈ U et y ∈ V .
Alors, comme dans la preuve du lemme 2.3.1, Uan (resp. V an) se rétracte par
déformation forte sur G\S(X ′s) (resp. H\S(Y ′s )).
On obtient le même résultat pour X × Y :
X ′ × Y ′ → X × Y est une altération galoisienne de groupe G×H, et U × V se
rétracte par déformation forte sur (G×H)\S(X × Y ).
Mais les morphismes pluristables X×Y → X et X×Y → Y envoient S(X×Y )
sur S(X) et S(X) respectivement. D’où une application continue f : S(X×Y )→
S(X)× S(Y ) (compatible avec l’action de G×H). Mais comme
S(X × Y ) =
⋃
x∈S(X)
S((X × Y )x) =
⋃
x∈S(X)
S(Yj ⊗H(x))
et puisque S(Y ⊗ H(x)) → S(Y ) est un homéomorphisme d’après la proposi-
tion 1.4.4, f est bijectif, et un homéomorphisme puisque S(X×Y ) est compact.
Ainsi (G×H)\S(X × Y )→ G\S(X)×H\S(Y ) est un homéomorphisme.
Donc (U × V )an → Uan × V an est une équivalence d’homotopie (le produit à
droite étant le produit usuel d’espaces topologiques), et pitop1 (U × V, (x, y)) →
pitop1 (U, x)× pitop1 (V, y) est un isomorphisme.
En appliquant la proposition 1.2.3 à U ⊂ X, V ⊂ Y et U × V ⊂ X × Y , on
obtient que
pitop1 (X × Y, (x, y))→ pitop1 (X,x)× pitop1 (Y, y)
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est un isomorphisme.
Proposition 2.3.4. Si x et y sont des points géométriques de X et Y , alors
pitemp1 (X × Y, (x, y))→ pitemp1 (X,x)× pitemp1 (Y, y)
est un isomorphisme.
Démonstration. Soient (Xi, xi)i et (Yj , yj)j des systèmes projectifs dénombrables
cofinaux de revêtements étales finis galoisiens connexes géométriquement poin-
tés de X et Y . Alors (Xi × Yj , (xi, yj))(i,j) est un système projectif cofinal de
revêtementétales finis galoisiens connexes géométriquement pointés de X × Y
d’après [17, lecture XIII].
D’après le lemme 2.3.3, (Xi × Yj)∞ = X∞i × Y∞j et
Gal((Xi × Yj)∞/(X × Y )) = Gal(X∞i /X)×Gal(Y∞j /Y ).
Ainsi, en prenant la limite projective pour (i, j) ∈ N2 des isomorphismes précé-
dents, on obtient le résultat voulu.
2.4 Groupe fondamental tempéré abélianisé
Dans ce paragraphe, nous nous intéressons à l’abélianisé du groupe fonda-
mental tempéré d’une courbe sur un corps non archimédien algébriquement clos
de caractéristique nulle. Nous montrerons qu’il est isomorphe au groupe fonda-
mental tempéré de la jacobienne de la courbe (l’isomorphisme étant induit par
le morphisme de la courbe dans sa jacobienne).
Nous commencerons par décrire le groupe fondamental tempéré d’une variété
abélienne en termes de l’uniformisation de cette variété abélienne.
Dans un second temps, nous nous restreindrons aux groupes (p′)-tempérés. La
description du groupe (p′)-tempéré d’une courbe en terme d’un graphe de groupe
d’une réduction semistable nous donne tout de suite une description de son abé-
lianisé. On en déduira une variante (p′) du résultat de comparaison voulu.
Enfin, nous montrerons directement que le morphisme du groupe fondamental
tempéré abélianisé de la courbe vers celui de sa jacobienne est un isomorphisme
(nous utiliserons l’invariance birationnelle et la formule de Künneth).
2.4.1 Groupe fondamental tempéré d’une variété abélienne
Soit K un corps valué non archimédien complet algébriquement clos de ca-
ractéristique 0.
Soit A une variété abélienne sur K, de dimension g. Décrivons son groupe fon-
damental tempéré.
D’après [14], il existe un groupe algébrique commutatif G (plus précisément
une variété semi-abélienne) et un morphisme analytique surjectif u : Gan → Aan
qui est le revêtement topologique universel de A et keru est un sous-groupe
discret Λ, libre de rang d.
On sait de plus que (A(n) → A)n∈N (N est ordonné par la divisibilité), où A(n)
est une copie de A et où A(n) → A est la multiplication par n, est une famille
cofinale de revêtements finis galoisiens pointés de A (d’après par exemple [17,
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exposé XI]).
Soit G(n) le revêtement universel de A(n) (qui est isomorphe à G puisque A(n)
est isomorphe à A) : on a
pitemp1 (A) = lim←−
n
Gal(G(n)/A).
pitop1 (A(n)) = pi
top
1 (A) = Λ ' Zd est résiduellement fini pour tout n. Gal(G(n)/A)
a un sous-groupe d’indice fini qui est résiduellement fini donc est résiduelle-
ment fini. pitemp1 (A) est donc résiduellement fini en tant que limite projective de
groupes résiduellement finis. Ainsi pitemp1 (A) s’injecte dans son complété profini
,pialg1 (A), qui est abélien, donc pi
temp
1 (A) est lui-même abélien.
Si n|m, on a le diagramme commutatif suivant :
G(m)

// G(n)

// G

A(m) // A(n) // A
,
où la flèche G(m) → G(n) n’est autre que la multiplication par m/n (c’est un
revêtement étale fini).
D’où un diagramme commutatif de suites exactes :
0 // Gal(G(m)/G)

// Gal(G(m)/A)

// Gal(G/A) = Λ // 0
0 // Gal(G(n)/G) // Gal(G(n)/A) // Gal(G/A) = Λ // 0
.
En passant à la limite projective, on obtient la suite exacte suivante (l’exac-
titude à droite résulte de la finitude des Gal(G(n)/G)) :
0 // lim←−Gal(G
(n)/G) // pitemp1 (A) // Λ // 0 , (2.1)
avec pitemp1 (A) abélien. C’est donc en fait une suite exacte de groupes abéliens.
Or Λ est un groupe abélien libre donc la suite exacte est scindée, d’où un iso-
morphisme non canonique :
pitemp1 (A) ' Λ× lim←−Gal(G
(n)/G).
Notons T (G) = lim←−Gal(G
(n)/G). C’est un groupe abélien profini, donc il se
décompose canoniquement comme produit de ses pro-l-Sylows Tl(G).
En prenant le complété pro-l de l’isomorphisme ci-dessus, on obtient :
Z2gl ' Zdl × Tl(G),
d’où Tl(G) ' Z2g−dl . En résumé, on obtient donc un isomorphisme non cano-
nique :
pitemp1 (A) ' Zd × Ẑ2g−d.
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Remarque. On a une description analogue pour le groupe fondamental L-tempéré
(qui d’ailleurs peut être reconstruit, comme pour les courbes, à partir du groupe
fondamental tempéré puisque le groupe fondamental topologique de tout revê-
tement étale fini de A est sans torsion).
Soit K0 un sous-corps complet de K à valuation discrète. Soit AK0 une va-
riété abélienne sur K0 telle que A = AK0 ×K0 K et supposons également AK0 à
réduction semistable. Alors Tl(G) est appelé la partie fixe de Tl(A) = pialg1 (A) et
est notée Tl(A)f dans [18, exposé IX] (cf. [18, §IX.7] ; si AK0 n’est plus supposée
à réduction semistable, Tl(G) est la partie essentiellement fixe Tl(A)ef ). Cette
partie fixe s’interprète aussi comme les éléments fixes par l’action de l’inertie
sur Tl(A).
Remarquons qu’on peut reconstruire Tl(A)ef à partir de pitemp1 (A)l puisque c’est
son unique sous-groupe compact maximal. On peut également caractériser la
partie essentiellement torique Tl(A)et en termes de groupes fondamentaux tem-
pérés et de l’accouplement de dualité puisque c’est l’orthogonal de la partie
essentiellement fixe du module de Tate de la variété duale.
2.4.2 Abélianisation du groupe fondamental (p′)-tempéré
d’une courbe
Soit p la caractéristique résiduelle de K.
Soit K un corps complet à valuation discrète, de complété de clôture algébrique
K. Soit C une courbe lisse projective géométriquement connexe sur K de genre
g, et soit Cs¯ une réduction semi-stable de CK¯ de nombre de cycles h. On note
G le graphe de pro-(p′)-groupes associé (1.2.2). On a alors un isomorphisme :
pitemp1 (CK¯)(p
′) ' pitemp1 (G).
Si G est un groupe topologique prodiscret ayant une base dénombrable de voisi-
nage de 1, on note Gab le groupe topologique G/D(G) (où D(G) est l’adhérence
du sous-groupe dérivé de G), c’est aussi un groupe prodiscret, et G→ Gab iden-
tifie Gab − Ens à une sous-catégorie pleine de G− Ens.
Soit G˚ le graphe de groupes obtenus en remplaçant les composantes Gx de
G par les groupes discrets sous-jacents G˚x. Soit pie´t1 (G˚) son groupe fondamental.
Btemp(G) est une sous-catégorie pleine de B(G˚), et pitemp1 (G)ab -Ens est une sous-
catégorie pleine de pie´t1 (G˚)ab -Ens.
Alors, si T est un sous-arbre maximal de G, on dispose d’une présentation de
pie´t1 (G˚) de la forme suivante (voir par exemple [38, 2.2.3]) :
(∗e/∈T Ze ∗∗v G˚v)/H,
où H est le sous-groupe normal engendré par :
– b1∗(a)b2∗(a−1) pour toute arête e de T (il y en a h), de branches b1 et b2,
et pour tout a ∈ Ge,
– b1∗(a)eb2∗(a−1)e−1 pour chaque arête e /∈ T, de branches b1 et b2, et pour
tout a ∈ Ge (on a choisit pour chacune de ces arêtes une orientation
arbitraire).
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On obtient, en envoyant les G˚v sur l’élément neutre un quotient discret∗e/∈T Ze
qui correspond au revêtement topologique universel de G (c’est-à-dire pitop1 (G) =∗e/∈T Ze).
En abélianisant cette présentation, on en déduit que
pie´t1 (G˚)ab =
∏
e/∈T
Ze× (
∏
v
G˚abv /H),
oùH est le sous-groupe engendré par les b1∗(a)b2∗(a−1) et
∏
e/∈T Ze = pi
top
1 (G)ab.
Comme Gv agit continûment sur les revêtements tempérés abéliens, le mor-
phisme
G˚v → pitemp1 (G)ab
se factorise par
Gv → pitemp1 (G)ab,
et donc ∏
e/∈T
Ze× (
∏
v
G˚abv /H)→ pitemp1 (G)ab
se factorise par ∏
e/∈T
Ze× (
∏
v
Gabv /H)→ pitemp1 (G)ab.
En notant G0 =
∏
v G
ab
v /H ' (Z(p
′))2g−h (où Z(p′) =
∏
q 6=p Zq), on a donc un
morphisme d’image dense (qui correspond à un foncteur pleinement fidèle sur
les catégories classifiantes correspondantes)
G1 := G0 × Zh → pitemp1 (G)ab,
(et le quotient G1 → Zh identifie Zh à pitop1 (G)ab).
Plus canoniquement, on a une suite exacte scindée de groupes abéliens topolo-
giques :
0→ G0 → G1 → pitop1 (G)ab → 0. (2.2)
Soit S un G1-ensemble connexe (qui correspond à un revêtement de G˚) ;
comme chaque composante Gv agit continûment sur S, il correspond en fait à
un revêtement de G ), correspondant à un sous-groupe ouvert U de G1.
Soit U0 = U ∩G0, c’est un sous-groupe ouvert de G0, mais aussi de G1. Il cor-
respond donc à un G-ensemble connexe S0 qui domine S car U ⊂ U0.
Soit U1 = U0 × Zh ⊂ G1, c’est un sous-groupe ouvert d’indice fini de G1, cor-
respondant donc à un G1-ensemble S1 fini connexe. L’inclusion U0 ⊂ U1 induit
un morphisme S0 → S1, qui est scindé en toute composante Gv : S0 → S1 est
donc un revêtement topologique, donc S est un revêtement tempéré.
Tout revêtement étale abélien de G est donc aussi tempéré (et il est même
dominé par un revêtement abélien qui est topologique sur un revêtement fini),
d’où un isomorphisme :
pitemp1 (CK¯)(p
′)ab = pitemp1 (G)ab ' (Z(p
′))2g−h × Zh.
Remarque. On aurait aussi pu utiliser directement [2, Th. III.2.1.9] pour montrer
que tout G1-ensemble connexe est tempéré, car tout quotient discret de G1 est
virtuellement sans torsion.
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2.4.3 Jacobienne et pitemp1
(p′),ab d’une courbe
Soit K un corps de caractéristique 0 complet pour une valuation discrète,
soit K¯ le complété de sa clôture algébrique. Soit p la caractéristique résiduelle.
Soit C une courbe projective lisse géométriquement connexe sur K, et soit A la
jacobienne de CK¯ .
Si x est un point fermé de CK¯ , on a un morphisme canonique CK¯ → A qui
envoie x sur l’élément neutre de A. Il induit un morphisme pitemp1 (CK¯)(p
′),ab →
pitemp1 (A)(p
′), qui ne dépend pas de x.
Proposition 2.4.1. Le morphisme pitemp1 (CK¯)(p
′),ab → pitemp1 (A)(p
′) est un iso-
morphisme.
Démonstration. Les deux suites exactes (2.1) et (2.2) fournissent un diagramme
commutatif (où l’on a conservé les notations précédentes) :
0 // G0 //
a

pitemp1 (CK¯)(p
′),ab //
b

pitop1 (CK¯) //
c

0
0 // T(p′)(G) // pitemp1 (A)(p
′) // pitop1 (A) // 0
,
où b et c se déduisent de la fonctorialité du pitemp1
(p′) et du pitop1 , et a s’obtient
par passage au noyau.
En passant au complété pro-(p′), on obtient le diagramme suivant (T(p′)(G) et
G0 sont déjà pro-(p′)) :
0 // G0 //
a

pialg1 (CK¯)(p
′),ab //
b′

pitop1 (CK¯)ab(p′) //
c′

0
0 // T(p′)(G) // pialg1 (A)(p
′) // pitop1 (A)(p′) // 0
,
où, si Π est un groupe topologique, Π(p′) désigne ici le complété pro-(p′).
Rappelons que b′ est un isomorphisme d’après la théorie de Kummer.
Montrons que c′ est injectif.
Soit y¯ ∈ Ker c′, et y un antécédent de y¯ dans pialg1 (CK¯)(p
′),ab. Alors G0 et < y >
sont en somme directe dans pialg1 (CK¯)(p
′),ab. Si l est un nombre premier tel que
yl soit non nul, (G0⊕ < y >)l est un Zl-module de rang 2g−h+1, et son image
par l’isomorphisme b′ est incluse dans Tl(G) qui est de rang 2g−h sur Zl. D’où
une contradiction, et c′ est bien injectif.
On a le diagramme commutatif :
pitop1 (CK¯)ab
  //
c

pitop1 (CK¯)ab(p′) _
c′

pitop1 (A)
  // pitop1 (A)(p′),
d’où on déduit immédiatement l’injectivité de c.
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Si c n’est pas surjectif, son image Im c dans pitop1 (A) est un sous-groupe strict
de pitop1 (A) ' Zh et est alors inclus dans un sous-groupe strict d’indice fini. On
en déduit que le complété profini cˆ de c n’est pas non plus surjectif.
Or on a le diagramme commutatif :
pialg1 (CK¯)ab // ̂pitop1 (CK¯)ab
cˆ

pialg1 (A) // // ̂pitop1 (A)
,
qui montre la surjectivité de cˆ. Donc c est bien surjectif.
c est donc bijectif (et donc un isomorphisme puisque les groupes de départ et
d’arrivée sont discrets).
Le morphisme c′ est donc aussi un isomorphisme et b′ aussi, donc a =
Ker(b′ → c′) est un isomorphisme. Comme a et c sont des isomorphismes, b
est également un isomorphisme.
2.4.4 Jacobienne et pitemp1
ab d’une courbe
Soit K, C et A comme au paragraphe précédent.
Soit x0 est un point fermé de CK . Il induit un morphisme de CK vers sa
jacobienne A
Théorème 2.4.2. Le morphisme pitemp1 (CK¯ , x0)ab → pitemp1 (A, 0) est un iso-
morphisme.
Démonstration. On a un morphisme Cg
K¯
→ A qui à (x1, . . . , xg) associe le divi-
seur de CK¯ [x1] + · · ·+ [xg]− g[x0]. Ce morphisme est invariant par l’action de
Sg sur CgK¯ et se factorise donc en un morphisme C
(g)
K¯
:= Cg
K¯
/Sg → A. Rappe-
lons que ce morphisme est birationnel et que C(g)
K¯
est lisse sur K¯ (voir [29, Th.
5.1.(a), prop. 3.2]).
On a donc une suite de morphismes :
CK¯ → CgK¯ → C
(g)
K¯
→ A,
où le morphisme de gauche envoie x sur (x, x0, . . . , x0) et où la composée est le
morphisme qui envoie x sur [x]− [x0], comme à la section précédente.
C
(g)
K¯
→ A est un morphisme birationnel entre K¯-variétés lisses et propres,
donc d’après 2.2.1, pitemp1 (C
(g)
K¯
, (x0, . . . , x0))→ pitemp1 (A, 0) est un isomorphisme.
On en déduit en particulier que pitemp1 (C
(g)
K¯
, (x0, . . . , x0)) est abélien et résiduel-
lement fini.
Donc pitemp1 (CK¯ , x0)→ pitemp1 (C(g)K¯ , (x0, . . . , x0)) se factorise à travers φ : pi
temp
1 (CK¯ , x0)ab →
pitemp1 (C
(g)
K¯
, (x0, . . . , x0)).
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Comme pitemp1 (CK¯ , x0)ab est une limite projective de groupes abéliens de
type fini donc résiduellement finis, il est lui-même résiduellement fini.
Le diagramme commutatif suivant :
pitemp1 (CK¯ , x0)ab
φ //

pitemp1 (C
(g)
K¯
, (x0, . . . , x0))

pialg1 (CK¯ , x0)ab
' // pialg1 (C
(g)
K¯
, (x0, . . . , x0))
,
dont les flèches verticales sont injectives, puisque pitemp1 (CK¯ , x0) et pi
temp
1 (C
(g)
K¯
, (x0, . . . , x0))
sont résiduellement finis, montre que φ est injectif.
On peut munir également C(g)
K¯
d’une structure d’orbifold en tant que Cg
K¯
/Sg
(voir [2, § III.4.4.1]), et définir un groupe fondamental tempéré d’orbifold cor-
respondant (voir [2, § III.4.5]).
On a le diagramme dont la ligne est exacte (voir [2, prop. III.4.5.8] pour la ligne
supérieure) :
1 // pitemp1 (C
g
K¯
, (x0, . . . , x0)) i //
α
$$J
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
J
piorb1 (C
(g)
K¯
, (x0, . . . , x0)) //
pi1

Sg // 1
piorb1 (C
(g)
K¯
, (x0, . . . , x0))ab
pi2

pitemp1 (C
(g)
K¯
, (x0, . . . , x0))
Les morphismes i, pi1 et pi2 sont ouverts, donc α = pi2pi1i est ouvert.
Or α est d’image dense car αˆ est surjectif (puisque pialg1 (CK¯)→ pialg1 (C(g)K¯ ), qui
se factorise par αˆ l’est) et pitemp1 (C
(g)
K¯
, (x0, . . . , x0)) est résiduellement fini, donc
α est également surjectif.
Considérons maintenant δ : pitemp1 (CK¯ , x0) → pitemp1 (CgK¯ , (x0, . . . , x0)). En
identifiant pitemp1 (C
g
K¯
, (x0, . . . , x0)) à pitemp1 (CK¯ , (x0, . . . , x0))g, δ peut être iden-
tifié à pitemp1 (CK¯ , x0)→ pitemp1 (CK¯ , x0)g : g 7→ (g, 1, . . . , 1).
Ainsi pitemp1 (C
g
K¯
, (x0, . . . , x0)) est engendré par les images de σ◦δ quand σ décrit
Sg, et comme α est invariant par σ, α ◦ δ est surjectif donc pitemp1 (CK¯ , x0)ab →
pitemp1 (C
(g)
K¯
, (x0, . . . , x0)) aussi et c’est donc un isomorphisme.
De même si U est un sous-groupe ouvert de pitemp1 (CK¯ , x0),le groupe engen-
dré par les σ(δ(U)) est un groupe ouvert de pitemp1 (C
g
K¯
, (x0, . . . , x0)), donc,
comme α est ouvert et Sg-invariant, α ◦ δ est ouvert, donc pitemp1 (CK¯ , x0)ab →
pitemp1 (C
(g)
K¯
, (x0, . . . , x0)) est aussi ouvert donc un isomorphisme.
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Chapitre 3
Métrique du graphe de la
réduction stable d’une
courbe de Mumford
Le but principal de ce chapitre est de prouver que le graphe métrisé associé
au modèle stable d’une courbe de Mumford (ou, de manière équivalente, du
graphe sous-jacent au squelette de l’espace de Berkovich de la courbe, cf. 1.4)
ne dépend que du groupe fondamental tempéré de la courbe.
Nous considérerons seulement le cas de caractéristique mixte (dans le cas d’égale
caractéristique nulle, c’est certainement faux puisque le groupe fondamental
tempéré dépend uniquement du graphe de groupe associé à la courbe selon [33,
ex. 3.10]).
Définition 3.0.1. Une métrique sur un graphe G est une fonction
d : {arêtes de G} → R>0.
Pour toute arête e, d(e) est appelé la longueur de e pour la métrique d.
Un graphe muni d’une métrique est appelé un graphe métrique.
Soit X = X\D une courbe sur un corps complet non archimédien algébri-
quement clos K, munie d’un modèle semistable (X ,D) (cf. 1.2.2). Soit e une
arête du graphe de la réduction semistable (c’est-à-dire un point double de Xs).
Alors, localement pour la topologie étale en ce point double, X est étale sur
OK [X0, X1]/(X0X1 − a), avec a ∈ OK . D’après [39, cor. 2.2.18], |a| ne dépend
d’aucun choix. Nous noterons alors
d(e) = − logp(|a|),
ce qui définit une métrique naturelle sur le graphe de cette réduction semistable
de X.
Par exemple, si X est le modèle stable de P1\{0, 1,∞, λ} avec |λ| < 1, alors le
graphe de X a une unique arête de longueur − logp(|λ|).
Nous savons déjà, grâce à [33, ex. 3.10], que l’on peut reconstruire le graphe
de la réduction stable de la courbe à partir du groupe fondamental tempéré. On
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peut déduire de l’étude de Mochizuki que l’on peut déterminer, pour tout sous-
groupe ouvert d’indice fini du groupe fondamental tempéré et pour tout sommet
du graphe de la réduction stable de la courbe, si le revêtement correspondant
de la courbe est totalement décomposé en ce sommet (un revêtement X ′ → X
de variétés est dit totalement décomposé en un point x ∈ X si H(x) → H(x′)
est un isomorphisme pour tout x′ ∈ X ′ au-dessus de x ; un revêtement X ′ → X
d’ordre n est décomposé en x si et seulement si la fibre de x a pour cardinal n,
ce qui revient aussi à dire que localement au voisinage de x, X ′ → X est un
revêtement topologique ([2, III.1.2.1])).
Ceci suggère de regarder quels revêtements étales finis de notre courbe de Mum-
ford sont décomposés en un sommet (ou un ensemble de sommets). En étudiant
des revêtements étales finis assez simples, on se convainc que la métrique du
graphe doit jouer un rôle dans le groupe fondamental tempéré.
Commençons par un cas élémentaire mais qui illustre le rôle que peut avoir la
distance dans le fait qu’un revêtement soit décomposé en un point.
Lemme 3.0.3. Le revêtement Gm
z 7→zph→ Gm est totalement décomposé au
dessus du point de Berkovich b(1, r) (correspondant à la boule ouverte B(1, r)
de centre 1 et de rayon r avec r < 1) si et seulement si r < p−h−
1
p−1 .
Plus précisément, l’image réciproque de b(1, r) a pi éléments :
– avec i = 0 quand r ∈]p− pp−1 , 1] ;
– quand r ∈]p−i− pp−1 , p−i− 1p−1 ] et 1 ≤ i ≤ h− 1 ;
– avec i = h quand r ∈ [0, p−h− 1p−1 ].
Démonstration. Nous Posons g : z 7→ zp, et calculons g(b(z1, r)) avec |z1| = 1
et r < 1. Posons g1 : z 7→ (z + z1)p − zp1 =
∑p
i=1 aiz
i avec |ap| = 1 et |ai| = p−1
si 1 ≤ i ≤ p− 1.
Si f ∈ Cp[X],
|f |g(b(z1,r)) = |f ◦ g|b(z1,r) = sup
x∈B(z1,r)K′
|f ◦ g(x)| = sup
y∈g(B(z1,r)K′ )
|f(y)|,
où K ′ est une extension isométrique algébriquement close sphériquement com-
plète de Cp.
Or g(B(z1, r)K′) = B(zp1 , r′)K′ avec
r′ = sup
|z|<r
|g1(z)| = max |ai|ri = max{rp, rp−1} =
{
rp−1 if r ≤ p− 1p−1
rp if r ≥ p− 1p−1
Donc
|f |g(b(z1,r)) = sup
y∈B(zp1 ,r′)K′
|f(y)| = |f |b(zp1 ,r′)
et donc g(b(z1, r)) = b(zp1 , r′).
De plus, soit z0 de norme 1, soit z1/p0 une racine pe de z0 et soit r′ < 1. Posons
r =
{
pr′ si r′ ≤ p− pp−1
r′1/p si r′ ≥ p− pp−1
Alors b(z1/p0 , r) ∈ g−1(b(z0, r′)). Les autres éléments de g−1(b(z0, r′)) sont les
conjugués par l’action du groupe de Galois µp du revêtement g : z 7→ zp. Or, si
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ζ ∈ µp, alors ζb(z1/p0 , r) = b(ζz1/p0 , r). Donc
g−1(B(z0, r′)) =
{
{B(ζz1/p0 , pr′)}ζ∈µp si r′ ≤ p−
p
p−1
{B(ζz1/p0 , r′1/p)}ζ∈µp si r′ ≥ p−
p
p−1
On obtient que g−1(B(z0, r′)) a un unique élément si r′ ≥ p−
p
p−1 et p éléments
sinon (car |ζ − ζ ′| = p− 1p−1 si ζ 6= ζ ′ ∈ µp). On obtient donc le résultat voulu
quand h = 1.
Dans le cas général, on raisonne par récurrence sur h en décomposant z 7→ zph
en z 7→ zph−1 7→ zph .
Grâce à ce résultat, nous pourrons étudier le cas d’une droite projective pri-
vée de quelques points et, par découpage et recollage de ce type de revêtements,
le cas d’une courbe elliptique épointée.
Dans le cas plus général d’une courbe de MumfordX (théorème 3.4.6), nous étu-
dierons aussi la structure des Z/phZ-torseurs. La théorie des fonctions thêta telle
qu’on peut la trouver dans [42] et [41] nous dit que le pullback d’un tel torseur
au revêtement topologique universel Ω est en fait le pullback de Gm
z 7→zph→ Gm
le long d’une fonction thêta Ω → Gm, qui à son tour correspond à un cou-
rant sur l’arbre T(Ω) de Ω (proposition 3.4.1). Ainsi, nous commencerons notre
étude en prouvant que si deux courants coïncident sur une partie "assez grosse"
de T(Ω), le quotient des deux fonctions inversibles associées varie assez peu
sur une partie légèrement plus petite de T(Ω) et donc les deux Z/phZ-torseurs
seront décomposés en les mêmes points de cette partie de T(Ω). Ainsi, nous
considérerons des courants qui, sur une "assez grosse" partie de Ω, coïncident
avec le courant correspondant à une homographie inversible sur Ω et qui est
équivariant pour un sous-groupe d’indice fini de Gal(Ω/X). Nous considérerons
ensuite le Z/phZ-torseur sur un certain revêtement topologique fini de X qui
se comporte comme Gm
z 7→zph→ Gm sur une certaine partie de T(Ω) (d’après
corollaire 3.4.4). Nous en déduirons que la longueur de tout cycle de tout revê-
tement topologique du graphe du modèle stable de X peut-être retrouvé à partir
du groupe fondamental tempéré. Un dernier argument combinatoire donnera le
résultat souhaité.
3.1 Préliminaires
Soient K un corps valué complet non archimédien de caractéristique 0, OK
son anneau des entiers, k son corps résiduel, supposé de caractéristique p > 0,
et soit K le complété d’une clôture algébrique de K (d’anneau des entiers OK).
On fixe un système compatible de racines de 1 dans K, ce qui nous permet
d’identifier µn et Z/nZ. Nous parlerons donc de Z/nZ-torseurs sur une courbe
sur K quand il serait plus naturel de parler de µn-torseurs.
Soient X1,K , X2,K deux courbes hyperboliques de type (g, n) sur K. Pour
i = 1, 2, nous noterons Πi := pitemp1 (Xi,K). Soit φ un isomorphisme Π1 ' Π2.
Soit H1 un sous-groupe ouvert d’indice fini de pitemp1 (X1,K) et soit H2 := φ(H1).
Soit Yi,K → Xi,K le revêtement étale fini connexe de Xi,K correspondant à
Hi.
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Soient Xi et Yi les modèles stables de Xi,K and Yi,K , et soit ψi : Yi → Xi
l’unique morphisme étendant Yi,K → Xi,K . On notera Xi,s lafibre spéciale de
Xi et Xi,η la fibre générique de Xi (c’est-à-dire Xi,K).
D’après 1.2.5, φ induit un isomorphisme Gc1 ' Gc2 entre les semigraphes d’ana-
bélioïdes de X1 et X2. De même, H1 ' H2 induit un isomorphisme Hc1 → Hc2
entre les semigraphes d’anabélioïdes de Y1 et Y2.
Un point cuspidal d’une courbe hyperbolique de type (g, n) est un des n points
du complété de la courbe qui n’est pas dans la courbe elle-même.
Nous nous intéressons à savoir quelles données peuvent être récupérées sur la
préimage des sommets du squelette et des points cuspidaux de Xi,K à partir de
φ : pitemp1 (Yi,K)→ pitemp1 (Xi,K).
Lemme 3.1.1. Soit x1 un point cuspidal de X1,s, et x2 le point cuspidal de
X2,s correspondant à x1 par l’isomorphisme de semigraphes Gc1 ' Gc2. Soit x′i
le point cuspidal correspondant de Xi,η. Alors ψ−11,η(x′1) et ψ−12,η(x′2) ont le même
nombre d’éléments.
Démonstration. Soit yi un point cuspidal de Yi,s (correspondant à un point
cuspidal y′i de Yi,η) et soit zi son image dans Xi,s (correspondant à un point
cuspidal z′i de Xi,η).
Supposons que y1 et y2 se correspondent l’un l’autre par l’isomorphisme Gc1 '
Gc2.
Soit Ii ⊂ H(p
′)
i un sous-groupe d’inertie de yi. L’image de Ii dans Π
(p′)
i est un
sous-groupe ouvert (et donc non trivial) d’un groupe d’inertie de zi. Comme
l’intersection de deux groupes d’inertie différents est réduite à {1}, l’image de Ii
n’est contenu dans aucun autre groupe d’inertie de Xi,s, donc zi est caractérisé
par le morphisme Hi → Πi comme étant l’unique point cuspidal de Xi,s tel que
les groupes d’inerties de yi s’envoient par Hi → Πi sur les groupes d’inerties de
zi. Or Π1 → Π2 (resp. H1 ' H2) envoie les groupes d’inertie d’un point cuspidal
de X1,s (resp. Y1,s) sur les groupes d’inerties du point cuspidal correspondant de
X2,s (resp. Y2,s). Ainsi z2 est le point cuspidal correspondant à z1 par H1 → H2.
Ainsi le diagramme suivant commute :
Cusp(Y1,s) ' Cusp(Y2,s)
↓ ↓
Cusp(X1,s) ' Cusp(X2,s)
,
ce qui donne le résultat voulu.
En particulier, le morphisme Y1,η → X1,η est ramifié en x′1 si et seulement
si Y2,η → X2,η est ramifié en x′2.
Lemme 3.1.2. Soit X˜i,η un ouvert de Xi,η contenant Xi,η. Supposons que les
points cuspidaux de X˜1,η correspondent aux points cuspidaux de X˜2,η par la
bijection Cusp(X1,η) ' Cusp(X2,η) induite par φ.
Alors φ induit un isomorphisme pitemp1 (X˜1,η)→ pitemp1 (X˜2,η).
Démonstration. Soit S∞i le revêtement topologique universel d’un revêtement
galoisien connexe Si de Xi,η. Alors le quotient discret correspondant de Πi
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est une extension Gi d’un groupe libre par un quotient fini G1,i de Πi, qui
correspond au revêtement Si de Xi,η.
En outre, si G′i est un quotient discret de Πi (correspondant à un revêtement
tempéré de S′′i ) c’est une extension G′i d’un groupe libre par un quotient fini
G′1,i (qui correspond à un revêtement fini S′i), alors S′′i → S′i est un revêtement
topologique ([2, th. III.2.1.9.a]).
Alors, d’après la proposition 1.2.2, pitemp1 (X˜i,η) = lim←−j Πi/Hi,j , où (Πi/Hi,j)j
sont les quotients discrets de pitemp1 (Xi,η) qui sont des extensions d’un groupe
libre par un quotient fini de pitemp1 (Xi,η) correspondant à un revêtement fini qui
est non ramifié au-dessus de X˜i,η. D’après le lemme 3.1.1, la famille (H2,j)j est
juste la famille (φ(H1,j))j). Cela donne l’isomorphisme voulu.
Lemme 3.1.3. Soit x1 le point générique d’une composante irréductible de X1,s,
et x2 le point générique de la composante irréductible correspondante de X2,s
par Gc1 ' Gc2. Soit x′i le point correspondant du squelette de la fibre générique
Xi,η. Alors ψ−11,η(x′1) et ψ−12,η(x′2) ont le même cardinal.
Démonstration. Si Xi,0 est une composante irréductible de Xi,s, soit Yi,0 une
composante irréductible de Yi,s qui s’envoie surjectivement sur Xi,0. Alors le
morphisme entre les composantes des graphes de groupes Π(p
′)
Yi,0
→ Π(p′)Xi,0 est
ouvert (en particulier son image est non commutative) puisqu’il se plonge dans
le diagramme commutatif suivant
Gal
(
K(Yi,0)/K(Yi,0)
)

  // Gal
(
K(Xi,0)/K(Xi,0)
)

Π(p
′)
Yi,0
// Π(p
′)
Xi,0
,
où la flèche du haut est une immersion ouverte et les flèches verticales sont des
projections.
Puisque Π(p
′)
Xi,0
→ Π(p′)i (définie à conjugaison près) est injectif, l’image de Π(p
′)
Yi,0
dans Π(p
′)
i (défini à conjugaison près) est non commutative, et donc Π
(p′)
Xi,0
est le
seul sous-groupe verticiel de Π(p
′)
i qui contient l’image de Π
(p′)
Yi,0
(à conjugaison
près).
De plus, si Yi,0 est une composante irréductible de Yi,s qui ne s’envoie pas sur-
jectivement sur une composante irréductible de Xi,s, l’image de Π(p
′)
Yi,0
dans Π(p
′)
i
est commutative, donc le morphisme Hi → Πi détermine quelles composantes
de Yi,s s’envoient surjectivement sur une composante de Xi,s.
En particulier, si x1 et x2 sont les points génériques de composantes irréduc-
tibles de X1,s et X2,s se correspondant l’un l’autre, le nombre d’antécédents par
Yi,s → Xi,s de xi est indépendant de i.
Notons maintenant pi l’application de spécialisation de la fibre générique
(analytique) vers la fibre spéciale. xi = pi(x′i) est le point générique d’une com-
posante irréductible deXη, toute préimage yi de xi par ψi est un point générique
d’une composante irréductible de Yη, pi−1(yi) est réduit à un unique élément
par [4, th. 4.3.1.(i)], qui doit s’envoyer sur x′i puisque pi−1(xi) = {x′i} d’après [4,
th. 4.3.1.(i)]. Ainsi ψan,−1i (x′i) est en bijection naturelle avec ψ−1i (xi).
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3.2 Cas de P1\{z1, . . . , zn}
Soit i = 1 ou 2.
Soit zi,1, · · · , zi,n ∈ Qnrp , avec n > 4.
Notons Xi := P1Cp\{zi,1, . . . , zi,n}.
Soit Πi = pitemp1 (Xi). Nous savons déjà qu’un isomorphisme φ : Π1 ' Π2 induit
un isomorphisme entre les semi-graphes des réductions stables de P1\{z1,1, . . . , z1,n}
et de P1\{z2,1, . . . , z2,n}. Quitte à réordonner les z2,j , on peut supposer que ce
morphisme de semigraphes identifie le sous-groupe d’inertie (défini à conjugai-
son près) de z1,j avec le sous-groupe d’inertie de z2,j .
Théorème 3.2.1. L’isomorphisme de graphes déterminé par φ entre les sque-
lettes de (P1\{z1,1, . . . , z1,n})an et de (P1\{z2,1, . . . , z2,n})an préserve les lon-
gueurs des arêtes (c’est-à-dire induit un isomorphisme de graphes métriques).
De façon équivalente, pour tout (j1, j2, j3, j4), on obtient une égalité entre
les birapports suivants :
|(z1,j1 , z1,j2 , z1,j3 , z1,j4)| = |(z2,j1 , z2,j2 , z2,j3 , z2,j4)|.
En fait, nous prouverons ultérieurement ce résultat sans supposer zi,1, · · · , zi,n ∈
Qnrp , après l’étude du cas des courbes elliptiques dans le cas p 6= 2, et sans hy-
pothèses sur p après l’étude du cas des courbes de Mumford.
Démonstration. D’après le lemme 3.1.2, on peut supposer n = 4. On peut sup-
poser, quitte à faire une homographie, que les points cuspidaux sont 0, 1,∞ et
λi. De plus, on peut supposer que Xi n’a pas bonne réduction (sinon il n’y a rien
à prouver). Le cas de bonne réduction correspond à vp(λi) = vp(λi − 1) = 0.
Quitte à permuter 0, 1 et ∞ par une autre homographie, on peut supposer
vp(λi − 1) > 0 (c’est un entier puisque λ ∈ Qnrp ). Il nous faut donc prouver que
vp(λ1 − 1) = vp(λ2 − 1).
Supposons, par l’absurde, que vp(λ1 − 1) < vp(λ2 − 1). Posons h := vp(λ2 −
1) − 1 > vp(λ1 − 1) et soit Hi le sous-groupe de Πi d’indice ph correspondant
à l’unique revêtement connexe Yi → Xi de degré ph ramifié seulement en 0 et
∞ (c’est le morphisme z 7→ zph de P1 vers P1). On a φ(H1) = H2 grâce au
lemme 3.1.1.
Mais d’après le lemme 3.0.3, le point B(1, r) de l’espace de Berkovich P1 corres-
pondant à la boule de rayon r et de centre 1 a ph−1 préimages si p−(h+
1
p−1 ) 6
r < p−(h−1+
1
p−1 ) et a ph préimages si r < p−(h+
1
p−1 ).
Ainsi, si p 6= 2, B(1, |λ1 − 1|) a ph−1 préimages dans Y1 et B(1, |λ2 − 1|) a ph
préimages dans Y2, ce qui contredit le lemme 3.1.3.
Dans le cas p = 2 et h > 2, B(1, |λ1 − 1|) a 2h−2 préimages dans Y1 et
B(1, |λ2 − 1|) a 2h−1 préimages dans Y2, ce qui contredit le lemme 3.1.3.
Si h = 1, et donc v2(λ1) = 1 et v2(λ2) = 2, le semi-graphe de la réduction de
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Y1 → X1 est :
∞ √λ1
•
}}}}}}}}}} −√λ1
• •

<<
<<
<<
<<
<
•
DD
DD
DD
DD
DD 1
0 −1
Le semi-graphe de la réduction stable de Y2 est
∞ √λ2
−√λ2
• •

yyyyyyyyy
FF
FF
FF
FF
FF
33
33
33
33
33
33
33
3
1
0 −1
Les deux graphes ne sont pas isomorphes, et l’on obtient donc une contradiction.
3.3 Cas d’une courbe elliptique épointée
Pour i = 1 ou 2, soit Xi une courbe de Tate épointée sur Cp qui est définie
sur une extension finie de Qp. On a un isomorphisme Xi = C∗p/qZi − {1} avec
qi ∈ Q∗p et |qi| < 1.
Posons Πi = pitemp1 (Xi).
Théorème 3.3.1. Si il existe un isomorphisme φ : Π1 ' Π2, alors |q1| = |q2|
L’idée principale de la preuve est de considérer un Z/pZ-torseur sur Gm =
P1\{0,∞} (Gm est le revêtement topologique universel de la courbe elliptique)
qui est ramifié en au plus deux points (et qui n’est pas ramifié ni en 0 ni en∞).
Comme le torseur est décomposé au voisinage de 0 et de∞, on peut recoller des
"morceaux" de ce torseur pour le rendre périodique (ainsi on pourra le descendre
en un Z/pZ-torseur d’un revêtement topologique fini). Nous utiliserons alors le
lemme 3.0.3 comme dans le cas de la droite épointée.
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Pour vérifier que les torseurs que nous aurons construits se correspondent bien
l’un l’autre par φ (à un torseur topologique et multiplication par une constante
près), nous aurons à étudier le Fp-espace vectoriel des torseurs de la courbe
elliptique ramifiés en au plus deux points (fixés) : c’est un espace vectoriel de
dimension 3. Une base sera obtenue en considérant un torseur topologique, le
torseur que nous venons de décrire brièvement et un autre construit de façon
similaire. En termes de courants (dont nous n’aurons pas besoin pour la preuve),
on pourra dire que, si le torseur que nous aurons construit correspond au courant
qui suit un chemin reliant les deux points cuspidaux, l’autre torseur correspond
au courant suivant l’autre chemin reliant les deux points cuspidaux.
Nous n’aurons pas ici besoin de supposer qi ∈ Qnrp comme dans le cas de la
droite épointée parce qu’en prenant un revêtement non ramifié de la courbe el-
liptique, on obtient autant de sommets sur le squelette de la courbe que l’on veut.
Démonstration de 3.3.1. Choisissons des entiers n, l et m tels que :
– n soit premier à p et n > p−1p × vp(q2)vp(q1)|vp(q2)−vp(q1)| ,
– l > 1 + 2np(p−1)·vp(qi) ,
– m > 2ln .
Soit Hi,0 = [Πi,Πi]Πni la préimage dans Πi de l’image par la multiplication par
n dans l’abélianisé de Πi. φ induit un isomorphisme H1,0 → H2,0.
Le revêtement Yi,0 de Xi correspondant à Hi est la multiplication Xi
×n→ Xi par
n sur la courbe elliptique Xi.
Soit maintenant Hi,1 le sous-groupe de Hi,0 correspondant à l’unique revê-
tement topologique connexe Yi,1 de degré n de Yi,0. Alors Yi,1 = C∗p/qmZi −
{q ani ζb}(a,b)∈Z2 où q
1
n
i est une racine ne de qi et ζ est une racine ne de 1.
Le semi-graphe de la réduction stable de Yi,1 a mn sommets qui sont disposés
sur le squelette de Y i,1 = C∗p/qmZi qui est homéomorphe à un cercle (la distance
entre deux sommets consécutifs est vp(qi)/n) et n points cuspidaux aboutissent
à chaque sommet. L’isomorphisme φ induit un isomorphisme H1,1 ' H2,1 qui
lui-même induit un isomorphisme entre les semi-graphes de la réduction stable
de Yi,1. Numérotons de 0 à mn−1 les sommets de ce graphe en suivant le cercle,
de façon compatible avec l’isomorphisme induit par φ. Notons xi,0, · · · , xi,mn−1
les sommets correspondant du squelette de Yi,1. Soient z1,0 et z1,l deux points
cuspidaux de Y1,1 aoutissant aux sommets du graphe numérotés 0 et l respecti-
vement. Soient z2,0 et z2,1 les points cuspidaux correspondant de Y2,1.
Concentrons-nous maintenant sur les Z/pZ-torseurs sur Y i,1 qui sont rami-
fiés seulement en zi,0 et zi,l. Ce sont les éléments de Vi := Hom(pialg1 (Y i,1\{zi,0, zi,l}),Z/pZ).
Vi est un un groupe abélien sur lequel la multiplication par p est triviale : c’est
un Fp-espace vectoriel. Comme pialg1 (Y i,1\{zi,0, zi,l}) est un groupe libre à 3 gé-
nérateurs, Vi est de dimension 3 sur Fp.
Rappelons que l’on a choisi m,n et l de manière à ce que l−1n vp(qi) >
2p
p−1 et
mn−l
n vp(qi) >
l
nvp(qi).
Décrivons maintenant une base de ce Fp-espace vectoriel.
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si,0 si,l
0 ∞
↓
Si = P
1\{0,∞}
− p
p−1
Soit Si le revêtement topologique universel de Y i,1, que nous identifions à
P1\{0,∞} ⊂ P1. Soient si,0 et si,l les seuls antécédents dans Si de zi,0 et zi,l
de norme 1 et |q| lmn et soient Ui,1 ⊂ Si la couronne ouverte {|qi| l−mn2n > |z| >
|qi| l+mn2n } et U2,i ⊂ Si la couronne ouverte {|qi| ln p−
p
p−1 > |z| > |qi|mp
p
p−1 }. Les
applications de Ui,1 et de Ui,2 vers Y i,1 sont encore des immersions ouvertes, et
ensemble recouvrent Y i,1.
Soit Ti,1 la restriction à Ui,1 du revêtement ramifié (seulement au-dessus de si,0
et de si,l) P1 → P1 : z 7→ si,0z
p+si,l
zp+1 , qui est galoisien de groupe isomorphe à
Z/pZ, et choisissons un tel isomorphisme pour obtenir un Z/pZ-torseur. Soit Ti,2
le Z/pZ-torseur trivial sur Ui,2 et soit Ti,3 = Ti,1
∐
Ti,2 → Ui,3 = Ui,1
∐
Ui,2.
Sur Ui,1 ×Y i,1 Ui,2 (qui a deux composantes connexes), Ti,1 est trivial. Choi-
sissons une trivialisation : on peut maintenant descendre Ti,3 → Ui,3 en un
Z/pZ-torseur Ti → Y i,1, qui est ramifié seulement au-dessus de zi,0 et de zi,l.
D’après le lemme 3.0.3, Ti → Y i,1 est décomposé au-dessus de xj (avec j ∈
[0,mn− 1]) si et seulement si |qi| jn ∈ [|qi|mp
p
p−1 , |qi| ln p−
p
p−1 ], c’est-à-dire
j ∈ Ii,1 :=
[
l + np
vp(qi)(p− 1) ,mn−
np
vp(qi)(p− 1)
]
.
Il existe un tel entier grâce à l’hypothèse faite sur l,m et n car
lg(Ii,1) = mn− l − 2 np
vp(qi)(p− 1) > 1
(où lg est la longueur d’un intervalle).
De même, soit s′i,l une préimage de zi,l de norme |q|
l−mn
n . Soient U ′1,i la cou-
ronne {|qi| l−2mn2n > |z| > |qi| l2n } et U ′2,i la couronne {p−
p
p−1 > |z| > |qi|mn−ln p
p
p−1 }.
Ce sont des ouverts de Y i,1, qu’ils recouvrent.
Soit T ′i,1 un Z/pZ-torseur sur U ′1 obtenu comme la restriction d’un Z/pZ-torseur
sur P1 ramifié seulement au-dessus de zi,0 et de z′i,l. Il est trivial au-dessus de
U ′i,1 ∩U ′i,2, et, en choisissant une telle trivialisation, on obtient par descente un
Z/pZ-torseur T ′i sur Y i,1, ramifié seulement au-dessus de zi,0 et de zi,l.
Ti → Y i,1 est décomposé au-dessus de xj (avec j ∈ [0,mn− 1]) si et seulement
si |qi| jn ∈ [|qi| jn p
p
p−1 , p−
p
p−1 ], c’est-à-dire
j ∈ Ii,2 :=
[ np
vp(qi)(p− 1) , l −
np
vp(qi)(p− 1)
]
.
Il existe un tel entier grâce à l’hypothèse faite sur l,m et n car
lg(Ii,2) = l − 2 np
vp(qi)(p− 1) > 1.
Soit finalement T ′′i le revêtement topologique connexe (unique à isomorphisme
près) de degré p de Y i, et fixons un isomorphisme de Z/pZ sur son groupe de
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Galois, pour le considérer comme un Z/pZ-torseur. Montrons qu’alors Ti, T ′i , et
T ′′i constituent une base de Vi.
Soit i un entier dans Ii,1. Comme Ii,1 ∩ Ii,2 = ∅ et comme T ′′ est partout dé-
composé, si aTi + bT ′i + cT ′′i (la combinaison linéaire est à prendre au sens de
l’espace vectoriel Vi) est décomposé en xj , c = 0. Par un même argument avec
Ii,2, si aTi + bT ′i + cT ′′i = 0, on obtient b = 0, mais comme Ti n’est pas trivial
non plus, on obtient en fait que Ti, T ′i et T ′′i constituent une base de Vi.
Supposons maintenant, par l’absurde, que |q1| > |q2|, alors I1,1 ⊂ I2,1.
Soit T2,0 = aT2 + bT ′2 + cT ′′2 l’image de T1 par (φ−1)∗ : V1 → V2 (en effet, φ
induit un tel (φ−1)∗ grâce au lemme 3.1.1).
Soit j ∈ I1,1, T1 est décomposé au-dessus de x1,j , donc d’après le lemme 3.1.3,
T2,0 est décomposé au-dessus de x2,j , et donc c = 0. Alors, T2,0 est décomposé
au-dessus de chaque xj si b = 0 ou précisément au-dessus des xj tels que j ∈ I2,1
sinon.
Or, d’après le lemme 3.1.3, T2,0 doit être décomposé précisément au-dessus x2,j
tel que T1 est décomposé au-dessus de x1,j , c’est-à-dire j ∈ I1,1.
Ainsi le cas b = 0 est impossible et I2,1 et I1,1 doivent contenir exactement les
mêmes entiers.
Mais ce n’est pas possible si n > vp(q2)vp(q1)(p−1)(vp(q2)−vp(q1))p , car
lg(I2,1)− lg(I1,1) = 2 np
vp(q1)(p− 1) − 2
np
vp(q2)(p− 1) > 2.
Remarque. Supposons p 6= 2. Soit {zi,1, · · · , zi,4} quatre éléments de Qp, et
soit φ un isomorphisme entre les pitemp1 (P1\{zi,1, · · · , zi,4}) pour i = 1, 2, qui
identifie z1,j à z2,j par l’identification des points cuspidaux des graphes des
réductions stables (nous supposerons les courbes ayant mauvaise réduction, et
la longueur des arêtes du graphe égale à li). Soit Ei l’unique Z/2Z-torseur de
P1 ramifié au-dessus de {zi,1, · · · , zi,4} et seulement au-dessus de ces points (les
sous-groupes d’indice 2 correspondant aux Ei s’envoient donc l’un sur l’autre).
Ei est une courbe de Tate avec |qi| = 2li. D’après le théorème 3.3.1, |q1| = |q2|
donc l1 = l2, ce qui prouve encore le théorème 3.2.1 sans supposer que les points
soient dans Qnrp .
Si p = 2 et li > 4, alors Ei est aussi une courbe de Tate, |qi| = 2li − 8 et
l’argument précédent fonctionne également.
3.4 Cas d’une courbe de Mumford
3.4.1 Rappels sur les courbes de Mumford et les courants
Soit X une courbe de Mumford de genre g ≥ 2 sur K, soit Ω ⊂ P1 son
revêtement topologique universel, et Γ = Gal(Ω/X). Ainsi X = Ω/Γ.
Soit Φ la rétraction de Ω, comme espace de Berkovich, sur son squelette T =
T(Ω).
Pour z, z′ ∈ Ω, posons
dΩ(z, z′) = sup
x1,x2∈P1\Ω
|vp(z
′ − x1
z − x1
z − x2
z′ − x2 )|,
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distance qui est invariante par homographie. De plus d(z, z′) dépend uniquement
de Φ(z) et Φ(z′), et ce n’est rien d’autre que la distance entre Φ(z) et Φ(z′) pour
la métrique usuelle d sur l’arbre de Ω. Ainsi dΩ(z, z′) = d(Φ(z),Φ(z′)).
Si z ∈ Ω et λ > 0, notons Uz,λ := {z ∈ Ω|dΩ(z, z′) 6 λ}. C’est un sous-espace
affinoïde de Ω (c’est une intersection de disques fermés).
Soit L = P1\Ω, c’est un compact de P1. Il est constitué de points de P1(Cp)
qui est totalement discontinu, donc L est aussi totalement discontinu, donc pro-
fini. Dans [13, 1.8.9], Fresnel et van der Put definissent une mesure sur un espace
topologique profini Z comme étant une fonction µ : {ouverts compacts de Z} →
Z telle que µ(U1∪U2)+µ(U1∩U2) = µ(U1)+µ(U2) pour tous ouverts compacts
U1, U2 de Z. Le groupe des mesures sur Z telles que µ(Z) = 0 est noté M0(Z).
On peut alors associer à f ∈ O(Ω)∗ une mesure µf sur L. En suivant [13],
on appellera aussi trou d’un sous-espace affinoïde U de P1 toute composante
connexe du complémentaire de cet affinoïde, et nous noterons t(U) l’ensemble
des trous de U .
On a une suite exacte ([13, Prop. 1.8.9]) :
1→ K∗ → O(Ω)∗ →M0(L)→ 0
Plus précisément, d’après [13, 1.8.10 ex. β], si a, b ∈ L et f : z 7→ z−az−b , alors on
a µf = δa − δb. En général, si f ∈ O(Ω)∗ et µ = µf , µ est une limite faible de
Z-combinaisons linéaires (µk)k∈N de mesures de Dirac. Si µk =
∑
ni(k)δai(k),
soit fk =
∏
(1− ai(k)z )ni(k). Alors µfk = µk, et (fk) tend uniformément sur tout
affinoïde vers g. Alors µg = µ et donc g = λf avec λ ∈ K∗.
Un courant C sur un graphe G à coefficient dans un groupe abélien A est
une fonction de l’ensemble des branches de G, telle que :
– pour toute arête e, C(b1) = −C(b2), où b1 et b2 sont les branches de e ;
– pour tout sommet v,
∑
b C(b) = 0 où la somme porte sur toutes les
branches b aboutissant en v.
Notons CG) est le groupe des courants à coefficients entiers sur G. D’après [42,
prop. 1.1], on a la suite exacte suivante :
1→ K∗ → O(Ω)∗ → C(T)→ 0
qui donne, par comparaison avec la suite précédente, un isomorphismeM0(L)→
C(T).
On peut décrire cet isomorphisme de la façon suivante : si e est une arête orien-
tée de T, P1\Φ−1(e) a deux composantes connexes, et Φ−1(e)∩L = ∅, d’où une
partition de L par deux ouverts, L1(e) au départ de e et L2(e) à l’arrivée de e
(on a pour µ ∈M0(L), µ(L1(e)) = −µ(L2(e))). Alors C(e) = µ(L2(e)).
Plus généralement, si K est un sous-graphe fini connexe de T (contenant au
moins une arête), Φ−1(K) est un affinoïde contenu dans Ω. Il y a une bijec-
tion naturelle entre t(Φ−1(K)) et l’ensemble des arêtes de T ayant exactement
une extrémité dans K. Si µ ∈ M0(L), C ∈ t(Φ−1(K)) et e est l’unique arête
orientée de T partant de K correspondant à C, alors C ∩ L = L2(e) et donc
C(e) = µ(C ∩ L). En particulier µ(C ∩ L) = 0 pour tout C ∈ t(Φ−1(K)) si et
seulement si C(e) = 0 pour toute arête terminale partant de K, si et seulement
si C est nul l’étoile K˜ de K (l’étoile de K est par définition l’ensemble des arêtes
62
ayant une extrémité dans K).
Soit Θ le groupe des fonctions thêta de X, c’est-à-dire le sous-groupe des
fonctions f ∈ O(Ω)∗ telles que pour tout γ ∈ Γ, z 7→ f(γz)/f(z) est une
fonction constante (cela signifie que le courant correspondant, ou de manière
équivalente la mesure correspondante, est Γ-équivariant). Alors on a la suite
exacte suivante :
1→ K∗ → Θ→ C(G)→ 0
où G = T/Γ est le graphe de la réduction stable de X.
et donc Θ/K∗ est un Z-module libre de rang g.
Le résultat suivant est inspiré de [41, prop. 2.1] :
Proposition 3.4.1. Pour tout n ≥ 2 et tout Z/nZ-torseur Y sur X, il existe
un élément θ dans Θ, unique modulo K∗Θn, tel que Y ×X Ω = Ω[f ]/(fn = θ)
où Ω[f ]/(fn = θ) est le pullback du Z/nZ-torseur Gm
z 7→zn→ Gm le long de
Ω θ→ Gm.
Réciproquement, pour tout θ dans Θ, il existe un Z/nZ-torseur Y sur X tel que
Y × Ω = Ω[f ]/(fn = θ).
Démonstration. Nous suivons les notations de [41, section 2]. Soit Ω∗ une com-
posante connexe de Y ×X Ω.
Supposons d’abord Y ×X Ω connexe. Ainsi Ω∗ = Y ×X Ω. Alors, d’après [41,
prop. 2.1], il existe un unique réseau T dans (Θ/K∗) ⊗Q contenant Θ/K∗ tel
que, comme revêtement de X, Ω∗ = Ω(T ) := Ω×SpecK[Θ/K∗] SpecK[T ]. Alors
T/(Θ/K∗) est isomorphe à Z/nZ, et choisir un générateur f¯ de T/(Θ/K∗))
revient à choisir un structure de Z/nZ-torseur sur Ω∗.
Si l’on prend f¯ i (avec i ∈ (Z/nZ)∗) comme autre générateur, le torseur cor-
respondant est i · Ω∗ (pour la structure de Z/nZ-module sur l’ensemble des
Z/nZ-torseurs). Ainsi en changeant de générateur, on obtient les φ(n) struc-
tures distinctes de Z/nZ-torseur sur le revêtement Ω∗ de Ω.
Si f¯ est le générateur correspondant à la structure de Z/nZ-torseur sur Ω∗ =
Y ×X Ω héritée de celle de Y , alors θ est n’importe quel relèvement de f¯n ∈
Tn/(Θ/K∗)n.
Dans le cas général, Ω∗ acquiert la structure de Z/mZ-torseur sur Ω pour
m|n convenable, et comme précédemment, on obtient un unique θ0 modulo
K
∗Θm tel que Ω∗ = Ω[f ]/(fm = θ0). Alors Y ×X Ω = IndZ/nZZ/mZ Ω∗, et ainsi
Y ×X Ω = Ω[f ]/(fn = θn/m0 ) et θ = θn/m0 .
La seconde assertion découle du fait que si Ω∗ est une composante connexe de
Ω[f ]/(fn = θ), alors Gal(Ω∗/X) est (non canoniquement) isomorphe au produit
direct de Gal(Ω∗/Ω) et Γ (d’après [41, section 2, intro.]). Ainsi Ω∗ se descend
(non canoniquement) à X en considérant Y0 = Ω∗/N où N est un complément
de Gal(Ω∗/Ω) dans Gal(Ω∗/X) (et alors Y × Ω = Ω[f ]/(fn = θ) où Y est une
somme disjointe de copies de Y0).
Remarque. On peut aussi montrer cela en considérant l’homomorphisme J˜ =
Hom(Θ/K∗,Gm) → J où J est la jacobienne de X et J˜ est son revêtement
topologique universel.
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Plus précisément, le diagramme commutatif suivant :
Ω //

J˜

X // J
induit un diagramme commutatif :
Tors(Ω,Z/nZ) Tors(J˜ ,Z/nZ) = Θ/K∗Θnoo
Tors(X,Z/nZ)
OO
Tors(J,Z/nZ)
OO
oo
.
La première assertion de la proposition découle alors du fait que la flèche du bas
soit un isomorphisme et la seconde assertion du fait que la flèche de droite soit
surjective (ce qui se déduit du fait que pialg1 (J˜) soit un facteur direct de pi
alg
1 (J)).
3.4.2 Résultats préliminaires sur la décompositions des
torseurs correspondant aux courants
Rappelons que Uz,λ désigne le sous-espace affinoïde {z′|d(z, z′) ≤ λ} de Ω.
Proposition 3.4.2. Soit z ∈ Ω, λ > 0. Soit f ∈ O(Ω)∗ tel que f(z) = 1. Soit µ
la mesure sur L correspondant à f et supposons µ(C ∩L) = 0 pour tout trou C
de Uz,λ.
Alors ∀z′ ∈ Uz,λ, |f(z′)− 1| 6 pd(z,z′)−λ
Démonstration. Pour simplifier, supposons z =∞.
D’après [13, 1.8.10 ex. β] et [13, prop. 1.8.9.(i)], on a f = lim fk uniformément
sur tout affinoïde de Ω (en particulier sur Uz,λ) où fk est de la forme suivante
fk(z′) =
sk∏
i=1
(1− xi,k
z′
)ni,k ,
et µk =
∑
i ni,kδai(k) → µ.
Pour k assez grand, on a µk(C∩L) = 0 pour tout trou C de Uz,λ et |f−fk|Uz,λ 6
p−λ.
Il suffit donc de prouver le résultat pour fk, qui est un produit de fonctions de
la forme g : z′ 7→ z′ = (1 − x1z′ )(1 − x2z′ )−1 = z
′−x1
z′−x2 avec x1 et x2 dans le même
trou C de Uz,λ. Nous n’avons qu’à montrer le résultat pour g, ce qui se voit
aisément.
Si x et x′ sont deux points de la réalisation géométrique |T0| d’un arbre
T0,l’ensemble des parties connexes de |T0| qui contienne x et x′ admet un mi-
nimum pour l’inclusion. Il est noté [x, x′].
Corollaire 3.4.3. Soit f ∈ O(Ω)∗ telle que f(z) = 1. Soit U un affinoïde de Ω
tel que pour tout trou C de U , µ(C ∩ L) = 0.
Supposons que pour tout z′′ ∈ Φ−1([Φ(z),Φ(z′)]), Uz′′,λ ⊂ U .
Alors |f(z′)− 1| 6 p−λ.
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Démonstration. Soit  > 0. Soit (zi)i=0···n une suite telle que z0 = z, zn = z′,
Φ(zi) ∈ [Φ(z),Φ(z′)] et d(Φ(zi),Φ(zi+1)) 6 . Par hypothèse, on a Uzi,λ ⊂ U .
Donc, pour tout trou de Uzi,λ, C∩L =
∐
i Ci∩L où l’union est sur tous les trous
Ci de U qui sont contenu dans C. Ainsi, µ(C ∩ L) = 0 pour tout trou de Uzi,λ.
Comme zi+1 ∈ Uzi,λ, la proposition précédente nous donne | f(zi+1)f(zi) − 1| 6 p−λ.
Ainsi |f(z′′)−1| 6 sup |f(zi+1)−f(zi)| 6 p−λ. On obtient le résultat en faisant
tendre  vers 0.
Corollaire 3.4.4. Soit f comme précédemment, U tel que µ(C ∩ L) = 0 pour
tout trou C de U . Soit e un entier positif. Soit λ > e + 1p−1 , soit Y → Ω un
revêtement fini obtenu par pullback de Gm
z 7→zpe→ Gm le long de f : Ω → Gm.
Soit V ⊂ U tel que ∀z ∈ V,Uz,λ ⊂ U .
Alors Y est scindé sur V .
Démonstration. On peut supposer V connexe, car il suffit de prouver le résultat
pour toute composante connexe de V . Soit z ∈ V . Quitte à multiplier f par une
constante, ce qui ne modifie pas Y , on peut supposer f(z) = 1.
D’après le corollaire précédent, f(V ) ⊂ D(1, p−λ). Mais selon 3.0.3, Gm z 7→z
pe
→
Gm est décomposé sur D(1, p−λ), ce qui prouve le résultat.
En particulier, supposons que K et K′ sont des sous-graphes de T tels que
{z ∈ T|d(z,K) 6 λ} ⊂ K′ pour un certain λ > e+ 1p−1 , et que C est un courant
sur T nul sur l’étoile de K′. Alors V = φ−1(|K|) et U = φ−1(|K′|) sont affinoïdes ;
µC(C ∩ L) = 0 pour tout trou de U , et donc le corollaire précédent implique
que le Z/peZ-torseur associé à C est scindé sur V (et donc a fortiori totalement
décomposé sur K).
Proposition 3.4.5. Soit C un courant sur le squelette T := T(Ω), correspondant
à une fonction inversible f sur Ω. Soit a un sommet de T telle que la restriction
Ca de C à l’étoile de a soit non nulle modulo n. Alors, si Y → Ω est le pullback de
Gm
z 7→zn→ Gm le long de f : Ω→ Gm , Y → Ω n’est pas totalement décomposé
en a.
Démonstration. Le revêtement Y → Ω est décomposé en a si et seulement si il
existe f1 ∈ OΩ,a telle que fn1 = f|OΩ,a . Quitte à multiplier f par une constante,
on peut supposer |f |a = 1.
Si f1 existe, en regardant le corps résiduel k˜Ω,a ' k˜(X), f˜n1 = f˜ . Si f˜1(z) =
λ
∏
(z−ai), f˜ = λn
∏
(z−ai)n, et donc tous les zéros et pôles de f˜ sont d’ordre
multiple de n, ce qui conclut la preuve.
3.4.3 Graphe métrique de la réduction stable et groupe
fondamental tempéré
Supposons maintenant que X1 et X2 soient deux K-courbes de Mumford
définies sur K (pour que l’on puisse utiliser le théorème 1.2.5, qui suppose que
les courbes sont déjà définies sur un corps à valuation discrète), et que l’on ait
un isomorphisme
φ : pitemp1 (X1) = pi
temp
1 (X2),
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qui induit donc un isomorphisme de graphes
G1 → G2,
d’où un isomorphisme T(Ω1) ' T(Ω2).
Théorème 3.4.6. L’isomorphisme G1 → G2 de graphes est en fait un isomor-
phisme de graphes métriques.
Remarque. Supposons que X1 et X2 soient des droites projectives privées de
quatre points ai, bi, ci, di avec hi := vp(ai, bi, ci, di) > 0 et que l’on ait un iso-
morphisme φ entre leurs groupes fondamentaux tempérés. Soit l > 2 un nombre
premier autre que p. On peut considérer un revêtement galoisien X ′1 d’ordre l
de X1 tel que la restriction à chaque composante irréductible de la réduction
stable soit connexe mais tel que X ′1 soit totalement décomposé au-dessus du
point double de la réduction (et soit X ′2 le revêtement de X2 correspondans à
X ′1 par φ, il vérifie les mêmes propriétés). Alors X
′
i est une courbe de Mumford
(le revêtement correspondant de chaque composante irréductible de la réduc-
tion stable de Xi est ramifié en au plus deux points, donc c’est un revêtement
par une droite projective) dont l’arbre a l arêtes, chacune de longueur hi. Ainsi
d’après le théorème 3.4.6 h1 = h2, ce qui clôt le cas de la droite épointée.
Commençons par donner une esquisse de la preuve de 3.4.6. Fixons deux
points terminaux du squelette T := T(Ω1) ' T(Ω2). Les points correspondants
de P1\Ωi jouerons le rôle de 0 et ∞. Etant donné un sous-arbre fini K0 de T,
Nous construirons un Z/phZ-torseur X˜ ′′1 sur Ω1 se descendant à un revêtement
topologique fini de X1 qui, restreint à Φ−11 (K0), soit isomorphe à la restriction
à Ω1 de Gm
z 7→zph→ Gm et tel que le torseur X˜ ′′2 sur Ω2 correspondant à X˜ ′′1 par
φ (ce qui a un sens car X˜ ′′1 est défini sur un revêtement fini de X1) soit aussi
isomorphe à un multiple (pour la structure de Z/phZ-modules sur l’ensemble
des Z/phZ-torseurs) de Gm
z 7→zph→ Gm. Nous obtiendrons alors l’égalité des
deux distances sur T(Ω1) ' T(Ω2) en appliquant le lemme 3.0.3 et le résultat
combinatoire 3.4.8.
Pour ce faire, considérons le courant C0 sur T longeant la ligne liant 0 à ∞ et
rendons le invariant par un sous-groupe d’indice fini Γ′ de Γ := Gal(T/G) (pour
cela, il faudra rajouter comme hypothèse sur la ligne 0 à∞ d’être stabilisée par
un sous-groupe non trivial de Gal(T/G)), pour qu’il induise un Z/phZ-torseur
sur un revêtement topologique fini de X1 ; X˜ ′′1 sera alors son pullback à Ω1.
Nous choisirons Γ′ pour que le courant ainsi défini C1 coïncide avec C0 sur un
sous-graphe K ′ de T suffisamment grand par rapport K0.
Alors, en utilisant les lemmes du paragraphe précédent, X˜ ′′1 sera isomorphe
à Gm
z 7→zph→ Gm sur un sous-graphe K de K ′ mais encore assez grand par
rapport à K0. Les lemmes 3.0.3 et 3.1.3 permettent alors de déterminer en quels
sommets de K X˜ ′′1 et X˜ ′′2 seront décomposés. En particulier, en choisissant K ′
de façon appropriée, nous pourrons nous arranger pour que X˜ ′′i soit totalement
décomposé en tous les sommets de la frontière de K autre que ceux sur la
ligne reliant 0 à ∞. Le courant C2 correspondant à X˜ ′′2 sera alors nul en tous
ces points frontières et sera donc égal sur K à un multiple de C0. Si K était
assez grand par rapport à K0, X˜ ′′2 sera donc isomorphe à un multiple (pour la
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structure de Z/phZ-module de l’ensemble des Z/phZ-torseurs) de la restriction
de Gm
z 7→zph→ Gm, comme souhaité.
L˜
≥ h+ 2
≥ h+ 2
K0
K
K ′
≥ h + 2
Démonstration de 3.4.6. Un cycle d’un graphe est une suite cyclique d’arêtes
orientées du graphe telle que le but d’une arête coïncide avec la source de l’arête
suivante, et qui ne repasse jamais par le même sommet ou par la même arête
(non orientée).
Soit C un cycle du graphe G, et notons lgi(C) la longueur de C pour la mé-
trique di sur G. Soit C˜ le revêtement universel de C, soit C˜ → T un relève-
ment de C˜ → G et soit z0 un sommet de T qui appartient à C˜, numérotons
alors les sommets (zj)j∈Z de C˜ ayant la même image que z0 dans G. Soit L
un autre cycle (muni d’une orientation) de G (il doit exister une autre boucle
puisque g > 1), soit L˜ un relèvement du revêtement universel de L à T, soit
ri = di(L˜, z0) (on peut supposer, quitte à renuméroter les zj que pour n > 0,
di(L˜, zn) = ri + n lgi(C)) et soit z′0 le point de L˜ le plus proche de z0 (cela ne
dépend pas de i).
Si z est un sommet de T, notons Fz la composante connexe de Ω\{arêtes ouvertes de L˜}
qui contient z.
Soit e > 1 un entier.
Soit K0 un sous-graphe connexe fini de T contenant z1 (ainsi Φ−1i (|K0|) est
compact par propreté de Φi).
Soit K un sous-graphe connexe fini de T tel que, pour tout z ∈ Φ−1i (|K0|),
Uz,h+2 ⊂ Φ−1i (|K|) et tel que, pour tout sommet z de L˜∩Ki, {z′ ∈ Fz|d(z′, z) 6
h+2} ⊂ Φ−1i (|K|) (en particulier, si z′ est un sommet de la frontière de K dans
T qui n’est pas une extrémité du segment L˜ ∩ K, d(z′, L˜) > h + 2). Soit K ′i
un sous-graphe compact de T coïncidant pour i = 1 et i = 2 tel que Φ−1i (|K ′i|)
contient Uz,h+2 pour tout z dans Φ−1(Ki).
Soit Γ = Gal(T/G), soit H = Stab(L˜)(' Z) et soit Γ′ un sous-groupe d’in-
dice fini de Γ tel que, pour tout g 6= 1 ∈ Γ′, Φ−1i (|K ′|) ∩ g · Φ−1i (|K ′|) = ∅ et
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pour tout g ∈ Γ\H, di(g · L˜, L˜) > diami(|K ′|).
Un tel Γ′ existe. En effet, A := {g 6= 1 ∈ Γ|Φ−1(|K ′|) ∩ g · Φ−1(|K ′|) 6= ∅} est
fini par compacité de Φ−1(|K ′|). Comme Γ est résiduellement fini, il existe Γ′1
d’indice fini dans Γ qui n’intersecte pas A. B := {g ∈ Γ/H −H|di(g · L˜, L˜) 6
diami(|K ′|)} est aussi fini, et comme H ∩ Γ = H dans le complété profini de Γ,
il existe Γ′2 d’indice fini dans Γ contenant H tel que Γ′2 ∩ B · H = ∅. On peut
alors choisir Γ′ = Γ′1 ∩ Γ′2.
Soit H ′ = H ∩ Γ′. Soit X ′i = Ωi/Γ′ : c’est un revêtement topologique fini
de Xi, et l’isomorphisme φ : pitemp1 (X1) ' pitemp1 (X2) induit un isomorphisme
φ′ : pitemp1 (X ′1) ' pitemp1 (X ′2).
Soit C0 le courant sur T tel que C0(e) = +1 si e est une arête de L˜ (et e
a la bonne orientation) et 0 sinon (sauf si e est une arête de L˜ avec la mau-
vaise orientation, auquel cas C0(e) = −1) : ce courant est invariant par H. Soit
C1 =
∑
g∈Γ′/H′ g · C0. C’est un courant sur T, invariant par Γ′ et qui coïncide
avec C0 sur K ′.
Soit f1 ∈ O(Ω1)∗ "la" fonction inversible correspondante, et soitX ′′1 un (Z/phZ)-
torseur de X ′1 correspondant à ce courant, c’est-à-dire tel que son pullback X˜ ′′1
à Ω1 soit isomorphe à Ω1 ×Gm Gm → Ω1 où le produit fibré est pris à gauche
le long de f1 et à droite le long de z 7→ zph . Soit X ′′2 = φ′∗X ′′1 (X ′′2 n’a a priori
aucune raison de correspondre à C1).
Soit également f0,i ∈ O(Ωi)∗ "la" fonction inversible correspondant au courant
C0 et soit X˜0,i le (Z/phZ)-torseur correspondant sur Ωi. Rappelons que ce tor-
seur est totalement décomposé au-dessus du point z ∈ T(Ωi) si et seulement si
di(z, L˜) > h+ 1p−1 .
D’après le corollaire 3.4.4 appliqué à U = Φ−1(|K ′|) et à V = Φ−1(|K|),
le torseur X˜ ′′1 − X˜0,1 sur Ω1, qui correspond au courant C1 − C0 qui est nul
au voisinage de K ′, est totalement décomposé sur Φ−1(|K|) puisque pour tout
z ∈ Φ−1(|K|), Uz,h+2 ∈ Φ−1(|K ′|). Ainsi, pour z ∈ K, X˜ ′′1 est décomposé si et
seulement si X˜0,1 l’est, si et seulement si d1(z, L˜) > h+ 1p−1 .
En particulier X˜ ′′1 est décomposé en les sommets de la frontière de K qui ne sont
pas des points terminaux de K ∩ L˜. Ainsi, d’après le lemme 3.1.3 appliqué à X ′′1
et X ′′2 (comme Ωi → X ′i est un revêtement topologique, X˜ ′′i → Ωi est décomposé
au-dessus d’un point si et seulement si X ′′i → X ′i l’est au-dessus de l’image de
ce point), X˜ ′′0,2 est aussi décomposé au-dessus des sommets de la frontière de K
qui ne sont pas les points terminaux de K ∩ L˜.
Soit C2 un courant sur T(Ω2) correspondant au Z/phZ-torseur X˜ ′′2 (le tor-
seur correspondant à X˜ ′′2 est bien défini seulement modulo ph). D’après 3.4.5,
la restriction de C2 à l’étoile d’un sommet de la frontière de K qui n’est pas un
point terminal de K ∩ L˜ est nul modulo ph. On en déduit que, modulo ph, la
restriction de C2 à l’étoile de K doit être congrue à la restriction de aC0 pour un
certain a ∈ Z. Quitte à ajouter à C2 un courant qui est multiple de ph, on peut
supposer que C2 − aC0 est nul sur l’étoile de K (car tout courant avec bord sur
l’étoile de K, c’est-à-dire qui vérifie la loi de Kirchoff en tout sommet de K mais
sans condition sur la frontière de l’étoile de K, peut s’étendre en un courant sur
68
tout T).
Ainsi en appliquant le corollaire 3.4.4 à U = Φ−1(|K|) et à V = Φ−1(K0), on
en déduit que X˜ ′′2 − aX˜0,2 est décomposé au-dessus de |K0|, donc si z est un
sommet de K0, X˜ ′′2 est décomposé au-dessus de z si et seulement si X˜0,2 l’est (a
est nécessairement non nul modulo ph car X˜ ′′2 ne peut pas être décomposé en
z′0), si et seulement si d2(z, L˜) > h+ 1p−1 , d’après le lemme 3.0.3.
Par conséquent, d2(z, L˜) > h+ 1p−1 si et seulement si d2(z, L˜) > h+
1
p−1 si
et seulement si d1(z, L˜) > h+ 1p−1 pour tout sommet z ∈ K0.
Comme on peut choisir K0 aussi gros que voulu, on en déduit que pour tout z
de T, d1(z, L˜) > h+ 1p−1 si et seulement si d2(z, L˜) > h+
1
p−1 , et ceci pour tout
entier h > 1.
Donc max(1, dd2(z, L˜)− 1p−1e) = max(1, dd1(z, L˜)− 1p−1e).
En l’appliquant à (zj)j>0, on obtient que pour tout j > 0,
max(1, dj lg1 +r1 −
1
p− 1e) = max(1, dj lg2 +r2 −
1
p− 1e).
On en déduit que pour tout cycle C de G,
lg1(C) = lg2(C).
Si l’on considère un revêtement topologique fini G′ de G, l’isomorphisme φ
de groupes fondamentaux tempérés induit un isomorphisme entre les groupes
fondamentaux tempérés des revêtements topologiques finis X ′1 et X ′2 de X1 et
X2 qui correspondent au revêtement G′ → G. X ′1 et X ′2 sont aussi des courbes
de Mumford, et on peut donc appliquer le résultat qu’on vient d’obtenir à G′.
On obtient donc que lg1(C) = lg2(C) pour tout cycle de G′.
Par définition de la réduction stable, toutes les composantes de la réduction
stable de Xi, qui sont toutes rationnels car Xi est une courbe de Mumford,
ont au moins trois points marqués. Donc tous les sommets de G sont d’arité au
moins trois. On conclut grâce à la proposition 3.4.8.
On peut généraliser le résultat précédent au cas de courbes de Mumford
épointées. Soit X1, X2 sur K (mais déjà définies sur K) deux courbes de Mum-
ford hyperboliques connexes de type (g, n). Soit φ : pitemp1 (X1) ' pitemp1 (X2) un
isomorphisme. Il induit un isomorphisme entre les graphes de leurs réductions
stables G1 ' G2, et même entre les semigraphes d’anabélioïdes Gc1 ' Gc2.
Corollaire 3.4.7. L’isomorphisme de graphes G1 ' G2 induit par φ est un
isomorphisme de graphes métriques.
Démonstration. On a déjà traité le cas g = 0. Supposons donc g > 0.
Soit Xi la compactification de Xi. φ induit un isomorphisme φ¯ : pitemp1 (X1) '
pitemp1 (X2) d’après 3.1.2 Soit G′i le graphe de la réduction stable de la compac-
tification de Xi. On a un plongement isométrique |G′i| → |Gi| compatible avec
les isomorphismes induits par φ et φ¯, c’est une équivalence d’homotopie.
Soit e une arête de G. Distinguons trois cas :
– e est déjà une arête de G′. On sait déjà grâce au cas propre que d1(e) =
d2(e).
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– e est un morceau d’une arête e′ de G′ qui a été divisée. e a donc deux
sommets distincts (le cas g = 1, n = 1 ayant déjà été traité). e a néces-
sairement un sommet v qui n’est pas un sommet de G′, et donc il existe
un point cuspidal x du semigraphe Gc tel que v soit le point de |G′| le
plus près de x. Soit H′ un revêtement (topologique) connexe d’ordre 2 de
G′, Hc le revêtement correspondant de Gc et Yi le revêtement topologique
correspondant de Xi. Soit x1 et x2 (resp. v1 et v2, e1 et e2) les préimages
de x (resp. v, e) et L un chemin injectif reliant x1 à x2. Soit C le courant
sur Hc qui vaut 1 le long de L et 0 ailleurs. Soit l premier à p, et soit Zi le
Z/lZ-torseur sur Yi correspondant à C. Comme en tout sommet le courant
est non nul en au plus deux branches, Zi est encore une courbe de Mum-
ford. Soit I le semigraphe de la réduction stable de Zi : une arête a de H a
1 préimage de longueur di(a)/l si a est sur L et l préimages de longueurs
di(a) sinon. La réalisation géométrique du graphe I′ de la réduction stable
de la compactification Zi de Zi contient la préimage I ′′ de |H′| dans |I|
(I′ ne dépend pas de i grâce à 3.1.2). Mais l’unique préimage v′1 (resp. v′2)
de v1 (resp. v2) dans I ′′ est d’arité l + 1 donc d’arité au moins l + 1 > 2
dans |I′|, donc v est un sommet de I′.
Si l’autre sommet de e était un sommet de G′, toute préimage e′′ de e dans
I serait une arête de I′, donc d1(e′′) = d2(e′′). Mais comme di(e) = jdi(e′′)
où j = 1 ou l mais ne dépend pas de i, on déduit du premier cas appliqué
à Z1 et Z2 que d1(e) = d2(e).
Si aucun des deux sommets de e n’était un sommet de G′, une préimage
e′′ de e dans I aurait maintenant au moins un de ces sommet qui est dans
I′, donc d1(e′′) = d2(e′′) d’après le cas qui précède appliqué à Z1 et Z2.
On conclut alors comme dans le cas précédent.
– e n’est pas dans |G′|. Soit v le sommet de e le plus éloigné de |G|. Soit
e1 et e2 deux autres arêtes distinctes ayant v pour sommet. Soit v1 (resp.
v2) un point cuspidal du semigraphe Gc plus proche de e1 (resp. e2) que
de v. Soit alors L l’unique chemin injectif reliant v1 à v2. L passe par v
mais ne passe pas par l’intérieur de e. soit C le courant sur Gc qui suit L.
Soit l > 1 premier à p et soit Yi le Z/lZ-torseur sur Xi défini par C. C’est
encore une courbe de Mumford puisqu’en tout sommet le courant est non
nul sur au plus deux branches. Soit Hc le semigraphe correspondant et
H le graphe de la réduction stable de la compactification Y i de Yi (H ne
dépend pas de i). e a l préimages, toutes de longueur di(e). De plus une
telle préimage est dans |H|. Donc d1(e) = d2(e) d’après le cas précédent
appliqué à Y1 et Y2.
3.4.4 Un résultat combinatoire
Proposition 3.4.8. Soit G un graphe fini dont tous les sommets sont d’arité
au moins 3. Soit f : {arêtes de G} → R. On notera encore f la fonction induite
sur l’ensemble des arêtes d’un revêtement de G. Posons, pour C un cycle d’un
revêtement de G, f(C) =
∑
x∈{arêtes de C} f(x).
Si f(C) est nul pour tout cycle C de tout revêtement fini de G, alors f est nulle.
Démonstration. Commençons par remarquer que si G est un graphe fini dont
toutes les arêtes sont d’arité au moins 3, et si H est un sous-graphe connexe tel
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que le nombre de demi-arêtes de G\H dont l’extrémité est dans H est stricte-
ment inférieur à 3, alors H n’est pas un arbre (si H est un arbre avec au moins
une arête, H a au moins deux sommets d’arité 1, et donc déjà 4 demi-arêtes de
G\H doivent terminer en l’un de ces deux sommets ; si H est réduit à un point,
c’est également évident).
Revenons à l’énoncé. Nous allons procéder par récurrence sur le nombre
d’arêtes de G.
Soit donc (G, f) un graphe à n > 1 arêtes muni d’une fonction f sur l’ensemble
des arêtes de G vérifiant les hypothèses de l’énoncé, et supposons l’énoncé vrai
dès que G a strictement moins de n arêtes.
On peut supposer G connexe (sinon on applique l’hypothèse de récurrence à
chaque composante connexe).
Soit e une arête de G, et commençons par supposer que :
1. les deux sommets de e sont distincts. Soient (m,n) les arités des sommets
de e dans G\{e}. On a, par hypothèse sur G, m > 2 et n > 2.
(a) Si m > 3 et n > 3, G′ = G\{e} est encore un graphe dont tous
les sommets sont d’arité au moins 3. De plus, tout revêtement de G′
peut se prolonger en un revêtement de G donc si C est un cycle d’un
revêtement fini de G′, C est aussi un cycle d’un revêtement fini de G
et donc f(C) = 0. On peut ainsi appliquer l’hypothèse de récurrence
à G′ et à f : f(x) = 0, pour toute les arêtes de G autre que e.
i. Si G′ est connexe, on peut trouver un cycle C de G passant par
e, et alors f(e) = f(C) = 0. D’où le résultat.
ii. Si G′ a deux composantes connexes A et B, qui ne peuvent pas
être des arbres d’après la remarque faite en début de démonstra-
tion, on considère A′ et B′ des revêtements connexes d’ordre 2
de A et B respectivement, qu’on recolle en un revêtement G′ de
G d’ordre 2.
Il existe alors un cycle C de G′ passant par les 2 préimages de e.
Alors 2f(e) = f(C) = 0. D’où le résultat.
(b) si m > 3 et n = 2 (ou l’inverse), et soit a et b les deux arêtes partant
du second sommet de e (si a et b ne sont en fait que les deux demi-
arêtes d’une seule arête, le graphe a alors la même structure que pour
le cas 2.(c).i, où il sera traité ; nous supposerons donc ici que a et b
sont deux arêtes distinctes). Soit G′ le graphe obtenu à partir de G en
enlevant e et en concaténant a et b en une seule arête notée a+ b (et
posons f(a+ b) = f(a)+f(b)). Alors (G′, f) vérifie les hypothèses de
l’énoncé, donc f(x) = 0 pour toute arête de G autre que a, b et e. En
fonction du nombre de composantes connexes de G′′ = G\{a, b, e},
distinguons plusieurs cas :
i. Dans le cas où G′′ n’a qu’une composante connexe, on peut
contracter G′′ en un point pour obtenir un graphe G1 à trois
arêtes (en effet toute cycle C1 de G1 admet un relèvement C à
G par connexité de G′′, et f(C1) = f(C) puisque f est nulle sur
G′′), et l’on en déduit que f(a) + f(b) = 0, f(a) + f(e) = 0 et
f(b) + f(e) = 0. D’où le résultat.
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Aa
b
e
a
b
e
ii. Dans le cas où G′′ a deux composantes A et B comme sur le des-
sin (maintenant a, b et e joueront le même rôle et le raisonnement
sera le même si on les échange), on commence par considérer un
revêtement connexe G1 d’ordre 2 de G dont les restrictions A′
et B′ à A et à B sont connexes (il en existe car A et B ne sont
pas des arbres d’après la remarque du début de la démonstra-
tion), puis on contracte A′ et B′ en un graphe G2. On obtient
f(b) + f(e) = 0, 2f(a) + 2f(b) = 0, 2f(a) + 2f(e) = 0, d’où le
résultat.
A Ba
b
e
A′ B′
b1
b2 e1
e2
a1
a2
b1
e1 2a
b2
e2
iii. Dans le cas où G′′ a trois composantes connexes A, B et C, on
commence par considérer un revêtement connexe G1 d’ordre 2 de
G dont les restrictions A′, B′ et C ′ à A, B et C sont connexes,
puis on contracte A′, B′ et C ′. On en déduit 2f(a) + 2f(b) =
0, 2f(b) + 2f(e) = 0, 2f(e) + 2f(a) = 0. D’où le résultat.
Aa
b
e
B
C
A′
B′
C ′
a1
a2
b1
e1
b2
e2
2a
2b
2e
(c) Sim = n = 2, soient a, b les (demi-)arêtes partant d’un sommet et c, d
les (demi-)arêtes partant de l’autre sommet de e. Soit G′ le graphe
obtenu à partir de G en retirant e puis en concaténant a et b en a+ b
d’un coté, et c et d en c+d de l’autre. Si l’on pose f(a+b) = f(a)+f(b)
et f(c+ d) = f(c) + f(d), (G′, f) vérifie les condition de l’énoncé, et
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donc, par hypothèse de récurrence, f(x) = 0 pour toute arête x de
G différente de a, b, c, d et e. Soit G′′ = G\{a, b, c, d, e}. En fonction
des composantes connexes de G′′, distinguons plusieurs cas :
i. Supposons que G ait deux composantes connexes, A contenant
une extrémité de a et de b, et B contenant une extrémité de
c et de d (si (a, b) ou (c, d) sont les demi-arêtes d’une même
arête, le graphe à la même structure que dans le cas 2.(c).ii.B ; si
(a, b) et (c, d) ne forment que deux arêtes, la structure est celle
du cas dégénéré de 2.(c).(ii)). On Commence par considérer un
revêtement connexe G1 d’ordre 2 de G dont les restrictions A′
et B′ à A et B sont connexes, puis on contracte A′ et B′. On
obtient par exemple que f(c) + f(d), f(a) + f(b), 2(f(a) + f(e) +
f(d)), 2(f(a)+f(e)+f(c) et 2(f(b)+f(e)+f(d)) sont nuls. D’où
le résultat.
A B
a
b
e
c
d
A′ B′
ii. Supposons que G ait deux composantes connexes, A contenant
une extrémité de a et c, et B contenant une extrémité de b et d.
On commence, comme d’habitude par considérer un revêtement
connexe G1 d’ordre 2 de G dont les restrictions A′ et B′ à A et
B sont connexes puis on contracte A′ et B′. On en déduit par
exemple que f(a) + f(b) + f(c) + f(d) = 2(f(a) + f(e) + f(d)) =
2(f(b) + f(e) + f(c)) = 2(f(a) + f(c)) = f(b) + f(c) + f(e) = 0.
D’où le résultat.
A B
a c
b d
e A′ B′
Si (a, c) (ou symétriquement (b, d)) ne sont que les deux demi-
arêtes d’une seule arête que l’on notera a, on considère un re-
vêtement G1 d’ordre 2 de G dont les restrictions B′ à B et
(a∪ e)′ à a∪ e sont connexes. On en déduit f(a) + f(b) + f(c) =
f(e) + f(b) + f(c) = 2(f(a) + f(e)) = f(a) + f(e) + 2f(b) = 0.
D’où le résultat.
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Bb
c
ea B′
Si (a, c) et (b, c) sont dégénérés en deux arêtes, alors G n’a que
deux sommets et trois arêtes reliant ces deux sommet, et le ré-
sultat est évident.
iii. Supposons que G ait deux composantes connexes, A contenant
une extrémité de a,b et c, et B contenant une extrémité de d. On
sait déjà par hypothèse de récurrence appliqué à G′ que f(c) +
f(d) = 0. Maintenant, en contractant A, on en déduit que f(a)+
f(b) = f(b)+f(c)+f(e) = f(a)+f(c)+f(e) = 0. D’où le résultat.
A B
a
b
c
e
d
iv. Supposons que G ait trois composantes connexes, A contenant
une extrémité de a, B contenant une extrémité de b, et C conte-
nant une extrémité de c et d. On commence, comme d’habi-
tude par considérer un revêtement connexe G1 d’ordre 2 de G
dont les restrictions A′, B′ et C ′ à A, B et C sont connexes,
puis on contracte A′, B′ et C ′. On en déduit par exemple que
f(c) + f(d) = 2(f(a) + f(b)) = 2(f(a) + f(e) + f(c)) = 2(f(b) +
f(e) + f(c)) = 2f(a) + 2f(e) + f(c) + f(d) = 0. D’où le résultat.
A
B
C
a
b
e
c
d
A′
B′
C ′
Si (c, d) est dégénéré en une seule arête c, le graphe a la même
structure qu’en 2.(c).ii.A.
v. Supposons que G ait trois composantes connexes, A contenant
une extrémité de a, B contenant une extrémité de c, et C conte-
nant une extrémité de b et d. On commence, comme d’habi-
tude par considérer un revêtement connexe G1 d’ordre 2 de G
dont les restrictions A′, B′ et C ′ à A, B et C sont connexes,
puis on contracte A′, B′ et C ′. On en déduit par exemple que
f(b)+f(d)+f(e) = f(b)+f(d)+f(e)+2f(a) = 2(f(a)+f(b)) =
2(f(d) + f(c)) = 2(f(c) + f(e) + f(a)) = 0.
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A B
C
a
b
e
c
d
A′ B′
C ′
Si (b, d) est dégénéré en une seule arête b, considérons un revê-
tement G1 d’ordre 2 de G dont les restrictions à A, B et b ∩ e
sont connexes, puis on contracte A′ et B′. On en déduit que
2f(a) + f(e) + f(b) = 2(f(b) + f(e)) = 2f(c) + f(b) + f(e) =
2(f(a) + f(b) + f(c)) = 0.
A
B
a
c
eb
vi. Supposons que G ait quatre composantes connexes, A contenant
une extrémité de a, B contenant une extrémité de c, C conte-
nant une extrémité de b et D contenant une extrémité de d.
On commence, comme d’habitude par considérer un revêtement
connexe G1 d’ordre 2 de G dont les restrictions A′, B′, C ′ et
D′ à A, B, C et D sont connexes, puis on contracte A′, B′, C ′
et D′. On en déduit par exemple que 2(f(b) + f(d) + f(e)) =
f(b) + f(d) + f(e) + 2f(a) = f(b) + f(d) + f(e) + 2f(c) =
2(f(b) + f(a)) = 2(f(c) + f(d)) = 0.
A C
B D
a
b
e
c
d
A′ C ′
B′ D′
vii. Supposons queG ait une seule composante connexeA, et contractons-
la. On en déduit que f(a) + f(b) = f(c) + f(d) = f(a) + f(c) +
f(e) = f(b) + f(c) + f(e) = f(a) + f(d) + f(e) = 0. D’où le
résultat.
A
a
b
e
c d
2. Supposons que les deux extrémités de e soit un même sommet, et soit m
l’arité de ce sommet dans G\{e}. On a m > 1.
(a) Supposons m > 3. Alors G\{e} vérifie les conditions de l’énoncé et
donc f(x) = 0 pour toute arête de G autre que e, et comme e est une
boucle, f(e) = 0 aussi.
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(b) Supposons m = 2, et soit a et b les deux arêtes partant du sommet de
e (si a et b sont en fait les deux demi-arêtes d’une même arête, G est
réduit à deux arêtes formant chacune une boucle, et le résultat est
évident). Soit G′ le graphe obtenu à partir de G en supprimant e et en
concaténant a et b en une arête a+b et posons f(a+b) = f(a)+f(b).
Alors G′ vérifie les hypothèses de l’énoncé et donc, par hypothèse de
récurrence, f est nulle en toute arête autre que e, a et b. Distinguons
selon les composantes connexes de G′′ = G\{a, b, e}.
i. Supposons que G′′ ait une unique composante connexe A. On
considère un revêtement G1 d’ordre 2 de G dont la restriction A′
à A est connexe et dont la restriction à e est également connexe,
puis on contracte A′ pour obtenir un graphe G2. On en déduit
2f(a) + f(e) = 2f(b) + f(e) = 2f(e) = 0. D’où le résultat.
A
a
b
e
A′
ii. Supposons que G′′ ait deux composantes connexes, A ayant l’ex-
trémité de a, et B ayant l’extrémité de b. On considère un revê-
tement G1 d’ordre 2 de G dont les restrictions A′ et B′ à A et B
sont connexes et dont la restriction à e est également connexe,
puis on contracte A′ et B′ pour obtenir un graphe G2. On en
déduit 2f(a)+f(e) = 2f(b)+f(e) = 2f(e) = 0. D’où le résultat.
A
B
a
b
e
A′
B′
(c) Supposons m = 1, et soit a l’arête partant l’extrémité de e. Soit n
l’arité de l’autre extrémité de a dans G′ = G\{a, e}. On a nécessai-
rement n > 2.
i. Supposons n > 3. AlorsG′ vérifie encore les conditions de l’énoncé,
donc, par hypothèse de récurrence, f est nulle sur G′. On consi-
dère maintenant un revêtement G1 d’ordre 2 de G dont les res-
trictions à G′ et à e sont connexes, puis on contracte l’image
réciproque de G′. On obtient 2f(e) = 2f(a) + f(e) = 0. D’où le
résultat.
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A a
e
A′
ii. Supposons n > 2, et soit c et d les deux arêtes en question (si
ce sont les deux demi-arêtes d’une unique arête, G est réduit à
deux boucles reliées entre elles par une arête ; graphe pour lequel
on montre le résultat en considérant un graphe d’ordre 2 dont la
restriction à chacune des boucles est connexe). Soit G′′ le graphe
obtenu à partir de G′ en concaténant c et d en c+d et en posant
f(c + d) = f(c) + f(d). G′′ vérifie les conditions de l’énoncé, et
donc f est nulle en toute arête autre que a, e, c et d (et en fait
f(e) = 0 aussi). Soit G′′′ = G\{a, c, d, e}, et distinguons suivant
le nombre de composantes connexes de G′′′.
A. Si G′′′ a deux composantes connexes C contenant l’extrémité
de c et D contenant l’extrémité de d, on considère un revê-
tement G1 de G dont les restrictions C ′, D′ et e′ à C, D et
e sont connexes, puis on contracte C ′, D′ et e′, on obtient
2f(a) + 2f(c) = 2f(a) + 2f(d) = 2f(c) + 2f(d) = 0. D’où le
résultat.
C
D
c
d
a
e
C ′
D′
B. Si G′′′ a une composante connexe A, on considère un re-
vêtement G1 de G dont les restrictions A′ et e′ à A et e
sont connexes, puis on contracte A′ et e′, on obtient 2f(a) +
2f(c) = 2f(a) + 2f(d) = 2f(c) + 2f(d) = 0. D’où le résultat.
A
c
d
a
e
A′
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Chapitre 4
Complexes classifiants de
groupes
Nous introduisons ici des objets combinatoires, que nous appellerons com-
plexes classifiants, généralisant la notion de complexes de groupe de Haefliger
([20]). L’espace combinatoire de base n’est pas nécessairement un ensemble sim-
plicial. En fait, nous nous en servirons plutôt avec des ensembles polysimpli-
ciaux qu’avec des ensembles simpliciaux. Les groupes servant de constituants
aux complexes ne seront pas non plus supposés discrets. En fait nous utiliserons
des complexes dont les composantes sont des groupes profinis.
A un tel complexe classifiant nous associerons une catégorie de revêtements et
un groupe fondamental, qui classifie ces revêtements. Ce groupe fondamental
sera encore un groupe topologique.
Nous définirons également une notion de revêtement tempérés dans ce contexte,et
donc un groupe fondamental tempéré associé.
4.1 Groupes quasiprodiscrets
Soit G un groupe topologique. Soit G -Ens la catégorie des G-ensembles dis-
crets, muni du foncteur canonique F : G -Ens→ Ens.
G -Ens est un topos ([23, ex. A.2.1.6]). Il est clair qu’il est connexe (son ob-
jet final n’a pas de sous-objet non trivial), localement connexe et atomique.
G -Ens → Ens est le pullback d’un point du topos G -Ens (et ce point est
conservatif ; [23, ex. A.4.1.7]).
Notons Gˆ = AutF , on a un morphisme évident G → Gˆ. Gˆ est un groupe
topologique pour lequel les (StabGˆF (S),s)S∈Ob(G -Ens),s∈F (S) forment une base de
voisinages de 1.
Proposition 4.1.1. On a alors une immersion topologique Gˆ→ lim←− Gˆ/Stab
Gˆ
F (S),s =
lim←−H G/H où H parcours les sous-groupes ouverts de G. Plus précisément, on
a Gˆ = AutF ⊂ EndF = lim←−H G/H.
Démonstration. En effet, soit γ ∈ EndF . Etant donné un sous-groupe ouvert
H de G, on considère le G-ensemble S = G/H. Notons γH l’image du point H
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de F (S) = G/H par γ, c’est un élément de G/H. La fonctorialité de γ assure
que l’on obtient un système compatible d’objets de G/H. D’où une fonction
EndF → lim←−H G/H.
Réciproquement étant donné (γH)H ∈ lim←−H G/H, définissons un endomor-
phisme γ de F . Soit S un G-ensemble et soit s ∈ F (S). Soit H = StabGF (S),s.
Alors γ(s) = g · s où g ∈ γH . Si φ : S′ → S est un morphisme de G-ensembles
qui envoie s′ sur s, on a H ′ ⊂ H où H ′ = StabGs′ et H = StabGs . Soit g ∈ γH′
(et donc g ∈ γH par compatibilité de (γH)). Alors γ(s′) = g · s′ = g · φ(s) =
phi(g · s) = φ(γ(s)). Donc γ définit bien un endomorphisme de F .
On déduit en particulier de cette proposition que G est d’image dense dans
Gˆ.
On peut décrire plus directement la structure de monoïde sur lim←−H G/H induite
par celle de EndF . Si (α¯H)H , (β¯H)H ∈ lim←−H G/H, leur produit est donné par
γH = αβHHβ−1H βH . En effet l’imageβ ∈ End(F ) de (β¯H)H envoie s = H ∈ G/H
sur s′ = βHH. Le stabilisateur de s′ est βHHβ−1H , donc l’endomorphisme α
envoie s′ sur s′′ = αβHHβ−1H βHH.
Si l’on note G˜ le groupe G mais muni de la topologie où les sous-groupes ouverts
de G forment une base d’ouverts. Alors lim←−G/H n’est autre que le complété de
G˜ pour la structure uniforme gauche de [9, § III.3.1]. La multiplication est alors
celle donnée par [9, prop. III.3.6].
Remarque. L’immersion AutF ⊂ EndF n’est en général pas surjective. Par
exemple, soit I un ensemble et soit G le groupe des permutations de I qui fixent
tous les éléments sauf un nombre fini, muni de la topologie pour laquelle les
fixateurs des parties finies de I forment une base de voisinage ouverts de 1,
alors EndF est l’ensemble de toutes les applications de I dans I. Ainsi, EndF
contient des éléments non inversibles dès que I est infini.
Définition 4.1.1. On appelera groupe quasiprodiscret (ou groupe qpd) un
groupe topologique tel que G → Gˆ soit un isomorphisme de groupes topolo-
giques.
En général, l’homomorphisme f : G → Gˆ induit un foncteur canonique
f∗ : Gˆ -Ens → G -Ens, et comme Gˆ = AutF , F (S) est naturellement muni
d’une structure de Gˆ-ensemble, ce qui donne un foncteur g : G -Ens→ Gˆ -Ens :
ce sont en fait des foncteurs quasi-inverses (en particulier f∗ et g sont des équi-
valences de catégories). En effet, f∗g est clairement isomorphe à l’identité, et
f∗ est pleinement fidèle car G est d’image dense dans Gˆ.
Donc ˆˆG = Gˆ (Gˆ est qpd). On appellera Gˆ le complété qpd de G.
Remarque : Un objet connexe G/H de G -Ens est localement constant en
tant qu’objet de G -Ens si et seulement si H contient un sous-groupe ouvert
distingué dans G. G -Ens est donc un topos galoisien si et seulement si Gˆ est
prodiscret.
Soit G un groupe qpd, et soit H un sous-groupe de G. On notera H l’adhé-
rence de H et H l’intersection des sous-groupes ouverts contenant H.
On a H = H dans les deux cas suivants :
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– G est un groupe prodiscret. En effet, comme la famille (gO), O décrivant
les sous-groupes ouverts distingués de G et g décrivant les éléments de G,
forme une base d’ouverts de G,
G\H = ˚G\H = ⋃(O,g)|H∩gO=∅ gO
=
⋃
O
⋃
g/∈HO gO.
où HO est un sous-groupe ouvert de G car O est distingué. Donc
H =
⋂
O
⋂
g∈HO
gO =
⋂
O
HO.
– H est distingué. En effet, on a H =
⋂
OHO où O décrit les sous-groupes
ouverts de G. Comme H est maintenant supposé distingué, HO est encore
un sous-groupe ouvert de G.
Soient G1, G2 deux groupes qpd et f : G1 → G2 un morphisme, f∗ : G2 -Ens→
G1 -Ens le foncteur induit.
Proposition 4.1.2. – f∗ est fidèle ;
– si f∗ est pleinement fidèle, Im f = G2 ;
– si Im f = G2, f∗ est pleinement fidèle ;
– f∗ est une équivalence de catégorie si et seulement si f est un isomor-
phisme.
Démonstration. Soit ψ le foncteur oubli G1 -Ens→ Ens.
Le foncteur ψf∗ : G2 -Ens→ Ens est fidèle, donc f∗ aussi.
Supposons Im f 6= G2. Soit H un sous-groupe ouvert strict de G2 contenant
Im f . Alors G2/H est un G2-ensemble connexe donc |Aut(G2/H)| 6 [G2 : H],
alors que f∗(G2/H) est trivial, et donc |Aut(f∗(G2/H))| = [G2 : H]!.
Supposons Im f = G2. Soit φ : f∗S → f∗S′. ψ(φ) est G1-équivariante, donc
Im f -équivariante. Mais {g ∈ G2| ∀x ∈ f∗(S), φ(gx) = gφ(x)} est un sous-
groupe fermé de G2. Donc ψ(φ) est bien G2-équivariante, et définit donc un
morphisme S → S′.
Si f∗ est une équivalence, Aut f∗ → Autψf∗ est un isomorphisme. Or ce n’est
autre que f .
Soient B une catégorie et F : B → Ens un foncteur. Munissons AutF de
la topologie pour laquelle les StabAutFF (S),s forment une base de voisinages de 1.
Alors F s’enrichit en un foncteur B → AutF -Ens. (B, F ) est une catégorie clas-
sifiante pointée si le foncteur B → AutF -Ens est un isomorphisme. Si (B, F )
est une catégorie classifiante pointée, et F ′ est isomorphe à F , alors (B, F ′) est
aussi une catégorie classifiante pointée. On appellera catégorie classifiante un
couple (B,F) où B est une catégorie, F une classe d’isomorphisme de foncteurs
F : B → Ens tels que (B, F ) soit une catégorie classifiante pointée (un élément F
de F sera alors appelé un foncteur fibre de la catégorie classifiante). On notera
aussi pi1(B, F ) = AutF , muni de sa structure topologique de groupe qpd, qu’on
appellera groupe fondamental de B.
Une catégorie classifiante admet des limites directes, des produits fibrés et tout
morphisme se décompose en la composé d’un épimorphisme strict et de l’im-
mersion d’une composante connexe.
Un 1-morphisme de catégories classifiantes f : (B1,F1)→ (B2,F2) est un fonc-
teur f∗ : B2 → B1 tel qu’il existe un foncteur fibre F1 ∈ F1 tel que F1f∗ soit
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dans F2. Ceci vaut alors pour tout F ′1 ∈ F1) : en effet si α : F1 → F ′1 est un
isomorphisme de foncteurs, α ◦ f∗ : F1f∗ → F ′1f∗ est aussi un isomorphisme.
Un 2-morphisme de catégories classifiantes φ : f → g avec f, g : B1 → B2 est un
isomorphisme de foncteur f∗ → g∗.
Avec ces définitions, les catégories classifiantes forment ainsi une 2-catégorie.
Si G est un groupe topologique, G -Ens est naturellement munie d’une struc-
ture de catégorie classifiante, de groupe fondamental Gˆ.
Si C est une catégorie galoisienne, Ind- C est aussi naturellement muni d’une
structure de catégorie classifiante en prenant pour F la classe des foncteurs fon-
damentaux. Tout foncteur exact de catégories galoisiennes définit un (unique)
1-morphisme de catégories classifiantes.
On a également, plus généralement, une notion de catégorie multiclassi-
fiante. C’est une catégorie B munie d’une famille de classes d’isomorphismes
(Fi)i∈I de foncteurs Fi : B → Ens, tels que, si Fi ∈ Fi, le foncteur induit
C → ∏i∈I Aut(Fi) -Ens soit une équivalence de catégories (en particulier, les
foncteurs Fi sont deux à deux non isomorphes, et donc les classes Fi sont dis-
jointes). On notera alors pi0(B) := I et pi1(B, Fi) := AutFi. Le facteur direct de
B qui est la sous-catégorie pleine de B des x tel que Fj(x) = ∅ pour tout j 6= i
est noté Bi (il ne dépend pas d’un choix de foncteurs fibres).
Un 1-morphisme de catégories multiclassifiantes F : (B, (Fi)i∈I)→ (B′, (F ′j)j∈J)
est un foncteur F ∗ : B′ → B tel que, pour tout i ∈ I, FiF ∗ soit isomorphe à l’un
des Fj (j est alors nécessairement unique, d’où une fonction pi0(F ) : pi0(B′) →
pi0(B), compatible avec la composition de 1-morphismes).
Un 2-morphisme u : F → G de 1-morphismes est un isomorphisme de foncteurs
F ∗ → G∗ (alors Fi(u) : FiF ∗ → FiG∗ est un isomorphisme, donc pi0(F ) =
pi0(G)).
Soit B une catégorie classifiante, et S un objet de B. On notera B/S la caté-
gorie des morphismes S′ → S.
Si S est connexe, F est un foncteur fibre de B et s ∈ F (S), on a un fonc-
teur Fs : B/S → Ens défini par Fs(φ : S′ → S) = F (φ)−1({s}) ⊂ F (S′). Soit
H = StabS,s ⊂ G = pi1(B, F ), l’action de H sur F (S′) laisse stable Fs(S′ → S)
et définit ainsi un morphisme H → AutFs (d’où un foncteur B/S → H -Ens
noté également par abus Fs). En identifiant B à G -Ens grâce à F , le foncteur
IndHG : H -Ens → (G -Ens)/(G/H) fournit un quasi-inverse à Fs. Ainsi (B/S , Fs)
définit une catégorie classifiante (et le foncteur B → B/S : S′ 7→ (S × S′ → S)
définit un 1-morphisme B/S → B de catégories classifiantes).
Si s′ est un autre élément de F (S), comme G agit transitivement sur F (S), soit
g ∈ G tel que g · s = s′. Alors gF (S′) envoie Fs(S′ → S) sur Fs′(S′ → S) et
définit ainsi un isomorphisme Fs → Fs′ . De plus, si α : F → F ′ est un isomor-
phisme de foncteurs fibres, α induit un isomorphisme Fs → F ′α(s). Ainsi la classe
d’isomorphisme Fs ne dépend ni de F , ni de s, donc la catégorie classifiante B/S
est bien définie.
Si ψ : B1 → B2 est un 1-morphisme de catégories classifiantes, S1 un objet
connexe de B1, S2 un objet connexe de B2 et φ : ψ∗(S2) → S1 un morphisme
de B2, le foncteur B1/S1 → B2/S2 est un morphisme de catégories classifiantes.
Pour S quelconque, on peut décomposer S comme somme directe de ses com-
posantes connexes S =
∐
Si, et on obtient ainsi que B/S =
∏B/Si est une
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catégorie multiclassifiante.
4.2 Complexes classifiants de groupes et groupes
fondamentaux
4.2.1 Complexes classifiants
Soit C une petite catégorie. Un complexe classifiant sur C est une catégorie
fibrée G → C dont les fibres Gx (x ∈ Ob(C)) sont munies d’une structure de
catégorie classifiante, telle que pour toute flèche f : x → x′ de C, f∗ soit un
morphisme de catégories classifiantes.
Un 1-morphisme ψ : G′ → G de complexes classifiants sur C est un 1-morphisme
cartésien de catégories fibrées ψ∗ : G → G′sur C tel que pour tout x ∈ Ob(C)
le foncteur ψ∗x : Gx → G′x définisse un 1-morphisme ψx : G′x → Gx de catégories
classifiantes.
Un 2-morphisme u : ψ → ψ′ de 1-morphismes de complexes classifiants sur C
est un 2-morphisme ψ → ψ′ de catégories fibrées sur C.
Un 1-morphisme de complexes classifiants (G′ → C′) → (G → C) est donné par
un foncteur C′ → C et un 1-morphisme G′ → G ×C C′ de complexes classifiants
sur C ′. Un 2-morphisme de complexes classifiants est un 2-morphisme de caté-
gories fibrées.
On peut de même définir une notion de complexe multiclassifiant comme caté-
gorie fibrée dont les fibres sont des catégories multiclassifiantes.
Remarque. La terminologie de complexe classifiant est choisie pour insister sur le
fait que la définition ici présentée est une généralisation de la notion de complexe
de groupe tel que l’a définie Haefliger dans [20]. En effet, la donnée d’un complexe
de groupes au sens d’Haefliger équivaut à la donnée d’un complexe classifiant
G → C où C est la catégorie des objets d’un ensemble 2-simplicial et où le groupe
fondamental pi1(Gx) de chaque fibre est discret (la définition que l’on donnera
du groupe fondamental d’un complexe classifiant correspondera dans le cas d’un
tel complexe de groupes à la définition du groupe fondamental d’Haefliger).
On peut trouver aussi une variation du concept d’Haefliger dans [38, § 2.2]
pour des complexes (où C est toujours la catégorie des objets d’un ensemble
2-simplicial) dont les fibres sont en groupes profinis et les morphismes continus.
Le groupe fondamental que Stix définit alors correspondra à notre pialg1 (G).
On pourra aussi regarder [33] où Mochizuki étudie les complexes en groupes
profinis dans le cas où la base est un (semi)graphe. Il y définit dans ce cas la
notion de groupe fondamental tempéré.
La sous-2-catégorie pleine des complexes classifiants avec C discrète est na-
turellement équivalente à la 2-catégorie des catégories multiclassifiantes.
La donnée d’un complexe classifiant sur C muni d’un clivage équivaut, compte
tenu de [17, VI.8], à :
– pour tout objet x de C, une catégorie classifiante Πx,
– pour toute flèche f : x → x′, un 1-morphisme de catégories classifiantes
f∗ : Πx′ → Πx (qui est l’identité si f est Idx),
– pour tous f, g avec f : x→ x′ et g : x′ → x′′, un 2-isomorphisme
cf,g : (gf)∗
∼→ f∗g∗
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vérifiant
(f∗ ◦ ch,g) · cf,hg = (cf,g ◦ h∗) · cgf,h,
ce qui permet d’identifier g∗f∗ et (fg)∗.
Ces données, vues sur la catégorie de base Cop, donnent aussi naissance à une
catégorie cofibrée G◦ sur Cop. G◦ est alors un topos sur Cop.
Si G et G′ sont munis de clivages sur C, un 1-morphisme de catégories clas-
sifiante G → G′ équivaut, compte tenu de [17, VI.12], à :
– pour tout x ∈ Ob(C), un 1-morphisme de catégories classifiantes Gx → G′x
donné par un foncteur ψx : G′x → Gx,
– pour tout f ∈ HomC(x, x′), un isomorphisme de foncteurs φf : ψxf∗G′ ∼→
f∗Gψx′ , tels que
– φidx = idψx ,
– pour tous x f→ x′ g→ x′′, (cGf,g ◦ψx′′) · φgf = (f∗G ◦ φg) · φfg∗G′ · (ψx ◦ cG
′
f,g)
De même, et plus généralement, un 1-morphisme de catégories classifiantes (G →
C)→ (G′ → C′) est donné par :
– un foncteur F : C → C′,
– pour tout objet x de C, un foncteur ψx : G′F (x) → Gx correspondant à un
1-morphisme de catégories classifiantes,
– pour tout morphisme f : x → x′ dans C, un isomorphisme de foncteur
φf : ψxF (f)∗
∼→ f∗ψx′ vérifiant φidx = idψx et la condition de compatibi-
lité avec la composition.
On note
B(G) := CartC(C,G) = Lim←− G/C
la catégorie des sections cartésiennes de G, qu’on appellera aussi catégorie des
revêtements de G.
Plus explicitement, étant donné un clivage de G → C, un objet S est donné par :
– pour tout objet x de C, un objet Sx de Gx,
– pour toute flèche f : x → x′, un isomorphisme αf : f∗Sx′ → Sx, tels que
pour tous g : x → x′, f : x′ → x′′, αg · g∗αf = αfg (après avoir identifié
g∗f∗Sx et (fg)∗Sx grâce à cf,g).
Un morphisme φ : S → S′ est donné par un morphisme φx : Sx → S′x, pour
tout x, de manière à ce que, pour tout f : x→ x′, α′f · f∗φx′ = φx · αf .
B(G) est un topos localement connexe (compte tenu de [28, 4.1.1,4.1.2]). En,
particulier, il admet des limites directes et des produits fibrés (il suffit de les
prendre composante par composante). Tout morphisme S′ → S se décompose
de façon unique comme composé d’un épimorphisme strict S′ → S0 (c’est-à-dire
S′ → S0 est le coégalisateur de S′×S0S′ ⇒ S′) et de l’immersion d’un facteur di-
rect S0 → S (c’est-à-dire il existe un sous-objet S1 de S tel que S0
∐
S1 → S soit
un isomorphisme). En particuliertout sous-objet est un facteur direct (comme
B(G) est localement connexe, tout sous-objet de S est donc somme direct de
composantes de S) et tout épimorphisme est strict (on parlera alors simplement
de quotient).
Comme exemple de limite directe qui servira par la suite, si R est une relation
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d’équivalence sur S (c’est-à-dire un sous-objet de S×S qui vérifie les propriétés
d’une relation d’équivalence), il existe alors un quotient S/R (c’est-à-dire un
épimorphisme strict S → S/R tel que S ×S/R S = R), défini composante par
composante par (S/R)x = Sx/Rx et en recollant grâce à l’isomorphisme naturel
f∗(Sx′/Rx′) ' f∗(Sx′)/f∗(Rx′).
Si S est un objet de B(G), on peut lui associer la catégorie fibrée GS sur CS ,
où CS est la catégorie cofibrée sur C dont la fibre en x est la catégorie discrète
pi0(Sx), et GS est la catégorie fibrée sur CS dont la fibre en (i, x) (où Si est une
composante connexe de Sx) est Gx/Si .
Gx/Si étant muni de sa structure de catégorie classifiante, GS est un complexe
classifiant sur CS , et on a un morphisme de complexe classifiant GS → G.
B(GS) est alors naturellement équivalente à B(G)/S .
On peut reformuler cela en définissant sur C le complexe multiclassifiant G/S
dont la fibre en x est la catégorie multiclassifiante Gx/Sx . A un tel complexe
multiclassifiant G0 sur une catégorie C, on peut alors associer un complexe clas-
sifiant G1 sur une catégorie C′ cofibrée sur C dont la fibre en x est pi0(G0,x), et
si i ∈ pi0(G0,x), G1,(x,i) est le facteur direct G0,x,i de G0,x.
On appellera point géométrique x¯ = (x, F ) de G la donnée d’un objet x de C
et d’un foncteur fibre F de Gx.
Si x¯ = (x, F ) est un point géométrique de G, on a un foncteur Fx¯ : B(G)→ Ens
qui à S ∈ B(G) : C → G associe F (Sx). Ce foncteur est appelé foncteur fibre en
x¯ . Il commute aux limites directes et aux produits fibrés.
Proposition 4.2.1. Si C est une catégorie connexe et x¯ et x¯′ sont deux points
géométriques de G, alors Fx¯ et Fx¯′ sont isomorphes.
Démonstration. Posons (x, F ) = x¯ et (x′, F ′) = x¯′. Supposons qu’il existe un
morphisme f : x → x′ dans C. Comme f∗ : Gx′ → Gx est un morphisme de
catégories classifiantes, il existe un isomorphisme α : Ff∗ → F ′.
Or le morphisme naturel β(S) : S(x) → f∗(S(x′)) est un isomorphisme car S
est une section cartésienne.
(F ◦β)(S) : F (S(x)) = Fx¯(S)→ Ff∗(S(x′)) est un isomorphisme, donc α · (F ◦
β)(S) : Fx¯(S) → F ′(S(x′)) = Fx¯′(S) est un isomorphisme, et donc α · (F ◦ β)
fournit un isomorphisme Fx¯ → Fx¯′ .
Dans le cas général, comme C est connexe, on peut trouver une chaîne d’objets
x, x1, . . . , xn, x
′ reliés par des morphismes (dans un sens ou dans l’autre), on
obtient par ce qui précède que Fxi et Fxi+1 sont isomorphes. On compose des
isomorphismes pour obtenir un isomorphisme entre Fx¯ et Fx¯′ .
On appelle chemin de x¯ à x¯′ un tel isomorphisme Fx¯ → Fx¯′ .
Si ψ : G′ → G est un 1-morphisme de complexes classifiants sur C, S 7→ S◦ψ∗
définit un foncteur également noté ψ∗ : B(G)→ B(G′).
Si ψ : (G′ → C′) → (G → C) est un 1-morphisme de complexes classifiants
donné par un morphisme ψ0 : G′ → G ×C C′ de complexes classifiants sur C′,
S 7→ ψ∗0(S ×C C′) définit un foncteur ψ∗ : B(G)→ B(G′).
Si u : ψ1 → ψ2 est un 2-morphisme, il définit un isomorphisme de foncteurs
u : ψ∗1 → ψ∗2 .
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Si x¯′ est un point géométrique (x′, F ′) de G′, soit ψ(x) l’image dans C de x ∈
Ob(C′) et soit F la composée Gx → G′x′ F→ Ens. Alors ψ∗(x¯′) := x¯ = (x, F ) est
un point géométrique de G, et Fx¯ = Fx¯′ ◦ ψ∗.
Si α est un chemin de x¯′1 à x¯′2 (c’est-à-dire un isomorphisme α : Fx¯′1 → Fx¯′2), on
a un chemin ψ∗(α) de ψ∗(x¯′1) à ψ∗(x¯′2) défini par ψ∗(α)(S) = α(ψ∗(S)) et ψ∗
est bien évidemment compatible à la composition des chemins.
D’où en particulier un homomorphisme ψ∗ : AutFx¯′ → AutFψ∗(x¯′).
4.2.2 Groupe fondamental
Soit G un complexe classifiant sur C et soit x¯ = (x, F ) un point géométrique
de G.
On appelle groupe fondamental de G en x¯ le groupe :
pi1(G, x¯) = AutFx¯.
C’est un groupe topologique, pour lequel les sous-groupes StabS,s (S ∈ B(G), s ∈
Fx¯(S)) forment une base de voisinages de 1 (les StabS,s sont stables par inter-
section grâce à l’existence de produits fibrés, et par conjugaison en remplaçant
s par s′).
L’existence de chemins montre que, à isomorphisme près, pi1(G, x¯) ne dépend
pas de x¯.
Théorème 4.2.2. Le foncteur Fx¯ : B(G) → pi1(G, x¯) -Ens est une équivalence
de catégories.
Démonstration. Si S ∈ B(G) est connexe, alors CS est une catégorie connexe.
notons f : GS → G le morphisme de catégories fibrées en catégories classifiantes.
Notons Sx =
∐
Si la décomposition en composantes connexes de Sx. Si s1, s2 ∈
Fx¯(S) (avec s1 ∈ Fx¯(S1), s2 ∈ Fx¯(S2)), alors (S1, Fs1) et (S2, Fs2) sont des
foncteurs fibres de GS . D’après la proposition 4.2.1, il existe un chemin α de
(S1, Fs1) vers (S2, Fs2). f∗(α) ∈ pi1(G, x¯) est tel que f∗(α)s1 = s2. En résumé on
a donc obtenu que si S est connexe, Fx¯(S) est un pi1(G, x¯)-ensemble connexe.
Donc, pour tout S, Fx¯ induit une bijection entre l’ensemble des composantes
connexes de S et l’ensemble des composantes connexes de Fx¯(S), ainsi qu’une
bijection entre les sous-objets de S et les sous-objets de Fx¯(S) (car tout sous-
objet est union de composantes connexes).
On en déduit aisément que Fx¯ : B(G)→ pi1(G, x¯) -Ens est pleinement fidèle, car
Hom(S, S′) =
{
sous-objets U de S × S′
tel que U → S soit un isomorphisme
}
,
Fx¯(S×S′) = Fx¯(S)×Fx¯(S′) et Fx¯(U → S) est un isomorphisme si et seulement
si U → S est un isomorphisme.
Comme les sommes directes existent dans B(G), il ne reste plus qu’à montrer
qu’un pi1(G, x¯)-ensemble connexe pi1(G, x¯)/H, où H est un sous-groupe ouvert
de pi1(G, x¯), est dans l’image essentielle de Fx¯. Or puisque H est ouvert, H
contient un sous-groupe de la forme StabS′,s′ pour un certain S′ ∈ Ob(B(G))
et s′ ∈ Fx¯(s′) (comme StabS′,s′ ⊂ H, on a un unique morphisme G/H →
Fx¯(S′) qui envoie H en s′). Soit R la réunion des composantes connexes de
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S′×S′ correspondant à l’union des composantes connexes Fx¯(R) = Fx¯(S′)×G/H
Fx¯(S′) ⊂ Fx¯(S′)×Fx¯(S′). R est une relation d’équivalence sur S′ et le quotient
S′/R existe dans B(G). On a bien Fx¯(S′/R) = pi1(G, X¯)/H.
Ainsi (B(G), Fx) est une catégorie classifiante. De plus, si x¯ et x¯′ sont deux
points géométriques de G, Fx¯ et Fx¯′ sont isomorphes, donc la structure de ca-
tégorie classifiante sur B(G) est indépendante du point géométrique.
4.3 Sous-catégories d’une catégorie classifiante
et applications
Soient B une catégorie classifiante et B′ une sous-catégorie pleine qui contient
l’objet final de B, stable par sous-objets, par produits fibrés, et par quotients.
Donnons quelques exemples :
– la sous-catégorie pleine Bpd des objets S localement constants du topos
B. Si B = G -Ens, un objet S est localement constant si et seulement
si il existe un objet S′ tel que S × S′ → S′ soit constant, c’est-à-dire
tel que S × S′ soit isomorphe à une somme disjointe de copies de S′, en
tant qu’objets au-dessus de S′. S′ peut alors être choisi connexe, donc
isomorphe à G/H où H est un sous-groupe ouvert de G. Un objet S est
constant au-dessus de G/H si et seulement si, pour tout s ∈ S, Stabs ⊂ H
(ceci implique en particulier que, pour tout s ∈ S, Stabs ⊂
⋂
g∈G gHg
−1,
et donc H peut être choisi distingué).
– la sous-catégorie pleine Balg des objets S de B tel que F (S) est fini (où F
est un foncteur fibre de B) ; on dira alors que S est fini. C’est une catégorie
galoisienne.
Dans le cas où B est la catégorie B(G) des revêtements d’un complexe
classifiant, Balg peut aussi être vue comme la catégorie des sections carté-
siennes de la catégorie fibrée Galg dont la fibre en x est la catégorie Galgx
des objets finis de Gx.
– Plus généralement, soit L un ensemble de nombres premiers, la catégorie
BL la sous-catégorie pleine de Balg composée des objets finis dont le cardi-
nal de la clôture galoisienne soit un produit de nombre premiers dans L.
Un objet BL sera dit L-fini. BL est également une catégorie galoisienne.
Dans le cas où B est la catégorie B(G) des revêtements d’un complexe
classifiant, BL peut aussi être vue comme la catégorie des sections carté-
siennes de la catégorie fibrée GL dont la fibre en x est la catégorie GLx des
objets L-finis de Gx.
– Soit B(G) un complexe classifiant, la sous-catégorie pleine Btop(G) de B(G)
dont les objets S sont les revêtements catégoriquement topologiques de G,
c’est-à-dire ceux tels que, pour tout x ∈ Ob(C), Sx soit scindé (c’est-à-dire
somme directe de copies de l’objet final de Gx).
– La sous-catégorie pleine Btemp(G)L de B(G) constituée des objets S de
B(G) tel qu’il existe un objet S′ L-fini non vide tel que S′×S → S′, consi-
déré comme objet de B(GS′) grâce à l’équivalence de catégorie B(G)/S′ '
B(GS′), soit un revêtement catégoriquement topologique de GS′ (si L est
l’ensemble de tous les nombres premiers, on omettra l’exposant L de la
86
notation). Les objets de Btemp(G)L sont appelés revêtements catégorique-
ment tempérés pro-L.
Si B′′ désigne la sous-catégorie pleine de B dont les objets sont des sommes
directes d’objets de B′, alors B′′ est encore stable par sous-objets, par produits
fibrés et par quotients, et est de plus stable par somme directe.
Soit F un foncteur fibre de B, soient F ′ et F ′′ ses restrictions à B′ et à B′′.
Alors AutF ′ = AutF ′′ et on a un morphisme continu évident AutF → AutF ′.
Proposition 4.3.1. F ′′ : B′′ → (AutF ′′) -Ens est une équivalence de catégories.
Démonstration. Soit S un objet connexe de B′′. Il est connexe en tant qu’objet
de B, donc AutF agit déjà transitivement sur l’ensemble F (S) = F ′′(S), donc
AutF ′′ aussi. F ′′(S) est donc un AutF ′′-ensemble connexe. Donc, pour tout
S, F ′′ induit une bijection entre l’ensemble des composantes connexes de S et
F ′′(S). On en déduit que F ′′ est pleinement fidèle (par le même argument que
dans la démonstration du théorème 4.2.2).
Soit T un (AutF ′′)-ensemble. Il faut montrer qu’il existe S tel que F ′′(S) soit
isomorphe à T . Comme F ′′ commute aux sommes directes et que B′′ admet des
sommes directes, on peut supposer T connexe : T = (AutF ′′)/H où H est un
sous-groupe ouvert de AutF ′′ et contient donc un StabS′,s′ avec S′ ∈ Ob(B′′)
et s′ ∈ F (S′). On peut définir une relation d’équivalence sur S′ comme le sous-
objet R de S′ × S′ tel que F ′′(R) = F ′′(S′)×T F ′′(S′) ⊂ F ′′(S′ × S′) (il existe
bien un tel R car F ′′(S′) ×T F ′′(S′) est un sous-objet de F ′′(S′ × S′) et F ′′
induit une bijection entre les sous-objets de S′ × S′ et ceux de F ′′(S′ × S′)).
Comme B′′ est stable par quotients, S = S′/R est un objet de B′′ et F ′′(S) '
F ′′(S′)/F ′′(R) ' T .
De plus, si αF1 ' F2 est un isomorphisme de foncteurs fibres de B, la res-
triction de α à B′′ définit un isomorphisme F ′′1 ' F ′′2 .
Ainsi B′′ est muni d’une structure naturelle de catégorie classifiante.
Dans les exemples ci-dessus, le groupe AutF ′ = pi1(B′′, F ′′) est noté de la ma-
nière suivante (en supposant dans les cas issus d’un complexe classifiant, F = Fx¯
pour x un point géométrique x¯ de G) :
– pipd1 (B, F ) si B′ est la sous-catégorie pleines des objets localement constants
de B. pipd1 (B, F ) est alors le complété prodiscret de pi1(B, F ), c’est-à-dire
pipd1 (B, F ) = lim←−H pi1(B, F )/H où H décrit les sous-groupes ouverts dis-
tingués de pi1(B, F ).
– pialg1 (B, F ) si B′ est la sous-catégorie pleine des objets finis de B. pialg1 (B, F )
est alors le complété profini de pi1(B, F ).
– pi1(B, F )L si B′ est la sous-catégorie pleine des objets L-finis de B. pi1(B, F )L
est alors le complété pro-L de pi1(B, F ).
– pitop1 (G, x¯) si B′ est la sous-catégorie pleine des revêtements catégorique-
ment topologiques de G.
– pitemp1 (G, x¯)L si B′ est la sous-catégorie pleine des revêtements catégorique-
ment tempérés pro-L de G.
Si C est une petite catégorie, on peut définir un complexe classifiant sur C (qui
sera noté C) en considérant la catégorie fibrée Ens×C → C : les catégories fibres
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sont canoniquement isomorphes à Ens qu’on munit de sa structure de catégorie
classifiante évidente. Tout revêtement de C est catégoriquement topologique.
Si G → C est un complexe classifiant sur C, on a un unique morphisme G → C
de complexes classifiants sur C défini sur une fibre par le foncteur Ens→ Gx qui
à un ensemble S associe
∐
S ex où ex est l’objet final de Gx.
Le foncteur induit B(C) = Btop(C) → Btop(G) est alors une équivalence de ca-
tégories (en fait Btop(G) a été définie comme l’image essentielle de ce foncteur).
Le groupe fondamental pitop1 (G, x¯) ne dépend en particulier que de C et de x, et
est noté pitop1 (C, x) pour cette raison.
Si X est un espace topologique localement contractile, on notera Cov(X) la
catégorie de ces revêtements.
Soit |N(C)| la réalisation géométrique du nerf de C, le foncteur Cov(|N(C)|)→
Btop(C) qui à S ∈ Ob(Cov(|N(C)|)) associe en x ∈ Ob(C) l’ensemble Sx et à
f : x → x′ l’isomorphisme Sx′ → Sx obtenu par monodromie le long de l’arête
de N(C) correspondant à f , est une équivalence de catégories.
Ceci justifie la dénomination de revêtement (catégoriquement) topologique.
On en déduit également que pitop1 (C, x) est discret et l’existence d’un revêtement
catégoriquement topologique universel.
Exemples. – Si C n’a qu’un objet x, alors pitop1 (C, x) = (End(x))gp.
En effet, un revêtement topologique de C, est la donnée d’un ensemble S,
et pour tout morphisme f ∈ End(x) d’une permutation f∗ de S telle que
f∗g∗ = g∗f∗. En remplaçant f∗ par f∗ = (f∗)−1, ceci revient donc à se
donner un ensemble S avec un morphisme de monoïdes End(x)→ Aut(S),
ce qui revient encore à ce donner un morphisme de groupe End(x)gp →
Aut(S). Donc un revêtement de C n’est autre qu’un End(x)gp-ensemble
(et la correspondance est clairement compatible aux morphismes), ce qui
implique pitop1 (C, x) = (End(x))gp
– Plus généralement, si C est une catégorie connexe quelconque, soit C± la
catégorie C[Σ−1] des fractions de C obtenu en inversant la classe Σ de tous
les morphismes de C (c’est un groupoïde).
Alors, si x ∈ Ob(C), pitop1 (C, x) = AutC±(x) (où x est vu à droite comme
objet de C±). En effet si S est un revêtement topologique de C, pour tout
f ∈ C, on peut définir (f−1)∗ := (f∗)−1, ce qui permet de prolonger S
de façon unique en un revêtement topologique de C±. On en déduit que
Btop(C±)→ Btop C est une équivalence. Comme C± est équivalente à une
catégorie ayant un seul élément on se ramène au cas précédent.
– Si C est la catégorie ∆/C des simplexes d’un complexe simplicial C, pitop1 (C)
est le groupe fondamental de la réalisation géométrique de C. En effet
N(C) est la subdivision barycentrique de C, d’où un homéomorphisme
|N(C)| → |C|. On conclut alors avec les résultats de la discussion précédant
ces exemples.
Pour les revêtements tempérés pro-L, on a par définition que pour tout re-
vêtement tempéré pro-L connexe S, il existe un revêtement L-fini S′ non vide
tel que S′ × S → S′ soit un revêtement catégoriquement topologique (on peut
de plus supposer S′ connexe et même galoisien car tout objet est dominé par
un objet galoisien dans la catégorie classifiante B(G)L par finitude, puisque c’est
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une catégorie galoisienne).
Soient F un foncteur fibre de B(G). s ∈ F (S) et s′ ∈ F (S′). Soit (S′∞, s′∞) le re-
vêtement catégoriquement topologique universel de (S′, s′). Alors comme (S′ ×
S, (s′, s)) → (S′, s′) est un revêtement catégoriquement topologique, le revête-
ment catégoriquement topologique universel de S′ se factorise en (S′∞, s′∞)→
(S′ × S, (s′, s)) → (S′, s′), d’où un morphisme (S′∞, s′∞) → (S, s) dans B(G)L.
Or le revêtement catégoriquement topologique universel d’un revêtement ga-
loisien est galoisien, donc tout revêtement tempéré pro-L est dominé par un
revêtement galoisien : pitemp1 (G)L est pro-discret.
De plus, si {(Si, si)} est une famille cofinale de revêtements L-finis galoisiens,
et en notant {(S∞i , s∞i )} la famille de leurs revêtements universels, on en déduit
un isomorphisme :
pi
temp
1 (G, F ) = lim←−Gal(S
∞
i ).
Il est à remarquer que, en général, pitemp1 (G)L ne peut pas être reconstruit à
partir de pitemp1 (G). Ainsi, soit L qui ne contienne pas 2. Si C1 est la catégorie
triviale à un élément et G1 = Z/2Z -Ens, pitemp1 (G1) = Z/2Z et pitemp1 (G1)L =
{1}, alors que si C2 est la catégorie à un élément ayant Z/2Z comme monoïde
d’endomorphismes et G2 est le complexe classifiant trivial sur C2, pitemp1 (G2) =
Z/2Z et pitemp1 (G2)L = Z/2Z.
4.4 Complexes l-polysimpliciaux classifiants et
groupe fondamental tempéré
Nous renvoyons au paragraphe 1.4 pour la définition de la catégorie poly-
simpliciale Λ.
Soit l un entier naturel. Soit C un foncteur (Λl)op → Ens. On dira que
C est un ensemble l-polysimplicial. Soit Λl◦ Ens la catégorie des ensembles l-
polysimpliciaux.
Le foncteur l−1 : Λl → Λ qui envoie (x1, · · · , xl) sur x1 · · ·xl s’étend en
un foncteur l−1! : Λl◦ Ens → Λ◦ Ens qui commute aux limites inductives. En
le composant avec le foncteur réalisation géométrique, on obtient un foncteur
| | : Λl◦ Ens→ Ke qui commute également aux limites inductives (on l’appellera
aussi réalisation géométrique).
Notons Λl/C la catégorie dont les objets sont les couples (x, y) où x est un
objet de Λl et y appartient à Cx. Un morphisme (x, y) → (x′, y′) est un mor-
phisme f ∈ HomΛl(x, x′) tel que f∗(y′) = y.
Un complexe classifiant G sur (Λl/C)op sera alors appelé un complexe classifiant
l-polysimplicial sur C.
Un 1-morphisme de complexes l-polysimpliciaux classifiants (G, C) → (G′, C ′)
est donné par un morphisme C → C ′ d’ensembles l-polysimpliciaux et un mor-
phisme de complexes classifiants G → G′ ×(Λl/C′)op (Λl/C)op.
Si S est un objet de B(G), on a un foncteur DS : (Λl/C)op → Ens qui à x
associe pi0(Sx). Cette donnée permet de construire un ensemble l-polysimplicial
CS = CDS définit par (CDS)n =
∐
x∈Cn DS(x). On a alors (Λ
l/(CDS))op =
((Λl/C)op)S , ce qui permet de donner à GS une structure naturelle de complexe
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l-polysimplicial. Cette construction est fonctorielle en S.
On a un foncteur F : Cov(|C|) → Btop(Λl/C), qui à un revêtement topo-
logique S de |C| associe le revêtement topologique de Λl/C défini de la façon
suivante :
– pour αx : x → C ∈ Ob(Λl/C), F (S)αx = pi0(|αx|∗S) (il est à remarquer
que comme |x| est contractile, |αx|∗S est un ensemble de copies de |x|) ;
– si f : x′ → x est un morphisme de Λl/C, F (f) est la bijection |f |∗ :
|αx|∗S → |αx′ |∗S.
Si x est un objet de Λl/C, FxF est naturellement isomorphe au foncteur fibre
en y pour tout point y ∈ |C| dans l’image de |x|.
Lemme 4.4.1. Le foncteur F est pleinement fidèle.
Démonstration. On a un foncteur G : Btop(Λ/C) → T op /|C|, commutant aux
limites inductives, qui à S associe |DS |. On a, fonctoriellement en S,
GF (S) = Coker(
∐
y∈N1(Λl/F (S)) |y|⇒
∐
x∈N0(Λl/F (S) |x|)
= Coker(S ×|C|
∐
y∈N1(Λl/C) |y|⇒ S ×|C|
∐
x∈N0(Λl/C) |x|)
= S.
Donc GF est isomorphe au plongement usuel Covtop(|C|) → T op /|C|, qui est
pleinement fidèle. Donc F est bien pleinement fidèle.
Ainsi Covtop(|C|) s’identifie à une sous-catégorie pleine de B(G), stable par
sous-objets, produit fibrés et quotients.
Un revêtement de G qui est dans l’image effective de ce foncteur sera dit topo-
logique. On notera aussi Btop(G) = Btop(C) la sous-catégorie pleine en question
et pitop1 (G) = pitop1 (C) = pitop1 (|C|) son groupe fondamental topologique.
Un objet S de B(G) est appelé revêtement tempéré pro-L s’il existe un re-
vêtement S′ L-fini non vide tel que S′ × S → S′, considéré comme objet de
B(GS′) grâce à l’équivalence de catégories B(G)/S′ ' B(GS′), soit un revêtement
topologique de GS′ (si L est l’ensemble de tous les nombres premiers, on omettra
l’exposant L de la notation). La sous-catégorie pleine de B(G) constituée des re-
vêtements tempérés pro-L est notée Btemp(G)L. Le groupe fondamental associé
est noté pitemp1 (G)L.
On a alors une description analogue à celle de pitemp1 (G)L.
Pour les revêtements tempérés pro-L, on a par définition que pour tout revête-
ment tempéré pro-L connexe S, il existe un revêtement L-fini S′ non vide tel
que S′ × S → S′ soit un revêtement topologique (on peut de plus supposer S′
connexe et même galoisien car tout objet est dominé par un objet galoisien dans
la catégorie classifiante B(G)L par finitude, puisque c’est une catégorie galoi-
sienne).
Soient F un foncteur fibre de B(G), s ∈ F (S) et s′ ∈ F (S′). Soit (S′∞, s′∞) le re-
vêtement topologique universel de (S′, s′). Alors comme (S′×S, (s′, s))→ (S′, s′)
est un revêtement topologique, le revêtement universel de S′ se factorise en
(S′∞, s′∞)→ (S′×S, (s′, s))→ (S′, s′), d’où un morphisme (S′∞, s′∞)→ (S, s)
dans B(G)L. Or le revêtement topologique universel d’un revêtement galoisien
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est galoisien. En effet, soient s′∞1 , s′∞2 ∈ F (S′∞), soient s′1, s′2 leurs images dans
F (S′). Il existe un automorphisme φ de S′ qui envoie s′1 en s′2. Cφ est un
automorphisme de CS′ , qui envoie la strate correspondant à s′1 sur la strate
correspondant à s′2. La fonctorialité du revêtement topologique universel four-
nit des automorphismes de S′∞ compatibles avec Cφ. Le caractère galoisie du
revêtement universel nous dit qu’il en existe un qui envoie s′1 en s′2. Ainsi S′∞
est bien galoisien. Donc tout revêtement tempéré pro-L est dominé par un re-
vêtement galoisien : pitemp1 (G)L est pro-discret.
De plus, si {(Si, si)} est une famille cofinale de revêtements L-finis galoisiens,
et en notant {(S∞i , s∞i )} la famille de leurs revêtements universels topologiques,
on en déduit un isomorphisme :
pitemp1 (G, F ) = lim←−Gal(S
∞
i ).
Dans le cas où le complexe l-polyclassifiant C est en fait intérieurement libre
(ce sera le cas pour le complexe associé à une fibration strictement polystable),
le foncteur Covtop(|C|)→ Btop(Λl/C) admet un quasi-inverse.
En effet, soit S un revêtement topologique de Λl/C, soit S0 le l-ensemble poly-
simplicial S0 dont la composante en x est
∐
x
αx→C Sx. On a un morphisme S0 → C
et |S0| → |C| est un revêtement topologique. En effet, l’image réciproque d’une
cellule Σ˚n (les cellules sont de cette forme car C est intérieurement libre) de
|S0| correspondant à un polysimplexe non dégénéré x est
∐
Sx
Σ˚n grâce à [7,
lem 3.4]. La restriction de |S0| → |C| à l’étoile d’une cellule ouverte est alors un
revêtement trivial.
Ainsi Btop(G) = Btop(G) et pitop1 (G) = pi
top
1 (G).
Comme le complexe l-polysimplicial d’un revêtement d’un complexe l-polysimplicial
classifiant intérieurement libre est encore intérieurement libre, on a aussi :
Btemp(G)L = Btemp(G)L
et
pitemp1 (G)L = pi
temp
1 (G)L.
4.5 Changement de catégorie de base
4.5.1 Cas d’invariance par changement de base
Soit F : C1 → C2 un foncteur de petites catégories, soit D2 une catégorie
fibrée sur C2 et soit D1 = D2 ×C2 C1.
On a un foncteur F ∗ : CartC2(C2,D2)→ CartC1(C1,D1).
Soit x un objet de C2 et soit x↓F la catégorie telle que Ob(x↓F ) = {(f, y), y ∈
Ob(C1), f ∈ HomC2(x, F (y))} et Homx↓F ((f1, y1), (f2, y2)) = {ψ ∈ HomC2(y1, y2)|f2 =
F (ψ)f1}.
Rappelons que pour C une petite catégorie, on note C± le groupoïde obtenu par
localisation de la classe de tous les morphismes de C. On dira qu’un groupoïde
est trivial s’il est connexe non vide et tout automorphisme est une identité.
Proposition 4.5.1. (i) Supposons que pour tout x ∈ Ob(C2), x↓F ne soit pas
la catégorie vide. Alors F ∗ est fidèle.
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(ii) Si pour tout x, x↓F est connexe non vide (c’est-à-dire F est final), alors
F ∗ est pleinement fidèle.
(iii) Si pour tout x, (x↓F )± est un groupoïde trivial (c’est-à-dire F est 1-final),
alors F ∗ est une équivalence de catégorie.
Démonstration. (i) Supposons ∀x ∈ Ob(C2), x↓F 6= ∅.
Soient φ1, φ2 : h1 ⇒ h2 des morphismes de Cart(C1,D1) tels que F ∗(φ1) =
F ∗(φ2).Montrons que φ1 = φ2.
Soit x ∈ Ob(C2).
Comme x↓F 6= ∅, on peut choisir y ∈ Ob(C1) et f : x→ F (y).
Comme F ∗(φ1) = F ∗(φ2), φ1(F (y)) = φ2(F (y)).
Or, pour i = 1 ou 2, on a les diagrammes commutatif suivants :
h1(x)
φi(x) //
h1(f)

h2(x)
h2(f)

h1(F (y))
φi(F (y))// h2(F (y))
Donc h2(f)φ1(x) = h2(f)φ2(x).
Comme h2(f) est un morphisme cartésien, φ1(x) = φ2(x), d’où la fidélité.
(ii) Plaçons-nous maintenant dans le cas où x↓F est connexe et non vide.
Soient h1, h2 ∈ Ob(Cart(C2,D2)), et φ¯ : F ∗(h1)→ F ∗(h2).
Soit x ∈ Ob(C2). Soit (f, y) ∈ Ob(x↓F ).
Comme h2(f) est un morphisme cartésien, il existe un unique morphisme
φ(f,y)(x) : h1(x)→ h2(x) tel que :
h2(f)φ(f,y)(x) = φ¯(y)h1(f).
Montrons que φ(f,y) ne dépend pas de (f, y).
Si maintenant, on a f1 = F (g)f2 avec g ∈ HomC1(y2, y1), considérons
h1(x)
φ(f2,y2) //

h2(x)

F ∗(h1)(y2)
φ¯(y2) //

F ∗(h2)(y2)

F ∗(h1)(y1)
φ¯(y1) // F ∗(h2)(y1),
où le rectangle du haut commute par définition de φ(f2,y2)(x) et où le rec-
tangle du bas commute car φ¯ est un morphisme de foncteurs.
Par unicité de φ(f1,y1)(x) faisant commuter le grand rectangle, on en déduit
que φ(f2,y2)(x) = φ(f1,y1)(x), donc φ(f,y)(x) ne dépend que de la compo-
sante connexe de (f, y).
Comme, par hypothèse, il n’y a qu’une seule composante connexe, φ(f,y)(x)
ne dépend pas de (f, y). On le note φ(x).
Soit g : x′ → x un morphisme de C2. Soit (f, y) ∈ Ob(x↓F ). Alors (fg, y) ∈
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Ob(x′ ↓ F ). On a h2(f)φ(x)h1(g) = φ¯(y)h1(f)h1(g) = φ¯(y)h1(fg) =
h2(fg)φ(x′) = h2(f)h2(g)φ(x′). Comme h2(f) est cartésien φ(x)h1(g) =
h2(g)φ(x′) (cf. [17, prop. 6.11]). Donc φ définit bien un morphisme h1 → h2
d’image φ¯. D’où la plénitude.
(iii) Choisissons un clivage de C2 et de C1. Soit S ∈ Ob(Cart(C1,D1)). Soit
x ∈ Ob(C2).
Si (f, y) ∈ Ob(x↓F ), on peut définir Sx,(f,y) = f∗(Sy) (Sy est un objet de
D2,y = D1,F (y), et donc f∗Sy est bien un objet de D1,x).
Soit g ∈ Homx↓F ((f2, y2), (f1, y1)) (c’est-à-dire g ∈ HomC1(y2, y1) tel que
f1 = F (g)f2). Alors g définit un isomorphisme g∗ : Sx,(f2,y2) → Sx,(f1,y1)
par f∗2 (Sy2) ' f∗2 (g∗(Sy1)) ' (F (g)f2)∗(Sy1) = Sx,(f1,y1). On obtient ainsi
un foncteur x↓F → D1,x dont l’image de tout morphisme est un isomor-
phisme. Ce foncteur se prolonge donc en un foncteur αx : (x↓F )± → D1,x.
Comme nous supposons ici que (x ↓ F )± est un groupoïde trivial, cela
montre que l’on a des isomorphismes canoniques Sx,(f1,y1) ' Sx,(f2,y2)
pour tous les couples d’objets de x↓F . Fixons pour tout x un objet arbi-
traire (f, y) de x↓F et définissons Sx = Sx,(f,y). On notera θ(f ′,y′) l’unique
morphisme (f ′, y′)→ (f, y) dans (x↓F )±.
Soient ψ : x→ x′ et g ∈ Homx′↓F ((f ′2, y′2), (f ′1, y′1)). g définit également un
objet ψ∗g de Homx↓F ((f ′2ψ, y′2), (f ′1ψ, y′1)). On a ψ∗◦g∗ = (ψ∗g)∗ (aux iden-
tifications (f ′iψ)∗ ' ψ∗f ′∗i près), et donc, par localisation, le diagramme
(x′ ↓F )± αx′ //
ψ∗

D1,x′
ψ∗

(x↓F )± αx // D1,x
est 2-commutatif (où le 2-morphisme est αxψ∗(f ′, y′) = (f ′ψ)∗Sy′ '
ψ∗f ′∗Sy′ = ψ∗αx′(f ′, y′)).
Si ψ : x → x′ est un morphisme dans C2, (f ′ψ, y′) est un objet de x↓F ,
d’où l’isomorphisme canonique αψ : ψ∗Sx′ = ψ∗f ′∗Sy = Sx,(f ′ψ,y′) ' Sx.
Si, ψ : x→ x′ et ψ′ : x′ → x′′ sont deux morphismes dans C2, on a :
ψ∗(αψ′)αψ = ψ∗(αx′(θ(f ′′ψ′,y′′)))αx(θ(f ′ψ,y′))
' αx(ψ∗(θ(f ′′ψ′,y′′))θ(f ′ψ, y′)) = αx(θ(f ′′ψ′ψ,y′′)) = αψ′ψ
où l’isomorphisme est donné par l’identification (f ′ψ) ' ψ∗f ′∗ (la dernière
égalité vient du fait qu’on a forcément ψ∗(θ(f ′′ψ′,y′′))θ(f ′ψ,y′) = θ(f ′′ψ′ψ,y′′)
par unicité des morphismes dans (x↓F )±).
On obtient ainsi un objet S ∈ Ob(Cart(C2,D2)) d’image par F ∗ isomorphe
à S.
Exemples. – Si C a un objet final e, considérant le foncteur F : 1 → C
de la catégorie triviale 1 dans C d’image e. Soit x un élément de C, alors
x↓F est la catégorie discrète Hom(x, e), qui, comme e est un objet final
est bien connexe (donc triviale). On peut donc appliquer 4.5.1.(iii) à F .
– Si C est une catégorie, on a un foncteur F : (∆/N(C))op → C (où N(C) est
le nerf de C, et ∆ est la catégorie simpliciale) qui à [x1 f1→ x2 · · ·xn−1 fn−1→
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xn] associe x1. Soit x ∈ Ob(C), alors x ↓F = (∆/N(x\C))op, avec x\C
admettant un objet initial. On vérifie alors que si C′ admet un objet initial
(ou un objet final), (∆/N(C′))± est un groupoïde trivial. On peut donc
appliquer 4.5.1.(iii) à F .
4.5.2 Descente de complexes classifiants
Etant donné un foncteur cofibrant C2 → C1 (cf. [17, § VI.10] pour la défi-
nition d’une catégorie cofibrée), on cherche ici à construire, pour une catégorie
fibrée D1/C1, une catégorie fibrée sur C2 dont les fibres correspondent à la caté-
gorie des sections cartésiennes de la restriction de D1 à la fibre de C1 → C2.
On trouvera des résultats plus détaillés dans [15, section 4] (notamment [15, th.
4.7].
Soit G : C2 → C1 un foncteur cofibrant (qu’on supposera muni d’un coclivage
normalisé) et soit D2 une catégorie fibrée sur C2 (qu’on supposera munie d’un
clivage normalisé).
Soit x ∈ Ob(C1), on a alors par restriction une catégorie D2,x fibrée sur C2,x
(où C2,x est la fibre de x pour G). Appelons D1,x la catégorie des sections car-
tésiennes Lim←− D2,x/C2,x.
Si f ∈ HomC1(x, x′), on a un foncteur f∗ : C2,x → C2,x′ .
Soit y un objet de C2,x (notons αy le morphisme y → f∗(y)).
On a (D2,x)y = D2,y et (D2,x′ ×C2,x′ C2,x)y = D2,f∗(y).
α∗ définit donc un foncteur Fy : (D2,x)y → (D2,x′ ×C2,x′ C2,x)y.
Si ψ : y → z est un morphisme de C2,x, on a αzψ = f∗(ψ)αy, donc l’isomor-
phisme ψ∗α∗z ' (αzψ)∗ = (f∗(ψ)αy)∗ ' α∗y(f∗(ψ))∗ induit un isomorphisme
Fyψ
∗
D2,x′×C2,x′ C2,x
→ ψ∗D2,xFz qui vérifie la condition de compatibilité à la com-
position.
Ceci définit donc un foncteur cartésien D2,x → D2,x′ ×C2,x′ C2,x sur C2,x, d’où
un foncteur
f∗ : Lim←− D2,x′/C2,x′ → Lim←− D2,x′ ×C2,x′ C2,x/C2,x → Lim←− D2,x/C2,x.
Les données D1,x := Lim←− D2,x/C2,x permettent ainsi de construire sur C1 une
catégorie fibrée D1.
On peu aussi définir D1 beaucoup plus canoniquement :
– Ob(D1) = {(x, s)|x ∈ Ob(C1), s ∈ Lim←− D2,x/C2,x}
– HomD1((x, s), (x′, s′)) est l’ensemble des (f ∈ HomC1(x, x′), (φα:y→y′ ∈
HomD2(s(y), s′(y′)))), où α : y → y′ décrit l’ensemble des morphismes
cocartésiens de C2 (en tant que C1-catégorie) qui s’envoient dans C1 sur f
et qui vérifient :
– φα s’envoie sur α par le foncteur D2 → C2,
– pour tout ψ : y → z au-dessus de idx, pour tous α : y → y′, β : z → z′
cocartésiens aux dessus de f , φβs(ψ) = s′(ψ′)φα (où ψ′ : y′ → z′ est
l’unique morphisme de C2 au-dessus de id′x tel que ψ′α = βψ (l’unicité
provient de la cocartésianité de α).
– Si (f1, φ1,α) : (x, s) → (x′, s′) et si (f2, φ2,β) : (x′, s′) → (x′′, s′′), la com-
posée est définie par (f2f1, φγ), où, si γ est un morphisme cocartésien de
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C2 au-dessus de f2f1, choisissons α cocartésien au-dessus de f1 de même
source que γ et soit β l’unique morphisme au-dessus de f2 tel que βα = γ
(β est bien cocartésien aussi d’après [17, cor. VI.6.13]), alors φγ = φ2,βφ1,α.
Cela ne dépend pas du choix de α car si α′ en est un autre (de β′ corres-
pondant), alors il existe u, nécessairement cocartésien, au-dessus de idx′
tel que α′ = uα, donc (β′u)α = βα, donc β′u = β par unicité de β, et
donc φ′γ = φ2,β′φ1,uα = φ2,β′s′(u)φ1,α = φ2,β′uφ1,α = φγ .
Le foncteur F : D1 → C1 est alors défini par F ((x, s)) = x et F ((f, (φα))) = f .
Vérifions que D1 → C1 est bien fibré.
Soit f : x→ x′ et soit (x′, s′) ∈ Ob(D1).
Pour tout y ∈ Ob(C2) au-dessus de x, choisissons αy : y → y′ cocartésien au-
dessus de f et choisissons un morphisme cartésien dans D2 φy : η → s′(y′)
au-dessus de αy. Appelons s(y) := η
Si ψ : y → z, par cartésianité de αy, il existe un unique ψ′ au-dessus de idx′ tel
que ψ′αy = αzψ. Par cartésianité de φz, il existe un unique s(ψ) : s(y) → s(z)
au dessus de ψ tel que φzs(ψ) = s′(ψ′)φy).
Cela définit ainsi un objet (x, s) de D1 au-dessus de x.
Pour tout α′′ : y → y′′ cocartésien dans C2, il existe un unique isomorphisme
u : y′ → y′′ au-dessus de idx′ tel que α′′ = uαy. Définissons φα := s′(u)φy :
s(y)→ s′(y′′).
Cela définit un morphisme (x, s) → (x′, s′) dans D1 au-dessus de f , qui a la
propriété que φα est cartésien (sur D2) pour tout α.
Soit (f, (φα)) : (x, s)→ (x′, s′) un tel morphisme dans D1, montrons qu’il est
cartésien (la composée (f ′′, (φ′′γ)) de deux tels morphismes (f, (φα)) et (f ′, (φ′β))
vérifie encore la même propriété parce que φ′′αβ = φαφ′β , donc sera aussi carté-
sienne).
Soit donc (f, (φ0α)) : (x, s0) → (x′, s′) un autre morphisme de même but que
(f, (φα)) et au-dessus du même morphisme f .
Soit u : y0 → y un morphisme cocartésien de C2 au-dessus de idx (c’est donc
un isomorphisme). Choisissons α : y → y′ un morphisme cocartésien d’origine
y au-dessus de f et soit α′ = αu. Alors, comme φα est cartésien, il existe un
unique φ1u : s0(y0) → s(y) au-dessus de u tel que φαφ1u = φ0α′ (φ1u doit né-
cessairement vérifier cette propriété pour que (f, (φα))(idx, (φ1u)) = (f, (φ0α′)) ;
l’unicité d’un tel φ1u montre déjà l’unicité recherchée.
Vérifions que φ1u ne dépend pas du choix de α mais uniquement de u. Soit donc
β : y → y′′ un autre morphisme cocartésien au-dessus de f et appelons β′ = βu.
Alors, comme α est cartésien, il existe un unique morphisme w : y′ → y′′ au-
dessus idx′ tel que β = wα. On a aussi β′ = wα′. Donc φβ = s′(w)φα et
φβ′ = s′(w)φα′ , donc on a également φβφ1u = φ0β′ , donc φ1u ne dépend pas du
choix de α.
Si ψ0 : y0 → z0 est un morphisme au-dessus de idx, u : y0 → y, v : z0 → z des iso-
morphismes au-dessus de idx, posons ψ = vψu−1 : y → z. On veut montrer que
s(ψ)φ1u = φ1vs0(ψ0). Soient donc α : y → y′ et β : z :→ z′ des morphismes co-
cartésiens au-dessus de f , soit ψ′ : y′ → z′ l’unique morphisme au-dessus de idx′
tel que ψ′α = βψ et soient α′ = αu et β′ = βv. Alors φ0β′s0(ψ0) = s′(ψ′)φ0α′ , et
donc φβφ1vs0(ψ0) = s′(ψ′)φαφ1u. Or φβs(ψ) = s′(ψ′)φα, donc φβ(φ1vs0(ψ0)) =
φβ(s(ψ)φ1u. Comme φβ est cartésien, on a donc aussi φ1vs0(ψ0) = s(ψ)φ1u.
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Donc (idx, (φ1u)) définit bien un morphisme (x, s0)→ (x, s) qui vérifie
(f, (φα))(idx, (φ1u)) = (f, (φ0α′)),
donc (f, (φα)) est bien cartésien, donc D1 → C1 est bien fibrée.
De plus la fibre D1,x est bien naturellement équivalente à Lim←− D2,x/C2,x (car
si (idx, φ) : (x, s) → (x, s′) est un morphisme, il suffit de se donner les φidy
pour tout y au-dessus de x, car on peut reconstruire, pour u : y → y′, φu =
φidy′ s(u)(= s′(u)φidy )).
Quand on veut garder en tête l’importance du foncteur F : C2 → C1, on
notera aussi F∗(D2/C2) la catégorie fibrée D1/C1.
Proposition 4.5.2 ([15, th. 4.7]). (i) On a une équivalence de catégories ca-
nonique
Lim←− D2/C2 → Lim←− D1/C1
(ii) Plus généralement, si on a C2 G→ C1 F→ C0 des foncteurs fibrants et si D2
est une catégorie fibrée sur C2, on a une équivalence naturelle de catégories
fibrées cF,G : (FG)∗(D2/C2)→ F∗G∗(D2/C2).
Démonstration. (i) A une section cartésienne s de D2/C2, on associe à tout
x sa restriction (x, sx) à C2,x (c’est un objet de C1 au-dessus de x), et à
tout f : x → x′, on associe (f, (φα:y→y′ = s(α) : sx(y) → sx′(y′))). Ceci
définit une section F (s) de D1/C1.
Si ψ : s → s′ est un morphisme dans la catégorie Lim←− D2/C2, on lui
associe un morphisme F (ψ) : F (s) → F (s′) donné pour tout x par
F (ψ)x = (idx, φu:y→y′ = s′(u)ψy(= ψy′s(u)) (par l’identification précé-
dente de D1,x avec Lim←− D2,x/C2,x, on peut voir F (ψ)x dans Lim←− D2,x/C2,x
comme la restriction de ψ à D2,x/C2,x).
On obtient ainsi un foncteur F de Lim←− D2/C2 → Lim←− D1/C1.
La donnée d’une section cartésienne équivaut à la donnée, pour tout x,
d’une section cartésienne sx de D2,x, et pour tout f et tout α cocartésien
au-dessus de f de φfα qui vérifient φfαφ
f ′
β = φ
ff ′
αβ pour tous α et β compo-
sables, et si βψ = ψ′α au dessus de f idx = idx′ f avec α et β cocartésiens,
alors φfβsx(ψ) = sx′(ψ′)φfα.
On définit alors pour tout objet y au-dessus de x : s(y) := sx(y). Si
φ : y → y′ est au-dessus de f : x → x′, alors, pour tout α cocartésien
au-dessus de f de source y, on peut factoriser de façon unique φ = ψα,
et on pose s(φ) = sx′(ψ)φfα (si α′ est un autre morphisme cocartésien
au-dessus de f , α′ = uα, la décomposition de φ est alors φ = (ψu)α′ et
sx′(ψu)φfα′ = sx′(ψ)sx′(u)φα′ = sx′(ψ)φα donc la construction de s(f) ne
dépend pas du choix de α).
Si φ : y → y′ et φ′ : y′ → y′′, choisissons ψ, α, ψ′ et α′ comme ci-dessus.
Alors s(φ′)s(φ) = sx′′(ψ′)φf
′
α′sx′(ψ)φfα. Soit β cocartésien de source l’image
de α au-dessus de f ′, alors il existe un unique ψ0 tel que ψ0β = α′ψ,
donc sx′′(ψ0)φf
′
β = φ
f ′
α′sx′(ψ). Donc s(φ′)s(φ) = sx′′(ψ′)sx′′(ψ0)φ
f ′
β φ
f
α =
sx′′(ψ′ψ0)φf
′f
βα = s(φφ′).
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Unmorphisme entre sections cartésiennes deD2,x ((sx)x, (φα)α)→ ((s′x)x, (φ′α)α))
est la donnée pour tout x d’un morphisme (idx, ψu) : sx → s′x dans D1,x
tel que φ′αψu = ψuφα.
On définit alors pour tout y ψy : s(y)→ s′(y) par ψidy . Pour que cela défi-
nisse bien un morphisme s→ s′, il suffit de vérifier que pour tout φ : y → y′
au-dessus de f : x → x′, s′(φ)ψy = ψy′s(φ), c’est-à-dire, en considérant
une décomposition φ = ψα, que s′x′(ψ)φ′αψidy = ψidy′ sx′(ψ)φα.
Or s′x′(ψ)φ′αψidy = s′x′(ψ)ψidyφα car (idx, ψu)x est bien un morphisme de
sections ((sx)x, (φα)α)→ ((s′x)x, (φ′α)α)), et s′x′(ψ)ψidyφα = ψidy′ sx′(ψ)φα
car (idx, ψu) est bien un morphisme sx → s′x.
On obtient ainsi un foncteur Lim←− D1/C1 → Lim←− D2/C2.
Les deux foncteurs ainsi obtenus sont inverses l’un de l’autre, d’où (i).
(ii) La preuve est similaire à celle de (i) ((i) nous donne déjà les équivalences
fibres à fibres).
On en déduit que si on a un morphisme cocartésien de catégories cofibrées
C2 → C′2
↓ ↓
C1 → C′1
et qu’on a un morphisme cartésien de catégories fibrées D2/C2 → D′2/C′2, alors
on a un morphisme naturel de catégories fibrée D1/C1 → D′1/C′1 (la descente
d’une catégorie fibrée le long d’un foncteur F est 2-fonctorielle en la catégorie
fibrée).
cF,G est naturel au sens où si on a C3 H→ C2 G→ C1 F→ C0 et D3/C3 une caté-
gorie fibrée, on a (F ◦ cG,H) · cF,GH = (cF,G ◦H) · cFG,H .
Si D2 est un complexe classifiant sur C2 (ou plus généralement multiclassi-
fiant), alors D1 hérite aussi d’une structure de complexe multiclassifiant (clas-
sifiant si les fibres de C2 → C1 sont connexes). On a alors une équivalence
B(C2)→ B(C1).
Exemple. Soit C une catégorie et X un préfaisceau sur C. On a alors un fonc-
teur cofibrant (X/C)op → Cop (nous l’utiliserons principalement dans les cas où
C est la catégorie simpliciale, la catégorie simpliciale stricte, la catégorie poly-
simpliciale, la catégorie bisimpliciale). Si donc D2 est un complexe classifiant
sur (X/C)op, on peut se ramener à l’étude du complexe multiclassifiant D1 sur
C obtenu en descendant D2 (les fibres sont (D1)x =
∏
y∈X(x)(D2)y).
Supposons que l’on ait un morphisme cocartésien de catégories cofibrées :
C2
G

F ′ // C′2
G′

C1 F // C′1.
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Proposition 4.5.3. Supposons de plus que C1 → C′1 vérifie la conclusion de 4.5.1.(iii)
et que, pour tout objet x de C1, C2,x → C′2,F (x) vérifie aussi la conlusion de 4.5.1.(iii),
alors F ′ : C2 → C′2 vérifie aussi la conclusion de 4.5.1.(iii).
Démonstration. Soit D′2 une catégorie fibrée sur C′2 et soit D2 = D′2×C′2 C2. On a,
par fonctorialité de la descente, un morphisme de catégories fibréesG∗(D2)/C1 →
G′∗(D′2)/C′1, d’où un morphisme G∗(D2) → G′∗(D′2) ×C′1 C1 de catégories fi-
brées sur C1. Mais si x est un objet de C1, la fibre en x de ce morphisme est
Lim←− D
′
2,F (x)×C′2,F (x) C2,x/C2,x → Lim←− D
′
2,F (x)/C′2,F (x), qui est une équivalence de
catégories par hypothèse.
Donc G∗(D2) → G′∗(D′2) ×C′1 C1 est une équivalence de catégories, donc en ap-
pliquant l’hypothèse faite à C1 → C′1,
Lim←− G∗(D2)/C1 → Lim←− G
′
∗(D′2)/C′1
est une équivalence de catégories.
Or on a le diagramme commutatif suivant :
Lim←− D2/C2

// Lim←− D
′
2/C′2

Lim←− G∗(D2)/C1 // Lim←− G
′
∗(D′2)/C′1
dont les flèches verticales sont des équivalences d’après la proposition 4.5.2, donc
le foncteur du haut est aussi une équivalence.
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Chapitre 5
Groupe fondamental
tempéré d’un log schéma
pluristable
Dans ce chapitre, nous définissons et étudions le groupe fondamental tem-
péré (et des variantes L) d’une fibration polystable X → · · · → k munie d’une
log structure fs compatible, par analogie avec la construction sur les espaces
de Berkovich. Les revêtements két de X joueront le rôle des revêtements finis.
Berkovich a déjà associé à une telle fibration polystable un espace polysimpli-
cial (proposition 1.4.3) et sa réalisation géométrique jouera le rôle de structure
topologique de X. Cependant pour définir le groupe fondamental tempéré, il
faut une structure topologique sur tous les revêtments finis. Nous serons donc
amenés dans un premier temps à associer à un revêtement két de X un ensemble
polysimplicial (§5.1.2), dont la réalisation géométrique jouera le rôle de struc-
ture topologique de X, ce qui nous permettra de définir le groupe fondamental
tempéré de la fibration polystable.
Soit K un corps complet pour une valuation discrète. Soit p sa caractéris-
tique résiduelle. Pour une fibration polystable propre X → · · · → OK dont la
fibre générique est lisse, nous comparerons les variantes (p′) du groupe fonda-
mental tempéré de la fibre spéciale deX muni de sa structure logarithmique et le
groupe fondamental tempéré de l’espace analytique associé à la fibre générique
de X (5.2.2). On dispose déjà d’une équivalence entre les deux catégories de re-
vêtements (p′)-finis. Il faudra donc principalement comparer la topologie de la
fibre générique à celle de l’ensemble polysimplicial de la fibre spéciale pour tous
les revêtements (p′)-finis de X. Pour ce faire, nous étendrons le théorème 1.4.5
aux revêtements két de X.
Enfin nous donnerons une description plus combinatoire du groupe fonda-
mental tempéré d’une fibration polystable logarithmique en terme d’un com-
plexe polysimplicial classifiant. L’ensemble polysimplicial sous-jacent est celui
de la proposition 1.4.3. Dans le cas d’une fibration strictement polystable, le
groupe associé à une composante de cet ensemble polysimplical est le groupe
fondamental logarithmique de la strate correspondante. Dans le cas général, le
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complexe classifiant sera construit par descente.
5.1 Groupe fondamental tempéré d’un log-schéma
pluristable
Dans ce paragraphe nous définissons le groupe fondamental tempéré d’une
fibration polystable sur un corps k, muni d’une log structure compatible (ce que
nous appellerons une log fibration polystable). Pour définir notre groupe fonda-
mental tempéré, nous aurons besoin d’une notion de “revêtement topologique”
d’un revêtement két Z de notre log fibration polystable X → · · · → k. Pour cela
nous définirons pour tout tel Z un ensemble polysimplicial C(Z) au-dessus de
C(X), fonctoriellement en Z. Si Z est un revêtement két galoisien connexe de
X de groupe G, l’action de G sur C(Z) définira une extension de groupes :
1→ pitop1 (|C(Z)|)→ ΠZ → G→ 1.
Notre groupe fondamental tempéré sera la limite projective des ΠZ quand Z
parcourt les revêtements két galoisiens pointés de X.
5.1.1 Log schémas polystables
Coomençons par définir un analogue logarithmique des notions de mor-
phismes polystables de schémas formels introduites dans la définition 1.4.1.
Soit S un log schéma fs.
Définition 5.1.1. Un morphisme φ : Y → X de log schémas fs sera appelé :
– nodal standard si X a une carte fs X → SpecP et Y est isomorphe à
X ×Spec Z[P ] Z[Q] avec Q = (P ⊕ uN⊕ vN)/(u · v = a) où a ∈ P , et la log
structure de Y est celle associée à Q.
– un morphisme strictement plurinodal de log schémas si pour tout point
y ∈ Y , il existe un voisinage ouvert de Zariski X ′ de φ(y) et un voisinage
ouvert de Zariski Y ′ de y dans Y ×XX ′ tels que Y ′ → X ′ soit la composée
de morphismes étales stricts et de morphismes plurinodaux standard.
– un morphisme plurinodal de log schémas si, localement pour la topologie
étale de X et de Y , il est strictement plurinodal.
– un morphisme strictement polystable de log schémas si pour tout point
y ∈ Y , il existe un voisinage ouvert de Zariski X ′ de φ(y), une carte fs
P → O(X ′) de la log structure de X ′, un voisinage ouvert de Zariski Y ′
de y dans Y ×X X ′ tel que Y ′ → X ′ se factorise à travers un morphisme
strict étale Y ′ → X ′ ×Z[P ] Z[Q] où
Q = (P ⊕
p⊕
i=0
< Ti0, · · · , Tini >)/(Ti0 · · ·Tini = ai)
avec ai ∈ P .
– un morphisme polystable de log schémas si, localement pour la topologie
étale de Y et de X, c’est un morphisme strictement polystable de log
schémas.
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Une log fibration polystable (resp. log fibration strictement polystable) X sur
S de longueur l est une suite de morphismes polystables (resp. strictement
polystables) de log schémas Xl → · · · → X1 → X0 = S.
Un morphisme f : X → Y de log fibrations polystables de longueur l est donné
par des morphismes fi : Xi → Yi de log schémas fs pour tout i tel que le
diagramme évident commute.
Un morphisme f de log fibrations polystables sera dit két (resp. étale strict) si
fi est két (resp. étale strict) pour tout i.
Une composée de morphismes plurinodaux est plurinodale. Par contre une
composée de morphismes polystables n’est pas nécessairement polystable. Un
morphisme polystable (resp. strictement polystable) de log schémas est pluri-
nodal (resp. strictement plurinodal) car le morphisme
P → Q = (P⊕ < T0, · · · , Tn > /(T0 · · ·Tn = a)
peut se décomposer en une suite de morphismes
P → P1 = P⊕ < T0, T ′0 > /T0T ′0 = a→ P2 = P1⊕ < T1, T ′1 > /T1T ′1 = T ′0
→ · · · → Q = Pn−1⊕ < Tn−1, Tn > /Tn−1Tn = T ′n−2.
Un morphisme plurinodal de log schémas est log lisse et saturé.
Remarque. Dans la définition de morphismes strictement polystables de log
schémas, si l’on choisit une autre carte P ′ → O(X ′), il existe un voisinage
ouvert de Zariski X ′′ de x dans X ′ tel que Y ′′ = Y ′ ×X′ X ′′ → X ′′ se factorise
à travers un morphisme étale strict Y ′′ → X ′′ ×Z[P ′] Z[Q′] où
Q′ = (P ′ ⊕
p⊕
i=0
< Ti0, . . . , Tini >)/(Ti0 · · · · · Tini = a′i)
avec a′i ∈ P ′. En effet, on peut supposer X ′ affine. Ainsi X ′ = Spec(A). Quite
à remplacer X ′ par un voisinage ouvert de Zariski de x, on peut choisir a′i qui
a la même image dans M(X ′) que ai (rappelons que comme X ′ admet une
carte globale, la log structure de X ′ est zariskienne, c’est-à-dire ∗∗M = M où
 : Xe´t → XZar). Ainsi, dans M(X ′), a′i = aiui avec ui ∈ A∗. On remplace alors
simplement Ti0 par Ti0ui pour tout i.
Lemme 5.1.1. Soit φ : Y → X un morphisme plurinodal (resp. polystable)
de schémas (au sens de la définition 1.4.1), tel que X ait une log structure log
régulière MX et que φ soit lisse au-dessus de Xtr. Alors (Y,OY ∩ j∗O∗YXtr ) →
(X,MX) est un morphisme plurinodal (resp. polystable) de log schémas.
Par le même argument, on en déduit le résultat pour un morphisme plurinodal
standard. Le cas général s’en déduit par dévissage.
Démonstration. Prouvons-le dans le cas d’un morphisme polystable.
On peut supposer que X = Spec(A) a une carte ψ : P → A pour la log structure
MX et que Y = B0×X · · ·×X Bp avec Bi = SpecA[Ti0, · · · , Tini ]/(Ti0 · · ·Tini −
ai) avec ai ∈ A. Puisque φ est lisse sur Xtr, ai est inversible sur Xtr, alors quitte
à localiser pour la topologie de Zariski et à multiplier ai par un élément de A∗ (ce
qu’on peut faire quitte à multiplier Ti0 par le même élément), on peut supposer
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que ai = ψ(pi) pour un certain pi ∈ P . Ainsi on a Y = X ×Z[P ] Z[Q] où Q =
(P⊕⊕pi=0 < Ti0, · · · , Tini >)/(Ti0 ·· · ··+Tini = pi) avec pi ∈ P . Si l’on munit Y
de la log structureMY associée àQ, Y → X devient un morphisme polystable de
log schémas. En particulier Y est log régulier ([26, th. 8.2]). Puisque l’ensemble
des points de Y où MY est trivial est YXtr , MY = OY ∩ j∗O∗YXtr d’après [34,
prop. 2.6].
Dans le lemme précédent, si (X,MX) est supposé de plus Zariski log régulier,
et φ est strictement plurinodal (resp. strictement polystable), alors pour la log
structure du lemme sur Y , φ est un morphisme strictement plurinodal (resp.
strictement polystable) de log schémas.
5.1.2 Ensemble polysimplicial d’un log schéma két au-dessus
d’une log fibration polystable
Soit s un log point.
Nous construisons ici l’ensemble polysimplicial associé à un log schéma két Z
au-dessus d’une log fibration polystable X → · · · → s. Il faut essentiellement
montrer que, localement pour la topologie étale de X, si x ≤ y sont deux strates
de X, Z → X induit naturellement une application Zy → Zx, où Zy (resp. Zx)
est l’ensemble des composantes connexes de la préimage de Y (resp. x).
Pour cela nous étudierons la stratification de Z définie par rk(z) = rk(Mgpz¯ ) (où
z¯ est un point géométrique au-dessus de z). Cette stratification coïncide avec
celle de Berkovich pour les schémas plurinodaux, et nous montrerons que locale-
ment pour la topologie étale un morphisme két X → Y induit un isomorphisme
entre les ensembles ordonnés des strates de X et de Y . Cela nous permettra de
définir un ensemble polysimplicial de Z localement pour la topologie étale. Nous
construirons alors l’ensemble polysimplicial associé à Z par descente (pour qu’il
vérifie la même propriété que dans la proposition 1.4.3).
Pour une (log) fibration polystable X : X → · · · → Spec k, Berkovich définit
un ensemble polysimplicial C(X). Dans cette partie nous voulons généraliser
cette construction à n’importe quel Z két au-dessus de X.
Quand X est strictement polystable, C(Z) sera défini de manière à ce que pour
toute strate x de X de point générique x˜ et pour tout objet x′ de Λ/C(X) au-
dessus de x, les objets de Λ/C(Z) au-dessus de x′ seront en bijection naturelle
avec x˜ dans Z.
Quand X n’est plus supposé strictement polystable, nous définissons C(Z) par
descente étale.
Soit Z un log schéma fs, on obtient une stratification sur Z en disant qu’un
point z de Z est de rang r si rklog(z) = rk(Mgpz¯ /O∗z¯) = r (où z¯ est un point
géométrique au-dessus de z et rk est le rang d’un groupe abélien de type fini).
Le sous-ensemble des points de Z de rang 6 r est ouvert dans Z ([35, cor 2.3.5]).
Ainsi cela définit bien une stratification localement fermée.
Les strates de rang r de Z sont les composantes connexes de l’ensemble des
points z d’ordre r. Les strates forment une partition de Z, et une strate de rang
r est ouverte dans le fermé des points x de rang > r. Il est muni de la structure
de sous-schéma réduit de Z.
L’ensemble des strates est ordonné par : x 6 y si et seulement si y ⊂ x¯. On note
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Strx(Z) l’ensemble ordonné des strates en dessous de x (c’est-à-dire contenant
l’adhérence de x).
Si f : Z ′ → Z est un morphisme két, alors rklog(x) = rklog(f(x)). Ainsi les
strates de Z ′ sont les composantes connexes des préimages des strates de Z.
Soit Z un log schéma plurinodal sur un log point s = (k,Mk) de caractéris-
tique p et de rang r0, et soit z un point de Z.
On a rklog(z) = r0 +rk(z) où rk(z) est la codimension de la strate contenant
z dans Z pour la stratification de Berkovich des schémas plurinodaux. Ainsi les
strates de la stratification logarithmique et de la stratification de Berkovich sont
les mêmes.
Lemme 5.1.2. Soit Z → Spec k un morphisme plurinodal de log schémas fs
sur un log point et soit Z ′ → Z un morphisme két. Alors les strates de Z ′ (mu-
nies de la structure de sous-schémas réduits) sont normales et donc irréductibles.
Nous noterons parfois abusivement de la même façon une strate et son point
générique.
Démonstration. Il suffit de le prouver localement pour la topologie étale.
Supposons donc que Z → Spec k a une carte exacte
Z → SpecP
↓ ↓
Spec k → SpecM
où P est une carte de Z, M est une carte de Spec k et Z → Spec k[P ]×Spec k[M ]
Spec k est étale.
Les strates de Z correspondent aux composantes connexes des préimages au-
dessus des différents points de SpecP (et donc des faces de P ) qui sont au-dessus
du point minimal de SpecM .
Soit P → Q un morphisme (p′)-kummérien de monoïdes (où p est la caractéris-
tique de k, qui peut éventuellement être nulle). L’application SpecQ→ SpecP
est alors bijective (à une face F de P correspond réciproquement le saturé FQ
de F dans Q).
Soit donc F une face de P et p l’idéal premier P\F (et FQ et pQ leurs saturés
dans Q).
Alors la préimage de la clôture du point p dans SpecP par le morphisme
Spec k[P ] → SpecP correspond au sous-schéma Spec k[P ]/k[p] de Spec k[P ]
d’après [35, I.3.2] (et c’est la clôture de la strate StrF de Spec k[P ] correspon-
dant à F ). Mais
Spec(k[Q]/k[pQ])→ Spec(k[Q]/(k[p]k[Q])) = Spec k[Q]×k[P ] Spec(k[P ]/k[p])
est juste le plongement du sous-schéma réduit (car k[pQ]/(k[p]k[Q]) est un idéal
nilpotent k[Q]/(k[p]k[Q])). Ainsi la préimage de la clôture de la strate corres-
pondant à F est le support du sous-schéma fermé Spec(k[Q]/k[pQ]).
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De plus, il existe d’après [35, I.3.2] des isomorphismes canoniques de k-algèbres
k[P ]/k[p]→ k[F ] et k[Q]/k[pQ]→ k[FQ] (mais la log structure sur Spec k[F ] ob-
tenue par l’isomorphisme de schéma affine correspondant n’est pas celle induite
par F ) et le diagramme de k-algèbres suivant commute :
k[P ]/k[p] ' k[F ]
↓ ↓
k[Q]/k[pQ] ' k[FQ]
(k[F ]→ k[FQ] étant induit par le plongement de monoïdes F → FQ).
La préimage de F par Spec k[P ] → SpecP (c’est-à-dire la strate StrF de
Spec(k[P ])) correspond alors à l’ouvert Spec k[F gp] de Spec k[F ] ' Spec k[P ]/k[p].
Le carré suivant
k[F ] → k[F gp]
↓ ↓
k[FQ] → k[F gpQ ]
est cocartésien. Mais Spec k[F gpQ ]→ Spec k[F gp] est étale. Ainsi, (StrF×Spec k[P ]
Spec k[Q])red → StrF est étale.
En faisant le changement de base Z → SpecP , on obtient que le morphisme
d’une strate de ZQ à la strate correspondante de Z est étale. Comme les strates
de Z sont normales, celles de ZQ aussi (et donc celles de Z ′ aussi).
Lemme 5.1.3. Soit Z ′ → Z un morphisme két et Z → Spec k un morphisme
strictement plurinodal de log schémas, alors Z ′ est quasinormal (cf. 1.4).
Démonstration. Nous montrerons que la clôture de la préimage dans Z ′ d’une
strate de x de Z est normale. On peut le faire localement pour la topologie étale
de Z ′ (mais pas de Z).
Soit z un point de Z ′.
On peut supposer que Z ′ est connexe et Z ′ → Spec k a une carte fs exacte en z
Z ′ → SpecP
↓ ↓
Spec k → SpecM
,
telle que M soit aigu et Z ′ → Spec k ×Spec Z[M ] Spec Z[P ] soit étale.
Alors les préimages des différents points de SpecP (c’est-à-dire les idéaux pre-
miers de P ) s’envoient toutes sur des strates différentes de Z, puisque Z est
strictement plurinodal.
Ainsi, l’image réciproque de x est soit vide soit l’image réciproque de p pour un
certain idéal premier p de SpecP .
Spec k → Spec k[M ] est l’immersion fermée correspondant à la face M∗ =
{0} deM (et à l’idéal premierM\{0}). Ainsi il s’identifie à Spec k[M ]/k[M\{0}]→
Spec k[M ]. On a alors le diagramme commutatif suivant :
Spec k[P ]/k[P (M\{0})] → Spec k[P ]
↓ ↓
Spec k[M ]/k[M\{0}] → Spec k[M ]
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Le strates de Spec k[P ]/k[P (M\{0})] correspondent bijectivement aux idéaux
premiers p de P qui contiennent P (M\{0}) et l’adhérence de la strate corres-
pondante est Spec k[P ]/k[p] ' Spec k[F ] (où F est la face P\p). Spec k[F ] est
connexe, et grâce à [35, prop I.3.3.1 (2)], puisque F est un monoïde fs (car P est
fs et F est une face de P ), Spec k[F ] est normal (donc irréductible : il existe une
unique strate au-dessus de p. Les clôtures des strates de Spec k×k[M ] Spec k[P ]
sont donc également normales.
On peut alors prouver l’analogue de [7, lem 2.10] (dont la preuve donne le
résultat pour n’importe quel morphisme quasinormal) dans le cas où Z est két
au-dessus d’un log schéma strictement plurinodal :
Lemme 5.1.4. Soit φ : Z ′ → Z un morphisme étale avec Z két au-dessus
de Z0 et soit Z0 → k un morphisme strictement plurinodal. Soit z′ une strate
de Z ′ d’image z. Alors l’application Strz′(Z ′) → Strz(Z) est un isomorphisme
d’ensembles ordonnés.
Démonstration. Les éléments minimaux des deux ensembles sont les points gé-
nériques des composantes irréductibles de Z ′ et Z passant par z′ et z respecti-
vement.Il s’en suit que Strz′(Z ′)∩Norm(Z ′)→ Strz(Z)∩Norm(Z) est bijectif.
On s’est ramené à prouver le résultat pour Z ′(1) → Z(1), ce qui prouve par
récurrence que Strz′(Z ′)→ Strz(Z) est bijectif. Il reste à prouver que l’applica-
tion réciproque est croissante, c’est-à-dire que si φ(z′2) ≤ φ(z′1), alors z′2 ≤ z′1.
Comme φ(z′2) est normal, φ−1(φ(z′2)) est l’union disjointe de ces composantes
irréductibles et donc z′2 est la seule contenant z′. Il s’en suit que z′2 ≤ z′1.
On peut obtenir un raffinement de 5.1.4 en prouvant le résultat pour Z ′ → Z
két :
Lemme 5.1.5. Soit Z → Z ′ un morphisme két avec Z ′ két sur Z ′′ et soit Z ′′ →
k un morphisme strictement plurinodal. Soit z une strate de Z d’image z′ dans
Z ′. Alors l’application Strz(Z) → Strz′(Z ′) est un isomorphisme d’ensembles
ordonnés.
Démonstration. Il suffit de le prouver quand Z ′ = Z ′′, puisque si l’on connaît
le résultat pour Z ′ → Z ′′ et Z → Z ′′, cela implique le résultat pour Z → Z ′.
Si Z ′0 = Spec k ×k[M ] Spec k[P ] et Z0 = Spec k ×k[M ] Spec k[Q] où P → Q
est két, alors l’ensemble ordonné des strates de Z ′0 (resp. Z0) est isomorphe à
l’ensemble ordonné des strates de P (resp. Q) qui s’envoient sur la face M∗ de
M . Mais comme l’application de l’ensemble des strates de Q dans l’ensemble
des strates de P est un isomorphisme, StrZ ′0 → StrZ0 est un isomorphisme, et
a fortiori Strz0(Z0)→ Strz′0(Z ′0).
Dans le cas général, localement dans un voisinage de Zariski de z et de z′, il
existe un diagramme commutatif comme suit :
Z ← U → Z0
↓ ↓ ↓
Z ′ = Z ′ → Z ′0
où les flèches horizontales sont étales : elles vérifient le lemme 5.1.4. Grâce au
cas particulier précédent, on obtient le résultat.
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Considérons maintenant une log fibration strictement polystable X : X →
Xl−1 → · · · → s où s est un log point fs.
Si f : Z → X est két, on a un foncteur
DZ : (Λ/C(X))op Ens
obtenu comme la composée des deux foncteurs
(Λ/C(X))op → Str(Xs)→ Ens
où le foncteur de droite associe à une strate de X l’ensemble des composantes
connexes de la préimage de cette strate (la fonctorialité vient du lemme 5.1.5).
Si C est un ensemble polysimplicial et D : (Λ/C)op → Ens on peut définir
un ensemble polysimplicial CD défini par (CD)n =
∐
x∈Cn D(x) et, pour
f : m→ n et d ∈ D(x) avec x ∈ Cn, f∗d = D(fx)(d) ∈ D(f∗x) ⊂
∐
y∈Cm D(y)
(c’est un cas particulier trivial de la construction faite par Berkovich et rappelé
dans 1.4).
Cette construction définit donc un ensemble polysimplicial
CX(Z) = C(X)DZ
(nous écrirons souvent C(Z) à la place de CX(Z)). Cet ensemble polysimplicial
est encore intérieurement libre.O(C(Z)) est isomorphe à Str(Z) fonctoriellement
en Z.
Remarque. Soit C → C′ un morphisme d’ensembles polysimpliciaux. Soit α :
S → O(C) (resp. α′ : S′ → O(C′)) un morphisme d’ensembles ordonnés tel que
S≤x
'→ O(C)≤α(x) (resp. S′≤x '→ O(C′)≤α′(x)) pour tout x. On a des foncteurs
D : Λ/C→ O(C)→ Ens (resp. D′ : Λ/C′ → O(C′)→ Ens),
qui définissent un ensemble polysimplicial C1 = CD (resp. C′1 = CD′). On
a O(C1) = S et O(C′1) = S′.
Soit f : S → S′ morphisme d’ensembles ordonnés tel que
S → S′
↓ ↓
O(C) → O(C′)
commute. Alors on a une application naturelle C1,n =
∐
x∈Cn Sx →
∐
x′∈Cn S
′
x′ =
C′1,n qui définit un morphisme d’ensembles polysimpliciaux f : C1 → C′1 au-
dessus de C→ C′ tel que O(f) = f (il est facile de voir que f est en fait le seul
morphisme f˜ : C1 → C′1 au-dessus de C′ → C tel que O(f˜) = f).
Grâce à cela, pour construire des morphismes entre les ensembles polysimpli-
ciaux de log schémas két au-dessus de log schémas strictement plurinodaux, il
nous suffira souvent de construire un morphisme entre les ensembles ordonnés
des strates.
Si X ′ → X est un morphisme két de log fibrations polystables, alors CX(X ′l)
est canoniquement isomorphe à C(X ′).
Si l’on a un diagramme commutatif
Z ′ → Z ′
↓ ↓
X ′ → X
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où X ′ → X est un morphisme két de log fibrations strictement polystables, il
existe un morphisme induit CX′(Z ′) → CX(Z). Si Str(Z ′) → Str(Z) est un
isomorphisme d’ensembles ordonnés, alors CX′(Z ′) → CX(Z) est un isomor-
phisme (car il envoie les polysimplexes non dégénérés sur les polysimplexes non
dégénérés et les complexes polysimpliciaux sont intérieurement libres).
Soit Z ′ → Z un recouvrement két, soit Z ′′ = Z ′ ×Z Z ′ et soit x une strate de
Xs, alors DZ(x) = Coker(DZ′′(x)⇒ DZ′(x)). On en déduit que
C(Z)→ Coker(C(Z ′′)⇒ C(Z ′))
est un isomorphisme.
On peut aussi définir CX(Z) pour X une fibration polystable générale. Soit
X ′ → X un recouvrement étale avec X ′ strictement polystable, soit X ′′ =
X ′ ×X X ′ et soit Z ′ et Z ′′ les pullbacks de Z à X ′ et X ′′. On définit alors
CX(Z) = Coker(CX′′(Z ′′)⇒ CX′(Z ′)).
Par un argument souvent utilisé dans [7], on déduit de l’équation précédente que
cela ne dépend pas du choix de X ′. En effet soit X1 et X2 deux recouvrement
étales par une log fibration strictement polystable de X. Posons X11 := X1×X
X1, X12 := X1 ×X X2, X22 := X2 ×X X2, X112 := X11 ×X X2, X122 :=
X1 ×X X22, X1122 = X11 ×X X22 et nous aurons des notations similaires en
remplaçant X par Z quand on fait le changement de base Z → X. On obtient
alors
Coker(C(Z11)⇒ C(Z1)) = Coker
(
Coker(C(Z1122)⇒ C(Z112))
⇒ Coker(C(Z122)⇒ C(Z12))
)
= Coker
(
Coker(C(Z1122)⇒ C(Z122))
⇒ Coker(C(Z112)⇒ C(Z12))
)
par intervention de colimites
= Coker(C(Z22)⇒ C(Z2)).
CX(Z) est donc bien défini (qu’on notera souvent simplement C(Z) par abus
de notation).
Si Z ′ → Z est un morphisme két surjectif au-dessus de X et Z ′′ = Z ′×Z Z ′,
alors C(Z) = Coker(C(Z ′′)⇒ C(Z ′)).
On obtient donc (ke´t(X) est la catégorie des log schémas két sur X) :
Proposition 5.1.6. Soit X une log fibration polystable, on a un foncteur CX :
ke´t(X)→ Λ◦ Ens tel que :
– si Z ′ → Z est un recouvrement dans ke´t(Xs),
CX(Z) = Coker(CX(Z ′ ×Z Z ′)⇒ CX(Z ′)).
– O(CX(Z)) est fonctoriellement isomorphe à Str(Z).
Remarque. Si l’on a un morphisme két Y → X de fibrations polystables de
longueur l, le complexe polysimplicial C(Yl) que l’on vient de définir en consi-
dérant Yl comme étant dans ke´t(Xl) est canoniquement isomorphe au complexe
polysimplicial de la fibration polystable C(Y ) défini par Berkovich.
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Si s est un log point et s′ est un revêtement két connexe, on note s˜′ le
sous-log-schéma strict réduit de s′. C’est un log point.
Proposition 5.1.7. Supposons Z quasicompact. Il existe un revêtement két
connexe s′ → s tel que pour tout morphisme de log points fs s′′ → s˜′, C(Zs′′)→
C(Zs′) soit un isomorphisme.
Démonstration. Si Z est quasicompact et X est strictement polystable, il existe
un revêtement két connexe s′ → s tel que toutes les strates de Zs˜′ soient géo-
métriquement irréductibles et que Zs′ → s′ soit saturé. En particulier, pour
tout morphisme de log points s′′ → s˜′, C(Zs′′) → C(Zs˜′) est un isomorphisme
(puisque les complexes sont intérieurement libres).
Si l’on ne suppose plus X strictement polystable, soit X ′ → X un recouvrement
étale de type fini avec X ′ strictement polystable. Alors, il existe un revêtement
két connexe s′ pour lequel C(Z ′′s′′) → C(Z ′′s˜′) et C(Z ′s′′) → C(Z ′s˜′) sont des iso-
morphismes pour toute extension s′′ de s˜′. C(Zs′′)→ C(Zs˜′) est donc également
un isomorphisme.
Le complexe polysimplicial C(Zs˜′) pour un tel s′ est noté Cge´om(Z/s).
Si Z ′ → Z est un recouvrement két dont le morphisme de schéma sous-jacent est
de type fini, notons Z ′′ = Z ′×ZZ ′. On a encore Cge´om(Z/s) = Coker(Cge´om(Z ′′/s)⇒
Cge´om(Z/s)).
5.1.3 Groupe fondamental tempéré d’une log fibration po-
lystable
Nous définissons ici le groupe fondamental tempéré d’une log fibration po-
lystable X : X → · · · → Spec k sur un log point fs. Si T est un revétement két
de X, les revêtements topologiques de |C(T )| joueront le rôle de revêtements
topologiques de T .
Commençons par une construction catégorique de groupes fondamentaux
tempérés que nous utiliserons plus tard dans notre situation logarithmique.
Considérons une catégorie fibrée D → C vérifiant les propriétés suivantes :
– C est une catégorie galoisienne,
– pour tout objet connexe U de C, DU est équivalente à la catégorie ΠU -Ens
pour un certain groupe discret ΠU ,
– Si U et V sont deux objets de C, le foncteur DU∐V → DU ×DV est une
équivalence,
– si f : U → V est un morphisme dans C, f∗ : DV → DU est exact.
Alors, on peut définir une catégorie fibrée D′ → C telle que la fibre en U soit la
catégorie des données de descente de D → C pour le morphisme U → e (où e
est l’élément final de C).
Soit U un objet galoisien connexe de C et soit H le groupe de Galois de U/e. On
peut voir H comme une catégorie ayant un unique objet u, tel que End(u) = H.
On a un foncteur H → C, qui envoie u sur U . La catégorie D′U est naturellement
équivalente à la catégorie B(D/H) des sections cartésiennes de la catégorie fibrée
D ×C H/H. D ×C H/H est un complexe classifiant.
Supposons que l’on ait un scindage de D/C.
Alors D′U peut être décrit de la façon suivante :
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– ces objets sont les couples TU = (SU , (ψh)h∈H), où SU est un objet de
DU et ψh : SU → h∗SU est un isomorphisme dans DU tel que pour tout
h, h′ ∈ G, (h∗ψ′h) ◦ ψh = ψh′h (après avoir identifié (h′h)∗ et h∗h′∗ par
l’isomorphisme canonique pour simplifier les notations).
– un morphisme (SU , (ψh)) → (S′U , ψ′h) est un morphisme φ : SU → S′U
dans DU tel que pour tout g ∈ G, ψ′hφ = (h∗φ)ψh.
Il existe un foncteur naturel F0 : D′U → DU , qui envoie (SU , (ψh)) vers SU . Soit
FU un foncteur fondamental DU → Ens, tel que AutFU = ΠU .
Soient F := FUF0 et Π′U := AutF (muni de la topologie discrète).
Proposition 5.1.8. – Le foncteur naturel D′U → Π′U -Ens est une équiva-
lence de catégories.
– Il existe une suite exacte naturelle
1→ ΠU → Π′U → H → 1.
Démonstration. En effet, on sait déjà que D′U est une catégorie classifiante.
Ainsi il suffit de prouver que son groupe fondamental est discret, c’est-à-dire
qu’il existe un objet T∞ (appelé revêtement universel) tel que pour tout t∞ ∈
F (T∞) et pour tout objet T et tout t ∈ F (T ), il existe un unique morphisme
f : T∞ → T tel que F (f)(t∞) = t. En effet, si Π′U est un groupe discret, Π′U
muni de l’action de Π′U par translation à gauche est un revêtement universel
de Π′U -Ens ' D′U . Réciproquement, soient (T∞, t∞) un revêtement universel
pointé et α ∈ StabΠ′Ut∞ . Soit (T, t) un objet pointé et f : T∞ → T qui envoie
t∞ en t. Alors αT (t) = αT (F (f)(t∞) = F (f)αT∞(t∞) = F (f)(t∞) = t, donc α
est l’identité. L’élément neutre de Π′U est donc un sous-groupe ouvert de Π′U et
donc Π′U est discret.
Soit S∞ un objet universel de DU et soit S0 =
∐
g∈H g
∗S∞, et
ψh : S0 =
∐
g∈H
g∗S∞ =
∐
gh∈H
(gh)∗S∞ '→
∐
g∈H
h∗g∗S∞ = h∗(
∐
g∈H
g∗S∞) = h∗S0.
Cela définit un objet T∞ de D′U . Soit t∞ un élément de F (t∞) =
∐
g FU (g∗S∞)
et soit g0 tel que F (t∞) soit dans FU (g∗0S∞).
Soit T un objet de D′U et t ∈ F (T ) g∗0S∞ est également un objet universel
de DU , donc il existe un unique morphisme f0 : g∗0S∞ → F0(T ) dans DU qui
envoie t∞ sur t. La restriction à g∗0S∞ d’un morphisme f de T∞ vers T doit
donc être f0.
Mais l’hypothèse d’équivariance des morphismes de D′U revient à dire que pour
tout g, la restriction à (g0h)∗S∞ = h∗g∗0S∞ est ψ−1h,T ◦ h∗f0 : h∗g∗0S∞ →
F0(h∗T )→ F0(T ), ce qui prouve l’unicité de f . Mais cette formule définit bien
un morphisme
∐
h∗S∞ → F0(T ), dont on vérifie facilement qu’elle vérifie la
propriété d’équivariance voulue, ce qui montre l’existence de f .
F0 induit un morphisme ΠU → Π′U . Comme F0(T∞) est une somme directe
d’objets universels de DU , ΠU agit librement sur F (T∞) et donc F0 est injectif.
Il existe aussi un foncteur exact naturel F1 : H -Ens → D′U qui envoie un H-
ensemble Y vers un couple (Y =
∐
y∈Y {y}, (ψh)) où Y est un objet constant de
DU et ψh envoie y vers h · y.
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Ce foncteur est pleinement fidèle et FF1 est canoniquement isomorphe au fonc-
teur oubli H -Ens → Ens. F1 induit donc un morphisme surjectif Π′U → H.
Comme F0F1(Y ) est un objet constant de DU , le composé ΠU → Π′U → H est
trivial.
On a aussi un foncteur (non exact) H0 : D′U → H -Ens qui envoie (SU , (ψh))
sur l’ensemble des composantes connexes de l’objet SU de DU , où l’action de
g ∈ G est induite par ψh. Si S = (SU , (ψh)) est un objet connexe de D′U tel que
F0(S) = SU a une composante connexe triviale, S → F1H0(S) est un isomor-
phisme et donc S est dans l’image essentiel de F1. Ainsi la suite ΠU → Π′U → H
est bien exacte en Π′U .
On peut faire une construction explicite de Π′U en terme d’un scindage de
la catégorie fibrée. Si g est un élément d’un groupe G, notons ι(g) ∈ Aut(G) la
conjugaison par g.
Un scindage de la catégorie fibrée sur H (vue comme catégorie avec un seul
objet et dont tous les morphismes sont inversibles) de fibre Π -Ens et une famille
d’isomorphismes de foncteurs (h∗FU → FU )h∈H revient à se donner :
– αh ∈ Aut Π pour tout h ∈ H,
– gh,h′ ∈ Π pour tout (h, h′) ∈ H2 tels que
– αhαh′ = ι(gh,h′)αhh′
– gh,h′ghh′,h′′ = αh(gh′,h′′)gh,h′h′′ pour tout (h, h′, h′′) ∈ H3
Une construction de Schreier permet d’associer à de telles données une extension
de H par Π (et toute extension est de cette forme-ci).
Définissons l’ensemble
ΠoH = {(α, h, g) ∈ Aut Π×H ×Π|α = ι(g)αh}
muni de la multiplication
(α, h, g)(α′, h′, g′) = (αα′, hh′, gαh(g′)gh,h′).
Elle est bien définie car
ι(gαh(g′)gh,h′)αhh′ = ι(g)ι(αh(g′))αhαh′ = ι(g)αhι(g′)αh′ = αα′.
On vérifie que la multiplication est bien associative :(
(α, h, g)(α′, h′, g′)
)
(α′′, h′′, g′′) = (αα′α′′, hh′h′′, g1) avec
g1 = gαh(g′)gh,h′αhh′(g′′)ghh′,h′′
et (α, h, g)
(
(α′, h′, g′)(α′′, h′′, g′′)
)
= (αα′α′′, hh′h′′, g2) avec
g2 = gαh(g′αh′(g′′)gh′,h′′)gh,h′h′′
= gαh(g′)αh ◦ αh′(g′′)αh(gh′,h′′)gh,h′h′′
= gαh(g′)i(gh,h′) ◦ αhh′(g′′)αh(gh′,h′′)gh,h′h′′
= gαh(g′)gh,h′αhh′(g′′)g−1h,h′αh(gh′,h′′)gh,h′h′′
= gαh(g′)gh,h′αhh′(g′′)g−1h,h′gh,h′ghh′,h′′
= gαh(g′)gh,h′αhh′(g′′)ghh′,h′′ .
(1, 1, g−11,1) est élément neutre de ΠoH et
(α, h, g)−1 = (α−1, h−1, g−11,1g−1h−1,hαh−1(g)
−1).
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On obtient bien un groupe qui ne dépend essentiellement pas du choix des iso-
morphismes h∗FU → FU .
Effectivement si l’on a une famille (γh)h∈H et que l’on définit (βh), (g˜h,h′)(h,h′)
par βh = ι(γh)αh et g˜h,h′ = γhαh(γh′)gh,h′γ−1hh′ ,ce qui fournit un nouveau scin-
dage de la catégorie fibrée, et l’application (α, h, g) 7→ (α, h, gγh) est un isomor-
phisme entre les deux constructions de ΠoH.
On a un morphisme injectif Π → Π o H qui envoie g sur (ι(g), 1, gg−11,1) et
un morphisme ΠoH → H qui envoie (α, h, g) sur h. D’où une suite exacte
1→ Π→ ΠoH → H → 1.
Si (Ui, ui)i∈I est un système projectif cofinal d’objet galoisiens pointés (et
soit P l’objet correspondant de pro-C), on définit alors Btemp(D/C, P ) comme
étant la catégorie Lim−→ i
D′Ui . Un isomorphisme de pro-objets P → P ′ induit une
équivalence Btemp(D/C, P ′)→ Btemp(D/C, P ) et donc Btemp(D/C, P ) ne dépend
du choix de (Ui)i qu’à isomorphisme près. De plus si h ∈ Gi = Gal(Ui/e), l’en-
dofoncteur h∗ : D′Ui → D′Ui envoie T = (SUi , ψg) vers h∗T = (h∗SUi , ψhgψ−1h ).
Alors ψh : SUi → h∗SUi définit un isomorphisme T → h∗T fonctoriellement
en T . Donc h∗ : D′Ui → D′Ui est canoniquement isomorphe à l’identité de D′Ui .
En particulier, tout isomorphisme du pro-objet P induit un endofoncteur de
Btemp(D/C, P ) qui est canoniquement isomorphe à l’identité (fonctoriellement
sur AutP ).
Soit (Fi)i∈I une famille de foncteurs fondamentaux Fi : DUi → Ens et
supposons qu’on ait une famille (αf )f :Ui→Uj , indexée par l’ensemble des mor-
phismes de I, d’isomorphismes de foncteurs Fif∗ → Fj telle que pour tout
Ui
f→ Uj g→ Uk, (αf · g∗)αg = αgf (après avoir identifié (gf)∗ et f∗g∗ pour
alléger les notations) ; une telle famille existe par exemple si I est simplement
N.
Alors, cela induit un système projectif (Π′Ui)i∈I (unique à isomorphisme près
indépendemment de (αf ) si I=N et les foncteurs D′Ui → D′Uj sont pleinement
fidèles). On peut alors définir
pitemp1 (D/C, (Fi)) = lim←−Π
′
Ui
Supposons que l’on ait un diagramme 2-commutatif à flèches verticales fi-
brées :
D1 → D2
↓ ↓
C1 f→ C2
tel que f : C1 → C2 soit exact, et D1,U → D2,f(U) soit exact pour tout objet U
de C1. On obtient alors un foncteur Btemp(D1/C1)→ Btemp(D2/C2).
Par exemple, soient X une K-variété analytique lisse, C la catégorie des re-
vêtements étales finis de X et D → C la catégorie fibrée telle que DU soit la
catégorie des revêtements topologiques de U . Alors, puisque tout revêtement
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étale fini est un morphisme de descente effectif pour les revêtements tempé-
rés, D′U s’identifie fonctoriellement à la sous-catégorie pleine de Covtemp(X) des
revêtements tempérés S tels que SU soit un revêtement topologique de U . Si
(Ui, ui) est un système cofinal de revêtements galoisiens pointés de (X,x), alors
Btemp(C/D) devient canoniquement équivalente à Covtemp(X).
Appliquons la construction catégorique du groupe fondamental tempéré à
notre situation logarithmique.
Soit X : X → Xl−1 → · · · → Spec(k) une log fibration polystable, et supposons
X connexe.
On a alors un foncteur Ctop : KCov(X)→ Ke obtenu en composant le foncteur
C de la proposition 5.1.6 avec le foncteur réalisation géométrique.
On peut définir une catégorie fibrée naturelle Dtop → KCov(X) telle que la fibre
en un revêtement két Y de X soit la catégorie des revêtements topologiques de
Ctop(Y ) (qui est équivalente à pitop1 (Ctop(Y )) -Ens).
On définit une catégorie fibrée DDtemp → KCov(X) dont la fibre en un re-
vêtement két f : Y → X est la catégorie des données de descente de Dtop →
KCov(X) pour Y → X (cela correspond heuristiquement aux revêtements “tem-
pérés” de X qui deviennent topologiques après changement de base Y → X).
Soit x un point log géométrique de X et soit (Y, y) un revêtement két galoisien
connexe log géométriquement pointé de (X,x).
Soit y˜ → |C(Y )| la cellule fermée de |C(Y )| qui correspond à la strate de Y
contenant y. Elle est contractile. Notons aussi y˚ → y˜ → |C(Y )| la cellule ouverte,
qui est aussi contractile. Alors on a un foncteur fondamental Fy : DtopY → Ens
qui correspond au point base y˜ (Fy(S) est l’ensemble des composantes connexes
de S ×|C(Y )| y˚). De plus, pour tout morphisme f : (Y ′, y′) → (Y, y), les deux
foncteurs Fy′f∗ et Fy sont canoniquement isomorphes.
On peut alors considérer le foncteur F(Y,y) : DDtempY → Ens qui associe à une
donnée de descente T l’ensemble Fy(TY ).
Le foncteur induit
DDtempY → Aut(F(Y,y)) -Ens
est une équivalence de catégorie et d’après la proposition 5.1.8 l’on a une suite
exacte :
1→ pitop1 (|C(Y )|, y˜)→ Aut(F(Y,y))→ Gal(Y/X)→ 1.
Définition 5.1.2. Le groupe fondamental L-tempéré du log schéma pluristable
X en x est
pitemp1 (X,x)L := lim←−
(Y,y)
Aut(F(Y,y)),
où la limite projective est prise suivant la catégorie filtrante L-GalKCov(X,x)
des revêtements két galoisiens pointés L-finis de (X,x).
Si x1 → x2 est une spécialisation de points log géométriques de X, elle induit
une équivalence naturelle entre la catégorie des revêtements pointés de (X,x1)
et la catégorie des revêtements pointés de (X,x2) (on identifiera donc les deux
catégories).
Si Y est un revêtement pointé (Y, y1) de (X,x1), le revêtement pointé corres-
pondant de (X,x2) est (Y, y2) où y2 est l’unique point log géométrique au-dessus
de x2 tel qu’il existe une spécialisation y1 → y2 au-dessus de x1 → x2 (et cette
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spécialisation est unique). Alors il existe une application canonique y˜2 → y˜1
telle que
y˜2 //
""F
FF
FF
FF
FF
y˜1

|C(Y )|
commute.
Cela induit un isomorphisme canonique Fy1 ' Fy2 , fonctoriel en Y , et l’on ob-
tient donc un isomorphisme canonique pitemp1 (X,x1)L → pitemp1 (X,x2)L. Si X
est connexe et x1, x2 sont deux points log géométriques de X, il existe une suite
de spécialisations et de cospécialisations joignant x1 à x2. Ainsi pitemp1 (X,x1)L
and pitemp1 (X,x2)L sont nécessairement isomorphes.
On a une équivalence de catégories entre
Btemp,L(X,x) = Lim−→ DDtempY /L-GalKCov(X,x)
et la catégorie pitemp1 (X,x)L -Ens des ensembles munis d’une action de pi
temp
1 (X,x)L
qui se factorise à travers un quotient discret de pitemp1 (X,x)L.
Supposons maintenant que X est log géométriquement connexe, c’est-à-dire
que Xk′ est connexe pour toute extension két k′ de k.
Soit k¯ un point log géométrique de k, soit x¯ = (x¯k′) un système compatible
de points log géométriques de Xk′ où k′ parcourt les extensions két de (k, k¯).
Par exemple, pour construire un tel système, on peut prendre un point géomé-
trique de Xk˜ où k˜ est une clôture séparable stricte de k. pi
log
1 (k˜) est isomorphe
à Hom(Mgpk¯ , Ẑ(p
′) avec Mgpk¯ de type fini, donc pi
log
1 (k˜) est topologiquement fini-
ment engendré. On peut alors prendre un système dénombrable de revêtements
pointés k˜i de k˜, et choisir des points géométriques sur Xk˜i par induction sur i.
On définit alors pitemp-geom1 (X, x¯)L = lim←−k′ pi
temp
1 (Xk′ , x¯k′)L, où k′ parcourt les
extensions kummerienne de k dans un point log géométrique k¯.
Soit KCovge´om(X) = Lim−→ KCov(Xk′) où k
′ parcourt les extensions kumme-
riennes de k dans k¯. C’est la catégorie des revêtements log géométriques de X.
On obtient alors une catégorie fibrée Dtop-ge´om → KCovge´om(X), dont la fibre
en Y est la catégorie des revêtements topologiques de |Cge´om(Y )|.
Si Y → X est un revêtement log géométrique, défini sur k′, Cge´om(Yk′) ne dé-
pend pas de k′, et l’on obtient donc un foncteur KCovge´om(X)→ Ke qui envoie
Y sur |Cge´om(Y )|. Si x¯ est un système compatible de points, pour n’importe
quel revêtement log géométriquement pointé (Y, y¯) de (X, x¯), y¯ définit un fonc-
teur fondamental Fy¯ de Dtop-ge´omY . Pour tout morphisme (Y ′, y¯′)→ (Y, y¯), les
foncteurs correspondant sont canoniquement isomorphes.
Alors pitemp-geom1 (X, x¯)L = pi
temp
1 (Dtop-ge´om /KCovge´om(X), (Fy¯))L.
5.2 Comparaison pour le groupe fondamental
tempéré pro-(p′)
Soit K un corps complet à valuation discrète. Soient OK son anneau d’en-
tiers, k sont corps résiduel. SpecOK est muni de la log structure fs induite par
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le monoïde OK\{0}.
Si X : X → · · · → Spec(OK) est une log fibration polystable propre, on veut
comparer le groupe fondamental tempéré de la fibre générique Xη (qui est lisse
sur K) avec le groupe fondamental tempéré de la fibre spéciale muni de sa log
structure naturelle. La théorie de la spécialisation du groupe fondamental loga-
rithmique nous donne déjà un foncteur de la catégorie des revêtements két de la
fibre spéciale vers la catégorie des revêtements algébriques de la fibre générique.
Pour étendre ceci aux groupes fondamentaux tempérés, on doit comparer, pour
tout revêtement két Ts de la fibre spéciale, l’espace topologique C(Ts) avec l’es-
pace de Berkovich du revêtement correspondant Tη de la fibre générique. Ainsi
on définit, comme dans [7], une rétraction par déformation forte de T anη sur un
sous-espace canoniquement homéomorphe à |C(Ts)|. Nous construirons cette
rétraction localement pour la topologie étale, où T a un revêtement galoisien V ′
par une certaine log fibration au-dessus d’une extension modérément ramifiée
de OK . Alors la rétraction du tube de Ts est obtenue en descendant la rétrac-
tion du tube de V ′s définie dans [7]. Nous vérifierons alors que la rétraction ne
dépend pas du choix de V ′. Alors nous pourrons descendre la rétraction définie
localement pour la topologie étale.
5.2.1 Squelette d’un log schéma két au-dessus d’un log
schéma pluristable
Soit X : X → · · · → Spec(OK) une log fibration polystable au-dessus de
Spec(OK).
Proposition 5.2.1. Soit T → X un morphisme két. Notons Tη la fibre géné-
rique, au sens de Berkovich, du complété formel de T le long de sa fibre spéciale.
Alors, il existe une application, fonctorielle en T, |C(T )s)| → Tη, qui identifie
|C(Ts)| avec un sous-ensemble S(T ) de Tη sur lequel Tη se rétracte par défor-
mation forte.
Remarque. Tη s’identifie naturellement à un domaine analytique de T an, et si
T est propre (par exemple si X est propre et T est un revêtement két), alors
Tη → T an est un isomorphisme.
Démonstration. Soit f : T → X un morphisme két.
Pour tout x ∈ Ts, soit U : Ul → · · · → U0 une fibration polystable étale au
dessus de X telle que (Ul, xl) soit un voisinage étale de f(x), et, pour tout i,
Ui ait une carte exacte Pi → Ai et des morphismes compatibles Pi → Pi+1 tels
que le morphisme induit Ui+1 → Ui ×Spec Z[Pi] Spec Z[Pi+1] soit étale strict.
On a un voisinage étale i : (V, x′) → (T, x) de x, un morphisme (p′)-Kummer
Pl → Q tel que V → X se factorise à travers un morphisme strict étale
V → Ul ×Spec Z[Pl] Spec Z[Q].
Soit Pi → 1nPi l’injection canonique. Alors, par définition d’un morphisme
(p′)-kummerien, il existe n premier à p tel que Pl → 1nPl se factorise à travers
Pl → Q. Alors V a un revêtement galoisien két V ′ qui provient d’une fibra-
tion polystable U ′ = V ′ → U ′l−1 → · · · → SpecOK′ , où U ′i = Ui ×SpecZ[Pi]
SpecZ[ 1nPi] pour i ≤ l et V ′ = V ×Z[Q] Z[ 1nP ] (d’où un morphisme étale
strict V ′ → U ′l ) sur OK′ pour une certaine extension modérément ramifiée
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K ′ = K[pi1/n] de K . Appelons G = ( 1nP gp/Qgp)∨ le groupe de Galois de ce
revêtement két.
Notons U,Ui,V,V′ les complétés formels de U,Ui, V, V ′ le long de la fibre
spéciale. Notons alors Vη la fibre générique de V au sens de Berkovich.
La rétraction de V′η définie dans le théorème 1.4.5 est G-équivariante, donc dé-
finit une rétraction de Vη.
Soit S( ) l’image de la rétraction de ( )η. Alors on a un isomorphisme naturel
S(Vη) = G\S(V′η) ' G\|C(V ′s )| = |G\C(V ′s )| = |C(Vs)| (corollaire 1.4.6).
Montrons que la rétraction de Uη que l’on vient de définir ne dépend pas de
n. Commençons par le cas d’un morphisme polystable.
Soit
ψ : Z1 = SpecA[P ]/(pi − λi)→ Z2 = SpecA[P ]/(pi − λsi )
où P = N|r| = ⊕(i,j)∈rNeij et pi =
∑
j eij induit par la multiplication par s
sur P , où s est un entier premier à p et où λ ∈ A.
Soit G =
∏
iG
(ri)
m où G(ri)m est le noyau de la multiplication Gri+1m → Gm. G
agit sur Z1 et Z2. On a ψ(g · x) = gs · ψ(x).
Soit Tij les coordonnées de G = Gη. Alors |T sij − 1| = |Tij − 1| si |Tij − 1| < 1
car s est premier à p. Ainsi pour t < 1, ( )s : G → G induit un isomorphisme
( )s : Gt → Gt, et gst = gt (où Gt est le sous-groupe de G défini par les inégalités
|Tij − 1| < t et gt est son point maximal ; cf § 1.4).
Donc si t < 1 (et aussi pour t = 1 par continuité),
ψ(xt) = ψ(gt ∗ x) = gst ∗ ψ(x) = gt ∗ ψ(x) = ψ(x)t,
où ∗ est la multiplication déjà utilisée dans la discussion suivant le théorème 1.4.5.
De plus le diagramme naturel d’homéomorphismes :
S(Z1) → |C(Z1,s)|
↓ ↓
S(Z2) → |C(Z2,s)|
est commutatif.
Pour une fibration polystable standard, on obtient le même résultat par
récurrence sur la longueur, en utilisant que ψn(ri, t)1/s = ψn(r1/si , t1/s) (revoir
la discussion suivant 1.4.5 pour les notations).
Plus précisément, supposons qu’on ait le diagramme commutatif suivant :
B = B′[Yij ]/(Yi0 · · ·Yini − bi) B′oo
A = A′[Xij ]/(Xi0 · · ·Xini − ai)
φ
OO
A′
φ′
OO
oo
où φ(Xij) = Y sij et donc φ′(ai) = bsi , et φ˜′ := Spf φ′ : Spf B′ → Spf A′ est un
morphisme két de log fibrations polystables et supposons par récurrence que
l’on sache déjà que φ˜(xt) = φ˜(x)t.
Notons Spf A (resp. Spf A′, Spf B, Spf B′) X (resp. X′, Y, Y′).
La première partie de la rétraction de Xanη et Yanη (consistant en la rétraction
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fibre par fibre) commute avec φ˜ := Spf φ d’après le cas précédent. Nous avons
donc juste à étudier la deuxième partie de la rétraction.
φ˜ induit une application :
SA = {(x, rij) ∈ (X′)anη × [0, 1][n]|ri0 · · · rini = |ai(x)|} ⊂ Xanη
↓
SB = {(y, rij) ∈ (Y′)anη × [0, 1][n]|ri0 · · · rini = |bi(y)|} ⊂ Yanη
qui envoie (x, rij) en (φ˜′(x), r1/sij ) (remarquons que |ai(x)| = |bi(φ˜′(x))|s).
Alors, si (x, rij) ∈ SA (notons y := φ˜′(x) ; par hypothèse de récurrence, φ˜′(xt) =
yt)
φ˜((x, rij)t) = φ˜((xt, ψni(rij , |ai(xt)|)k))
= (yt, ψni(rij , |ai(xt)|)1/sk )
= (yt, ψni(r
1/s
ij , |ai(xt)|1/s)k)
= (yt, ψni(r
1/s
ij , |bi(yt)|)k)
= (y, r1/sij )t
= φ˜(x, rij)t
Si maintenant on a un diagramme de log schémas polystables :
X
g //
f

X ′
f ′

Y
g′ // Y ′
où g, g′ sont étales, f, f ′ sont két, et l’on sait déjà que f ′ commute avec les
déformations fortes de X ′ et Y ′. Montrons-le pour f . Soit x ∈ Xη. Alors
g′f(xt) = f ′g(xt) = (f ′g(x))t = (g′f(x))t = g′(f(x)t). Soit St := {y ∈
Yη|g′(y) = g′f(xt′), t′ ∈ [0, t]} = g′−1({(g′f(x))t′}t′∈[0,t]). Alors, la déforma-
tion de Y induit par restriction une déformation forte de St sur g′−1((g′f(x))t)
(qui est discret) grâce à 1.4.5.(ii). En particulier toute composante connexe de
St contient un unique élément de g′−1((g′f(x))t). Or t′ 7→ f(xt′) et t′ 7→ f(x)t′
sont deux fonctions continues de [0, t] dans St et qui coincident en 0. Comme
[0, t] est connexe elles ont leurs images dans une même composante connexe et
donc f(xt) = f(x)t.
Donc f commute bien aussi à la déformation forte. Il est clair que f commute
aussi aux homéomorphismes S(X) → |C(Xs)| et S(Y) → |C(Ys)|. En effet si
x ∈ S(X), les deux images de x dans |C(Ys)| par les deux morphismes sont
au-dessus du même point de |C(Y ′s )|, donc sont soit égaux, soit dans des strates
différentes de |C(Ys)|. Mais dans les deux cas, l’image de x est dans la strate
de |C(Ys)| correspondant à la strate de Ys dans laquelle se trouve pi(g′f(x)).
Par descente étale, tout morphisme két de fibration polystable commute à la
déformation forte et à l’homéomorphisme entre squelette et réalisation géomé-
trique du complexe polysimplicial.
On en déduit en particulier que la déformation forte de Uη et l’isomorphisme
S(U)→ |C(Us)| ne dépendent pas de n.
Soit i : W → T un autre voisinage de x satisfaisant les mêmes propriétés
que V , et W ′ défini de la même façon (on peut supposer grâce à la remarque
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précédente que l’on a choisi le même n). Ainsi, W ′′ = V ′×T W ′ est étale sur V ′
et W ′ (les projections canoniques sont notées p et p′).
Soit y ∈ V′η et y′ ∈ W′η ayant même image dans Tη. Soit y′′ ∈ W′′η au-dessus
de y et y′. Alors, pour tout t ∈ [0, 1], i(yt) = i(p(φ(y′′))t) = i(p(φ(y′′)t)) par
définition de la rétraction de Vη. En appliquant encore le théorème 1.4.5.(ii) à
φ, on obtient i(yt) = ipφ(y′′t ). Par le même argument appliqué à U ′ et puisque
ipφ = i′p′φ′, on obtient i(yt) = i′(y′t). Ainsi, les rétractions des différents Vη
sont compatibles et on obtient une rétraction bien définie de Tη (si (Vi) est un
recouvrement étale de T , la fonction obtenue en recollant les déformations des
différents Vi,η est continue puisque
∐
Vi,η → Tη est quasi-étale et surjectif et
donc c’est un quotient topologique).
De plus, si φ : T1 → T2 est un morphisme két, φ(xt) = φ(x)t. Comme dans
le théorème 1.4.5.(vi), φ est aussi compatible aux extensions isométriques de K.
Si T est recouvert par V˜ =
⋃
i Vi tel que tout Vi satisfait aux mêmes pro-
priétés que V , on obtient un isomorphisme
S(Tη) = Coker(S(V˜×T V˜η)⇒ V˜)) = Coker(
⋃
i,j
|C(Vi,s×TsVj,s)|⇒
⋃
i
|C(Vi,s)|) = |C(Ts)|
Cet isomorphisme ne dépend pas du choix de V˜ , et est fonctoriel en T .
Remarque. En fait, la même preuve permet de construire une déformation forte
de TOK′ ,η pour n’importe quelle extension isométrique de K (même à valuation
non discrète), fonctoriellement en K ′. Si K ′ contient une clôture séparable de
K (et même une extension maximale modérément ramifiée), alors S(TOK′ ) est
fonctoriellement homéomorphe à Cge´om(T/k).
5.2.2 Théorème de comparaison des groupes fondamen-
taux tempérés
Soit K un corps complet à valuation discrète. Soit p la caractéristique rési-
duelle (qui peut éventuellement être 0).
Soit X : X → · · · → Spec(OK) une log fibration polystable sur Spec(OK).
Comparons le groupe fondamental tempéré de la fibre générique, en tant que
K-variété lisse, et le groupe fondamental tempéré de sa fibre spéciale logarith-
mique comme défini en §5.1.3.
Théorème 5.2.2. Soit x¯ un point géométrique de Xanη , et soit x˜ sa log réduc-
tion. On a un morphisme pitemp1 (Xanη , x¯)L → pitemp1 (Xs, x˜)L qui est un isomor-
phisme si p /∈ L.
Cet isomorphisme est compatible avec les extensions finies de K.
Démonstration. On a les deux foncteurs exacts suivants :
L-KCov(X)→ L-Covalg(Xη),
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qui est une équivalence de catégorie si p /∈ L, et
L-KCov(X)→ L-KCov(Xs)
qui est une équivalence de catégories (théorème 1.3.1).
Cela nous donne un foncteur exact de L-KCov(Xs) vers L-Covalg(Xη), qui est
une équivalence de catégories si p /∈ L.
On a une catégorie fibrée Dantop(X) sur L-KCov(X) dont la fibre en un re-
vêtement két L-fini T est la catégorie des revêtements topologiques de T anη .
On a aussi une catégorie fibrée Dsptop(X) sur L-KCov(X) obtenue par pull-
back de la catégorie fibrée Dtop(Xs) → L-KCov(Xs) définie en 5.1.3 le long
de L-KCov(X)→ L-KCov(Xs).
La proposition 5.2.1 induit une équivalence de catégories fibrées Dantop(X)→
Dsptop(X).
Mais L-KCov(X)→ L-Covalg(Xη) induit un morphisme
pitemp1 (Xanη )L → pitemp1 (Dantop(X)/L-KCov(X))
qui est un isomorphisme si p /∈ L.
De même, L-KCov(X)→ L-KCov(Xs) induit un isomorphisme
pitemp1 (Xs)L → pitemp1 (Dsptop(X)/L-KCov(X)).
5.2.3 Théorème de comparaison des groupes fondamen-
taux tempérés géométriques
Théorème 5.2.3. Il existe un morphisme naturel
pitemp1 (Xη¯)L → pitemp-geom1 (Xs)L,
qui est un isomorphisme si p /∈ L.
Démonstration. On a un foncteur KCov(s)→ Covalg(K). En prenant la limite
projective des morphismes du théorème 5.2.2, on obtient un morphisme
pitemp1 (Xη¯)L = lim←−
K′
pitemp1 (XK′)L → lim←−
s′
pitemp1 (Xs′)L = pi
temp-geom
1 (Xs)L.
Pour montrer que c’est un isomorphisme si p /∈ L, compte tenu des isomor-
phismes de 5.2.2, il suffit de montrer que pitemp1 (Xη¯)L = lim←−K′ pi
temp
1 (XK′)L où
K ′ décrit les extensions modérément ramifiées de K (et non plus toutes les ex-
tensions séparable de K). D’après [27, prop. 1.15], un revêtement L-fini Tη¯ de
Xη¯ est défini sur une extension modérément ramifiée K ′ de K, et se prolonge
donc en un revêtement két T de XOK′ . On sait qu’il existe une extension két
s′′ de s′ (c’est-à-dire une extension modérément ramifiée K ′′ de K ′), telle que
pour toute extension K ′′′ de K ′′, C(Ts′′′) → C(Ts′′) est un isomorphisme. On
déduit de 5.2.1 que T anK′′′ → T anK′′ est une équivalence d’homotopie.
On en déduit que pitemp1 (Xη¯)L → lim←−Ki pi
temp
1 (XKi)L, où Ki décrit les extensions
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modérément ramifiées de K dans K est un isomorphisme.
On obtient donc l’isomorphisme voulu en prenant la limite projective des iso-
morphismes du théorème 5.2.2.
Cet isomorphisme est Gal(K¯,K)-équivariant (puisque l’isomorphisme pour
chaque extension galoisienne Ki de K est Gal(Ki/K)-équivariante).
Remarque. Nous pourrions aussi construire l’isomorphisme en prenant la limite
projective sur toutes les extensions séparables de K en remarquant que si K1 →
K2 est totalement sauvagement ramifié, le morphisme de log points s2 → s1 est
kuh et donc pitemp1 (Xs2)→ pitemp1 (Xs1) est un isomorphisme.
5.3 Complexes classifiants associés et groupe fon-
damental algébrique de la fibre spéciale
Dans cette section, nous associons à un log-schéma pluristable un complexe
classifiant dont le groupe fondamental tempéré est le groupe fondamental tem-
péré du log-schéma de la définition 5.1.2.
5.3.1 Complexe classifiant des strates
Soit S un log point fs, et soit k son corps sous-jacent.
Soit X → S un morphisme strictement plurinodal de log schémas.
Soit Y l’union disjointe des adhérences des strates de X (chaque adhérence
de strate étant muni de la structure de sous-log-schéma réduit et strict de
X). Soit C(Y/X) le log-schéma simplicial dont la composante de degré n est
Y n = Y ×X · · · ×X Y (les morphismes de log-schémas étant tous stricts ici, la
formation des produits fibrés commute à la prise du schéma sous-jacent) et les
flèches sont évidentes. On obtient alors un ensemble simplicial pi0(C(Y/X)) en
prenant en chaque degré les composantes connexes de Y n. Remarquons que les
composantes connexes de Y n s’identifient à des adhérences de strates de X, ce
qui donne un foncteur (∆/ pi0(C(Y/X)))op → StrX.
Considérons donc le complexe classifiant GStr(X) sur (StrX)op dont la fibre en
une strate x est la catégorie des revêtements két de l’adhérence de la strate {x}.
On a alors un foncteur naturel KCovX → Balg(GStrX) qui, pour tout objet x
de (StrX)op, associe à un revêtement de X sa restriction à {x}.
On obtient donc un complexe classifiant GDD(X) sur (∆/ pi0(C(Y/X)))op par
pullback. Si on tronque le complexe classifiant à l’ordre 3, on a par définition
une équivalence entre les donnée de descentes de Y/X et les revêtements de ce
dernier complexe classifiant (il n’est évidemment pas nécessaire de tronquer à
l’ordre 2 pour obtenir la même catégorie).
Or, d’après [38, prop. 3.2.18], le morphisme Y → X étant un épimorphisme
propre, c’est un morphisme de descente effectif (dans la catégorie des fs log-
schémas) pour les revêtements két. On a donc une équivalence de catégories
entre les revêtements két de X modérément ramifiés et les revêtements két de
Y munis de données de descentes.
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Le foncteur composé KCov(X)→ Balg(GStr(X))→ Balg(GDD(X)) est une équi-
valence de catégories.
Pour montrer que KCov(X) → Balg(GStr(X)) est aussi une équivalence de
catégories, il suffit donc de montrer que Balg(GStr(X)) → Balg(GDD(X)) est
pleinement fidèle. Mais pour cela il suffit d’appliquer la proposition 4.5.1.(ii) à
F : (∆/ pi0(C(Y/X)))op → Str(X).
En effet, soit x un objet de Str(X) (c’est-à-dire une strate de X), x ↓F est
la sous catégorie pleine de (∆/ pi0(C(Y/X)))op constituée des objets y tels que
x ⊂ F (y). Tout objet y de cette catégorie admet une flèche vers un objet de
pi0(C(Y/X))1, correspondant à une composante irréductible Y1 de X contenant
x. Mais si Y1 et Y2 sont deux telles composantes irréductibles de X, soit Y12
la composante connexe de Y1 ∩ Y2 qui contient x et notons aussi Y12 l’objet
correspondant de (∆/ pi0(C(Y/X)))op, qui est aussi dans x↓F .
On a donc dans x↓F le diagramme suivant :
Y1 ← Y12 → Y2,
ce qui montre que x↓F est bien connexe, et donc KCov(X)→ Balg(GStr(X)) est
bien une équivalence de catégories.
5.3.2 Complexe classifiant polysimplicial d’un schéma stric-
tement polystable
Si X est une fibration strictement polystable, d’espace global X, on a aussi
un foncteur F : (Λ/C(X))op → (StrX)op qui induit donc par pullback de
GStr(X) un complexe classifiant GC(X) sur (Λ/C(X))op.
Si X est strictement polystable, C(X) est un complexe polysimplicial libre.
Donc si x est une strate de Xs, soit y un polysimplexe nondégénéré de C(X)
correspondant à x, alors x↓F est la sous-catégorie pleine de (Λ/C(X))op consti-
tuée des objets qui sont l’image d’un morphisme de source y, qui est équiva-
lente à (Λ/[ny])op car C(X) est libre. Or Λ/[ny] admet un objet final, donc
on peut directement appliquer 4.5.1.(iii) à (Λ/C(X))op → (StrXs)op, et donc
Balg(GStr(X))→ Balg(GC(X)) est une équivalence de catégories.
5.3.3 Complexe classifiant l-polysimplicial d’une fibration
strictement polystable
Pour une fibration polystable X de longueur l, on peut construire un objet
l-polysimplicial C(X) de (Λl)◦ Ens tel que l’image de C(X) par le foncteur
l−1! (Λl) ◦ Ens → Λ◦ Ens, qui prolonge en commutant aux limites directes
l−1 : Λl → Λ, qui à [n1] × · · · × [nl] associe [n1] · · ·[nl], est C(X) (en
particulier, on a un foncteur D0 : Λl/C(Xs)→ Λ/C(X)).
Supposons C(X) déjà construit pour les fibrations de longueur l, et soit X =
(Xl+1 → X l) une fibration de longueur l + 1. Considérons le foncteur :
D′ : (Λl/C(X l))op
Dop0→ (Λ/C(X l))op D→ Λ◦ Ens .
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On peut lui associer l’objet C(X l)×D′ dont l’ensemble des objets en ([n1], · · · , [nl+1])
est ∐
x∈C(Xl)[n1]×···×[nl]
(D′x)[nl+1]
L’image directe par l−1 × idΛ : Λl+1 → Λ×Λ est C(X l)×D par hypothèse
de récurrence, et on vérifie facilement que l’image directe par Λ × Λ → Λ de
C ×D est CD.
Par pullback de GC(X) le long de Dop0 , on en déduit un complexe classifiant
GC(X)/(Λl/C(X l))op.
De même qu’on avait associé à un morphisme két S → Xl un ensemble poly-
simplicial C(S), on peut construire un ensemble l-polysimplicial C(S) tel que
l−1C(S) = C(S).
Montrons par récurrence sur la longueur de X que la conclusion de 4.5.1.iii
est vraie pour (Λl/C(X))op → (StrX)op. Supposons-la vraie pourX l et montrons-
la pour X = (Xl+1 → X l).
On a le diagramme commutatif suivant :
(Λl+1/C(X))op //

Str(Xl+1)op

(Λl/C(X l))op // Str(Xl)op
,
où les flèches verticales sont cofibrantes. La flèche du bas vérifie la conclu-
sion de 4.5.1.(iii), et les fibres aussi d’après le cas où X est strictement po-
lystable (car si x est un objet de C(X l), (Λl+1/C(X))opx → (StrX)opx s’identifie
à (Λl/C((Xl+1)x)op → (Str(Xl+1)x)op par définition de C(X)).
Donc la conclusion de 4.5.1.(iii) est aussi vraie pour (Λl+1/C(X))op → (StrX)op.
Donc
KCov(X)→ Balg(GC(X))
est une équivalence de catégories.
5.3.4 Descente et complexe classifiant l-polysimplicial d’une
fibration polystable
SoitX une l-fibration polystable sur S. SoitX ′ → X un morphisme étale sur-
jectif de l-fibrations polystables avec X ′ strictement polystable. Notons X ′(n) =
X ′ ×X · · · ×X X ′
Alors C(X) = Coker(C(X ′(2))⇒ C(X ′)) ne dépend pas du choix de X ′.
Le foncteur (Λl/C(X ′(n)))op → (Λl/C(X))op est en fait une catégorie cofibrée
en catégories discrètes, et en recollant les X ′(n) pour n > 1, on obtient ainsi
une catégorie cofibrée CDD(X ′/X) en ensembles simpliciaux sur (Λl/C(X))op
(correspondant à la catégorie des objets d’un foncteur ∆×Λl → Ens).
Sur CDD(X ′/X), on peut mettre une structure de complexe classifiant GDD(X ′/X).
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En descendant le long de FX′ : CDD(X ′/X) → Λl/C(X), on obtient un
complexe classifiant G(X ′/X) = FX′∗GDD(X ′/X) sur Λl/C(X).
On a un isomorphisme
Balg(G(X ′/X)) ' Balg(GDD(X ′/X))
d’après la proposition 4.5.2.
Mais on peut aussi “calculer” Balg(GDD(X ′/X)) en le descendant le long du
foncteur cofibrant F ′ : CDD(X ′/X)→ ∆op.
Or la fibre en [n] du complexe classifiant GDD(X ′/X) est GC(X ′(n)). Donc
F ′∗(GDD(X ′/X)) est l’objet simplicial des données de descentes de X ′/X, et
donc par descente étale des revêtements két, Balg(GDD(X ′/X)) ' KCov(X).
Donc :
Balg(G(X ′/X)) ' KCov(X).
Si X ′ et X ′′ sont maintenant deux l-fibrations étales surjectives sur X, on
peut construire comme précédemment un objet bicosimplicial en complexes l-
polysimpliciaux classifiant dont la fibre en ([m], [n]) est le complexe l-polysimplicial
classifiant GC(X ′(m) ×X X ′′(n)). Notons-le GDD(X ′, X ′′/X)/CDD(X ′, X ′′/X).
On a de plus un diagramme commutatif de foncteurs :
CDD(X ′, X ′′/X)
GX′vvmmm
mmm
mmm
mmm
GX′′ ((QQ
QQQ
QQQ
QQQ
Q
CDD(X ′/X)
FX′
((QQ
QQQ
QQQ
QQQ
Q
CDD(X ′′/X)
FX′′
vvmmm
mmm
mmm
mmm
(Λl/C(X))op
Or en descendant GDD(X ′, X ′′/X) le long de GX′ , on obtient GDD(X ′/X).
En effet la fibre en un objet x de GDD(X ′/X) correspondant à une strate x
de X ′nl est le complexe classifiant des revêtements két du log-schéma simplicial
(x¯×Xl X ′′(n)l ) ; or comme x¯×Xl X ′′l → x¯ est un morphisme de descente pour les
revêtements két d’après [38, prop. 3.2.18], on en déduit le résultat voulu.
On a évidemment le résultat analogue pour X ′′. En appliquant le résultat
de 4.5.2, on en déduit que GDD(X ′/X) ne dépend pas essentiellement pas de
X ′.
On le notera donc GX .
5.3.5 Comparaison des groupes fondamentaux tempérés
On a déjà une équivalence de catégories :
Balg(GX) ' KCov(X).
Soit S un revêtement két de X. Soit T l’objet correspondant de Balg(G(X ′/X)).
Alors le complexe l-polysimplicial C(S) associé à S est canoniquement iso-
morphe à C(X)DT .
En effet, il suffit de construire l’isomorphisme localement pour la topologie étale
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sur X, car si X ′ → X est étale surjectif, C(S) = Coker(C(SX′′) ⇒ C(SX′)) et
C(X)DT = Coker(C(X ′′)DTX′′ ⇒ C(X ′)DTX′ ). On peut donc supposer
X strictement polystable, où l’isomorphisme est évident par définition de C(S).
L’isomorphisme C(S) ' C(X)DT induit une équivalence de catégories
Covtop(C(X)DT )→ Covtop(C(S))
2-fonctorielle en S, d’où une équivalence des catégories fibrées correspondantes
sur Balg(GX) et KCov(X). En considérant les champs associés et en prenant les
sections globales, on en déduit une équivalence de catégories
Btemp(GX) ' Covtemp(X),
qui induit un isomorphisme
pitemp1 (GX)→ pitemp1 (X).
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Chapitre 6
Cospécialisation et groupe
fondamental tempéré
Pour un morphisme propre de schémas f : X → Y de fibres géométriquement
connexes et une spécialisation y¯1 → y¯2 de points géométriques de Y , A. Gro-
thendieck a construit un morphisme de spécialisation pialg1 (Xy¯1)→ pialg1 (Xy¯2). Le
théorème de spécialisation de Grothendieck dit que ce morphisme est surjectif
si f est séparable et induit un isomorphisme entre les quotients premiers à p si
f est lisse (où p désigne la caractéristique de y¯2, qui est éventuellement 0), cf.
[17, cor. X.2.4, cor. X.3.9].
En géométrie analytique complexe, un morphisme propre et lisse est, locale-
ment sur Y , une fibration triviale de variétés différentielles réelles ; en particu-
lier toutes les fibres sont homéomorphes et ont donc des groupes fondamentaux
(topologiques) isomorphes.
Peut-il y avoir un résultat analogue pour le groupe fondamental tempéré (ou
plus raisonnablement (p′)-tempéré) ?
Considérons le cas d’une famille de courbes elliptiques. Le groupe fondamental
tempéré géométrique d’une courbe elliptique est Ẑ2 si elle a bonne réduction et
Ẑ×Z si c’est une courbe de Tate. En particulier, dans une famille modulaire de
courbes elliptiques avec structure de niveau 1, le groupe fondamental tempéré
ne peut être constant (ni même le groupe fondamental (p′)-tempéré).
De plus, dans le contexte p-adique, si E1 est une courbe elliptique à mauvaise
réduction et E0 est une courbe elliptique à réduction générique (et donc bonne
réduction), il ne peut pas y avoir de morphisme pitemp1 (E0)(p
′) → pitemp1 (E1)(p
′)
qui induise le morphisme de spécialisation de Grothendieck sur les complétés
profinis, bien que la réduction du point correspondant à E1 se spécialise sur la
réduction du point correspondant à E0. Il ne peut donc pas y avoir de spéciali-
sation raisonnable.
Si néanmoins, η1 et η2 sont des points géométriques de l’espace analytique de
modules tels que la réduction de η1 se spécialise sur la réduction de η2, alors
Eη1 a "meilleure réduction" que Eη2 et il existe des morphismes pi
temp
1 (Eη2) →
1. pour éviter les champs. Cependant, les morphismes de cospécialisation que nous construi-
rons seront locaux pour la topologie étale de la fibre spéciale de la base. Ainsi le fait de travailler
avec un champ de Deligne-Mumford n’est pas vraiment un problème.
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pitemp1 (Eη1) qui induisent un isomorphisme sur les complétés profinis. C’est pour-
quoi nous chercherons à construire des morphismes de cospécialisation (plutôt
que de spécialisation) du groupe fondamental tempéré.
Un problème qui apparaît tout de suite est qu’il n’y a pas en général de spé-
cialisation non triviale entre les points d’un espace de Berkovich : par exemple
un espace de Berkovich séparé a un espace topologique sous-jacent séparé, et
donc s’il y a une spécialisation (pour la topologie de Berkovich, la topologie
étale. . .) entre deux points géométriques d’un espace de Berkovich séparé, les
deux points géométriques doivent avoir même point sous-jacent. Ainsi nous fixe-
rons un modèle de Y sur OK ayant d’assez bonnes propriétés, et les "morphismes
de spécialisation" entre points géométriques de Y an que nous considérerons se-
ront en fait des morphismes de spécialisation entre leurs réductions.
Nous allons étudier la situation suivante. Soit K un corps à valuation dis-
crète, OK son anneau des entiers, k son corps résiduel et p la caractéristique de
k (qui peut être 0). Soit L un ensemble de nombres premiers ne contenant pas
p. Soit X → Y un morphisme pluristable de log schémas sur OK .
Si η1 est un point de Y antr tel que H(η1) soit à valuation discrète, on sait décrire
le groupe fondamental (p′)-tempéré de Xη1 en terme de Xs1 où s1 est la log
réduction de η1. Pour que cette réduction existe, on supposera Y propre sur
OK ; sinon il faudrait se limiter à considérer les points η1 dans le tube de la
fibre spéciale Y et remplacer Y antr par son intersection avec ce tube (les résultats
qui suivront sont encore vrai dans ce contexte-ci plus général).
On peut alors reformuler notre problème de cospécialisation en terme de
la fibre spéciale de Y . Nous supposerons alors Y log lisse sur OK (ceci munit
Y d’une stratification canonique). Nous ferons également une hypothèse sur le
comportement combinatoire des fibres géométriques X → Y . Plus précisément,
on supposera que l’ensemble polysimplicial associé aux fibres géométriques de
X → Y est intérieurement libre ; c’est par exemple le cas si X → Y est stricte-
ment polystable ou si X → Y est de dimension relative 1.
Nous prouverons alors le résultat suivant :
Théorème 6.0.1. Soit η1 et η2 deux points de Y antr à valuation discrète, et
soit η¯1, η¯2 des points géométriques au-dessus de ces points. Soit s¯2 → s¯1 une
spécialisation entre leurs log réductions. Alors il existe un morphisme naturel
dit de cospécialisation
pitemp1 (Xη¯1)L → pitemp1 (Xη¯2)L,
qui est un isomorphisme si s¯1 et s¯2 sont dans la même strate de Y .
Si l’on ne suppose plus que les fibres géométriques de X → Y ont des en-
sembles polysimpliciaux intérieurement libres, il y a encore un morphisme de
cospécialisation si s¯2 est le point générique d’une strate.
La première chose dont nous aurons besoin pour construire le morphisme de
cospécialisation pour le groupe fondamental (p′)-tempéré est un morphisme de
spécialisation pour les groupes fondamentaux logarithmiques pro-(p′) de Xs¯1 et
Xs¯2 qui étend tout revêtement két (p′) de Xs1 sur un voisinage két de s1 (si
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l’on a un tel morphisme de spécialisation, en les comparant aux groupes fonda-
mentaux algébriques de Xη¯1 et Xη¯2 et en utilisant le théorème de spécialisation
de Grothendieck, nous obtiendrons facilement que c’est un isomorphisme). Ce
morphisme de spécialisation se déduit aisément de [36] si s1 est un point strict
de Y . Ainsi nous étudierons l’invariance du groupe fondamental log géométrique
par changement de point base.
Nous nous intéresserons alors au cas, plus simple, où X → Y est une courbe
relative. Dans ce contexte nous n’aurons pas à utiliser les ensembles polysimpli-
ciaux de Berkovich. Nous obtiendrons également un résultat meilleur que dans
le cas de dimension supérieure : nous n’aurons pas à supposer Y log lisse et nous
n’aurons pas non plus à supposer X → Y vertical.
Nous reviendrons alors au cas général. Nous étudierons le comportement com-
binatoire d’un revêtement két vis-à-vis de la cospécialisation. Des morphismes
de cospécialisations d’ensembles polysimpliciaux des fibres d’une fibration poly-
stable sont déjà donnés par Berkovich dans [7, cor. 6.2] quand Y est plurinodal et
s1, s2 sont les points génériques topologiques d’une strate de Y sans hypothèse de
propreté. La construction s’étend facilement, localement pour la topologie étale,
à notre situation si l’on suppose encore que s2 est le point générique d’une strate.
Pour obtenir un morphisme de cospécialisation d’ensembles polysimpliciaux des
fibres géométriques, nous devrons prouver qu’après une nouvelle localisation két
en s¯1, les strates de Xs2 dont l’adhérence rencontre Xk sont géométriquement
connexes. Cela proviendra du fait qu’après localisation supplémentaire, l’adhé-
rence de la clôture de ces strates sont plates sur leur image dans Y et ont des
fibres géométriques réduites. On descend alors ces morphismes de cospécialisa-
tion que l’on avait localement pour la topologie étale. Dans le cas propre initial,
le morphisme de cospécialisation est un isomorphisme si s1 et s2 sont dans la
même strate de Y et l’ensemble polysimplicial de Xs¯2 est intérieurement libre.
Ces morphismes de cospécialisation commutent avec les revêtements két, et donc
nous donneront les morphismes de cospécialisation voulus.
6.1 Spécialisation des groupes fondamentaux log
géométriques
Etudions la spécialisation des groupes fondamentaux log géométriques (c’est-
à-dire la limite projective des groupes fondamentaux logarithmiques par exten-
sion két du log point de base). Notre principal résultat sera l’invariance du
groupe fondamental log géométrique d’un log schéma fs X, saturé et de type
fini sur un log point fs s de corps séparablement clos, par changement de base
fs s′ → s qui est un isomorphisme sur le schéma sous-jacent. L’hypothèse im-
plique que le changement de base Xs′ → X dans la catégorie des log schémas fs
induit un isomorphisme X˚s′ → X˚ entre les schémas sous-jacents. En travaillant
localement sur la topologie étale de X˚, nous nous réduirons au cas où X˚ est
strictement local et hensélien, cas dans lequel le groupe fondamental log géo-
métrique peut être explicitement décrit en terme du morphisme de monoïdes
MX →Ms.
Combinant ce résultat d’invariance par changement de base du groupe fonda-
mental log géométrique pro-(p′) et la spécialisation du groupe fondamental log
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géométrique pro-(p′) dans le cas strict ([36]), nous obtiendrons que si X → S
est un morphisme propre, log lisse et saturé, et si s2, s1 sont des points fs de S
et s¯2 → s¯1 est une spécialisation de points log géométriques de S au-dessus de
s2 et s1, alors il y a un morphisme de spécialisation
pilog-ge´om1 (Xs2)(p
′) → pilog-ge´om1 (Xs1)(p
′)
(ce sera le seul résultat dont nous aurons besoin par la suite).
Lemme 6.1.1. Soit s′ → s un morphisme strict de log points tels que s˚′ et s˚
soient des points géométriques de caractéristique p. Soit X → s un morphisme
de log schémas fs tel que X˚ → s˚ soit de type fini.
Alors F : KCov(X)(p′) → KCov(Xs′)(p′) est une équivalence de catégories.
Démonstration. Si T est un revêtement két connexe de X, ˚T ×s s′ → T˚ ×s˚ s˚′
est un isomorphisme puisque s′ → s est strict. T˚ ×s˚ s˚′ est aussi connexe, donc
F est bien pleinement fidèle.
Comme on sait déjà que F est pleinement fidèle pour tout X, et comme les
recouvrements étales stricts sont de descente effective pour les revêtements két,
on peut prouver le résultat localement pour la topologie étale, et ainsi supposer
que X a une carte globale X → Spec Z[P ].
Soit S′ un revêtement két de Xs′ . Alors il existe un morphisme (p′)-Kummer de
monoïdes P → Q tel que
S′Q := S′ ×Spec Z[P ] Spec Z[Q]→ Xs′,Q := Xs′ ×Spec Z[P ] Spec Z[Q]
soit strict étale (et surjectif).
Mais, puisque X˚s′,Q → X˚Q×s˚s˚′ est un isomorphisme de schémas, Covalg(X˚s′,Q)→
Covalg(X˚Q) est une équivalence de catégories ([37, cor 4.5]). Ainsi, il existe un
revêtement étale strict SQ de XQ (et donc SQ → X est un revêtement két)
tel que S′Q soit Xs′,Q-isomorphe à SQ ×s s′. Donc F est une équivalence de
catégories.
Soit X → s un morphisme de log schémas fs, où s est un log point fs. Soit x¯
un point log géométrique de X et soit s¯ son image dans s.
Définissons le groupe fondamental log géométrique de X en x¯ comme étant
pilog-ge´om1 (X/s, x¯) = Ker(pi
log
1 (X, x¯)→ pilog1 (s, s¯)).
Si (t, t¯)→ (s, s¯) est un revêtement két connexe galoisien pointé de (s, s¯), notons
Xt = X ×s t et x¯t = (x¯, t¯). On a alors la suite exacte :
1→ pilog1 (Xt, x¯t)→ pilog1 (X, x¯)→ Gal(t/s),
et le morphisme de droite est surjectif si Xt est connexe (nous dirons que X
est log géométriquement connexe si Xt est connexe pour tout revêtement két
connexe t de s).
En prenant la limite projective de la suite exacte précédente quand (t, t¯) par-
court la catégorie dirigée des revêtements galoisiens pointés de (s, s¯), on obtient
un isomorphisme canonique pilog-ge´om1 (X/s, x¯) = lim←−(t,t¯) pi
log
1 (Xt, x¯t).
En fait, si t˜ → t est le sous-schéma réduit de t muni de la log structure image
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inverse, le morphisme pilog1 (Xt˜, x¯t)→ pilog1 (Xt, x¯t) est un isomorphisme. On peut
donc remplacer Xt par Xt˜ dans la limite projective précédente.
Si l’on a un carré commutatif de log schémas fs pointés :
(X ′, x¯′) φ //

(X, x¯)

(s′, s¯′) ψ // (s, s¯)
où s′ et s sont des log points, on obtient un diagramme commutatif de groupes
profinis :
pilog1 (X ′, x¯′) //

pilog1 (X, x¯)

pilog1 (s′, s¯′) // pi
log
1 (s, s¯)
En prenant le noyau des flèches verticales, on obtient un morphisme pilog-ge´om1 (X ′/s′, x¯′)→
pilog-ge´om1 (X/s, x¯), qui est fonctoriel en (φ, ψ).
On a aussi, par définition du pro-revêtement pointé universel de (s′, s¯′), un
morphisme canonique de pro-revêtements két pointés de (s′, s¯′)
lim←−
(t′,t¯′)
(t′, t¯′)→ lim←−
(t,t¯)
ψ∗(t, t¯),
où (t′, t¯′) parcourt les revêtements két galoisiens connexes de (s′, s¯′) et (t, t¯)
parcourt les revêtements két galoisiens connexes de (s, s¯), d’où un morphisme
de pro-log schémas fs pointés
lim←−
(t′,t¯′)
(t′, t¯′)→ lim←−
(t,t¯)
(t, t¯).
Cela induit un morphisme de pro-log schémas fs pointés
lim←−(X
′
t′ , x¯
′
t′)→ lim←−(Xt, x¯t),
d’où un morphisme de groupes profinis
lim←−pi
log
1 (X ′t′ , x¯′t′)→ lim←−pi
log
1 (Xt, x¯t),
tel que le carré commutatif de groupes profinis soit commutatif :
lim←−pi
log
1 (X ′t′ , x¯′t′) // lim←−pi
log
1 (Xt, x¯t)
pilog-ge´om1 (X ′/s′, x¯′) // pi
log-ge´om
1 (X/s, x¯)
Considérons maintenant s′ → s un morphisme de log points fs, tel que
le morphisme sous-jacent de schémas s˚′ → s˚ soit un isomorphisme de points
géométriques, et soit X → s un morphisme saturé de log schémas fs avec X˚
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nœthérien et X˚ → s˚ (géométriquement) connexe. Puisque X → s est saturé, X
est log géométriquement connexe.
Posons X ′ := X ×s s′. Soit x¯′ un point log géométrique de X ′ et soient x¯, s¯′ et
s¯ l’image de x¯′ dans X, s′ et s respectivement.
On a un diagramme commutatif
pilog1 (X ′, x¯′) //

pilog1 (X, x¯)

pilog1 (s′, s¯) // pi
log
1 (s, s¯)
Théorème 6.1.2. Le morphisme pilog-ge´om1 (X ′/s′, x¯′) → pilog-ge´om1 (X/s, x¯) est
un isomorphisme.
Démonstration. Soit (si, s¯i)i∈I un système cofinal de revêtements két connexes
galoisiens pointés de (s, s¯) et soit s˜i le sous schéma réduit de si muni de la log
structure image inverse. Posons (Xi, x¯i) := (X ×s s˜i, (x¯, s¯i)).
Soit (s′j , s¯′j)j∈J un système cofinal de revêtements két galoisiens connexes pointés
de (s′, s¯′) (et soit s˜′j le sous-schéma réduit de s′j muni de la log structure image
inverse. Posons (X ′j , x¯′j) = (X ×s′ s′j , x¯′ ×s¯′ s¯′j).
Il faut prouver que
lim←−
j
pilog1 (X ′j , x¯′j)→ lim←−
i
pilog1 (Xi, x¯i)
est un isomorphisme.
Si Y est un log schéma fs, notons Y : Yke´t → Y˚e´t le morphisme usuel de
topoi du topos két de Y au topos étale du sous-schéma sous-jacent à Y .
s˜i a même schéma sous-jacent que s, donc X˚i → X˚ est un isomorphisme de
schémas puisque X → s est saturé. De même X˚ ′j → X˚ ′ est un isomorphisme, et
sont isomorphes à X˚.
Plus précisément, pour tout i, il existe j0 tel que pour i ≥ i′ et j ≥ j′ ≥ j0, on
ait un diagramme 2-commutatif :
X ′j,ke´t //

##G
GG
GG
GG
GG
X ′j′,ke´t
$$I
II
II
II
II

Xi,ke´t //

Xi′,ke´t

X˚ ′j,e´t //
##F
FF
FF
FF
F
X˚ ′j′,e´t
##G
GG
GG
GG
GG
X˚i,e´t // X˚i′,e´t
où tous les morphismes de schémas du carré du bas sont des isomorphismes.
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Si G est un groupe fini, on a un diagramme 2-commutatif de champs sur X˚e´t :
X′
j′∗TorsX′j′,ke´t(G) //

X′
j
∗TorsX′
j,ke´t
(G)

Xi′∗TorsXi′,ke´t(G) // Xi∗TorsXi,ke´t(G)
Plus précisément, notons IJ = I
∐
J muni de la relation d’ordre suivante :
– la restriction de l’ordre à I (resp. J) est l’ordre usuel,
– si i ∈ I et j ∈ J , elors i ≤ j si et seulement si il existe un (nécessairement
unique) morphisme de log schémas fs pointés (s′j , s¯′j)→ (si, s¯i) qui rende
le carré
(s′j , s¯′j) → (si, s¯i)
↓ ↓
(s′, s¯′) → (s, s¯)
commutatif,
– si j ∈ J et i ∈ I, alors j  i.
Notons aussi IJ la catégorie correspondante. On a un catégorie fibrée sur
IJop × X˚e´t, dont la fibre en (i, U) est Xi∗TorsXi,ke´t(G)(U) et la fibre en (j, U)
est X′
j
∗ TorsX′
j,ke´t
(G)(U).
En prenant la limite inductive pour i ∈ I, qui est filtrante, on obtient, grâce
à [16, I.1.10], une catégorie fibrée sur X˚e´t dont la fibre en U est Lim−→ i

X˜i∗TorsX˜i,ke´t(G)(U).
Notons Lim−→ i

X˜i∗TorsX˜i,ke´t(G) le champ associé à cette catégorie fibrée (et fai-
sons la même chose pour X ′ et J).
Puisque X˚ est supposé nœtherien (et donc X˚e´t est un topos cohérent), le foncteur
de Lim−→ j
Tors(G,X ′j,ke´t) vers la catégorie des sections globales de Lim−→ j
X′
j
∗ TorsX′
j,ke´t
(G)
est une équivalence de catégories. De plus
Lim−→ j
Tors(G,X ′j,ke´t) ' Lim−→ j Tors(G, pi
log
1 (X ′j , x¯′j)−Ens) ' Tors(G, lim←−pi
log
1 (X ′j , x¯′j)−Ens).
Les diagrammes 2-commutatifs induisent un morphisme de champs :
Lim−→ j
X′
j
∗TorsX′
j,ke´t
(G)→ Lim−→ i Xi∗TorsXi,ke´t(G) (6.1)
Nous n’avons donc qu’à prouver que (6.1) est une équivalence de champs,
ce qui se prouve fibre à fibre (puisque les points de X˚e´t forment un système
conservatif). Ceci ne dépend plus des points de base initiaux que l’on avait dans
l’énoncé du théorème ; nous pouvons donc les oublier, ainsi nous utiliserons les
mêmes notations pour d’autres points.
Soit x un point de X˚e´t, x¯′ un point de X ′ke´t au dessus de x d’image x¯ dans
Xke´t, et soit Vx la catégorie des voisinages étales de x dans X˚. On a alors (par
cohérence du morphisme de topoi Xi , comme dans [36, dem of 2.4]) :
Lim−→ U∈Vx
Lim−→ i
Xi∗TorsXi,ke´t(G)(U) = Lim−→ i
Lim−→ U∈Vx
Xi∗ TorsXi,ke´t(G)(U)
= Lim−→ i
Tors(G,X(x)i,ke´t)
= Tors(G, lim←−i pi
log
1 (X(x)i,ke´t, x¯× si)− Ens),
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et l’on a un résultat similaire pour X ′.
On a donc juste à prouver que
lim←−
j
pilog1 (X ′(x)j,ke´t, x¯′ ×s¯′ s¯′j)→ lim←−
i
pilog1 (X(x)i,ke´t, x¯×s¯ s¯i)
est un isomorphisme.
Nous nous sommes donc réduit au cas où X˚ est un schéma nœthérien, stric-
tement local et hensélien. Mais alors, pour un schéma nœthérien, strictement
local et hensélien X˚, on a d’après [38, prop. 3.1.11]
lim←−
i
pilog1 (Xi,ke´t, x¯×s¯ s¯i) = lim←−
i
M
gp∨
Xi ⊗ Ẑ(p
′) = Coker(Mgps →M
gp
X )∨ ⊗ Ẑ(p
′),
et l’on a un résultat similaire pour X ′. Coker(Mgps → M
gp
X ) → Coker(M
gp
s′ →
M
gp
X′) est un isomorphisme.
On obtient donc le résultat voulu.
Supposons maintenant seulement que (s′, s¯′) → (s, s¯) soit un morphisme
de log points, que Y → s soit un morphisme saturé et que X → Y soit un
morphisme két avec X˚ de type fini sur s.
Corollaire 6.1.3. Le morphisme de groupes profinis
pilog-ge´om1 (X/s, x¯)(p
′) → pilog-ge´om1 (X ′/s′, x¯′)(p
′)
est un isomorphisme.
Démonstration. Quitte à remplacer s (resp. s′) par le sous-schéma réduit d’un
revêtement két connexe de s (resp. s′), on peut supposer que X → s est saturé
(X˚ → s˚ sera encore de type fini).
Si (t, t¯) → (s, s¯) est un revetement étale strict, alors pilog-ge´om1 (Xt/t, x¯t) →
pilog-ge´om1 (X/s, x¯) est un isomorphisme. Ainsi, en notant s0 la clôture séparable
de s et en prenant la limite projective sur les revêtements étales stricts poin-
tés de s (puisque pilog1 (Xs0) = lim←−pi
log
1 (Xt), où t parcours les revêtements étales
stricts pointés de s), on obtient pilog-ge´om1 (Xs0/s0, x¯0)→ pilog-ge´om1 (X/s, x¯) est un
isomorphisme. On peut alors supposer que s˚ et s˚′ sont des points géométriques.
Considérons le log schéma fs s′′ de schéma sous-jacent s˚′ et dont la log structure
est l’image inverse de la log structure de s.
Ainsi, on a des morphismes s′ → s′′ → s, où s′ → s′′ est un isomorphisme de
schémas sous-jacents et s′′ → s est strict.
Grâce au lemme 6.1.1, pilog1 (Xs′′)(p
′) → pilog1 (X)(p
′) et pilog1 (s′′)(p
′) → pilog1 (s)(p
′)
sont des isomorphismes. Ainsi,
pilog-ge´om1 (Xs′′/s′′)→ pilog-ge´om1 (X/s)
est un isomorphisme.
Par 6.1.2, pilog-ge´om1 (Xs′/s′)→ pilog-ge´om1 (Xs′′/s′′) est aussi un isomorphisme.
Rappelons que si S est un schéma strictement local de point fermé s et si X
est un log schéma fs connexe tel que X˚ est propre sur S, alors
KCov(X)→ KCov(Xs)
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est une équivalence de catégories (théorème 1.3.1).
Soit X → S un morphisme propre et saturé de log schemes fs, et soit Y → X
un revêtement két. Soit s et s′ deux points de S et supposons que l’on ait une
spécialisation s¯′ → s¯ (où s¯ et s¯′ sont des points log géométriques sur s et s′).
Soit Z le localisé strict de S à s muni de la log structure image inverse, et soit
z son point fermé, muni de la log structure image inverse.
On a les morphismes suivants (définis à automorphismes intérieurs près) :
pilog-ge´om1 (Ys/s)(p
′) '→ pilog-ge´om1 (Yz/z)(p
′) '→ pilog-ge´om1 (YZ/Z)(p
′) ← pilog-ge´om1 (Ys′/s′)(p
′)
où les deux premiers morphismes sont des isomorphismes d’après le corollaire 6.1.3
et le théorème 1.3.1.
Corollaire 6.1.4. On a un morphisme de spécialisation
pilog-ge´om1 (Ys′/s′)(p
′) → pilog-ge´om1 (Ys/s)(p
′)
qui se factorise à travers pilog-ge´om1 (YZ/Z)(p
′).
6.2 Cas des courbes
6.2.1 Définitions
Graphes
Rappelons qu’un graphe G consiste en la donnée d’un ensemble E d’"arêtes",
d’un ensemble V de "sommets", et pour tout e ∈ E , d’un ensemble de branches
Be de cardinal 2 et d’une fonction ψe : Be → V.
On peut, de façon équivalente remplacer la donnée des arêtes et des branches
de chaque arête par la donnée de l’ensemble de toutes les branches B = ∐e Be
muni d’une involution ι sans point fixe et d’une fonction ψ : B → V. E est alors
l’ensemble des orbites de branches pour ι.
Un vrai morphisme de graphe φ : G→ G′ est donné par une fonction φE : E →
E ′, une fonction φV : V → V ′ et pour tout e ∈ E une bijection φe : Be → B′φE(e)
telles que le diagramme suivant commute :
Be

// B′φE(e)

V // V ′.
Cependant la cospécialisation topologique des courbes semistables sera donnée
par des applications entre graphes qui ne sont pas en général des vrais mor-
phismes.
Un morphisme généralisé de graphe φ : G→ G′ est donné par :
– une fonction φV : V → V ′,
– une fonction φE : E → E ′
∐V ′,
– pour tout e ∈ E tel que φE(e) ∈ E ′, une bijection φe : Be → B′φE(e) qui fait
commuter le diagramme évident (le même que pour les vrais morphismes),
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– pour tout e ∈ E tel que φE(e) ∈ V ′ et toute branche b ∈ Be de e,
φV(ψe(b)) = φE(e).
On peut remplacer les deux dernières données par une fonction φB : B → B′
∐V ′
telle que si φB(b) ∈ B′ then φB(ι(b)) = ι′(φB) et si φB(b) ∈ V ′, alors φB(ι(b)) =
φB(b).
En particulier, un vrai morphisme est un morphisme généralisé. Il y a une no-
tion évidente de composition des morphismes généralisés de graphes.
On obtient ainsi une catégorie Graph de graphes pour laquelle les morphismes
sont des vrais morphismes de graphes et une categorie GenGraph de graphes
pour laquelle les morphismes sont les morphismes généralisés de graphes.
Il y a un foncteur réalisation géométrique | | : GenGraph→ T op qui envoie
un graphe G vers
|G| := Coker(
∐
b∈B
pt1,bq pt2,b ⇒
∐
v∈V
ptv q
∐
b∈B
[1/2, 1]b),
où
– la flèche du haut envoie :
– pt1,b sur 1/2 ∈ [1/2, 1]b
– pt2,b sur 1 ∈ [1/2, 1]b,
– la flèche du bas envoie :
– pt1,b sur 1/2 ∈ [1/2, 1]ι(b)
– pt2,b sur ptψ(b).
Si φ : G → G′ est un morphisme généralisé de graphes, |φ| est obtenu en
envoyant
– ptv sur ptφV(v),
– [1/2, 1]b sur [1/2, 1]φB(b) si φB(b) ∈ B′ (par l’identité de [1/2, 1]),
– [1/2, 1]b sur ptφB(b) si φB(b) ∈ V ′.
Courbes semistables
Définition 6.2.1. Un morphisme de schéma X → S est une courbe strictement
semistable (resp. semistable) si pour tout point géométrique x de X, d’image
s dans S, il existe un voisinage étale U de s et un voisinage de Zariski (resp.
étale) V de x dans X ×S V tels que V → U se factorise à travers un morphisme
étale V → SpecA[X,Y ]/(XY − a) ou V → SpecA[X].
De même, il y a un pendant logarithmique à cette définition.
Définition 6.2.2. Un morphisme X → S de log schémas fs est une courbe log
strictement semistable (resp. log semistable si pour tout point géométrique x de
X, d’image s dans S, il existe un voisinage étale U de s, un voisinage de Zariski
(resp. étale) V de x dans X ×S V et une carte U → SpecP de U telle que l’une
des propriétés suivantes soit vérifiée :
– V → U est un courbe lisse stricte,
– V → U se factorise à travers un morphisme étale V → U ×Spec Z[P ]
Spec Z[Q] avec Q = (P⊕ < u, v >)/(u · v = p) avec p ∈ P et où la
log structure de V est celle associée à Q,
– V → U se factorise à travers un morphisme étale V → U ×Spec Z[P ]
Spec Z[P ⊕N] et où la log structure de V est celle associée à P ⊕N.
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Remarquant que, pour cette définition, une courbe log semistable n’est pas
nécessairement un morphisme semistable de log schémas, car la log structure
n’est pas nécessairement supposée verticale ici.
Une courbe log semistable est log lisse et saturée (être une courbe log semistable
équivaut en fait à être log lisse, saturé et purement de dimension relative 1).
Le morphisme de schéma sous-jacent X˚ → S˚ à une courbe log semistable
(resp. strictement log semistable) est une courbe semistable (resp. strictement
semistable). En particulier, si S˚ est un point géométrique, on peut associer à
X un graphe G(X) de la façon suivante : les sommets sont les composantes
irréductibles de Xs, les arêtes sont les points doubles. Les deux branches d’une
arête e aboutissent aux sommets correspondant aux composantes irréductibles
contenant le point double correspondant à e.
Soit X → S une courbe propre log semistable et soit X ′ → X un revêtement
két. Alors pour tout point log géométrique s¯ de S, il existe un voisinage két
U de s¯ tel que X ′U → U soit saturé. Alors X ′U → U est aussi une courbe log
semistable.
Le morphisme X˚ ′s¯ → X˚s¯ induit un vrai morphisme G(Xs¯)→ G(Xs¯) de graphes.
Soit K un corps complet non archimédien de corps résiduel séparablement
clos. Soit OK l’anneau des entiers de K. Soit X → OK une courbe semistable
propre avec fibre générique lisse, il existe un plongement canonique |G(X)| →
Xanη qui est une équivalence d’homotopie. Il est compatible aux extensions iso-
métriques de K.
De plus, si U est un ouvert de Zariski dense de Xη, |G(X)| s’envoie dans Uan
et |G(X)| → Uan est encore une équivalence d’homotopie.
Si X → OK est une courbe log semistable et X ′ → X est un morphisme két tel
que X ′ soit encore une courbe log semistable, le diagramme suivant est commu-
tatif :
|G(X ′)| → X ′anη
↓ ↓
|G(X)| → Xanη
6.2.2 Cospécialisation topologique des courbes semistables
Soit f : X → Y une courbe semistable, et soit y¯2 → y¯1 une spécialisation de
points géométriques de Y . Dans cette section, nous définirons un morphisme de
cospécialisation entre graphes associés G(Xy¯1)→ G(Xy¯2).
Si x est un point de X, nous noterons X(x) le localisé de X en x.
Lemme 6.2.1. Supposons Y strictement local de point fermé y1, et X → Y
strictement semistable. Soit x un nœud ou un point générique de Xy1 . Alors
X(x)y2 est soit contenu dans le lieu lisse d’une composante géométriquement
irréductible (qu’on notera F (x)) de Xy2 ou contient un unique point double
(qu’on notera F (x)) de Xy2 , qui est un point rationnel.
Démonstration. Quitte à remplacer Y par un sous-schéma fermé , on peut sup-
poser que Y est intègre et que y2 est le point générique de Y .
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(i) Si x est dans le lieu lisse de Xy1 , X → Y est lisse en x, et X(x)y2 est
géométriquement connexe par 0-acyclicité locale des morphismes lisses.
(ii) Si x est un nœud, on peut supposer que Y = SpecA et f se factorise à
travers un morphisme étale X → SpecB avec B = A[u, v]/(uv − a) et
a(y1) = 0.
Si a = 0, posons Z := X ×SpecB SpecA où g : B → A est défini par
g(u) = g(v) = 0 (Z est le sous-schéma fermé réduit de X défini par les
nœuds ; en particulier Zy2 est l’union de tout les nœuds de Xy2). Z → Y
est étale et donc Z(x)→ Y est un isomorphisme puisque Y est strictement
local. Ainsi Z(x)y2 est juste un point rationnel F (x).
Si a 6= 0, Xy2 est lisse. Le morphisme X → Y est séparable (c’est-à-dire
plat à fibre géométrique réduite) et donc localement 0-acyclique. X(x)y2
est donc géométriquement connexe.
Puisque F (x) est géométriquement irréductible, nous écrirons aussi F (x)
pour la composante irréductible ou le nœud correspondant de Xy¯2 .
Si φ : X ′ → X est un morphisme fini et ouvert de courbes strictement
semistables sur Y qui, fibre à fibre, envoie nœud sur nœud, alors φF ′ = Fφ.
En effet φ(x) est dans l’adhérence de φF ′(x), donc Fφ(x) est dans l’adhérence
de φF ′(x). Il suffit donc de vérifier que si Fφ(x) est un point double, φF ′(x)
aussi. Supposons que Fφ(x) soit un point double de Xy2 . Soient z1 et z2 les
deux points génériques des composantes irréductibles de Xy2 dont l’adhérence
contient Fφ(x) (et donc aussi φ(x)). Comme φ est ouvert, il existe z′1 et z′2
dans X(x)y2 tels que φ(z′1) = z1 et φ(z′2) = z2. Donc X(x)y2 ne peut pas être
contenu dans une seule composante irréductible de Xy2 , et donc F ′(x) est un
point double de X ′y2 . Par hypothèse, φF
′(x) est bien un point double de Xy2 .
Corollaire 6.2.2. Il existe un unique morphisme généralisé de graphes
ψ : G(Xy¯1)→ G(Xy¯2)
qui est
– fonctoriel pour les morphismes étales X ′ → X,
– compatible aux changements de bases Y ′ → Y ,
– tel que si f : X → Y est strictement semistable et Y est strictement local
de point spécial y¯1, ψ(x) = F (x) pour tout nœud ou point générique x.
Démonstration. Soit f : X → Y une courbe strictement semistable, et soit
y¯2 → y¯1 une spécialisation de points géométriques de Y .
On peut construire un morphisme généralisé ψX/Y : G(Xy1)→ G(Xy2) en rem-
plaçant Y par son localisé strict à y¯1 et en posant ψ(x) := F (x). Evidemment,
si b est une branche de e dans G(Xy1) qui aboutit en v, ψ(e) ⊂ ψ(v), d’où ψ(b)
(qui est bien défini puisque Xy¯2 est strictement semistable).
Ce morphisme généralisé est clairement compatible aux morphismes étales de
courbes strictement semistables.
Si X → Y est une courbe semistable, on peut choisir un recouvrement étale
X ′ → X tel que X ′ → Y soit strictement semistable. Posons X ′′ := X ′ ×X X ′.
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On a un diagramme commutatif :
G(X ′′y¯1) ⇒ G(X ′y¯1) → G(Xy¯1)
↓ ↓
G(X ′′y¯2) ⇒ G(X ′y¯2) → G(Xy¯2)
Il existe un unique morphisme généralisé de graphes ψ : G(Xy¯1) → G(Xy¯2)
rendant le diagramme commutatif.
Ce morphisme généralisé de graphes n’est en général pas un vrai morphisme.
En effet, si X est localement isomorphe à SpecA[u, v]/(uv−a) avec a(y¯1) = 0 et
a(y¯2) 6= 0, l’arête de G(Xy¯1) correspondant au point double u = v = 0 s’envoie
sur un sommet de G(Xy¯2).
Les morphismes de cospécialisation de graphes sont aussi compatibles avec
les morphismes ouverts et finis de courbes semistables qui envoient fibre à fibre
les nœuds sur les nœuds (cela découle de la compatibilité avec F ).
De plus si y¯3 → y¯2 → y¯1 sont des spécialisations, ψy¯3→y¯1 = ψy¯3→y¯2ψy¯2ψy¯1 .
On veut savoir quand ce morphisme généralisé de graphes est un isomor-
phisme.
Proposition 6.2.3. Si ψ : G(Xy¯1)→ G(Xy¯2) est un vrai morphisme de graphes
et f est propre, alors ψ est un isomorphisme.
Démonstration. On peut supposer que Y = SpecA est strictement local et in-
tègre de point spécial y1 et de point générique y2.
L’hypothèse signifie que localement pour la topologie étale de la fibre spéciale
(et donc sur X par propreté), X est isomorphe à SpecA[u, v]/uv ou est lisse.
En effet si X est localement isomorphe à SpecA[u, v]/uv − a avec a /∈ A∗, la
fibre spéciale a un point double, correspondant à une arête e. Alors ψ(e) est
une arête, correspondant a un point double et donc Spec Frac(A)[u, v]/uv − a
est non lisse, et donc a = 0.
Soit Z ⊂ X le lieu non lisse de X → Y , muni de la structure de sous-schéma
réduit. Z → Y est étale (comme on peut le voir localement sur la topologie étale
de X), et propre. On obtient ainsi que F induit une bijection entre les nœuds
de Xy¯1 et ceux de Xy¯2 .
Soit X˜ l’éclaté de X le long de Z. Quand X = SpecA[u, v]/(uv), Z est défini
par l’idéal engendré par u et v, et X˜ = SpecA[u]
∐
SpecA[v].
Ainsi en regardant localement sur X pour la topologie étale, on voit que X˜ est
lisse sur Y , et que X˜y est simplement le normalisé de Xy.
Puisqu’on suppose X → Y propre, X˜ → Y est lisse et propre, donc sa factorisa-
tion de Stein est étale sur Y et donc induit une bijection entre les composantes
connexes de X˜y¯1 et celles de X˜y¯2 , et donc la fonction entre les composantes
irréductibles de X˜y¯1 et celles de X˜y¯2 est aussi une bijection.
Proposition 6.2.4. Soit f : X → Y une courbe log semistable, et y¯2 → y¯1 une
spécialisation de points log géométriques. Supposons que M y¯1 → M y¯2 est un
isomorphisme. Alors ψ : G(Xy1)→ G(Xy2) est un vrai morphisme de graphes.
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Démonstration. On peut supposer Y strictement local, intègre de point géné-
rique y2 : Y = SpecA, et soit P → A une carte.
Pour montrer que c’est un vrai morphisme, il suffit de montrer que ψ(e)
est une arête si e est une arête de G(Xy1). Cette propriété n’est pas modifiée
par un morphisme étale, et donc on peut supposer X = SpecA ⊗Z[P ] Z[Q]
avec Q = (P⊕ < u, v >)/(u · v = p) et p ∈ P , tel que l’image de p dans
My¯1 soit non inversible. Alors l’image de p dans My¯2 est non inversible et donc
X = SpecA[u, v]/(uv = 0), ce qui donne le résultat voulu.
6.2.3 Cospécialisation topologique et revêtements két
Soit f : X → Y une courbe log semistable et propre. Soit y¯2 → y¯1 une
spécialisation de points log géométriques.
Soit S0 → Xy¯1 un revêtement két log géométrique.
Alors il s’étend au-dessus d’un voisinage két U de y¯1 en un revêtement két
S → XU . Quitte à localiser encore pour la topologie két, on peut même supposer
que S → XU est une courbe log semistable.
On peut donc utiliser le corollaire 6.2.2 et obtenir un morphisme généralisé de
graphes G(Sy¯1) → G(Sy¯2). Cela ne dépend pas du choix de U ni de S puisque
deux extensions de S0 sur un voisinage két de y¯1 sont isomorphes sur un voisinage
két plus petit et cet isomorphisme est unique à localisation két supplémentaire
près.
Si S′0 → S0 est un revêtement két, le diagramme suivant est commutatif :
G(S′y¯1) → G(S′y¯2)
↓ ↓
G(Sy¯1) → G(Sy¯2)
Si MY,y1 →MY,y2 est un isomorphisme, MU,y1 →MU,y2 est encore un isomor-
phisme, donc on peut encore appliquer la proposition 6.2.4 à S.
6.2.4 Cospécialisation du groupe fondamental tempéré
Supposons p /∈ L. Soit Y → OK un morphisme de fs log schémas et X → Y
une courbe propre log semistable.
Soit Ytr (resp. U := Xtr) le lieu ouvert de Y (resp. X) où la log structure est
triviale (Ytr ⊂ Yη). Soit Y le complété de Y le long de sa fibre spéciale.
Soit Y = Yη ∩ Y antr , c’est un sous-domaine analytique de Y an.
Rappelons qu’une spécialisation (két) x¯1 → x¯2 de points log géométrique
d’un log schéma fs X est un morphisme entre les log strictes localisations
X(x¯1)→ X(x¯2) (cf. § 1.3.2).
Définition 6.2.3. On note Ptan(Y ) la catégorie dont les objets sont les points
géométriques y¯ de Y antr tels que H(y) soit à valuation discrète (où y est le point
sous-jacent à y¯) et où HomPtan(Y )(y¯, y¯′) est l’ensemble des spécialisations két de
Yk de la log réduction y¯s de y¯ à la log réduction y¯′s de y¯′.
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Théorème 6.2.5. Pour tout morphisme y¯2 → y¯1 dans Ptan(Y ), il existe un
morphisme de cospécialisation
pitemp1 (Uy¯1)L → pitemp1 (Uy¯2)L
qui est un isomorphisme si M y¯1,s →M y¯2,s est un isomorphisme.
Démonstration. Soit y¯2 → y¯1 un morphisme de Ptan(Y ).
Il y a un diagramme 2-commutatif de foncteurs de cospécialisation :
KCovge´om(Xy¯1,s)L → KCovge´om(Xy¯2,s)L
↓ ↓
Covalg(Uy¯1)L → Covalg(Uy¯2)L
Les flèches verticales sont des équivalences ([27, prop. 1.15]) et la flèche du bas
aussi ([17, XIII.2.10]).
Soit S1,s un revêtement két log géométrique de Xy¯1,s et soit S2,s (resp. S1, S2)
le revêtement correspondant de Xy¯2,s (resp. Uy¯1 , Uy¯2).
Il y a des applications fonctorielles en S :
|San1 | ← |G(S1,s)| → |G(S2,s)| → |San2 |
la première et la troisième flèche étant les plongements du squelette d’une courbe
semistable. Ce sont des équivalences d’homotopie.
On obtient donc un morphisme de types d’homotopie |San1 | → |San2 |, fonctoriel
en S.
Rappelons que, si Z est une variété analytique, Dtop(Z)/Covalg(Z)L est la
catégorie fibrée dont la fibre en un revêtement L-fini T → Z est la catégorie des
revêtements topologiques de T et Dtemp(Z)L/Covalg(Z)L est la catégorie fibrée
dont la fibre en T est la catégorie des revêtements tempérés de T . Rappelons éga-
lement que Dtemp(Z)L/Covalg(Z)L est le champ associé à Dtop(Z)/Covalg(Z)L.
Le morphisme fonctoriel |San1 | → |San2 | de types d’homotopie fournit un
foncteur de catégories fibrées :
Dtop(Uy¯2) → Dtop(Uy¯1)
↓ ↓
Covalg(Uy¯2)L ' Covalg(Uy¯1)L
qui induit un foncteur de champs :
Dtemp(Uy¯2)L → Dtemp(Uy¯1)L
↓ ↓
Covalg(Uy¯2)L ' Covalg(Uy¯1)L
En prenant les sections globales, on obtient un foncteur :
Covtemp(Uy¯2)L → Covtemp(Uy¯1))L.
Cela induit un morphisme de cospécialisation de groupes fondamentaux tempé-
rés :
pitemp1 (Uy¯1)L → pitemp1 (Uy¯2)L.
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6.3 Cospécialisation du groupe fondamental (p′)-
tempéré
Revenons au cas d’une log fibration polystable propre X → Y , telle que Y
soit log lisse et propre sur OK (la propreté de Y → OK est seulement supposée
ici afin que tout point de Yη ait une réduction dans Ys, mais la construction que
nous ferons sera locale sur Y ). Dans ce paragraphe, nous construisons des mor-
phismes de cospécialisation pour le groupe fondamental (p′)-tempéré des fibres
géométriques de Xη → Yη. Grâce au théorème 5.2.3, nous nous sommes réduits
à construire des morphismes de cospécialisation pour les groupes fondamentaux
(p′)-tempérés des fibres log géométriques de Xs → Ys. Soit donc s¯2 → s¯1 une
spécialisation de points log géométriques de Y , où s¯1 et s¯2 sont les réductions
de points géométriques η¯1, η¯2 de Yη.
Pour comparer les groupes fondamentaux tempérés, nous aurons d’abord besoin
de comparer les groupes fondamentaux logarithmiques. Ainsi nous montrerons
que tout revêtement két géométrique de Xs1 s’étend à XU pour un certain voi-
sinage két U de s1 dans le localisé Z en s1 de Y .
Ceci découle de [36] si s1 est strict sur Y . Ainsi nous n’avons qu’à montrer
l’invariance du groupe fondamental log géométrique pro-(p′) par changement
de point de base. Ceci nous donnera un morphisme de spécialisation du groupe
fondamental log géométrique de Xs1 vers celui de Xs2 , qui sera un isomorphisme
(par comparaison aux groupes fondamentaux de Xη¯1 et de Xη¯2).
Nous avons maintenant une équivalence entre les revêtements két géométriques
pro-(p′) de Xη1 et de Xη2 . Nous devons comparer, pour tout tel revêtement
két Zs1 correspondant à Zs2 (qui s’étend à ZU ), leurs ensembles polysimpli-
ciaux, définis dans 5.1.6. Nous supposerons que s2 est le point générique de sa
strate (si s1 et s2 sont dans la même strate et Cge´om(Xs2) est intérieurement
libre, il s’avérera que Cge´om(Xs1) → Cge´om(Xs2) est un isomorphisme. Ainsi
on pourra remplacer s2 par le point générique de sa strate). Nous construisons
le morphisme de cospécialisation d’ensembles polysimpliciaux localement pour
la topologie étale. Ainsi nous pourrons supposer X strictement polystable (la
propreté n’est pas nécessaire ici). Ce morphisme de cospécialisation d’ensembles
polysimpliciaux sera construit en associant, après localisation két de la base pour
que ZU devienne saturé, à une strate z de Zs1 la strate minimale z′ de Zs2 telle
que z soit dans la clôture de z′ (comme dans le lemme 1.4.2). Alors la clôture
de z′ dans le localisé strict du point générique de z est séparable sur son image.
Ainsi z′ est géométriquement connexe et définit donc une strate géométrique de
Xs2 .
Nous terminerons en recollant notre isomorphisme de spécialisation du groupe
fondamental log géométrique pro-(p′) avec notre morphisme de cospécialisation
d’ensembles polysimpliciaux en un morphisme de cospécialisation de groupes
fondamentaux tempérés.
6.3.1 Cospécialisation d’ensembles polysimpliciaux
Dans cette section, nous construisons un morphisme de cospécialisation d’en-
sembles polysimpliciaux pour la composée d’un morphisme két et d’une log fi-
bration polystable.
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On a un résultat analogue à [7, prop 2.9] :
Proposition 6.3.1. Soit Z ′ → Z un morphisme strictement plurinodal de log
schémas fs, et Z ′′ → Z ′ un morphisme két de log schémas. Soit z1 et z2 deux
strates de Z (muni de la log structure image inverse Z), tel que z2 ≤ z1 (c’est-
à-dire z1 ∈ {z2}). Alors on a un morphisme de cospécialisation Str(Z ′′z1) →
Str(Z ′′z2) qui envoie une strate x1 de Str(Z
′′
z1) vers l’unique élément maximal de{x2 ∈ Str(Z ′′z2)|x1 ∈ x¯2}.
Le morphisme de cospécialisation envoie les points minimaux vers les points mi-
nimaux.
Si z3 ≤ z2 ≤ z1, le triangle évident de morphismes de cospécialisation est com-
mutatif.
Démonstration. Comme pour [7, prop 2.9], si le résultat est vrai pour deux
morphismes φ : Z ′′ → Z ′ et ψ : Z ′ → Z, alors il est aussi vrai pour ψ ◦ φ
car Str(Z ′′z ) =
∐
z′∈Str(Z′z) Str(Z
′′
z′). Mais il est vrai si ψ est strictement plurino-
dal ([7, prop 2.9]), et c’est aussi vrai pour φ két d’après (5.1.5).
Définition 6.3.1. Un couple de points (z2 ≤ z1) d’un Zariski log schéma fs Z
est un bon couple si il existe un voisinage U de z1 et une carte fs U → Spec Z[P ]
telle que si p est l’image de z2 dans SpecP par U → SpecP , et si F = P\p, le
schéma réduit {z2} muni de la log structure associée à F (ce log schéma sera
noté {z2}F ) par le morphisme
{z2} → Spec k[P ]/k[p] ' Spec k[F ]
est log régulier.
Une spécialisation de points géométriques (resp. de points log géométriques)
(z¯2 → z¯1) d’un log schéma fs Z est un bon couple si il existe un voisinage étale
(resp. két) U de z¯1 tel que U ait une carte globale (et donc soit Zariski) et le
couple (z2 ≤ z1) de points sous-jacents de U est un bon couple.
Un couple de points (z2 ≤ z1) est un bon couple si z2 est le point générique
d’une strate d’un log schéma fs Zariski log régulier ([26, prop. 7.2]).
Lemme 6.3.2. Soit Z ′ → Z un morphisme strictement plurinodal de log sché-
mas fs, soit (z2, z1) un bon couple de points de Z. Soit z′2 (respectivement z′1) le
point générique d’une strate de Z ′z2 (respectivement Z
′
z1), tel que z
′
2 ≤ z′1. Alors
(z′2, z′1) est un bon couple de points de Z ′.
Démonstration. Comme l’assertion est locale sur Z et comme la log régularité
est stable par changement de base étale, on peut supposer que l’on a une carte
fs (φ : P → Q) de Z → Z ′ telle que le carré
Z ′ → Spec Z[Q]
↓  ↓
Z → Spec Z[P ]
soit cartésien.
Soit p (respectivement q) l’idéal de P (respectivement Q) qui est l’image de
z1 (respectivement z2) et soit F = P\p (respectivement F ′ = Q\q) la face
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associée. On veut montrer que {z′1} muni de la log structure associée à F ′ est
log régulier.
On a F = φ−1(F ′), Kerφgp|F ⊂ Kerφgp et Cokerφgp|F ⊂ Cokerφgp, donc φ|F :
F → F ′ est aussi un morphisme log lisse de monoïdes.
Notons Z[p] := {∑p∈p app, ap ∈ Z} ⊂ Z[P ] (c’est un idéal premier de Z[P ]).
Le diagramme suivant de schémas est commutatif :
Spec Z[F ′] ' Spec Z[Q]/Z[q] → Spec Z[Q]
↓ ↓ ↓
Spec Z[F ] ' Spec Z[P ]/Z[p] → Spec Z[P ]
Ainsi
{z′1} → Spec Z[F ′]
↓ ↓
{z1} → Spec Z[F ]
est commutatif. Soit Z ′′ = {z1} ×Spec Z[F ] Spec Z[F ′] et munissons-le de la log
structure associée à F ′. Puisque Z ′′ → {z1}F est log lisse et {z1}F est log
régulier, Z ′′ est log régulier ([26, th. 8.2]).
On a un morphisme de log schémas {z′1} → Z ′′ qui est l’immersion fermée
d’une composante irréductible (car Z ′′ est la préimage de {q} dans Z ′{z1} et z
′
1
est un point générique de {q} dans Z ′z1 par définition d’une strate), qui induit
un morphisme strict de log schémas {z′1}F ′ → Z ′′. Ainsi, comme Z ′′ est log
régulier (et donc normal), {z′1}F ′ est une composante connexe de Z ′′ et donc
est aussi log régulier.
Lemme 6.3.3. Soit φ : Z ′ → Z un morphisme strictement plurinodal de log
schémas fs. Soit (z2, z1) un bon couple de points de Z.
On a un morphisme de cospécialisation Str(Z ′z1) → Str(Z ′z2) qui envoie une
strate x1 de Str(Z ′z1) vers l’unique élément maximal de {x2 ∈ Str(Z ′z2)|x1 ∈ x¯2}.
Le morphisme de cospécialisation envoie les éléments minimaux vers les élé-
ments minimaux.
Si z3 ≤ z2 ≤ z1, le diagramme évident de morphismes de cospécialisation est
commutatif.
Démonstration. C’est clairement vrai si φ est un morphisme plurinodal standard
SpecB → SpecA avec f : P → A une carte SpecA et B = A[u, v]/(uv − f(a))
où a ∈M (on peut par exemple utiliser [7, lem 2.3]).
D’après le lemme (6.3.2), on voit, comme dans la preuve de [7, prop. 2.9], que
si la proposition est vraie pour φ et φ′, elle est vraie pour φ ◦ φ′. De plus le
résultat est local pour la topologie de Zariski de Z ′, donc il n’y a à montrer le
résultat que pour φ étale, mais cela découle alors de (5.1.4) et du fait que {z2}
est normal dans un voisinage de z1 et les adhérences dans Z ′ ×Z {z2} de deux
points différents de Zz2 (qui sont deux composantes irréductibles de Z ′×Z {z2},
qui est normal) ont une intersection vide.
Remarque. Supposons toujours que (z2, z1) est un bon couple. Si l’on a un
morphisme két Z ′′ → Z ′ tel que Z ′′ → Z soit aussi strictement plurinodal,
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alors, comme pour [7, cor. 2.11], le diagramme suivant
Str(Z ′′z1) → Str(Z ′′z2)↓ ↓
Str(Z ′z1) → Str(Z ′z2)
est commutatif.
Si Z ′ → Z est un morphisme strictement polystable, il induit (comme
dans [7, lem. 6.1]) un morphisme de complexes polysimpliciaux
C(Z ′z1)→ C(Z ′z2).
Si maintenant Z ′ → · · · → Z est une fibration strictement polystable, en utili-
sant le lemme 6.3.2, on construit par récurrence sur la longueur de la fibration
un morphisme de complexes polysimpliciaux :
C(Z ′z1)→ C(Z ′z2).
Remarque. Le morphisme Z ′ → Z est saturé, donc pour toute extension z′1 két
de z¯1, Z ′z˜′1 → Z
′
z¯1 est un isomorphisme sur les schémas sous-jacents et donc on
même strates et donc même complexe polysimplicial. En particulier, si s1 est
un log point géométrique de Z au-dessus de z¯1, le morphisme Cge´om(Z ′z¯1/s1)→
C(Z ′z¯1) est un isomorphisme (et le même résultat est vrai pour z2).
Soit (z¯2 → z¯1) un bon couple de points log géométriques de Z.
Quitte à remplacer Z par sa stricte localisation Z1 en z¯1 (et choisissons une
bonne carte modelée sur P de Z1 en z¯1), on obtient un morphisme ψ : Str(Z ′z¯1)→
Str(Z ′z′2), où z
′
2 est l’image de z¯2 dans le localisé strict de Z en z¯1.
Soit x1 le point générique d’une strate x˜1 de Z ′z¯1 , et soit Z
′
1 le localisé de Z ′Z1
en x1 et soit Z ′′1 la clôture de ψ(x1) dans Z ′1 (x1 est encore dans Z ′′1 ).
Etale localement dans un voisinage de x1, Z ′ → Z est isomorphe au pullback
à Z de Spec Z[Q] → Spec Z[P ] où P → Q est un morphisme saturé. Donc le
morphisme de la clôture d’une strate {x2} de Z ′z′2 vers son image Z0 est étale
localement isomorphe au pullback à Z0 de Spec Z[F ′] → Spec Z[F ] où F ′ est
la face de Q correspondant à x2 et F est la face préimage de F ′ dans P . Alors
F → F ′ est aussi un morphisme saturé de monoïdes grâce à 1.3.2. En particulier
Spec Z[F ′]→ Spec Z[F ] est un morphisme séparable de schémas.
D’après [19, cor. 18.9.8], les fibres de Z ′′1 → Z0 sont géométriquement connexes.
En particulier la strate x2, image de x1 par ψ : Str(Z ′z¯1)→ Str(Z ′z′2) est géomé-
triquement connexe, définissant ainsi une strate de Str(Z ′z¯2).
On obtient ainsi un morphisme canonique Str(Z ′z¯1)→ Str(Z ′z¯2) qui rend le dia-
gramme commutatif :
Str(Z ′z¯2)

Str(Z ′z¯1)
99ssssssssss
// Str(Z ′z′2)
On obtient donc un morphisme de cospécialisation
Cge´om(Z ′z1/z1)→ Cge´om(Z ′z2/z2).
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Si Z ′ : Z ′ → · · · → Z est maintenant une log fibration polystable, quitte à
changer Z par un voisinage étale, il existe un morphisme étale surjectif Z ′′ →
Z ′ de log fibrations polystables au-dessus de Z tel que Z ′′ soit strictement
polystable. Notons Z ′′′ = Z ′′ ×Z′ Z. Comme C(Z ′′′z ) = Coker(C(Z ′′z )⇒ C(Z ′z)),
en prenant le conoyau des flèches horizontales du diagramme commutatif :
C(Z ′′′z¯1) ⇒ C(Z ′′z¯1)↓ ↓
C(Z ′′′z¯2) ⇒ C(Z ′′z¯2)
on obtient un morphisme de cospécialisation C(Z ′z¯1)→ C(Z ′z¯2) (qui est foncto-
riel vis-à-vis des morphismes étales).
Ces morphismes de cospécialisation commutent aux morphismes két de log fi-
brations polystables.
Si Z ′′ → Z ′ est un morphisme két et Z ′ → Z est une log fibration polystable
et soit (z¯2 → z¯1) un bon couple de points log géométriques.
Proposition 6.3.4. Il existe un morphisme de cospécialisation canonique
Cge´om(Z ′′z1/z1)→ Cge´om(Z ′′z2/z2),
fonctoriel en Z ′′.
Si l’on dispose d’un morphisme Z ′′′ → Z ′′
Démonstration. Supposons Z ′ → Z strictement polystable. Quitte à rempla-
cer Z par un voisinage két de z¯1 et à remplacer z1 et z2 par le sous-schéma
réduit d’un revêtement galoisien két connexe dans z¯1 et z¯2, on peut supposer
que Z a une carte globale modelée sur M , qu’il existe un recouvrement étale
(U ′i)i∈I de Z ′ avec I fini, que U ′i est étale sur Z ×Spec Z[M ] Spec Z[Pi], Z ′′ a un
recouvrement étale (U ′′i )i∈I où U ′′i est étale sur U ′i ×Spec Z[Pi] Spec Z[Qi] et où
M → Qi est saturé. Ainsi il existe un morphisme (p′)-Kummer de monoïdes
Qi → P ′i tel que Vi = U ′′i ×Spec Z[Qi] Spec Z[P ′i ] s’insère dans une fibration
polystable V i : Vi → · · · → Z and V i → U ′i est un morphisme két de log fibra-
tions polystables (en particulier Vi → U ′′i est un revêtement galoisien de groupe
G = ((P ′i )gp/Q
gp
i )∨, et Z ′′ → Z est saturé).
C(Vi,z1)→ C(Vi,z2) estG-équivariant, et donc induit un morphisme C(U ′′i,z2) =
C(Vi,z2)/G → C(Vi,z1)/G = C(U ′′i,z1). On déduit du fait que les morphismes
de cospécialisation commutent avec les morphismes két de log fibrations poly-
stables qu’il ne dépend pas du choix de Vi et qu’il se descend en un morphisme
C(Z ′′z1)→ C(Z ′′z2).
En prenant la limite projective sur les voisinages étales stricts de ˚¯z1, on obtient
un morphisme Cge´om(Z ′′z1/z1)→ C(Z ′′z′2), où z
′
2 est l’image de z¯2 dans le localisé
strict de Z en ˚¯z1.
Si l’on a une strate log géométrique de Z ′′z1 , en utilisant [19, cor. 18.9.8] comme
précédemment, on obtient que la strate image de Z ′′z2 est géométriquement
connexe.
On obtient alors le morphisme voulu Cge´om(Z ′′z1/z1)→ Cge´om(Z ′′z2/z2).
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Si l’on a un morphisme Z ′′′ → Z ′′, on peut recouvrir Z ′′′ par des ouverts
étales U ′′′i et Z ′′ par des ouverts étales U ′′i tels que U ′′′i → U ′′i soient des revêt-
ments két. Quitte à raffiner les familles (U ′′i ) et (U ′′′i ), on peut supposer qu’il
existe une fibration strictement polystable V i et un revêtement két Vi → U ′′′i .
De plus, quitte à raffiner encore les recouvrements, on peut supposer les revête-
ments galoisiens (puisque le groupe fondamental logarithmique d’un log schéma
de schéma sous-jacent strictement local est commutatif). Soit G = Gal(Vi/U ′′i )
et H = Gal(Vi/U ′′′i ). Alors le diagramme
C(Vi,z2)/H → C(Vi,z1)/H
↓ ↓
C(Vi,z2)/G → C(Vi,z1)/G
est commutatif. On en déduit la fonctorialité par descente le long des recouvre-
ments étales.
Si Z ′ → Z n’est plus supposé strictement polystable, quitte à changer Z
par un voisinage étale, il existe un morphisme étale Z ′0 → Z ′ de log fibrations
polystable sur Z telles que Z ′0 → · · · → Z soit une log fibration strictement
polystable. Soit Z ′1 = Z ′0 ×Z′ Z ′0. Alors, le morphisme voulu est obtenu en
prenant le conoyau des flèches horizontales du carré commutatif suivant :
Cge´om(Z ′′1,z1/z1) ⇒ C(Z ′′0,z1/z1)
↓ ↓
Cge´om(Z ′′1,z2/z2) ⇒ Cge´om(Z ′′1,z2/z2)
Supposons maintenant que Z ′′ → Z soit propre, que Z soit log régulier et
que z¯1 et z¯2 soient dans la même strate de Z (c’est-à-dire que le morphisme de
cospécialisationMZ,z1 →MZ,z2 est un isomorphisme). On peut remplacer Z par
son localisé strict en z1 (ceci n’affecte pas notre morphisme de cospécialisation).
En particulier Z est log Zariski. Quitte à prendre encore un voisinage két, on
peut supposer que Z ′′ → Z est saturé.
Le fait que z1 et z2 soient dans la même strate de Z implique que Cge´om(Z ′′z1)→
Cge´om(Z ′′z2) envoie les polysimplexes non dégénérés vers les polysimplexes non
dégénérés (il suffit de regarder localement pour la topologie étale).
Soit Z ′′(i) l’adhérence de (Z ′′z¯2)
(i) dans Z ′′ muni de la structure de sous-schéma
réduit, et soit (Z˜ ′′)(i) sa normalisation. En regardant localement pour la topo-
logie étale sur Z ′′, et grâce au fait que z2 et z1 sont dans la même strate, on
voit que (Z ′′(i))z1 est juste (Z ′′z1)
(i) et que ((Z˜ ′′)(i))z1 est juste la normalisa-
tion de (Z ′′z1)
(i). Ainsi les composantes connexes de ((Z˜ ′′)(i))z1 et de ((Z˜ ′′)(i))z2
sont en bijection avec les strates de Z ′′z1 et de Z
′′
z2 de rang i. Comme expliqué
précédemment, puisque Z ′′ → Z est saturé, (Z˜ ′′)(i) est séparable sur la clô-
ture de z2 et donc la factorisation de Stein de (Z˜ ′′)(i) pour tout i nous dit que
Str(Zz¯1)→ Str(Zz¯2) est bijectif.
Si l’on suppose de plus que Cge´om(Z ′′z2/z2) est intérieurement libre (c’est le
cas si Cge´om(Z ′z2/z2) est intérieurement libre),
Cge´om(Z ′′z1/z1)→ Cge´om(Z ′′z2/z2)
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est aussi un isomorphisme.
Supposons Z ′′ → Z propre, Z log régulier, et supposons que pour toute
strate de Z de point générique log géométrique z¯, Cge´om(Z ′z) est intérieurement
libre.
Soit z2 → z1 une spécialisation de points log géométriques Z. Soit x → z2 une
spécialisation où x est un point log géométrique au-dessus du point générique
de la strate de z2 (il existe une telle spécialisation). Rappelons que (x → z2)
et (x → z1) sont alors de bons couples (cf. [26, prop. 7.2]) . On a alors les
morphismes :
Cge´om(Zz2)
'← Cge´om(Zx)→ Cge´om(Zz1).
On obtient donc un morphisme Cge´om(Zz2) → Cge´om(Zz1) qui ne dépend pas
de x → z2 (puisque tout autre morphisme x → z2 se factorise à travers notre
spécialisation précédente).
De plus, si z1 et z2 sont dans la même strate, le morphisme de cospécialisation
est un isomorphisme.
6.3.2 Morphisme de cospécialisation du groupe fondamen-
tal (p′)-tempéré
Sous les mêmes hypothèses que précédemment, soit y¯2 → y¯1 une spéciali-
sation de points log géométriques sur des log points fs y2 → y1 de Z ′ dont les
images z2 → z1 dans Z se trouvent dans la même strate de Z. On a alors un
foncteur de cospécialisation F : KCovge´om(Z ′z1/z1)
L → KCovge´om(Z ′z2/z2)L si L
ne contient pas la caractéristique résiduelle p en z1. Si Z ′′z1 est un revêtement
két géométrique de Z ′z1 , il s’étend grâce au corollaire 6.1.4 à un voisinage két U
de z¯1 dans Z. Soit Z ′′U → U cette extension (unique quitte à remplacer U par un
voisinage plus petit de z¯1), et F (Z ′′z1) est juste la fibre de Z
′
0 → Z ′ dans z¯2 Z ′′U .
On a alors un isomorphisme Cge´om(Z ′′1 ) ' Cge´om(Z ′′2 ), qui induit un foncteur de
catégories fibrées :
Dtop-ge´om(Z ′1) → Dtop-ge´om(Z ′2)
↓ ↓
KCovge´om(Z ′z1/z1)
L → KCovge´om(Z ′z2/z2)L
et donc un morphisme de spécialisation pitemp-geom1 (Z ′z2 , y2)
L → pitemp-geom1 (Z ′z1 , y1)L.
Soit maintenant K un corps complet pour une valuation discrète. SpecOK
est muni de sa log-structure usuelle. Soit L un ensemble de nombres premiers
ne contenant pas la caractéristique résiduelle p de K (p peut être nul).
Soit X → Y une log fibration polystable propre telle que Y → SpecOK soit log
lisse, et supposons que pour tout point géométrique y¯ de Ys, C(Xy¯) est intérieu-
rement libre (c’est par exemple le cas si X → Y est strictement polystable ou si
les fibres de X → Y sont des courbes semistables, au sens de la définition 6.2.1).
Rappelons que la fibre générique Yη du complété formel de Y le long de sa fibre
spéciale s’identifie à un sous-domaine analytique de Y an (de plus Yη → Y an est
un isomorphisme si Y est supposé propre).
Soient y1 et y2 deux points de Y antr ∩Yη à valeur dans un corps à valuation dis-
crète (quitte à remplacer H(y1) par une extension isométrique, ce qui ne change
pas le groupe fondamental tempéré géométrique, on supposera que H(y1) a un
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corps résiduel algébriquement clos). On a des morphismes canoniques de log
schémas fs SpecOH(yi) → Y pour i = 1, 2. Soit si le log point fs de Y corres-
pondant au point spécial de SpecOH(yi) muni de la log structure image inverse.
Soit s′i le log point fs de Y qui a même schéma sous-jacent que si mais muni de
la log structure image inverse.
Un point géométrique y¯i (de l’espace de Berkovich Yη) au dessus de yi induit
un point log géométrique s¯i au-dessus de si (y¯i peut aussi être vu comme un
point log géométrique de Y puisque la log structure de Y est triviale en yi. Soit
s¯′i un point log géométrique de s′i ×si s¯i).
Considérons une spécialisation két s¯′2 → s¯′1 (il en existe dès qu’il existe une
spécialisation entre les points géométriques sous-jacents de Y˚ ).
Plus précisément, définissons la catégorie Ptan(Y ) dont les objets sont les
points géométriques y¯ de Y antr ∩Yη tels que H(y) est à valuation discrète (où y
est le point sous-jacent à y¯) et Hom(y¯, y¯′) est l’ensemble des spécialisations két
de s¯ vers s¯′ où s¯ et s¯′ sont les log-réductions de y¯ et y¯′.
Définissons aussi la catégorie Ptan0 (Y ) obtenu à partir de Ptan(Y ) en inversant
les morphismes y¯ → y¯′ tels que s¯ et s¯′ soient dans la même strate Y .
Théorème 6.3.5. Soit X → Y une log fibration polystable propre et Y →
SpecOK un morphisme log lisse. Supposons que, pour tout point géométrique
y¯ de Ys, C(Xy¯) est intérieurement libre. Alors, pour tout morphisme y¯2 → y¯1
dans Ptan(Y ), il existe un morphisme extérieur
pitemp1 (Xany¯1 )
L → pitemp1 (Xany¯2 )L,
qui est un isomorphisme si s1 et s2 sont dans la même strate de Y .
Démonstration. On a un foncteur de cospécialisation
F : KCovge´om(Xs1/s1)L → KCovge´om(Xs2/s2)L
qui se factorise à travers KCovge´om(XZ0/Z0)L où Z0 est le localisé strict en s1.
Soit η un point générique au-dessus du point générique de Y .
Comme les foncteurs de cospécialisation KCovge´om(Xsi/si)L → KCovge´om(Xyi/yi)L
et KCovge´om(Xyi/yi)L → KCovge´om(Xη/η)L sont des équivalences ([27, prop.
1.15]), on obtient que KCovge´om(Xs1/s1)L → KCovge´om(Xs2/s2)L est une équi-
valence.
Si Zs1 est un revêtement két de Xs1 , il s’étend grâce au corollaire 6.1.4 à
un voisinage két U de s¯1 dans Z. Soit ZU → U cette extension (unique quitte
à remplacer U par un voisinage két plus petit de s¯1), et F (Zs1) est juste la
fibre en z¯2 de ZU . On a alors un morphisme de cospécialisation Cge´om(Zs1) →
Cge´om(Zs2), qui induit un foncteur de spécialisation
(Dtop-ge´om)Xs2 (Zs2)→ (Dtop-ge´om)Xs1 (Zs1),
qui est une équivalence de catégories si s¯1 et s¯2 sont dans la même strate de
Y ((Dtop-ge´om)Xsi est la catégorie fibrée sur KCovge´om(Xsi)L des revêtements
topologiques).
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On a donc un diagramme 2-commutatif :
(Dtop-ge´om)Xs2 → (Dtop-ge´om)Xs1↓ ↓
KCovge´om(Xs2/s2)L
F−1→ KCovge´om(Xs1/s1)L
où F−1 est un quasi-inverse de F . Cela induit un morphisme de cospécialisation :
pitemp-geom1 (Xs1/s1)L → pitemp-geom1 (Xs2/s2)L
Les morphismes de comparaison du théorème 5.2.3 nous donnent le morphisme
voulu.
On obtient donc un foncteur Ptan0 (Y )op → OutGptop (où OutGptop est la
catégorie des groupes topologiques à automorphisme intérieur près) qui envoie
y¯ vers pitemp1 (Xany¯ )L.
Remarque. Un tel foncteur ne peut pas exister si p 6= 0 et L est l’ensemble de
tous les nombres premiers. En effet, si X1 et X2 sont deux courbes de Mum-
ford avec réduction isomorphe mais une métrique différente sur le graphe de leur
modèle stable, alors leurs groupes fondamentaux tempérés sont non isomorphes.
Considérons un espace de module de courbes stables avec structure de niveau
muni de sa log structure canonique sur Spec Zp (lui même muni de sa log struc-
ture induite par Z∗p → Zp) et un point géométrique s¯ dans la fibre spéciale de
l’espace de modules correspondant à une courbe stable totalement dégénérée.
En particulier, elle a au moins un point double, et donc le rang de Mgps¯ est
au moins deux (rappelons que M s¯ = N|p| ⊕
⊕
e∈E Nme où E est l’ensemble
des arêtes du graphe dual de la courbe correspondant à s¯). Prenons deux log
points (de corps sous jacent séparablement clos) fs s1 et s2 valuatifs (c’est-à-dire
Msi ' N) tels que les morphismes correspondantsM s¯ → N soient linéairement
indépendants. Il existe une unique normalisationMsi → Q tel que l’image de |p|
par la composée MZp,F¯p →Msi → Q soit 1. Soient η1 et η2 des points discrète-
ment valués de la fibre géométrique analytique dont les log-réductions sont s1 et
s2. Alors les deux courbes de Mumford géométriques correspondantes Ci ont des
métriques différentes sur le graphe de leur modèle stable (car la longueur d’une
arête e pour la distance de Ci est égale à l’image de me ∈M s¯ par la composée
M s¯ → Msi → Q), et donc ont des groupes fondamentaux tempérés différents
d’après le théorème 3.4.6. Mais deux log points géométriques au dessus de s1 et
s2 sont isomorphes vis-à-vis de la spécialisation pour la topologie két.
Si l’on enlève l’hypothèse de liberté intérieure, on obtient quand même le
résultat suivant, avec la même preuve :
Théorème 6.3.6. Pour tout couple de points géométriques y¯1 et y¯2 de Y antr ∩
Yη au-dessus de points à valuation discrète y1, y2 de Y . Soit s¯1, s¯2 leurs log
réductions et supposons que s¯1 est le point générique d’une strate de Y . Alors il
existe un homomorphisme extérieur de cospécialisation, fonctoriel :
pitemp1 (Xany¯1 )
L → pitemp1 (Xany¯2 )L.
La preuve est similaire à celle du théorème 6.3.5, si ce n’est que le foncteur
(Dtop-ge´om)Xs2 (Zs2)→ (Dtop-ge´om)Xs1 (Zs1)
n’a était défini que pour s¯1 point générique d’une strate (cf. proposition 6.3.4)
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