Introduction
The concepts of Soft Computing introduced by Lotfi A. Zadeh in 1991 has integrated different methodologies and approaches, as: fuzzy set theory, fuzzy logic, approximate reasoning, linguistic expression of knowledge, probabilistic reasoning, and others for solving problems of complex systems in the way similar to human perception, recognition and solving problem methods. Linguistic fuzzy modelling gives the formal, mathematical instruments for expressing human knowledge described in natural language. Probability of fuzzy meanings of linguistic variables determines a frequency of the occurrence the imprecisely expressed events. This work presents the methods of applications linguistic modelling and probability measures of fuzzy events for creating models compatible to the features of real systems, and more flexible than traditional rule-based models derived from linguistic knowledge. In Section 2. we remind the notions of a linguistic variable and a probability of fuzzy events, formulated by Zadeh, which have become fundamental for the development of fuzzy systems. We define probability distributions of a linguistic variable and a linguistic vector as well as a mean fuzzy value (a mean fuzzy set) of the linguistic variable. The conditional probability of fuzzy events will be the base for the inference procedure. Section 3. shows an exemplary probabilistic modelling for the characteristics representing features of particles in a certain population, formulated in fuzzy categories. The created knowledge representation states a collection of weighted rules (Section 4.) Weights of rules represent probabilities of fuzzy events of input and output system variables. Construction of fuzzy models is presented for different stochastic systems. The weights are involved in the inference procedures. 
where A 1 : fine, A 2 : middle size, A 3 : coarse. (Zadeh, 1968) . In another notation, a fuzzy event can be expressed as
Probability of fuzzy events and distributions of linguistic variables
, where the sum sign is considered as set character, not arithmetical. Let p be the probability function, which assigns to each Borel set in the domain
the real number p∈ [0, 1] . A probability P(A) of a fuzzy event A is defined in the way:
is a probability function in (U,Ω).
If the domain U is infinite, and f(u) is a probability density function in (U,Ω), then a probability P(A) of a fuzzy event A can be calculated by the following integral: 
states a probability distribution of the linguistic variable X.
A mean fuzzy value of the linguistic random variable X, signed as A , in a probability distribution ),
given above, is a fuzzy set with the membership function defined as follows:
The mean fuzzy value is the convex combination fuzzy set (Kacprzyk, 1986 ). It will be used in the aggregation procedure (Section 4). For the linguistic variable whose fuzzy meanings of linguistic values are given by (1) -(3), assume that probability density function is constant over the domain U= [0, 1] , f(u)=1. Probability of fuzzy events A 1 : fine, A 2 : middle size, A 3 : coarse can be calculated by the integrals
The calculated probability values fulfil (6), so the mean fuzzy value of events A 1 ,A 2 , A 3 can be calculated according to the dependence (7). Let us consider, as it is usually assumed in industrial practice, that for disjoint intervals M m a u m m ,..., 1 , = = Δ the empirical probability is constant and equal to the quotient
where n m is the number of particles whose a feature x takes the values from the proper intervals, and n is the total number of particles, 
A new term set of a linguistic vector (X,Y) can be created in the space
is a Borel function, which can be defined as a t-norm
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A set of probability values
j=1,…,J can be calculated using the basic definition (4), as follows
where
is a joint probability function. If the set of probabilities of fuzzy events )} ( { (18) then, it states a joint probability distribution P(X,Y) of the linguistic vector variables (X,Y). The marginal probability distributions
can be calculated for particular linguistic variables, as follows:
The marginal distributions P(X) and P(Y) defined above are normalized:
Conditional probability distributions of particular linguistic variables can be derived from the joint probability distribution P(X,Y) given by (17) and a marginal probability distributions (19) or (20) . The conditional probability distribution P(Y/X) of the linguistic variable Y, under the condition that X takes fuzzy values
, is a set of probability
Taking into account the normalization of probability distributions (see (18) and (21) 
where a i, i=1,…, I are disjoint intervals of the particle size (size classes) in a domain X, and b j , j=1,…,J are disjoint intervals of the particle density (density fractions) in a domain Y , N ij is a number of that particles in the parent population, whose volume belongs to i-th interval a i and the density belongs to j-th interval b j , N is a total number of particles in the population, In engineering practice a different measure of the probability is being more often applying, the quotient of the respective masses:
where M ij is a mass of that particles in the parent population, whose volume belongs to i-th interval a i and the density belongs to j-th interval b j , and For these two linguistic variables and the empirical joint probability distribution given in Table 1 . we can calculate the probability of the simultaneous events, e.g. P{ (x is small) and (y is light)} using (16) i (17) as follows: (16) and (17) depend on a choice of a t-norm. The problem is important for creating the inference procedure in knowledge-based systems. 
Quality parameters of particles as a mean value of a fuzzy event
Knowledge representation
General form of a fuzzy model
A fuzzy model represented a MISO system, consisting of the collection of fuzzy rules in a form 'IF x is A THEN y is B' is considered (Yager and Filev, 1995) . The propositions x is A in antecedents and y is B in consequents of rules are based on the partition of the input-output space, given by experts. The exemplary i-th file rule includes J elementary rules, in a form: (16) and (17):
where T means a t-norm, membership functions ) ( ),..., ( A ). It can be calculated from Bayesian formula (see (22)), as follows
where the probability of fuzzy events (fuzzy relations)
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states the joint probability distribution of linguistic input-output vector 
Inference and aggregation procedure
The approximate reasoning is based on a fuzzy logic and fuzzy sets theory (Zadeh, 1979) . The generalized modus ponens permits to deduce an imprecise conclusion from imprecise premises. A great number of works in the literature dealt with fuzzy reasoning, e.g. (Pedrycz, 1984) , (Yager & Filev, 1994) , (Hellendoorn & Driankov, 1997 
where T means a t-norm, R ij is a fuzzy relation determined in the input-output space V U × with the membership function ) , ( v u Let us check the inferring procedure from the model (29), taking into account the rule weights representing probabilities of fuzzy events defined above (according to (WalaszekBabiszewska, 2007a and 2008) . Assuming a crisp value (singleton) of input variables
with the degree of fitting * u to the input fuzzy set A i , calculated by
the output fuzzy set * i j B / can be found as follows:
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The fuzzy set * i B derived in such way is a fuzzy conditional mean value (see (7) The relationships (33) have been taken into account in formulas (38) and (39).
Knowledge representation of stochastic systems
Stochastic systems are often described by the ordered pair (x,y) of input and output variables:
where X is the system input domain, Y is the output domain of the system, T represents a time domain, and Ω is an elementary events domain. There is a certain probabilistic, reasonresult relationship between variables x and y, where x plays the role of a reason, and y -the result.
In paragraph 4.2 we considered the linguistic fuzzy model of the MISO system, assuming that x and y are linguistic variables (vector) with linguistic values determined by suitable fuzzy sets in the input and output numerical domain. Moreover, the probabilistic measure p(x,y) on a set of realizations of the processes have been given. The model (29) can be treated as a joint probability of linguistic vector variable in the input-output domain. Let us assume now, that the probabilistic measure p(x,y) on a set of realizations of the
observed at the discrete moments, is given. There are many models of stochastic systems discrete in a time domain T, for example an input-output dynamic model:
where f() can be a multivariable regression function. These types of models are well known as Box-Jenkins' time series models and are modelled by using Takagi-Sugeno type fuzzy models (Yager, and Filev, 1994) , (Hellendoorn, and Driankov, 1997 
These models are used in more simple forms, as the first order models (e.g. white noise) or the second order models (e.g. Markov's process, known also as a short memory process). 
The weighted rule (44) can be easily written in a form of a rule with two weights, corresponding to a probability of the antecedent events and to a conditional probability of the consequent event, similarly to model (29).
