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Abstract— Probabilistic 3D map has been applied to object
segmentation with multiple camera viewpoints, however, con-
ventional methods lack of real-time efficiency and functionality
of multilabel object mapping. In this paper, we propose a
method to generate three-dimensional map with multilabel oc-
cupancy in real-time. Extending our previous work [1] in which
only target label occupancy is mapped, we achieve multilabel
object segmentation in a single looking around action. We
evaluate our method by testing segmentation accuracy with
39 different objects, and applying it to a manipulation task
of multiple objects in the experiments. Our mapping-based
method outperforms the conventional projection-based method
by 40 - 96% relative (12.6 mean IU3d), and robot successfuly
recognizes (86.9%) and manipulates multiple objects (60.7%)
in an environment with heavy occlusions.
I. INTRODUCTION
Probabilistic three-dimensional map has been applied to
navigation and manipulation in previous works [2], [3], how-
ever, the generated map has only the collision information,
and is not applicable to multi-object manipulation because
of lacking label information of objects.
Recently, the effectiveness of probabilistic map for object
segmentation is reported [4], which uses the map to improve
2D segmentation result. However, their research lacks of
consideration of real-time efficiency, which is crucial for
3D segmentation of objects and its manipulation. On the
other hand, we have proposed real-time 3D mapping for a
single label object [1]. In order for robot to conduct tasks
that demands multi-object segmentation at once; for example
multi-object manipulation (Fig.1), we propose a method to
construct three-dimensional map for multi-label objects in
real-time.
The proposed method extends our previous method for
a single label of objects [1], and represents object-label
and collision with multilabel occupancies in each voxel. For
real-time map generation, we extend octomap [3] for multi-
label objects, which is firstly proposed to efficiently map
single-label, collision object, occupancy. By accumulating
the 2.5D segmentation results in possible camera viewpoints,
our method segments multiple objects three-dimensionally
all at once (Fig.1). We show the efficiency of our method
compared to non-mapping-based method and a multi-object
manipulation task in the experiment.
(a) Manipulating objects with result of 3D segmentation.
(b) View 1 (c) View ∼ 3 (d) View ∼ 5
Fig. 1: Real-time mapping for multi-object manipulation.
In this example, target object (t-shirts) is occluded by non-target
(green cup), and robot needs to remove the obstacle object in order
to pick the target with recognizing the necessity of doing so.
II. 3D MULTILABEL MAPPING FOR
OBJECT SEGMENTATION AND MANIPULATION
A. Related Works
1) Object Segmentation: In previous works, 2D object
segmentation is tackled as a contour finding problem with a
guide of region-of-interest [5][6], a superpixel classification
[7][8] and pixel-wise classification [9][10][11] with learning-
based approach with class segmentation dataset. In addi-
tion to these works on 2D segmentation, three-dimentional
segmentation is required for robot to conduct tasks in the
real world. In order to achieve this, previous works propose
projection-based approach projecting segmented pixels to 3D
points in a single view (2.5D) [9], mapping-based approach
with binary object existence [12] and probabilistic existence
[1] for a single target object. And as for fully 3D-based
approach, model matching is tackled [13][14] using various
3D features [15][16]. We use a mapping-based approach
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with multiple views extending our previous method [1] for
multi-label objects to deal with object occlusions and flexible
objects for which static 3D model is less effective. Our
method segments multi-label objects in a single multi-view
action, and effective to acquire the dense 3D information
of objects in an environment with heavy occlusions: self-
occlusion and occlusion by others.
2) Probabilistic Grid Map: In previous works on prob-
abilistic grid map, object exploration with updating object
existence probability on 2D map [17], collision object [3][18]
and object segmentation on 3D map [4][1] are tackled. Our
proposed method is most closely related to two prior works
[4][1], and the contribution of this paper is the proposed
octomap that has a single octree with multilabel probabilities
in the nodes. Compared to the previous methods to update
a single-label occupancy, our method updates the multilabel
occupancies in each voxel, and segments all objects in a
single mapping.
3) Multi-object Manipulation: We define multi-object ma-
nipulation as a task to handle multiple objects with determi-
nation of the order to manipulate. Its typical situation is a
picking task with occluded target object, where robot needs
to recognize both the target and occluding objects in order
to remove firstly the occluding and pick the target later.
In previous works, multi-object manipulation is tackled in
simulation [19], and in a simple real world environment with
single-class objects [20][21], We address manipulation task
of multi-class multiple objects in a clutter environment that
contains heavy occlusions.
B. Proposed Method and System
Robot + RGB-D Sensor
in multi-views
2D Segmentation
with Convolutional Networks
Mapping of Multilabel Occupancy
Update probabilistic 3D map at each view
Point Cloud
Probability Image
for Multilabel
Fig. 2: Proposed system for 3D object segmentation.
In this paper, we propose a probabilistic mapping method
for multilabel occupancies, in which each voxel grid has
probabilities for all object labels (nlabel ∼ 40 in the experi-
ment). In a voxel, each label occupancy is updated separately
and the maximum occupancy is used to transform the map
to voxels: if the maximum occupancy is over a threshold, it
is occupied by the label and otherwise unoccupied.
We also propose a 3D segmentation system shown in
Fig.2, which is extended version of system in prior work
[1] for multilabel segmentation. Our system consists of 2
components: 2D segmentation and 3D mapping. In the first
component, 2D object probability image Iprobt is predicted at
time t from input image It, and the output probability image
Iprobt has same number of channels as the number of object
classes nlabel. In the second component, our 3D mapping
method for multilabel Mt = g(Mt−1, I
prob
t , Ct) is used to
update the grid map Mt−1 with input point cloud Ct, after
projecting the pixel to 3D point with index of height and
width axies u, v,
zt,uv = (Ct,uv, I
prob
t,uv ) (1)
with correspondence between image and point cloud: as-
suming that the point cloud comes from RGB-D camera
sensor. By accumulating the object probability prediction
result three-dimensionally as a map, we improve 3D object
segmentation result in a situation with occlusions and gen-
erate dense 3D object voxel map.
In the following sections, we introduce the method to
predict object probability from input image in Section III,
and the method of 3D mapping in Section IV. In Section
V, we evaluate the efficiency of our proposed method with
quantitative evaluation of the segmentation and achievement
of multi-object manipulation by a robot.
III. PROBABILISTIC OBJECT SEGMENTATION
IN A SINGLE VIEW
In this section, we introduce the function (Ct,uv, I
prob
t,uv ) =
f(It) which receives RGB image It as the input and outputs
multi-class probabilities Iprobt,uv and 3D point Ct,uv at pixel
(u, v) as the output. We briefly describe the network model
for this function because it is same as that developed in our
previous work [1], and discuss about the efficiency by using
2D segmentation as a component in the 3D segmentation
system.
A. Convolutional Network Model
We use a previously proposed convolutional network
model for 2D segmentation, Fully Convolutional Networks
(FCN) [10], applying a small change to convert n-class object
score map Iscore, the output of the network, to probability
image Iprob using pixel-wise softmax with index for height
u ∈ [0, H], width v ∈ [0,W ] and channel k ∈ [0, nlabel − 1]
for image height H and width W :
Iprobuv = σ(I
score
uv ) =
exp(Iscoreuv )∑N
k=0 exp(I
score
uvk )
. (2)
B. Projection of 2D segmentation as 3D points
For 3D mapping, the pixel-wise 2D segmentation needs
to be projected to 3D points. By using a calibrated camera,
we can project the pixel point in 2D segmentation to the 3D
point:  uv
Zc
 = K
XcYc
Zc
 ,K =
fx 0 cx0 fy cy
0 0 1
 . (3)
(Xc, Yc, Zc) are the coordinates of a 3D point in the camera
coordinate space, (u, v) are the coordinates of a projection
point in camera pixels, and K is the matrix of camera
intrinsic parameters.
Using RGB-D camera, whose extrinsic parameters be-
tween color and depth sensor coordinate are well calibrated,
the pixelwise depth d in color coordinate is given, and the
3D point coodinates are given as follows:
Xc =
u− cxZc
fx
, Yc =
v − cyZc
fy
, Zc = d. (4)
Therefore, 3D point in world coordinate space is given with a
homogeneous transformation matrix A from camera to world
coodinate:
X
Y
Z
1
 = A

Xc
Yc
Zc
1
 , A =

r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3
0 0 0 1
 (5)
In the experiment, since the RGB-D sensor is mounted on the
robotic arm and the task is conducted without navigation, we
use the transformation matrix A computed from joint angles
of the arm and forward kinematics.
In the 3D mapping we describe at afterward sections,
the set of multi-class probabilities Iprobuv , and 3D point
Ct,uv = (X,Y, Z) is used to accumulate the pixel-wise 2D
segmentation into 3D map.
IV. 3D MAPPING OF MULTILABEL OCCUPANCY
In this section, we introduce the function Mt =
g(Mt−1, I
prob
t,uv , Ct,uv) to generate voxel grid map Mt from
2D probability map Iprobt and input point cloud Ct,uv . We
describe the method to contruct voxel map for multilabel
occupancy, and to update the map in real-time.
A. Generating Occupancy Map for Multilabel
In conventional occupancy grid map [18], the l-th cell
ms holds the probability of occupancy for collision object
pcollision(ms). In our occupancy voxel map, on the other
hand, each grid has the same number of probabilities as
the number of labels nlabel. Each probability has the value
between 0 and 1:
0 ≤ pk(ms) ≤ 1 (k = 0 · · ·nlabel − 1)
and meaning of the value is represented as following:{
ms : unoccupied (maxk(pk(ms)) < pthresh)
ms : occupied by ls (maxk(pk(ms)) >= pthresh)
(6)
with occupied label ls = argmaxk(pk(ms)). The occupancy
threshold pthresh is set to 0.5 in our experiments.
We explain the method of updating pk(ms) from sensor
information zt; t is the index in series of sensor input, zt is
the set of sensor information at the time index t, and z1:t
means the set of the sensor information from first to the t-th
time. Notice that zt,uv (Equation 1) is set of the point cloud
Ct and 2D probability image I
prob
t , and the probability in
each pixel Iprobt,uv is registered to a 3D point Ct = (X,Y, Z)
by Equation 3 - 5.
By computing pk(ms|z1:t) with pk(ms|z1:t−1) and zt, we
can integrate new sensor information and update the map
periodically. The grid map Mt is the set of voxels with
multilabel probabilities accumulated in them pk(ms|z1:t):
ms is one of the voxels whose size is S: s = 0 · · ·S. Using
each 3D point zt,uv = (Cuv, Iprobuv ), occupancies in multiple
voxels are updated, because the sensed 3D point Cuv has two
parts of information: the voxel at Cuv has collision object
(hit), the voxels on the ray from camera coordinate to Cuv
has no collision objects (miss). Using these information, the
new probability pk(ms|zt) is acquired as following with ms
is given by Ct,uv:{
pk(ms|zt) = Iprobt,uvk (ms : hit)
pk(ms|zt) = pmiss (ms : miss)
(7)
In the following experiments, we used pmiss = 0.3, which is
the probability for the voxel where the point cloud is missing.
Next we need to compute pk(ms|z1:t) from pk(ms|z1:t−1)
and pk(ms|zt). Following formula is derived from Bayes’
theorem and independence of the conditional probability:
pk(ms|z1:t) = pk(zt|ms, z1:t−1) pk(ms|z1:t−1)
pk(zt|z1:t−1)
=
pk(ms|zt) pk(zt) pk(ms|z1:t−1)
pk(ms) pk(zt|z1:t−1) . (8)
The ratio of occupied probability pk(ms|z1:t) and free prob-
ability pk(¬ms|z1:t) becomes simple as following:
pk(ms|z1:t)
pk(¬ms|z1:t) =
pk(ms|z1:t−1)
pk(¬ms|z1:t−1)
pk(ms|zt)
pk(¬ms|zt)
pk(¬ms)
p(ms)
. (9)
We can deform the formula by introducing log-odds (logit)
as following:
L(ms|z1:t) = L(ms|z1:t−1) + L(ms|zt)− L(ms). (10)
where L(x) = logit(p(x)) = log(p(x)/(1− p(x)))
Presuming that we have no prior knowledge of the environ-
ment at the first time (t = 0): L(ms) = 0 (∵ p(ms) = 0.5),
therefore L(ms|z1:t) is updated as following:
L(ms|z1:t) = L(ms|z1:t−1) + L(ms|zt). (11)
We can update the map probabilistically using this for-
mula, and obtain probability pk(ms|z1:t) from the log-odds
L(ms|z1:t) as following:
pk(ms|z1:t) = 1− (1 + exp(L(ms|z1:t)))−1. (12)
B. Extending OctoMap for Multilabel Occupancy
For real-time updation of the map, we extend the OctoMap
[3], which is an efficient framework to generate occupancy
grid map using octree. In the octomap with multilabel
occupancy (LabelOctoMap), which we propose, each node in
octree has multiple probabilities and the number of nodes is
same as that of voxels S, which depends on the resolution of
voxels not the number of labels. So the search of the voxel
to be updated from 3D coordinate in LabelOctoMap is as
efficient about speed as the conventional octomap.
Having a single tree is also effective for reconstruction
of voxels from the map compared to the use of multiple
octrees for multi-labels. As shown in Equation 6, we find
label with maximum likelihood for each voxel, and this
operation is required because it is possible that probabilities
of multiple labels can be over threshold pthreshold for voxels
at the same 3D coordinate. The comparison of probabilities
is time consuming when using multiple octrees, because each
comparison requires the search of the corresponding voxel
in a tree from 3D coordinate of the voxel in other tree.
V. EXPERIMENTS
In this section, we show the evaluation result of our
proposed method with the segmentation accuracy tests and
the robotic manipulation task application.
A. Evaluate 2D Segmentation
We describe the evaluation results of the trained model, in
order to show the effectiveness of using 2D segmentation as
a component of the system, though there are previous works
which use fully 3D approach [13][14]. We use the validation
dataset (∼ 1900) with splitting the whole dataset in 4:1 for
training and validation.
1) Dataset and training: We handle 39 objects (Fig.3),
which were used at Amazon Picking Challenge 2016
(APC2016), in an environment shown in Fig.1. So the num-
ber of object classes is 40: 39 item labels and 1 background
label. The number written in Fig.3 is each item’s label and 0
is the background label. For dataset, we combined the dataset
we previously collected [1] (∼ 250) and that is published by
other work [12] (∼ 7300).
2) Evaluation Metric: The metric of quantitative evalua-
tion is same as one used in previous work [10]:
• pixel accuracy:
∑
i nii/
∑
i ti
• mean accuracy: (1/nlabel)
∑
i nii/ti
• mean intersect-over-union (IU):
(1/nlabel)
∑
i nii/(ti +
∑
j nji − nii)
• frequency weighted IU:
(
∑
k tk)
−1∑
i tinii/(ti +
∑
j nji − nii)
where nij is the number of pixels of class i predicted to
belong to class j, nlabel the number of classes, and ti =∑
j nij is the total number of pixels of class i. All metrics
have value range [0, 1] so we values multiplied by 100.
1These item images are originally corrected by Amazon Robotics and
modified by the authors.
Fig. 3: 39 objects used at APC2016. 1
3) Result: The quantitative result of the FCN model with
different datasets (Table I) shows that the model trained with
our dataset is as good as that with others with larger values
in all metrics.
TABLE I: FCN segmentation results in different datasets.
dataset pixel acc. mean acc. mean IU f.w. IU
VOC2012 [10] 89.1 73.3 59.4 81.4
APC2016 98.2 93.5 84.7 96.8
We also evaluated the model comparing with other 2D
segmentation methods used by the winner at Amazon Picking
Challenge in 2015 [22]. Since they do not use deep learning,
we can see how effective the segmentation method using
deep learning is. The result is shown in Table II, and we
compared with two of thier proposed methods: BP (His-
togram backprojection) and RF (Random forest), both with
and without class candidates.
TABLE II: Model comparison. We used only the dataset
previously collected [1] (train: ∼ 200, validation: ∼ 50).
model w/ candidates pixel acc. mean acc. mean IU f.w. IU
BP [22] no 67.8 22.1 9.8 54.2
RF [22] no 57.7 37.4 17.4 47.6
FCN no 93.0 66.0 53.6 87.8
BP [22] yes 73.8 47.4 39.2 56.6
RF [22] yes 79.1 67.0 55.4 63.8
FCN yes 94.3 74.3 67.1 89.4
The qualitative result is shown with ground truth in Table
III, and it shows that the model successfully segments
flexible objects (object 2,23), transparent objects (object
9), in environment with occlusions by object each other.
These results represent the effectiveness of 2D segmentation
compared to the 3D model-based approaches, which are hard
to use for flexible and transparent objects because of missing
of 3D model and insensible depth respectively.
B. Evaluation of 3D Segmentation
1) Ground Truth Annotation: We evaluate our segmen-
tation method with human annotation for ground truth as
TABLE III: Qualitative results of 2D segmentation. The
image in the final row shows the correspondence between object
label in Fig.3 and label color.
image inference gt.
scene 1
scene 2
scene 3
label colors
EvaluationSensor Log Human Annotation GT. Box
Fig. 4: Segmentation evaluation pipeline. The ground truth
(gt.) box is annotated by human, and overlap between voxels and
the box is computed as the accuracy.
shown in Fig.4. The sensor log, camera and robotic joint
states, are collected with rosbag 2, and ground truth (gt.)
box is annotated using interactive markers [23] on rviz 3.
2) Evaluation Metric: The metric is the three-dimensional
intersect-over-union IU3d between the set of generated object
voxels Vpred and the box Vgt with Equation 13, where
the volume of voxels and box is calculated as vpred =
V(Vpred), vgt = V(Vgt).
Vtp = Vpred ∩ Vgt, vtp = V(Vtp)
vfp = vpred − vtp, vfn = vgt − vtp
IU3d =
vtp
vtp + vfp + vfn
(13)
This metric IU3d has value in range [0, 1], so we show value
multiplied with 100 in following.
(a) View 1 (b) View 2 (c) View 3
Fig. 5: Three views used in the evaluation.
3) Result: We generate a looking-around motion with
3 different views shown in Fig.5, and the evaluation is
conducted in situations with occlusions by object itself and
the others. The result of projection-based method for both
mean and max in views, is collected for each view and
2http://wiki.ros.org/rosbag
3http://wiki.ros.org/rviz
that based on LabelOctoMap is done after the views. Table
VII shows the evaluation result with all 39 objects shown
in Fig.3, and it shows our method (LabelOctoMap) exceeds
conventional method (Projection) for 29 objects, and is close
for 4 (label 7,14,27,34). The mapping result is worse than
projection for 2 objects (25,26), which are both toothbrush
with color difference. From this result, it is conceivable
that our method is not efficient to segment objects which
looks very similar and can have competitive probabilities,
because the probabilities become relatively lower in that case
than that when segmenting other objects. Results by both
methods are similarly bad for 3 objects (5,30,31), and it can
be said that this is mainly caused by lower accuracy of 2D
segmentation (5,31) and insensible depth information of the
objects because of its holes in the surface (30). These results
are summarized in Table IV, and accuracy with our method
exceeds that with projection-based method for both mean and
max in views. These results show our mapping-based method
is efficient to segment object three-dimensionally compared
to the conventional projection-based method, and the validity
of our proposed octomap which segments multiple objects in
a multi-view action.
TABLE IV: Summary of segmentation results. They are
the average of results (IU3d) in Table VII.
methods mean IU3d
Projection (Mean) 6.40
Projection (Max) 8.98
LabelOctoMap 12.57
C. Multi-Object Manipulation with Segmentation using La-
belOctoMap
We evaluated real-time validity and applicability of our
method in a multi-object manipulation task, which have the
similar configuration as APC2016.
1) Task Configuration: The manipulation task is con-
ducted in a workspace shown in Fig.6, and the information
below is given to the robot:
• Location and model of the shelf.
• Object set (Fig.3).
• Object names located each shelf bin.
• Name of the target object in each bin.
The purpose of the task is to pick the target object from
the shelf bin and place it to the tote, so robot does not
have to manipulate the non-target objects. However, since we
located non-target objects with occluding the target object in
all scenes, it is hard to pick the target without manipulating
the obstacle objects. It is also allowed for the robot to move
objects from a shelf bin to another, but information of the
bin to which the object is moved must be noticed by the
robot, because the information will be used another attempt
of the task for the bin.
2) Picking System Configuration: The overview of the
picking system is shown in Fig.7. In detail, the task is
conducted as follows:
1) Generate multilabel object voxels by LabelOctoMap
with multi-view action.
shelf	bin
tote
vacuum	gripper
camera
Fig. 6: Workspace of the manipulation task. The location
of each shelf bin and tote are given to the robot.
2) Detect non-target objects in front of the target: cen-
troids of each object-class voxels are computed, and
robot decide to pick non-target object if its centroid is
in front of the target object’s.
3) Remove outlier from voxels by euclidean clustering
and fit bounding box.
4) Plan how to grasp: position is decided from centroid
of the voxels, and orientation is decided from location
and dimension of the box.
5) Remove or place the grasped object: non-target object
is placed into empty bins, and target object is placed
into the tote.
This task sequence is executed until the robot picks the
target object and places into the designated place. In this
manipulation scenario, it is assumed the location of the shelf
bin and the name of target object are given.
Multi-view
Segmentation
Clustering &
Box Fitting
Grasp Planner
of the Box in Bin
Obstacle?
Rem
ove
Place
yes
no
Front
Right/Left
Bottom
label &
voxels
Fig. 7: Picking system. The picking system includes multi-
object manipulation, in order to remove obstacle objects to pick a
target object.
3) Result: Fig.8 shows the sequential frames of task in
environment with 1 target and 3 obstacle objects, where the
robot needs to remove the obstacle objects in order to pick
the target object which is occluded. The robot successfully
moved the obstacle objects to other shelf bin, and picked the
target object and placed into the order bin.
We evaluated the efficiency of the picking system with
proposed method by testing in 61 times picking task ex-
ecution with 1 obstacle and 1 target object. The com-
bination of 2 objects is randomly selected from 15 ob-
jects (2,4,6,7,10,14,22,24,27,28,34-36,38,39), which can be
grasped relatively easily by the robot with a vacuum gripper.
The environment is set to put an obstacle object in front of
the target object. Table V shows the success rate, and Table
VI shows some examples with scene image and task result:
recognize is finding target and non-target, remove is moving
non-target, and pick is picking target. The failure cases of
remove and pick happen with gripper air leakage caused by
inappropriate grasp location, and that of recognize happen
with mistakenly detected non-target objects. In the experi-
ment, the task, which includes multi-object manipulation in
environment with occlusions, is achieved (in ∼60%), and
this shows the applicability of our 3D segmentation method.
TABLE V: Success rate of the picking task.
success rate success rate (total)
recognize 86.9% (53/61) 86.9% (53/61)
remove 88.7% (47/53) 77.0% (47/61)
pick 78.7% (37/47) 60.7% (37/61)
TABLE VI: Recognition and task results. It shows scenes
with different task results: recognize, remove, and pick.
scene segmentation recog-nize remove pick
sc
en
e
1
3 3 3
sc
en
e
2
3 3 7
sc
en
e
3
3 7 —
sc
en
e
4
7 — —
VI. CONCLUSIONS
We presented a method to segment multilabel objects in
real world three-dimensionally, generating object voxels with
probabilistic object label representation. The contributions of
this paper are: 1) proposed a 3D segmentation method with
mapping multilabel occupancy in real-time 2) evaluated the
applicability of the segmentation method in the multi-object
manipulation experiment. By using the proposed method,
we achieved 3D multi-class segmentation in environments
with occlusions, and picking task which requires multi-object
manipulation.
The future work would be the extension of the proposed
method to object instances in the same object class, because
currently the method is unable to segment multiple instances
if they are close to each other. The optimization of viewpoints
and extension to dynamic objects which moves during multi-
view also should be addressed.
TABLE VII: Segmentation results of the 39 objects used at APC2016. The blue box in images indicates the target object
for segmentation, and bold text in table highlights the maximum, underline does competitive, and no decoration means all low accuracies
(less than 1) in each row. The correnpondence between voxel color and label value is same as that shown in Table III.
IU3d Scene Result
(LabelOctoMap)Projec-
tion
(Mean)
Projec-
tion
(Max)
Label-
Octo-
Map
label
1 7.81 10.74 16.11
2 5.35 7.93 12.99
3 8.68 10.05 15.94
4 2.10 4.91 5.39
5 0.07 0.36 0.05
6 11.14 14.02 32.78
7 6.76 18.30 18.28
8 3.50 5.58 10.61
9 1.16 2.40 4.83
10 9.44 12.56 17.77
11 4.59 10.86 14.16
12 3.16 3.92 7.10
13 12.26 14.21 21.36
14 10.19 16.68 16.41
15 0.00 0.00 0.00
16 5.54 8.78 12.41
17 5.92 6.83 13.53
18 3.80 4.41 7.34
19 7.08 8.47 11.62
20 1.45 2.59 3.65
IU3d Scene Result
(LabelOctoMap)Projec-
tion
(Mean)
Projec-
tion
(Max)
Label-
Octo-
Map
label
21 1.58 2.09 3.78
22 4.40 5.25 9.28
23 4.53 5.28 9.95
24 16.47 19.92 31.43
25 1.14 4.44 0.59
26 9.32 15.42 11.61
27 4.69 10.86 10.79
28 4.12 5.33 9.16
29 11.15 13.32 17.06
30 0.01 0.10 0.02
31 0.02 0.19 0.00
32 11.20 12.53 19.25
33 6.62 12.54 15.74
34 3.72 5.62 5.50
35 16.18 17.90 20.07
36 21.07 24.00 36.99
37 5.81 8.15 12.19
38 17.53 22.70 33.32
39 0.22 0.95 1.81
(a) Look around (b) Pick non target objects (c) Remove non target objects
(d) Pick the target object (e) Place the target object (f) Result
Fig. 8: Sequential frames of the picking task. The frame shows the state of real robot (left), hand camera image (upper center),
and visualization (lower center, right) in which colored voxels are the segmented objects and the axes represent the centroids.
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