Abstract-In this paper, we investigate cost-aware joint learning and optimization for multi-channel opportunistic spectrum access in a cognitive radio system. We investigate a discrete-time model where the time axis is partitioned into frames. Each frame consists of a sensing phase, followed by a transmission phase. During the sensing phase, the user is able to sense a subset of channels sequentially before it decides to use one of them in the following transmission phase. We assume the channel states alternate between busy and idle according to independent Bernoulli random processes from frame to frame. To capture the inherent uncertainty in channel sensing, we assume the reward of each transmission when the channel is idle is a random variable. We also associate random costs with sensing and transmission actions. Our objective is to understand how the costs and reward of the actions would affect the optimal behavior of the user in both offline and online settings, and design the corresponding opportunistic spectrum access strategies to maximize the expected cumulative net reward (i.e., reward-minus-cost). We start with an offline setting where the statistics of the channel status, costs, and reward are known beforehand. We show that the optimal policy exhibits a recursive double-threshold structure, and the user needs to compare the channel statistics with those thresholds sequentially in order to decide its actions. With such insights, we then study the online setting, where the statistical information of the channels, costs and reward are unknown a priori. We judiciously balance exploration and exploitation, and show that the cumulative regret scales in O(log T). We also establish a matched lower bound, which implies that our online algorithm is order-optimal. Simulation results corroborate our theoretical analysis.
I. INTRODUCTION
A DVANCED channel sensing technologies have enabled cognitive radio systems to acquire the channel status in real-time and exploit the temporal, spatial and spectral diversity of wireless communication channels for performance improvements [1] . Various opportunistic spectrum access strategies have been investiageted, under both offline settings where the channel statistics are known a priori [2] - [9] , and online settings where the users do not possess a priori channel statistics but will have to infer them from observations [10] - [22] .
While the main objective in such works is to improve the spectrum usage efficiency by leveraging the channel status measurements, the inherent uncertainty in channel sensing results, and the costs of channel sensing and transmission, are rarely investigated. In practice, even a channel is sensed to be idle, the transmission rate it can support is still uncertain, due to the inherent randomness of wireless medium. Thus, the reward of each transmission is random in general. Meanwhile, both sensing and transmission consume energy. Channel sensing also causes delay. For cognitive radio systems that operate under stringent energy and power constraints, or communication applications that can only tolerate short endto-end delays, such costs become critical in determining the optimal operation of the cognitive radio system. Intuitively, the optimal spectrum access strategy depends on the intricate relationship between the costs and reward, as well as channel statistics. What makes the problem even more complicated is that the statistics of such quantities are often time-varying and unknown beforehand in the fast changing radio environment.
Within this context, in this paper, we investigate costaware learning and optimization for multi-channel opportunistic spectrum access in a cognitive radio system. Our objective is to analytically characterize the impact of the costs and reward of sensing and transmission on the optimal behavior of the user, and develop optimal cost-aware opportunistic spectrum access strategies in both offline and online settings. To this end, we adopt a discrete-time model, where the state of each channel evolves according to an independent Bernoulli process from time frame to time frame. The user is allowed to sequentially sense the channels at the beginning of each time frame to get measurements of the instantaneous channel states. The user then uses the measurements to decide its actions, i.e., whether to continue sensing, to transmit over one channel, or to quit the current frame. We associate random costs with sensing and transmission, and assign a positive random reward for each transmission. For the offline setting, we leverage the finite horizon dynamic programming (DP) formulation [23] to identify the optimal policy of the user to maximize the expected net reward (reward-minus-cost) in each frame. For the online setting, we cast the problem to 2332-7731 c 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the multi-armed bandit (MAB) framework [24] , and propose a cost-aware online learning strategy to infer the statistics of the channels, costs and reward, and asymptotically achieve the maximum per-frame net reward.
A. Main Contributions
The main contributions of this paper are four-fold: First, we identify the optimal offline spectrum access policy with a priori statistics of the channel states, the costs and reward of sensing and transmissions. The optimal offline policy exhibits a unique recursive double-threshold structure. The thresholds depend on the statistical information of the system, and can be determined in a recursive fashion. Such structural properties enable an efficient way to identify the optimal actions of the transceiver, and serve as the benchmark for the online algorithm developed in sequel.
Second, we propose an online algorithm to infer the statistics from past measurements, and track the optimal offline policy at the same time. In order to make the algorithm analytically tractable, we decouple the exploration stage and the exploitation stage. We judiciously control the length of the exploration stage to ensure that the sensing and transmission policy in the exploitation stage is identical to the optimal offline policy with high probability. We theoretically analyze the cumulative regret, and show that it scales in O(log T).
Third, we establish a lower bound on the regret for any α-consistent online strategies. α-consistent strategies are those that perform reasonably well with high probability. The lower bound scales in Ω(log T), which matches the upper bound in terms of scaling and implies that our online algorithm is orderoptimal. To the best of our knowledge, this is the first online opportunistic spectrum access strategy achieving order-optimal regret when sequential sensing is considered.
Fourth, the online setting discussed in this paper is closely related to the cascading multi-armed bandits model [25] , [26] in machine learning. The cost-aware learning strategy proposed in this paper shares the same essence as [26] , although this paper considers more complicated user behaviors and their costs. Taking the cost of examining arms (sensing channels) into consideration extends the standard cost-oblivious cascading bandits in [25] . Such cost-aware cascading bandit models can be adapted and applied to a wide range of applications where the cost of pulling arms is non-negligible and the rank of arms affects the system performances, such as Web search and dynamic medical treatment allocation.
B. Relation to the State of the Art
Learning for multi-channel dynamic spectrum access is often cast in the MAB framework [24] . In general, the classic non-Bayesian MAB assumes that there exist K independent arms, each generating i.i.d. rewards over time from a given family of distributions with an unknown parameter. The objective is to play the arms for a time horizon T to minimize the regret, i.e., the difference between the expected reward by always playing the best arm, and that without such prior knowledge. It has been shown that logarithmic regret is optimal [27] , [28] .
Within the MAB framework, order-optimal sensing and transmission policies for both single-user scenario [10] and multiple-user scenario in [11] - [14] . In those works, the objectives are mainly to identify the best channel or channel-user match and access them most of the time in order to maximize the expected throughput.
Although the online strategy developed in this paper falls in the MAB framework, the sequential sensing model, and the intricate impact of the sensing and transmission costs and reward on the system operation make our problem significantly different from existing works [10] - [12] . Since the user will stop sensing if certain condition is satisfied, the random stopping time implies that only a random subset of channels will be observed in each sensing phase. Such partial observation model makes the corresponding theoretical analysis very challenging. Moreover, the error in estimating the mean value of the costs and reward will affect the correctness of the online policy and propagate in a recursive fashion, which makes the regret analysis extremely difficult.
The sequential sensing model and analytical approach adopted in this paper is similar to that in [8] and [15] . In [8] , a constant sensing cost is considered for each channel, and the optimal offline probing and transmission scheduling policy is obtained through DP formulation. The corresponding online algorithm is proposed in [15] . Compared with [8] and [15] , our model takes the randomness of the sensing/transmission costs and reward into consideration, which is a non-trivial extension. Besides, the Bernoulli channel status model adopted in our paper enables us to obtain the explicit structure of the optimal offline policy and the order-optimal online algorithm.
As opposed to the i.i.d. setting and the MAB framework adopted in this work, another commonly adopted setting is to formulate the channel state evolution as a general partially observable Markov decision process (POMDP) or restless bandit process, and study the corresponding sensing and channel access policy [29] - [33] . The optimal policy can only be explicitly identified for very special settings. When the channel state transition function is unknown, the problem is often cast into a reinforcement learning problem, and solved numerically through methods such as Q-learning [16] - [21] . The regret incurred during the learning process is usually beyond the scope of such approaches.
C. Paper Outline
This paper is organized as follows. Section II describes the system model. Sections III and IV describe the optimal offline policy and the online algorithm, respectively. Section V evaluates the proposed algorithms through simulations. Concluding remarks are provided in Section VI. Important proofs are deferred to the Appendix.
II. SYSTEM MODEL
We consider a single wireless communication link consisting of K channels, indexed by the set [K ] := {1, 2, . . . , K } and a user who would like to send information to a receiver using exactly one of the channels. We partition the time axis into frames, where each frame consists of a channel sensing phase followed by a transmission phase. The channel sensing phase consists of multiple time slots, where in each slot, the user is able to sense one of the channels in [K] , and obtain a measurement of the instantaneous channel condition. Similar sequential sensing mechanism has been discussed in [3] , [4] , and [8] . In this work, we assume that the sensing phase is at most K time slots, which corresponds to the scenario that the user senses each channel once in the time frame. As we will see, the actual length of the probing phase depends on the parameters of the system, and will be automatically adjusted to optimize the system performance. We adopt the constant data time (CDT) model studied in [4] and [8] , where the transmitter has a fixed amount of time for data transmission, regardless of how many channels it senses. The length of the transmission phase is much larger than the duration of a time slot in the sensing phase in general.
The communication over the link proceeds as follows. Within each frame, at the beginning of each time slot in the sensing phase, the user must choose between two actions: 1) sense: sample a channel that has not been sensed before and get its status, 2) stop: end the sensing phase in the current frame. Once the user stops sensing, it must decide between the following actions based on up-to-date sensing results: 1) access: transmitting over one of the channels already sensed in the current frame using a predefined transmission power. 2) guess: transmitting over one of the channels that have not been sensed in the current frame, 3) quit: giving up the current frame and wait until the next frame.
In the following, we use t = 1, 2, . . . , T to index the time frames, and use n = 1, 2, . . . , N t to index the time slots within a frame, where N t is the last time slot in frame t. (t,n) refers to the n-th time slot in the sensing phase of frame t. Let α(t, n) ∈ [K ] be the channel the user sensed at time (t,n) for n ≤ N t . We use β(t) ∈ [K ] ∪ {0} to denote the channel that the user decides to use in the transmission phase in frame t. β(t) = 0 indicates that it quits the transmission opportunity in frame t. Let C α(t,n) , B β(t) , and P β(t) be the probing cost, communication reward, and transmission cost associated with the decisions α(t,n) and β(t), respectively. The transmission reward can be interpreted as the number of bits successfully delivered by the transmission, the sensing cost can be interpreted as the delay caused by each probing action, while the transmission cost is related to the energy consumed by transmission, all with proper scaling. We do not assign any cost for the action quit for a clear exposition of this paper. We can always extend our current model to include a positive cost for quit, which can be used to capture certain QoS requirements (such as delay) in the system. As we will see in the rest of this paper, this will not change the structure of the optimal offline policy, or the design and analysis of the online algorithm.
We make the following assumptions on the distributions of the channel statistics, the sensing and transmission costs, and the communication reward.
Assumptions 1:
1) The state of each channel i ∈ [K ] stays constant within frame t (denoted as X i (t)), and varies across frames according to an independent and identically distributed (i.i.d.) Bernoulli random process with parameter θ i . Without loss of generality, we assume
indicates that the status of a channel alternates between two states: idle and busy, which is a common assumption in existing works [3] , [10] , [11] . If a channel is sensed to be busy, it should be not used by the transmitter for transmission. If a channel is sensed to be idle, it usually means that the coarse interference measurement is below certain threshold, although the fine instantaneous channel fading cannot be accurately measured. Assumptions 1.2, 1.3 and 1.4 correspond to the transmission reward and sensing and transmission costs in the system. We assume they are random variables in general. If Δ b , Δ c or Δ p equals zero, the corresponding quantity becomes a constant. In practice, the transmission reward and cost may depend on the random channel realizations. For example, if the transmitter adopts a constant transmission power when active, P β(t) can be set as a constant, and the transmission reward B β(t) is a random variable depending on the channel fading realization. On the other hand, if the transmitter is able to obtain finer channel state information (CSI) for the selected channel and adjust its transmit power accordingly, P β(t) becomes a random variable. For the sensing cost, the transmitter may take a random amount of time to measure a channel, depending on the total number of measurements it requires to make a reliable estimation. Assumption 1.5 says that the sensing cost sequence is independent with the transmission reward and transmission cost sequences. This is a reasonable assumption, as the sensing cost is often related to the delay caused by sensing, while the transmission reward and the transmission cost are often determined by the system parameters and random channel realizations. We point out that our model does not require P β(t) and B β(t) to be independent with each other in general. We impose Assumption 1.6 to make the problem reasonable and non-trivial.
In the following, we will first identify the structure of the optimal offline policy with all of the statistical information in Assumptions 1 known a priori, and then develop an online scheme to learn the statistics and track the optimal offline policy progressively.
III. OPTIMAL OFFLINE POLICY
In this section, we assume that the statistics
However, the instantaneous realizations of the corresponding random variables remain unknown until actions are taken and observations are made. Thus, the user needs to make sensing and transmission decisions based on upto-date observations, as well as the statistics. In the following, we use policy to refer to the rules that the user would follow in a frame. Specifically, this includes an order to sample the channels, a stopping rule to stop probing (and determine N t ), and a transmission rule to decide which channel to use, all based on past measurements. We note that due to the randomness in the system, the same policy may lead to different observations. Accordingly, the user may take different actions in sequel.
Under Assumptions 1, when all of the statistics are known beforehand, the observations made in one frame would not provide any extra information about other frames. Thus, the optimal offline policy should be the same in each frame. In this section, we will drop the frame index and focus on one individual frame.
Let {α(n), β} N n=1 be the sequence of sensing and transmission actions the user takes following the policy π. Our objective is to maximize the expected net reward, i.e., the transmission reward minus the probing and transmission costs incurred in each frame. Then, the optimization problem can be formulated as follows:
Since the channel states X i are random, even with the fixed offline policy, the channels that are probed and accessed could be different under different sample paths. Thus, the expression of the expected net reward involves two layers of expectations: The inner layer of expectation is conditional on causally observed channel states, which will determine the upcoming actions of the transmitter; The outer layer of expectation is taken with respect to the random channel states. We will use π * to denote the optimal policy that achieves J * . Such a policy is guaranteed to exist since there are a finite number of channels. We have the following observations.
Lemma 1: Under the optimal policy, if the transmitter senses a channel and finds it is available, it should stop sensing and then transmit over it in the upcoming transmission phase.
Proof: First, we note that if the user transmits over a sampled and available channel, the first term in (1) would be b 0 − p 0 , which cannot be improved further if the transmitter continues to sense, guess or quit. However, a continued sensing would increase the cost involved in the second term in (1). Thus, transmitting over the channel would be the best action given that the transmitter samples a channel and finds it is available.
Corollary 1: There exist only two possible structures of the optimal policy: 1) The transmitter chooses to "guess" without sensing any channel; 2) The user senses an ordered subset of channels sequentially, until it finds the first available channel. If none of them are available, it will decide to "guess" or "quit". Whenever the transmitter chooses to "guess", it transmits over the best unsampled channel, i.e., the one with the maximum θ i .
Proof: Lemma 1 indicates the structure of the optimal policy would be a pure "guess", or a sequence of probing followed by a "guess" or "quit". It then becomes clear that the unsampled channel utilized for transmission should be the best unsampled channel, which gives the maximum expected reward.
Corollary 2: Under the optimal policy, at any time slot, a sufficient information state is given by the tuple (i , X i , S), where S is the set of unsensed channels and i is the index of the last sensed channel in the frame. When S = [K ], i.e., no channel has been sensed yet, the first two parameters equal zero.
Proof: When no channel has been examined yet, the information state can be represented as (0, 0, [K]) without any ambiguity. When some channels have been sensed, state (i , X i , S) implies that X j = 0, ∀j / ∈ S ∪ {i }. According to Corollary 1, the probing order of those channels will not affect the reward/cost of any future actions, thus is redundant. Therefore, (i , X i , S) contains sufficient information for future decision-making.
Based on Corollary 2, in the following, we will use dynamic programming (DP) [23] to represent the optimal decision process. Let V (i , X i , S) denote the value function, i.e., maximum expected remaining net reward given the system state is (i , X i , S). Then,
The first term on the right hand side of (2) represents the expected net reward if the user decides to access the last sensed channel, the second term represents the maximum expected net reward of probing a channel in S, the third term represents the maximum expected net reward of guess, i.e., transmitting over the best unsampled channel, and the last term represents the net reward of quitting the current frame. Thus, given the information state (i , X i , S), the user needs to choose the action to maximize the expected remaining net reward, while
gives the expected total net reward in a frame under the optimal offline policy. This is a standard finitehorizon DP, which can be solve through backward induction. Roughly speaking, without any structural information of the optimal solution, the state space of this DP is O(K × K!), which quickly becomes prohibitive as K increases. Therefore, in the following, we will first identify the structural properties of the optimal policy through theoretical analysis, and then leverage those properties to obtain the optimal offline policy. We observe that the optimal policy has the following structure.
Lemma 2: Denote P as the subset of channels to sense under the optimal policy. Then, the transmitter should sense the channels sequentially according to a descending order of θ i , until it finds the first available channel. Moreover,
e., the channels in P are better than any other channel outside P.
The proof of Lemma 2 is given in Appendix A. Lemma 2 shows that under the optimal offline policy, a subset of channels with higher θ i should be probed sequentially in the descending order of θ i . Based on this property, we further characterize the optimal offline policy completely in Theorem 1.
Theorem 1: The optimal offline policy is to sequentially examine the channels starting from channel 1. At time slot n, there exist two thresholds l n , u n , 0 ≤ l n ≤ u n ≤ 1, such that:
, sense channel n. The user will transmit over channel n if X n = 1, and it will move on to the next channel if X n = 0.
, stop sensing and quit transmission in the current frame. The values of the thresholds u n and l n can be determined recursively by solving (2) through backward induction.
The proof of Theorem 1 is presented in Appendix B. Compared with the DP formulation in (2), the state space of this offline policy now is reduced to O(K). Thus, the optimal policy can be identified in a more computationally-efficient manner.
Remark: We point out that the optimal offline policy only depends on the mean of the costs and reward, thus, it can be directly applied to the scenario where the costs and reward are constants. Besides, it can also be applied to the case where the costs and reward are random but the instantaneous realizations are known beforehand. For this case, we can simply treat the costs and reward in each frame as constants and obtain the optimal policy in each frame individually. It can also be extended to handle the case where the costs and reward vary for different channels.
IV. ONLINE OPTIMIZATION WITH LEARNING
In this section, we assume the statistics {θ i }, c 0 , b 0 , p 0 are unknown beforehand. Then, our objective is to design an online strategy to decide {α(t, n), β(t), N t } t,n based on upto-date observations, so as to minimize the following regret measure:
where
, i.e., the states of the sensed channels, the costs of sensing those channel, and the corresponding transmission cost and reward; F t := F 1 ∪ . . . ∪ F t ; and J * is the maximum expected reward as if the statistics were known beforehand.
If R(T)/T→ 0, it is called sub-linear in total regret and zeroregret in time average. Our objective is to design an online strategy to make R(T)/T converges to 0 as quickly as possible. Intuitively, as more measurements become available, the user is able to infer the channel statistics more accurately and make more informed decisions accordingly. As we have observed in many previous works [10] - [14] , the user faces an explorationexploitation dilemma: On one hand, the user would take more sensing and transmission actions in order to get more measurements to refine its estimation accuracy; on the other hand, the user would exploit available information to track the optimal offline policy and optimize its net reward. The user should judiciously balance those two conflicting objectives in order to minimize the regret.
What makes the problem different and much more challenging than those existing works is the recursive structure of the optimal offline policy. As a result, the error in estimating {θ i }, c 0 , b 0 , p 0 would affect the ranking of the channels, as well as the decision that the user may take over each channel. Tracking the impact of the estimation error on the overall regret thus becomes very complicated. Moreover, due to the randomness of the channel status realizations, the user would stop sensing after observing a random number of channels, even if the user sticks to the same offline policy. Thus, if the user tries to track the optimal offline policy during exploitation, the channels are observed in a random and non-uniform fashion: the channels ranked high are observed with larger probability, while the channels ranked low may have limited chance to be observed. Therefore, the algorithm should take the sampling bias into consideration and adjust the exploration in a more sophisticated fashion.
We detail our joint learning and optimization strategy in Algorithm 1. In order to tackle the aforementioned challenges, we decouple exploration and exploitation to two separate phases. We use T i (t) to track the number of times that channel i has been sampled during exploration phase up to frame t. In the exploration phase, the channels that have been sampled less than D(t) = L log t + D times up to frame t will be sampled, with L, D being positive constant parameters. The specific values of L and D to ensure the optimal convergence rate of R(T)/T will be discussed in Lemma 7 in Appendix C. In the exploitation phase, the user first estimate {θ i }, c 0 , b 0 , p 0 (denoted as {θ i },ĉ 0 ,b 0 ,p 0 ) by calculating the empirical average of the channel states, the sensing cost, the transmission reward and cost based on historical observations F t−1 . It then executes the optimal offline policy using the estimates according to Theorem 1.
The computational complexity of Algorithm 1 scales in O(KT). This is because in each exploitation frame, it tracks the optimal offline policy with sample averages {θ i },ĉ 0 ,b 0 ,p 0 .
Since the optimal offline policy can be obtained in O(K) calculations, the computational complexity is thus O(KT).
The performance of the online algorithm is theoretically characterized in the following theorem.
Theorem 2: There exist sufficiently large constants L, D such that the regret under Algorithm 1 is bounded by
where t := t+1; 4: Let E(t) := {i :T i (t) < D(t)}.
5: if E(t) = ∅ then Exploration

6:
Sample every channel in E(t).
7:
Transmit over one available channel in E(t) if there is any. 8: else Exploitation
9:
Calculate empirical averages {θ i },ĉ 0 ,b 0 ,p 0 .
10:
Sort channels withθ i .
11:
Calculate {û i }, {l i } in Theorem 1 using {θ i },ĉ 0 , b 0 ,p 0 .
12:
Take actions according to Theorem 1.
13:
end if 14: Update T i (t), F t . 15: end while Theorem 2 indicates that the cumulative regret R(T) is sublinear in T, thus achieving zero-regret asymptotically. The first term of the regret is due to the exploration while the last term comes from exploitation. The proof is sketched as follows: we first relate the error in estimating the thresholds {u i }, {l i } with the estimation errors
Based on this relationship, we derive an upper bound on the number of samples required to ensure all estimation errors are sufficiently small, so that the user will choose the optimal offline policy in the exploitation phase with high probability. Finally, we explicitly bound the regret by examining the regrets from exploration and exploitation separately. A detailed proof of Theorem 2 is presented in Appendix C.
We also establish a lower bound on the regret under any α-consistent [24] online strategy in the following.
Definition 1 (α-consistent strategy):
Let N * (T ) be the number of times that the user takes the optimal offline policy in a frame over the first T frames under an online strategy. Then, ∀α ∈ (0, 1), if
the strategy is α-consistent. Roughly speaking, an α-consistent strategy represents a category of "good" online strategies under which the user selects the optimal offline policy in each frame with high probability.
Denote kl (θ 1 , θ 2 ) as the KL-distance between two Bernoulli distributions with parameters θ 1 , θ 2 , respectively. Then, we have the following lower bound for α-consistent strategies.
Theorem 3: Assume the optimal offline policy with θ 1 ≥ θ 2 ≥ . . . ≥ θ K is to sense/guess the first K * channels sequentially according to Theorem 1 and quit the remaining channels, where K * < K . Then, under any α-consistent strategy, we have where Π k is the set of policies under which channel k might be sampled or used with guess, Δ π is the per-frame regret under policy π, and u k is the upper threshold for channel k under the optimal offline policy, assuming k is the best channel.
Theorem 3 indicates that for most system settings where at least one channel is left out under the optimal offline policy (i.e., K * < K ), the regret lower bound under any α-consistent online strategy scales in log T. This scaling matches the upper bound in Theorem 2, thus our online strategy is order-optimal. We restrict to the situation K * < K because, under this setting, we are able to identify some sub-optimal policies adopted under an online strategy easily, i.e., any policy involves sense or guess over channel k, k > K * , is strictly sub-optimal. By showing that the probability of choosing a policy that involves channel k cannot be too small, we obtain a lower bound on the regret. The proof of Theorem 3 can be found in Appendix D.
V. SIMULATION RESULTS
In this section, we evaluate the offline and online spectrum access policies through numerical results.
A. Offline Policy
We first study how of system parameters would affect the optimal offline policy. We set θ = {0.6, 0.5, 0.4, 0.3, 0.2, 0.1}, b 0 = 1, and change the values of p 0 and c 0 separately. As shown in Table I , for fixed p 0 , the maximum number of channels to sense or access (i.e., N) is monotonically decreasing as c 0 increases. However, when c 0 is fixed, we do not observe such monotonicity in p 0 . This can be explained as follows: When p 0 is small, the cost of a wrong guess is small compared with the cost of sensing, thus the system would choose to transmit over the best channel directly without sensing. When p 0 is large, the cost of a wrong guess outweighs that of sensing, thus the user should choose to sense instead of guess. As p 0 grows, the user will probe less channels because the potential gain by sensing a channel (i.e., θ i (b 0 − p 0 )) may not cover the sensing cost.
B. Online Algorithm
Then, we resort to numerical simulations to verify the effectiveness of Algorithm 1 in the online learning situation. Before we present the simulation results, we first introduce two baseline learning algorithms for comparison, namely, the -greedy learning algorithm [28] , and the Thompson Sampling (TS) based algorithm [34] , [35] . The only difference between the -greedy algorithm and Algorithm 1 is to replace the condition for exploration with S t = 1, where S t is an independent sample of a Bernoulli distribution with parameter . Thus, -greedy algorithm explores the system at a fixed rate. TS is a randomized algorithm based on the Bayesian principle, and has generated significant interest due to its superior empirical performance. We tailor the TS algorithm to our setting, where the key idea of the algorithm is to sample the channel statistics according to Beta distributions, whose parameters are determined by past observations. Though we are not able to characterize its performance theoretically, we do observe significant performance improvement through simulations. Therefore, we include it in this section for comparison purpose. Obtaining an upper bound on the regret under the TS algorithm is one of our future directions.
We now compare the performances under Algorithm 1, the -greedy algorithm, and the TS algorithm through simulations. We set θ = {0.6, 0.5, 0.4, 0.3, 0.2, 0.1}, b 0 = 1, p 0 = 0.5, c 0 = 0.2, and let the sensing cost, transmission cost and reward be uniform random variables with Δ b = Δ p = Δ c = 0.1. According to Theorem 1, the optimal offline policy is to sense the first three channels sequentially until it finds the first available channel, and quit the current frame if all of them are unavailable. The expected per-frame net reward under the optimal policy is 0.12. We first set L = 20, D = 24.85 for Algorithm 1, and = 0.001 for the -greedy algorithm. We run each algorithm 100 times and plot the sample-path average in Fig. 1(a) and Fig. 1(b) . As we can see in Fig. 1(a) , Algorithm 1 and TS algorithm outperform the -greedy algorithm significantly as time T becomes sufficiently large. In addition, the -greedy algorithm achieves smaller regret than Algorithm 1 when T is small. This is because Algorithm 1 explores more aggressively initially, resulting in a larger regret. In Fig. 1(b) , we also notice that the average regrets of Algorithm 1 and TS algorithm approach zero as T increases, indicating that both algorithms perform better after gaining information of the system. In contrast, the average regret under the -greedy algorithm approaches zero quickly and never converges to zero, which implies that it does not balance exploration and exploitation properly.
Next, we evaluate the per-frame net reward under those three algorithms, and compare them against the per-frame net reward under the optimal offline policy in Fig. 1(c) . We notice that the per-frame net rewards under both Algorithm 1 and TS algorithm converge to the upper bound. The per-frame net reward under Algorithm 1 drops significantly in certain frames, as indicated by the sharp spikes. This is because Algorithm 1 has separated exploration stages. Whenever some of the channels have not been observed for sufficient number of times, the user will enter the exploration stage. We also note that the interval between two consecutive spikes grows as T increases, indicating the portion of the exploration stage decays in time.
Finally, we focus on the impact of parameter selection on the performance under Algorithm 1 in Fig. 1(d) . We set L to be 10, 15, 20 respectively while keeping D = log(2K ) 2 L according to Lemma 7 in Appendix C. Interestingly, we note that the performance does not change monotonically as L varies. Specifically, when L is 10, it results in the smallest regret initially. However, as T increases, the regret becomes even larger than those with L = 15 and 20. It can be interpreted in this way: the algorithm explores less with a smaller L, thus saving the sensing cost in exploration. However, it also converges to the optimal offline policy at a lower rate, as it has less observations. In contrast, the algorithm explores more aggressively with a larger L, leading to larger cost in exploration but a faster convergence rate. Initially, the cost of exploration outweighs the reward of transmission, thus a smaller regret can be observed for smaller L. When T grows, the reward of transmission outweighs the cost of exploration, and the regret is mainly determined by the estimation accuracy. Therefore, the regret with smaller L grows faster as T increases, and eventually becomes greater than that with larger L.
C. Performance Comparison With Related Work
In this section, we compare our online algorithm with the online algorithm "OnlinMC" in [15] . Due to the differences in system setups, we cannot compare those algorithms directly. Therefore, we have modified our model and the model in [8, 15] to unify them. Specifically, under the unified model, we assume that channel status X i (t) are i.i.d. Bernoulli random variables with parameter θ i , and the transmission reward equals X i (t) if channel i is used. We also assume that the sensing cost is a constant c 0 for all channels, and the transmission cost equals 0. By setting the transmission cost to be zero, the transmitter does not have to quit in each frame. Therefore, the optimal double-threshold offline policy now becomes a singlethreshold policy, where the thresholds can be obtained by solving the DP formulation in (2) with the special parameters. We then adapt our online algorithm and OnlineMC according to the unified setup and compare their regret performances numerically.
We follow the setups in Section V-B by setting θ = {0.6, 0.5, 0.4, 0.3, 0.2, 0.1}, and D(t) = 20log t+24.85. For OnlineMC, we choose z = 0.25, L = 10. The cumulative regret averaged over 100 sample paths has been plotted in Fig. 2 . Both algorithms start with an initialization phase, thus the corresponding cumulative regret curves are almost identical for the first 140 frames. As T grows, the regret under Algorithm 1 grows at a slower rate than that under OnlineMC, indicating that Algorithm 1 outperforms OnlineMC under this unified setting.
VI. DISCUSSION AND CONCLUSION
In this paper, we investigated a discrete-time multi-channel cognitive radio system with random sensing and transmission costs and reward. We started with an offline setting and explicitly identified the recursive double-threshold structure of the optimal solution. With insight drawn from the optimal offline policy, we then studied the online setting and proposed an order-optimal online learning and optimization algorithm. We further compared our algorithm with other baseline algorithms through simulations.
The problem studied in this paper is essentially a cascading bandit problem with "soft" cost constraint, which itself is a non-trivial extension of [25] . We believe that the design and analysis of the algorithms in this paper advances the state of the art in both cognitive radio systems and MAB, and has the potential to impact a broader class of cost-aware learning and optimization problems.
APPENDIX
A. Proof of Lemma 2
We first prove the first half of Lemma 2 through contradiction. Assume that under the optimal policy, the transmitter senses a channel i right ahead of channel j, where θ i < θ j . We construct an alternative policy by switching the probing order of i and j. Consider a fixed realization of all X i , i ∈ [K ]. Then, those two policies would result in different actions only when all channels sampled ahead of channel i are unavailable, and X i = X j .
Case I: X i = 1, X j = 0. This event happens with probability θ i (1 − θ j ) . Under the original policy, the user would transmit over channel i after probing. The instantaneous net reward in this step would be b 0 − p 0 − c 0 . After switching, the user will transmit over channel i after probing channel j and then channel i. This results additional probing cost c 0 with the same reward.
Case II: X i = 0, X j = 1. This event happens with probability θ j (1 − θ i ) . Under the original policy, the user would transmit over channel j after probing both channels i and j. After switching, the user will transmit over channel j after probing, but not probing channel i. This probing cost will be c 0 less with the same reward.
Thus, the expected difference in probing cost would be
Therefore, by switching the probing order of channel i and channel j, we save probing cost without reducing the reward in expectation. Thus, under the optimal policy, the transmitter must sense the channels sequentially according to a descending order of their means. We then prove the second half of Lemma 2 through contradiction as well. Assume the worst channel in P, denoted as i, is worse than the best channel in [K ]\P, denoted as j (i.e., θ i < θ j ). Under the original policy, there might be two possible actions after probing channel i : guess, i.e., transmit over j without probing, or quit. We construct an alternative policy by switching the role of i and j. Consider a fixed realization of all X i , i ∈ [K ]. Again, those two policies would result in different actions only when all channels sampled ahead of channel i are unavailable, and X i = X j .
Case I: X i = 1, X j = 0. Under the original policy, the user would transmit over channel i after probing. After switching, depending on the action on channel j under the original policy, the user will first sense channel j, and then guess or quit. This will not incur any additional probing cost, however, the corresponding reward minus transmission cost would be b 0 − p 0 or 0.
Case II: X i = 0, X j = 1. Under the original policy, the user would guess or quit after probing channel i. The corresponding reward would be b 0 − p 0 or 0. After switching, the user will transmit over channel j after probing. Again, this will not incur any additional probing cost, however, the corresponding reward minus transmission cost would be b 0 − p 0 .
In conclusion, if the original policy is to guess after probing channel i, there will be no difference in reward and cost after switching for both cases; If the original policy is to quit after probing channel i, then the difference in reward minus transmission cost would be
Therefore, by switching the role of channel i and channel j, we increase net reward in expectation. Thus, under the optimal policy, any channel in P should be better than any other channel outside P.
B. Proof of Theorem 1
We prove the theorem through induction. As shown in Lemma 1, if X i = 1, then the transmitter should transmit over channel i. If X i = 0, the transmitter need to decide between three actions: continue probing the next best channel, transmit over the next best channel without probing, or quit.
Define
. . , K . Then, based on Lemma 2 and the optimality condition in (2), we have
(a) (b) Fig. 3 . E i−1 as a function of θ i .
Therefore,
Denote
Then, for i = 1, 2, . . . , K ,
We note that the first two terms inside the max operator in (13) are linear functions of θ i . By plotting them in Fig. 3 , we observe that E i−1 is a piecewise linear function in θ i . Specifically, define
Then,
and the corresponding actions that the user should take after finding X i−1 = 0 are quit, sense, and guess, respectively.
C. Proof of Theorem 2
The proof consists of three main steps: we begin by first relate the difference between the thresholds l i , u i and their estimatesl i ,û i with {θ i −θ i }, c 0 −ĉ 0 , b 0 −b 0 , p 0 −p 0 . Then, we derive an upper bound on the number of samples required to ensure the correct ordering of the channels, as well as the right sensing and transmission decisions with high probability. Finally, we explicitly bound the regret by examining the regret from exploration and exploitation separately.
To facilitate our analysis, we first introduce the following two lemmas without proof.
Lemma 3: 
Proof: Based on (16), the estimate of E i , denote asÊ i , can be expressed as followŝ
According to Lemma 3, we havē
We note that
Besides, we have
where (18) follows from the fact thatθ i+1 ≤ 1. Similarly, we can show that |θ i+1 b 0 −θ i+1b0 | < (1 + b 0 ). Plugging into (17), we havē
Multiplying 2 i to both sides of (19), we have
Applying (20) recursively, we have
where (21) follows from the fact thatÊ K = max{θ kb0 − p 0 , 0}, thusĒ K ≤ (b 0 + 2) accordingly to Lemma 3. Therefore,
Proof: Denote T (t) as the set of time frame indices in the exploration stage up to time frame t. Then, we have
where (34) follows from the Hoeffding's inequality [36] , and (36) follows from (32) .
with probability at least 1 − 5/t 2 , the user makes the same decision as that under the optimal offline policy in frame t if it is in the exploitation phase. Proof: First, we note that if the following conditions are satisfied, the user must make the same decision as that under the optimal offline policy: 1) The estimated channel meansθ i are ranked the same as θ i . 2) For each channel i, the order ofθ i and the estimated thresholdsû i andl i are the same as that of θ i , u i , and l i . A sufficient condition to have the first condition hold is to have
For the second condition, we note that if all channels are ranked correctly, and the estimation errors onĉ 0 ,b 0 andp 0 are sufficiently small, we can related |û i − u i | and |l i − l i | with them according to Lemma 5. Specifically, for the general scenario where 
the transmitter will make the same sensing and transmission decision over channel i as in Theorem 1.
For the scenario where θ i = u i (or l i ), according to Theorem 1, this implies that taking actions guess/sense (or quit/sense) won't make any difference in the expected reward. Thus, we only need to make sure the order ofθ i andl i (orû i ) is unchanged in order to make sure the expected reward is the same as that under the optimal policy in Theorem 1.
Combining all conditions together, we note that if all estimation errors are bounded by min{Γ 1 , Γ 2 }, ∀i ∈ [K ], the user is able to make the same decision as that under the optimal offline policy. Then, P[user takes suboptimal policy in exploration frame t]
where in (39) we use the fact that the number of observed probing costs is lower bounded by KD(t) and Lemma 6, and the last inequality follows when the conditions on L and D in (37) (38) are satisfied. Now, we are ready to prove Theorem 2. Denote Δ as the maximum regret generated in a single frame. Since the maximum net reward in each frame is bounded by b 0 − p 0 , and the minimum possible reward is above −p 0 − Kc 0 , we have Δ ≤ b 0 + Kc 0 . Therefore, 
D. Proof of Theorem 3
Denote x(t) as the status of channels observed in frame t. It contains the status of channels sensed or guessed in frame t. Let f (x(t); θ ) be the probability mass function (PMF) of observation x(t) under θ in frame t.
Consider another parameter setting θ = {θ 1 , θ 2 , . . . , θ k , . . . , θ K }. The only difference between θ and θ is θ k = θ k , where k ∈ {K * + 1, . . . , K }. We assume 1 > θ k > θ 1 . Thus, with the new parameter vector θ , the user would first examine channel k . Let u k be the corresponding upper threshold that θ k would be compared with. We assume θ k > u k , i.e., the optimal offline policy with θ is to transmit over channel k without sensing (i.e., guess). Besides, we assume (1 + )kl (θ k , max{θ 1 , u k }) = kl (θ k , θ k ) where > 0. Denote 1 x as an indicator function, which equals one if x is true. Then, we have f (x(t); θ ) f x(t);
Let E θ , P θ be the expectation and probability measure associated with θ. Then,
whereN k (T ) denotes the number of frames that channel k has been observed up to frame T, andkl s := s t=1 log X k (t)θ k +(1−X k (t))(1−θ k ) X k (t)θ k +(1−X k (t))(1−θ k )
.
Let N k (T ) be the number of times channel k is involved in the policy up to time frame T. Note that N k (T ) is in general greater thanN k (T ), as for some cases, the policy may meet some stopping conditions before channel k is observed. Let
Based on (43), we have
where (46) follows from the fact that
, (47) is based on Markov's inequality, and (48) follows from the fact that N k (T ) is always greater than or equal to the number of times that guess on channel k is chosen. Since guess on channel k is the optimal offline policy with θ , following the definition of α-consistent strategy in Definition 1, we must have (48) hold.
Furthermore, by using the fact thatN k (T ) ≤ N k (T ), we have
According to the maximal law of large numbers [24] , we have Plugging it in (49), we get
Combining (50) with (48), we have lim 
