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ABSTRACT
This thesis investigates novel multi–parameter estimation schemes for dual three–
phase permanent magnet synchronous machine (PMSM) towards condition
monitoring and torque performance improvement. First, the vector space
decomposition (VSD) based dual three–phase PMSM model in the synchronously
rotating reference frame is introduced and presented. According to VSD
transformation, the fundamental and harmonic components in voltage, current and
flux vectors are projected to three subspaces that are orthogonal to each other.
However, the challenges associated with parameter estimation, such as voltage
source inverter (VSI) nonlinearity and magnetic saturation, are systematically
derived and summarized. Subsequently, an updated machine model with
consideration of the aforementioned nonlinearities is proposed. To further improve
the parameter estimation accuracy and reduce the computational cost, the DC
component–based model is incorporated in the updated machine model to identify
parameters having fast and accurate convergence.
The key to accurately estimating machine parameters is to resolve the rank
deficiency issue in the estimation of more than two machine parameters
simultaneously irrespective of the kind of algorithm employed. Based on the
proposed machine model, a current injection–based estimation scheme is proposed
for identifying multiple machine parameters, in which a recursive least square (RLS)
algorithm is applied to reduce the mean square error to achieve the objectives of: 1)
constructing a full–rank estimation model incorporating voltage source inverter
nonlinearity model; 2) estimating the stator winding resistance and permanent
magnet flux linkage by taking temperature effect into account; 3) estimating the
inductances with consideration of magnetic saturation; and 4) improving the overall
estimation accuracy. Then, a massive redundant measurements–based estimation
scheme is proposed to elaborate the inductance model which does not need to
interfere with the motor drive system. Specifically, this method benefits machine
testing process without additional information from the motor manufacturers. Thus,

vii

the proposed parameter estimation strategies are applicable to both online and
offline applications.
Based on the proposed estimation method, the use of estimated machine
parameters contributes to practical applications such as condition monitoring and
performance determination. Firstly, efficient permanent magnet (PM) temperature
models are derived due to temperature–dependence of PM flux linkage. A look–up
table (LuT) is employed to assist in tracking the PM temperature variation.
Moreover, by taking the advantages of additional decoupled harmonic subspace, the
winding temperature estimation with the cancellation of the VSI nonlinearity effect
is proposed, in which a set of DC currents is injected into the harmonic subspace.
Considering the aforementioned concepts, a simultaneous stator winding and PM
temperature estimation scheme is developed to avoid the use of look–up table. To
achieve a better estimation performance, the Kalman filter is incorporated into the
aforestated temperature tracking methods. In addition to thermal condition
monitoring, better parameter estimation can help maximize torque production which
consumes minimum stator current through the maximum torque per ampere
(MTPA) technique. It is worth noting that the proposed estimation method can
effectively reduce the parameter dependency of the machine model. To this end, the
proposed optimal current angle searching algorithm can instinctively take magnetic
saturation, VSI nonlinearity and temperature effect into account.
During the thesis investigations, different parameter estimation schemes and
thermal condition monitoring and MTPA strategies are extensively evaluated and
validated on a laboratory dual three–phase PMSM under different speeds, load, and
temperature conditions.
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CHAPTER 1
INTRODUCTION
1.1. Overview and Motivations
Transportation electrification is now one of the major trends in the automotive industry.
Green government policies are accelerating this shift around the world. Due to the
increasing demand on electrification of road transport, auto manufacturers are recognizing
that high fuel economy vehicles such as electric vehicles (EVs), hybrid electric vehicles
(HEVs), plug–in hybrid electric vehicles (PHEVs) and fuel cell vehicles will become more
and more competitive as mainstream on–road transport mean [1], [2]. It is well known that
greenhouse gas (GHG) emissions are one of the main causes of global warming and climate
change, and therefore, the Government of Canada is committed to transition to low carbon
mobility. It is worth mentioning that in 2018, 82% of electricity in Canada came from non–
GHG emitting sources, and yet, greenhouse emissions due to transportation have increased
by 27% between 2000 to 2018, as shown in Figure 1–1 [3]. This is why the Canadian
Government has committed to reduce GHGs by 30% by 2030 and set a target for zero–
emission vehicles (ZEV) reaching 100% of light–duty vehicles (LDV) sales by 2040 [3],
[4]. Similarly, globally, according to Forbes News, electric vehicle sales rose a dramatic
65% from 2017 to 2018 for a total 2.1 million vehicles. Many distinctive environmental
EV policies have been proposed by several governments. To date, 17 countries have
announced the phase–out of gasoline vehicles by 2050 [5].

Figure 1–1. Transportation sector GHG emissions for Canada, 2000–2018 [3].
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As the propulsion component in EVs, there are many candidates, such as direct current
(DC) machine, induction machine (IM), permanent magnet synchronous machine
(PMSM), and switched reluctance machine (SRM), that are capable of satisfying the
requirements of EV. Among the aforementioned electric machines, permanent magnet
synchronous machines (PMSMs) employ different rotor types such as surface–mounted
and interior–buried. They have been drawing considerable attention recently due to higher
energy conversion efficiency, power density and other improved performance, as can be
seen in Table 1–1 [11]. Based on the main features of the EV electric propulsion, each of
characteristics is graded from one to five, where five means the best. Conventional three–
phase PMSM drive system as depicted in Figure 1–2(a) may not be the best solution for
EV applications, which implies the number of phases of the PMSM does not have to be
limited to only three. In fact, machines with more than three phases can offer potential
merits over the three–phase counterparts. The two most important features among the
advantages are reduced power rating of power electronic switches due to the split of system
power as illustrated in Figure 1–2(b) and independently controllable currents [6]. Also,
compared to three–phase PMSMs, six–phase PMSMs can offer improved fault–tolerant
capability due to additional phases for torque production under one– or two–phase faults.
In addition, harmonic current injection in decoupled subspace can contribute to additional
torque, which improves the performance and efficiency [7]–[10].
TABLE 1–1. ELECTRICAL PROPULSION SYSTEM EVALUATION [11]

Propulsion
Systems

DC

IM

PM

SRM

Power Density

2.5

3.5

5

3.5

Efficiency

2.5

3.5

5

3.5

Controllability

5

5

4

3

Reliability

3

5

4

5

Tech. Maturity

5

5

4

4

Cost

4

5

3

4

Total

22

27

25

23

Characteristics

2

(a)

(b)
Figure 1–2. The topologies of drive system. (a) Three–phase drive system. (b) Multi–phase drive system.

However, in a real motor and drive system, the high–performance control design and
condition monitoring require accurate knowledge of the machine parameters such as d–and
q–axis inductances, permanent magnet (PM) flux linkage and stator resistance. In general,
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very little information with respect to detailed machine parameters is shared by
manufacturers. However, as previously mentioned, accurate knowledge of the machine
parameters is crucial for developing precise control and monitoring the machine condition.
The overall research scope is illustrated in Figure 1–3 where the relationship among the
parameter estimation, maximum torque production and thermal condition monitoring is
elaborated. The aforementioned three subjects are closely connected and influence each
other. However, this thesis is dedicated to investigating the novel parameter estimation
schemes or methods towards multi (six)–phase PMSM torque maximization and thermal
protection. Thus, the literature review in the thesis includes three aspects which are
machine parameter estimation techniques, thermal condition monitoring and maximum
torque per ampere (MTPA) techniques accordingly.

Figure 1–3. Overall research scope.

1.2. Literature Review
1.2.1. The State–of–the–Art Parameter Estimation Techniques
The equivalent circuit parameters of PMSMs can vary under different operating
conditions. For high–performance motor control techniques such as fault–tolerant,
sensorless and adaptive controls, the accuracy of machine model parameters is crucial. An
accurate estimation model contributes to maximum efficiency control, sensorless control,
adaptive control, thermal condition monitoring and torque ripple minimization [12]–[14].
Figure 1–4 illustrates and classifies the existing parameter estimation techniques as offline
and online parameter estimation methods based on whether parameters are estimated
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during machine operation or afterwards. For a typical PMSM model, the rank of dq–axis
voltage dynamic model is 2, which implies that only two machine parameters can be
estimated simultaneously. However, if machine parameters to be estimated are more than
the rank of the dynamic model, it becomes a rank–deficient issue. Consequently, the
unknown parameter values may not be guaranteed to converge to the correct values, which
can result in a significant error. It is pointed out that this issue is more self–evident in
interior permanent magnet machines because of unequal dq–axis inductances. Thus, the
core of machine parameter estimation technique is how to resolve the rank–deficient issue
and, to overcome this difficulty, the following three problems need to be addressed first:


dq–axis Inductances of PMSM exhibit nonlinear characteristics in the real drive
system, which leads to more unknown parameters.



Stator resistance and PM flux linkage are temperature–dependent quantities that
vary during the machine operations.



The nonlinearities caused by dead time effect and voltage drop in power
switching devices bring about significant errors in parameter estimation.

Figure 1–4. The classification of existing parameter estimation techniques for PMSM [15].

To take aforementioned effects into account in the estimation scheme, different methods
and algorithms have been developed and applied towards PMSM parameter estimation.
Starting from offline parameter estimation techniques, frequency domain–based method is
frequently employed to identify the machine parameters at machine standstill [16]–[19]. In
general, the principle of this method is to extract the frequency domain data measured by
sampling the response of the machine induced by disturbance [20]–[24]. Similarly, the
response signals collected from the time domain can also contribute to the parameter
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estimation scheme [25]–[29]. The last off–line based method is to determine the machine
parameters by using the finite element analysis tool, which requires accurate information
of structure, geometry and materials. Computational cost is high to conduct the simulation
analysis. In some cases, such as in adaptive control, thermal condition monitoring and fault
diagnosis, the machine parameters are required to be estimated during the real–time
operation, which brings more challenges on persistent excitation and rank–deficiency.
Reference [15] categorizes the online parameter estimation methods as numerical methods,
observer–based methods, and AI–based methods, while it can also be classified as signal–
injection–based methods and non–invasive methods, depending on whether the method is
independent of perturbation.
Among those various numerical methods, the recursive least square (RLS) based method,
aiming at minimizing the mean square error between the observed and estimated data, is
quite popular because of easy implementation in the controller [30]–[40]. On the contrary,
the Extended–Kalman filter–based method [41]–[46] is capable of eliminating the effect
of measurement noise, yet it is subject to complex computational cost. With the
development of artificial intelligence (AI), researchers progressively merge the intelligent
algorithm, such as artificial neural network (ANN) [47]–[49], genetic algorithm (GA) and
particle swarm (PSO) [50]–[53], into parameter estimation technique. This type of method
is applicable to multi–parameter estimation but requires additional training process and fast
computation.
1.2.2. The Up–to–Date Thermal Condition Monitoring for PMSMs
Due to the heat energy converted by the amount of energy losses in PMSMs, the thermal
condition monitoring is significant to prevent overheating of the stator winding and
permanent magnets [54]. Because the overheating may damage insulation layers of the
stator winding, hence further causing short circuit faults. On the other hand, overheating
issues on PM may degrade the torque performance. In addition, accurate knowledge of PM
temperature can help avoid the permanent demagnetization of PMs. However, the
evaluation of PM temperature is more challenging than winding temperature monitoring
because the placement of temperature sensors on rotating parts is very difficult and
complicated.
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Figure 1–5. The classification of existing thermal condition monitoring for PMSM.

Figure 1–5 categorizes the thermal condition monitoring techniques as signal injection–
based methods and non–invasive methods. Among non–invasive methods, direct
measurements of winding and PM temperatures are feasible and direct solutions. For
instance, electrical conductors are utilized to detect the temperature–dependent voltage as
a result of the thermoelectric effect and thermocouple is a widely used type of temperature
sensor inserted into stator windings. Compared with winding temperature tracking, the
placement of temperature sensors on rotating parts is very complicated. Either cabling to a
rotating part is required. Noncontact–type sensors such as an infrared thermometer or a
robust sensing board designed by [55], which can rotate with the machine shaft and sends
the measured rotor temperature via wireless communication, are alternative options. To
this end, the temperature sensor is not cost–effective solution. However, online thermal
condition monitoring can be especially effective for the manufactured product in a real
application. To avoid the utilization of temperature sensors, various techniques,
categorized as signal injection–based and non–invasive methods, have been widely
investigated in the existing literature. However, among non–invasive methods, thermal
model–based, namely, lumped parameter thermal network (LPTN) [49]–[53] is extensively
investigated to estimate winding and PM temperatures. An equivalent thermal circuit is
constructed based on the dimension and geometric information of the machine and results
from finite element analysis (FEA) to simulate the heat transfer behaviour within the
machine [61]. Even though LPTN modelling involves reasonable computational cost and
accurate estimation and prediction, it requires additional information [62]. Apart from
LPTN based temperature estimation method, an advanced feedforward neural network is
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proposed in [63] that can estimate the temperatures of multiple machine parts. Meanwhile,
a model reference adaptive system (MRAS) based parameter estimation technique is
employed to track rotor temperature in [64]. A PM temperature observer with the assistance
of a magnetic reluctance network is proposed in [65] which considers the thermal
expansion effect on radial air gap thickness. However, the advanced intelligent algorithms
either require the well–trained dataset or complex control development, which is quite
challenging during the implementation phase. Besides LPTN modelling, the motor control
signal itself is utilized to monitor temperature, for instance, pulse–width modulation (PWM)
frequencies in [66], [67], hall sensors in [68] and the look–up table containing dq–axis
voltages in [69], [70]. In addition, from the perspective of loss calculation, a power
measurement–based rotor temperature estimation method is proposed in [71], [72], which
requires detailed heat transfer coefficients.
Signal injection–based approaches also have been universally implemented in both
winding and PM temperature detection. The purpose of the injection is to achieve enough
information to calculate resistance or impedance, which is capable of responding to the
thermal characteristics in the motor. References [73]–[75] adopt the injection of high–
frequency signals to estimate winding and PM temperature accordingly. In [76], the
comparative investigation is conducted between high–frequency current injection–based
and BEMF–based methods, where a better performance achieved from the former method
is demonstrated. From the perspective of a multi–phase machine, a modified topology of
asymmetric winding has been proposed in [77] to enhance fault tolerance due to overheat
without interfering with the main magnetic flux path. Through signal injection, [78]
proposes an efficient PM temperature modelling approach for dual three–phase PMSM
considering inverter nonlinearity. Moreover, a dual DC current injection–based winding
temperature tracking technique is presented in [79], which is independent of the VSI
nonlinearity effect, and the injected current does not interfere with average torque
production.
1.2.3. The Advanced Performance Enhancement Techniques for PMSMs
As the propulsion device in EVs, permanent magnet synchronous machines (PMSMs)
such as surface–mounted PMSM and interior PMSM have been drawing considerable
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attention during the last decade due to the requirements of high efficiency and high power
and torque density. Especially, the reluctance torque of a PMSM with saliency can be
obtained by dq–axis current combinations [80].
Moreover, among these dq–axis current combinations, the maximum output torque with
a minimum stator current is obtained through the optimal operating criterion. It is worth
mentioning that maximizing the ratio of the output torque to stator current level is
equivalent to minimizing the copper loss produced by winding resistance. However, the
copper and iron losses are the dominant loss components in the PMSM, and the former one
is the predominant one in MTPA control. A distinct optimization equation can be solved
by employing the equivalent circuit of interior PMSM in the direct–quadrature (dq–) frame.
However, the involved machine parameters (Ld, Lq and λpm) vary significantly over the
operating conditions due to the magnetic saturation, cross–coupling effect and temperature
effect. To this end, a major difficulty to MTPA strategies is to deal with the nonlinear
characteristics in the operation region. Different techniques are proposed as follows:


To enhance the adaptability and reduce the burdensomeness of MTPA control, a
priori knowledge of machine parameters is required. In general, the values of PM
flux linkage λpm, inductances Ld and Lq are updated to the analytical model from
a look–up table (LuT).



The dependencies of inductances are considered as functions of currents, and the
polynomial fitting method is employed to approximate the trend of inductances
and PM flux linkage with respect to stator currents.



To avoid the issues connected to machine parameter variations during machine
operation, parameter estimation is simultaneously employed with the main speed
loop to compensate for any parameter variations.



Considering both MTPA tracking accuracy and dynamic performance, the
artificial intelligence–based control method is alternatively trained and utilized,
which takes aforementioned nonlinearities into account.

Figure 1–6 categorizes the machine parameter–dependent and parameter–independent
MTPA strategies. In machine parameter–dependent MTPA strategies, the knowledge of
machine parameters such as inductances and PM flux linkages are required from offline
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testing, approximated fitting function or estimation scheme during machine operation.
Conversely, by using an extremum search, the parameter–independent method machine
operation can track the MTPA trajectory without the knowledge of machine parameters.
As shown in Figure 1–6, the parameter–dependent methods are divided into priori
measurements aided method, approximated function–based and parameter estimation
based methods.

Figure 1–6. The classification of MTPA techniques for PMSM.

The priori measurements aided MTPA methods utilize the pre–testing data to
compensate for the variation of machine parameters over speed and torque ranges.
Particularly, a LuT has been widely employed in the drive system in which measurements
were collected by a series of offline testing [81]–[90]. By convention, the reference flux
linkage, in response to the torque reference, is directly selected according to the MTPA
profile in [81]–[84]. Alternatively, [85]–[88] prefer generating id and iq references from
LuT in which optimum currents as functions of torque, and the armature current in [90] is
assigned upon a LuT in accordance with load conditions. However, the approximated
function–based MTPA strategies in which polynomial curve/surface fitting is developed to
trend the variation of machine parameters over different operating conditions [91]–[97].
The aforementioned MTPA strategies describe the methods assisted by offline
measurements, hence, lacking parameter adaptivity and suffering the requirement of a large
amount of data storage. To fill these gaps, extensive literature [98]–[106] investigate the
implementation of parameter estimation in MTPA operation to address the nonlinearity
issues. This kind of method is adaptive and universal, but it increases the operational
burden and real–time computational cost resulting in slow response.
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By the nature of MTPA, it is worth mentioning that the objective functions to be
minimized are convex with the maximum or minimum search procedure requiring the
agent model that consists of the derivatives of the objective function. However, the
extraction of derivatives is fundamental to an extremum–seeking algorithm that does not
require prior data. By doing so, two types of signal injection–based methods, namely, real
signal injection and virtual signal injection, are reported in the existing literature [107]–
[123]. Both types of control schemes are machine parameter insensitive, and the former
ones [107]–[114], in general, construct the equivalent model that can represent the trend of
output torque by injecting disturbance. It is worthwhile noting that the schemes proposed
in this section require additional time–consuming blocks such as integrator and filters,
hence limiting the dynamic performance.
1.3. Research Objective
The accurate knowledge of machine parameters is of importance to torque production
maximization and thermal condition monitoring. Therefore, this thesis aims to develop
novel estimation schemes for multi–phase PMSMs, which benefit the maximum torque
production and thermal protection of stator winding and permanent magnet. The overall
objectives are as follows:
1) Understand the nonlinear variations of machine parameters and analyze how
machine parameters vary along with changes of operating conditions.
2) Investigate the impact of self– and cross–coupling effects in parameter
estimation and employ linear and quadratic equations to model the relationship
between the inductances and the stator currents.
3) Understand the differences between terminal voltage and reference voltages from
the current controller. Subsequently, derive the voltage source inverter
nonlinearity for dual three–phase PMSMs and understand the profile of distorted
voltage induced by dead–time.
4) Investigate and develop two different machine models considering both the
magnetic saturation and voltage source inverter nonlinearity. The first model
considers the linear inductance model, and the inductance constructed by
polynomial fitting is presented in the second machine model.
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5) Investigate and develop different parameter estimation schemes by using on–line
measurements and off–line massive redundant measurements accordingly.
6) Investigate the general uses of parameter estimation techniques for dual three–
phase PMSM and develop the model of the PM and winding temperature by
using estimated parameters.
7) Improve the overall torque production, which may be degraded during machine
operations due to mismatching values between nominal and real parameters.
1.4. Research Contributions
This thesis proposes novel estimation algorithms and schemes towards torque
performance enhancement and thermal condition monitoring for multi–phase PMSMs.
Thus, major contributions of the thesis are listed as follows:
1) Voltage source inverter nonlinearity is modelled and derived for dual three–
phase PMSM, which benefits a better accuracy of parameter estimation.
2) Dual DC injection–based multi–parameter estimation scheme is proposed, and
the influence of temperature and magnetic saturation is investigated.
3) An improved multi–parameter estimation scheme with minimum disturbance for
dual three–phase PMSM is proposed by considering magnet saturation and
temperature effect.
4) The massive measurements collected from current sweeps are utilized in the
proposed decoupled multi–parameter estimation scheme, which benefits the
accuracy of inductance estimation.
5) Two efficient permanent magnet temperature modelled and the look–up table is
required to assist the PM temperature estimation, which meets a good agreement
with measurements from IR sensor.
6) A winding temperature estimation scheme with the cancellation of voltage
source inverter nonlinearity effect is proposed, and the Kalman filter is employed
to smooth the estimated results.
7) As inspired by the aforementioned temperature estimation models, a
simultaneous PM and winding temperature tracking method is proposed to
prevent demagnetization and insulation failure.
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8) Due to the aforementioned estimation scheme, a machine parameter independent
MTPA strategy is proposed to maximize the torque output, which considers the
magnetic saturation and temperature effects into account.
9) Compared to the former proposed MTPA strategy, a hybrid signal injection–
based estimation scheme is developed to improve the MTPA performance.
1.5. Dissertation Layout
Chapter 2 first describes the machine model derived from the magnetic co–energy in the
rotating reference frame using vector space decomposition (VSD). The sources of machine
nonlinearities are investigated, and a discussion on magnetic saturation during machine
operations is presented. Subsequently, the machine model with considerations of magnetic
saturation and VSI nonlinearity is derived, which consists of linear and quadratic
inductance models. This chapter outlines comprehensive estimation schemes by taking the
aforementioned nonlinearities into account, including the current injection–based and
massive redundant measurements–based multi–parameter estimation methods. The
estimated results with and without consideration of the aforementioned effects have been
presented. Moreover, the accuracy of the estimated parameters has been validated by
comparing the measured torque with the estimated one.
Chapter 3 proposes two efficient models derived through current injection in the
harmonic frame for permanent magnet temperature estimation of dual three–phase PMSMs.
Moreover, the winding temperature estimation is also employed to prevent overheating and
insulation failure of the stator winding. Referring to the foregoing models, a current
injection–based simultaneous winding and PM temperature estimation scheme is carried
out. Thanks to fully two decoupled reference frames, the injected currents proposed in
estimation schemes do not interfere with the torque production. The magnetic saturation
and VSI nonlinearity are either compensated by look–up tables or cancelled by optimal
injected currents. The proposed temperature estimation models are validated by comparing
the estimated temperature with the measured one in the case of a laboratory dual three–
phase PMSM.
Chapter 4 employs the resistance estimation scheme proposed in Chapter 3 to develop
an equivalent MTPA indicator. Hence the proposed equivalent model incorporating
13

gradient–decent algorithm contributes to optimal current angle detection. Another hybrid
signal injection–based equivalent torque model is developed to improve the searching
performance further. The proposed parameter estimation scheme towards maximum torque
production offers high real–time capability, low computational cost and low complexity.
Chapter 5 summarizes the presented research work in this thesis and the limitations of
the proposed methods are also highlighted, and future research is also outlined.
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CHAPTER 2
NOVEL MULTI–PARAMETER ESTIMATION TECHNIQUES FOR DUAL THREE–PHASE PMSM
2.1. Introduction
To develop high performance and reliable control for dual three–phase interior PMSM
(IPMSM), accurate knowledge of machine parameters is of significance. The nonlinearities
exhibited in the motor and drive system are mainly sourced from three aspects: 1) the
inductance variation caused by magnetic saturation; 2) the voltage drop on the switching
device due to VSI nonlinearity; 3) winding resistance and PM flux linkage variations due
to the changes of temperature. For IPMSM parameter estimation, the machine model
consists of four parameters, namely direct and quadrature axis inductances, resistance and
PM flux linkage, to be estimated; thus, it is rank deficient to simultaneously estimate these
four parameters using the measurements in one operating condition, which will lead to
limited estimation accuracy. In other words, there is insufficient information contained in
the measurements to estimate the desired machine parameters/model. Especially, taking
the aforementioned system nonlinearities into account will result in a more severe rank
deficient issue. In such a way, the parameter estimation technique's essential point is how
to construct the full–rank estimation model.
In this chapter, two types of estimation models, invasive and noninvasive, are proposed
separately, and the effectiveness of the proposed methods are validated experimentally.
Invasive model in this context says the controller issues commands to correct the deviations
induced by external disturbance, for example, signal injection. By doing so, the additional
measurements obtained from the interference can contribute to full–rank model
construction. On the contrary, offline data can be collected after a series of operating
conditions, and the massive redundant measurements can further be employed in parameter
estimation, which does not require disturbance during the machine operations. To validate
the proposed parameter estimation scheme, the interior PM (IPM) used in this investigation
is a prototyped dual three–phase IPMSM, which comprises two sets of three phases with
stator windings shifted by 30° and two isolated neutral points. Additionally, the design
parameters of the prototype are listed in Table 2–1, and the key parameters of required
sensors are listed in Table 2–2.
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TABLE 2–1. THE DESIGN PARAMETER OF THE DUAL THREE–PHASE PMSM

Rated Current

15 A

Winding Resistance

0.73 Ω

Rated Voltage

140 V

Magnet Flux

0.334 Wb turn

Rated Speed

575 RPM Number of Pole Pairs

4

Rated Torque

70 Nm

Magnet

NdFeB35

Rated Power

4.25 kW

Number of Slots

48

Switching Frequency

10 kHz

LΔ@ Is1=15A, γ1=30°

–21 mH

TABLE 2–2. REQUIRED SENSORS IN EXPERIMENTAL VALIDATION

25A LEM isolated current sensor,

Current Sensor

accuracy  1%

Position Sensor

Incremental encoder

Torque Transducer

100 Nm, accuracy  0.1 Nm
Two-wire platinum resistance

Temperature Sensor

thermometers (PRTs)

Fluke Infrared Thermal Imager

Thermal sensitivity  0.1°C

Figure 2–1. Experimental set–up for experimental investigations of proposed methods in this thesis.
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Figure 2–1 illustrates the detailed experimental set–up for validating the proposed
parameter estimation schemes. In Figure 2–1, a dynamometer is coupled to the laboratory
dual three–phase PMSM fed by six–phase voltage source inverter. The dyno controlled by
a programmable logic controller (PLC). Moreover, a field–programmable gate array
(FPGA)–based real–time simulator is utilized to program and implement the proposed
methodologies. A data acquisition system and LCR (inductance, capacitance and resistance)
meter at the bottom of Figure 2–1 are used to track the winding temperature during the
machine operations and measure the winding resistance at room temperature.
2.2. VSD Based Dual Three–Phase PMSM Modelling
Referring to conventional three–phase PMSM, the voltage and flux linkage equations of
a dual three–phase PMSM in the abcxyz frame can be described as follows.

vabcxyz  Riabcxyz  λ abcxyz

λ abcxyz  Liabcxyz   abcxyz

(2.1)

However, from the angle of machine control, the control scheme should be modelled as
simple as possible. For example, in the conventional three–phase, direct–quadrature–zero
(Park–Clarke) transformation is widely employed to simplify the analysis of three–phase
PMSM. The transformation intends to project AC quantities to rotating reference frames
where the DC quantities are carried out. Similarly, concerning dual three–phase PMSM,
the vector space decomposition (VSD) type controls originated from [124] play the same
role. However, the transformation implemented in VSD is formulated as (2.2) [125]–[128].

 cos θ e

1  sin θ e
Tdq  
6 0

 0

sin θ e

0

cos θ e
0

0
cos θ e

0

 sin θ e

0  2

0   0
sin θ e   0

cos θ e   2


1

1

3  3
3  3
1

1

0

1
1
2 

1 1
2
3  3 0 
3  3

(2.2)
The purpose of VSD is to construct two rotating reference frames, namely dq1 and dq 2
which are orthogonal to each other. The quantities in fully decoupled reference frames
possess the following two features: 1) all the electromechanical energy conversion occurs
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in the dq1 reference frame; and 2) the current components in the dq 2 reference frame
cannot impact air–gap flux. It is well known that, in the area of machine control, the stator
voltage equations in rotating reference frames are most important. Therefore, multiplying
(2.1) by (2.2) yields the voltage equations (2.3) in dq1 and dq 2 frames accordingly.
did 1

ud 1  Rid 1  Ld 1 dt  ωe Lq1iq1
dq1 : 
u  Ri  L diq1  ω L i  ω 
q1
q1
e d1 d1
e
 q1
dt
did 2

ud 2  Rid 2  Ld 2 dt  ωe Lq 2iq 2
dq2 : 
u  Ri  L diq 2  ω L i
q2
q2
e d2 d2
 q 2
dt

(2.3)

Given that the machine reaches a steady–state, the derivatives in (2.3) are cancelled and
the steady–state equations of a dual three–phase PMSM can be further rewritten as

ud 1   R 0  id 1   ωe Lq1iq1 
dq1 :    
 i   ω  L i   
u
0
R
q
1
e
d1 d1

 
 q1  

 

udq1

R

idq1

jωe  dq1

ud 2   R 0  id 2   ωe Lq 2iq 2 
dq2 :    
 i    ω L i 
u
0
R
q
2

e d2 d2 
  
 q 2  

 

udq 2

idq 2

R

(2.4)

jωe  dq 2

Moreover, in the VSD model, the output torque that contains only DC components can
be represented as
te  3P id 1iq1  Ld 1  Lq1   iq1 

(2.5)

2.2.1. VSI Nonlinearity Modeling for Dual Three–Phase PMSM
The pulse–width modulation (PWM) technique is widely implemented in motor control,
which is a way to control the frequency and amplitude of analog signals by using the digital
gate signal. However, one of the main problems encountered in dealing with system
nonlinearities is the nonlinear voltage gain caused by non–ideal switching behaviour of the
power converter. However, the reason why this nonlinearity is induced is due to the dead–
time which is used to prevent the DC–link from shoot–through. The voltage source inverter
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nonlinearity modelling and compensation technique are broadly investigated in the existing
literature related to machine parameter estimation. In this section, the VSI modelling for
dual three–phase PMSM is described, and the developed formula will be applied in the
incoming sections and chapters.

(a)

(b)
Figure 2–2. VSI modelling for single phase. (a) Schematic of switch status. (b) Ideal and practical gate
signals [129].
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Figure 2–2(a) illustrates the switching behaviour considering different phase current
directions for one leg of six–phase inverter, and the voltage with respect to the ground is
summarized. Figure 2–2(b) describe the ideal gate signals and non–ideal switching
behaviour considering the blanking time, rising and falling time.
To derive the distorted voltage of dual three–phase machine in rotating reference frames,
the relation between the phase voltage (va,vb,vc,vx,vy,vz) and terminal voltage
(va0,vb0,vc0,vx0,vy0,vz0) is introduced.

 va 0   va  vn 0 
 v   v  v 
 b0   b   n0 
 vc 0   vc  vn 0 
    
 vx 0   vx  vn 0 
v y 0  v y  vn 0 
     
 vz 0   vz  vn 0 

(2.6)

In a balanced six–phase machine, the summation of six–phase currents equals zero,
which is represented as
ia  ib  ic  ix  i y  iz  0

(2.7)

The summation of (2.1) and (2.6) yields (2.8) and (2.9) accordingly.

va  vb  vc  vx  v y  vz  R  ia  ib  ic  ix  iy  iz 
L

d
 ia  ib  ic  ix  iy  iz    ea  eb  ec  ex  ey  ez   0
dt

vn 0 

va 0  vb 0  vc 0  vx 0  v y 0  vz 0
6

(2.8)

(2.9)

The relation between phase voltage and terminal voltage measurements can be rewritten
as,
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 va 
5
v 
 1
 b

 vc  1  1
  
 v x  6  1
v y 
 1
 

 1
 vz 

1 1 1 1 1  va 0 
5 1 1 1 1  vb 0 

1 5 1 1 1  vc 0 
 
1 1 5 1 1  vx 0 
1 1 1 5 1 v y 0 
 
1 1 1 1 5   vz 0 

(2.10)

Substituting the per phase terminal voltage va0 Vdc ,Vce ,Vd , Sa ,Vce0 ,Vd 0 , rce , rd  into (2.10)
yields (2.11) and the reference six–phase voltages can be represented as (2.12).

 va 
5
v 
 1
 b

 vc  Vdc  Vce  Vd   1
 

6
 vx 
 1
v y 
 1
 

 1
 vz 
5
 1

Vce0  Vd 0   1


12
 1
 1

 1

1 1 1 1 1  Sa 
5 1 1 1 1  Sb 
1 5 1 1 1  Sc 
 
1 1 5 1 1  S x 
1 1 1 5 1  S y 
 
1 1 1 1 5   S z 

1 1 1 1 1 sign  ia  
ia 


i 

sign
i
 b 
5 1 1 1 1 
 b



sign
i


1 5 1 1 1
c
 rce  rd   ic 
 
  sign  i   
1 1 5 1 1 
2
x 
 ix 


i y 
1 1 1 5 1 sign  i y  
 

1 1 1 1 5   sign  iz  
 iz 



 va* 
 *
 vb 
 vc*  Vdc
 * 
 vx  6
 v* 
 *y 
 vz 

5
 1

 1

 1
 1

 1

1 1 1 1 1  S a* 
 
5 1 1 1 1  Sb* 

1 5 1 1 1  Sc* 
 
1 1 5 1 1  S x* 
1 1 1 5 1  S y* 
 
1 1 1 1 5   S z* 

(2.11)

(2.12)

The distorted voltage in AC frame can be obtained from the result of subtracting (2.11)
from (2.12) and multiplying the resultant voltage by (2.2) yields equivalent distorted
voltages (2.13) in dq1 and dq 2 frames.
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ud*1  ud 1  d d 1V Vce ,Vd ,Vce 0 ,Vd 0 , rce , rd 
 *
uq1  uq1  d q1V Vce ,Vd ,Vce 0 ,Vd 0 , rce , rd 
 *
ud 2  ud 2  d d 2 V Vce ,Vd ,Vce0 ,Vd 0 , rce , rd 
 *
uq 2  uq 2  d q 2 V Vce ,Vd ,Vce 0 ,Vd 0 , rce , rd 

(2.13)

where
d d1 
d 
T
 q1   T sign i
 (2.14)
sign
i
sign
i
sign
i
sign
i
sign
i












dq
a
b
c
x
y
z


d d 2 
 
 d q 2 

The voltage ripple terms are derived from the multiplication of sign function and DQZ
transformation. Similarly, the relationship between the polarities of six–phase currents and
coefficients of distorted voltages varying with rotor position are represented in Table 2–3
and depicted in one electrical cycle in Figure 2–3. It can be observed from Figure 2–3 that

d d 1 and d q1 are dominated by the 12th harmonics, which is distinct from the inverter
distortions in the three–phase machine that is dominated by the 6 th harmonics [126], [127].
TABLE 2–3. VSI NONLINEARITY IN THE SYNCHRONOUSLY ROTATING REFERENCE FRAME ACCORDING TO
12 SECTIONS

sec.

dd1

d q1

dd 2

dq2

1

Ap1cos(θe+5π/12)

–Ap1sin(θe+5π/12)

–Ap2sin(θe–π/12)

–Ap2cos(θe–π/12)

2

Ap1cos(θe+π/4)

–Ap1cos(θe–π/4)

–Ap2cos(θe+π/4)

Ap2cos(θe–π/4)

3

–Ap1sin(θe–5π/12)

–Ap1sin(θe+π/12)

Ap2cos(θe+π/12)

–Ap2sin(θe+π/12)

4

Ap1sin(θe+5π/12)

Ap1cos(θe+5π/12)

–Ap2cos(θe–π/12)

Ap2sin(θe–π/12)

5

Ap1cos(θe–π/4)

Ap1cos(θe+π/4)

Ap2cos(θe–π/4)

Ap2cos(θe+π/4)

6

Ap1sin(θe+π/12)

–Ap1sin(θe–5π/12)

–Ap2sin(θe+π/12)

–Ap2cos(θe+π/12)

7

–Ap1cos(θe+5π/12)

Ap1sin(θe+5π/12)

Ap2sin(θe–π/12)

Ap2cos(θe–π/12)

8

–Ap1cos(θe+π/4)

Ap1cos(θe–π/4)

Ap2cos(θe+π/4)

–Ap2cos(θe–π/4)

9

Ap1sin(θe–5π/12)

Ap1sin(θe+π/12)

–Ap2cos(θe+π/12)

Ap2sin(θe+π/12)

10

–Ap1sin(θe+5π/12)

–Ap1cos(θe+5π/12)

Ap2cos(θe–π/12)

–Ap2sin(θe–π/12)
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11

–Ap1cos(θe–π/4)

–Ap1cos(θe+π/4)

–Ap2cos(θe–π/4)

–Ap2cos(θe+π/4)

12

–Ap1sin(θe+π/12)

Ap1sin(θe–5π/12)

Ap2sin(θe+π/12)

Ap2cos(θe+π/12)

Figure 2–3. Waveforms of VSI distorted coefficients dd1 dq1 dd2 and dq2.

The distorted coefficient model listed in Table 2–3 through further derivation is
presented as
 d d 1  Ap1 sin θ e  π  2 M  1 12 
dq1 : 
 d q1  Ap1 cos θ e  π  2 M  1 12 
 d d 2  Ap 2  1M 1 sin θ e  π  2 M  1 12 



dq2 : 
M 1
 d q 2  Ap 2  1 cos θ e  π  2M  1 12 

 M  int 12  θ  π 6  2 π 
e




 Ap1  6  2 3

 Ap 2  6  2 3








(2.15)

(2.16)

M is an integer that is larger than or equal to 1 and less than 12.
2.2.2. Machine Modelling Considering Coupling Effects
In an actual drive system, due to the magnetic saturation effect, the inductances vary
with changes of load/currents. However, in the dual three–phase PMSM, the inductances
( Ld 1 , Lq1 ) involved in electromechanically energy conversion are only projected to dq1
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frame. In such a way, the dq1 –axis inductances can be expressed as functions of dq1 –
current.
Ld 1  f d 1  id 1 , iq1  , Lq1  f q1  id 1 , iq1 

(2.17)

To model the magnetic saturation during the estimation, hereby, this section employs
the linear equation denoted in (2.18) to approximate the nonlinear characteristics.

 Ld 1  id 1 , iq1   ld 1  α1id 1  α 2iq1

dq1 : 
 Lq1  id 1 , iq1   lq1  β1id 1  β 2iq1

(2.18)

where ld 1 , l q1 indicate the unsaturated inductances that are described in the dq1 and dq2
frames, respectively, α with subscript ‘1’ and ‘2’ which are self–saturation, cross–
saturation constants, respectively. Similarly, β 2 and β1 are defined accordingly for q2 –
axis inductance.
However, a linear equation is employed to model the relationship between the
inductances and the stator currents, which, however, is unable to model inductance
variation in a wide range of operating conditions [130]. To improve the estimation
performance, the model (2.19) considers the magnetic saturation by employing the
quadratic equation to model the relationship between the inductances and the stator
currents, in which the dq1 frame inductances are depending on the dq1 frame currents.

 Ld 1 (id 1 , iq1 )  ld 1  α1id 1  α 2iq1  α3id21  α 4iq21  α 5iq1id 1
dq1 : 
2
2
 Lq1 (id 1 , iq1 )  lq1  β1id 1  β 2iq1  β 3id 1  β 4iq1  β 5iq1id 1

(2.19)

where ld 1 , α1 ,..., α5 and l q1 , β1 ,..., β 5 denote the initial inductances and the coefficients of
the quadratic saturation models in the dq1 frame, respectively. It is observed that the linear
model (2.18) is a special case of (2.19) where α3  α4  α5  β3  β4  β5  0 . Theoretically,
quadratic equation modelling is more elaborated than linear equation, which, however, will
lead to more unknown parameters to be estimated. More unknown parameters will
exacerbate rank–deficiency, which requires more additional measurements for parameter
estimation. By doing so, the model (2.18) is applicable to real–time parameter estimation
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because of fast adaptivity, reasonable accuracy and easy implementation, while the model
(2.19) is a more suitable candidate implemented in an offline application.
Subsequently, two machine models are introduced in this section, the linear model is
proposed for online applications, and the quadratic model is employed to deal with massive
measurements.
Case 1–machine model for online parameter estimation. Substituting (2.18) into (2.4)
yields (2.20).






ud 1  Rid 1  ωe lq1iq1  β1id 1iq1  β 2iq21

dq1 : 
2
uq1  Riq1  ωe ld 1id 1  α1id 1  α 2id 1iq1  
ud 2  Rid 2  ωe Lq 2iq 2
dq2 : 
uq 2  Riq 2  ωe Ld 2id 2



(2.20)

Case 2–machine model for offline parameter estimation. Substituting (2.19) into (2.4)
yields (2.21).

 lq1iq1  β1id 1iq1  β 2iq21

ud 1  Rid 1  ωe 

 β 3id21iq1  β 4iq31  β 5iq21id 1 



dq1 : 
 ld 1id 1  α1id21  α 2id 1iq1



uq1  Riq1  ωe 
3
2
2


α
i

α
i
i

α
i
i


4 d 1 q1
5 q1 d 1

 3 d1

ud 2  Rid 2  ωe Lq 2iq 2
dq2 : 
uq 2  Riq 2  ωe Ld 2id 2

(2.21)

2.2.3. Machine Modelling Considering VSI Nonlinearity Effect
Figure 2–4 shows a typical current control diagram for a dual three–phase PMSM drive
system where the device under test (DUT) is coupled with a dyno system and fed by a
multi–phase voltage source inverter, and the physical set up is referred to Figure 2–1. In
Figure 2–4, variables ud1*, uq1*, ud2*, uq2* are the reference voltages from the output of
proportional–integral (PI) controllers in the current control loop and similarly id1*, iq1*, id2*,
iq2* are the reference currents from torque–speed–current controller. It is worth mentioning
that the reference voltages are widely utilized in parameter estimation techniques [30]–
[32], [47]–[49], [51], [53]. However, the real voltages applied on the machine are different
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from the reference ones due to voltage drop on the power switching device. The VSI
nonlinearity modelling has been derived and discussed in Section 2.2.1. Therefore, in this
section, the machine model is further updated with consideration of the voltage source
nonlinearity effect.

Figure 2–4. A typical current control diagram for a dual three–phase PMSM drive system.

Referring to (2.13), the relations between reference voltages and real voltages can be
reformulated as

ud*1  d d 1V  ud 1
 *
uq1  d q1V  uq1
 *
ud 2  d d 2 V  ud 2
u*  d V  u
q2
q2
 q2

(2.22)

Therefore, substituting (2.22) into (2.20) and (2.21) accordingly yields (2.23) and (2.24)
by taking different inductance models into account.






ud*1  d d 1V  Rid 1  ωe lq1iq1  β1id 1iq1  β 2iq21

dq1 : 
*
2
uq1  d q1V  Riq1  ωe ld 1id 1  α1id 1  α 2id 1iq1  
ud* 2  d d 2 V  Rid 2  ωe Lq 2iq 2
dq2 :  *
uq 2  d q 2 V  Riq 2  ωe Ld 2id 2
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(2.23)


 lq1iq1  β1id 1iq1  β 2iq21

*
ud 1  d d 1V  Rid 1  ωe 

 β i 2 i  β i 3  β i 2 i 

3
d
1
q
1
4
q
1
5
q
1
d
1


dq1 : 
2
 ld 1id 1  α1id 1  α 2id 1iq1

 *


u

d

V

Ri

ω
 q1 q1
q1
e
 α 3id31  α 4id 1iq21  α5iq1id21   




(2.24)

ud* 2  d d 2 V  Rid 2  ωe Lq 2iq 2
dq2 :  *
uq 2  d q 2 V  Riq 2  ωe Ld 2id 2

However, it should be pointed out that, in machine parameter estimation, the distortion
voltages exhibit periodic values in Figure 2–3, and the instantaneous measurements are
widely used for parameter estimation. On the other hand, it is observed that, at the steady–
state, the distorted coefficients are functions of electrical rotor position. Since the accuracy
of parameter estimation is inevitably affected by electrical rotor position, the DC
components–based model is proposed in this section to improve the accuracy and reduce
the computational cost. With these in mind, the average measurements in each electrical
cycle are represented in (2.25).
 *
U d 1 


dq1 :  Dd 1 


 I d1 


1
N

N

 ud*1  t  ,U q*1 
t 1
N

1
N

 d  t , D

1
N

 i  t , I

t 1

q1 

d1

N

t 1

d1

q1



N

1
N

 u t 

1
N

 d t 

1
N

t 1

*
q1

N

t 1

q1

N

 i t 
t 1

q1

(2.25)
N
 *
1 N *
1
*
*
U d 2  N  ud 2  t  ,U q 2  N  uq 2  t 
t 1
t 1

N

1
1 N
dq1 :  Dd 2   d d 1  t , Dq 2   d q1  t 
N t 1
N t 1


1 N
1 N
 I d 2   id 1  t , I q 2   iq1  t 
N t 1
N t 1

where N  t Ts in which t is the time of one electrical cycle and Ts is the sampling
time. Subsequently, by substituting (2.25) and (2.22) into (2.4), the machine model with
consideration of VSI nonlinearity in the form of DC components can be reconstructed as
(2.26) and in particular, the mean of distorted coefficients are illustrated in Figure 2–5.
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U d*1  Dd 1V  RI d 1  ωe Lq1 I q1
dq1 :  *
U q1  Dq1V  Riq1  ωe Ld 1I d 1  ωe 

(2.26)

U d* 2  Dd 2 V  RI d 2  ωe Lq 2 I q 2
dq2 :  *
U q 2  Dq 2 V  RI q 2  ωe Ld 2 I d 2

Figure 2–5. Average values of VSI distorted coefficients (Dd1 Dq1 Dd2 and Dq2) in one electrical cycle.

Substituting (2.25) into (2.23) and (2.24) yields (2.27) and (2.28) where the inductance
model is linearized and constructed through a polynomial fitting, respectively.






U d*1  Dd 1V  RI d 1  ω e lq1 I q1  β1 I d 1 I q1  β 2 I q21

dq1 : 
*
2
U q1  Dq1V  Riq1  ωe ld 1 I d 1  α1 I d 1  α 2 I d 1 I q1  



U d* 2  Dd 2 V  RI d 2  ωe Lq 2 I q 2
dq2 :  *
U q 2  Dq 2 V  RI q 2  ωe Ld 2 I d 2


 lq1 I q1  β1 I d 1 I q1  β 2 I q21

*
U d 1  Dd 1V  RI d 1  ωe 

 β I 2 i  β I 3  β I 2 I 

 3 d 1 q1 4 q1 5 q1 d 1 
dq1 : 
 ld 1 I d 1  α1 I d21  α 2 I d 1 I q1

 *


U

D

V

RI

ω
 q1
q1
q1
e
  α 3 I d31  α 4 I d 1 I q21  α 5 I q1 I d21   



U d* 2  Dd 2 V  RI d 2  ωe Lq 2 I q 2
dq2 :  *
U q 2  Dq 2 V  RI q 2  ωe Ld 2 I d 2
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(2.27)

(2.28)

2.3. Dual DC Current Injection–Based Multi–Parameter Estimation Scheme
In machine parameter estimation, the primary objective is to construct the full–rank
equation to solve the unknown parameters. In the dual three–phase machine after VSD
transformation, the extra subspace dq 2 can be utilized to solve winding resistance, as
shown in the second voltage equation in (2.28).

(a)

(b)
Figure 2–6. Schematic diagram of the dual DC current injection–based estimation scheme. (a) Control
diagram. (b) Current injection implementation chart.

Thus, Figure 2–6 illustrates the proposed signal injection scheme that includes two types
of injected currents; one is that three small currents are injected into d1 –axis sequentially,
and the other one is that one set of currents in (2.29) is selected to inject into harmonic
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subspace. The motor reaching each required operating condition indicates that both the
speed and the torque have met the command, which is regarded as a steady–state.







i*  cos atan i* i* 
d1
q1
 d2



iq*2  sin atan id*1 iq*1 




(2.29)

As shown in Figure 2–6, the measurements start to be collected after a transition period
at each operating condition. Four current injections in dq 2 frame with measurements ( M1 ,

M 2 , M 3 and M 4 ) are to estimate R1 , R2 , R3 and R4 , accordingly. Subsequently, three
groups of measurements obtained from three injections in the dq1 frame are employed to
estimate the rest of the machine parameters ( Ld 1 , Lq1 ,  ), given that resistances
mentioned above at each steady–state are estimated. According to (2.27), we can obtain k
sets of equations under the steady states through the following:

U d*1,k  Dd 1, k V  Rk I d 1,k  ωe, k lq1 I q1, k  β1 I d 1,k I q1,k  β 2 I q21, k 



 *
2
U q1,k  Dq1,k V  Rk I q1,k  ωe ,k ld 1 I d 1,k  α1 I d 1,k  α 2 I d 1, k I q1, k   k 
U d* 2,k  Dd 2,k V  Rk I d 2,k  ωe,k Lq 2 I q 2, k
 *
U q 2,k  Dq 2,k V  Rk I q 2, k  ωe,k Ld 2 I d 2,k
k  1,...K

(2.30)

During current injection, the inductances will change due to magnetic saturation, which
is denoted as Ldq1,m  Ldq1,n with m  n . Moreover, VSI nonlinearity induces the distorted
voltage due to the PI controller, which brings inaccurate voltage terms. These two effects
have been taken into account in (2.30) in order to improve the estimation accuracy.
Taking advantages of additional decoupled subspace, the stator resistance can be
estimated by injecting the current into harmonic subspace. By doing so, multiplying the
currents I d 2 and I q 2 with dq 2 voltage equations (2.30) yields resultant power equations,
and furthermore the summation of these two power equations yields (2.31) with distorted
terms. The dual current injection operation benefits the accuracy of estimated resistance so
as the temperature effects are taken into account in inductance estimation.
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U d* 2,k I d 2,k  U q*2,k I q 2,k Dd 2,k I d 2,k  Dq 2,k I q 2,k
Rˆ k 

V
I d22, k  I q22, k
I d22, k  I q22, k

(2.31)

where R with a hat is denotation as estimated resistance. Similarly, other estimates are
defined in the same way.
The recursive least square (RLS) algorithm is frequently employed in the estimation
technique because of its simple implementation and high robustness, which can improve
the estimation accuracy. In particular, a typical RLS algorithm is formulated as (2.32).

 yk   Tk x

T
 xˆk 1  xˆk  Gk 1  yk 1   k 1 xˆk 

1
Gk 1  Pk  k 1 1   Tk 1Pk  k 1 

T
 Pk 1  Pk  Gk 1 k 1Pk

(2.32)

where yk and  k are observation and state of the system accordingly; x is the system
parameters to be estimated.

Figure 2–7. Flow chart of dual DC current injection–based estimation scheme.
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This proposed method in this section uses 2,000 measurements to estimate the stator
resistance, PM flux linkage and inductances. Two scenarios are involved in the proposed
estimation scheme based on different control strategies. According to Figure 2–7, if the
motor is operated at id 1  0 control, resistance and PM flux linkage can be firstly estimated
with (2.31) and (2.33), and inductances are further estimated. In this case, the accuracy of
PM flux linkage is independent of inductance estimation and directly associated with
resistance estimation.
ˆ 

i

U q*1,i  Dq1,i V  Rˆi I q1,i

(2.33)

ω e ,i

Other than id 1  0 control, the inductances and PM flux linkage can be estimated
simultaneously, and two cases are demonstrated as follows where Case 1 is for q1 –axis
inductance and Case 2 is for d1 –axis inductance and PM flux linkage. In addition, in Case
2  k Pk and Gk are 4×4 dimensional matrices.
Case 1:




y  




U
U
U
U

*
d 1,1

 Rˆ1I d 1,1

*
d 1,2

 Rˆ 2 I d 1,2

*
d 1,3

 Rˆ3 I d 1,3

*
d 1,4

 Rˆ 4 I d 1,4

 1
 I
 d 1,1
    I q1,1

 Dd 1,1
 ωe,1 I q1,1

x  lˆq1


 ω
 ω
 ω
 ω

I

e ,1 q1,1
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T
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T

The proposed estimation method is validated on a test dual three–phase PMSM operating
at 60 Nm at 100 rpm. The temperature recorder shown in Figure 2–1 is used to monitor the
winding temperature. Hence the actual winding resistance during the machine operation
can be calculated based on (2.36) in which 234.5 is determined by copper thermal
characteristics.
Rt 

R0 Tt  234.5 

(2.36)

T0  234.5

To verify the accuracy of PM flux linkage estimation, the motor is initially operated at
100 rpm with no load condition at room temperature. As shown in Figure 2–8, q1 –axis
voltage is collected, and the estimated PM flux linkage is 0.3373 Wb–t.
18
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Figure 2–8. q1–axis voltages under no–load condition at 100 rpm.
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Figure 2–9. Mechanical torque and speed profile.
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Figure 2–10. dq1–axis currents and measured winding temperature.
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Figure 2–11. dq2–axis currents and actual winding resistance.

In this section, three currents are injected into d1 –axis, and one set of currents is injected
into dq 2 –frame along with the entire estimation period. Totally four steady–state
34

measurements are required, as illustrated in Figure 2–9. Figure 2–10 shows that the entire
injection operation will not cause significant winding temperature variation, and the
temperature change is within 1°C. Consequently, due to the temperature rise, the actual
winding resistance rises from 0.788 Ω to 0.7903 Ω, as illustrated in Figure 2–11.
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Figure 2–12. The comparison of estimated and actual winding resistance.
TABLE 2–4. ESTIMATED DQ1–AXIS INDUCTANCES OF DUAL DC CURRENT INJECTION BASED ESTIMATION
METHOD WITH ESTIMATED AND ACTUAL WINDING RESISTANCE

Operating

60 Nm and 100 rpm

60 Nm and 100 rpm

Conditions

with estimated resistance

with actual resistance

Inductances

Ld1(mH)

Lq1(mH)

Ld1(mH)

Lq1(mH)

Steady–state

16.6413

31.7496

17.0963

31.7075

1st injection

15.0387

32.6588

15.2651

32.5957

2nd injection

13.8197

33.3384

13.8401

33.4061

3rd injection

13.5915

34.1040

13.4298

34.1596

TABLE 2–5. ESTIMATED DQ1–AXIS INDUCTANCES OF DUAL DC CURRENT INJECTION BASED ESTIMATION
METHOD WITH AND WITHOUT CONSIDERING VSI NONLINEARITY

Operating

60 Nm and 100 rpm

Differences with respect to the

Conditions

without considering VSI

proposed method

Inductances

Ld1(mH)

Lq1(mH)

ΔLd1(mH)

ΔLq1(mH)

Steady–state

16.9552

32.8454

0.3139

1.0958

1st injection

16.2737

35.4732

1.2350

2.8144

2nd injection

15.9151

37.9247

2.0954

4.5863

3rd injection

16.5583

40.4482

2.9668

6.3442
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The injected current on dq2–frame does not interfere with torque production. The
averaged actual winding resistances for each injection period are taken as baselines and
Figure 2–12 compares the estimated winding resistance and averaged actual winding
resistance to demonstrate the effectiveness of the proposed resistance estimation scheme.
For PM flux linkage estimation, the case with the proposed method is compared with the
case without considering cross–saturation and the case with actual winding resistance. The
estimated PM flux linkage from the proposed method is 0.3338 Wb–t, and the estimated
result with the actual winding resistance is 0.335 Wb–t. It is found that the resistance error
brings 0.0012 Wb–t difference on PM flux linkage estimation, while the lack of considering
cross–saturation brings 0.0044Wb–t.
Tables 2–4 and 2–5 investigate the influences of the accuracy of winding resistance, VSI
nonlinearity on inductance estimation. From Table 2–4, it is concluded that the accuracy
of estimated winding resistance is capable of estimating inductances properly, and the
estimation error of winding resistance is acceptable. Table 2–5 shows that, without
considering VSI nonlinearity, the estimation errors are getting greater with more steady–
state measurements involved in the estimation scheme, which demonstrates the
significance of consideration of VSI nonlinearity.
A novel dual current injection–based multi–parameter estimation scheme is proposed in
this section, and it takes VSI nonlinearity, self–saturation, cross–saturation and
temperature effect into account. One set of currents is injected into harmonic subspace
without the interference of torque production to facilitate the winding resistance estimation,
and a linear magnetic saturation model is employed to perform inductance estimation. It is
found that injected current in the dq 2 frame has limited contribution on temperature rise,
and the errors of inductance estimation induced by resistance estimation are not significant.
In other words, the resistance estimated by one set of steady–state measurements in dq 2
can guarantee the accuracy of inductance estimation. In the next section, an improved
current injection–based multi–parameter estimation scheme with a reduced amount of
injected current is introduced, which consumes less copper loss. The proposed method
achieves a better estimation accuracy than other methods implemented on dual three–phase
PMSM.
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2.4. Improved Current Injection–Based Multi–Parameter Estimation Scheme
In the previous section, a dual DC current injection–based multi–parameter estimation
scheme is proposed. However, the estimated resistances change slightly in one estimation
period, which has a small impact on PM flux linkage and inductance estimations. However,
this estimation scheme requires totally seven injected currents, which brings additional
copper losses. Considering reduce the disturbance on the motor and drive system, in this
section, an improved current injection–based multi–parameter estimation scheme is
proposed, as depicted in Figure 2–13. One fixed current is injected into the dq 2 frame, and
two different currents are injected into the dq1 frame when the motor reaches steady–state
as illustrated in Figure 2–13(b). The measurements start to be collected after a transition
period at each operating condition. The first two current injections with measurements (M 1,
M2) are to estimate R and Lq1 , and the third injection with measurement (M3) is to
estimate Ld 1 and Λ. It is pointed out that the VSI nonlinearity, temperature effect and
magnetic saturation have also been taken into account in the improved estimation scheme.

(a)
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(b)
Figure 2–13. Overall description for proposed parameter estimation. (a) Control schematic diagram of the
current injection approach. (b) The strategy of the current injection approach.

The variation of two independent current angles γ1 , γ 2 , in the dq1 and dq 2 frames,
respectively, affect the AC currents polarity, which influences the distorted coefficients
because of its dependence on the polarity of AC currents and transformation matrix (2.2).
The two situations related to the proposed parameter estimation method listed in Table 2–
6 are discussed.
TABLE 2–6. DQ1 AND DQ2 CURRENTS CONFIGURATION

Configuration index

dq1 frame

dq2 frame

id1=0

id2=0

iq1=Iq1

iq2=0

id1=Id1

id2=0

iq1=Iq1

iq2=0

id1=0

id2=Id2

iq1=Iq1

iq1=0

C1
C2
C3

Case 1–Distorted Coefficients Effect with Table 2–6–C1 Configuration:
According to the discussion in Section 2.2.3, the voltage ripple is induced by AC currents
polarity; thus when currents in dq1 and dq 2 frames are configured as in Table 2–6–C1,
the distorted coefficient models through the aforementioned derivation are presented in
(2.15) and (2.16). The distorted coefficients value varying with rotor position are plotted
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in Figure 2–3. However, due to the configuration in Table 2–6–C2, the first term in (2.16)
can be extended as
M  int 12  θ e  γ  π 6  2 π 

(2.37)

Case 2–Distorted Coefficients Effect with Table 2–6–C3 Configuration:
As the statement mentioned above, different dq 2 injection brings different influences on
distorted coefficients. Thus, the current configuration shown in Table 2–6–C3 is also
discussed. According to VSD transformation in dual three–phase PMSM modelling, the
AC currents can be inversely derived through the inverse transformation matrix which
yields (2.38),
   I q1  I d 2  sin  e  


  I q1  I d 2  sin  e   3 
 0  

 I     I q1  I d 2  cos  e   6  

3TdqT  q1   
 I d 2    I  I  cos    3  
e
   q1 d 2

0
   I  I cos    3 


e
 q1 d 2

   I  I  cos   
q1
d2
e



 

where Tdq

1

 3  Tdq 

(2.38)

T

Based on (2.38), after the d 2 –axis injection, the abc –phase currents are scaled by
( I q1  I d 2 ), the xyz –phase currents are scaled by ( I q1  I d 2 ), and the zero–crossing position
is not impacted, as shown in Figure 2–14. On the other hand, the polarities of AC currents
are consistent after d 2 –axis injection, and thus, the distorted coefficient variations are the
same as in Figure 2–14.
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Figure 2–14. abc–phase currents variation with Table 2–6–C1 (solid line) and Table 2–6–C3 (dash line)
configurations.

The rank of (2.30) is four, but there are 11 unknown parameters, namely, R, Λ, lq1, β1,
β2, ld1, α1, α2, Ld2, Lq2 and ΔV. It is difficult to accurately estimate parameters R, Λ, lq1, β2,
ld1, α1, Ld2, Lq2 and ΔV using one set of measurements. Thus, additional steady–state voltage
equations are required through the short duration injected current to solve the rank–
deficient issue. First, two separate currents are injected in the dq2 and dq1 frames in
sequence, and the measurements are collected from the mth and nth steady state during the
injection period; the load torque is assumed as constant due to the fast response of the
current loop, which leads to te, m  te ,n and with mathematical substitution and
simplification for (2.5) and (2.30), the estimation model of R can be represented as
ωe ,n Am  ωe, m An   Rˆ ωe, nCm  ωe, mCn 
ˆ
U d* 2,m  RI

D
d 2, m
d 2, m
ωe, n Bm  ωe, m Bn

(2.39)

1  m, n  K , m  n
 Am  U d*1,m I d 1, m  U q*1,m I q1,m

*
*
 An  U d 1,n I d 1,n  U q1, n I q1,n

 Bm  Dd 1,m I d 1,m  Dq1,m I q1,m

 Bn  Dd 1,n I d 1,n  Dq1,n I q1,n
C  I 2  I 2
d 1, m
q1, m
 m
C  I 2  I 2
d 1, n
q1, n
 n
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(2.40)

As previously discussed, the magnetic saturation model can be presented in (2.27) as a
linear relationship. In this proposed method, the magnitude of the injected current is small;
thus, the cross–saturation effect ( α 2 ,β1 ) is much smaller than self–saturation effect ( α1 ,β 2 ),
as reported in [53], [126], [127], and the cross–saturation constants can be considered as
zero. For inductance estimations, simplifying (2.30) yields (2.41).
U d*1,k  Dd 1,k V  Rk I d 1,k  ωe ,k lq1 I q1, k  β 2 I q21, k 



 *
2
U q1,k  Dq1, k V  Rk I q1,k  ωe, k ld 1 I d 1, k  α1I d 1, k   k 
U d* 2,k  Dd 2, k V  Rk I d 2, k  ωe ,k Lq 2 I q 2, k
 *
U q 2, k  Dq 2,k V  Rk I q 2, k  ωe, k Ld 2 I d 2, k

(2.41)

Since it is robust and easy to implement, this section also employs the RLS algorithm to
estimate the parameters, which is denoted in (2.32). For instance, the q1–axis inductance
estimation can be formulated as
ˆ
U d*1,m  Dd 1,m Vˆ  RI

d 1, m
y *

ˆ
 U d 1,n  Dd 1,n Vˆ  RI
d 1,n 

 ωe ,m I q1,m ωe,n I q1,n 

2
ωe,n I q21,n 
 ωe,m I q1,m
x  lq1 β 2 

(2.42)

T

For dq1 –inductances’ estimation,  k , Pk and Gk are 2–D matrices, and the estimated
resistance is used in (2.41) according to Figure 2–15. Moreover, the advantage of the
proposed estimation method has less computational complexity for resistance estimation
because its computation complexity is proportional to the number of measurements used
for the parameter estimation. For instance, 900 measurements for parameters’ estimation
are adopted in the RLS algorithm to allow a fast convergence since there is a lower
computational cost of the RLS algorithm. Due to the lower computational cost and easy
implementation, the proposed method is convenient to implement in the online application.
Remark 1: For the current configuration in Table 2–6–C3, id1,1=0, iq2,1=0. Since d2–axis
injected current acts as scaling, the amplitude of AC currents and the zero–crossing point
of phase currents will not be affected by the injected current. The average values of the
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distorted coefficients in the dq 2 frame are equal to 0, which is shown in (2.43).
Substituting (2.43) into (2.22) yields (2.44).
Dd 1,1  0, Dd 2,1  Dq 2,1  0

(2.43)

Ud* 2,1  Ud 2,1,Uq*2,1  Uq 2,1

(2.44)

As discussed previously, substituting (2.43) into (2.41), (2.45) can be utilized to
estimate the resistance.

Rˆ  U d* 2,1 I d 2,1

(2.45)

Substituting (2.43) into (2.41), (2.46) is achieved to estimate PM ﬂux linkage.
ˆ  U *  D Vˆ  RI
ˆ


1
q1,1
q1,1  ω e ,1
 q1,1

(2.46)

Figure 2–15. Flow chart of the proposed RLS–based multi–parameter estimation for dual three–phase IPM.
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The injected currents aim to be capable of solving the rank–deficient issue in parameter
estimation. However, the injected current may bring extra loss and heat in the stator, and
to this end, the selective amplitude of injected current should be determined initially. Since
the nominated work point of the test motor is at high–torque and low–speed region, the
loss is dominated by copper loss. In the proposed estimation technique, two different types
of injection are involved. One is the current injection in the dq 2 frame, which does not
contribute to the air gap torque resulting in an extra loss in the stator winding. However,
the current is also injected into the dq1 frame, which also induces the variation of copper
loss. Thus, two cases should be discussed separately.
Case 1–injection in the dq2 frame: the extra losses are induced in the stator, and the extra
loss in percentage is denoted as follows.

Pcopper
Pcopper



I d22
I s2

(2.47)

From this calculation, the loss variation induced by the injected current in the dq2 frame
is very small, which is 0.63% at the rated condition. Moreover, the injection can be done
within a very short period. To this end, the induced losses can be neglected.
Case 2–injection in the dq1 frame: The extra copper loss in percentage is described in
(2.48). Since the variation of injected currents in d1– and q1–axis are very small, thus the
variations are even smaller after a square operation. In this section, Δiq1< Δid1<0.5 A;
therefore, in a very short period of time, the loss induced by the injected current can be
neglected. Furthermore, the temperature variations induced by the injected current are less
than 0.2°C even at the nominated torque condition. To this end, the resistance and PM flux
linkage can be regarded as constant during one estimation.

Pcopper
Pcopper



2I q1
Is

A. Winding Resistance Estimation
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I d21  I q21
I s2

(2.48)
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Figure 2–16. Experimental results for resistance estimation. (a) The compared method at a standstill and the
proposed method at 33°C and 69°C. (b) Resistance variation with winding temperature.

For winding resistance estimation, the d2–axis current in the dq2 frame is injected, which
is used for resistance estimation. It should be noted that the estimated resistance value
includes the winding resistance of the motor, the resistance of the cable connecting the
motor to the inverter as well as the ON–resistance of the IGBT power switch Ron in the
inverter. Ron is much smaller than winding resistance plus resistance of the cable, and it is
challenging to accurately measure; thus, it is neglected here. Two significant advantages
are presented here; one is that the motor operating condition is not affected by dq2 injection,
which is suitable and convenient for online application; the other one is that the proposed
estimation method considering DC components can accurately evaluate the real–time
resistance value with cancelling distorted voltage terms under id1=0 control, which is
presented in Section III. Figure 2–16(a) presents a comparison of estimated resistance
between the compared method and the proposed method in this paper. The compared
method only can be capable of estimating winding resistance at a standstill condition with
currents in dq2 frame, which is 0.599 Ω at room temperature. However, the proposed
approach can estimate resistance at different temperatures resulting in accurate estimates
which are 0.754 Ω at 33ºC and 0.847 Ω at 69ºC, and the estimated resistance varying with
temperature is illustrated in Figure 2–16(b).
During experimental validation, the motor is required to operate under a continuous
operating condition. Thus the resistance varies due to temperature rise. The proposed
method can accurately estimate resistances at different temperatures. Since resistance is
estimated by one set of measurements with distorted voltage cancellation technique, the
most benefit achieved from the proposed method is that temperature effect has been taken
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into account in resistance as well as PM flux linkage estimation, which results in more
accurate estimates. By contrast, the compared method induces more estimation errors in
PM flux and inductance estimation with temperature rise.
B. Permanent Magnet Flux Linkage Estimation
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Figure 2–17. Experimental results for PM flux estimation. (a) Results using different approaches at 33°C.
(b) Results using different approaches at 69°C. (c) PM flux variation with winding temperature rise.

PM ﬂux linkage estimation can also beneﬁt from the proposed estimation method. The
real–time PM ﬂux linkage and resistance can be estimated at the same time using one set
of voltage under the condition shown in Table 2–6–C3, or it can be estimated using (2.41)
according to Figure 2–15. In Figures 2–17(a) and (b), the calculated PM ﬂux linkage using
measured torque is 0.334 Wb–t at 33°C and 0.327 Wb–t at 69°C and the estimated PM ﬂux
linkages considering the VSI nonlinearity are 0.33469 at 33°C Wb–t and 0.32725Wb–t at
69°C using the proposed method resulting in an error of 0.00069 and 0.00025 Wb–t,
respectively. The PM ﬂux varying with winding temperature is shown in (c). Due to the
temperature effect, the PM ﬂux estimation is impacted by mismatch resistance at different
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temperatures. The estimates through the compared method are 0.33091 Wb–t at 33°C and
0.3376 Wb–t at 69°C. The error becomes more signiﬁcant with temperature rise, which is
also presented in Figures 2–17(a) and (b). In terms of error increase, two reasons are given
here. As the motor performs at low temperature, the inaccurate resistance value results in
small errors in PM ﬂux estimation and inductances estimation. However, when the motor
is operated at a high temperature, the increasing difference between estimated resistance at
the standstill and actual one at the operating condition produces a larger error in the PM
ﬂux estimation as well as inductance estimation. Secondly, magnetic saturation is not taken
into account in the compared method, which also impacts the estimation accuracy in PM
ﬂux estimation. Besides the aforementioned reasons, the VSI nonlinearity also has
signiﬁcant impacts on the PM ﬂux estimation. The estimation error for rotor ﬂux linkage
described in [31] and [40] presents the error caused by the distorted voltage that is inversely
proportional to the speed, and the estimation is less inﬂuenced by distorted voltage and
resistance difference at higher speed conditions. Figures 2–17(a) and (b) also show the
rotor ﬂux linkage estimation without considering VSI nonlinearity.
C. dq1–Inductance Estimation Considering VSI Nonlinearity
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Figure 2–18. Experimental results with and without VSI nonlinearity at the different temperatures. (a) Ld1
for Iq1=7 A, Id1=–5 A at 33°C. (b) Lq1 for Iq1=7 A, Id1=–5 A at 33°C. (c) Ld1 for Iq1=14 A, Id1=–5 A at 69°C.
(d) Lq1 for Iq1=14 A, Id1=–5 A at 69°C. (e) Comparison between measured torque and estimated torque using
different estimation schemes.
TABLE 2–7. DQ1 –AXIS INDUCTANCES OF THE PROPOSED CURRENT INJECTION BASED ESTIMATION
SCHEME

Operating Conditions

Id1=–5 A and Iq1=7 A

Id1=–5 A and Iq1=7 A

at 33°C

at 69°C

Estimation With Considering VSI

Ld1 (mH)

Lq1 (mH)

Ld1 (mH)

Lq1 (mH)

Nonlinearity

15.86

40.48

14.74

32.07

Estimation With Compared Method

14.68

40.33

12.7

32.58

4.57

45.2

2.14

33.53

Estimation Without Considering VSI
Nonlinearity

According to Figure 2–15, dq1 –axis inductance can be determined using (2.41) with
estimated resistance. Figure 2–18 shows the estimated dq1 –axis inductance with and
without VSI nonlinearity at different operating and thermal conditions. Based on the error
model for inductance estimation described in [31] and [40], the estimated inductance error
is inversely proportional to the speed and current. On the other hand, theoretically, the
estimation result will be more accurate under the high–speed and torque conditions. In
comparative experiments, the VSI distorted voltage can lead to a signiﬁcant error on
inductance estimation, which is listed in Table 2–7. However, besides the VSI distortion
effect, the operating and thermal conditions also have an effect on inductance estimation,
and Table 2–7 and Figures 2–18(a)–(d) show different inductances approximated by the
proposed estimation scheme and the compared estimation scheme at different conditions.
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At low temperature and torque conditions, the estimates from different schemes are very
close. However, with the increase in temperature and torque, the magnetic saturation and
temperature effects signiﬁcantly impact estimation. The estimated PM ﬂux linkage and d1
–axis inductance from the compared estimation scheme get inaccurate, while the proposed
estimation scheme can still estimate the parameter accurately because of accurate
resistance information and consideration of magnetic saturation effect. To validate the
accuracy of the proposed estimation scheme, the estimated torque achieved from two
estimation schemes is compared with measured torque from a torque transducer at low and
high temperatures accordingly in Figure 2–18(e), which illustrate that the proposed
estimation scheme performs better than the compared scheme. The errors from the
proposed estimation scheme are 0.516 and 0.986 Nm at low temperature and high
temperature, respectively. However, the estimation errors from the compared estimation
scheme are 0.6394 and 2.836 Nm, respectively.

(a)

(b)

(c)
Figure 2–19. The comparison of the effectiveness of the proposed estimation scheme and compared
estimation scheme in MTPA control. (a) MTPA trajectory produced by gamma sweep, proposed estimation,
and compared estimation scheme. (b) Measured torque in MTPA control produced by gamma sweep,
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proposed estimation, and compared estimation. (c) Torque output difference compared with output achieved
from gamma sweep.

According to [33], [125], [131], [132], the mismatch parameters result in different
control performances, and thus, the performance comparison in the MTPA control using
parameters from the proposed estimation scheme and the compared estimation scheme is
presented. Different current angles (γ) from 0° to 45° are swept at each current vector ( I s )
from 4 to 15 A. The sweep interval is 1° at each condition. From this sweep test, the current
angle providing the maximum torque at each current condition is experimentally tested.
The test results of the maximum torque at each current vector and the corresponding current
angle are shown in Figures 2–19(a) and (b), respectively, for comparison. Then, the
estimated parameters from the proposed estimation scheme and compared estimation
scheme are utilized in MTPA control accordingly. Figure 2–19(c) compares their
performances with the current sweep test result. From Figure 2–19(a), both MTPA
trajectories from the proposed estimation scheme and compared estimation scheme are
following the trajectory generated by the current angle sweep test. The maximum torques
generated at different current vectors are shown in Figure 2–19(b), and the errors in
estimating the maximum torque using parameters from the proposed and compared
schemes are shown in Figure 2–19(c). From the error comparison, the proposed estimation
scheme in the MTPA control can achieve better performance, especially in the high–torque
region. The average error produced by the proposed estimation scheme is 0.399 Nm, and
the one by the compared estimation scheme is 0.663 Nm.

(a)

(b)

Figure 2–20. Estimated inductance map and torque map at Iq1=[4:13] A and Id1=[0: –7] A under 400 rpm.
(a) Ld1. (b) Lq1.
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In order to further validate the accuracy of the proposed estimation method, the
inductance map from 80 test points at different operating conditions are presented in Figure
2–20 and the corresponding estimated torques are compared with measured torques shown
in Figure 2–21. However, the estimation error is presented in percentage in Figure 2–22. It
is concluded that even though the estimated torques from two estimation schemes are all
in good agreement with the measured torque, the average error produced by the proposed
estimation scheme is 1.0676% less than 2.1352% produced by the compared estimation
scheme, which proves that the proposed estimation scheme is more accurate.

(a)

(b)

(c)
Figure 2–21. Estimated torque map at Iq1=[4:13] A and Id1= [0: –7] A under 400 rpm. (a) Measurements
from torque transducer. (b) Estimated torque using the proposed estimation scheme. (c) Estimated torque
using the compared estimation scheme.
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(a)

(b)

Figure 2–22. Estimation error produced by different estimation schemes in percentage. (a) The proposed
estimation scheme. (b) The compared estimation scheme.

In this section, a VSI nonlinearity model for dual three–phase IPMSM is developed. In
order to achieve the accurate estimated resistance and rotor PM ﬂux linkage values, the
magnetic saturation and temperature effects have to be considered. The improved DC
component–based estimation method is proposed and validated on a laboratory dual three–
phase IPMSM. It has been demonstrated that the parameters can be accurately estimated at
different operating and thermal conditions. Meanwhile, dq1 –axis inductances can be
accurately estimated under different operating conditions that consider magnetic saturation
and VSI nonlinearity, since the distorted voltage affects the ﬂux linkage and currents affect
inductance estimations. In order to validate the performance of the proposed estimation
approach, the torques from the proposed estimation scheme, when compared with ones
from the existing estimation scheme, are closer to the measured ones. Moreover, the
experimental results also validate the effectiveness of estimates in the MTPA control.
2.5. Computation Efficient Decoupled Multi–Parameter Estimation
This section proposes a novel decoupled multi–parameter estimation approach for
accurate and computation–efficient PMSM parameter estimation from the massive
redundant measurements under various operating conditions, which is especially useful in
applications such as comprehensive motor parameter testing in an electric motor tester. The
proposed decoupled estimation model employs the least square method for parameter
estimation by using four–speed independent variables. In the proposed estimation model,
multi–parameter estimation is decoupled into four simplified estimations, which can
effectively remove the crossing influences between multiple parameters to improve the
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estimation performance. The computation efficiency is also improved, and the proposed
approach is able to accurately estimate machine parameters from the massive redundant
measurements under various operating conditions.

(a)

(b)
Figure 2–23. Illustration of experimental data collection for the proposed machine parameter estimation for
dual three–phase PMSMs.

In (2.28), there are 15 parameters to be estimated, so it is impossible to use the
measurements at one particular operating condition to estimate all these parameters, as it
is rank deficient. Therefore, accurate parameter estimation requires the massive redundant
measurements collected from multiple operating conditions. This section presents a
decoupled estimation approach, which is capable of efficiently processing redundant
measurements to improve estimation performance.
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For parameter estimation, the redundant measurements will be taken under different load
and speed conditions. In order to accurately and efficiently estimate the machine
parameters from the redundant data, four variables x1 , x2 , y1 , and y2 that are independent
of speed are defined so that one can estimate these four variables at first and then estimate
machine parameters from these variables. Specifically, let x1 , x2 , y1 , and y2 be defined as

 x1  RI d 1  Dd 1V

 x2  RI q1  Dq1V
y  l β I β I β I2 β I2 β I I I
q1
1 d1
2 q1
3 d1
4 q1
5 q1 d 1
q1
 1

2
2
 y2  ld 1  β1 I d 1  β 2 I q1  β 3 I d 1  β 4 I q1  β5 I q1 I d 1 I d 1  







(2.49)

With (2.49), the dual–three phase PMSM model (2.28) can be updated as

 U d*1  x1  ωe y1
 *
U q1  x2  ωe y2

(2.50)

In (2.50), x1 , x2 , y1 , and y2 are dependent on dq1 frame currents, but they are
independent of the motor speed. Therefore, the machine parameter estimation can be
decoupled into the following two steps:
a. estimate x1 , x2 , y1 , and y2 from redundant data using (2.50);
b. use x1 and x2 to estimate R and  V , and use y1 and y2 to estimate ld 1 , lq1 ,

α1  α5 , β1 β5 , and  based on (2.49); then, Ld 1 and Lq1 under different

I

d1

, I q1  can be calculated from (2.19).

Given the dq1 frame currents  I d 1 , I q1  , x1 , x2 , y1 , and y2 will be constant, and thus it is
possible to obtain the redundant voltage measurements under different motor speeds to
estimate x1 , x2 , y1 , and y2 , based on (2.50).
Suppose that for a given  I d 1 , I q1  , the redundant voltage measurements are collected at

N different speeds denoted by ωe ,1  ωe , N . Let the redundant voltage measurements be
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denoted as U d*1 , U q*1 , n  1 N then these measured voltages should satisfy (2.51), based
on (2.50).

U d*1,n  x1  ωe,n y1
, n  1,..., N
 *
U q1,n  x2  ωe ,n y2

(2.51)

*
*
where Ud1,n and Uq1,n are collected at the speed of ω e , n . In this way, x1 , x2 , y1 , and y2 can

be estimated from (2.52) with X , Y and Φ in (2.53) by using the least–squares method. It
can be seen from (2.51) that at least the voltage measurements from two different speed
conditions are required in order to estimate x1 , x2 , y1 , and y2 .If redundant voltage
measurements from different speeds are used for parameter estimation, the estimated
results will be more accurate.

X 1   1T 1  1TY1
1

(2.52)

where

 U d*1,1 
1
 * 

 x1 
 U q1,1 
0
x 


2
X 1    , Y1     , 1  

 y1 
U * 
1
 
d 1, N


 y2 

U q*1, N 
0



0  ωe,1 0 

1 0 ωe ,1 



0  ωe , N 0 

1 0 ωe , N 

(2.53)

Under each pair of  I d 1 , I q1  , one pair of  x1, x2 , y1, y2 can be estimated from (2.52)
accordingly. Using the estimated  x1, x2 , y1, y2 under different  I d 1 , I q1  , the machine
parameters including winding resistance, machine inductances, and PM ﬂux linkage can
be estimated as in the following section.
The redundant measurements are taken under different dq1 frame currents. Suppose that
for the dq1 frame currents  I d 1,k , I q1, k  ,  x1, k , x2, k , y1, k , y2,k  are estimated from (2.52), for

k  1 K
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a. With  x1, k , x2,k , k  1 K  ,we can estimate  V and R.
b. With  y1, k , y2,k , k  1 K  ,we can estimate Λ as well as the coefficients ld 1 , lq1 ,

α1  α5 , and β1  β5 .
c. Then, the inductances Ld1 and Lq1 under different dq1 frame currents can be
calculated from (2.19).
1) Estimating  V and R: Given  x1, k , x2,k , k  1 K  , (2.54) can be obtained from (2.49).

 x1,k  RI d 1,k  Dd ,k V
, k  1,..., K

 x2, k  RI q1, k  Dq ,k V

(2.54)

As can be seen from (2.54), the estimation of resistance is decoupled from the inductance
and PM ﬂux linkage estimation. Based on (2.54), ΔV and R can be estimated from the
following equation:

X 2   T2 2  T2 Y2

(2.55)

 I d 1,1 Dd ,1 
 x1,1 




 I q1,1 Dq ,1 
 x2,1 
R 

X 2    , Y2     ,  2  






V
 
 I d 1, K Dd , K 
 x1, K 




 I q1, K Dq , K 
 x2, K 

(2.56)

1

where

Although K=1 is capable of estimating ΔV and R, the performance can be improved by
including measurements from multiple conditions in the estimation. In this section,
redundant data will be used for parameter estimation (for example, 320 measurements will
be collected in the test); it can effectively avoid the ill–conditioned problem in using (2.53)
and (2.56).
2) Estimating Λ, Ld1, and Lq1: Given  y1,k , k  1 K  , (2.57) can be obtained from (2.49).





y1,k  lq1  β1 I d 1,k  β 2 I q1,k  β 3 I d21,k  β 4 I q21,k  β 5 I q1, k I d 1,k I q1, k
k  1, , K
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(2.57)

Therefore, lq1 and β1  β5 can be estimated from the following equation:
X 3    3T  3   3TY3
1

(2.58)

where
T

X 3  lq1 ,β1 ,...,β5  , Y3   y1,1 ,..., y1, K 

T

 I q1,1 I q1,1 I d 1,1 I q21,1 I d21,1I q1,1 I q31,1 I q21,1 I d 1,1 


3  


I

2
2
3
2
 q1, K I q1, K I d 1, K I q1, K I d 1, K I q1, K I q1, K I q1, K I d 1, K 

(2.59)

From (2.57), in order to estimate these parameters/coefficients, K should be no less than
6. Similarly, employing measurements from multiple conditions for estimation can result
in an improved estimation performance.
Given  y2,k , k  1 K  , (2.60) can be obtained from (2.49)





y2,k  ld 1  α1 I d 1,k  α 2 I q1,k  α3 I d21,k  α 4 I q21,k  α5 I q1,k I d 1, k I d 1,k  
k  1,, K

(2.60)

Therefore, ld1, α1  α5 and Λ can be estimated from the following equation:

X 4   T4 4  T4 Y4
1

(2.61)

where

X 4   Ld 0 , α1 , , α5 ,   , Y4   y2,1 , , y2, K  ,
T

T

 I d 1,1 I d21,1 I q1,1 I d 1,1 I d31,1 I q21,1 I d 1,1 I d21,1 I q1,1 1


4  


I

2
3
2
2
 d 1, K I d 1, K I q1, K I d 1, K I d 1, K I q1, K I d 1, K I d 1, K I q1, K 1

(2.62)

It can be observed from (2.60) that K  6 is required to estimate these coefficients and
machine parameters. With the estimated ld 1 , l q1 , α1 , ..., α1 and β1 ,..., β 5 from (2.58) and
(2.61), Ld 1 and Lq1 can be calculated from (2.19). As can be seen from (2.57) and (2.60),
the inductance estimation is decoupled from the resistance estimation. On the other hand,
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if the decoupling scheme is not employed, one needs to estimate multi–parameters
simultaneously from all the measurements, in which the estimation error of one parameter
could affect the estimation accuracy of other parameters.
In the proposed estimation approach, the measurements are collected under multiple
speed and current conditions. The illustration of the redundant data collection has been
presented in Figure 2–23. Specifically, the experiments are conducted as follows: for

k  1 K , set  I d 1 , I q1  to  I d 1,k , I q1,k  and change the motor speed from ω e ,1 to ω e , N to



collect N voltage measurements denoted by U d*1, n ,U q*1, n , n  1,, N



k

. In this way, a total

of K  N voltage values will be collected. Thereafter, the machine parameters can be
estimated following steps 1)–5).



1) use U d*1, n ,U q*1, n , n  1,, N



k

to estimate x1,k , x2,k , y1,k , y 2,k from (2.52),

k  1 K ;
2) use  x1,k , x2,k , k  1, , K  to estimate R and  V from (2.55);
3) use  y1, k , k  1, , K  to estimate l q1 , β1 ,..., β 5 from (2.58);
4) use  y2, k , k  1, , K  to estimate ld 1 , α1 ,..., α1 and Λ from (2.61);
5) use (2.19) to calculate Ld 1  I d 1 , I q1  and Lq1  I d 1 , I q1  .
From above, the proposed estimation approach employs the available measurements in
the drive for parameter estimation.
TABLE 2–8. COMPUTATION COMPARISON OF THE PROPOSED DECOUPLED PARAMETER ESTIMATION SCHEME

In (2.52)

Proposed
approach

Φ4×2N×Φ2N×4
Φ4×4×Φ4×2N
Φ4×2N×Φ2N×1

In (2.55)
In (2.58)
Matrix Multiplication
Φ2×2K×Φ2K×2
Φ2×2×Φ2×2K
Φ2×2K×Φ2K×1

Φ6×K×ΦK×6
Φ6×6×Φ6×K
Φ6×K×ΦK×1

In (2.61)
Φ7×K×ΦK×7
Φ7×7×Φ7×K
Φ7×K×ΦK×1

Matrix Inverse
Φ4×4

Φ2×2

Φ6×6

Note: Φ can be Φ1, Φ2, Φ3 or Φ4 and the subscript means the matrix dimension.
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Φ7×7

There are 15 parameters to be estimated in (2.28), so a large amount of redundant data
is required to ensure the estimation accuracy. In this method, a total of K  N dq1 frame
voltage measurements are employed for parameter estimation. Here, the measurements are
taken at N different speeds and K different current conditions, as demonstrated in Figure
2–23. In the proposed decoupled approach, parameter estimation using (2.52), (2.55),
(2.58), and (2.61) needs to compute matrix multiplications and inverses, as listed in Table
2–8. For instance, (2.52) involves computing the multiplication of 1) a 4×2N matrix and a
2N×4 matrix, 2) a 4×4 matrix and a 4×2N matrix, and 3) a 4×2N matrix and a 2N×1 matrix,
and the inverse of a 4×4 matrix.
During the experiment, the test motor is operated with the VSD model–based control, as
demonstrated in Figure 2–23. To perform parameter estimation, the reference current for

I d1 is set to 0,–1,..., –7 A and that for I q1 is set to 4, 5,..., 13 A; the motor speed is set to
100, 200, 300, and 400 r/min while I d 2 and I q 2 are kept zero as illustrated in Figure 2–24
and measured torques and winding temperatures are depicted in Figure 2–25.

Figure 2–24. The measured voltages under various current conditions at different speeds. (a) 100 r/min. (b)
200 r/min. (c) 300 r/min. (d) 400 r/min.
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Figure 2–25. The measured torques and winding temperatures at different speeds. (a) 100 r/min. (b) 200
r/min. (c) 300 r/min. (d) 400 r/min.

(a)

(b)

(c)

(d)

Figure 2–26. The measured voltages under various current conditions at different speeds. (a) 100 r/min. (b)
200 r/min. (c) 300 r/min. (d) 400 r/min.

Under all these conditions, dq1 frame voltages are collected and presented in Figure 2–
26. In total, 320 voltage values are obtained. Here, the measurements are collected for
I q1  4 A for demonstration, but the inductances for I q1  4 A can be calculated from the

proposed model (2.19). On the other hand, the data for I q1  4 A can also be incorporated
for parameter estimation. With these measurements, the parameter estimation is conducted,
and the estimation results are detailed as follows. From the voltage equation, it is clear that
the voltage drop due to resistance is independent of speed, whereas the voltage drops due
to the inductances and PM flux linkage are dependent on the speed. Therefore, the
following three cases are considered for parameter estimation.
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(a)

(b)

(c)

(d)

Figure 2–27. The estimated (a) x1, (b) x2, (c) y1 and (d) y2 by using four–speed measurements.

(a)

(b)

Figure 2–28. Distorted coefficients map at Iq1=[4:13] A and Id1=[0,–7] A (a) Dd1 (b) Dq1.

Following the procedures in Algorithm 1, x1 , x2 , y1 , and y2 are estimated at ﬁrst and
then the machine parameters are estimated from these data. The estimated x1 , x2 , y1 , and

y2 are shown in Figure 2–28. The estimated parameters are analyzed as follows. The
estimated resistance in all speeds (100–400 r/min) is 0.8066 Ω. Theoretically, the resistance
estimation is more accurate by using the measurements collected from low–speed
conditions. The reason is as follows. The voltage drop due to the resistance is RI d 1 and
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*
RI q1 . At low–speed conditions, the absolute values of RI d 1 U d*1 and RI q1 Uq1 will be
*
larger than that at high speeds as U d*1 and Uq1 are higher at high speeds when the currents

I d1 and I q1 remain the same. Therefore, the signal–to–noise ratio (SNR) for RI d 1 and
RI q1 decreases as the motor speed increases. Hence, the resistance is suggested to be

estimated by using measurements collected at low–speed conditions. As investigated in the
previous section, the VSI nonlinearity has significant impacts on parameter estimation;
therefore, the consideration of the inverter model is critical to ensure the accuracy of
resistance estimation. Temperature rise is inevitable during the data collection, as depicted
in Figure 2–25. To minimize the influence of temperature rise, data is suggested to be
collected in a short period of time. In this section, the temperature rise is not considered.
In fact, temperature data are available from the temperature sensors, so it can be
compensated through replacing R with R(1+αΔT), where α is the copper thermal coefficient,
and ΔT is temperature rise measured from the sensors. In this way, resistance change due
to temperature rise can be compensated.
It should be noted that the PM flux linkage is calculated under no–load condition, and
the one with the load will be slightly smaller than that due to magnetic saturation. Since
accurate PM flux linkages at different loads are unavailable, the one calculated under no–
load test (0.336 Wb•Turn) is used to evaluate the estimation results. In our case, the
estimated PM ﬂux linkage estimated by massive measurements is 0.3206 Wb•Turn,
respectively. The estimation error of flux linkage will, in turn, affect the estimation of d1
–inductances. It can be pointed out that the PM ﬂux linkage estimated by using
measurements at high–speed conditions are more accurate. The reason is that the voltage
drop due to the PM ﬂux linkage is ωe  , which is proportional to the speed. As the speed
increases, this voltage drop increases as well, which will result in an increase in the SNR
in the voltage measurement and thus better estimation performance. Moreover, assuming
the voltage due to resistance and inductance errors is denoted as U err , the PM ﬂux linkage
estimation error due to this voltage is   U err ωe . As the speed ωe increases,  also
decreases. Therefore, PM ﬂux linkage should be estimated by using the measurements
collected at high–speed conditions.
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(a)

(b)

Figure 2–29. The estimated inductance map (a) Ld1. (b) Lq1.

The estimation results for inductances Ld 1 and Lq1 are shown in Figure. 2–29. It can be
pointed out that the proposed approach is able to estimate the inductance values at different
current conditions including those where no measurements are collected. This is because
the inductance model (2.19) can be used to calculate the inductances at any current
condition of interest. It can also be observed that the inductances are varying with respect
to the currents, which is due to magnetic saturation. Since accurate inductances are not
available, the estimated values are employed to calculate the torque, Te , using (2.5), which
is then compared with the measured one, Tm , to evaluate the inductance estimation
performance. However, it should be noted that tm measured from the torque transducer is
the shaft torque, whereas Te is the DC component of electromagnetic torque, so Te should
be larger than Tm due to mechanical loss.

(a)

(b)
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(c)

(d)

Figure 2–30. Motor torques. (a) Measured shaft torque. (b) Calculated torque from estimated parameters. (c)
Te–Tm. (d) The difference between measured and calculated torques in percentage.

Figure 2–30(a) presents the measured torque Tm under various conditions, and Figures
2–30(b)–(d) show the calculated torque Te by using the estimated parameters in four–speed
measurements, respectively. It needs to be pointed out that the calculated torque Te should
be slightly larger than the measured torque Tm , which complies with the aforementioned
explanation about mechanical loss. The differences between Te and Tm , ( Te  Tm ), are
illustrated in Figure 2–30(c). From Fig. 15, it is shown that the maximum difference
between Te and Tm , denoted by max( Te  Tm ), is –2.267 Nm and the average differences
between measured and calculated torques in percentage is 2.148%. As the estimated results
are obtained from four–speed measurements, the temperature effect on PM flux linkage is
more obvious under I d1 =0 where inductances do not contribute to the torque production.
To improve the overall estimation accuracy, the following strategies are suggested: 1)
Estimate the resistance at low speed. Moreover, either the resistance offset is compensated
by a temperature sensor or a short test period is required to reduce the estimation error; and
2) The accuracy of inductance estimation is guaranteed when they are estimated at high
speed due to better SNR. Similarly, a short test period is required to minimize the
temperature effect on PM flux linkage.
2.6. Conclusion
In this chapter, VSD–based dual three–phase PMSM incorporating derived VSI
nonlinear and inductance models is presented. Subsequently, comprehensive multi–
parameter estimation schemes towards online and offline applications have been proposed.
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Current injection based–parameter estimation technique requires system disturbance to
gain more information to overcome the rank deficiency during parameter estimation. It can
accurately identify the resistance, PM flux linkage and inductance of test points. On the
contrary, the proposed decoupled estimation scheme resulting from low computational cost
does not need to interfere with the drive system during machine operations. However, this
method offers an accurate estimated inductance model which can obtain the parameters
over a wide operation range.
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CHAPTER 3
NOVEL PARAMETER ESTIMATION SCHEME TOWARDS THERMAL PROTECTION TECHNIQUES
FOR DUAL THREE–PHASE PMSM

3.1. Introduction
In dual three–phase PMSMs, thermal monitoring of motor windings is significant to
prevent critical failures such as overheating and insulation failure which may damage the
insulation layers of the stator winding and cause short–circuit fault. Moreover, permanent
magnet temperature can be utilized to monitor the condition of PMs to avoid the permanent
demagnetization of PMs. However, in the drive system, PM flux linkage decrease as PM
temperature increases while the resistance increases as winding temperature increases. Due
to these material characteristics, the machine model consisting of temperature–dependent
parameters, PM flux linkage, and winding resistance has been broadly employed to track
the winding and PM temperatures in conventional three–phase PMSMs. Even though most
of the existing approaches for three–phase PMSM can be extended to the dual three–phase
PMSM, limited literature investigates how to utilize the additional frame of dual three–
phase PMSM for temperature tracking. Therefore, to fill this gap, this chapter focuses on
the reason–to–result approach exploring the temperature–dependent parameters for PM
and winding temperature estimation of dual three–phase PMSMs.
Firstly, two efficient models for permanent magnet temperature estimation of dual three–
phase PMSMs are introduced. The proposed models are derived through current injection
in the reference frame, namely dq2 frame, that does not contribute to torque production.
Secondly, a novel dual DC current injection–based temperature estimation method is
proposed, which is independent of motor operating conditions, and it is convenient to
implement in online applications because of its high real–time capability. The novelty of
this method is summarized as proposing a resistance–based temperature tracking technique
that can be implemented at the various operating conditions with the cancellation of VSI
nonlinearity and magnetic saturation effects. However, inspired by the aforementioned two
signal injection–based estimation methods, a current injection–based simultaneous PM and
winding temperature estimation method is carried out.
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3.2. Efficient Permanent Magnet Temperature Modelling and Estimation
This section ﬁrstly derives the current injection–based estimation models denoted by
Model 1 (M1) and Model 2 (M2), and then proposes methods to compensate and/or cancel
the inverter distortion, and ﬁnally discusses the Kalman ﬁlter–based temperature
smoothing and the inﬂuence due to model uncertainty.
3.2.1 Deriving PM Temperature Estimation Models
To derive model M1, testing currents I and I will be injected into d 2 and q2 frames,
*
that is, setting id* 2   I and iq 2  I Current injection in the dq 2 frame will not affect the

torque production. As shown in Figure 3–1,  I d 2 , I q 2  will be controlled to   I , I  for a
short period and will be controlled back to zero after data collection.

Figure 3–1. DT–PMSM control with current injection in non–torque–contributing dq2 reference frame for
PM temperature estimation.

The sum of 1st equation in (2.26) multiplied by I d1 and 2 nd one in (2.26) multiplied by
I q1 is (3.1), and since I d 2 and I q 2 are nonzero, (3.2) is obtained from 3rd and 4th equations

in (2.26).

U d*1I d1  U q*1I q1  RI s21  e I q1  L I d1      I d 1Dd1  I q1Dq1  V

(3.1)

U q*2  U d* 2  R  I q 2  I d 2   e  Ld 2 I d 2  Lq 2 I q 2    Dq 2  Dd 2  V

(3.2)

2
2
2
where L  Ld 1  Lq1 and Is1  Id1  Iq1 .
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Substituting I d 2   I , I q 2  I and Ld 2  Lq 2 into (3.2) yields (3.3).

U q*2  U d* 2  2 RI   Dq 2  Dd 2  V

(3.3)

Based on (3.1) and (3.3), the resistance term is cancelled in (3.4).
α1  ωe L I d 1 I q1  ωe I q1  κ1V

(3.4)


I d21  I q21 *
*
*
α

U
I

U
I

U q 2  U d* 2
 1
d1 d1
q1 q1

2I

I d21  I q21

 κ1   I d 1 Dd 1  I q1 Dq1   2 I  Dq 2  Dd 2 





(3.5)

In (3.4),  is PM temperature–dependent, and the rest terms are available, thus one
can estimate PMT from (3.4).
To derive model M2, nonzero testing current I q 2 will be injected into q2 frame. Then,
2nd and 4th equations in (2.26) are respectively multiplied by I q 2 and I q1 , and the results
are

Uq*1Iq 2  RI q1I q 2  ωe Iq 2  Ld1Id1    Iq 2 Dq1V

(3.6)

Uq*2 Iq1  RI q2 I q1  ωe Ld 2 Id 2 Iq1  Iq1Dq 2V

(3.7)

Subtracting (3.7) from (3.6) yields.
α 2  e  I q 2  Ld 1 I d 1     Ld 2 I d 2 I q1   κ 2 V

(3.8)

where α 2 and κ 2 in the following can be calculated from measurements.

α2  Uq*1Iq2 Uq*2 Iq1, κ2  Iq2 Dq1  Iq1Dq 2

(3.9)

*
In M2, a larger I q 2 will result in a more accurate estimation because U q 2 increases as

the increase of I q 2 , which leads to an increased signal–to–noise ratio of voltage
measurements. Either (3.4) or (3.8) can be employed for PMT estimation, thus two typical
estimation models, M1 and M2, will be derived from (3.4) and (3.8) accordingly, which
will be detailed as follows. It should be noted that one can derive similar models by
following the same methodologies.
α1,t  ωe ,t I q1,t  L I d 1,t   t   κ1,t V
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(3.10)


I d21,t  I q21,t *
*
*
U q 2,t  U d* 2,t
α1,t  U d 1,t I d 1,t  U q1,t I q1,t 

2I

2
I d 1,t  I q21,t

 Dq 2,t  Dd 2,t 
 κ1,t   I d 1,t Dd 1,t  I q1,t Dq1,t  
2I





(3.11)

*
*
where, α1,t and κ1,t are obtained by replacing { U d*1 , Uq1 , U d* 2 , U q 2 , I d1 , I q1 } in (3.5)
*
*
*
*
with { Ud1,t , Uq1,t , Ud 2,t , Uq 2,t , I d 1,t , I q1,t }; Dd 1,t is the value of Dd 1 at time t; similar for

Dq1,t , Dd 2,t , and Dq 2,t ; L ,t is the value of L at time t, and it can change nonlinearly

under different load conditions due to magnetic saturation. When PMT is within the
maximum operating temperature, PM ﬂux linkage decreases linearly as the PMT increases
[133], [134]. This linear relationship between PMT and PM ﬂux linkage can be modelled
as



 t   0 1  β TM ,t  TM ,0 



(3.12)

where  t and 0 denote the PM flux linkage at temperature TM ,t and TM ,0 , respectively,
and β is the PM thermal coefficient.
Substituting (3.12) into (3.10), the result is



α1,t  κ1,t V  ωe ,t I q1,t L I d 1,t   0  β 0 TM ,t  TM ,0 



(3.13)

In this section, inductances are assumed to be independent of PMT, but they can change
nonlinearly under different load conditions due to magnetic saturation. If (3.13) is
employed directly for PMT estimation using the least–squares method, accurate
inductances will be required, so the estimation performance will be affected by magnetic
saturation. This estimation scheme employs a LuT to cancel the inductance terms so that
the proposed estimation approach will not be affected by magnetic saturation. Suppose
that initial tests are conducted at room temperature TM ,0 and motor speed ω0 to collect
*
*
*
*
{ Ud1,0 , Uq1,0 , Ud 2,0 , Uq 2,0 } under different dq1 frame currents { I d 1,0 , I q1,0 } with the same

testing currents injected into the dq 2 frame; the PM ﬂux linkage is 0 at temperature TM ,0 .
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*
*
*
*
In this way, a LuT of { Ud1,0 , Uq1,0 , Ud 2,0 , Uq 2,0 } with respect to { I d 1,0 , I q1,0 } is built.

Based on the initial LUT data, the following can be constructed from (3.4):

α1,0  κ1,0 V  ωe,0 I q1,0  L I d1,0  0 

(3.14)


I d21,0  I q21,0 *
*
*
α

U
I

U
I

U q 2,0  U d* 2,0
 1,0
d 1,0 d 1,0
q1,0 q1,0

2I

2
I d 1,0  I q21,0

 Dq 2,0  Dd 2,0 
 κ1,0   I d 1,0 Dd 1,0  I q1,0 Dq1,0  
2I





(3.15)

*
*
where α1,0 and κ1,0 are obtained by replacing { U d*1 , Uq1 , U d* 2 , U q 2 , I d1 , I q1 } in (3.5)
*
*
*
*
with { Ud1,0 , Uq1,0 , Ud 2,0 , Uq 2,0 , I d 1,0 , I q1,0 }, Dd 1,0 is the value of Dd 1 at the initial time;

similar for Dq1,0 , Dd 2,0 , and Dq 2,0 , and L ,0 is the value of L at the initial time.
The LUT is built under different I d 1,0 and I q1,0 with the same dq 2 frame currents
injected. Hence, it is reasonable to assume that one can ﬁnd the data from the LuT satisfying
the following to construct (3.14):
I d 1,t  I d 1,0 , I q1,t  I q1,0

(3.16)

It should be emphasized that even if the LuT does not contain the data satisfying (3.16),
one can obtain the required data through interpolation providing the condition that
sufficient data are collected in the LuT. As discussed in previous sections, Dd 1 , Dq1 , Dd 2 ,
and Dq 2 are functions of stator currents. From (3.16), the stator current at time t, [ I d 1,t ,
I q1,t , I , I ]T, is equal to the initial one, [ I d 1,0 , I q1,0 , I , I ]T , in the LUT, therefore, the

following is obtained:

 Dd1,0  Dd1,t

 Dq1,0  Dq1,t

 Dd 2,0  Dd 2,t
D  D
q 2,t
 q 2,0
 L ,0  L,t

Based on (3.16) and (3.17), κ1,0 and κ1,t are equal, that is
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(3.17)

κ1,0  κ1,t

(3.18)

Substituting (3.16)–(3.18) into (3.13) and (3.14) yields.

α1,t  κ1,0 V

 LΔ,t I d 1,t   0  β 0 TM ,t  TM ,0 

ωe ,t I q1,t

α1,0  κ1,0 V
ωe,0 I q1,t

 LΔ,t I d 1,t   0

(3.19)

(3.20)

Subtracting (3.20) from (3.19) yields the model M1 in (3.21).
α1,t 
M1: TM ,t  TM ,0 

ω e ,t
α1,0
ωe,0

I q1,t ωe,t β 0



ωe,t  ωe,0 κ1,0
ωe ,t

I q1,t

V
ωe ,0β 0

(3.21)

In M1, PMT TM ,t is unknown, and other parameters are either available in the LuT or
can be calculated from the measurements, thus TM ,t can be directly estimated from M1.
*
*
*
2) Deriving Estimation M2 from (3.8): Based on the data at time t { Ud1,t , Uq1,t , Ud 2,t ,

Uq*2,t } and the initial LuT data { Ud*1,0 , Uq*1,0 , Ud* 2,0 , Uq*2,0 }, the following can be obtained
from (3.8):
α 2,t  κ 2,t V
ω e ,t
α 2,0  κ 2,0 V
ωe,0

 I q 2,t  Ld 1,t I d 1,t   t   Ld 2,t I d 2,t I q1,t

(3.22)

 I q 2,0  Ld 1,0 I d 1,0   0   Ld 2,0 I d 2,0 I q1,0

(3.23)

Based on (3.9), α 2,0 , κ 2,0 , α 2,t , and κ 2,t are given in (3.24) and the subscript “t” or “0”
denotes it is the value of the variable at time t or initial condition. Due to magnetic
saturation, Ld 1,t can be different from Ld 1,0 and Ld 2,t can be different from Ld 2,0 .
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α 2,t  U q*1,t I q 2,t  U q*2,t I q1,t

*
*
α 2,0  U q1,0 I q 2,0  U q 2,0 I q1,0

 κ 2,t  I q 2,t Dq1,t  I q1,t Dq 2,t
 κ 2,0  I q 2,0 Dq1,0  I q1,0 Dq 2,0


(3.24)

In the LuT one can ﬁnd the data satisfying.
I d 1,t  I d 1,0 , I q1,t  I q1,0

(3.25)

Since the stator current at time t is equal to that at the initial condition, the following is
obtained.
 Dd 1,0  Dd 1,t

 Dq1,0  Dq1,t
D  D
d 2,t
 d 2,0

 Dq 2,0  Dq 2,t
L  L
d 1,t
 d 1,0
 Ld 2,0  Ld 2,t

(3.26)

Based on (3.25) and (3.26), κ 2,0 and κ 2,t are equal, that is

 2,0   2,t
α 2,t 
M2 : TM ,t  TM ,0 

ω e ,t
α 2,0
ωe,0

I q 2,t ωe ,t β0



(3.27)

ωe,t  ωe,0 κ 2,0
ωe ,t

I q 2,t

V
ωe ,0β 0

(3.28)

Both M1 and M2 require the inverter distortion information for PMT estimation, thus it
is necessary to analyze how inverter distortion will affect the estimation performance.
Ideally, if the LuT is built under all speed conditions, then one can ﬁnd the data in the LuT
satisfying ωe ,0  ωe,t . In such a way, is the inverter distortion cancelled as the last term in
M1 and M2 becomes zero. However, this will increase the complexity of building the LuT.
Therefore, it necessary to compensate or cancel the inference of the inverter distortion. In
M1 and M2, inverter distortion is represented in the form of κ1,0 I q1,t and κ 2,0 I q 2,t ,
respectively. As analyzed previously, Dd 1 , Dq1 , Dd 2 , and Dq 2 are functions of the stator
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currents, and thus κ1,0 and κ 2,0 are functions of stator currents as well. In M1 and M2,
inverter distortion will be cancelled if κ1,0 and κ 2,0 become zero. dq1 frame currents are
determined by load conditions, while dq 2 frame currents are adjustable. Hence, dq 2
frame currents should be optimally selected to ensure κ1,0 satisfying (3.29) and κ 2,0
satisfying (3.30) in order to cancel the inverter distortion.

M1: κ1,0  0 

I d 1,0 Dd 1,0  I q1,0 Dq1,0
Dq 2,0  Dd 2,0



1 2
I s1,0
2I

(3.29)

M2 : κ 2,0  0  I q 2,0 Dq1,0  I q1,0 Dq 2,0

(3.30)

Hence, given I d1 and I q1 , optimal I d 2 and I q 2 can be calculated from (3.29) for M1
and (3.30) for M2.

(a)

(c)

(e)

(b)

(d)

(f)
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Figure 3–2. Investigation of inverter distortion. (a) κ1,0 I q1 and (b) κ 2,0 I q 2 for I d 1 =–5 A and I q1 =8.7 A.
(c) κ1,0 I q1 (d) κ 2,0 I q 2 for I d 1 =–2.6 A and I q1 =14.77 A. (e) κ1,0 I q1 and (f) κ 2,0 I q 2 for I d 1 =–6 A and
I q1 =10.39 A.

According to (3.15) and (3.24), calculating κ1,0 and κ 2,0 involves: 1) obtain N data
points of the inverter distorted coefficients Dd 1,0 , Dq1,0 , Dd 2,0 , and Dq 2,0 in one electrical
cycle using (2.14); 2) compute their average values Dd 1,0 , Dq1,0 , Dd 2,0 , and Dq 2,0 from
these data; and 3) calculate κ1,0 and κ 2,0 using (3.15) and (3.24). Hence, the values of κ1,0
and κ 2,0 are dependent on N. Obviously, N should be as large as possible to ensure the
accuracy of calculated κ1,0 and κ 2,0 . In the simulation, N is set to 62,800 to ensure
accuracy. Figure 3–2 presents the calculated κ1,0 and κ 2,0 with respect to dq 2 frame
currents. For I d 2  I q 2  I  0 , there will be no current injection in the dq 2 frame, but M1
requires current injection, thus κ1,0 has no meaning at I  0 . Hence, in Figure 3–2(a), (c),
and (e), I is set to be within [−5 A, −0.5 A] or [0.5 A, 5 A]. It can be concluded from Figure
3–2 that
1) for M1, κ1,0 I q1,t decreases with the increase of dq 2 frame currents, which means
that selecting a larger testing current magnitude can reduce the influence of inverter
distortion;
2) for M2, with a proper selection of dq 2 frame currents, (3.30) can be satisﬁed,
which means that the inference from the inverter distortion can be cancelled.
In most cases, it is unable to ﬁnd proper I d 2 and I q 2 satisfying (3.29) for M1 because

I d 2 and I q 2 should remain small as they do not contribute to average torque production.
However, one can ﬁnd proper I d 2 and I q 2 satisfying (3.30) for M2, thus M2 in (3.28) can
be simpliﬁed as
α 2,t 
M2 : TM ,t  TM ,0 
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ω e ,t
α 2,0
ωe,0

I q 2,t ωe,t β 0

(3.31)

Figure 3–3. Optimal Id2 for Iq2 to cancel the distortion for M2.

Given the dq1 frame currents, optimal dq 2 frame currents to cancel inverter distortion
for M2 can be identiﬁed from (3.30). For the test machine, when I q 2 is set to 2 A, optimal

I d 2 under different I d1 and I q1 to cancel inverter distortion is calculated and given in
Figure 3–3. When the test currents in Figure 3–3 are injected into the dq 2 frame, inverter
distortion can be cancelled for M2, and the temperature can be estimated from (3.31).
3.2.2 PM Temperature Smoothing Using Kalman Filter
The Kalman ﬁlter is employed to smooth the estimated temperatures in an effort to
reduce the inﬂuence from the measurement noise. PMT variation has a large constant, and
PMT increases or decreases in a short period can be approximately viewed as linear. Hence,
a linear (3.32) proposed in [69], [70], [135] is employed to model PMT variation in a short
period of time.

T (t )  T (t  1)  kM Δt

(3.32)

where T  t  and T  t 1 denote two consecutive PMTs at time t and t−1, respectively;

k M denotes the rate of temperature increase or decrease, and t denotes the sampling time.
Based on M1, M2 and (3.32), a state–space model in (3.33) is constructed for PMT
estimation.

xt 1  Axt  gt , yt  Bxt  et
where xt , yt , A and B, are deﬁned as
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(3.33)

 xt  [T (t )  T0 kM ]T

ωt


 α1,t  ω α1,0 ω  ω κ V

1,0
0
0

 t
, for M1

I
ω

β
ω
I
 q1,t e ,t 0
t
q1,t ω0β 0

 yt  
 α (t )  ωe,t α

2,0
 2

ωe,0
, for M2


 I q 2 (t )ωe,t β 0


 A  1 t; 0 1  , B  [1 0 ]

(3.34)

Here, g t and et are zero–mean noise with covariance G and E, respectively, where G
and E can be selected according to [69], [70], [135]. Since (3.33) is linear, Kalman ﬁlter is
employed to estimate PMT, which involves the following four steps: 1) calculate yt using
(3.34); 2) estimate the state at t using (3.35); 3) update the state using (3.36), and yt ; 4)
calculate the PMT using (3.38).
xˆt  Axˆt 1

(3.35)

xˆt  xˆt  K t ( yt  Bxˆt )

(3.36)

 K t  Pt  BT (BPt  BT  E ) 1
 
T


 Pt  APt 1A  G, Pt  Pt  K t BPt

(3.37)

Tˆ (t )  xˆt (1)  T0

(3.38)

where xˆt and xˆt are predicted and estimated states at time t.
3.2.3 Experimental Investigations
To perform PMT estimation, the ﬁrst step is to build the LuT. In particular, the LuT is
built for two speeds, namely, 100 and 300 r/min. In building the LuT for M1, dq 2 frame
current magnitude is experimentally selected to be 2 A; in building the LuT for M2, optimal

dq 2 frame currents in Figure 3–3 are selected. The LuTs built for M2 at 100 and 300 r/min
are shown in Figure 3–4, and the ones for M1 are similar. With these LuTs, PMT can be
estimated from real–time measurements.
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(a)

(b)

(c)

(d)

Figure 3–4. LuTs built at 100 and 300 r/min for M2. (a) dq1 frame voltages at 100 r/min. (b) dq2 frame
voltages at 100 r/min. (c) dq1 frame voltages at 300 r/min. (d) dq2 frame voltages at 300 r/min.

Two tests, Test 1 and Test 2 are conducted under various speeds and loads to evaluate
the proposed approach. Specifically, Test 1 is conducted at a low speed of 100 r/min with
a load torque of 68 Nm; Test 2 is conducted under various speed and load conditions, in
which the load torque is 66.5 Nm and the speed is 400 r/min in the first hour, and then the
load torque and speed are decreased to 48.5 Nm and 200 r/min, respectively, and the load
torque is further reduced to 21 Nm after 80 minutes; According to (2.26), the voltage drop
due to PM ﬂux linkage is proportional to the speed. This means that the higher the speed
is, the higher the signal–to–noise ratio of the measurements will be. Therefore, the
estimation performance at higher speeds is generally better than that at low speeds. In tests
1 and 2, temperature estimation is performed every one minute as temperature variation
has a large time constant, thus the test current injection in the dq 2 frame is at the same rate
and each time dq 2 frame currents are injected for a duration of one second.
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(a)

(b)

(c)

(d)

Figure 3–5. Measurements in Test 1. (a) Speed. (b) Currents. (c) dq1 frame voltages. (d) dq2 frame voltages.

Figure 3–6. PMT estimation result in Test 1.

In Test 1, the measured speed, currents and voltages are shown in Figure 3–6. With these
data, the estimated PMT is shown in Figure 3–6, in which the measured PMTs and the
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estimated ones using M1 and M2 without Kalman ﬁlter are also compared. The parameters
of Kalman ﬁlter used are as follows. The covariance G depends on the maximum
temperature variation within t . Here, t is 1 minute and G is selected to be [22 0; 0 1].
The covariance E depends on the variation of yt within t . E is experimentally selected
to be 22. From Figure 3–6, at the beginning, 20th and 40th minute and the end of Test 1, the
estimated PMTs based on M1 are 24.3, 33.8, 39.7, and 43°C, respectively, the estimated
ones based on M2 are 24.2, 32.2, 38.2, and 41.9°C, respectively, while the measured one
is 24.5, 31, 37.4, and 41°C, respectively. It can be seen that the estimation error is within
3°C by using M1 and it is within 1.5°C by using M2. Moreover, Figure 3–6 shows that
using Kalman ﬁlter can help to smooth the estimated temperature to reduce the inﬂuence
from measurement noise.

(a)

(b)

(d)

(c)

Figure 3–7. Measurements in Test 2. (a) Speed. (b) Currents. (c) dq1 frame voltages. (d) dq2 frame voltages.

78

Figure 3–8. PMT estimation results in Test 2.

In Test 2, the motor speed is ﬁrst set to 400 r/min and then reduced to 200 r/min at the
60th minute, while the load torque is 66.5 Nm and reduced to 48.5 and 21 Nm at 60 th and
80th minute respectively. The measured PMTs are 24°C at the beginning and 35°C at the
end. The measurements are shown in Figure 3–7, and the estimated PMTs are compared
with the measured ones in Figure 3–8. The PMT increases in the ﬁrst hour and then
decreases due to the reduction of load torque. Moreover, when the load torque is reduced
from 48.5 to 21 Nm, the temperature decrease rate is increased, which is due to the further
reduction in motor loss. As can be seen from Figure 3–8, the estimation error of PMT is
0.6°C at the beginning, 1.8°C at 30th minute, and 0.4°C at 60th minute, 1.1°C at 80th minute,
and 1°C at the end. The estimation error is less than 2°C, thus the proposed approach can
achieve accurate PMT estimation under various operating conditions.
3.3. Dual DC Current Injection–Based Winding Temperature Tracking
In this section, a novel dual DC current injection–based temperature estimation method
is proposed, which is independent of motor operating conditions, and it is convenient to
implement in online applications because of its high real–time capability. This proposed
estimation scheme features the cancellation of VSI nonlinearity and magnetic saturation
effects. Moreover, the proposed approach is convenient to employ in real–life application
due to only command voltage and current measurements involved. The VSD model for
dual three–phase PMSM is presented in Chapter 2, and in this section, the dual DC current
injection–based resistance estimation method is proposed, which can eliminate the
distorted voltage effect. Furthermore, the Kalman filter is employed to track the
temperature variation in Section 3.3.2, and the experiments conducted under different
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speed and load conditions validate the proposed method on a laboratory dual three–phase
PMSM in Section 3.3.3.
3.3.1 Deriving Winding Temperature Estimation Model
The proposed winding temperature tracking technique is a resistance–based approach.
As shown in (2.26), the resistance information can be fetched for temperature estimation
with no interference with dq1 frame, which results in the following advantages:
i.

The temperature estimation does not require any disturbance in the dq1 frame. Thus,
the output torque will not be impacted.

ii.

The inductance terms can be eliminated, which results in only current and voltage
measurements involved during temperature estimation.

iii.

The temperature estimation will not be affected by magnetic saturation induced by
currents in the dq1 frame due to no inductance terms involved in the estimation
equation.

iv.

With the proper current configuration in the dq 2 frame, the VSI nonlinearity terms
in dq 2 voltage equations can be eliminated in temperature estimation.

In this proposed estimation scheme, a novel winding temperature tracking technique is
proposed based on dq 2 voltage equations in which the influence from VSI distortion is
eliminated. Specifically, dq 2 voltage equations can be transformed through multiplying

I d 2 and I q 2 , respectively, and yields the equation below:
 I U   I d 2 Dd 2 V  RI d22  ωe Lq 2 I q 2 I d 2
dq2 :  d 2 d 2
2
 I q 2U q 2  I q 2 Dq 2 V  Riq 2  ωe Ld 2 I d 2 I q 2

(3.39)

Furthermore, as stated in [7], [126]–[128], [136], [137] the inductances, Ld 2 and Lq 2 ,
in the dq 2 frame are equal. Then, adding two voltage equations in (3.39) yields the
equation below:





I d 2U d 2  I q 2U q2  I q22  I d2 2 R   I d 2 Dd 2  I q 2 Dq 2  V
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(3.40)

To further cancel the distorted voltage in (3.40), the characteristics of VSI nonlinearity
are discussed, and the corresponding equations are derived for dual three–phase PMSM.
[129] and [138] analytically investigated the VSI voltage distortion impact on the motor
drive for single three–phase PMSM, which acknowledged that the distorted coefficients
vary with current angle variation. A similar situation exists in the dual three–phase PMSM.
To explicitly describe the influences of various current angles on the distorted voltages of
dual three–phase PMSM, two current angles, namely γ1 and γ 2 in (3.41), are defined in

dq1 and dq 2 , respectively.
dq1 : γ1   actan  I d 1 I q1 
dq2 : γ 2  actan  I q 2 I d 2 

(3.41)

Particularly, the AC currents are the functions of electrical angles θ e , γ1 and γ 2 with
consideration of pure sinusoidal AC waveform and two cases related to the proposed VSI
non–linearity effect cancellation are discussed.
Case 1: When the motor performs at I d 2  I q 2  0 control, only γ1 exists. Then,
considering γ1  γ , (3.42) can be inversely derived through VSD transformation matrix.

  I s1 sin(θ  γ) 


  I s1 sin(γ)   I s1 sin(θ  γ  π / 3) 

   I cos(θ  γ  π / 6) 
T  I s1 cos(γ) 
3Tdq
  s1


  I s1 cos(θ  γ  π / 3) 
0

 
I s1 cos(θ  γ  π / 3) 
0




  I s1 cos(θ  γ) 
where I s1  I d21  I q21
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(3.42)
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Figure 3–9. Variations of distorted coefficients at a different current angle γ1. (a) Variations of dd1 and dq1 at
γ1=0° and γ1=30°. (b) Variations of dd2 and dq2 at γ1=0° and γ1=30°.

Figure 3–9 illustrates the variations of d d 1 , d q1 , d d 2 and d q 2 with γ1 =0° and 30° for a
given electrical cycle and DC components of d d 1 , d q1 change with the current angle but
for d d 2 , d q 2 they do not.
Case 2: Owing to total decomposition between dq1 and dq 2 frames, the two current
angles affect AC current waveform independently, hence concerning current components
in the dq 2 frame, (3.42) can be extended considering γ1  γ 2  γ and yields the equation
below:

   I s1  I s 2  sin(θ  γ) 


  I s1 sin(γ)    I s1  I s 2  sin(θ  γ  π / 3) 
 I cos(γ)    I  I cos(θ  γ  π / 6) 
    s1 s 2 
3TdTq  s1

 I s 2 cos(γ)    I s1  I s 2  cos(θ  γ  π / 3) 

 

 I s 2 sin(γ)    I s1  I s 2  cos(θ  γ  π / 3) 
   I s1  I s 2  cos(θ  γ) 
where I s 2  I d22  I q22
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(3.43)

(a)

(b)

Figure 3–10. Waveforms of AC currents with Id 2  Is 2 cos  γ , I q 2  I s 2 sin  γ  and with I d 2  0 , I q 2  0
control. (a) Variations of phase a and phase x currents. (b) Variations of abc–phase currents.

Comparing (3.43) with (3.42), the amplitudes of abc –phase currents increase by
( I s1  I s 2 ) and the amplitudes of xyz –phase currents reduce by ( I s1  I s 2 ) which means
that the positions of zero–crossing are fixable. Figure 3–10 demonstrates the current
waveform variation considering Case 1 and Case 2. As shown in Figure 3–10(a), phases a
and x currents are plotted in dash lines with setting I q1  14 A, I d 1  3 A, I d 2  0 A, and
I q 2  0 A corresponding with I s1  14.3 A and I s 2  0 A, and in solid lines with setting
I q1  14 A, I d 1  3 A and I d 2  1.9556 A, I q 2  0.4191 corresponding with I s1  14.3 A

and I s 2  2 A, similar to Figure 3–10(b). In Figure 3–10, the AC currents can be divided
into several sectors according to each zero–crossing point.
For each sector, the signs of currents are labelled ‘+’ or ‘–’ which indicate positive and
negative accordingly, and it is clearly seen that the signs of AC current are kept consistent
and independent of Case 1 and Case 2. According to Fig. 3–10, the additional currents in
the dq 2 frame in Case 2 act as scaling the amplitude of abcxyz –phase currents in Case 1.
This fact that unaffected the polarity of AC current results in a potential benefit on
resistance estimation, which is capable of cancelling the VSI nonlinearity effect in (3.40).
To achieve this, this section proposes to utilize the DC components of dq–axis currents and
voltages for resistance estimation, which are presented in (2.25).
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On the basis of the features clarified in Case 1 and Case 2, in the proposed temperature
tracking technique, one set of fixed currents shown in (3.44) and (3.45) is required to be
injected into the dq 2 frame.
γ 2  γ1  γ  actan  I d 1 I q1 

(3.44)

*
i   I s1 sin(γ)
dq1 :  d*1
 iq1  I s1 cos(γ)
Δid* 2  I s 2 cos(γ)
dq2 :  *
 Δiq 2  I s 2 sin(γ)

(3.45)

*
where id*1 and iq1 are indicated as the current commands in the dq1 frame; id 2 and iq 2



are represented as injected currents in the dq 2 frame; I s22  id* 2

   i 

definition in the dq1 frame, where I s21  id*1

2

* 2
q1

   i 
2

* 2
q2

; similar

. With regard to the polarity of AC

currents, the signs of AC current in (3.42) are the same as the ones in (3.43) for a given
electrical cycle. From Figure 3–9(b), since the variations of d d 2 and d q 2 periodic around
zero position, the DC components of dq1 and dq 2 distorted coefficients are calculated as
zero for γ=0° and 30°and for γ varying from 0° to 30° the d d 1 , d q1 and d d 2 , d q 2 are
plotted in Figure 2–5. Particularly, it is concluded that for both Case 1 and Case 2 the DC
components of d d 2 and d q 2 calculated in one electrical cycle are independent of different
current angles (γ) and the rotor positions, which is denoted as the equation below:

dq2 : Dd 2  γ   0, Dq 2  γ   0, γ  045

(3.46)

To eliminate the distorted voltage terms in (3.40), the substitutions of (3.44)–(3.46) into
(3.40) yield (3.47) at time t .

Δiq 2,tU q2,t  Δid 2,tU d 2,t
ˆ
Rt 
2
2
 Δid 2,t    Δiq 2,t 

(3.47)

The winding temperature as a function of winding resistance can be estimated in °C as
[73], [139].
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 Rˆ

Tˆw,t   t Tw,0  234.5   234.5
 R0


(3.48)

Furthermore, by means of (3.47) and (3.48) the temperature estimation is represented at
time t as

TˆW ,t





 ΔI q ,tU q 2  ΔI d ,tU d 2  TW ,0  234.5  

  234.5
2
2
Δ
I

Δ
I
R


 d 2,t   q 2,t  0







(3.49)

where R0 is the base resistance measured off–line at temperature TW ,0 . The objective of
winding temperature estimation is to utilize (3.47) with { t  0,1, 2,... } to estimate TW ,t
through (3.49).

(a)

(b)
Figure 3–11. Diagram of the proposed Kalman filter based winding temperature estimation approach.
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3.3.2 Winding Temperature Smoothing Using Kalman Filter
In PMSMs, winding temperature varies continuously during machine operation, and the
temperature at the current time instance is correlated to the one at a previous time instance.
For this reason, a state–space equation is developed to model winding temperature
variation in reference to time and accordingly the Kalman filter is employed to improve
the estimation performance, the overall schematic representation is shown in Figure 3–11.
The winding temperature variation within a short period can relatively be regarded as linear
changes. In this manner, the linear temperature relationship between time (t  1) and time
t is described as

T (t )  T (t  1)  kW Δt

(3.50)

where T (t ) and T (t  1) are temperatures at time t and (t  1) , respectively; kW and Δt
denote the slope of temperature variation and the sampling time accordingly. To implement
a Kalman filter in winding temperature estimation, (3.51) is defined as the state–space
model and (3.52) is constructed as an observation model.
xt  T  t   T0

kW 

T

yt  Rˆ  t  234.5  T0  R0  234.5  T0

(3.51)
(3.52)

Substituting (3.50) into (3.51) and (3.52) yields the state–space model (3.53) and (3.54)
for winding temperature estimation, which has been discussed in previous section.

xt 1  Axt  gt , yt  Bxt  et

(3.53)

A  1 t; 0 1  , B  [1 0 ]

(3.54)

where

3.3.3 Experimental Investigations
The experiments are performed on a laboratory dual three–phase IPMSM which is
depicted in Figure 2–1, and the machine parameters are listed in Table 2–1. One set of
fixed currents are injected into the dq2 frame during operating conditions, and the data
sampling rate is 1 kHz. During this experimental validation, four tests are conducted to
investigate how the proposed estimation method tracks the stator winding temperature
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under different load and speed conditions. The currents in the dq1 frame are selected to
produce a high–torque output which can increase the high winding temperature. For the
test sequence below, ‘T’ is short for ‘Test’ and subscript is used to distinguish different
tests. ‘ N s ’ is denoted as mechanical speed in r/min:
i.

T1: I q1  14 A, I d 1  3 A, N s  100 r/min; to investigate how the proposed
resistance estimation approach performs.

ii.

T2: I q1  13 A, I d 1  3 A, N s  100 r/min; to investigate how the proposed
temperature estimation performs under different load conditions.

iii.

T3: I q1  14 A, I d 1  0 A, N s  300 r/min; to investigate how the proposed
temperature estimation performs under different speed conditions.

iv.

T4: I q1 varies from 14 to 13 A with I d 1  2 A, Ns = 100 r/min; to investigate
how the proposed approach tracks temperature under different operating
conditions, which is capable of overheat protection.

(a)

(b)

Figure 3–12. Iq1=14 A, Id1=–3 A at 100 r/min the AC waveform around current injection. (a) ax–phase
currents waveform before (black) and during injection (dark blue, light blue). (b) abc–phase currents
waveform before (black) and during injection (dark blue, pink, light blue).
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(a)

(b)

(c)

(d)

Figure 3–13. The variation of measurements and estimates associated with the proposed estimation method
before and during the injection. (a) Variations of measured torque, Iq1 and Id1 with respect to time. (b)
Variations of U*d2, U*q2, Id2 and Iq2 with respect to time. (c) Variations of estimated resistance using the
proposed method with respect to time. (d) Measured temperature estimated temperature with and without
Kalman filter.

As derivation mentioned above in Section 3.3.1, the injected currents act as a multiplier
so that the polarity of AC currents are consistent before and during the injection. In Figure
3–12, real–life AC current components are presented to prove the theory which is
developed in Section 3, and the unaffected zero–crossing points depicted in Figure 3–12
correspond with simulation results illustrated in Figure 3–10. As shown in Figure 3–12,
the phase angle between a and x phases remains at π/6 and phase angle between each
phase in the abc –phase is 2π/3 before and during the current injection. Thus, according to
(2.14) and (3.43), the distorted coefficient values are consistent before and during current
injection in real–life application.
Figure 3–13(a) demonstrates that the proposed injection strategy does not interfere with
torque output, and the current commands in dq1 frame are set to I q1  14 A and I d 1  3
A, which are independent of the operating condition. Before current injection, the dq2 –
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axis currents are set to zero which is shown in Figure 3–13(b) left, after continuous
operation around 15 min, currents calculated through (3.45) are injected into dq2 frame
which is shown in Figure 3–13(b) right. However, the averages of voltage measurements
*
in dq2 frame, namely U d* 2 and U q 2 , vary with temperature rise. According to the

resistance estimation method described in Section 3.3.1, the variation of resistance is
observed in Figure 3–13(c) right and Figure 3–13(d) demonstrates the comparison between
the measured temperature and estimated temperature with and without Kalman filter,
which presents a good tracking performance.

(a)

(b)

Figure 3–14. The comparison of the measured temperature and estimated temperature with and without
Kalman filter under. (a) Iq1=13 A, Id1=–3 A at 100 r/min. (b) Iq1=14 A, Id1=0 A, at 300 r/min.

The proposed winding temperature estimation is extensively demonstrated under one
load condition in Test 1, and in order to validate the approach under different operating
conditions, Tests 2 and 3 are conducted. Figure 3–14(a) and (b) illustrate that the proposed
approach is also suitable for I d 1  0 control and works properly under other speed
condition. In Test 2, the experiment is conducted with I q1  13 A and I d 1  3 A under
100 r/min, and 61 Nm and winding temperature rise from 24 to 57°C within 70 min. In
Test 3, the experiment is conducted with I q1  14 A and I d 1  0 A under 300 r/min and 55
Nm, which leads to the winding temperature rising from 25 to 56°C within 50 min. The
maximum estimation error does not exceed 3°C. Even though the load in Test 2 is larger
than in Test 3, the variation rate of temperature is slower in Test 2, which results in the
temperature changing faster under I d 1  0 control compared with motor performing in flux
weakening region.
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(a)

(b)

(c)
Figure 3–15. The variation of various components associated with the proposed estimation method under
variable conditions. (a) Variations of measured torque, Iq1 and Id1 with respect to time. (b) Variations of Id2
and Iq2 with respect to time. (c) Measured temperature estimated temperature with and without Kalman filter.

The previous three tests are conducted to validate that the proposed approach is capable
of tracking winding temperature properly and accurately. However, thermal protection is
an indispensable application in the real–life drive, and for this reason, the proposed
estimation method is required to be able to track temperature at the variable operating
condition. For this reason, two operating conditions are performed, which consists of two
scenarios shown in Table 3–1.
TABLE 3–1. CURRENT COMMANDS IN DQ1 AND DQ2 FRAMES UNDER TWO DIFFERENT SCENARIOS

Configuration index

Scenario I

Scenario II

I q1 (A)

14

13

I d1 (A)

–2

–2

I d 2 (A)

1.9799

1.9767

I q 2 (A)

0.2828

0.3041

90

Te (Nm)

62

58

N s (r/min)

100

100

The motor performs at condition represented by scenario I for 57 min, and at condition
*
represented by scenario II for 16 min. In scenario I, iq1 and id*1 are set to 14 and –2A which

produce 62 Nm and in scenario II for the purpose of over–temperature protection, reducing

iq*1 by 1 A results in 4 Nm decrease. With the reduction of output torque, the winding
temperature remains stable at 58°C. Figure 3–15(a) demonstrates the variation of measured
torque and currents in dq1 frame. As mentioned above, the injection occurring in dq2 frame
will not interfere with the output torque. In Figure 3–15(b), it is shown that the id 2 and
iq 2 can automatically adjust the amplitude based on different I d1 and I q1 according to

Figure 3–15(b). Figure 3–15(c) illustrates the variation of estimated temperature from 24
to 59°C and stabilizing at 58°C and Test 4 validates the proposed approach can accurately
track the winding temperature at the varying operating condition. Especially, the oscillation
of estimated temperature after Kalman filter is getting smaller from thumbnail in Fig. 3–
15(c), which decreases the chances of false alarm related to overheat protection.
This section proposed a novel resistance–based stator winding temperature estimation
and tracking technique, where the dual DC current injection is utilized. The main
contributions are as follows:
i.

the proposed technique can track the winding temperature properly at various
operating conditions without disturbance;

ii.

VSI non–linearity and magnetic saturation effects are not involved in this
tracking method;

iii.

the proposed approach is implemented conveniently in real–life applications
because of low computational cost.

However, some findings of this section are also of concern. Without interference with
output torque, the AC current can be operated by distributing different currents in dq1 and

dq2 frames. The controllable unbalanced AC currents can be considered in some other
applications such as fault–tolerant control and parameter estimation. The proposed
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approach can be implemented under any operating conditions. From experimental results,
it is also proficient in thermal protection.
3.4. Simultaneous Winding and PM Temperature Estimation
In most instances, the result–to–reason approach, such as PM flux linkage/winding
resistance detection–based method, is more preferable in the way of monitoring
rotor/winding temperature due to the temperature–dependency of motor parameters and
better computational efficiency. To this end, by taking the advantages of additional
freedom of multi–phase windings, this section proposes a novel simultaneous stator
winding and PM temperature estimation technique for dual three–phase PMSMs [135].
Compared with the existing simultaneous estimation method proposed for traditional
three–phase PMSMs in [70], during the temperature tracking period, the proposed method
not only cancels the inductance effect but also eliminates the VSI nonlinearity effect in the
model. Moreover, the proposed approach obtains the initial temperature condition through
standstill resistance estimation instead of using a look–up table as in [70].
3.4.1 Deriving Simultaneous Temperature Estimation Model
The concept of the proposed estimation method is to estimate the winding and PM
temperatures through tracking voltage difference in the dq1 and dq2 frames. To ensure the
proposed model is suitable for different control strategies, two cases regarding PM
temperature estimation are discussed separately in this section.
Case 1: Considering id 1 =0 the q –axis voltage equation in the dq1 frame can be
rewritten as,

ωe  uq*1  Riq1  dq1V

(3.55)

Case 2: Considering id 1 ≠0, multiplying d –axis voltage equation and q –axis voltage
equation in by d q1 and d d 1 accordingly yields (3.56).

d q1ud*1  d q1d d 1V  d q1Rid 1  d q1ωe Lq1iq1
dq1 : 
*
d d 1uq1  d d 1d q1V  d d 1Riq1  d d 1ωe  Ld 1id 1   
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(3.56)

Considering the existing inverter nonlinearity in (3.56) and, hence to eliminate the
distorted voltage effect, subtracting the first voltage equation from the second voltage
equation in (3.56) and yields.
a 

d d 1uq*1  d q1ud* 1  R  d d 1iq1  d q1id 1 

(3.57)

d d 1ωe

where

a

d d 1Ld 1id 1  dq1Lq1iq1

(3.58)

dd1

In both aforementioned cases, resistance is still involved. In such a way, resistance
estimation is also required during PM temperature estimation, which can be fetched from
the dq2 frame and multiplying the upper term and lower term by id 2 and iq 2 , respectively,
yields. Adding two voltage equations in (2.26) derives (3.59).
R

iq 2uq* 2  id 2ud* 2

i

2
q2

i

2
d2





i

d  id 2 d d 2  V

q2 q2

i

2
q2

 id2 2

(3.59)



Substituting (3.59) into (3.55) and (3.57) , respectively, yields (3.60).

 ωe  b  c iD1  0

a    d  e iD1  0

(3.60)

where


d d 1 Ld 1id 1  d q1Lq '1iq1
iq1iq 2uq* 2  iq1id 2ud* 2
*
, b  uq1 
a 
dd1
iq22  id2 2


 iq1  iq 2 d q 2  id 2 d d 2 


c


d


q1  V
2
2
i

i
q2
d2




*
*
d d 1uq*1  d q1ud*1 iq 2uq 2  id 2ud 2  d d 1iq1  d q1id 1 


d 
d d 1ωe
d d 1 iq22  id2 2 ωe


 iq 2 dq 2  id 2dd 2  dd1iq1  dq1id1  V

e


d d 1 iq22  id2 2 ωe
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(3.61)

It should be noted that PM flux linkage is isolated from voltage measurements in (3.60)
and it is only represented as function of currents and voltages in the dq1 and dq2 frames.
However, the VSI dead–time voltage, namely  V , is still present in (3.60) and (3.61). To
cancel this effect, the proposed current control strategy and the DC components are utilized
in the proposed estimation technique. In this section, γ is defined as the current angle in the

dq1 frame and one set of currents is injected into dq2 frame and totally four current
commands are delivered to the controller, which are declared in (3.62).
To obtain DC components of voltages, currents and distorted coefficients in the dq1 and

dq2 frames, (2.25) is defined as an average operation.
id 1   I s1 sin  γ  , iq1  I s1 cos  γ 

id 2  I s 2 cos  γ  , iq 2  I s 2 sin  γ 

(3.62)

From Figure 3–9, it is observed that the coefficients in dq2 frame vary periodically
around the zero axes, as the DC components of distorted coefficients illustrated in Figure
2–5. The proposed current injection in (3.62) does not interfere with the polarities before
and after current injection, which is depicted in Figure 3–10. The unchanged zero–crossing
points result in the same profile of mean values of distorted coefficients as the one before
current injection. To this end, during current injection operation, the distorted coefficients
in the dq2 frame are equal to zero and independent of current angle and electrical angle.
Substituting (3.46) and (2.25) into estimation models (3.60) and (3.61) yields (3.63) and
(3.64).

ωe  B  C id 1  0

 A    D id 1  0
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(3.63)

Dd 1Ld 1I d1  Dq1 Lq1I q1

A
Dd 1


I I U*  I I U*
 B  U q*1  q1 q 2 q22 q21 d 2 d 2

Iq2  Id 2

 C  D V
q1


I q 2U q*2  I d 2U d* 2  Dd 1 I q1  Dq1 I d 1 
D U *  Dq1U d*1
 D  d 1 q1

Dd 1ωe

Dd 1 I q22  I d22 ωe












(3.64)



Moreover, considering the average based estimation models at time t , (3.65) and (3.66)
can be obtained. The variables with the subscript with ‘0’ are regarded as initial
measurements (when t  0 ) in one consistent operating condition.



Rt  I q 2,tU q*2,t  I d 2,tU d* 2,t
  t ωe ,t  Bt  Ct

 At   t  Dt

 I

2
q 2,t

 I d22,t



(3.65)

id 1  0

(3.66)

id 1  0

The resistance and PM flux are extracted from (3.65) and (3.66), and the difference of
two terms are represented as functions of DC components in the dq2 frame in (3.67) and
(3.68).

Rt  R0 

I q 2,tU q*2,t  I d 2,tU d* 2,t
I q22,t  I d22,t





I q 2,0U q*2,0  I d 2,0U d* 2,0
I q22,0  I d22,0



  Btk  B0k   0k ωek,t  ωek,0  ωek,t

    
k
k
Dt  D0

k
t

k
0

id 1  0
id 1  0

(3.67)

(3.68)

In a real–life application, the winding resistance increases and PM flux linkage decreases
with the increase of temperature. The linear thermal models regarding winding resistance
and PM with respect to temperature are investigated in [70], [78], [135].

 Rt  R0 1  α TW ,t  TW ,0  




 t   0 1  β TM ,t  TM ,0  
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(3.69)

where the variables ‘ TW ’ and ‘ TM ’ represent winding and PM temperatures, respectively.
Also, the subscripts ‘W’ indicates the stator winding and ‘M’ indicates the PM. However,
‘α’ and ‘β’ are winding resistive and PM flux thermal coefficients, accordingly. As currents
in dq1 and dq2 frames are regulated by the PI controller, during the same operating
condition, the currents at time t can be regarded as the same as initial status. Therefore,
substituting (3.69) into (3.67) and (3.68) yields (3.70) and (3.71).

TW ,t  TW ,0 

I q 2,tU q*2,t  I d 2,tU d* 2,t



R0 α I q22,t  I d22,t





k
M ,t

T

T

k
M ,0



I q 2,0U q*2,0  I d 2,0U d* 2,0



R0 α I q22,0  I d22,0

 Btk  B0k   0k ωek,t  ωek,0

 0k βωek,t


Dtk  D0k


 0k β






(3.70)

id 1  0
(3.71)

id 1  0

Hereby, (3.70) and (3.71) are a derived model for simultaneous winding and PM
temperature estimation. The initial winding temperature can be estimated at a standstill
condition. As the winding temperature has no significant effect on PM temperature at the
machine standstill, the initial PM temperature can be assumed the same as the initial
winding temperature, which is validated in the experimental section of the paper.
Furthermore, to improve the tracking performance of the proposed model, the Kalman filter
is implemented, and in Section 3.4.2 further details are presented.
3.4.2 Winding and PM Temperature Tracking Method
To improve the estimation performance, typical Kalman filter procedures are introduced
and employed in this Section, which consists of two steps: state prediction and
measurement update. However, the winding and PM temperatures at a current time
instance are correlated to the ones at a previous time instance. For this reason, the
description of winding and PM temperature variations with respect to time can be presented
as

TW ,t 2  TW ,t1  aW t  0.5bW t 2

2
TM ,t 2  TM ,t1  aM t  0.5bM t
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(3.72)

variables ‘ TW ,t1 ’ and ‘ TW ,t 2 ’ are denoted as winding temperatures at time t1 or t 2 ;
Variables ‘ aW ’ and ‘ bW ’ are represented as winding temperature variation speed and
acceleration accordingly. Similar definition in PM temperature model.
The winding and PM temperatures varying in a short period of time can be regarded as
linear. Consequently, the state–space model incorporating (3.70)–(3.72) can be deduced as

xt  TW ,t  TW ,0

aW

bW

TM ,t  TM ,0

aM

b M 

yt   P Q 

T

T

(3.73)
(3.74)


I q 2,tU q*2,t  I d 2,tU d* 2,t I q 2,0U q*2,0  I d 2,0U d* 2,0

P 
R0 α I q22,t  I d22,t
R0 α I q22,0  I d22,0



 Bt  B0   0  ωe,t  ωe ,0 

id 1  0

 0βωe,t


Q  
Dt  D0


id 1  0


 0β



(3.75)

 xt 1  Axt  g t

 yt  Bxt  et

(3.76)



A
A   33
 033



033 
,A
A 33  33





1 t 0.5t 2 


 0 1
t 
0 0
1 


1 0 0 0 0 0 
B

0 0 0 1 0 0 

(3.77)

(3.78)

where t is the sample time; A is the state transition matrix; B is the measurement matrix;

xt and yt are state vector and observer vector, respectively; g t and et are the zero–mean
system with noise covariance G and E accordingly.

97

(a)

(b)

(c)
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(d)
Figure 3–16. Simultaneous winding and PM temperature estimation scheme. (a) Control diagram. (b)
Estimation schematic. (c) Proposed simultaneous winding and PM temperature estimation strategy. (d) The
overall temperature estimation scheme.

(a)
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(b)
Figure 3–17. Experimental set–ups for dual three–phase IPMSM. (a) Dual three–phase PMSM. (b) Different
ventilating conditions.

The aforementioned Section A constructs the Kalman filter model incorporating the
proposed temperature tracking approach, and in this subsection, the Kalman filter
algorithm is presented. Figures 3–16(a) and (b) illustrate the control diagram and
estimation scheme, respectively, and Figure 3–16(c) explain the proposed temperature
estimation strategy where winding temperature estimation is independent of the operating
condition, but for PM temperature, the current initial temperature is correlated to the end
temperature at the previous steady state. The filtering process is formulated as (3.35)–
(3.37).
3.4.3 Experimental Investigation
Experiments are performed on a laboratory dual three–phase PMSM illustrated in Figure
3–17(a) where heat is dissipated by the fin surface and ventilating openings. The motor
drive system is controlled by an FPGA (field–programmable gate array) based real–time
simulator, which is coupled to a dynamometer. However, to collect winding temperature
accurately, six two–wire platinum resistance thermometers (PRTs) are mounted in the
stator winding, and a data acquisition system is utilized to track winding thermal condition.
In terms of PM temperature measurement, a thermal imager is capable of observing PM
temperature at the beginning and end of each test. It should be noted that the measured
permanent magnet temperature by IR sensor at a standstill is accurate, however the
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temperatures measured during machine operations have limited accuracy because of the
rotation of PMs. From the perspective of machine control, the sampling frequency of real–
time simulator is 40 kHz, a down–scaled sampling frequency 1 kHz is utilized to collect
measurements for temperature estimation.
The overall temperature estimation scheme is described in Figure 3–16(d) and consists
of two procedures, namely, initial estimation and online estimation. The intention of
estimation at a standstill is to estimate the initial winding and PM temperatures. Hereby,
this section firstly demonstrates the procedure of the evaluation of the initial temperature,
and additionally, four tests at the different operating conditions with different ventilating
conditions in Figure 3–17(b) for a considerable amount of time, are conducted to validate
the proposed simultaneous winding and PM temperature scheme.
Different indices are used to distinguish different tests below where ‘ N s ’ is denoted as
mechanical speed in r/min. It is noted that Tests 1 and 2 demonstrate the proposed method
is independent of speed condition, and the versatility and adaptability of the proposed
estimation technique are evidenced by Tests 2, 3 and 4. It is worth mentioning that Tests
1–3 are conducted with ventilating openings, and Test 4 is conducted without ventilating
openings as illustrated in Figure 3–17(b).
i. T1: id 1  0 A, iq1  13 A, N s  100 r/min; to investigate how the proposed
simultaneous winding and PM temperature estimation method performs under

id 1  0 A control.
ii. T2: id 1  0 A, iq1  14 A, N s  300 r/min; to investigate how the proposed
estimation method performs under id 1  0 A at a different speed condition.
iii. T3: id 1  5 A, iq1  14 A, N s  300 r/min; to investigate how the proposed
estimation method with id 1  0 A performs at a different speed condition.
iv. T4: I s1 is set to be 13 A and γ varies from 0° to 45°, N s  200 r/min; The four
operating conditions listed in Table 3–2 is to investigate how the proposed method
simultaneously tracks winding and PM temperatures under continuously changing
conditions, which is capable of overheat protection.
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TABLE 3–2. OPERATING CONDITIONS FOR TEST 4

I s1 (A)

γ1 (°)

Ld 1 (mH)

Lq1 (mH)

13

0

21.3

32.9

13

15

21.1

33.6

13

30

19.0

34.7

13

45

20.2

34.0

(b)

(a)

(d)

(c)

Figure 3–18. Winding temperature estimation at a standstill. (a) Speed and torque condition. (b) Six–phase
currents. (c) Winding temperature estimation iteration and PM temperature measured by IR thermometer.

As reported in [40], dq2 currents do not contribute to the air–gap torque, therefore dq2
currents have no interference with torque production, and thus machine remains standstill
during the injection. Winding resistance can be directly estimated through the current
injection in the dq2 frame, which can be further used to estimate the initial winding
temperature. Instead of look–up table based initial PM temperature determination as stated
in [70], the initial PM temperature is assumed to be the same as winding temperature at a
standstill condition. Recursive least square (RLS) is employed to converge the estimated
temperatures, and a typical RLS procedure is presented in (2.32). where  k , Pk and G k
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are two–dimensional matrices. In the case of winding resistance estimation at a standstill
as shown in Figures 3–18(a) and (b), the distorted coefficients are calculated through (3.79)
and (3.80) describes the variables fitting in with (2.32) and the initial temperatures are
further evaluated by (3.81), meanwhile Figures 3–18(c) and (d) demonstrate the
convergence experimentally, and the estimated winding temperature is compared with the
PM temperature captured by the infrared thermometer. The estimated winding temperature
is 24.55°C while the averaged measured PM temperature is 24.57°C and averaged
measured winding temperature is 24.42°C from the temperature recorder, which shows
very small differences.
 d d 1

d q1

dd 2

d q 2   Tdq sign  iabcxyz 

y  U d* 2,m U q*2,m 
 I d 2,m
 I q 2,m



T

Dd 2,m 
Dq 2,m 

x   Rˆ Vˆ 

(3.79)

(3.80)

T

where 1<m<K;
TM1 ,0  TW ,0  TW ,0 

Rˆ
1

R0 α α

(3.81)

where R0 is winding resistance at room temperature which is denoted as TW ,0 .
For winding temperature estimation, the proposed estimation model is independent of
dead–time voltage as the distorted components are cancelled due to zero mean of distorted
coefficients in the dq 2 frame. As investigated in [140], the distorted voltage is dominated
by dead–time voltage which can be fixed once the dead–time is set. Therefore, the distorted
voltage for each operating condition is regarded as the same rather than the entire range of
machine operations as depicted in Figure 3–16(c). To validate the effectiveness of the
proposed temperature estimation method, the sensitivity analysis of mismatching distorted
voltage is discussed in this subsection. As investigated in [140], the PM flux linkage
estimation error due to VSI nonlinearity is close to zero. Similarly, in dual three–phase
PMSM application, the estimation errors of PM temperature induced by mismatching
dead–time voltage at kth steady–state are formulated as follows.
103

TMk 

I d 1Dq1  I q1Dd 1
β 0 ωe I d 1

V

(3.82)

From (3.82), it is observed that the estimation error is inversely proportional to electrical
rotor speed. To this end, it is pointed out that, for the higher speed, the estimation error is
smaller. In addition, it is worth mentioning that the proposed temperature estimation
method follows the scheme (3.62). Therefore, substituting (3.62) into (3.82) yields (3.83).
TMk 

 I s1η
V
β 0 ω e I d 1

(3.83)

where

η  sin  γ  Dq1  cos  γ  Dd1

(3.84)

Moreover, η is an intermediate parameter which tends to 0 and is independent of current
angles γ={0…45°}. Therefore, the estimation error of PM temperature resulting from
mismatching dead–time voltage is very minimum. For instance, the PM temperature
estimation error is 0.01°C at I s1 =15 A, γ=30°, and 100 rpm.

(a)

(b)

(c)

(d)

Figure 3–19. Measurements in Test 1. (a) dq1 –axis currents. (b) dq 2 –axis currents. (c) q1 –axis voltage. (d)

d 2 –axis voltage.

104

(a)

(b)

(c)

(d)

Figure 3–20. Measurements in Test 2. (a) dq1 –axis currents. (b) dq 2 –axis currents. (c) q1 –axis voltage. (d)

d 2 –axis voltage.

(a)

(b)

(c)

(d)
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(e)

(f)

Figure 3–21. Measurements in Test 3. (a) dq1 –axis currents. (b) dq 2 –axis currents. (c) d1 –axis voltage. (d)

q1 –axis voltage. (e) d 2 –axis voltage. (f) q2 –axis voltage.

(a)

(b)

Figure 3–22. Temperature tracking with and without Kalman filter in Test 1. (a) Winding temperature. (b)
PM temperature.

(a)

(b)

Figure 3–23. Temperature tracking with and without Kalman filter in Test 2. (a) Winding temperature. (b)
PM temperature.
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(a)

(b)

Figure 3–24. Temperature tracking with and without Kalman filter in Test 3. (a) Winding temperature. (b)
PM temperature.

The initial PM temperature is assumed to be the same as the winding temperature at a
standstill as no load was applied to the machine. Once the load is applied, the winding
temperature increases very fast, but PM temperature increases slowly. The proposed
temperature estimation method only can track the average PM and winding temperatures
due to the inhomogeneous distribution of the heat in the different parts and the estimated
results are also compared to the average measurements.
Subsequently, in the proposed temperature estimation method, two control strategies
categorized as I d1 =0 and I d1 ≠0 controls require different voltage measurements from the
output of the PI controller. For instance, Tests 1 and 2 investigate how the proposed method
performs under I d1 =0 control at different speeds, which just requires two voltage
*
measurements, namely Uq1 and U d* 2 , that are depicted in Figures 3–19 and 3–20.

Compared with I d1 =0 control, Tests 3 under I d1 ≠0 control require four voltage
measurements from dq1 –axis and dq 2 –axis, which are illustrated in Figure 3–21.
However, since four voltage measurements are engaged in the estimation scheme, the
estimates involve more measurement noise, which is the reason for employing the Kalman
filter. Especially, Test 4 demonstrates that the proposed temperature estimation method is
capable of simultaneously tracking PM and winding temperatures, which is implemented
under continuously changing conditions. Figures 3–22, 3–23, 3–24 illustrate the
temperature tracking for winding and PM temperature under 3 tests accordingly. The actual
winding temperatures are recorded during the operation, and actual PM temperatures are
obtained when the motor is at a standstill and stopped. The average winding and PM
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temperature measurements are compared with the estimated ones after the Kalman filter,
which results in a small estimation error that is less than 4%.

(a)

(b)

(c)

(d)

Figure 3–25. Temperature tracking with sealed ventilating openings. (a) The profile of machine operations.
(b) Winding temperature tracking. (c) Measured PM temperature. (d) PM temperature tracking.

Moreover, Test 4 in Figure 3–25(a) demonstrates how the proposed temperature
estimation method performs without ventilating openings. It is observed that the heat inside
the motor is accumulated much faster than Tests 1–3. From Figure 3–25(b), the winding
temperature distributed inhomogeneously and the estimated winding temperature meet a
good agreement with average measurements. However, with respect to PM temperature,
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the actual PM temperatures are measured by IR thermal imager before and after machine
operations. As depicted in Figure 3–25(c), the maximum, average and minimum
temperatures are 54.5°C, 52.8°C and 51.6°C, respectively. Compared to the average
temperature, the proposed temperature estimation scheme produces an error of 1.67°C.
Additionally, the PM temperatures estimated by torque measurements are also plotted in
Figure 3–25(d). The comparisons between the two estimation schemes are listed in Table
3–3, which indirectly validate the effectiveness of the proposed method during the
transition period.
TABLE 3–3. THE ESTIMATED PM TEMPERATURE FROM DIFFERENT METHOD AT DIFFERENT TIME INSTANTS

Estimated by proposed

Estimated by torque

method

measurements

30th

29.97°C

33.37°C

60th

43.17°C

45.63°C

90th

51.97°C

50.47°C

Time instant

3.5. Conclusion
The use of proposed parameter estimation towards thermal condition monitoring is
investigated in this chapter. Firstly, two efficient permanent magnet temperature models
are derived, which require the assistance of LuT and additional memory storage. To prevent
the stator winding from overheating and insulation failure, the winding temperature
tracking with the cancellation of VSI nonlinearity is further proposed. Considering the
thermal protection on both winding and permanent magent, a simultaneous winding and
PM temperature estimation scheme is developed. The aforementioned temperature
schemes are result–to–reason techniques because of temperature dependencies of
resistance and PM flux linkage. Therefore, even though the proposed methods can not
detect the hot spots on winding and the permanent magnet, they can properly detect
averaged temperature of winding and PMs through estimated machine parameters. The
proposed temperature estimation schemes have been compared to measured temperatures,
in which the average estimation error of 3% is achieved.
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CHAPTER 4
NOVEL MACHINE PARAMETER ESTIMATION SCHEME TOWARDS MACHINE PERFORMANCE
ENHANCEMENT TECHNIQUES FOR DUAL THREE–PHASE PMSM
From the perspective of torque performance enhancement, the maximum torque per
ampere (MTPA) control is an essential way to ensure that PMSMs perform in the constant
torque region effectively, which is widely investigated in the case of conventional three–
phase PMSMs. For interior PMSMs, the output torque is produced by two components:
namely permanent magnet torque and reluctance torque. The output torque is determined
by the current vector with an optimum current angle which induces minimal copper losses
during machine operation.
Even though extensive previous works consider the magnetic saturation and temperature
effects on seeking optimal current angle, the aforementioned methods either require an
extra procedure to achieve machine parameters initially or require the development of
complicated and strict control laws. In this chapter, taking advantage of the multiple phases
in dual three–phase PMSMs, the proposed method resulting from a low computational cost
algorithm does not require pre–test data and identiﬁed parameters. Moreover, the injected
current does not have interference with average torque production during the operating
condition, which can accurately achieve the optimal current angle with consideration of the
magnetic saturation and temperature effects.
4.1. Machine Parameter–Independent MTPA
Considering I s1 as a current vector and γ as the current angle on fundamental subspace,
then the dq1 –axis currents can be denoted as

id 1   I s1 sin(γ)
dq1 
iq1  I s1 cos(γ)

(4.1)

Substituting (4.1) into (2.5) yields (4.2).





te  3 P I s1 cos(γ)Λ  0.5  Ld 1  Lq1  I s21 sin(2γ)
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(4.2)

As the fundamental components are projected into two orthogonal subspaces through
the transformation matrix presented in [125], [128], [137], only dq1 –axis currents
contribute to the average torque output. To this end, the electromagnetic torque model is
similar to the one in a conventional three–phase PM machine. In such a way, the design
problem is described as the stator current in the dq1 frame at an optimal angle that produces
the maximum torque output, and the optimal current angle is denoted as γ MPTA which is
calculated as

 Λ
Λ 02
1 
0
γ MTPA  sin 1 



16 L2Δ I s21 2 
 4 LΔ I s1

(4.3)

 LΔ  Ld 1  Lq1

0  γ   / 2

(4.4)

where

From (4.3), to solve the optimal current for one particular current vector, the inductances
and PM flux linkage have to be involved. However, the former ones are represented as a
nonlinear function of dq1 –axis currents, which are challenging to be explicit. To this end,
the mismatch inductance values result in a mismatch calculated current angle. Besides that,
to obtain an accurate optimal current angle in MTPA control, temperature also plays an
essential role in optimal current angle calculation. To confront the issues above, this article
proposes an MTPA model which does not require online parameter estimation. The
particular model is presented and deduced in Section 4.1.1.
4.1.1. Proposed Torque Model with Considerations of Machine
Nonlinearities
Multiplying id 1 , iq1 and id 2 , iq 2 with dq1 and dq2 steady–state voltage equations
accordingly and the summations of two voltage equations in dq1 and dq2 yield the
proposed electromagnetic torque model.
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  3P u  i i  i i 
t  3P
i  i  ω
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i  i  ω
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q q2

2
q2

e

2
q 2 q1

(4.5)

e

From (4.5), the torque model only involves two sets of dq axis currents and voltages
which are applicable to various conditions without inductance and PM ﬂux linkage terms.
Moreover, as the voltage sensors are not widely utilized in the drive system, the voltages
are mostly collected from the output of PI controller [29], [31], [51], [129]. However, due
to the VSI nonlinearity effect, the actual voltages applied to the motor are not equal to the
ones collected from PI controllers. In this respect, the VSI nonlinearity effect is taken into
account further. Moreover, VSI nonlinearity model has been widely investigated in three–
phase PMSMs, and the distorted voltages can be obtained through the Park–Clarke
transformation matrix [51], [129], [141], [142]. In such a way, according to [79] and [32]
for dual three–phase PMSMs, the relationship between voltages from the output of
controllers and real ones is presented in (2.13).

(a)

(b)

(c)

(d)
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Figure 4–1. Distorted coefficients variation in electrical cycle with different current angles. (a) dd1. (b)dq1.
(c)dd2. (d)dq2.

Substituting (2.15) into (2.5) yields the improved torque equation (4.6) by considering
the VSI nonlinearity effect.
te

u
 3P
3 P




d1

 d d 1ΔV

i

 

i  id 1iq22  uq1  d q1ΔV

2
d1 d 2

i



 

id21id 2  id 2iq21  uq 2  d q 2 ΔV

i

2
d2

i  iq1iq22

2
q1 d 2



 iq22 ωe

2
d2

ud 2  d d 2 ΔV



 i

i

2
q2

ω



iq 2id21  iq 2iq21



(4.6)

e

4.1.2. Developing Gradient Descent Based MTPA Strategy
The torque model presented in Section 4.1.1 is a function of command currents and
voltages. However, in this section, a set of DC currents in the dq2 frame are injected where
the current angle γ is defined as the same as in dq1 subspace. According to [32], [79], [143],
the same current angle distribution in dq1 and dq2 subspaces benefit the unaffected current
polarity, which means the distorted coefficients around the injection are consistent. To this
end, the current commands in dq1 and dq2 can be presented in (3.62) which are employed
in the use of parameter estimation and condition monitoring.
Substituting (3.62) into (4.6), as shown at the bottom of this page, yields the proposed
torque per ampere model:

te
3PI s1η1 3PI s21η2
 3Pτ 

I s1
ωe
ωe I s 2

(4.7)

cos(γ)uq1  sin(γ)ud1  I s1 cos(γ)ud 2  sin(γ)uq2 


ωe
ωe I s 2
η1   d q1 cos(γ)  d d 1 sin(γ)  ΔV
η2   d d 2 cos(γ)  d q 2 sin(γ)  ΔV
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(4.8)

In (4.8), η1 is distorted terms in dq1 –axis, and η2 is distorted terms in dq 2 –axis. As
aforementioned previously, the DC values of dq 2 –axis distorted coefficients are zeros,
which means the command voltages are equal to real ones after low–pass filter.
LPF

LPF


LPF

LPF

u
u
u
u


d1

q1

d2

q2

 U
 U
 U
 U


d1

 Dd 1ΔV


q1

 Dq1ΔV


d2

(4.9)


q2

In this section, DC values are utilized to improve the torque model further. As filtered
distorted coefficients of the dq 2 frame are equal to zeros, filtered command voltages on

dq 2 subspace are equal to the real ones applied on the motor. Then, η2 can be eliminated
after the low–pass filter. To this end, incorporating (4.7) and (4.8) into (4.9) yields the
torque model in DC form, which is represented as


Te
HI 
 3P  T  1 s1 
I s1
Ωe 

cos(γ)U q1  sin(γ)U d1  I s1 cos(γ)U d 2  sin(γ)U q2 
T

ωe
ωe I s 2
H1   Dq1 cos(γ)  Dd 1 sin(γ)  ΔV

Figure 4–2. Distorted terms as a function of the current angle.
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(4.10)

(4.11)

It is noticed that the DC component of distorted coefficients in H1 is not impacted by
the current angle, which is illustrated in Figure 4–2, and this feature will benefit the model
simplification in the proposed current angle search algorithm in Section 4.1.1.
As it is depicted in Figure 4–2, the distorted coefficient term [ Dq1 cos(γ)  Dd 1 sin(γ) ] is
constant under different current angles varying from 0° to 45°. From (4.11), if the distorted
voltage is assumed as constant then H1 also becomes constant, which is independent of the
current angle. In other words, H1 does not impact the monotonicity of Te I s1 which is
declared as
Te
T
I s1

(4.12)

As the proposed MTPA indicator ‘ T ’ is presented above, the optimal current angle
search problem can be represented as

maxT ,
γ

s.t. 0  γ 



(4.13)

2

Hereby, the MTPA indicator is constructed to simplify the calculation and avoid the
distorted voltage effect. To approach the targeted current angle at one specific current
vector, the gradient descent algorithm [144] is employed in this section, which is denoted
as

γ k 1  γ k  sign  γ k  γ k 1   β

T
γ

(4.14)

where the subscript ‘ k ’ indicates the time instance. As the command voltages are the
function of the current angle γ, the differential expression cannot be achieved directly.
To this end, the discrete form is represented as
T Tk  Tk 1

γ γ k  γ k 1

Substituting (4.15) into (4.14) yields (4.16).

115

(4.15)

 T T 
γ k 1  γ k  sign  γ k  γ k 1   β  k k 1 
 γ k  γ k 1 

(4.16)

To stop updating the current angle, the small positive threshold is applied to detect if the
current angle converges to the MTPA one.

γk 1  γk  ε

(4.17)

To validate the effectiveness of the proposed MTPA angle search algorithm, simulation
and experimental results are presented in Sections 4.1.3 and 4.1.4.
4.1.3. Simulation Investigation
The main principle of the proposed current angle detection method is to utilize only
measured currents and command voltages incorporating gradient descent algorithm to
achieve the optimal current angle, which is depicted in Figure 4–3, and the algorithm is
summarized as Algorithm 1. In the simulation validation, the effect of initial parameters
such as β and γ are investigated, which is given in Figure 4–4. Figure 4–4(a) illustrates that
with a more significant β, the convergence rate has been increased increasingly.

(a)

(b)
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Figure 4–3. Control schematic using the proposed current angle search algorithm. (a) Overall control strategy.
(b) Data processing in the proposed method.

(a)

(b)

Figure 4–4. Initialization parameters effect. (a) Effect of β on convergence rate. (b) Effect Is2 on average
core loss calculated from FEA.

(a)

(b)

(c)

(d)

Figure 4–5. Simulation investigations for torque step response using the proposed angle search algorithm.
(a) Average torque and stator current level variations during optimization. (b) Six–phase currents. (c) Current
variations on dq1–axis and dq2–axis. (d) Current angle and the proposed MTPA indicator variations.

The initial current angle γ 0 is set to be 5°, and for stop criterion ε is selected to be 0.2°
it is updated at each iteration using (4.16). It can be seen that in Figure 4–4(a) the detected
optimal current angle converges to 28.74°, 29.3°, and 28.95° for different coefficients 100,
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200, and 300, accordingly. Considering the tradeoff between fast convergence speed and
accuracy β=200 is selected in both simulation and experimental validation. As the proposed
method requires injected currents in dq2 frame, namely harmonic subspace, the effect of
the amplitude of injected currents is also investigated to limit the induced core losses. From
Figure 4–4(b), the average core losses at each steady state are calculated from finite
element analysis (FEA), which illustrates that with a 0.5 A increase in amplitude of injected
current, the average core loss increases by 0.01 W. Moreover, in our case, the per phase
resistance is less than 1and the injected current magnitude I s 2 is constant, which is less
than 1 A. To this end, the extra copper loss induced by current injection is far less than 1
W because of the square operation, which is denoted in (4.18). In such a way, considering
the core losses and copper losses jointly, the amplitude is selected to be 0.5 A in both
simulation and experimental validations

ΔPcopper  I s22 R

(4.18)

Apart from investigating the impact of initial parameters, simulations are also conducted
to investigate the dynamic response using the proposed method when the load torque
changes, which is illustrated in Figure 4–5(a). Initially, the load torque is set to be 50 Nm
at 100 r/min, and at 0.15 s the load torque is changed to 75 Nm suddenly. Figure 4–5 divides
the entire operating condition into three scenarios which indicate before injection (I),
during injection (II), and after injection (III), accordingly. In scenario I, the initial current
angle is set to be 5° while the stator current Is1 is 11.82 A. Meanwhile, the ac currents are
balanced in Figure 4–5(b) because no currents exist in the dq2 frame. At 0.15 s, the
proposed current angle search algorithm is triggered, and currents in the dq2 frame
illustrated in Figure 4–5(c) are injected to achieve the first MTPA indicator T, then the new
current angle is updated through (4.16). During scenario II, two sets of ac currents are
balanced independently, which means the amplitude of abc –phase is scaled by ( I s1  I s 2 ),
and the amplitude of xyz –phase is scaled by ( I s1  I s 2 ) [79]. The current angle converges
to 25.23° while the I s1 is 10.73 A. At 0.4 s, the torque command is set as 75 Nm
immediately, and 25.23° is taken as the initial current angle in scenario III, where it requires
fewer iterations than the ones in the previous scenario, which is depicted in Figure 4–5(d).
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At the end of scenario III, the current angle converges to 29.27° to bring the difference
with respect to the calculation to 0.03°. It is noticed that the simulation validation is
conducted through the equation–based dual three–PMSM model to validate the
effectiveness of the proposed algorithm and investigate the initial parameter settings such
as β and I s 2 .The magnetic saturation is not involved in simulation. However, more
comparative experiments are conducted in Section 4.1.4 to validate in the high saturation
region that the proposed method performs better than both parameter estimation–based
method and the method without consideration of the magnetic saturation effect.
4.1.4. Experimental Investigation
The experimental investigations are conducted on a laboratory low–speed and high–
torque dual three–phase IPM which has two sets of three–phase windings with π/6 phase
shift and two isolated neutrals, as shown in Figure 4–3(a) and Figure 2–1. The dyno motor
is in speed control mode, and the test machine is in torque–current control mode. The test
dual three–phase machine with design parameters listed in Table 2–1 is coupled with the
PLC–controlled induction machine dyno. However, to ensure excellent real–time
performance, the FPGAs are utilized to control the test machine with 10 kHz switching
frequency. As described in the simulation section, the proposed MTPA angle search
algorithm requires dual dc currents injection in dq2 –axis, which induces extra copper loss.
To limit the induced losses, the amplitude of the injected current vector, namely I s 2 , is
selected to be 0.5 A in experimental validation, which is the same value as in simulation
investigation. The proposed indicator T in (4.11) is proportional to the torque to the
current ratio, which is illustrated in Figure 4–6 and denoted in (4.19) , and the gamma
sweep test with 1° interval is conducted at 100 r/min to track the variations of currents and
voltages in the dq1 and dq2 frames. It is clearly seen that in Figures 4–6(a) and (b), the
voltages track the trajectories of command currents properly, and in Figure 4–6 (c) the
proposed MTPA indicator reaches the peak value where T=0.649 at 30° while the torque
is also at the maximum point where Te  74.17 Nm.
max

Te
 max T
I s1
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(4.19)

(a)

(b)

(c)
Figure 4–6. Effectiveness validation. (a) Current variation during current sweep testing. (b) Voltages
variation during current sweep testing. (c) Comparison between averaged torque output and the proposed
MTPA indicator.
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Figure 4–7. Implementation of the proposed current angle algorithm under the rated torque condition at 100
r/min. (a) Currents on dq1–axis and dq2–axis. (b) Voltages on dq1–axis and dq2–axis. (c) Current waveform
around injection operation in the real application. (d) Measured torque, averaged torque and the proposed
MTPA indicator.

As the proposed MTPA indicator incorporates with gradient descent algorithm, the
experiment investigating the iteration of the current angle update under current control is
conducted at100 r/min and I s1  15 A. It is noticed that the proposed model is built based
on the steady–state equation, and the proposed MTPA indicator requires a certain time to
calculate. In the experiment validation, to make sure the measurements are collected
properly, the data collection period for each iteration is kept long enough. However, the
minimum time for each iteration is denoted in [128], [145].

tmin 

ln 9
Lq1
Kp

(4.20)

where K p is the tuned proportional gain in the controller. In this experiment, the initial
current angle is set to be 0.5° as shown in Figure 4–7(a), and at 8.2 s, the current injection
is triggered while the ac currents are getting unbalanced which is depicted in Figure 4–7(c).
The voltages from the controller in Figure 4–7(b) are sampled to calculate T and update
the current angle at each iteration. At 55 s, the current angle converges to 30.44° and T
reaches 0.649, which is the same value presented in the previous experiment. Notably, the
average torque output measured from the torque transducer and the proposed MTPA
indicator reaches the optimal current angle simultaneously.
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Figure 4–8. Torque step response using the proposed angle search algorithm. (a) Average torque and speed
during optimization. (b) Current variations on dq1–axis and dq2–axis. (c) Voltage variations on dq1–axis and
dq2–axis. (d) Stator current level and current angle variations.

However, to verify the performance of the proposed MTPA angle search algorithm in
the constant region, the torque step response test is conducted, which is validated in the
aforementioned simulation and illustrated in Figure 4–8(a). The initial current angle is set
to be 5° and the torque command is set to be 50 Nm. The filtered currents and voltages in
the dq1 and dq2 frames are depicted in Figures 4–8(b) and (c). In scenario I, the proposed
MTPA search algorithm is not enabled, and in scenario II, the currents are injected into the

dq2 frame. After the MTPA indicator calculation, the current angle update gets started, and
it converges to 27.52° at 103 s while the command torque is set to be 75 Nm immediately.
Then in scenario III, the current angle is further updated to 32.51° within two iterations. It
is noticed that the optimal current angle through gamma sweep at 15 A is 30°, which
produces 74.17 Nm. However, during the load torque changes, the optimal current angle
in scenario II is set to be the initial current angle in scenario III, which means the iterations
will be further reduced at continuous torque conditions. The additional experiments are
conducted under different speed and temperature conditions, which are illustrated in Figure
4–9.
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Figure 4–9. Average torque output variation through the proposed current angle detection algorithm under
different speeds and temperatures.

(b)

(a)

(c)
Figure 4–10. Comparison analysis among gamma sweep test, the proposed optimal current angle search
algorithm and parameter estimation based. (a) Optimal current angles using different methods under different
stator current levels. (b) Measured torque output achieved from gamma sweep test, the proposed method and
compared method. (c) Torque difference produced by the proposed and compared methods comparing to
torque production produced by actual MTPA current angle.

At 100 and 300 r/min, the maximum average torques at 10 A are 47.32 and 47.26 Nm
accordingly, while the machine is operating at room temperature. Moreover, as the
proposed model is a function of currents and voltages, during the high temperature, the
resistance and flux linkage variations are reflected on the voltages. To this end, the motor
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winding is heated up to 60°C, and the maximum torque 46.75 Nm at 10 A, as shown in
Figure 4–9, can still be achieved through the proposed angle search algorithm, which
proves that the proposed method takes into account the temperature effects. To validate the
accuracy of the proposed current angle search algorithm, the comparative experiments are
presented in this section. The parameter estimation–based MTPA control strategies are
commonly used [32], [40], [128], [130], [132], [137]. The comparative test is conducted at
300 r/min among gamma sweep, parameter estimation–based MTPA control [32] and the
proposed angle searching algorithm. All three methods are implemented individually at
room temperature in a short period. Thus, the temperature condition for the three methods
can be considered to be the same. It is mentioned that the compared parameter estimation–
based MTPA method also takes the magnetic saturation into account. It is clearly seen that
the proposed method performs better than the compared method, as shown in Figure 4–
10(a), where the current trajectories are closer to the one achieved from gamma sweep.
Moreover, the maximum torques produced by three methods and the torque differences
compared with gamma sweep are also depicted in Figures 4–10(b) and (c), respectively.

(a)

(b)

Figure 4–11. Comparison between calculated current angle using unsaturated inductance and the proposed
current angle search algorithm. (a) dq1–axis inductance variations. (b) Current trajectories of the proposed
method, actual MTPA points and results calculated by unsaturated inductances in constant current locus.

It is concluded that for each current level, the proposed MTPA method can produce more
accurate torque production. To emphasize the importance of considering magnetic
saturation, another set of comparative results are given in Figure 4–11. In Figure 4–11(a),
the estimated inductances at different current levels are presented, and the current
trajectories between the proposed method and the method not considering saturation are
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compared, which indicates that the saturation affects torque production significantly in the
heavy saturation region.
In this section, a novel MTPA indicator is proposed and developed for dual three–phase
PMSMs based on VSD modelling technique, which is independent of machine parameters.
In such a way, the proposed current angle search algorithm is independent of magnetic
saturation and temperature effects because no inductance and PM flux linkage terms are
involved. As the optimal current angle obtained from the proposed method is equivalent to
the ones from the conventional current sweep test, the proposed MTPA indicator is
efficient to seek the optimal current angle. The proposed method is implemented in the
constant torque region, and it can track and converge the current angle to the optimal one.
The additional experiment investigations also verify the effectiveness of the proposed
optimal current angle search algorithm at different torque, speed and temperature
conditions, and the accuracy of the proposed method is validated through the comparison
test.
4.2. Novel Machine Parameter Estimation Scheme Towards MTPA
The section employs a hybrid signal incorporating a proposed recursive least square
(RLS) estimation scheme for MTPA angle detection, which consists of a DC injection on
the harmonic frame and a virtual signal on the fundamental frame. In particular, the
proposed method takes both magnetic saturation and temperature rise into account, and the
resultants obtained from the developed equivalent torque model are proportional to the
measured torques in which a virtual high–frequency signal injection is conducted. For a
given stator current, maximizing the output torque is equivalent to minimizing the virtual
torque ripple in the proposed model. Compared to the existing methods, the proposed
hybrid signal injection method can improve the accuracy of MTPA control with a minimum
computational cost.
4.2.1. The Relationship Between Torque and Current Angle
As investigated in Section 4.1, for a given torque, infinite combinations of stator current
and current angles can ensure the validity of torque requirements, but only one combination
could consume the minimized stator current. In other words, a certain current at an optimal
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current angle can produce the maximum torque, as illustrated in Figure 4–12. Considering
a small sinusoidal signal injected into current angle in (4.2), an updated torque equation is
formulated as,





te  3P I s1 cos(γ+γ)Λ  0.5  Ld 1  Lq1  I s21 sin(2γ+γ)

(4.21)

where

γ  Asin  2πf ht 

(4.22)

Figure 4–12. The relationship among torque, current angle and derivative terms.

The amplitude of injected signal A is very small, and fh stands for high–frequency of the
injected signal. According to the theory of Taylor’s series expansion, (4.21) can be
reconstructed as,

teh  γ+A sin  2πf ht    te  γ  

te
  t 
A sin  2πf ht    e  A2 sin 2  2πf ht   (4.23)
γ
γ  γ 

It is pointed out that the first order term in (4.23) is dominant high–frequency component
which has the same frequency as the injected signal in (4.22). It is observed that the
derivative term equals zero when the current angle reaches optimal. To this end, the
extraction of te γ can be utilized as an indicator of MTPA condition. To extract the

126

signal containing te γ , a band–pass filter in (4.24) with a center frequency f h is
required, which can eliminate the higher order components.

BPF  teh   K1

teh
A sin  2πf h t 
γ

(4.24)

Multiplying the first order component in (4.23) by sin  2πfht  yields.

 1 teh teh

sin  2 πf h t  BPF  teh   K1 A 

cos  4πf h t  
 2 γ γ


(4.25)

where K1 is proportional gain caused by the band–pass filter.
From (4.25), the first order component te γ can be extracted by implementing a low
pass filter in (4.25). As shown in Figure 4–12, the high–frequency component of the torque
signal is minimized to zero when te γ is equal to zero, which means the current angle
reaches the optimal value.
4.2.2. Hybrid Signal Injection Scheme Towards MTPA
The analytical optimal current angle derived from (3) involves inductance and PM flux
linkage that are significantly affected by operating conditions and temperature. To address
the aforementioned effects in the searching of optimal current angle, a hybrid signal
injection–based MTPA strategy is proposed in which a high–frequency signal ( f h ) is
virtually injected into the fundamental frame and real signals in the dq2 subspace denoted
in (4) are actually injected into the harmonic frame accordingly. Specifically, as depicted
in Figure. 4–13, the implementation of the proposed hybrid signal injection method in an
existing machine drive mainly includes three additional modules: 1) an actual signal
injection module; and 2) a virtual signal injection module. In the former module, the
*

reference currents ( id*1 , iq1 ) given by speed/torque control calculate the reference currents
*

( id* 2 , iq 2 ) that need to be injected into the dq2 frame. In the latter one, the feedback currents
*
*
( id 1 , iq1 , id 2 , iq 2 ) and voltages ( u d* 1 , uq1 , u d* 2 , uq 2 ) from the system are given to low–pass
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filters in Figure 4–13(b) to perform DC component extraction and subsequently, the
recursive least square is to track the variation of resistance and q1 –axis inductance.

(a)

(b)
Figure 4–13. Dual three–phase PMSM control system with proposed hybrid signal injection scheme. (a)
Control diagram. (b) Virtual signal injection block.

The DC components of reference currents and voltages along with estimated machine
parameters are employed to reconstruct the torque model where the virtual signals are
injected.
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idh1   I s1 sin  γ  sin  2f ht  
dq1  h
iq1  I s1 cos  γ  sin  2f ht  
 I d 2  I s 2 cos  γ 
dq2 
 I q 2  I s 2 sin  γ 





ˆ  D V
 iqh1 U q1  Ri

q1
q1
t  3P 
 Lˆq iqh1idh1 


e


h
e

(4.26)

(4.27)

Virtual torque signals can also be represented by Taylor’s series expansion with the
fundament component and dominant first–order term as discussed in Section 4.2.1.
However, the differential terms involving ( teh γ ) can be extracted by implementing a
band–pass filter, as illustrated in Figure 4–13(b) and represented in (4.24).
I d*1,k  I d1,k 1  K2δ

(4.28)

where k=1…K denotes K different steady states; K2 is a gain to control convergence
speed. The small threshold is implemented to stop updating reference current, which is
denoted in (4.29).

δε

(4.29)

4.2.3. Simulation Investigations
The proposed machine parameter estimation scheme and optimal current angle searching
method are validated on a dual three–phase PMSM, with the machine parameters listed in
Table 2–1. In the simulation, the test machine operates at a rated current level (15 A) with
the initial current angle 0°, which is illustrated in Figure 4–14(a). The command voltages
from the PI controller are depicted in Figure 4–14(b). Initially, no current is injected into
the harmonic frame. At 2 s, the amplitudes of the real and virtual injected current are both
set to be 0.5 A, and the injections are used to calculate the initial update of d1 –axis current
reference. In Figure 4–14(c), the output torque increases with the increase of current angle
γ and the decrease of stator current level. It can be seen that the current angle converges to
the optimal value when the torque output reaches the maximum. In the simulation, the
current angle starts from 0° and updates to 29.19° where torque is 76.71 Nm.
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Figure 4–14. The simulation results using the proposed method in a constant current region at 15 A and 100
rpm. (a) dq1–axis currents. (b) dq2–axis currents. (c) Torque production and current angle.

The simulation model is constructed based on an analytical equation that does not
involve magnetic saturation and temperature effect, which implies that the inductances and
resistance are constant values. Thus, the accuracy of the proposed method can be compared
with the analytical calculation (4.3) , and a comparative study is also given here. In Figure
4–15, it is apparent that the proposed method can accurately achieve the optimal current
angles overlapping with the analytical calculation. However, the convergence of the
method in [145] depends on the γk 1  γk in (4.16), which is set in the current angle update
algorithm.

130

Figure 4–15. The comparative simulation results between the method in [136] and the proposed method in
constant torque region.

4.2.4. Experimental Investigations
Experimental investigations are conducted on a laboratory direct–drive dual three–phase
IPMSM that is illustrated in Figure 2–1 in which the dyno motor operates in speed control
mode, and the test motor is in torque–current control mode. A temperature recorder is
utilized to record the winding temperature.

(b)

(a)

(c)
Figure 4–16. Experimental validation of the proposed machine parameter estimation scheme. (a) dq1–axis
current variations. (b) dq2–axis current variations. (c) estimated resistance and q1–inductance.

In the real application, to obtain accurate resistance R and q1 –axis inductance Lq1 , a
recursive least square algorithm is implemented in the virtual signal injection module. A
typical RLS algorithm is denoted in (2.32).
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*
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 I d 2U d 2  I q 2U q 2 
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   d1
 e I q1
x   Rˆ

Lˆq1 

I s22 

0 

(4.30)

T

Figure 4–16 demonstrates how DC injection is performed on dq2 subspace
experimentally. The I q1 =14 A and I d1 =–3 A are given to the current controller as reference
currents when the motor is performed at 100 rpm. There are no injected currents on
subspace in the first five minutes, as shown in Figure 4–16(b). As a result of this, the
estimation is not applicable. In the 5th minute, as depicted in Figure 4–16(b), a small set of
currents ( I q 2 =0.4889 A and I d 2 =0.1048 A) are injected into the dq 2 subspace, which
does not interfere with average torque production. Figure 4–16(c) elaborates the estimated
resistance and q1 –axis inductance. Compared to the results obtained by direct calculation
from the DC components, the dash–dot line and dash line represent estimated resistance
and inductance from RLS based estimator. It is observed that the resistance experiences a
slight change during the period of estimation, and it is because of winding temperature rise.
To validate the effectiveness of the proposed estimation scheme, the equivalent resistance
measured at room temperature is 0.73 Ω, and temperature recorder is used to track the real–
time temperature variation. From experimental investigations, the real–time resistance in
the 10th minute is calculated through (2.36), which is 0.7646 Ω. However, the resistance
estimated by RLS algorithm is 0.7654 Ω. The error between the estimated result and the
value calculated by temperature information is 0.0008 Ω.
In the proposed estimation scheme, q1 –axis inductance and resistance are estimated
simultaneously, and the convergence of the estimated inductance is illustrated in Figure 4–
16(c). It is concluded that the estimated inductance remains at a particular level without the
impact of temperature rise during estimation. In this case, the q1 –axis inductance
converges to 0.03204 H.
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(a)

(b)

(c)

(d)

Figure 4–17. Experimental validation of the proposed method in constant torque region. (a) Torque step and
speed conditions. (b) dq1, dq2–axis current variations. (c) dq1, dq2–axis voltage variations. (d) Current angle
and stator current level updates.

The proposed method is validated for various torque conditions, and the torque step test
from 30 to 75 Nm is conducted in the constant torque region at 200 rpm, which is illustrated
in Figure 4–17(a). The corresponding currents and voltages are presented in Figure 4–17(b)
and (c) accordingly. The current angle updates at the beginning of each operating condition
are illustrated in Figure 4–17(d). However, the initial convergence at 30 Nm takes a longer
time than other operating conditions because of the current angle updating from 0°. The
following operating conditions experience a short convergence time since the update starts
from the previous optimal current angle.
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(a)

(b)

(c)
Figure 4–18. Experimental validation of the proposed method under different temperature conditions. (a)
MTPA curve at room temperature. (b) MTPA curve at high temperature. (c) Stator current at different torque
and temperature conditions.

As both magnetic saturation and temperature effects can be reflected on command
voltages, the comparative study is also conducted at both room temperature and 60°C. The
MTPA curve in the constant torque region is illustrated in Figure 4–18(a) and (b). From
Figure 4–18(c) it can be seen that at high–temperature condition and the same torque
conditions, the test motor consumes more current from the drive than the ones at room
temperature. Meanwhile, as temperature increases, the stator resistance increases
gradually, indicating a larger copper loss.
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Figure 4–19. Comparison of MTPA points achieved through the proposed method and actual values at
different current levels.

To investigate the performance of the proposed method, a comparative study is
conducted, including the proposed method, parameter estimation–based method, and
existing machine parameter independent MTPA method. The results achieved from
different methods are compared to the actual ones obtained from the current sweep. To
obtain a more accurate actual MTPA angle, the current sweep test is conducted at 0.1°
intervals. The test motor operates from 7 A to 15 A at 400 rpm. In Figure 4–19, the MTPA
trajectories in the current locus are depicted. The compared method [32] calculates the
optimal current angle by using (4.3) even though machine parameters are estimated along
with variation of operating conditions, which reduces the accuracy in MTPA angle
calculation. Additionally, the compared method in [145] is limited by the threshold setting

γk 1  γk in the discretized current angle update. The impacts of these limitations are
visible in Figure 4–19, where the MTPA trajectory obtained from the proposed method is
shown to be closer to the actual one. The average error from the proposed method is 4.95%
less than 6.192% from [32] and 5.68% from [145], which proves that the proposed method
performs better than the methods in [32] and [145] in terms of current angle accuracy.
This section proposes a novel estimation scheme incorporating RLS algorithm towards
an accurate MTPA operation. In such a way, a hybrid signal injection–based MTPA control
strategy is implemented in both simulations and real–time application. It is worth
mentioning that the equivalent torque model is employed in the proposed method to take
magnetic saturation and temperature effects into account. However, the proposed method
does not require a look–up table and pre–test data to converge the current angle to the
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optimal one. Additionally, when compared to existing methods, the proposed method
exhibits higher accuracy and closer trajectory because of the extraction of the winding
resistance in the harmonic subspace. It is found that the additional degree of winding phases
existing in dual three–phase PMSMs can benefit and improve the control strategy, and the
proposed method can also be extended to other types of dual three–phase machines.
4.3. Conclusion
Parameter estimation can not only contribute to thermal condition monitoring but also
maximizing the torque production with minimum copper loss. Therefore, in this chapter,
two MTPA strategies incorporating parameter estimation scheme are developed. The
proposed methods feature high accuracy and low computational cost, which does not
require pre–test data and additional data storage. Compared to current injection–based
MTPA strategy, the proposed methods achieve better performance. It is worth noting that
the proposed methods taking the advantages of additional voltage equations of dual three–
phase PMSM can be easily extended to other multi–phase machines that consists of
different numbers of phases.
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CHAPTER 5
DISCUSSIONS AND CONCLUSIONS
In this thesis, comprehensive multi–parameter estimation schemes have been proposed
for dual three–phase PMSM, in which the temperature, voltage source inverter nonlinearity
and magnetic saturation have been taken into account. The current injection–based
estimation scheme is proposed to estimate the resistance, PM flux linkage and inductances
in the real–time application. The proposed decoupled estimation model is especially useful
for implementing an electric motor tester to process massive redundant measurements for
accurate machine parameter estimation over a wide operation range of dual three–phase
PMSMs. Primarily, the motor inductance maps over different operating points can be
accurately obtained. More importantly, the proposed approach is non–invasive, which does
not require any additional sensor or signal injection into the machine for parameter
estimation.
The use of the proposed estimation scheme is also investigated, which includes two
aspects, the first one is thermal condition monitoring, and the other one is maximum torque
production. This thesis firstly derives two permanent magnet estimation models, in which
there is no need for resistance and inductances. The LuT plays an important role in
cancelling the inductance term in the proposed models and improving the robustness of the
proposed approach to magnetic saturation. Therefore, the proposed PMT estimation
requires offline tests to construct the LuT and additional memory to store it. On the other
hand, to prevent stator winding from overheating and insulation failure, the winding
temperature tracking method with cancelling VSI nonlinearity effect is proposed, which
also contributes to a simultaneous winding and PM temperature estimation scheme
afterward. The estimated winding and PM temperature incorporating the Kalman filter are
compared to measured temperatures, in which the average estimation error of 3% is
achieved.
Constructing LUT for current angle optimization is considerably time–consuming during
testing. Thus, a novel machine parameter independent MTPA strategy has been proposed
to avoid of pre–test data. The accuracy of the proposed method is experimentally proven
to be higher than the parameter estimation–based method. However, to enhance the
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performance further, a hybrid signal injection–based MTPA strategy has been carried out,
which overcomes the intrinsic shortage of the former proposed approach.
In summary, comprehensive parameter estimation models have been proposed by
considering different machine nonlinearities for online and offline purposes. The thermal
condition monitoring models and torque performance enhancement strategies have been
developed and evaluated on a laboratory dual three–phase PMSM under varying machine
operations and thermal conditions. However, more efforts are required to further improve
the accuracy of parameter estimation. The future work will be focused on: 1) improving
the robustness of the proposed methods implemented on the DSP platform for EV
application 2) considering the impact of harmonic components in parameter estimation 3)
considering the core losses in parameter estimation and validating on high–speed machine
4) developing non–invasive parameter estimation and winding and PM temperature
tracking methods for online purpose 5) maximizing the toque and minimizing the torque
ripple simultaneously.
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158

Appendix C: Permission for Using IEEE/IET Publications

159

160

161

162

163

164

165

166

VITA AUCTORIS

NAME:

Ze Li

PLACE OF BIRTH:

Jinchang, Gansu, China

YEAR OF BIRTH:

1990

EDUCATION:

Xi’an University of Architecture & Technology,
B.Sc., Xi’an, Shaanxi, 2012
Xi’an University of Architecture & Technology,
M.Sc., Xi’an, Shaanxi, 2015
University of Windsor,
M.Eng.–Automotive Option, Windsor, ON, 2017

167

