Abstract. We consider the obstacle problem
Introduction
In this paper we discuss the obstacle problem (1.1) to minimize I(u) = Ω G(∇u)dx among functions u : Ω → R s.t. u| ∂Ω = 0 and u ≥ Φ a.e.
for a given function Φ ∈ C 2 (Ω) with the property Φ| ∂Ω < 0, where Ω ⊂ R n is a bounded Lipschitz domain. The integrand G : R n → R is assumed to be of class C 2 and locally coercive in the sense that
holds with λ(P ) > 0. If the domain Ω ⊂ R n is strictly convex, then the Hilbert-Haar theory applies showing that the unique minimizer u is of class C 1,α (Ω) for any α ∈ (0, 1) (see [KS] ). For general Ω this result is only known to hold for integrands G with power growth condition (see [F 2 ]). The papers [FS] and [FO] investigated the regularity of local minimizers for vectorial problems without side conditions and integrands G having nonstandard growth and proved (under certain additional assumptions on G) partial regularity in dimensions n ≥ 3 and full regularity if n = 2. These arguments do not immediately apply to problem (1.1) since then the Euler equation has to be replaced by a differential inequality or equivalently by a differential equation with a measure-valued r.h.s.. Using techniques outlined in [F 1 ] and [F 2 ] we first show that this measure has a well behaved density w.r.t. Lebesgue's measure so that we have a substitute for the Euler equation being valid in the unconstrained case. Unfortunately this step works only in the scalar case but nevertheless it can be combined with appropriate modifications of the quoted regularity arguments to give at least partial regularity of the minimizer up to a certain dimension n which can be calculated in terms of the integrand G.
Let us now give precise statements of the results: in what follows Ω ⊂ R n will always denote a bounded Lipschitz domain and we also assume that the obstacle Φ is in the space C 2 (Ω) satisfying Φ| ∂Ω < 0.
To begin with, let us consider the logarithmic case 2) . Concerning the integrand G we require the following conditions to be satisfied with positive constants C 1 , · · · , C 5 , λ and a non-negative number µ:
where X, Y, E ∈ R n are arbitrary and A * denotes the N -function conjugate to A (see [A] 
It is easily checked that (1.3)-(1.7) hold with µ = 1 so that by Theorem 1.2 we have partial regularity up to dimension 3. But Theorem 1.1 provides a slightly stronger result: partial regularity is also true in the 4-dimensional case which means that for the concrete model given by (1.2) direct calculations yield better results than the general theory summarized in Theorem 1.2.
Let us give some further examples of integrands G satisfying (1.3)-(1.7):
where g(t) is the unique quadratic polynomial such that G is C 2 . In this case (1.7) holds for µ = 2 − p
Now for µ in (1.7) we may choose 1 + ε with any number ε > 0.
Example 3. A(t)
This model occurs in the study of certain generalized Newtonian fluids (see [BAH] ), (1.7) now holds with µ = α.
In all cases (1.6) may be verified as follows: recall the equation
and observe sA (s) ≤ A(s) for large s together with A (|Q|) = |DG(Q)| for |Q| ≥ 1. Our paper is organized as follows: we only present a proof of Theorem 1.1 since the case of general integrands G requires some minor modifications which can be found in [FO] . In Section 2 we introduce a quadratic regularization of problem (1.1) whose solutions converge to the minimizer of the problem under discussion. Section 3 describes the method of linearization which transforms the variational inequality for the obstacle problem into a nonlinear equation. In Section 4 we use this information to derive a Caccioppoli-type inequality which is the main tool for the regularity proof carried out in Section 5.
We finally wish to remark that our results can be viewed as a first step towards the regularity theory of obstacle problems with integrands G being not of power growth. The standard growth condition is replaced by (1.3) which means that we can control G in terms of a N -function A. Of course it is of great importance to discuss if singular points actually occur and if the restriction on the dimension n is really needed. This investigation will be carried out in a subsequent paper.
Some Comments on Function Spaces and Discussion of the Regularity Problem
We first give the definition of Orlicz-Sobolev spaces and state some results which we will use later. For a technical account of the Orlicz-Sobolev spaces we refer the reader to the books [A] and [KR] .
As in [A] we say that a function A : [0, ∞) → [0, ∞) is a N -function if it satisfies the following properties (N 1 ) and (N 2 ):
(N 1 ) A is continuous, strictly increasing and convex; (N 2 ) lim t→0
We say that a N -function A(t) satisfies a ∆ 2 -condition near infinity if (N 3 ) there exist positive constants k and t 0 such that
It is easy to see that (N 3 ) implies the inequality
being valid for all t, λ ≥ 0. Let A(t) be a N -function. Then the conjugate A * of A is defined as
It is easy to see that A * is also a N -function. For a bounded domain Ω, the Orlicz space L A (Ω) is defined as
carries the structure of a Banach space.
The Orlicz-Sobolev space generated by a N -function A is defined as
We further let
The following results were proved in [FO] .
Lemma 2.1. (Theorem 2.1 in [FO] ) Let Ω be a bounded Lipschitz domain and suppose that A(t) is a N -function satisfying a ∆ 2 -condition near infinity. Then we have
where d is the diameter of Ω.
It is easy to see that the following result is true (see [A] or [KR] ).
Then the following conditions are equivalent:
The following results can be found in [KR] .
Lemma 2.4. Let Ω be a bounded domain in R n and A be a N -function with conjugate function A * . Then the following statements hold:
It is easy to prove the following results.
Lemma 2.5. Let A denote a N -function. Then
(a) the following imbeddings
and
Proof. We mention only that since A satisfies a ∆ 2 -condition, Lemma 2.3 can be used. The proof will then be carried out as in the ordinary Sobolev space case. (See e.g. [HKM] ).
We now turn to our main problem (1.1):
The solvability of (1.1) is given by the following Theorem 2.7. Problem (1.1) admits a unique solution u.
Let {u m } be a minimizing sequence in K of I, then [KR] ). The Poincare inequality (Lemma 2.2) implies that
Using Lemma 2.5 we find a functionû ∈
hence u ≥ Φ and u ∈ K . According to Mazur's Lemma we can arrange
j=m c m j = 1, and for some subsequence we may also assume
The convexity of G(X) implies that
and the strict convexity of G gives the uniqueness of the minimizer.
In what follows we let
To study the regularity problem we define
for E ∈ R n , δ > 0. We further let
We have the following density result.
In fact we have
This proves the Lemma.
We have the following result concerning the functional I δ (w).
Theorem 2.9. a) The problem
where u is the minimizer of I(v) in K.
Proof. Since K * = φ, we may apply the direct method in order to verify part a). Let w ∈ K * be fixed. Then for δ < 1
and as in the proof of Theorem 2.7 we see
A (Ω) which belongs to the class K. Then, for any w ∈ K * , we have
By Lemma 2.8, K * is dense in K, thus we haveũ = u.
Remark 2.10. We mention that the proof of Lemma 2.9 also applies to general integrands G with (1.3)-(1.7) and A satisfying a ∆ 2 -condition near infinity.
We now state a higher integrability result. 
Remark 2.14. In the general case we have instead of Theorem 2.11 that (1 + |∇u|) 1−µ/2 ∈ W 1 2,loc (Ω) (compare [FO] for the unconstrained case). Proof of Theorem 2.11. We fix a coordinate direction e γ ∈ R n , γ = 1, · · · , n, and define for h = 0 and functions f
Let {u δ } denote the sequence obtained in Theorem 2.9. With δ fixed we consider ε > 0 satisfying εh −2 < 1 2 and define
, and we deduce
Letting ε → 0 we infer
where DG δ denotes the gradient of G δ . Using "integration by parts" for ∆ −h we end up with the result (2.15)
Introducing ξ t = ∇u δ + th∆ h (∇u δ ) we may write
Let us further define the bilinear form
for x ∈ Ω and X, Y ∈ R n . Then (2.15) takes the form
Using the Cauchy-Schwarz's inequality in the form
together with Young's inequality we arrive at (2.17)
for some constant C 1 depending also on η.
It is easy to check (see [FS] ) that the following bounds hold for the parameter dependent bilinear form
Inserting this into (2.17), we find that
(Ω) } and therefore u δ ∈ W 2 2,loc(Ω) . For this reason we can replace ∆ h in (2.16) by the partial derivative ∂ γ . Then, following the calculation after (2.16), we see that (2.17), (2.20) have to be replaced by (summation over γ)
)] where C 6 is independent of δ. We know that δ Ω |∇u δ | 2 dx → 0 as δ → 0+ (cf. Theorem 2.9) and sup δ>0 Ω |∇u δ | ln(1 + |∇u δ |)dx < ∞. Hence (2.21) implies
for any subdomain Ω ⊂⊂ Ω. Combining (2.19) and (2.22) we find that
Thus there is a function ω ∈ W 1 2,loc (Ω) such that
We claim (2.24) ω = 1 + |∇u|.
To show (2.24), we note that
From Theorem 2.9 we have
On the other hand, minimality of u implies (2.26)
Next we observe the estimate (2.27)
This implies that ∇u δ → ∇u a.e in Ω (possibly for some subsequence). Hence we get from (2.23) that
and the theorem is proved.
Remark 2.15. We mention that in [FS]
• W 1 LLnL has a different definition but one of the equivalent characterizations of a function u belonging to the space
LLnL is that u belongs to the Orlicz-Sobolev space generated by A(t) = tln(1 + t), t ≥ 0.
Linearization
To study the obstacle problem, it is convenient to consider the variational inequality as an equation with a measure valued right-hand side and then to apply suitable methods in order to identify this measure. To this end, following [F 2 ], we define
In case δ = 0 we have u 0 = u, u denoting the solution of (1.1). Then w ε t ∈ K * , if δ > 0, and w ε t ∈ K for δ = 0, hence
and there exists a Radon measure λ (independent of ε!) such that
The fact that λ does not depend on ε can be seen by usingw
as test function provided t is small enough. Note that (3.1) is valid for all small ε > 0 and any η ∈ C 1 0 (Ω). For estimating λ we may therefore fix η ≥ 0 and let ε → 0, in order to get
and the estimate holds since G δ is convex and h ε ≤ 0. We have
Since ∇u δ = ∇Φ a.e. on [u δ = Φ], we arrive at
In particular, χ [u δ =Φ] (-div{DG δ (∇Φ)}) ≥ 0 a.e. and λ takes the form
Returning to (3.1) and observing that
Thus we have proved
In particular, f δ ∞ is bounded independently of δ.
Remark 3.2. The proof of Theorem 3.1 given before does not use the fact that u δ is of class W 2 2,loc (Ω). The higher differentiability of u δ allows to perform an integration by parts in formula (3.1), and afetr passing to the limit ↓ 0 we immediately deduce the representation of the measure λ.
A Caccioppoli-type inequality
In this section we prove the following Caccioppoli-type inequality. 
where X is any vector in R n , C = C(n, Φ).
Proof. Let u δ be as in the previous sections. Using u δ ∈ W 2 2,loc (Ω) for δ > 0 (which will be assumed from now on), we get from Theorem 3.1 that
and as in the proof of Lemma 3.1 in [FS] we get the estimate
We recall f δ ∞ ≤ const. independent of δ and observe
Of course, inequality (4.2) remains valid if the left-hand side is replaced by
On the other hand,
and by choosing ε > 0 small enough, we may absorb ε Ω η 2 1 1+|∇u| |D 2 u δ | 2 dx into the left-hand side. This finally implies
Using the imbedding theorem as in [FS] , we may now pass to the limit δ → 0 in the above inequality which finishes the proof of the theorem.
Blow-up: proof of partial regularity
We fix some 0 < µ < 1 and denote by u the solution to the obstacle problem from Theorem 1.1. Let us further assume that n ≤ 4. We have the following
Here (g) y,ρ denotes the mean value − Bρ(y) gdx. In the formulation of the Lemma we replaced the "standard assumption" |(∇u) x 0 ,R | < L by a slightly stronger one.
Lemma 5.1 will be proved at the end of this section. We first show our main result Theorem 1.1.
Let us introduce the set Ω 0 = {x ∈ Ω : x is a Lebesgue point for ∇u and |∇u| and − Br(
Clearly |Ω−Ω 0 | = 0. In order to prove the theorem with the help of Lemma 5.1, we need only to show that any point x 0 from Ω 0 has some neighborhood in Ω on which ∇u is Hölder continuous.
Let x 0 ∈ Ω and let
|∇u|dx.
This determines the constant
and calculate ε w.r.t. this data. Note the inequality
Finally, we fix R > 0 such that
Proof. We prove the proposition by induction. Let k = 1. Then (5.6) implies (5.2). Hence (5.3) holds. Thus, by the choice of τ,
and (5.7) 1 holds.
Assume now (5.7) k . Then (5.8)
Next, we have
and since we may assume that (5.7) j holds for any j ≤ k, we get
which is a consequence of (5.8). Therefore
From this inequality and (5.9) we see that Lemma 5.1 can be applied. Thus,
and the proof of the proposition is complete.
As shown in (5.8), we get from (5.7) k (5.10)
which turns into the inequality
for any y near x 0 with R fixed, hence (5.10), (5.11) also hold at y which means that ∇u is Hölder continuous for example in B R/2 (x 0 ) with some exponent α. Hölder continuity near x 0 with any exponent < µ can be seen by choosing τ in a different way.
Proof of Lemma 5.1. We follow the proof of Lemma 4.1 in [FS] and argue by contradiction assuming (5.12)
udx.
Then, for suitable A ∈ R n and v ∈ W 1 2 (B 1 ), we get
which is true at least for some subsequence. From Theorem 3.1, we know
Let ϕ ∈ C 1 0 (B 1 ) and define ψ(x) = ϕ(
Using R k /ε k → 0 and the boundedness of f we get
which is an elliptic equation with constant coefficients.
Thus there exists
Letting C 0 = 2C 1 , the foregoing inequality will contradict our assumption (5.12) as soon as we can establish
To this end, we argue in two steps.
Step 1:
Next we observe
and in the same manner for 0 < t < 1
Theorem 4.1 gives
where we have used our assumption − B R k (x k ) |∇u|dx < L. On the other hand,
Hence we have established (5.14) sup k ϕ k W 1,2 (Bt) < ∞, ∀0 < t < 1.
For some large number M (depending on L) we have
By (5.14) and the embedding theorem we deduce (n ≤ 4!)
and v ∈ C ∞ (B 1 ) obviously implies (5.15)
Step 2:
Here we follow again [FS] . Consider ϕ ∈ C 1 0 (B 1 ), ϕ ≥ 0, and observe 
The right hand side of (5.16) equals 
G(ε
The last integral is the only new term which occurs compared to the calculations in [FS] .
We therefore get, as in [FS] , from (5.16)
Using now the bounds of D 2 G we find
In particular, choosing ϕ = 1 on B t ,
This together with (5.15) implies (5.13), the proof of the Lemma is complete.
Thus Theorem 1.1 is proved. For proving Theorem 1.2, we modify the foregoing argument following the lines of [FO] with obvious modifications. The details are left to the reader.
