Abstract This short article analyzes an interesting property of the Bregman iterative procedure, which is equivalent to the augmented Lagrangian method, for minimizing a convex piece-wise linear function J(x) subject to linear constraints Ax = b. The procedure obtains its solution by solving a sequence of unconstrained subproblems of minimizing
Introduction
This article studies an interesting numerical property, which we call error forgetting, of the Bregman iterative procedure for solving the convex problem min x∈R n {J(x) : Ax = b} (1) with a piece-wise linear function J, where matrix A ∈ R m×n and vector b ∈ R m are given. A piece-wise linear function is also called a polyhedral function. Among the well-known examples of piece-wise linear functions is J(x) = µ x 1 , where µ is a constant scalar. The basis pursuit problem
tends to return a sparse solution of Ax = b. Problem (2) and its variants arise in compressive sensing, statistical learning, signal and image processing, etc. The Bregman iterative procedure [1, 2] is based on solving subproblems of the form min x and iteratively performing
for k = 1, . . . starting with b 1 = b. Subproblem (3) can be efficiently solved for various different convex functions J(·). For J(x) = µ x 1 , there are first-order algorithms such as GPSR [3] , FPC [4] , SpaRSA [5] , and so on.
In practice, the update (4a) is computed inexactly, giving rise to the inexact iteration
Step (5a) introduces errors w k , and they roll over to subsequent iterations through (5b). In general, these errors may accumulate over the iterations or can even cause the iteration to diverge. However, we show that as long as (5a) is solved with sufficient accuracy (which is not necessarily very high), the errors do not accumulate and can even cancel each other under certain situations. Consequently, the inexact iteration (5) can yield a highly accurate solution to (1) for a moderate amount of computation on every subproblem.
Background of Bregman Iteration
Bregman iteration (4) was introduced in [1] for total variation based image processing, extended to waveletbased denoising in [6] , nonlinear inverse scale space in [7, 8] , MR imaging [9] , matrix rank minimization [10] , hyperspectral imaging [11] , etc. Its usefulness for solving 1 and 1 -related problems has been discussed in [2] . In this subsection, we briefly discuss another form of the iterative procedure.
The Bregman distance [12] induced by a convex function J(·) is defined as
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is solved, and the iteration is
for k = 1, . . . starting with x 0 = 0 and p 0 = 0. Since J(u) is not differentiable everywhere, there can be multiple choices for p in definition (6) . Nevertheless p can be uniquely determined from the previous iteration using the optimality condition of (8a):
which gives update (8b). Assuming that (4a) and (8a) are computed exactly, one can verify that, for all iterations k, iteration (8a)-(8b) and (4a)-(4b) are equivalent through the identify [2] . However, inexact computation of the subproblem in either iteration breaks down the equivalence.
We remind the reader not to confuse Bregman iteration with linearized Bregman iteration [2] :
where min
is the prox-linear variant of (7) . Not only do the two iterations solve different subproblems, they generate two sequences {x k } converging to different solutions. For example, if J(x) = x 1 , the sequence generated by (9) converges to the solution of
which is a result first shown in [13] under some assumptions and then improved in [14, 15] . (Although with sufficiently large α, the solution of (11) becomes a solution to (2) , according to analysis in [15] [16] [17] .) Also see [18] for its application to matrix completion and equivalence to Uzawa's algorithm, [15] for its equivalence to dual gradient descent, and [17] for a global linear convergence proof. Turning back to Bregman iteration, its equivalence to augmented Lagrangian iteration [19, 20] has been established in [2] and reviewed in [21] . We can introduce Lagrange multiplier λ k = b k − b; then from (4b) we obtain the update λ
Inexact augmented Lagrangian iteration has been studied in [22] and [23] where the first-order optimality conditions of the subproblem (4a) are satisfied up to tolerance k that decreases to 0 in k. However, we study the case (5) where the error w k is sufficiently small but not diminishing in the limit and it is dominated by the error due to an early-terminated subproblem.
Organization
The main results are given in Section 2, in which subsection 2.1 introduces important notation, subsection 2.2 presents a numerical example to motivate the analysis in subsequent subsections. Subsection 2.3 reviews the existing convergence results. Subsections 2.4 and 2.5 study the error-forgetting and the strong error-cancellation property of Bregman iteration. Finally, Section 3 summarizes this article. 
Notation
The nature of iterative error analysis requires different sequences, which we now define: 
In general, x k ,x k , andx k are different from one another. Unless the word inexact is used, the computation is exact by default.
Note that w k does not equal the collective errorx
k is just the new error introduced at iteration k, and w k obeys w k :=x
X * denotes the set of solutions of (1), and x * ∈ X * denotes a solution of (1), which should be clear from the context.
A Motivating Example
In this simple test, the true solution x * ∈ R 500 had 25 nonzero entries that are sampled from i.i.d. Gaussian and located uniformly at random. Matrix A ∈ R 250×500 had i.i.d. Gaussian entries, and b := Ax * . The exact solution of problem (2) was x * .
We set µ = 0.01 and ran inexact Bregman iteration (5). We repeated the same test five times, each time with one of the five different subproblem solvers: ISTA iteration (17), FPC-BB [4] , GPSR [3] , SpaRSA [5] , and Mosek [24] . All the solvers started from 0 at each Bregman iteration (i.e., no warm start) and had the stopping tolerance 1 of 10 −6 . With this tolerance, the truncation error due to early termination dominated the round-off error. Hence, each solver at each Bregman iteration generated a pointx k containing an error on the order of 10 −6 . We recorded the normalized errors ofx
, at different Bregman iterations. The Bregman iteration was stopped once this error fell below 10 −14 , where round-off errors started to dominate the truncation error. These errors are depicted in Figure 1 .
According to Figure 1 , when the subproblems were solved by ISTA, FPC-BB, GPSR, or SpaSPA, the errors ofx k to x * were not affected by the truncation errors ≈ 10 −6 contained inx 1 ,x 2 , . . .. Not only did the truncation errors not accumulate, but they were canceling each other, lettingx 10 throughx 14 converge to x * at a geometric speed. When the subproblems were solved by Mosek, the truncation errors did not accumulate, yet the errors of x k to x * stagnated around 10 −6 , the level of the truncation errors. We call the non-accumulating phenomenon error forgetting (see Subsection 2.4) and the cancellation phenomenon error cancellation (see Subsection 2.5). Roughly speaking, error cancellation does not occur with Mosek since it is based on the interior-point method, which consists of a series of linear and nonlinear operations, whereas the other four codes are based on operations either linear or piece-wise linear in the input (see Subsection 2.5).
The Matlab code to reproduce this test is available for download from the first author's webpage.
Related Existing Results
We first review some related existing results. The following theorem summarizes the convergence of Bregman iteration.
. Convergence) Under Assumption 1, the sequence {x k } of Bregman iteration (4) or (8) has the following properties:
2. Convergence to x * in H with exact data: if x * minimizes H(·) and satisfies 0 ,x, and δ represent the noisy input, noiseless input, true signal, and
Remark 1 Point 2 indicates that if the input b is noiseless (i.e., H(x * ; b) = 0; e.g., Ax
. Finite convergence.) Consider Bregman iteration (4) or (8) applied to the 1 -minimization problem (2), where J(x) = µ x 1 and µ > 0. There exists K > 0 such that any x k , k > K, is a solution of (2).
Proof For completeness, we give a sketchy proof. Using vectors p ∈ [−µ, µ] n , we define the subsets
There are finitely many distinct subsets U (p), and their union is R n . Furthermore, we have x
The finiteness of {U k } and the monotonicity of H in k dictate the existence of K > 0 such that min{H(x) : x ∈ U k } = 0 for all k ≥ K. Therefor, for k > K, there exists 
8a) remains the same problem; hence, all subsequent solutions are optimal.
Lemma 1 Suppose that in Bregman iteration (4) or (8) is applied to problem (1) with a convex function J. Once
k is a solution of (1).
induced by a convex function J is nonnegative, and according to iteration (8), p k ∈ Range(A ). Therefore, there exists vector c such that
The above inequality shows that for any x satisfying Ax = b, J(x k ) ≤ J(x). Therefore, x k is a solution of (1).
It is not difficult to extend the result of Theorem 2 from J(x) = µ x 1 to any piece-wise linear function J(x) by defining subsets U (p) based on p ∈ ∂J.
Error Forgetting
We start with an assumption below on the finite identification of the optimal face, namely, the exact and inexact sequences stay on the optimal face after a certain iteration K. While the faces of the 1 function can be conveniently characterized by the signs of the input, such characterization does not exist for a general convex function J(x). However, observe that the Bregman distance (6) between two different points equals 0 only if between these two points J is linear, namely, the two points belong to the same face of J. Hence, we employ the Bregman distance in the assumption below for general piece-wise linear convex J(x).
Assumption 2 Let σ > 0 and K > 0 be such that as long as w k < σ holds uniformly for all k, we have (i) for
holds for all k ≥ K, and (ii) for general piece-wise linear convex J(x),
hold for all k ≥ K.
Remark 2 Under Assumption 2, all the sequences stay on the optimal face after a certain iteration K. There are results on the finite-identification property in the literature for the augmented Lagrangian iteration (e.g., [25, 26] ), but nevertheless, they do not address inexact iterations with non-diminishing errors or give (12) or (13) . Since error forgetting will be shown to occur after k ≥ K and yet establishing Assumption 2 (which is not our focus) is quite involved, we decide to leave it as an assumption with a non-rigorous explanation as follows. Theorem 2 addresses the finite property for the exact sequence x k . Existing results such as [26, 27] on inexact iterations assert if the errors decay quickly enough, the inexact sequencex k will converge to x * . On the other hand, we can apply the arguments in the proof of Theorem 2 tox k : R n is decomposed to finitely many subsets U (p), among which the optimal U k satisfies min{H(x) : x ∈ U k } = 0, and sincex k → x * , after finitely many iterations,x k will stay in the optimal U k , which meansx
k → x * also gives, after finitely many iterations,x
Furthermore, we shall be able to extend the property tox k since it is no more inaccurate thanx k .
Remark 3 It is generally difficult to predict K or to detect k > K unless more computation is done. Methods such as the adaptive inverse scale space method [28] are able to detect k > K by solving nonnegative least-squares problems. In fact, that method finds the solution of (2) by solving a sequence of nonnegative least-squares problems, each of which either identities the solution or provides information to update the current point. It is related to Bregman iteration, so the error forgetting property might also apply.
Theorem 3 (Two exact steps on the optimal face) Under Assumptions 1 and 2, consider inexact Bregman iteration (5) applied to problem (1) with a piece-wise linear J(x) through iteration k − 1, where k > K. Then, two exact steps of (4a) at iterations k and k + 1 yield an exact solution to (1).
Proof As an exact minimizer of F (x;b k ),x k satisfies the first order optimality condition:
Hence,x is the exact solution to
or after re-organizing the terms,
According to Assumption 2 and k > K, the subdifferentialp
Hence, considering the facts that Dp Although Lemma 1 only addresses exact Bregman iteration, its proof applies tox; in particular, the first-order optimality conditions of (14) are 0 =p + A (Ax −b k+1 ), wherep ∈ ∂J(x), and thusp ∈ Range(A ). Therefore,x ∈ X * .
Theorem 3 means that once Bregman iteration (exact or not) identifies the optimal support, another two exact steps will yield the exact solution to problem (1). The first exact step corrects the subdifferentialp k (or the Lagrange multiplier, in terms of augmented Lagrangian iteration), which allows the second step to find the exact solution to problem (1) .
Since it is difficult to know when the optimal support has surely been identified, it is hard for one to decide when to take the two exact steps. So, Theorem 3 does not provide a powerful computational rule. Nevertheless, Theorem 3 introducesx, which is used in the analysis below.
Based on Theorem 3, we can treatx as a solution to problem (1), just the same as x * . Although in case X * has multiple elements, differentx may be obtained by two exact steps starting at different k > K, this is not a problem in our analysis below, so we do not associatex with k.
Theorem 4 (Error forgetting) Consider inexact Bregman iteration (5) applied to problem (1) with a piece-wise linear J(x). Definex ∈ X * as in Theorem 3, i.e.,x is the solution of (1) that one would get after applying two exact Bregman steps on the optimal face. Under Assumption 1 and the additional assumption −A (Ax−b k+1 ) ∈ ∂J(x−w k ) (see Remark 4 below), we havex
Proof By definition ofx in Theorem 3,x is an exact minimizer of
means thatx is also an exact minimizer of 
Proof For k > K and under Assumption 2, Theorem 3 givesx ∈ X * , and Theorem 4 givesx
by the definition ofx, the assumption −A (Ax −b k+1 ) ∈ J(x − w k ) in Theorem 4 holds ifx andx − w k are both in the relative interior of the same face of the epigraph of J, or simply speaking, the error w k is small enough so thatx − w k stays within the same face withx. Consider J(·) = · 1 for example. If x and w satisfy sign(x) = sign(x − w), then any p ∈ J(x) also satisfies p ∈ J(x − w).
Remark 5 Corollary 1 shows that the absolute error dist(x k+1 , X * ) depends only on w k and w k+1 , which are the numerical errors introduced at iterations k and k +1 and are independent of the early errors w k−1 , w k−2 , . . . , w 1 . That means that they do not accumulate to large absolute errors. This result holds no matter how each step (5a) is computed as long as the assumptions hold, and it explains why none of the curve in Figure 1 increases above 10 −6 even though w k ≈ 10 −6 at each k. While it explains the solid curve, it does not explain the other four curves, which not only stay below 10 −6 but also decrease geometrically to 10 −15 . In general, the two vectors w k and w k+1 can be anything of size 10 −6 or less. So, w k+1 − w k is not necessarily small. The additional analysis in the next subsection shall explain why w k+1 − w k decrease geometrically corresponding to those four curves. Remark 6 Although iterations (4) and (8) are equivalent on paper, the error-forgetting property holds only for iteration (4)'s inexact version (5) . When the subproblems of (4) and (8) are solved inexactly, iterations (4) and (8) do not generate the same sequences. Iteration (8) is less stable since p k generated by the inexact version of (8b) does not obey p k ∈ ∂J(x k ).
Error Cancellation
In this section, we focus on J(·) = µ · 1 and explain that in the inexact iteration (5), when every subproblem (3) is solved by first-order (i.e., gradient based) iterations, the right-hand side of (16) -w k+1 − w k 2 -can decrease geometrically in k. As one will soon see, this property requires "perfect synchronization" of the subproblem iterations at iterations k, k + 1, k + 2, . . ., where k > K. While it does happen, it is less likely to happen than error-forgetting. Instead of rigorously proving the property, we merely explain why it can happen.
By perfection synchronization, we refer to the phenomenon that when an iterative procedure consisted of linear and piece-wise linear operators starts from inputb k+1 and then starts again from inputb k , the input difference b k+1 −b k is so small that the two sequences of operations take place on the same linear piece at all iterations, i.e,b k+1 andb k are processed by two identical sequences of linear operations. The first-order algorithms FPC, GPSR, and SpaRSA are based on the ISTA iteration
where the operator shrink(x, α) := x − Proj [−α,α] n (x) is piece-wise linear. While on the optimal face, asx k gets close tox, the difference betweenb k+1 andb k is also very small, so small that perfect synchronization occurs and leading to good consequences as we shall continue explain below. 
is sufficiently small so that L(w) := J(x) − J(x + w) is well defined for points x and w specified below. From
we haveb k+1 =b k + Aη. Hence, the problem min{J(x) + 1 2
is equivalent to min{J(x) + k 2 , we can letx k be the minimizer y * and thus, the solutionx k+1 to problem (20) obeyŝ
3 Conclusions
When minimizing a piece-wise linear function subject to linear constraints, Bregman (or augmented Lagrangian) iteration is more tolerant to numerical errors due to inaccurately solved subproblems. While the standard practice requires diminishing errors over the steps, Bregman iteration only requires sufficiently small errors so that the optimal face can be identified. Once on the optimal face, errors from two or more steps back will be "forgotten." Furthermore, the errors of last two steps of subproblem solvers based on linear and piece-wise linear operators may nearly cancel each other, causing geometric convergence of the intermediate solutions to the exact solution. Hence, a highly accurate solution can be obtained by inaccurate Bregman steps.
