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Abstract 
In this paper we present a definition of s-computability for functions in Sobolev spaces H”(R”), 
s E R. Two applications of s-computability are then discussed. One is to address several open 
problems regarding classical computable functions; the other is to conduct computable analysis 
of several important classes of partial differential equations. @ 1999 Elsevier Science B.V. All 
rights reserved. 
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1. Introduction 
The Sobolev space H”(@) is, roughly speaking, the set of all real-valued (or 
complex-valued) functions f(x) = f(xl ,..., xd) such that (1 + 1<12)“/2f^(5) belongs to 
L2(Rd), where 
f^( 4) = Ld e”“f(x) dx 
is the Fourier transform of f(x), t=(t~,...,td), x. <=x1<, + ... +xd&,, and ItI= 
(14112+... + /&12)‘/2. Whe n s’>s, the space HS’(Rd) is a subspace of Hs(Rd). The 
index s can be used to measure the regularity of functions in the space Hs(Rd): the 
larger the S, the smoother of the functions in H”(Rd). In particular, H”(Rd) = L2(Rd). 
For any positive integer n, the space H”(Rd) is the collection of all functions f in 
L2(Rd) such that the partial derivatives off up to the order n are all in L2(Rd). The 
concept of Sobolev spaces emerged in 1930s from the study of partial differential 
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equations. Since then the theory of Sobolev spaces has been extensively studied and 
has become an indispensable tool in the study of partial differential equations. An 
appropriate computability structure for Sobolev spaces is certainly needed if one wishes 
to conduct computable analysis of partial differential equations. The s-computability we 
introduce in this paper is to serve this purpose. 
The computability structure on H”(Rd) is based on the notion of L2-computability 
introduced by Pour-El and Richards 1201, which in turn is a generalization of the clas- 
sical Grzegorczyk notion of computability for continuous functions [S, 91. Grzegorczyk 
computability can be formulated as follows. 
Definition 1.1. A function f : Rd + R is G-computable if 
(1) f is sequentially computable, that is, for any computable sequence {xk} of points 
in Rd, {f(xk)} is a computable sequence of real numbers, and 
(2) there exists a recursive function e: -1’” x _,4+ ,4’ such that for all M,N in ,v’ and 
all X, ~EZM={XER~; IxI<M}, 
Ix - Yl& implies If(x) - f(v)] d $. 
Since the G-computability requires that computable functions be continuous, it excludes 
many important non-continuous functions in consideration. Pour-El and Richards ex- 
tended the notion of the G-computability to L P functions. Their definition of 
L2-computability for functions in L2(Rd) goes as follows. 
Definition 1.2. A function f EL*(R~) is said to be L2-computable if there exists a 
G-computable sequence {y,} of functions in C(Rd) with its support contained in 
Z, = {X E Rd; 1x1 <n} such that the sequence Ilf - gnllL~CRdj converges effectively to 
zero as n --) 0. 
Remark 1.1. For a function defined on a compact and computable rectangle, if it is 
G-computable, then it is also L2-computable. However, for functions defined on Rd, 
G-computability doesn’t imply L2-computability. 
Based on Pour-El and Richards’ notion of L2-computability, we introduce the fol- 
lowing s-computability for functions in H’(Rd): 
Definition 1.3. Let s E R be a computable real number. A function f E H’(Rd) is said 
to be s-computable if (1 + ([I2 y’2,f(S) is L2-computable. 
Since the space L2(Rd) is only a subspace of H”(Rd) when s < 0, the notion of 
s-computability extends computability to a much larger class of functions than that of L2 
functions. Many important functions in physics and engineering are not in the space 
Lp(Rd). For example, the well-known Dirac delta function 6(x). Roughly speaking, 
6(x) is a function which takes the value of 0 for any x # 0, equals +CC when x = 0, 
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and its integral over the whole space Rd is 1. Obviously this Dirac delta function 
does not fit in any definitions of classical functions. Nevertheless, the Dirac delta 
Iimction and its derivatives had been widely used in engineering and physics long 
before mathematicians could put them into a rigorous theoretical ground. Indeed, the 
effort to understand the nature of the Dirac delta function was one of the driving 
forces for the birth of theory of distributions or generalized functions in 1950s [24] 
which is now the cornerstone of modem analysis of partial differential equations. It is 
known now that the Dirac delta function 6(x) belongs to the space H”(Rd) for any 
s < -d/2. The concept of s-computability given by Definition 1.3 enables us to discuss 
computability of such classes of functions. 
The s-computability also takes the regularity of functions into account. It is known 
that a G-computable and C’ function may have no G-computable derivatives. By con- 
trast, for any computable real number s>O, if f E H”(Rd) is s-computable, then its 
partial derivatives up to order [s], the integer part of s, are all L*-computable. This 
property of s-computability will play an important role in conducting computable anal- 
ysis of partial differential equations. 
The notion of s-computability is closely related to that of G-computability. 
We will prove that for any computable real number s>d/2, if a function f E H”(Rd) is 
s-computable, then it is also G-computable. This connection between s-computability 
and G-computability enables us to address several open problems regarding 
G-computable functions. 
Let Q be a closed computable ball or rectangle in Rd. Suppose that a G-computable 
function f defined on Q has continuous partial derivatives, are these partial derivatives 
off also G-computable? An example due to Myhill [18] shows that the answer is No. 
Thus the following question suggests itself: 
Problem 1. Under what condition does a G-computable jimction posses G-computable 
partial derivatives? 
This problem has been studied by Pour-El and Richards [21]. They proved that in 
the case where Q is a bounded interval, if f is G-computable and C*, then its first 
order derivative is also G-computable. However, in the case where 52 = R, they showed 
that there are infinitely smooth G-computable functions whose derivatives are not 
G-computable. No sufficient conditions are available so far in the literature to as- 
sure the computability of the first order derivative of a G-computable function defined 
on Rd. In this paper, as one of the applications of the s-computability and its related 
theory, we prove: for any G-computable function f defined on Rd, if f E H”(Rd) j& 
some s>(2 + d)/2 and is L2-computable, then its jirst order partial derivatives are 
all G-computable. 
As a corollary to Pour-El and Richards’ result [21], in the case where Q is a bounded 
closed interval, if f is G-computable and infinitely smooth, then its derivatives of any 
order are all G-computable. However, as a sequence, { dk f } may not be G-computable. 
This leads to the following question: 
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Problem 2. For a G-computable function f E Cc”(Q), under what condition is the 
sequence { a,“f} G-computable? 
In this paper we provide a necessary and sufficient condition for the sequence 
{ qk f }to be G-computable when Q = Rd. We prove: if f E H”(R) is L2-computable, 
then for any 1 <j <d, the sequence {djk f } is L2-computable (G-computable) tf and 
only if the sequence JRd ~<l’“lf(~)l’ d< is recursively bounded. 
However, our main motivation for introducing the s-computability is to conduct 
computable analysis of partial differential equations. In the past two decades, the the- 
ory of computable analysis has been well studied and many important mathematical 
models in both physics and engineering have been investigated for their computability 
or non-computability and computational complexity. Moreover, computable analysis 
has been extended to many areas of mathematics such as real and complex analy- 
sis, topology, geometry, calculus of variation, functional analysis, and etc. (see, e.g. 
[4,5,7, 11-14, 19,21,26]). However, as for partial differential equations, there are only 
a few studies from the computable analysis point of view. In [21] Pour-El and Richards 
considered the classical wave equation 
a2U a2u a2u a2u -=- 
at2 ax: 2 +=+g 3 (1.1) 
and the heat equation 
au a2u a2U (:2u 
c)l=g+@+zy (1.2) 
For the wave equation (1.1) they showed that there exists a G-computable function 
f such that the solution u(x, t) of (1.1) corresponding to the initial data u(x, 0) = f(x) 
is not G-computable at t = 1. Later Pour-El and Zhong [22] found a G-computable 
function g such that the solution u(x, t) of (1.1) with the initial data u(x, 0) = g(x) is 
nowhere G-computable. By contrast, for the heat equation (1.2), Pour-El and Richards 
provided an affirmative result: the solution u(x, t) of the heat equation is G-computable 
for any time t 2 0 so long as its initial data u(x, 0) is G-computable and tends to 0 as 
1x1---) +cc. In [29] Zhong and Zhang conducted computable analysis of the Korteweg- 
de Vries equation 
(1.3) 
They showed that the periodic solution u(x, t), x, t E R, of (1.3) is G-computable pro- 
vided its initial data u(x,O) is G-computable. Nevertheless, those studies only deal 
with individual equations. So far there has no general and systematic study of partial 
differential equations from the point of view of computable analysis. In this paper we 
attempt to provide a genera1 approach to computable analysis of partial differential 
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equations. As an explanatory example, we will consider the general second-order 
hyperbolic partial differential equation 
g = A(D)u 
and the parabolic partial differential equation 
? 
z = A(D)u, 
( 1.4) 
(1.5) 
where A(D) is the elliptic differential operator whose definition will be given later. 
Eqs. ( 1.4) and ( 1 S) include wave equation (1.1) and heat equation ( 1.2) as their special 
cases, respectively. The computable analysis of Eqs. (1.4) and (1 S) is conducted in the 
framework of the s-computability structure. We prove that the solution of the hyperbolic 
equation (1.4) is s-computable at any time t if its initial data is s-computable. As for 
the parabolic equation (1 S) we show that the solution u(x, t) and its partial derivatives 
of any order are both G-computable and L2-computable even though its initial data 
u(x,O) is just s-computable for some SER. This result is, in fact, an effective version 
of the well-known smoothing property of the parabolic equation. Although we only 
discuss hyperbolic and parabolic equations, our approach can be used to analyze other 
classes of partial differential equations. 
The paper is organized as follows. 
In Section 2, we present an equivalent description for L2-computability. This de- 
scription is based on the analytic properties of an L2 function itself. It is in accordance 
with the classical Grzegorczyk notion of G-computability for continuous functions as 
well. In section 3, we introduce s-computability for functions in H”(Rd). The relation 
between s-computability and G-computability is discussed in detail. As an application 
of s-computability, answers to Problems I and 2 are provided. Section 4 is devoted to 
a computable analysis of the second-order hyperbolic and parabolic partial differential 
equations. 
2. L*-computability on L2(Rd) 
In Pour-El and Richards’ definition, L2-computability is defined in terms of effective 
approximation; e.g. a function BELL is L2-computable if S is the effective limit 
in L2-norm of a G-computable sequence {v~} with supp(qj) c Ii. In this section we 
investigate conditions which are not based on approximation. We present a description 
for L2-computability which is based on the analytic properties of the function itself. 
The description is also in accordance with G-computability for continuous functions. 
Such a definition is useful from the 
We recall some basic properties 
consists of all Lebesgue measurable 
s 
R” l.f(x)12 dx<+oo 
view point of an analyst. 
of functions in L2(Rd) first. The space L2(Rd) 
functions defined on Rd satisfying 
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L2(Rd) is a Hilbert space equipped with the norm 
Ilfll~2c~d, = (1” lfW2 dx)l’. 
Functions in L2(Rd) do not have to be continuous. But for any given f E L2(Rd), it is 
associated with a so-called L2-modulus function zf from Rd to R: 
This L2-modulus function rf is uniformly continuous on Rd and z,(O) = 0. Let 
Coa(Rd) denote the collection of all C03-smooth functions with compact support in 
Rd. Then a function f EL2(Rd) can be viewed as a linear functional Lf on the space 
C,-(Rd): 
Lf(‘p):= J f (x)4x) dx> Vq E C,-(Rd). Rd 
For any k&V, let IA(X) denotes the characteristic function of the ball Ik = {x E R”; 
1x1 <k}: 
1 if xEIk, 
Xk(X) = 
0 if x$Zk. 
Now we present our description of L2-computability. 
Theorem 2.1. For a given function f EL2(Rd), let 
fk(x) = Xk(x)f (x), k E J+” 
Then f is L2-computable if and only ij 
(1) for any G-computable sequence {cpm} in C,“(R”), the double numerical sequence 
iS 
fk(x)(Pm(x) dx 
R” I 
is computable; 
(2) oh is continuous at h =0 effectively in h and k, i.e. there exists a recursitle 
function e: X x .,1‘+ ,1’ such that for any k, NE-Y, 
Ihl G MW) implies ltr;(h)l 62-N, 
(3) the sequence {fk} converges to f efSective/y in L2(Rd)-norm as k + 03. 
Proof. Suppose that f EL2(Rd) is L2-computable. By Definition 1.2, there exists a 
G-computable sequence {gm} in C(Rd) with the support of g,,, c I,,, such that llgm - 
fll L~cRd) converges to zero effectively as m + cc. We prove that f satisfies conditions 
(l)-(3) listed above. 
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Let {Q} be a G-computable sequence in COoo(Rd). Then the sequence 
I 
. Rd x&b&P&-> dx 
is a triple computable sequence of real numbers and the sequence 
II(P~x~IIPw = (i IqW12 dx)12 
is recursively bounded in k and j. We observe that 
IS Rd x&h&)qAx) dx - J ./i(x>cpi(x)dx RJ 
=lJ Rd xdX)(gt&) - f(x>h(x>dx 
d .I’ Ix~Wpi(x>l lgm(x> - f(x)1 dx R" 
d II!& - fll~~(~~~llV)jXkll~~~~~~~ 
It follows that the computable sequence JR<, Xk(x)gm(x)cpj(x) dx converges to JRd fk(x) 
qj(x) dx effectively in j, m and k as m + cc) since (\g,-f((LZ(Rd) tends to zero effectively 
as m + 3=. Therefore, the double sequence 
{S 
fk(x)Vj(x)dx 
R” I 
is computable. 
To prove that the sequence rh(h) of L*-modulus functions is continuous at h = 0 
effectively in k and h, we observe that for any integer m, 
(.I > 
l/2 
d Rd Ifk(x + A) - X/AX + h)grn(x + h>l2 dx 
I:2 
+ 
(./ 
R,, Ix& + hkrn(x + A) - x&)s&~12 dx 
> 
+ (s Ix&h(x) - fdx)12 dx R” > 
I!2 
(I > 
I,2 
<2 Ixd~h&) - f&>12 dx + k,/i 
Rd 
d 21iYrn - .fI h2(Rd) + A$,. 
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Here 
(.i 
1/2 
A;,, = Rd IX& + h)gnz(x + A) - x/c(x)g&)12 dx 
(I > 
112 
< Rd ICod~+h) - ztd~)).4m(~+~)12d~ 
112 + (I IxdxUdx + h) - g&>>12 dx Rd ) 
< (J k_,b,~,~,~b+,h,l~m(~+h)12dx “2+ ) (J ,~~,~~lg,~(x+h)-g,(x)12dx)‘2 
c c x;ky, lSm(x + A) - y,‘“w~~k~, Ism(X)ll~l 
( ) 
> 
where IhI< l/2 and the constant c > 0 is computable from k and independent of h 
and m. Since {gm} is a G-computable sequence, there exists a recursive function 
e : JV x A'" x JV + JV such that for all k, m, N E JV and lhl< l/2, if IhI< l/e(k, m, N), 
then Ak,,, ~2~“~‘. In addition, since jlgm - fllL>(Rd) converges to zero effectively as 
m + CO, there exists a recursive function d: JV + N such that for all m,N E ,I/‘, 
if mad(N), then llgrn - fll~2cR~j<2 -N-2 We now define a recursive function b: . 
JY- x M + ,Y such that b(k, N) = e(k,d(N), N) for all k, N E -4”. For any lhl< l/2, if 
IhI< l/b(k,N), then for all k,N E JV”, 
Ihfk(‘+) - Q(o)1 ~%d(N) - fllLZ(Rd) +A&v~, G2-N. 
Hence {r,i} is continuous at h = 0, effectively in h and k. 
Next, we show that the sequence {fk} converges to f in L2(Rd) effectively as 
k -+ co. First we note that (1 - Xk)g,,,(x) = 0 for any k and m with k >m + 1 for the 
support of g,,, is in I,,,. Thus we have 
ilfk -f llP(R") = ii(l - %k)(f - gk-I) - c1 - Xk)gk-I IIL2(Rd) 
= ll(l - Xk)(f - gk--I)IIL'(Rd) 
G Ilf - gk-I IIL2(Rd). 
Consequently, the sequence {fk} converges to f in L2(Rd)-norm effectively as k + co 
for I/f - gk-1 IILz(R~) approaches zero effectively as k + 03. We have thus proved that 
the L2-computable function f satisfies conditions (l)-(3) listed in the theorem. 
Next, we turn to prove that if f E L2(Rd) satisfies conditions (l)-(3), then f is 
L2-computable, that is, there is a G-computable sequence gm with its support contained 
in I,,, which converges to f in L2(Rd)-norm effectively as m + 03. In the following 
we construct such a G-computable sequence {gm}. 
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First we define a C” G-computable function I$ on Rd as follows: 
( 
cxe-ij(i-lx12) 
4(x) = 
if IxI<l, 
0 if 1x131. 
The constant E is chosen such that JRd 4(x) dx = 1. Through a uniform scaling on 4, 
we obtain a G-computable sequence {&,,}, where &(x) = md$(mx). For every m E 1’) 
& E Cr(Rd) with its support in the disk B, = {XE Rd: Ix/< l/m} and JRd &(x) dx = 1. 
The needed sequence g,,, is constructed as the 
m>2: 
Ytn(x) = 
.I 
zm-~(y)f(~)&(x - y)dy. 
Rd 
convolution of ~~-1 f with & for any 
Then gm E CT(Rd) with its support in Z, for all m 32. It remains to show that {gm} is 
a G-computable sequence which converges to f effectively in L2(Rd)-norm as m + co. 
For any computable sequence {xi} in Rd, the double sequence {&(x1 - y)} is 
G-computable in CoW(Rd). It follows from condition (1) that the sequence 
J Rd Xm-I(Y)f(YMm(xj - Y)dY=gm(xj) 
is G-computable. Thus the sequence {gm} is sequentially computable. In addition, for 
any given M E JY- and any two points xi ,x2 in I,, we have 
=lJ Rd xm(~lf(~)(6&~ - Y) - &&2 - y))dy 
%&2+01 -x2)-y) dt.(xi -xz)dy 
1%&2 + 4x1 -x2) - y)l dt 
Since 
max 
XlJZEIM 
1%&2 + 4x1 -x2)- y)l dt 
is recursively bounded in m and M, there is a recursive function e from .Af x N x . I’ 
+ .,V such that for all m, M, NE A’“, if 1x1 -x21 < 1/2e(MmflN), then (gm(xi) - gm(x2)( 
~2~~. This proves that {gm} is effectively continuous. Thus {gm} is a G-computable 
sequence. 
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Finally we show that gm converges to f in L2(Rd)-norm effectively as m + co. We 
observe that 
IlSm - f IIL2(Rd)ah - Xm-If IIL+v) + IlXm-If - f IlP(Rd) 
and 
IS?&> - Xm-l(X)f @>I 
I’ xm-I (v>f (YMm(x - Y> dv - Rd .I Rd xm-1(x>f(xMm(x - Y>~Y 
I km-l(v>f(v> - xm-1(x>f(x)Mm(x - y)dy Rd 
=I/ (x~-I(x - y)f(x - Y> - xm-1(x)f(x)Mm(y)dy . Rd 
By using the integral version of Minkowski’s inequality [lo], we have 
l/2 
km-1(x - y)f (x - Y) - xm-,(x>f (x>12 dx dv 
= .I Rd ~~(Y)~./L,(-Y>~Y. 
Hence 
kh -flILZ(Rd)~Ii(1 -hl).fllL~(Rd)+ .I MY)~L t-y> dv. R" 
According to (2) and (3), the sequence ]r~,_,(y)I converges to zero as y-0, effec- 
tively in y and m, and 11(1 - xm_l)f IILZcRc,) converges to zero as m + 03, effectively 
in m. We therefore conclude that {gm} converges to {f } effectively in m as m + x. 
The proof is complete. 0 
A similar proof gives the following description of L2-computability for a sequence 
in L2(Rd). 
Theorem 2.2. A sequence {fm} in L2(Rd) is L2-computable if and only if 
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(1) for any G-computable sequence {qj}, where ‘pi E C,-(Rd), the sequence 
{_&I? Xkfm(X)(Pi(X)dX} 
is a computable triple sequence of real numbers; 
(2) TXltm(h) is effectively continuous in h, k and m, that is, there exists a recursive 
function e : M x JV x JV + JV” such that for any m, k, N E A*, Ihl< l/e(m, k, N) 
implies lz,,,tm(h) - t,,,(O)l < 1/2N; 
(3) the sequence {xkfm} converges to {,fm} efictively in k and m, in L’(R”)-norm; 
and 
(4) the sequence {Ilfmll~~~~d,} is recursively bounded. 
3. Computability structures of the space II” 
We begin with a brief introduction to the Sobolev space H”(Rd). The following 
notations of Schwartz will be used. A point in Rd is denoted by x = (XI,. ,xd ) or 
(=((I,..., &). For any %=(@I ,..., C(d)E_+rd, 
d”= (&,...,&J = (&T (&i;... (&r’. 
Xa =(x1,x2 ,..., &,)‘=X;‘X;‘,..., x2, 
%!=u,!@2!,...yd! (O! = l), 
and 
D”=(D,,D* ,..., Dd)‘=D;(D; ,..., D; 
with 
D.i=f& j=1,2 ,..., d, i=a. 
J 
Let 9(Rd) = Ccm(Rd) denote the collection of all P-functions on Rd with compact 
support. The dual space of 9(Rd), the collection of all continuous linear mnctionals on 
9(Rd), is denoted as 9’(Rd). The members of 9(Rd) are usually called test functions 
and the members of 9’(Rd) are called distributions or generalized functions. For any 
test function I#I and any generalized function f, ,f ($), the action of f on 4, is usually 
written as (f, 4). 
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For any generalized function f, its partial (distributional) derivative aYf (a E . 1’) is 
also a generalized function which is defined by 
(al~,~)=(-i)l”l(f,al~), bqeq~~). 
By this definition, a generalized function possesses partial derivatives of any order. 
Let LfO.(Rd) be the collection of all locally integrable functions defined in Rd. For 
any h E LfO,(Rd), h can be viewed as a generalized function in the following way: 
(h, 4) = / h(x)&x)dx, VC$ E 9(Rd). 
Rd 
Since C(Rd) and LJ’(Rd)(l <p< + cc) are contained in Lf,,,(Rd), functions in C(Rd) 
and Lp(Rd) are all generalized functions. In particular, a function h E L2(Rd) is a 
generalized function which possesses partial derivatives of any order: 
(aEh,cj)=(- l)‘“‘(h, a"$) =(- 1)‘“’ 
.I 
h(x)a”4(x) dx 
R” 
for any z E .,Ydand $ E 9(Rd). On the other hand, although Ph is a generalized func- 
tion, it may no longer be an L2 function. A function h E L2(Rd) whose partial derivative 
of certain order is still an L2-function is special. This leads to the following defini- 
tion of the Sobolev space: For uny given integer n>O, the Sobolev spuce H”(Rd) is 
dejined as 
H”(Rd) = {h E L2(Rd)I a”h E L2(Rd), ‘V’X E .,lPd with 1~11 <n}. 
H”(Rd) is a Hilbert spuce with the norm 
As is known in analysis, a function h E L2(Rd) if and only if its Fourier transform 
i E L2(Rd). Moreover, for any h E L2(Rd), 
In [21] Pour-El and Richards showed that an L2 function J‘ defined on Rd is L2- 
computable if and only if its Fourier transform f^ is L2-computable. In terms of the 
Fourier transform, there is an equivalent description for the space H”(Rd): jbr any 
given integer n 3 0, 
H”(Rd) = {h E L2(Rd)I (1 + 1412)“‘2h(;) EL’(R”)} 
and 
(.I 
I!2 
II’d H”(R”) = (1 + l~12,“l&>12 d5 
R” 
for any h E H”(Rd). 
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In this alternative description of H”(Rd), we note that n does not have to be a 
nonnegative integer. This observation leads to the following definition of Sobolev space 
H”(Rd ): For any s E R, the Sobolev space H”(Rd) is the collection of all generalized 
.functions ,f such that (1 + I~l’)“‘f*(<) E L2(Rd), tvhere f(t) is the Fourier transform 
of j: H”(Rd) is a Hilbert space ,rith the norm: 
(I 
I!2 
Ilf Il.s= Ilf IIH‘w’~= (1 + l~12>~lf~~(ir>12 dt . R” 
It is clear from the definition that H”(Rd) c H”‘(Rd) if and only if s as’. In partic- 
ular, the space H”(Rd) is a subspace of H”(Rd)=L2(Rd) if ~30. In the case where 
s<O,H”(Rd) is larger than L2(Rd). For instance, the Dirac measure 6(x) is not in 
L2(Rd), but it belongs to H”(Rd) for any S-C - d/2. 
We now introduce s-computability for functions in H”(Rd). We give two equivalent 
definitions. The second one, based on Theorem 2.1, describes s-computability in terms 
of the analytic properties of Sobolev functions. 
Definition 3.1. Let s E R be a given computable real number. A function f E H.‘(R”) 
is said to be s-computable if (1 + l~12)‘~2f^(<) is L2-computable in the space L2(Rr’). 
Definition 3.2. Let s E R be a given computable real number. A function f E H’(R”) 
is said to be s-computable if 
(i) for any G-computable sequence 1c/m E Cfla(Rd), the sequence 
. I R’, xdO(l + l~12)s~2f^(tMm(5)d5 
is a computable double sequence; 
(ii) the sequence of the L2-modulus functions 
is continuous at h = 0 effectively in h and k; and 
(iii) 
I (1 + l~12,“lf(ir>12 d5* I<l>k 
converges effectively to zero as k + x. 
Our next theorem states that under the s-computability structure, the embedding 
H”(R”) C H”‘(R”) is effective. 
Theorem 3.1. Suppose s and s’ ure two given computuble reals brith s > s’. [f’ ,f E H‘ 
(Rd) is s-computable, then it is also s’-computable. 
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Proof. If f E H”(Rd) is s-computable, then by Definition 3.1, (1 + I{12y/2f^(<) E L2(Rd) 
and is L2-computable. Thus there exists a G-computable sequence g,,, in C(Rd) with 
supp(g, ) c Z, such that 
llgm(5) - (1 + 1512)Si2.f~mqR~) +o (*I 
effectively as m + 00. Let 
$45) = (1 + ~4~2)-“~2g,(5>, m E .A”. 
Obviously, the sequence {fm} is G-computable and fm has its support in I,,,. Since 
IN1 + 1412P2_fG) - hmlP(R~) = 
I’ /I LZ(Rd) 
d iit1 + iti2)s’2f^(t> - g&)llLZ(Rd), 
by (*),fm approaches (1 + ]~$l’)“‘:~j‘(5) effectively as m 100. Therefore (1 + l<i2)s’~2 
f(t) is L2-computable. By Definition 3.1, f is s’-computable. The proof is complete. 
0 
If s 3 0, then for any given f E HS(Rd), its partial derivative Pf E HS-IYl(Rd) for 
any c( E JVd with 1~1 <[s], where [s] denotes the integer part of s. This classical fact 
extends to s-computable functions. 
Theorem 3.2. Let s 30 be a computable real number and f E H”(Rd) be s-compu 
table. Then .for any CXEA’~ with 1~1 <[s], the partial derivative Pf off is (S-ICI)- 
computable. 
Proof. The proof is similar to that of Theorem 3.1. 0 
Next, we present an equivalent description of s-computability in the case where s > 0. 
This equivalent description sometimes is more convenient to work with in applications. 
Theorem 3.3. Let ~30 be a computable real number. Then u function f E H”(Rd) is 
s-computable if and only if 
(a) f is L2-computable and 
(b) the sequence 
s 
(1 + l~12>slfC~>12 dt 
lSl>k 
effectively converges to 0 as k + +x. 
Proof. If f is s-computable with s 3 0, by Theorem 3.1, f is L2-computable. As for 
(b), it is the same as the condition (iii) in the definition 3.2 for s-computability. Now we 
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prove if f E H”(Rd) and satisfies (a) and (b), then f is s-computable. By Definition 
3.2, we only need to show that there exists a recursive function e: .M x .N+ j 1” 
such that for any k, N E Af, 
(.I’ 
l/2 
I(1 + 15 + h12)S’2&t + h) - (1 + 1512)s’2&5)12 d{ 
Rd 1 
< 2-N, 
whenever IhI< l/e(k,N), where x(t) =xk(t)j‘(<). To this end, we observe that 
l~~+14+~12>“‘2~~1”+~>-~~+l~12~S’2Jlk(~~l 
= l~~~+l5+~l2~s’2-~~+l5l2~s’2~~~5+~~+~~+l5l2)s’2~f’k~~+~~-~~5~~l 
~l~~~+l5+~l2~“‘2-~~+l5l2>“‘2l~~5+~>l+l~~+l5l2)”‘2~Jlk~~+~~-f?k~5~1~ 
Hence, when jhl<l, we have 
112 
1 + It + h12)S’2&t + h) - (1 + It12)“‘2&5)12 dt 
) 
> 
I;2 
d I((1 + I4 + 42)s’2 - (1 + 512)s’2)&5 + h)12 d5 
+ ( ld /(I + lt12>“‘2(&t + A) - &-;))~2 d<)“* 
6 SUP 
ItI <k+l 
I(1 + 15 + h12)s - (1 + t12)@ llf l[LZ(Rd) + (1 + (k + 1)2)S’2#(h). 
Since .f is L2-computable, by Theorem 2.1, the sequence {r{(h)} is effectively contin- 
uous at h = 0. Moreover, the function (1 + It 1 ) 2 d2 is G-computable. Combining these 
two facts, we can find a recursive function e : J” x JV + _,Vsuch that for any k, N E I $ ‘, 
IhJ < l/e(k, N) implies that 
sup I(1 + 14 + h12)s’2 
ICI <k 
- (1 + 512Y2 1Ilf IIL2(Rd) -=I2 -N-l 
and 
(1 + (k + 1)2)S’2~(h) < 2?‘-‘. 
k 
Thus for all k, N E A’“, whenever Ihl 6 l/e(k,n), we have 
(./ 
I!2 
I( 1 + 15 + h12)“‘2&5 + h) - (1 + 1<12)s’2J’(5)12 d<
Rd > 
< 2-N 
as desired. The proof is complete. q 
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In classical analysis, it is well known that the Sobolev space H”(Rd) is a subspace of 
Co(Rd) when s>d/2, where Co(Rd) is the collection of all continuous functions which 
converge to 0 as 1x1 + + c<j. In the following theorem, we prove that s-computability 
structure on H”(R”) is compatible with the Grzegorczyk G-computability structure on 
Co(Rd ). 
Theorem 3.4. Let s>d/2 be u given computuble real number. rf’ ,f E H”(Rd) is 
s-computable, then ,f is G-computable in Co(R’). 
Proof. Suppose f E H”(R”) is s-computable. By Definition 3.1 and Theorem 3.1, the 
Fourier transform ,p(t) of f is L*-computable and the sequence 
.I 
(1 + l~12>‘I.f<~>12 di’ 
l<l>k 
(3.1) 
converges effectively to zero as k + 0~. To prove that f is G-computable in Co(Rd), we 
construct in Co(Rd ) a G-computable sequence {ji} which converges to f effectively 
in Co(Rd)-norm. The function Jn‘ is constructed as the inverse Fourier transform of 
Xk([)f(l) as follows: for any k E _ I I’, 
Since xk(t)f(t) has compact support in Rd, h(x) belongs to C-(Rd)nC~(Rd). Next, 
we show that 
(1) the sequence {fk} is G-computable, and 
(2) sups t R” I,fi(x) - f (x)1 converges to 0 effectively as k + + cx). 
The proof will be complete once (1) and (2) are proved. We prove (1) first. Let {x,?} 
be a computable sequence in Rd, then 
Since {e-‘““‘Xk([)} IS an L2-computable double sequence in L2(Rd), the double se- 
quence {fk(x, )} is computable. Moreover, for any x, y E 4, we have 
Ifk(x> - .hb)l 
d /’ . R’, le-d - e -““llxk(<)l~.f(4>1 d5 
N. Zhongl Theorericul Computer Science 219 (1999) 487-510 503 
< J Ix - ~ll4llx&Nf(5)l di” Rd 
dklx - yl J Rd IfCOl d5 
112 
<klx - yI 
(.I 
(1 + 1412)-“dt 
) 
kfliW(Rd). 
Rd 
The above inequality implies the 
is G-computable. 
Now for (2). We observe that 
K(x) - f(x)1 -s J I,-i.r.<( 1 
effective continuity of {fk}. Thus {fk} c Co(@) and 
- ~dtNf(S)l d5 
d 
J. 
lE,>k lP(Ol a 
=J (1 + l@-“‘2(1 + l~l’>‘~‘I&>I dy’ l<l>k 
(J 
I,2 
) (J 
I.!2 
d (1 + 1512)-” d5 (1 + l~12>“If<~,12 dt . 
li’l>n- ItI >k 
By Theorem 3.3(b), hS,,k(l + 1512)Slf^(5)12d5 converges to 0 effectively as k+ x, 
thus {fj} converges to f effectively in the space C’s(@) as desired. The proof is 
complete. 0 
The following theorem is proved in the same manner. 
Theorem 3.5. Let s > d/2 be a given computable real number. If u sequence { fn} in 
H”(Rd) is s-computable, then it is also a G-computable sequence in Co(Rd). 
We now address the open problems stated in the introduction. The following theorem 
provides an answer to Problem 1. 
Theorem 3.6. Suppose f is u G-computable function in C(Rd). If f is also L’- 
computable and belongs to H”(Rd) for some s > (d + 2)/2, then its $rst-order partial 
derivatives belong to Co(Rd) and are all G-computable. 
Remark 3.1. For a function in the space H”(Rd) with (d + 2)/2<s<(d + 4)/2, it 
may have no continuous second-order partial derivatives. In the case that d = 1, its 
second-order derivative may not even exist in the space L2(Rd). 
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Remark 3.2. The result stated in the above theorem is sharp in the sense that if 
f E W(R”) for some s <(d + 2)/2, then its first-order partial derivatives may not be 
G-computable. 
Proof. Since f E H”(R”), its first-order partial derivative ajf = af/&,, j = 1,2,. . . ,d, 
is in HSel(Rd). If we can show that i3jf is s’-computable for some computable real 
s’ E (d/2,s- l), then by Theorem 3.4, i3j f E Co(@) and is G-computable. To prove ajif 
is s’-computable, by Theorem 3.3, it is enough to show that f is (s’ + I)-computable. 
To this end, taking s’ E (d/2,s - 1) and letting fl= s - s’ - 1, we have 
s (1 + 1512>“‘+‘lf(5)12 dt 151 >k 
=.I (1 + 1512>-“(1 + 1412)slf~f^(5)12 d5 li’l>k 
<(I + P-1 J (1 + 14:12)slf^(5)12 d5: ICl>n- 
<(l + k2)-qfll H’(Rd) 
Since (1 +k2)-bllfll Hy(Rd) converges effectively to 0 as k + co, the sequence h5, ,J 1 + 
1512Y’+1 If(t dt converge effectively to 0 as k + 0~). By Theorem 3.3, f is (s’ + l)- 
computable. Hence ajf is s’-computable. The proof is complete. 0 
If f E H”(Rd) for every ~20, we say that f E HD”(Rd). If f E H”(Rd) is L2- 
computable, by the above theorem and Theorem 3.4, its partial derivatives of any 
order are both L2-computable and G-computable. However, as a sequence, {a,” f }El 
(j= 1,2,..., d) may not be G-computable or L2-computable. In the following, we give 
a necessary and sufficient condition to assure the G-computability of {a,” f }& as a 
sequence. 
Theorem 3.7. Suppose that f E H”(Rd) is L2-computable. Then for any 1 <j <d, 
the sequence {a,” f } is L2-computable (G-computable) if and only if the sequence 
SRd ~~~““lf(~)l’ d5 is recursively bounded. 
Proof. The necessary part of the theorem is obvious. To prove the sufficient part 
of the theorem, it is enough to show that the sequence ui,j}, 1 <j < d and k E N, is 
L*-computable, where f;-:,j = ik4,kf^((5) denotes the Fourier transform of akf/ax,k. 
In the following we prove that {&,j} satisfies conditions (l)-(4) of Theorem 2.2, 
which would imply that the sequence {fi j} is L2-computable. Condition (4) is auto- 
matically 
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satisfied by the assumption that SRI? ]<]2klf^<t)]2 dt IS recursively bounded. Let {&,} be 
a G-computable sequence in Com(Rd). Then it is easy to see that 
.I 
Rd Xm(0&,(f)9.(0d4 = J’ 
151 <m 
ik@((5)4,(0d4 
is a computable sequence of complex numbers. In addition, 
.I 
,5,,m l&j(Ol* dr = 
=J ,r,,m 15jI~21~j12k~21S^~5~12~ir 
bm 
-2 J ,E,,m l~j12”+21f(5)12d5 
Since llfk,jIlL2(Rd) is recursively bounded in j and k, the above estimates implies that 
the sequence 
J ,5,,m Ikt,j(t)l* dt 
converges effectively to zero in j, k, and m as m + oc. Hence {f; j} satisfies conditions 
(1) and (3). It remains to show that the sequence 
J Rd Ix~(< +'l&j(t +'I- Xm(0.J,j(O12d5 
converges to 0 effectively in h, j, and k as Ih] + 0. Since the proof is similar to that 
of Theorem 3.3, we omit it. The proof is complete. Cl 
In the next section we need to consider the space C([O, T]; H”(Rd)), which is the 
collection of all continuous functions from the interval [0, T] to H”(Rd). We intro- 
duce a natural computability structure on C([O, T]; Hs(Rd)) in an analogous fashion as 
G-computability. 
Definition 3.3. Let T >O and s E R be two computable real numbers. A function f E 
C([O, T]; H”(Rd)) is said to be G - s computable if 
(i) 
(ii) 
for any computable sequence {tj} in [0, T], the sequence {f(., tj)} is s-computable 
in H”(Rd); 
as a function from [0, T] to H”(Rd), f is uniformly effectively continuous on 
[0, T], i.e., there exists a recursive function e : dV ---f .,Y such that for all N E b’ 
and all tl, t2 E [0, T], 
IQ - t2I G l/W) implies llf(.,h > - .IX~,~~)IIH~(R~) 624. 
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The G-s computability for functions in C([O, T]; H”(Rd)) is a natural extension of 
G-computability for functions in C(R” x [0, r]). The following theorem states this fact 
and its proof is similar to that of Theorem 3.4. 
Theorem 3.8. Let T >O and s>d/2 he two given computable real numbers. If a 
fimction f in C([O, T]; H”(Rd) is G - s computable, then it is also G-computable as 
a function in C(Rd x [0, T]). 
For a function f E C([O, T];H”(R”)), its G-s computability can also be characterized 
in terms of its Fourier transformation. We state without proof the following theorem. 
Theorem 3.9. Let T > 0 and s E R be two given computable real numbers. A Jtinction 
f E C([O,T];H”(Rd)) is G - s computable if und only if (1 + ]412)s!2,f^(t) is G-O 
computable in the space C([O, T]; L2(Rd)). 
4. Partial differential equations 
In this section, we conduct computable analysis of the hyperbolic and parabolic 
partial differential equations. 
Let 
A(t)= 5 aijc’l<, 
r,.j= I 
(4.1) 
for any <=((I,..., <d) E Rd, where a<i E R for i, j = 1,. . . ,d. It is assumed that there 
exists a positive real number r such that 
A(5)3a102, KrRd. (4.2) 
The differential operator A(D) defined by 
(4.3) 
is usually called the second order elliptic d@rential operator. The second-order hy- 
perbolic equation is an equation of the form 
utf = A(D)u (4.4) 
where u = u(x, t) is the unknown function, x E Rd, t E R, and the subscript denotes the 
corresponding partial derivative of LI. In (4.3) if ai; = 1 and aij = 0 for i fj, then the 
operator A(D) = A is the well-known Laplace operator and Eq. (4.4) is the classical 
wave equation. The hyperbolic equation (4.4) is widely used in physics and engineer- 
ing as a mathematical model to describe vibration of strings and plates as well as 
propagation of acoustic waves, etc. 
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Our main concern with Eq. (4.4) is its Cauchy problem: 
Utf =A(D)u, 
u(x, 0) = 4(x), &(X, 0) = ‘k(x). 
(4.5 1 
According to the standard theory for the hyperbolic equations, for any given T >O, 
s E R, 4 E H”(Rd), and $ E H”-‘(Rd), the Cauchy problem has a unique solution u t 
C([O, T];H”(Rd)) with U, E C([O, T]; H”-‘(Rd)). If the initial data 4 and $ are com- 
putable, is the corresponding unique solution u also computable? The following theorem 
answers this question. 
Theorem 4.1. Assume s E R, T > 0, aij in (4.3), i, j = 1,. . , d, ure all computable reul 
numbers. If 4 E H”(Rd) is s-computable and $ E Hs-‘(Rd) is (s - I)-computable, then 
the corresponding solution u of (4.5) is G - s computable in C([O, T]; H”(Rd)) und 
its partial derivative, ut, is G - (s - 1) computable in C([O, T]; H”-‘(Rd)). 
Proof. Applying the Fourier transform to the both sides of Eq. (4.4) yields 
&,(k t) + A(@(& t) = 0 (4.6) 
with 
l;(i’,O)=&<), &(i’,O) = i(0 (4.7) 
(4.6) is a second-order linear ordinary differential equation. Solving (4.6) and (4.7) we 
obtain 
‘(‘) sin(J(t)t) t;(i’,t)=~(~)cos(q~)t) + ~ 
144) 
(4.8) 
and 
z&(t,t)= - 2(5)&5)sin(i(i”)t)+ $([)cos(1(0t), 
where 
(4.9) 
By the assumption both (1 + ~L!I~)S’~&~) and (1 + 1~12)(“-“‘2$(5) are L2-computable. 
From (4.8) and (4.9), it is straightforward to show that both (1 + /1”12>“‘2L(<, t) and 
(1 + l~~2)W)W z&(4, t) are G - 0 computable in the space C([O, T];L2(Rd). In other 
words, u is G - s computable and utis G - (s - 1) computable. The proof is complete. 
Combining Theorem 3.6 and Theorem 4.1 we get the following corollary. 
Corollary 4.1. Under the assumptions of Theorem 4.1, ifi in uddition, s >d/2, then 
the corresponding solution u of (4.5) is a G-computable function in the space C(Rd x 
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Next, we turn to consider the second-order parabolic partial differential equation: 
U[ = A(D)& (4.10) 
The classical heat equation is a special case of (4.10) with A(D) = A. We consider 
the Cauchy problem of Eq. (4.10): 
Ut = A(D), 
(4.11) 
u(x, 0) = 6(x). 
By the standard parabolic theory, for any given T > 0 and s E R, if 4 E H”(Rd), 
(4.11) admits a unique solution u E C([O, T]; H”(Rd)). From computable analysis point 
of view, we have the following result. 
Theorem 4.2. Assume s E R, T > 0, a;, in (4.3), i, j = 1,. . . , d, are all computable real 
numbers. If 4 E H”(Rd) is s-computable, then the corresponding solution u is G - s 
computable in C([O, T]; H”(Rd)). Furthermore, tf s>d/2, then the solution u(x, t) is 
a G-computable function in the space C(Rd x [0, T]). 
Proof. Applying the Fourier transform to the both sides of (4.10) yields 
$L;(C,t)+A(i;)l;(S.r)=O, i(i”, 0) =&r>. 
Thus 
1;({, t) = e -“l(~)&~) for any t > 0. 
Since A(5)au1[12for any 5 E Rd, the function e -“(t) is infinitely smooth and is uni- 
formly bounded for 5 E Rd and t E [0, T]. In addition, the function (1 + 1t12)s/2&t) is 
L2-computable by the assumption. Put these conditions together, one can easily check 
that (1 + 1<]2)s/2e-tA(5)&t) is G - 0 computable in the space C([O, T],L2(&)). Thus 
the solution u is G - s computable. The proof is complete. 0 
It is well known that the parabolic equation possesses a strong smoothing property. 
That is, the solution U(X, t) is infinitely smooth for any t > 0 even though its initial data 
4 may be very rough, for instance, 4 E H”(Rd) for some s<O. The following result 
is the effective version of this smoothing property. 
Corollary 4.2. Under the assumptions of Theorem 4.2, the solution u(x, t) at any 
computable time t > 0 is infinitely smooth and its partial derivatives of any order are 
all both G-computable and L2-computable. 
Proof. According to the proof of Theorem 4.2, the Fourier transform of the solution 
u is 
fi(<,t)=e-‘A(S)&<) for any t>O. 
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Let t > 0 be a fixed computable real. For any fl E Nd, 
(1 + 1<12)lfil~2~(& t) = (1 + (~12)(1~~-s)!2e-tA(e)( 1 + lr12)“!2~(i;) 
= (1 + 1~12)(lBl-s)!2,-tA(S)~(~), 
where h(t) = (1 + l<l2 )“12&[), which is an L2-computable hmction by the assumption. 
Since 
for any 5 E Rd, 
(1 + /~l2)(llrl~s)i2,-tA(5) 
is uniformly bounded for t E Rd, which in turn implies that 
(1 + l<12)1”1!2t;(<,t)= (1 + I~12)(I~I-s)i2e-fA(5)h(5) 
is L2-computable. That is to say, 8s~ is L2-computable. Since fl is arbitrary, by 
Theorem 3.4, (?I, must also be G-computable. The proof is complete. 0 
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