Aim To offer an objective approach to some of the problems associated with the development of logistic regression models: how to compare different models, determination of sample size adequacy, the influence of the ratio of positive to negative cells on model accuracy, and the appropriate scale at which the hypothesis of a non-random distribution should be tested.
INTRODUCTION
Linear models of species ranges are emerging as valuable tools in broad-scale biology. Such models quantify the relationship between environmental data and known occurrences of the study species (Table 1) . They can be used to estimate current species ranges, to predict future changes in their extent, and to establish the importance of particular variables in determining the distributions of individual organisms (Agresti, 1996) . Their potential applications include prediction of the effects of habitat alterations on the distributions of rare or endangered species; estimation of the likelihood of invasion by an alien species in a given area; the development of risk-maps for disease control; and tests of broad-scale hypotheses in ecology and biogeography. Linear species-range models produced using logistic regression or discriminant analysis have found useful applications in ecology (e.g. Osborne & Tigar, 1992; Haila et al. , 1996; North & Reynolds, 1996; Berry & Bock, 1998) conservation biology (e.g. Austin et al. , 1996; Wiser et al. , 1998; Lindenmayer et al. , 1999) , epidemiology (e.g. Duchateau et al. , 1997; Rogers et al. , 1996; Robinson et al. , 1997; Venier et al. , 1998) , and biogeography (e.g. Cumming, 1999) .
Despite the potential value of linear models for analyses that rely on the description of species ranges, few studies have compared different modelling methods (Guisan et al. , 1999) or taken advantage of the additional inferential power that comparison between models can bring. A procedure for ranking alternative options or strategies is an essential step in good decision-making (Goodwin & Wright, 1991) . Quantitative comparisons between linear models (i.e. between models based on different variables for the same species, or different species and the same variables) can be used in two highly valuable ways; firstly, to fine-tune individual models and make the modelling approach more objective; and secondly, to compare and contrast broad-scale hypotheses across a range of species (Cumming, 1999) .
The use of between-model comparisons has been hindered by the lack of a standard approach to such comparisons. Many of the more traditional methods for establishing the internal integrity of an individual linear model are less applicable to between-model comparisons. Most of the statistics associated with a linear model are highly dependent on parameters such as the total number of cells considered and the relative proportion of cells scored '1' to those scored '0' (Fielding & Bell, 1997) . The individual probability values obtained for a set of cells are also affected by the total sample size. Consequently, a useful between-model comparative technique should not rely on a single probability cut-off point; the value of 0.5, for example, becomes arbitrary when the proportion of positive cells is small relative to the whole area under consideration.
A method that offers some promise as a standard between-model comparison technique is the use of ROC (threshold Receiver Operating Characteristic) plots, originally developed in the field of signal processing. ROC plots are relatively new to this arena and are detailed under the methods section. In this paper I show how between-model comparisons using ROC plots can be used to make the development and interpretation of linear models more rigorous and more objective.
MATERIALS AND METHODS

Data sources
The methods are illustrated using the distribution of the bont tick, Amblyomma hebraeum , which is an important vector of livestock diseases in southern Africa (Norval, 1983) . Its distribution is modelled using temperature and rainfall variables on a quarter-degree grid covering Africa. Distribution data for A. hebraeum were obtained from mapped localities using a Calcomp III digitiser, or using collection localities and/or coordinates given by the author(s) (data sources are listed in Table 2 ). These data were plotted on the map of Africa (Fig. 1) .
Climatic data came from the Centre for Resources and Environmental Studies (CRES) database published on CD-ROM by Hutchinson et al . (1996) . This database consists of 60-year mean (1920 -80) interpolated estimates on a monthly basis for minimum temperature (from 1504 stations), maximum temperature (1499 stations), rainfall (6051 stations) and elevation (based on 1 : 1 m scale air navigation charts). The digital elevation model (DEM), and the variables that it is used to predict, cover Africa on a grid spanning 17.5W to 51.5E and 37.5N to 35.0S, at a spatial resolution of 0.05 degrees and with a standard error for elevation ranging between 20 and 150 m (Hutchinson et al. , 1996) . Madagascar Table 1 Steps to produce a linear species-range model.
Steps to produce a linear species-range model 1. The area of interest is divided into a set of unit-sized cells. 2. Each cell is scored either '1' if the species has been found there, or '0' if it has not. 3. Values of the environmental (predictive) data are obtained for each cell. These data may be numeric or categorical. 4. The species occurrence data are compared to the environmental data using a logistic regression or discriminant analysis, where species occurrence is seen as a dependent variable ranging from 0 to 1. 5. A linear equation is produced. This equation gives the probability of occurrence of the species within each cell. 6. The probabilities of occurrence are mapped to produce an information-rich species range map. et al. (1983) 7 Keirans (1985) 13 Macleod (1970) 1 Minshull (1981) 1 Norval, 1983 288 Paine (1982 55 Santos Dias (1952) 20 Tandon (1991 ) 7 Theiler (1948 314 Theiler, 1962 7 Walker et al. (1978 25 Yeoman & Walker, 1967 2 Zumpt (1958 was excluded from the analysis because of its different history and unique combination of indigenous and exotic ticks. The resolution of the original data was decreased to 0.25 × 0.25 degrees by taking the mean value for each variable of all points within a given sixteenth-degree cell. All analyses were performed using the software packages SPSS (version 7.5) or STATA (version 5.0). The dependence of ticks on climate has long been acknowledged (e.g. Theiler, 1962; Yeoman & Walker, 1967; Morel, 1969) . The biology of A. hebraeum is intimately linked to temperature, rainfall and vegetation, suggesting that climatic data are a suitable basis from which to model its distribution. According to Norval (1983) , numbers of A. hebraeum adults in Zimbabwe peak during FebruaryMay (i.e. during and following the wettest months of the year) and nymphs and larvae are most abundant in AugustNovember (i.e. before and at the start of the rainy season). Vegetation (through its effect on microclimate), daylength, temperature, and rainfall have all been implicated as important influences on the seasonal activity of A. hebraeum (Norval, 1977) .
Statistical methods
This paper is primarily concerned with logistic regression models, which are discussed in detail by Agresti (1996) . Since my purpose is to illustrate how between-model comparisons can be useful, I have used complex, multivariate models on a single theme for demonstration purposes. The emphasis is on the approach, rather than on the accuracy of the models themselves. For each model the value of the coefficient ( B ) for each variable is given, along with the associated standard error and Wald statistic. The Wald statistic, also termed z 2 , is a test for the significance of B and has a largesample chi 2 distribution (Agresti, 1996) . It is obtained by dividing the coefficient by its standard error and squaring the result. The Wald statistic is a more reliable indicator of the variable's importance than the beta coefficient because it is less sensitive to outliers or extreme values. Larger Wald values indicate that the variable contributes more to the final result, although this contribution may be positive or negative as determined by the sign of the coefficient.
Comparison between different linear models requires an approach that is independent of a particular probability cutoff level. Unless an independent ground-truthing study is undertaken, the model's accuracy can only be measured using known data. A good model should assign high probabilities to cells containing presences and to cells with similar environmental conditions to these; and low probabilities to outliers and cells remote from known collections or in significantly different environments. If all cells in which occurrences of the study species have been registered are termed positives, and all cells where the species has not been recorded are termed negatives, then sensitivity is defined as Figure 1 Collection records of the bont tick, Amblyomma hebraeum, derived from the sources listed in Table 1 . Each collection locality is represented by a dot on the map. The quarter-degree grid shows the resolution at which analysis was undertaken. the probability that the model produces a positive result in a positive locality and specificity is the probability that the model produces a negative result in a negative locality (Table 3 ; Agresti, 1996) . The converse of specificity (i.e. 1-specificity) is the probability that the model produces a positive result at a negative locality. Sensitivity and specificity can be considered at different probability cut-off levels within the data to produce a series of sensitivity/specificity pairs. As the probability cut-off threshold above which observations are considered is varied, different proportions of positive and negative cells are included. The balance between sensitivity and specificity over this range suggests a criterion by which a model's performance can be assessed; its fit is optimal if sensitivity approaches 1 when (1-specificity) is close to 0, and random if sensitivity and (1-specificity) are equivalent. Plotting the sensitivity values on the y -axis against their equivalent (1-specificity) values for each probability threshold produces a ROC (threshold Receiver Operating Characteristic) plot (Fielding & Bell, 1997; Figs 2 and 3) .
The ROC plot for a well-fitting model will show a rapid increase and then little or no change in its gradient, while the curve for a random model will follow the diagonal between the origin and the point (1; 1). The area under the curve (termed AUC for 'Area Under Curve') of the ROC plot is particularly useful; it offers a quantitative, cut-off free assessment of model performance. A value of 0.8 for the AUC means that in eight out of ten instances, a cell selected at random from the group of those originally scored '1' will have a higher probability than a cell selected at random from the group originally scored '0' (Fielding & Bell, 1997) . Manual calculation of the AUC for ROC plots of two different models is described in Table 4 .
Fine-tuning of model parameters can be achieved by quantifying the way that the AUC changes when all but one of the variables in the model are held constant and the variable of interest is considered across its range.
Model interpretation
Climatic data are some of the most readily available and obvious data to use in modelling the species ranges of organisms that are highly dependent on temperature and moisture. Their use poses some statistical problems, however, because variables such as rainfall, temperature and elevation are highly correlated with one another. Adjacent regions are likely to experience similar climatic conditions, making spatial and temporal autocorrelation an issue (Legendre, 1993) . When small numbers of variables are involved, autocorrelation can be removed by regressing one variable on another and using the residuals in place of the original variable. For larger numbers of variables, the most obvious solutions to these problems are either to include spatial correlation explicitly (e.g. Augustin et al. , 1996) , or to remove variables that contribute little to the final result or are highly correlated with one another (Agresti, 1996) .
Data reduction by averaging is of little use for climatic variables, as annual or bi-monthly means do not capture the seasonal variation and covariance that drive many systems and their use generally reduces the ability of the data to explain species distributions. One possibility is to use Principal Components Analysis (PCA) to translate the data onto orthogonal axes; but for the pan-African climatic data, PCA Table 3 Definition of the terms sensitivity and specificity. Where + indicates presence and-indicates absence, these are defined as sensitivity = a/(a +c) and specificity
Figure 2 Flowchart outlining the steps involved in producing a ROC (threshold receiver Operating Characteristic) plot. A worked example is given in Table 4 .
Figure 3
Example threshold Receiver Operating Characteristic (ROC) plot, calculated manually from the data in Table 4 , comparing the discriminant analysis model in Figure is of little use because the principal components are impossible to interpret (Table 5) . A better approach is to eliminate variables from the equation, based on an iterative backwards removal process, according to their contribution to the final result as measured using a maximum-likelihood or Wald statistic. A model is first produced that incorporates all available variables; those that are least useful as predictors are then removed and a new model is produced. The procedure is continued until only those variables that explain a substantial proportion of the variance remain. The minimum number of variables to include is largely dependent on the objectives of the study. If biological inferences are to be drawn, reduction in the number of variables makes trends clearer and produces a more interpretable model. If accurate prediction is the primary objective, then the inclusion of more variables may produce an empirically more accurate model (despite the associated statistical problems). I have illustrated the methods using an inclusive model, and then demonstrate how this model can be simplified to offer additional interpretability. absence/negative of the study species. The output from the analysis produces a probability for each locality. The column of known collection localities contains observed values ('observed' column); the probability column contains predicted values ('predicted'). From the definitions in Table 1 , the number of observations in the data set is N. Observations are considered above and below a series of increasingly more stringent probability cut-off points (the cut-off point is simply a threshold value that serves as a filter for inclusion or exclusion of points based on their associated probabilities). The number of positives that are both observed and predicted (a) is the sum of the observed column above the selected probability cut-off; the number of observed but not predicted positives (c) is the sum of the observed column below the given probability cutoff. The number of values that are neither observed nor predicted as positive (d) is the number of negatives below the probability cut-off; and the number of values predicted as positive but observed as negative (b) is the number of negatives above the probability cut-off (negatives are found by subtracting the sum of the 1-0 column from the appropriate cut-off subtotal). The x value, 1-specificity, is b/(b + d); and the y-value, sensitivity, is a/(a + c). Calculation of these parameters for different probability cut-off points produces a succession of paired values that are plotted against one another to produce a ROC plot. All ROC plots start at the origin and end at the point (1; 1).
Above p-cutoff Below p-cutoff Calculation of points Estimation of AUC n cases # +ves # −ves # +ves # −ves 1-specificity sensitivity Rectangle 
RESULTS AND DISCUSSION
Comparison of logistic regression and linear discriminant analysis
Of the many available techniques for modelling habitat similarity, two of the most popular are discriminant analysis and logistic regression. Discriminant analysis may be linear, quadratic, or logistic, depending on the form of the discriminant function that is used (Everitt & Dunn, 1996) . SPSS version 7.5 offers only the linear form, which is less powerful than the non-linear methods in addressing problems of this nature (cf. Williams, 1983; Rogers et al. , 1996; Robinson et al. , 1997) .
Results from discriminant analysis can be compared with those from logistic regression using ROC plots of the models for the same data; the better fit is provided by the model that yields the higher AUC value.
To illustrate the quantitative comparison of models, the range of A. hebraeum was estimated using logistic regression and linear discriminant analysis, respectively (Figs 4 and 5) . Each of these maps was produced from the same data for thirty-six climatic variables (mean monthly minimum and maximum temperatures, and rainfall) at latitudes south of and including 8 ′ S, and the presence records in Fig. 1 . Manual ROC plots on each model (Table 4 ; Fig. 3) show that although performance is similar in this instance, the model using logistic regression is slightly better, yielding an AUC of 0.932 by comparison to the 0.915 from linear discriminant analysis. The apparently small difference in AUC values translates into a more obvious difference in the spatial extent of the probabilities associated with A. hebraeum occurrence by cell (Figs 4 and 5) .
Influence of sample size on model fit
The output of a logistic regression is, like any other statistic, influenced by a number of variables. Particular consideration in habitat similarity models must be given to sample sizes. The absolute and relative numbers of positive and negative records used may be of high importance for statistics that estimate the accuracy of the model, since logistic regression biases its result towards the larger data set (positives or negatives; cf. Fielding & Bell, 1997) .
To examine the influence of sample size on model fit, I use a hypothetical model in addition to the real A. hebraeum occurrence data. The area considered is defined initially as mainland Africa south of and including 8°S, a line that runs just to the north of the northern tip of Zambia. To produce a hypothetical approximation to the species range (Fig. 6) , I included all points within 75 km of any known presence locality. The distance of 75 km was selected to include between two and three sampling units on the periphery of the range, since the width of a degree is approximately 120 km at the relevant latitude, and also because it is slightly further than the likely dispersal distances of adult ticks on large mammalian hosts (cf. Skinner & Smithers, 1990) . This hypothetical range can be modelled closely using the set of thirty-six climatic variables (Fig. 6) .
I investigated the effect of the number of positives included by demarcating all sixteenth-degree cells in the hypothetical range as presences and assigning them value 1; all sixteenth-degree cells south of 8 degrees S and outside the hypothetical range were demarcated absences and assigned value 0. In a series of steps, the values assigned to cells within the hypothetical range values were randomly converted from 1 to 0 (but not the inverse). After each set of conversions, a new logistic regression model was produced and successive AUCs were found. The results show clearly that the accuracy of the model decreases as the number of cells scored 1 decreases (Fig. 7) .
Larger sample sizes (the consideration of more positives or negatives) will produce a more reliable model. When more positive cases are added, the effects of outliers are reduced and the true relationships between occurrence and predictors of occurrence become clearer. The addition of more negative cases, as occurs when a larger area is considered, moves most statistics towards significance and dilutes the effects of changes in the number of positive cases (Fig. 7) . The prediction that a species can not occur in a given area is as valid as the prediction that it can; neither effect is necessarily a problem, provided that it is recognized as statistical rather than biological and hence does not lead to the inaccurate acceptance or rejection of hypotheses. The use of a more stringent null model, outlined below, is one possible answer to the problem of distinguishing genuine correlation from statistical artefact. Problems may arise when the number of either positive or negative records is relatively small by comparison to the total number of cases. Although the fit of the model decreases with decreasing numbers of positives, at very low numbers of positives the fit may actually improve as the variation in the positive localities is more easily partitioned amongst the predictor variables. Based on a quadratic curve fitted to the plot of AUC data against sample size ( Fig. 8 ; hereafter called the AUC-sample size curve), the minimum AUC for a range of sample sizes was approximately 0.86, with n = 300 positive records (Fig. 8) . The minimum sample size needed to produce a reliable habitat similarity model for A. hebraeum from these data is thus around 300 positive records. Models where the number of positive cases is proportionally small relative to the number of negatives should be tested following the same procedure of random conversion of positive cases to negatives, to make sure that the data fall on the correct side of the minimum (Table 6 ).
Hypotheses of correlation
The most widely used null hypothesis in distribution models is that the species distribution is random with respect to a particular variable over the entire domain. Using ROC plots, random data will produce an AUC of 0.5 (Fielding & Bell, 1997) . The weakness of this approach is that in a complex situation there remains a high chance of detecting correlation that is spurious.
To illustrate this point, the models presented previously for A. hebraeum show that its distribution is non-random with Figure 7 Plots of AUC against number of positives for logistic regression models of the hypothetical range of A. hebraeum ( Figure 5 ) using (∆) only climatic data south of 8 degrees south and (•) climatic data covering the whole of Africa. Points were randomly removed from within the range and successive models fitted to show the effects of decreasing the number of positive cases included in the model, while keeping total sample size constant.
Table 6
Outline of methodology used to estimate the minimum number of positive records needed for habitat similarity modelling.
Steps to estimate minimum number of positives 1. Assemble available collection records. 2. Determine how broad an area habitat similarity is to be estimated across -, i.e. define a domain. 3. Obtain habitat variables (at suitable resolution) for the entire domain. 4. Use all available information to make a first guess at the species range; known presences, expert opinion, and common sense. 5. Start with the assumption that all cells inside the estimated range are positives and produce a first model using all records and all predictor variables. 6. Do a ROC plot of the first model and find its AUC. 7. Repeat the fitting process, each time randomly eliminating more and more variables and finding successive AUC values, until the number of positives is less than the number of variables considered. 8. Plot the number of positives included in each model on the x-axis against their corresponding AUC values on the y-axis. 9. Fit a quadratic regression and find the x-value at its minimum-this is a rough guide to the minimum number of positive localities needed for a reliable model.
Figure 8
Quadratic regression curve fitted to the AUC-sample size plot for the hypothetical range of A. hebraeum estimated using logistic regression on climate data south of 8 degrees south. The minimum in this curve indicates the point at which the results of the model become unreliable. The minimum sample size in this instance is just over 300.
respect to mean monthly temperature and mean monthly rainfall. Despite this correlation, it is possible that the species range is determined by some other factor; for example, by the presence or absence of suitable host species, the use of pesticides, or some geographical barrier that limits its spread. A definitive statement about cause is probably not possible at this scale of analysis, unless every possible limiting variable is considered. In this context, the interpretation of a non-random correlation as being of biological significance is a weak one. The south-eastern portion of Africa is climatically distinct; if the whole of Africa is considered, virtually any discrete area within the region will appear non-randomly correlated with climatic variables. Non-randomness over the whole of Africa is not a strong criterion on which to accept the hypothesis that the distribution of A. hebraeum is correlated with climatic factors.
A better test of whether or not A. hebraeum has a distribution that is significantly correlated with climatic factors is to use a more rigorous null hypothesis: that A. hebraeum is randomly distributed within the discrete, broad-scale limits of its known range as defined by an estimate of its potential dispersal distance away from its current habitat, here taken Table 7 Coefficients for different climatic variables used to estimate the range of A. hebraeum, sorted in descending order. B, beta coefficient; S.E., standard error of beta; Wald, Wald statistic. The mean and SD (Standard deviation) columns refer to the unstandardized values for variables (temperature in tenths of a degree Celsius, rainfall in cm) across Africa. Mint, mean minimum temperature; Maxt, mean maximum temperature; Rfall, mean rainfall; the numbers following variable names refer to months (01 = January, 12 = December). Data for a given point can be used to produce a probability estimate of occurrence (P) by subtracting the mean value and dividing by the standard deviation for each variable, and then entering the standardized values into the linear equation which has form B 1 variable 1 + B 2 variable 2 + … + B 36 variable 36 = ?; P (y=1) = exp(?)/(1 + exp(?) ). as 75 km. This hypothesis differs from the standard approach only in that it more rigorously defines the appropriate scale at which to reject the notion of randomness in a species distribution. The assumption is also made that the hypothetical range exhibits heterogeneity, with not all areas being equally suitable for the tick. The null model assumes as a starting point that every cell within the hypothetical range is inhabited. Modelling of this range produces, as expected, a non-random model with respect to climate (Fig. 6) . Sequential 1-0 conversion of positive records in a random fashion and calculation of the AUC for each number of positives gives a series of points to which a quadratic AUC-sample size curve can be fitted. The same procedure of sequential removal is then followed using the actual collection localities (Fig. 9) . These localities should be non-random by comparison to the null model. In other words, if the hypothesis of correlation with climatic factors is to be accepted, the sequential removal of genuine positive records should produce a series of points akin to those from the null model but that fit the data significantly better (i.e. fall above the 95% confidence limits for the AUC-sample size curve, based on a quadratic equation, for the null model). This result is predicted because if the species range is truly determined by climate, localities from which the species has been collected should be more similar than a random selection of localities within the same basic area. Because the results become erratic below a certain minimum sample size, only the points to the right hand side of the minimum should be considered in the comparison.
Even if comparison to the stronger null hypothesis suggests that there is a correlation between climatic factors and species occurrence, there remains a chance that the correlation is spurious. If there is no difference between the null model and the actual one, however, then the correlation can be disregarded unless there is an alternative explanation for the lack of difference (such as high habitat homogeneity). The reduction in total area under consideration provides a more rigorous basis for rejecting the null hypothesis of randomness in the species distribution.
Reduction of variable number
Applying stepwise removal to a logistic regression model of thirty-six climatic variables, the data can be reduced to fourteen variables of high predictive ability (Table 8 ). The AUC for this model is 0.942 compared to the AUC of 0.947 for all thirty-six variables, showing that there is little loss of accuracy as a consequence of removing the twenty-two least useful variables.
Can even fewer variables be used without a great loss of accuracy? Some variables may not limit the tick's range monotonically. For example, both low and high maximum temperatures could be detrimental, with the mean temperature being optimum. Agresti (1996) suggests that if variables are not monotonically related, one approach is to use their squares as independent variables. With a data set that is standardized around zero this will make extreme values positive while the means remain low, thus transforming the data to fit the logistic model better. To see if squares of variables performed better than the untransformed variables, I included the variables and their squares in a logistic model and performed the same backwards elimination procedure. The effects of variable removal on model accuracy are shown in Fig. 10 .
A basic set of seven variables including two squared values will give an AUC of 0.928; it appears that a model using only seven variables can approach the statistical accuracy of one using thirty-six variables (Table 9) . From the Wald values associated with each variable, it appears that the key factors Figure 9 Comparison of the effects of randomly removing positive records from (•) the real data for A. hebraeum and (ٗ) the hypothetical data. The real data fall above and outside the 95% confidence limits for the null model (drawn on Figure 8 ), supporting the idea that there is a genuine correlation between climatic factors and A. hebraeum occurrence. determining where A. hebraeum is found are April rainfall and the covariance between temperature and rainfall around the period from September to February, which is typically the hottest and wettest half of year.
Possible importance of within-site variation
The mean values of the climatic variables at collection sites of A. hebraeum are not significantly different from the rest of the data ( Fig. 11 ; single factor anova between-groups F = 0.153; P < 0.7). Given this result, it seemed possible that what may be important for A. hebraeum is variability within rather than between areas. An area of occurrence may have an apparently harsh mean set of conditions, for example, but should not evidence vast fluctuations around this mean.
To test this idea I took the mean difference between the minimum and maximum values for each continuous variable across the range of A. hebraeum. I then randomly extracted the same number of observations (n = 501) twenty times from the data south of 8°S and calculated a mean and standard deviation of the difference between the minimum and maximum values derived from each of these data sets. Comparison of the randomly derived data to actual occurrences of A. hebraeum Figure 10 Plot showing the decrease in model accuracy as the number of variables in a logistic regression model for A. hebraeum is reduced using a backwards stepwise removal procedure. Accuracy is measured by the taking Area Under the Curve (AUC) of successive threshold Receiver Operating Characteristic (ROC) plots after each step. The variables used were mean monthly minimum temperature, maximum temperature and rainfall, and their squares; from the initial seventy-two variables, an acceptable model can be obtained using the best seven. 
Figure 11
Plots comparing the mean values for mean monthly maximum temperature (a), mean monthly minimum temperature (b) and mean monthly rainfall (c) at positive collection localities (empty circles) to the rest of the points south of 8 degrees S (filled circles). There is no significant difference between the means in any instance (single factor anova on the whole data set; F = 0.153; P < 0.697). Positive collection localities are represented as blackbordered cells on Figure 1 .
shows that the sites at which the tick occurs show significantly less variability than is expected within the same region (single factor anova F = 17.3, P < 0.0005; Fig. 12 ). Despite the high significance of the result, tests comparing variability to the beta coefficient for the same variable did not show a significant correlation.
CONCLUSIONS
Linear models of species ranges are potentially valuable tools in a variety of broad-scale contexts, allowing biologists to develop current and predictive probability maps of species occurrence. Unfortunately, many of the statistics associated with such models are dependent on a set of what are often arbitrary decisions about the number of positive records to include, the sample area to consider and the working resolution of the study. These decisions can be taken more objectively by using the AUC statistic from ROC plots to compare the behaviour of the model across a range of different scenarios. Understanding where the results of a particular model fit into the range of possible outcomes should lead to more accurate hypothesis-testing and improved accuracy in linear modelling. The interpretation of linear models is made simpler by reducing the number of variables in the model to a manageable number. Although the Wald values associated with the coefficients for each variable in the equation offer some indication of the variable's importance in determining the distribution of the study species, for these data I found that within-site variation was significantly lower in areas where the species was found and that there was no significant correlation between this variation and the coefficient associated with each variable. These results imply that interpretation of the weightings of individual variables in complex models must be undertaken with some caution. If broad-scale linear models are to be reliable as predictors, they must incorporate a thorough understanding of the biology of the processes under consideration and should be supported by the results of studies at smaller scales Rogers et al., 1996; Randolph & Rogers, 1997) .
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Figure 12
Plots comparing the variability in each of mean monthly maximum temperature (a), mean monthly minimum temperature (b) and mean monthly rainfall (c) from positive collection localities (empty circles) to an equivalent number of randomly selected points south of 8 degrees S (filled circles). Variability was measured by subtracting the greatest value from the smallest value for each variable in the given set of 501 localities. The random selection procedure was repeated twenty times to produce a mean (filled circles); the dotted lines indicated the standard deviation above and below this mean. The positive localities show significantly lower variability (single factor anova on the whole data set; F = 17.32; P < 0.00008). Positive collection localities are represented as black-bordered cells on Figure 1 .
