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ЧИСЛЕННЫЙ АЛГОРИТМ ДЛЯ МОДЕЛИ ПОПУЛЯЦИОННОЙ ДИНАМИКИ
ДРОБНОГО ПОРЯДКА С ЗАПАЗДЫВАНИЕМ
Для дробно-диффузионного уравнения с нелинейностью в операторе дифференцирования и с эффек-
том функционального запаздывания строится неявный численный метод, основанный на аппрокси-
мации дробной производной и применении интерполяции и экстраполяции дискретной предысто-
рии. Источником данной задачи является обобщенная модель из теории популяции. С помощью
дробного дискретного аналога леммы Гронуолла доказана сходимость метода при определенных
условиях. Возникающая система нелинейных уравнений с помощью метода Ньютона сводится к по-
следовательности линейных систем с трехдиагональными матрицами. Результаты продемонстриро-
ванны на тестовом примере с распределенным запаздыванием и на модельном примере из теории
популяции с постоянным сосредоточенным запаздыванием.
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Среди моделей популяционной динамики выделяется модель, предложенная в рабо-
те [1], в которой авторы в стремлении учесть различные факторы, действующие на динами-
ку популяции, применили одновременно такие математические средства, как зависимость
количества особей в популяции от времени и двух пространственных координат, дробную
производную по времени, нелинейную диффузию (вторые производные по пространству бе-
рутся от нелинейных функции искомой функции), нелинейную зависимость неоднородно-
сти от искомой функции. Все эти эффекты ранее встречались в других моделях, но не вме-
сте. Эта обобщенная дробная модель популяции (time fractional-order biological population
model) записывается следующим образом: если p(x, y, t) — плотность популяции в точке










+ f(p), t > 0, x, y ∈ R, 0 < α < 1. (0.1)
Для решения такого рода уравнений авторы предложили аппарат, который фактически сво-
дится к разложению в ряды. В вышеупомянутой работе отсутствует еще один фактор, часто
встречающийся в моделях популяции — эффект запаздывания. Это эффект в теории попу-
ляции изучался, начиная с моделей Хатчинсона (см. [2]), и достаточно хорошо изучен как
аналитическими, так и численными средствами.
В данной работе рассматривается одномерное по пространству уравнение подобное
уравнению (0.1), но с эффектом запаздывания общего вида. В силу сложности объекта,
основным приемом при решении таких уравнений являются сеточные методы. Сеточные
методы активно применяются в последнее время для различных классов уравнений с дроб-
ными производными [3–8]. Наличие нелинейности в операторе дифференцирования приво-
дит к необходимости решать на каждом шаге по времени системы нелинейных уравнений.
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Особую трудность вызывают обоснование устойчивости и сходимости нелинейных сеточ-
ных методов для дробных по времени уравнений с порядком производной от 0 до 1. В рабо-
те предлагается численный алгоритм решения данной задачи, сходящийся при выполнении
некоторого условия. Несмотря на сложность проверки этого условия, оно выполняется для
некоторых задач популяционной динамики [1], в которых нелинейность квадратичная. При
доказательстве сходимости используется техника, основанная на использовании дробного
дискретного неравенства Гронуолла [9–11], а также техника исследования численных алго-
ритмов с эффектом запаздывания [12]. Для реализации нелинейной разностной схемы ис-
пользуется прием, изложенный в [13], состоящий в переводе нелинейности в производную
по времени с последующим применением метода Ньютона. Приводятся результаты числен-
ных экспериментов на тестовом примере и примере из [1]. Отметим, что ранее для этого
уравнения алгоритм был анонсирован в [14]. В данной работе приводится доказательство
теоремы сходимости при определенных условиях.







+ f(x, t, u(x, t), ut(x, ·)), (1.1)
0 6 t 6 T, 0 6 x 6 X, — независимые переменные, u(x, t) — искомая функция, ut(x, ·) =
= {u(x, t + s), τ 6 s < 0} — предыстория искомой функции к моменту t, τ — величина










dξ, x > 0.
Введем граничные и начальные условия
u(0, t) = u0(t), u(X, t) = u1(t), 0 6 t 6 T, (1.2)
u(x, 0) = ϕ(x, t), 0 6 x 6 X, −τ 6 t 6 0. (1.3)
Предположим, что решение u(x, t) задачи (1.1)–(1.3) существует и единственно. Обозна-
чим за Q = Q[−τ, 0) множество функций v(s), кусочно-непрерывных на [−τ, 0) с конечным
числом точек разрывов первого рода, причем в точках разрыва непрерывных справа. Опре-




Кроме того, предположим, что функционал f(x, t, u, v(·)) определен на [0, X]×[0, T ]×R×Q
и липшицев по двум последним аргументам, т. е. существует константа Lf такая что для
любого x ∈ [0, X], t ∈ [0, T ], u1 ∈ R, u2 ∈ R, v1(·) ∈ Q, v2(·) ∈ Q выполняется
|f(x, t, u1, v1(·))− f(x, t, u2, v2(·))| 6 Lf (|u
1 − u2|+ ‖v1(·)− v2(·)‖Q).
§ 2. Разностная схема
Разобьем отрезок пространственной переменной [0, X] с шагом h = X/N, введя точки
xi = ih, i = 0, . . . , N. Отрезок [0, T ] разобьем с шагом ∆ =
T
M




=M0 ∈ N. Пусть tj = j∆, j = −M0, . . . ,M.
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Приближения функций u(xi, tj) в узлах сетки обозначим u
i
j. Заменим производную Ка-













j−1), ai = (i+ 1)
1−α − i1−α. (2.1)
Если точное решение задачи (1.1)–(1.3) u(x, t) дважды непрерывно дифференцируемо
по t, то (см., например, [15, c. 48] или ссылки в [9]) метод (2.1) имеет порядок 2− α
∂αu(x, tm)
∂tα
= Dα∆u(x, tm) +Gm, |Gm| 6 C∆
2−α.
Этот результат называется L1-аппроксимацией дробной производной.











Если точное решение задачи (1.1)–(1.3) u(x, t) четырежды непрерывно дифференцируе-
мо по x и функция φ(u) дважды непрерывно дифференцируема, тогда
∂2φ(u(xi, tm))
∂x2






где C — независимая переменная. Для каждого фиксированного i = 0, . . . , N введем дис-




k, j − M0 6 k 6 j}. Оператором
интерполяции (с экстраполяцией) дискретной предыстории мы называем отображением I,
ставящее в соответствие дискретной предыстории {uik}j функцию u
i
j(·) определенную на
[tj − τ, tj +∆].
Будем говорить, что оператор интерполяции-экстраполяции имеет порядок погрешно-
сти p на точном решении, если существуют константы C1 и C2 такие, что для всех i, m и
t ∈ [tm − τ, tm+1] выполняется неравенство
|uim(t)− u(xi, t)| 6 C1 max
m−M06k6m
|uik − u(xi, tk)|+ C2∆
p.
Будем использовать кусочно-постоянную интерполяцию
uim(tm + s) = u
i
k−1, tk−1 6 tm + s 6 tk, (2.2)
с экстраполяцией продолжением
uim(tm + s) = u
i
m−1, tm 6 tm + s 6 tm+1. (2.3)
Если точное решение непрерывно дифференцируемо по t, то этот оператор интерполя-
ции-экстраполяции имеет первый порядок [16, c. 95, 103].
Для более точного метода будем использовать кусочно-линейную интерполяцию
uij(tj + s) =
1
∆
((tk − tj − s)u
i
k−1 + (tj + s− tk−1)u
i
k), tk−1 6 tj + s 6 tk, (2.4)
с экстраполяцией продолжением
uij(tj + s) =
1
∆
((−s)uik−1 + (∆ + s)u
i
k), tj 6 tj + s 6 tj+1. (2.5)
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Этот оператор интерполяции-экстраполяции имеет второй порядок [16], если точное
решение дважды непрерывно дифференцируемо по t.











m−1(·)), i = 1, . . . , N − 1, (2.6)
u0m = u0(tm), u
N
m = u1(tm), с начальными условиями u
i
m = ϕ(xi, tm), i = 0, . . . , N,
m = −M0, . . . , 0, где u
i
m−1(·) является результатом кусочно-постоянной интерполяции с экс-
траполяцией продолжением (2.2), (2.3).













m−1(·)), i = 1, . . . , N − 1, (2.7)
где uim−1(·) — результат кусочно-линейной интерполяции с экстраполяцией продолжением (2.4),
(2.5).
§ 3. Анализ погрешности
В предположении однозначной разрешимости метода (2.6) проведем анализ его погреш-
ности.
Погрешностью метода (2.6) называется разность εim = u(xi, tm) − u
i
m. Будем говорить,
что погрешность имеет порядок ∆p+hq, если существует константа C такая, что для любого
i = 1, . . . , N − 1, m = 1, . . . ,M выполнено неравенство |εim| 6 C(∆
p + hq).





xφ(u(xi, tm))− f(xi, tm, u(xi, tm), utm(xi, ·)),
i = 1, . . . , N − 1, m = 1, . . . ,M.
Л е м м а 3.1 (Порядок невязки без интерполяции). Если функция φ(u) дважды непре-
рывно дифференцируема, точное решение задачи (1.1)–(1.3) u(x, t) дважды непрерывно
дифференцируемо по t, и четырежды непрерывно дифференцируемо по x, то невязка (без
интерполяции) метода (2.6) имеет первый порядок малости по t и второй по x, т. е. най-
дется постоянная C такая, что для всех i = 1, . . . , N − 1, m = 1, . . . ,M
|ψim| 6 C(∆ + h
2).
Доказательство проводится стандартным методом с помощью тейлоровского разложе-
ния решения u(x, t) и функции φ(u) в определении невязки.





xφ(u(xi, tm))− f(xi, tm, u(xi, tm−1), I({u(xi, tk)}m−1)), (3.1)
где I({u(xi, tk)}m−1)) — результат кусочно-постоянной интерполяции с экстраполяцией про-
должением дискретной предыстории точного решения.
Л е м м а 3.2. Если функция φ(u) дважды непрерывно дифференцируема, точное реше-
ние задачи (1.1)–(1.3) u(x, t) дважды непрерывно дифференцируемо по t и четырежды
непрерывно дифференцируемо по x, то невязка с интерполяцией метода (2.6) имеет пер-
вый порядок малости по t и второй по x.
Утверждение вытекает из леммы 3.1 и из того, что кусочно-постоянная интерполяция
с экстраполяцией продолжением имеет первый порядок.
Приведем вариант дискретного дробного неравенства Гронуолла.
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Л е м м а 3.3 (см. [9]). Пусть имеются неотрицательные последовательности wk и gk,
удовлетворяющие














где λ = λ1+
λ2
a0−a1








Л е м м а 3.4 (Формула суммирования по частям). Пусть u = (0, u1, u2, . . . , uN−1, 0),

















Утверждение леммы проверяется непосредственно по определению.
Приведем также несколько норм, которые будут использоваться в доказательстве теоре-
мы сходимости.
Для u = (0, u1, u2, . . . , uN−1, 0), v = (0, v1, v2, . . . , vN−1, 0) введем скалярное произведе-
ние









послойную разностную норму ‖u‖2 = 〈u, u〉 и послойную энергетическую норму




uivi, ‖u‖2h = 〈u, u〉h.















Сформулируем одно условие, при котором выполняется сходимость метода. Предвари-
тельно заметим, что если функция φ непрерывно дифференцируема, то по формуле конеч-
























Заметим, что если функция φ непрерывно дифференцируема, то по формуле конечных







m — точка между u(xi, tm) и u
i
m. Тогда



















Если в окрестности точного решения u(xi, tm) выполняется
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Ус л о в и е 3.2.
φ′(u) > 1,
то условие 3.1 заведомо выполняется.
Т е о р е м а 3.1. Предположим, что выполняются условия леммы 3.1 и условие 3.1. То-
гда погрешность метода (2.6) имеет первый порядок малости по ∆ и второй по h.







m)− φ(u(xi, tm)) + f(xi, tm, u(xi, tm−1), I({u(xi, tk)}m−1))−







Умножим обе части этого равенства на −hδ2xε
i



































































































































Здесь εm — послойный вектор погрешности




m, . . . , ε
N−1
m , 0).
Применим неравенство Коши–Шварца для оценки последних двух слагаемых в правой ча-
сти соотношения (3.5), и, воспользовавшись липшицевостью функции f по третьему и чет-
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Оценим первое слагаемое в правой части соотношения (3.5) с помощью соотноше-

























Используя связь норм (3.2), получаем утверждение теоремы в этом случае. 
Аналогичным образом доказывается
Т е о р е м а 3.2. Предположим, что выполняются условия леммы 3.1 и условие 3.1. То-
гда погрешность метода (2.7) имеет порядок ∆2−α + h2.
§ 4. Приближенное решение нелинейной разностной схемы
Разностная схема (2.6) на каждом временном шаге представляет собой нелинейную си-
стему большой размерности, поэтому непосредственное нахождение ее решения весьма
затруднительно. Изложим методику ее решения с помощью применения метода Ньютона,
предварительно переведя нелинейность в левую часть, этот прием описан в [13].
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Предполагая однозначную обратимость φ(u) на интересующей нас области, сделаем за-
мену z = φ(u), u = ω(z), соответственно zim = φ(u
i












m−1)(·)), i = 1, . . . , N − 1,
z0m = φ(u0(tm)), z
N
m = φ(u1(tm)),
с начальными условиями zi0 = φ(ϕ(xi)), i = 0, . . . , N.
















































m−1)(·)), i = 1, . . . , N − 1,




При каждом фиксированном m (4.1), так же как и (2.6), является системой нелинейных
уравнений относительно uim, i = 1, . . . , N − 1. Поиск ее точного решения затруднителен,
однако ее структура позволяет эффективно использовать численные методы решения нели-
нейных уравнений.
Для решения (4.1) на каждом временном слое m применим метод Ньютона. Обозначим













m[k + 1]− z
i
m[k]),





























Система (4.2) представляет собой трехдиагональную систему линейных уравнений и может
быть решена методом прогонки, если для всех допустимых z выполняется условие
Ус л о в и е 4.1.
ω′(z) > 0.
§ 5. Примеры
П р и м е р 5.1. В области x ∈ (1, 2), t ∈ (0.0256, 1.0256) рассмотрим нелинейную




















u(x, t+ s) ds+ x2(−τt2 + τ 2t− τ 3/3),
(5.1)
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порядок производной Капуто α = 0.5, начальное время t0 = 0.0256. Начальные и граничные
условия устанавливаются следующим образом:
u(1, t) = t2, u(2, t) = 4t2, u(x, t0) = u(x, 0.0256) = 0.0256
2x2.
Задача (5.1) имеет точное решение u(x, t) = x2 t2. На рис. 1 можно увидеть абсолютную
погрешность решения уравнения, полученного нашей схемой аппроксимации.
T















error, alpha = 0.5
Рис. 1. Абсолютная погрешность решения уравнения (5.1) при количестве шагов по x — 16,
по t — 16









Эксперименты показывают уменьшение погрешности метода при увеличении количе-
ства шагов.
П р и м е р 5.2. Рассмотрим модельный пример, являющийся частным случаем обоб-






+ p(t)(1− λp(t− τ, x)), (5.2)
величина запаздывания 0 6 τ 6 1, c начальными условиями:










При α = 1 уравнение (5.2) является аналогом уравнения Колмогорова–Петровского–
Пискунова (уравнение Фишера) с запаздыванием, или уравнения Хатчинсона с диффузией.
Применив наш метод, мы получим приближенное решение.
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For a fractional-diffusion equation with nonlinearity in the differentiation operator and with the effect of
functional delay, an implicit numerical method is constructed based on the approximation of the fractional
derivative and the use of interpolation and extrapolation of discrete history. The source of this problem is
a generalized model from population theory. Using a fractional discrete analogue of Gronwall’s lemma,
the convergence of the method is proved under certain conditions. The resulting system of nonlinear
equations using Newton’s method is reduced to a sequence of linear systems with tridiagonal matrices.
Numerical results are given for a test example with distributed delay and a model example from the
theory of population with concentrated constant delay.
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