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Abstract
A study of the transverse dynamics of coasting ion beams with moderate space charge
is presented in this work. From the dispersion relation with linear space charge, an
analytic model describing the impact of space charge on transverse beam transfer
functions (BTFs) and the stability limits of a beam is derived. The dielectric function
obtained in this way is employed to describe the transverse Schottky spectra with
linear space charge as well. The difference between the action of space charge and
impedances is highlighted.
The setup and the results of an experiment performed in the heavy ion syn-
chrotron SIS-18 at GSI to detect space-charge effects at different beam intensities are
explicated. The measured transverse Schottky spectra and BTFs are compared with
the linear space-charge model. The stability diagrams constructed from the BTFs
are presented. The space-charge parameters evaluated from the Schottky and BTF
measurements are compared with estimations based on measured beam parameters.
The impact of collective effects on the Schottky and BTF diagnostics is also
investigated through numerical simulations. For this purpose the self-field of beams
with linear and non-linear transverse density-distributions is computed on a two-
dimensional grid. The noise of the random particle distribution causes fluctuations
of the dipole moment of the beam which produce the Schottky spectrum. BTFs are
simulated by exciting the beam with transverse kicks. The simulation results are used
to verify the space-charge model.
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Zusammenfassung
Im Rahmen dieser Arbeit wird die transversale Dynamik gleichfo¨rmiger Ionenstrahlen
mit moderater Raumladung untersucht. Ausgehend von der Dispersionsrelation mit
linearer Raumladung wird ein analytisches Modell zur Beschreibung der Wirkung der
Raumladung auf transversale Strahl-Transferfunktionen (nach der engl. Abk.: BTFs)
und die Stabilita¨tsgrenzen des Strahls entwickelt. Die dabei verwendete dielektrische
Funktion wird auch eingesetzt, um transversale Schottkyspektren mit linearer Raum-
ladung zu beschreiben. Der Unterschied zwischen der Wirkung von Raumladung und
Impedanzen auf den Strahl wird hervorgehoben.
Der Aufbau und die Ergebnisse eines Experiments, durchgefu¨hrt im Schweri-
onensynchrotron SIS-18 bei der GSI zum Nachweis von Raumladungseffekten bei
unterschiedlichen Strahlintensita¨ten, werden erla¨utert. Die gemessenen transver-
salen Schottkyspektren und BTFs werden mit dem linearen Raumladungsmodell ver-
glichen. Stabilita¨tsdiagramme, die mit Hilfe der BTFs konstruiert wurden, werden
gezeigt.
Der Einfluss kollektiver Effekte auf die Schottky- und BTF-Diagnose wird daru¨ber
hinaus in numerischen Simulationen untersucht. Zu diesem Zweck wird das Eigenfeld
von Strahlen mit konstanter und nichtlinearer transversaler Teilchendichte auf einem
zweidimensionalen Gitter berechnet. Das Rauschen der zufallsverteilten Teilchen ver-
ursacht Fluktuationen des Dipolmoments des Strahls welches das Schottkyspektrum
erzeugt. Durch die Anregung des Strahls mit transversalen Kicks wird die BTF simu-
liert. Mit Hilfe der Simulationsergebnisse wird das Raumladungsmodell verifiziert.
v
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Chapter 1
Introduction
Charged particle accelerators have been used as a versatile tool for fundamental and
applied science during the past decades. Particle beams have been utilized to induce
nuclear reactions, to produce exotic nuclei, elementary particles or extreme dense and
hot plasmas, to investigate material properties, and even for medical applications.
The performance of accelerators has increased by orders of magnitude measured,
for instance, by beam energy or intensity [1, 2] since the development of the first
proton accelerator of Cockroft and Walton in 1932 [3]. However, the demand of the
scientific community for better beams has not ceased to grow. Further advances in the
mentioned fields of research rely on a supply of beams with unprecedented intensity
and quality.
GSI is a research facility providing beams from light to heavy ions for experiments
in various research areas. Here the preparation for the construction of the Facility for
Antiproton and IonReasearch (FAIR) has started with the goal to match the needs of
the scientific community. The increase of the beam intensity and quality has to cope
with many technological and physical challenges concerning the planned machines as
well as the existing ones. GSI’s linear accelerator and the ’Schwerionensynchrotron’
(heavy ion synchrotron) SIS-18 will serve as boosters for FAIR’s new synchrotrons.
For this reason, efforts are taken to upgrade the present accelerators for the operation
with high-intensity beams.
One limiting factor for the beam intensity are collective effects occurring in beams
with a high phase-space density because of the interaction between the particles [4,
5, 6]. The effects originating from the beam’s electromagnetic self-field are studied
in this work. In the case that the self-field is negligibly influenced by the materials
around the beam, the consequences of the interaction between the beam particles and
the field is referred to as space-charge effects [7, 4]. The space-charge field depends
on the transverse particle distribution, and each particle experiences an individual
force depending on its own position with respect to the beam center. Therefore the
space-charge force is incoherent. As internal force it does not affect the barycenter of
the beam and has no dissipative component.
In an accelerator, however, the beam environment modifies the self-field of a beam.
The fields arising from boundary conditions imposed by the material surrounding the
beam are modeled by means of (coupling) impedances [5, 4, 6]. Impedances have a
1
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real part, associated with the dissipation of energy, and an imaginary part. In this
work only transverse impedances, which deflect the particles, are considered. Dipolar
impedances give rise to a coherent force, which can be described by a force acting on
the barycenter of the beam. Higher order impedances are related to incoherent forces.
These are negligible, though, in space-charge dominated beams. For this reason, only
the coherent dipolar component is discussed in this work.
Already in the 1960’s the electrical resistivity of the beam pipe was held responsi-
ble for transverse beam instabilities and a dispersion relation was applied to calculate
stability limits [8]. It was shown that Landau damping, which was predicted by L.
D. Landau in the context of plasma physics [9], prevents beam instabilities to a cer-
tain extent [5, 4]. The effectiveness of Landau damping turned out to depend on
the momentum spread of the beam. Imaginary impedances do not drive transverse
instabilities, but suppress Landau damping. They may therefore cause instabilities
that would be damped if only the real part was present [10,5].
Complementary to the theoretical description, measuring techniques were devel-
oped to analyze collective effects. One technique is the use of beam transfer func-
tions [11, 5, 10]. The transverse beam transfer function is defined as the ratio of the
beam response to its time harmonic excitation. BTFs are furthermore a common tool
to probe beam parameters such as the momentum spread.
Picking up the signal of a beam without excitation yields a signal, as well —
the Schottky noise, inherent to any current emitted by an incoherent source. This
phenomenon was first investigated by W. Schottky in electrical conductors [12]. In a
circular accelerator where this noise passes a detector periodically, bands arise in the
power spectrum of the beam. These bands are called Schottky bands and also reveal
many properties of the beam non-destructively [13]. Impedances deform the Schottky
bands in a characteristic way that can be analyzed to detect the impedance [14].
A system to measure beam transfer functions and Schottky spectra was developed
for GSI’s ’Experimentier Speicherring’ ESR [15,16]. In ESR beams are cooled to raise
their phase-space density [17,18]. As a result, collective effects perturb beams having
an intermediate number of particles. The diagnostics was applied to inspect the
cooling process, collective effects and the function of a feedback system [19, 20]. A
reproduction of the detectors is available for measurements in SIS-18 [21,22].
The implications of space-charge effects on the coherent beam stability has been
paid less attention to than to impedances. At ultra-relativistic particle energies the
space-charge effects vanish and consequently they are not of interest in many accel-
erator facilities. Nevertheless space charge is an issue in hadron accelerators because
ions need much more energy and time to be accelerated to ultra-relativistic speeds
than electrons. Due to its reactive nature, space charge does not drive coherent in-
stabilities like real impedances do. Space charge is, however, relevant for the beam
stability as it has the capability to suppress Landau damping [23,24]. Another effect,
which is outside the scope of this work, is the destabilization of the one-particle orbits
since space charge may shift the eigenfrequency of the particles onto the frequency of
an excitation by field errors [23]. The particle is then excited resonantly and lost.
Space charge is therefore important for the performance of high-intensity accelera-
3tors. One approach for the modeling of space charge is predicated on the assumption
that the beam cross-section is not altered by a coherent beam oscillation. Then
the beam dynamics can be described by the dispersion relation [25]. The dispersion
relation can be used for stability predictions based on numerical computations [26]
or for further analytical investigations [27]. Also for Schottky measurements in the
transverse plane the impact of space charge has been examined theoretically [28,29].
The results of detailed theoretical studies about space charge are controversial and
difficult to verify experimentally. However, in the regime of moderate space charge,
i. e. where the non-linear components of the self-field are negligible compared to the
first order, the model can be simplified. The linearized space charge is similar to an
imaginary impedance and often treated like an impedance in the literature, e. g. in
Ref. [5, 30]. Documents discussing the difference between image-current effects and
linear space-charge effects, e. g. Ref. [7,31,4], do not draw conclusions concerning the
consequences for the diagnostics. Experiments targeting at the measurement of space-
charge effects are scarcely reported in the literature. For these reasons experiments
with space-charge affected beams help improve the understanding of space-charge
effects.
On the one hand the sensitivity of beam transfer functions and Schottky spectra
opens a diagnostic window to the beam dynamics with collective effects. The ad-
vantage of this was taken in this work. On the other hand, these tools can be used
to support the operation of accelerators with intense beams only if the influence of
collective effects on the signals is understood. This gives another motivation for the
measurements performed in this work. In addition to the experiments, simulations
were conducted to model space-charge effects free from the assumptions underlying
the analytic model on the one side, and from the uncertainties of the beam parameters
in measurements on the other side.
This document reports both on measured and simulated Schottky spectra and
BTFs with space charge. The simulations include also imaginary impedances. Chap. 2
gives an overview over GSI and the FAIR project. Chap. 3 is dedicated to the de-
scription of the transverse beam dynamics, collective effects and the theory of the
diagnostic methods used in this work. The equipment for the measurement of the
Schottky spectra, the BTFs and beam profiles in SIS-18 are the subjects of Chap. 4.
The post-processing of the data is also explained there. In Chap. 5 the results of an
experiment for the detection of space-charge effects are presented. The data are com-
pared with the analytic model and a calculation using measured beam parameters.
The application of Schottky diagnostics to the measurement of the chromaticity, an
important parameter for experiments with coherent beam instabilities, is shown as
well. Chap. 6 describes the numerical model used in the simulations. The outcome
of the simulations and the comparison with the model follow in Chap. 7. Finally the
conclusions of the previous chapters are drawn in Chap. 8.
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Chapter 2
GSI and FAIR
The ’GSI Helmholtzzentrum fu¨r Schwerionenforschung’ (Helmholtz center for heavy
ion research; GSI) is a facility for fundamental research with ion beams. It is funded
by the Federal Republic of Germany and the state of Hesse. After the foundation
in 1969, the Universal Linear Accelerator UNILAC was built to provide ion beams
for experiments in nuclear physics. The supplement ’universal’ refers to its capability
to accelerate ions over a wide range of masses and charges spanning from protons
to uranium. Until 1990 SIS-18 and ESR were built to raise the beam energy and
phase-space density for new scientific applications [32, 18]. The number 18 indicates
the maximal rigidity of the synchrotron in Tm. (The definition of rigidity is given in
Eq. 3.5.) In SIS-18 the ions are accelerated to an adjustable energy whose peak value
depends on their mass-to-charge ratio. The maximum lies between 1GeV/u for U73+
ions, where u is the unified atomic mass unit, and 4.5GeV for protons. GSI at its
present state is described in Sec. 2.1.
In order to accommodate the demand for higher and higher beam energy and
intensity for more advanced physics experiments, the installation of the Facility for
Antiproton and Ion Research (FAIR) is currently being prepared at GSI. FAIR will
host two ion synchrotrons, SIS-100 and SIS-300, and several storage rings as well as
beam targets [33]. SIS-18 will serve as booster for SIS-100. Therefore FAIR compre-
hends an upgrade of UNILAC and SIS-18 to ensure that SIS-18 will provide beams
with the quality and intensity required by FAIR. The FAIR project is introduced in
Sec. 2.2 with the focus on the upgrade program of SIS-18.
2.1 Present state of GSI
A scheme of the accelerators and experiments at GSI is shown Fig. 2.1. On the western
side ion sources are available to produce the ions that are accelerated by UNILAC.
After UNILAC the beam arrives in the low-energy experimental hall, where it is either
used for experiments, among them the production of super-heavy elements [34] and
the examination of exotic nuclei in traps [35], or directed into the transfer channel
at the end of which it is injected into SIS-18. The injection energy is generally
11.4MeV/u.
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Figure 2.1: Accelerators and experiments at GSI. The ion sources are located to the
left side of the figure. Following UNILAC one arrives in the low-energy experimental
hall with the transfer channel to SIS-18. After the extraction from SIS-18, the beam
is provided to experiments in the fragment separator (FRS), plasma physics, ESR,
various scattering experiments (HADES, FOPI) and the radiotherapy.
SIS-18 has a circumference of 216.72m, consisting of 12 identical lattice sections.
The beam optical elements in each cell are two dipoles, three quadrupoles and one
sextupole. The maximal field strength of the normal conducting dipoles is 1.8T. The
space between the magnets is occupied by different devices in different sections. Two
radio frequency cavities are used for the acceleration. Furthermore, for the beam
diagnostics, beam position monitors, current transformers and an ionization profile
monitor are present. The technical parameters of SIS-18 can be found in Ref. [36].
In SIS-18 the coasting (dc) beam is captured in four radio frequency buckets
and accelerated. For experiments with the beam at injection energy, the bunching
and acceleration can be delayed. This was done during the experiments discussed
in Chap. 5. An electron cooler is available to decrease the size of the beam and
to increase the intensity [37, 38]. The state of the synchrotron after acceleration is
called flat top and is followed by the extraction of the beam. The flat top can also
be stretched for accelerator experiments.
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Table 2.1: Present and future beam intensities in SIS-18.
present SIS-18 booster operation for FAIR
Ion U73+ U28+ Ar18+ U73+ U28+ Ar18+
particles/cycle 4 · 109 1 · 1010 2 · 1010 1.6 · 1010 1.4 · 1011 5.8 · 1011
Energy / GeV/u 1 0.2 1.7 1 0.2 1.7
There are two ways to extract the beam. The slow extraction is initialized by
shifting the beam on a resonance with the sextupoles. The ions then drift off the
closed orbit until they can be pushed out by an electrostatic field. For the fast
extraction the beam is kicked off the closed orbit by fast-switching magnets, the
so-called kickers, within one turn.
After the extraction, the beam is used for experiments in plasma physics, atomic
physics, astrophysics, nuclear physics, material sciences, biophysics and cancer ther-
apy. The goals of the experiments are the investigation of atoms, nuclei, nucleons,
elementary particles and the forces acting between them, matter under extreme heat
and pressure, and the synthesis of the elements in stars. Numerous articles published
in scientific journals witness the productivity of the research at GSI. For recent high-
lights see e. g. Ref. [39, 40, 41, 42]. An overview over current research activities is
given regularly in the annual GSI scientific reports [43].
2.2 FAIR
Two new synchrotrons, SIS-100 and SIS-300, will be built for FAIR to accumulate
and accelerate the beams from SIS-18. Their circumference is 1083m and the rigidity
in Tm is indicated by their name. From SIS-100 the beams can be delivered with
a maximal energy of 2715MeV/u for U28+ to the experiments or transferred to SIS-
300 for further acceleration up to 34GeV/u for uranium after increasing the charge
to 92+ [44]. A large complex of storage rings and targets is attached to the new
synchrotrons as Fig. 2.2 displays. The full layout of FAIR is described in Ref. [33].
A brief overview over the system of storage rings is given in Ref. [45].
The energy density of the beams in FAIR gives access to nuclear reactions and
extreme matter states that cannot be achieved with SIS-18. The increased particle
density furthermore allows the observation of rare events. The possibility to exper-
iment with antiproton beams is completely new. Further advances in the scientific
fields addressed by GSI will follow with benefits for quantum chromodynamics, as-
trophysics and others [46,47,48,49].
All experiments of FAIR get the beam directly or indirectly from SIS-18. Therefore
SIS-18 limits the intensity and quality of the beams available for the future experi-
ments. The targeted beam intensities go considerably beyond the values achieved in
the past. Hence the upgrade of SIS-18 is an essential part of the FAIR project. The
highest beam intensities in SIS-18 accomplished so far [50] and the design intensity
for FAIR [33] are listed in Tab. 2.1.
FAIR is optimized for the acceleration of intense uranium beams. In the past
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Figure 2.2: Accelerators and experiments of FAIR. The synchrotrons SIS-100 and
SIS-300 are shown in the upper right corner, and the experiments below them. To
left hand side one sees the present GSI (UNILAC and SIS-18).
U73+ ions were used successfully. The electric field of these ions is, however, too
strong to concentrate a sufficient number of them in the accelerators. The solution
of this problem is the use of a lower charge state, namely U28+. The drawback of
this solution is that U28+ ions change their charge state easily when colliding with
residual gas molecules.
The upgrade program of SIS-18 includes the following technical improvements and
investigations:
• For the booster operation, the cycle time of the beam in SIS-18 will be decreased
to increase the number of particles extracted per second [45].
• A new radio frequency cavity for the acceleration will be installed to form
bunches with a flatter longitudinal density distribution. In this manner the
peak current will be reduced [51].
• The vacuum system needs to be improved. Covering the beam pipe with a non-
evaporable getter coating reduces the static pressure in the sections between
the vacuum pumps [52]. The exchange of the beam pipe in SIS-18 with covered
pipes has already partially been done.
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• A critical point due to the charge exchange is the dynamic vacuum. Uranium
ions with the wrong charge leave their orbit, hit the wall and liberate a large
number of molecules (desorption) with the ability to collide with other ura-
nium ions. The increasing gas pressure leads to a beam loss until the beam
intensity dropped significantly. Dedicated collimators have been designed and
partially installed to catch ions after a charge exchange with little emission of
molecules [53].
• U28+ ions have a lower charge-to-mass ratio than U73+. Some components of the
injection system were exchanged to provide the higher voltages needed to inject
the U28+ ions at an energy of 11.4MeV/u into SIS-18 [54]. The accomplishment
of this work yielded recently an increase of the beam intensity in SIS-18.
• Deformations of the closed orbit have to be corrected to exploit the full accep-
tance of SIS-18. Deviations of the actual orbit from the reference reduce the
effective aperture [55].
• Due to the self-field of the beam, the incoherent motion of the particles that
is stable at low intensity can become unstable at high intensity. Resonances
without and with space-charge effects are investigated to find a working point
for intense beams [56].
• Collective effects in bunched beams are studied as they play an important role
in the damping of longitudinal oscillations [57].
• Intense coasting beams are prone to coherent transverse instabilities. The im-
pact of moderate space charge on the beam stability and diagnostic methods is
investigated in this work.
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Chapter 3
Transverse beam dynamics
The transverse dynamics of a non-accelerated charged particle beam in a circular
accelerator or storage ring is explicated in this chapter. In Sec. 3.1 the motion of
an ensemble of non-interacting particles is examined. Starting with a single particle
influenced by magnetic fields, the terms describing a particle beam are introduced.
In Sec. 3.2 two diagnostic methods for the examination of the transverse beam
dynamics applied in this work are explained. First Schottky noise, the basis of one
measuring technique, is reviewed. Then transverse beam transfer functions, the re-
sponse of a beam to an excitation, are explained. Along the way some insights relevant
to the following sections are gained.
The implications of collective effects — phenomena arising due to a large number
of particles — on the beam stability and diagnostics are discussed in Sec. 3.3. The
interaction of the particles with each other and with the beam environment due
to their electromagnetic fields are highlighted with a focus on the stability of the
beam. An intrinsic damping mechanism against coherent instabilities based on the
momentum spread of the beam is described. A method to assess the limitations of
this damping is discussed.
It is shown that Schottky and BTF diagnostics can be used to determine the
strength of collective effects in stable beams. An analytic model describing the impact
of collective effects at moderate beam intensity is derived. For convenience lists of
the symbols and abbreviations used in this work is provided in App. A.
3.1 Transverse beam dynamics at low intensity
The motion of a single particle with constant momentum in an accelerator is examined
to prepare the discussion of a beam as a many particle system. The underlying
accelerator model is kept as simple as possible. Non-linear effects and some linear
effects are neglected. Whenever possible the lattice parameters are even assumed to
be constant in the entire accelerator. The horizontal and vertical motion are assumed
to be independent of each other since the lattice of accelerators is generally designed
to have no transverse coupling in first order.
The terms characterizing the motion of a particle are then applied to describe
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the transverse dynamics of a particle beam that is distributed uniformly around
the circumference of the accelerator. This kind of beam is called coasting beam.
Important beam parameters are attributed to the distributions of the one-particle
parameters. A more detailed discussion of transverse beam dynamics can be found in
many textbooks, e. g. Ref. [1, 2, 58] and in the proceedings of the CERN Accelerator
School, e. g. Ref. [59,60].
3.1.1 Single particle dynamics
The motion of a single particle in a synchrotron or a storage ring is analyzed in
this subsection. The beam optics defines the nominal orbit or reference orbit as
the trajectory of a virtual ideal particle with the nominal momentum ~p0. As the
acceleration of beams is not considered in this work, |~p0| is constant. The reference
orbit considered in this work is closed and plane. Without loss of generality, we
assume that the plane of nominal orbit be horizontal. The earth’s magnetic field
needs not to be taken into account. The revolution frequency of the ideal particle
is denoted by f0 or ω0. Physical frequencies are substituted by the corresponding
angular frequencies with ω? = 2pif? if this simplifies an expression.
The position of the ideal particle is parameterized by the path length s(t) =∫ |~v0| dt, where the velocity ~v0 determined by ~p0. According to the special theory of
relativity, the interrelation between the speed ~v and the momentum ~p of a particle
with rest mass mpA is given by
~p = γmpA~v, (3.1)
where
γ ≡ 1/
√
1− β2 (3.2)
is the Lorentz factor and β ≡ |~v|/c the velocity divided by the speed of light in
vacuum c. Since this work covers ion beams only, the rest mass is split into the
proton mass mp and the mass number A, which is equal to the number of protons
and neutrons in the ion.
The motion of a non-ideal particle is expressed by means of a six dimensional,
orthogonal Cartesian coordinate system centered on the ideal particle. The vector
~r =


x
x′
y
y′
z
∆p

 (3.3)
represents the deviation of the particle from the ideal one. x, y, z are the coordinates
in real space such that z is oriented in parallel to the reference orbit. The unity
vectors spanning the coordinate system in real space are denoted by ~ex, ~ey, and ~ez.
The velocity is hence ~v0 = v0~ez, and correspondingly ~p0 = p0~ez. The direction of z
designates the longitudinal direction. z is linked to a delay or an advance in time
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Figure 3.1: Coordinate system parameterizing the position of a particle with respect
to the reference particle at s. The coordinate system follows the nominal orbit with
the nominal velocity v0.
∆t = z/v0. This is relevant if time-dependent forces, like the radio frequency for
acceleration, are active in the ring, but not for the situation considered here. x and
y span the so-called transverse plane such that x points to the horizontal direction
and y to the vertical one. For an illustration see Fig. 3.1.
The longitudinal momentum deviation is normalized by the nominal momentum,
i. e. ∆p ≡ (p− p0)/p0. A finite momentum perpendicular to p0 prevents the particle
from moving in parallel to the ideal particle. x′, defined as dx/ ds, and y′ correspond-
ingly, express the local slopes of the actual orbit with respect to the reference orbit.
The prime ′ always represents the differentiation with respect to s in this document.
In a stable beam, only small momentum deviations occur. Therefore we may assume
x′, y′,∆p¿ 1. (3.4)
The shape of the reference orbit in synchrotrons is defined by magnetic dipoles.
In a homogeneous magnetic field of the flux density B~ey, our particle moves on a
circular trajectory with a radius R. The orbit in a synchrotron, comprising arcs and
straight sections, is described by the mean radius R = C/2pi where C is the path
length of one revolution. The product of B and R is called rigidity. It is linked to
the particle’s charge Ze and p by virtue of
BR =
p
Ze
. (3.5)
e is the elementary charge and Z is an integer specifying the number of protons in
the ion. Due to ∆p our particle moves on an orbit with a slightly different R. The
motion on an orbit with a different curvature gives a contribution ∆xR to x. This
effect is described by the dispersion function D(s) [58].
The dispersion affects also the revolution frequency f0 of the non-ideal particle as
it increases the length of the orbit for ∆p > 0. Besides this effect, we have to consider
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the change of the speed and the mass according to Eq. 3.1. For β ¿ 1, the change
in speed preponderates so that df0/ dp > 0, while for γ À 1 we have df0/ dp < 0.
The energy with df0/ dp = 0 is called transition energy and the corresponding γ
is denoted by γT . For small momentum deviations, the change of the revolution
frequency is expressed by
∆f0
f0
= −η∆p (3.6)
and the slip factor
η = 1/γ2T − 1/γ2. (3.7)
In the following discussion of the transverse motion, the displacement of a particle
due to the dispersion is neglected. Within the scope of this approximation, there is no
difference between the vertical and horizontal motion. Therefore only the horizontal
plane will be discussed explicitly. Unless stated differently, the following equations
referring to the horizontal plane can be transfered to the vertical one by exchanging
the parameters x by y. In equations without explicit coordinate, the subscripts
referring to either plane are omitted.
A synchrotron needs focusing elements to prevent x′ and y′ from driving the
particle away from the reference orbit. The transverse motion with a periodic focusing
function k(s) is described by the homogeneous Hill’s equation [58]
x′′ + kx(s)x = 0, (3.8)
where the total derivative of x with respect to the time t is expressed in terms of its
derivative with respect to s using dx/ dt = v dx/ ds. The solution can be written as
a pseudo-harmonic oscillation
x(s) =
√
²xβˆx(s) cos[ψx(s) + ψ0,x], (3.9)
where βˆ(s) is the amplitude function, ² is an integration constant, and
ψ(s) =
∫ s
0
ds
βˆ(s)
(3.10)
is the phase advance or betatron phase with the initial phase ψ0,x. Note that ψ0,y is
independent of ψ0,x.
From Eq. 3.10, the number of transverse oscillations Q during one revolution can
be calculated by virtue of
Q =
1
2pi
∮
ds
βˆ(s)
, (3.11)
where the path of integration is the reference orbit. Q is called (betatron) tune or
working point. The mean oscillation frequency
fβ = Qf0 (3.12)
is the betatron frequency.
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For the operation of a synchrotron, Qx and Qy must be chosen carefully. Setting
Q to integers, or halves or thirds of them, would let field errors — present in any
machine — excite the particle resonantly. A destabilization of the orbit and particle
loss would be the consequences. The same holds for the sum and difference of Qx
and Qy [60]. However, single-particle instabilities is not dealt with in this work and
the lattice is assumed to be perfect.
Magnetic quadrupoles are usually installed in particle accelerators in order to
focus the beam. Presuming the quadrupoles are aligned properly, the motions in x
and y direction are decoupled. The focusing strength in the horizontal plane is given
by
kx =
Ze
p
∂By
∂x
. (3.13)
The horizontal gradient ∂By/∂x is constant for a quadrupolar field. Evaluating k
in the vertical plane yields ky = −kx. This means any quadrupole focuses in one
transverse plane and defocuses in the other one. However, net focusing in both
planes is achieved by a sequence of quadrupoles with alternating polarity.
The solution of Eq. 3.8 is substantially simplified if k is constant. This usually
occurs piecewise in an idealized synchrotron because k is constant within a quadrupole
and zero outside. Nonlinear fringe fields at the edges of the quadrupoles can be taken
into account to first order by calculating an effective length of a field with the nominal
strength k [2]. The fringe fields of dipoles can be approximated as thin lenses by
changing x′ and y′ instantaneously at the edges of the homogeneous field.
The particle motion in a linear lattice can be described efficiently via a matrix
algorithm [61,1, 2]. The initial phase-space vector ~r(0) is transformed to ~r(s) by the
multiplication with the transport matrix M ,
~r(s) =M(0, s) · ~r(0). (3.14)
M incorporates the action of the magnetic field along the trajectory. The trans-
port through a beam line is calculated by the multiplication of successive transport
matrices.
Since we neglect the particle displacement due to the dispersion, the transverse
subspace is decoupled from the longitudinal one. Therefore the horizontal motion is
described by a two dimensional sub-matrix(
x
x′
)
=Mx,x′(0, s) ·
(
x0
x′0
)
. (3.15)
As it was used in the simulations, we explicitly provide the horizontal transport
matrix of a focusing quadrupole given by [2,1]
Mx,x′(l) =
(
cos(
√
kxl) 1/
√
kx sin(
√
kxl)
−√kx(sin
√
kxl) cos(
√
kxl)
)
. (3.16)
l can be the length of the focusing channel or any fraction of it.
In the defocusing plane, where k<0, the trigonometric functions in Eq. 3.16 are
replaced by the corresponding hyperbolic functions with k → |k| [58]. The vertical
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motion is simply evaluated by replacing x by y and focusing elements by defocusing
ones and vice versa in Eq. 3.16.
According to Eq. 3.13, ∆p causes a focusing error ∆k which in turn leads to
an error ∆βˆ of the amplitude function introduced in Eq. 3.9. Finally this error
propagates into an error of Q (Eq. 3.11), causing a chromatic tune shift
∆Qξ = ξQ∆p. (3.17)
The constant ξ is called chromaticity. As far as stemming from quadrupoles only, it
is called natural chromaticity and written as
ξnat = − 1
4piQ
∮
βˆ(s) k(s) ds. (3.18)
∆Qξ limits the tolerance of the accelerator for momentum deviations. This is
one reason why sextupoles allowing the adjustment of ξ, without changing the linear
lattice, are installed in synchrotrons. Assuming βˆ ≈ const within the sextupoles of
length ls, one can assess the chromaticity by virtue of [1]
ξ = ξnat +
1
4piQ
∑
i
kˆiβˆiDi, (3.19)
where βˆi is the beta function in the i
th sextupole and kˆi = ∂
2Bx/∂x
2 ls/(BR) is the
sextupole strength in 1/m2. Di, the dispersion function in the sextupole, can not be
neglected here. Note thatDi always refers to the horizontal plane in contrast the other
parameters in Eq. 3.19. Sextupoles are responsible for higher order aberrations [58],
but these are not relevant for this work.
For the following discussion it is useful to describe the evolution of x along the
orbit by means of lattice functions. For this purpose we introduce the Courant-Snyder
parameters αˆ, βˆ, γˆ. βˆ was already defined in Eq. 3.9 as amplitude function. The other
two are given by
αˆ(s) ≡ −1
2
βˆ′(s) and γˆ(s) ≡ 1 + αˆ
2(s)
βˆ(s)
. (3.20)
Using these parameters, we combine Eq. 3.9 and its derivative,
x′(s) = −
√
²x
βˆx
{αˆx cos[ψx(s) + ψ0,x] + sin[ψx(s) + ψ0,x]}, (3.21)
to obtain
²x = γˆx(s)x
2(s) + 2αˆx(s)x(s)x
′(s) + βˆx(s)x
′2(s). (3.22)
This equation describes an ellipse in the horizontal phase space. The orientation
and shape of this ellipse change along the orbit, but its area pi²x remains constant.
The quantity ²x is called horizontal emittance. It is a measure for the energy in the
horizontal motion.
The position of a particle on the ellipse at a fixed point s depends on ψx in Eq. 3.9.
At every turn the particle passes by on a different position on the ellipse because the
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Figure 3.2: Horizontal phase-space ellipse. The black dots mark the position of a
particle during subsequent revolutions. Some interesting points are parameterized
using the Courant-Snyder parameters.
restrictions to Q enforce ψx to change from turn to turn. Hence the stored particle
encloses the area of the entire phase-space ellipse as illustrated in Fig. 3.2. The
maximal particle offset as a function of s,
xˆ(s) =
√
²βˆ(s), (3.23)
is called envelope. xˆ(s) is limited by the local size of the vacuum chamber. The
largest emittance fitting into an accelerator is called admittance.
The peculiarities of a certain accelerator lattice are not of interest for the funda-
mental beam properties discussed in the following subsections. Therefore we replace
the lattice functions by their mean values with respect to the circumference of the ac-
celerator. This means that βˆ = const and, according to Eq. 3.20, αˆ = 0 and γˆ = 1/βˆ.
Technically this corresponds to a constant focusing. As a result, the betatron oscilla-
tion is truly harmonic and Eq. 3.11 yields
Q =
R
βˆ
. (3.24)
Hill’s equation (Eq. 3.8) simplifies to
x′′ + kxx = 0, (3.25)
or equivalently x¨+ ωβ,xx = 0, where ωβ is the betatron frequency. The solution is
x(s) =
√
²xβˆx cos
(
s
βˆx
+ ψ0
)
, (3.26)
where
βˆ = 1/
√
k (3.27)
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and k > 0. Constant focusing is assumed in the following sections unless stated
conversely.
3.1.2 Many particle dynamics
A beam in a synchrotron often consists of a large number of particles with randomly
distributed initial phase-space coordinates. A beam is described by means of the
statistical distribution of the one-particle coordinates. Generally we assume that the
distributions are centered around the corresponding nominal values. As an exception,
the beam may have an offset in some of the following subsections. In the horizontal
plane, the barycenter of the beam is then located at
x¯ ≡ 〈x〉, (3.28)
where the angular brackets 〈· · · 〉 indicate the averaging over all particles in the beam.
The volume in the six-dimensional phase space that is occupied by all particles
divided by pi3 is defined as the total emittance of the beam. It is equal to the super-
position of all one-particle ellipsoids. The division by pi3 is a convention because the
occupied volume is generally well described by an ellipsoid whose the semi-axes are
equal to the spread of the phase-space coordinates. The projections of this phase-
space ellipsoid into the x−x′, y−y′ and z−∆p subspaces yield the horizontal, vertical
and longitudinal emittance, respectively. These two-dimensional projections are con-
served individually in first order. The horizontal emittance was already introduced
in Eq. 3.22 for one particle.
The total emittance is defined by the particles with the largest one-particle emit-
tances in each plane. However, this definition is often not useful. For unlimited
distribution models, like e. g. a Gaussian, the total emittance is not even defined
and a limit must be chosen. Often the emittance referring to one or two standard
deviations σ of the distribution are considered. The rms beam size is given by
a =
√
〈xˆ2〉 =
√
²βˆ, (3.29)
where we use Eq. 3.23. In this case ² obviously refers to the rms emittance. The
abbreviation for root mean square, ’rms’, precedes statistical variables referring to
the standard deviation of the associated distribution throughout this work.
Beams of different transverse density distributions are frequently compared by
considering beams with the same transverse rms emittance, as proposed by the prin-
ciple of rms equivalent beams [62]. In this way, beams with a non-linear profile are
approximated by a beam with a constant transverse density. Such a beam is called
K-V beam in honor of I. M. Kapchinsky and V. V. Vladimirsky, who first studied
its properties [63]. Although K-V beams do not exist in real accelerators, they are a
useful approximation in many cases. For the linearization of the space-charge force
in Subsec. 3.3.2 we take benefit of this idea.
The beams in this work are always coasting, i. e. except the fluctuations discussed
in Sec. 3.2.1, the longitudinal particle-density distribution is constant and the beam
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length is equal to the accelerator circumference. The longitudinal emittance of coast-
ing beams is not an interesting quantity. However, the momentum spread plays an
important role for collective effects. Thus we define the standard deviation of the
momentum distribution, σp, as a measure for the momentum spread.
3.2 Theory of transverse beam diagnostics
The operation of an accelerator relies on diagnostic tools telling the state of the beam.
Two tools determining important parameters, like f0, σp and Q, are explained in this
subsection. In Subsec. 3.2.1 Schottky measurements, detecting the electromagnetic
radiation constantly emitted by the beam, are explained. Subsec. 3.2.2 discusses
how information is gained from beam transfer functions, obtained by measuring the
response of a beam to a time harmonic excitation.
In this subsection collective effects are neglected. The diagnostics of intense beams
is subject of Subsec. 3.3.4 and Subsec. 3.3.5. Technical aspects of the measurements
are clarified in Chap. 4.
3.2.1 Schottky noise and diagnostics
In Sec. 3.1.2 beam parameters, such as the momentum distribution σp and emittance
², were introduced as quantities characterizing the distributions of the single-particle
parameters. However, the underlying distributions are merely models for the mean
distribution. The fact that there is a finite number of particles causes random devi-
ations from the mean distributions. These deviations are the so-called fluctuations.
The fluctuations of a uniform current were first described by W. Schottky [12], hence
they are known as Schottky noise.
The use of Schottky noise to investigate beam properties is discussed in this
subsection. In the following sections we find out that Schottky noise is also relevant
for other diagnostic methods and for collective effects. A thorough inspection of
fluctuations and Schottky noise can be found in Ref. [14], which served as main
reference for this subsection. The fluctuations of different parameters are assumed to
be independent of each other.
The beam current detected by an ideal probe in the beam pipe due to a single
particle with the index j is given by
Ij(t) = 2piZefj
∞∑
m=−∞
δ(ω0,jt+ θj − θp − 2pim) (3.30)
where fj is the revolution frequency, θj is its random initial phase, θp is an additional
phase depending on the azimuthal position of the pick-up and δ(· · · ) is Dirac’s delta
function. Without loss of generality we assume θp = 0 because the signals detected
by a Schottky pick-up are independent of the phase. The total current is the sum of
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all Np particles
I(t) =
Np∑
j
Ij(t). (3.31)
Since we consider a coasting beam, the distribution of θj is uniform in the interval
[0, 2pi]. Expressing the series of δ-functions in terms of the Fourier series expansion,
2pi
∞∑
m=−∞
δ(ω0,jt+ θj − 2pim) =
∞∑
m=−∞
cos[m(ω0,jt+ θj)], (3.32)
and taking the symmetry of the cosine into account , we arrive at
I(t) = Ze
Np∑
j=1
fj + 2Ze
Np∑
j=1
∞∑
m=1
fj cos[m(ω0,jt+ θj)]. (3.33)
Now we define the mean current
〈I(t)〉 ≡ Ze
Np∑
j=0
fj = NZef0, (3.34)
where the angular brackets 〈· · · 〉 indicate an averaging over the random parameters
θj and ω0,j of all particles. The difference I − 〈I〉 = δI(t) is the current fluctuation
with 〈δI(t)〉 = 0. From Eq. 3.33 we obtain
δI(t) ≡ 2Ze
Np∑
j=1
∞∑
m=1
fj cos[m(ω0,jt+ θj)]. (3.35)
Equation 3.35 indicates that δI(t) is not white noise but has a time structure.
This structure manifests itself in the auto-correlation function [14]
CI(t, t
′) = 〈δI(t)δI∗(t′)〉, (3.36)
where I∗ denotes the complex conjugate of I, if the complex notion is used. Putting
Eq. 3.35 into Eq. 3.36 yields in first order
CI(τ) = 2Z
2e2f 20
Np∑
j=1
∞∑
m=1
cos(mω0,jτ) (3.37a)
= 2Z2e2f 20
Np∑
j=1
∞∑
m=1
cos[(1− η∆pj)mω0τ ], (3.37b)
where τ = t− t′ and ω0,j = ω0(1−η∆pj). fj in Eq. 3.35 is approximated by f0 as ∆fj
gives only a second order contribution. Due to the averaging, the random phases, θj,
disappear.
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The spectral power density of the field generated by the current fluctuation, P‖(Ω),
is proportional to the Fourier transform of CI [14],
P‖(Ω) ∝
∫ ∞
−∞
CI(τ) e
iΩτ dτ = 2piZ2e2f 20
Np∑
j=1
∞∑
m=−∞
6=0
δ[Ω +mω0(1− η∆pj)]. (3.38)
P‖(Ω) is called longitudinal Schottky spectrum. In order to model P‖, we normalize
∆pj by σp and introduce the parameter
σm,ω = |η| |m|ω0σp (3.39)
to obtain
P‖(Ω) ∝ Z2f0
Np∑
j=1
∞∑
m=−∞
6=0
1
|m| δ
(
Ω +mω0
σm,ω
− ∆pj
σp
)
(3.40)
from Eq. 3.38.
Next we introduce an analytic function Ψ(∆p) describing the distribution of ∆pj
in the beam in a good approximation. If Ψ is normalized such that
∫
Ψ(p) dp = 1,
the summation over Θ(∆pj) with an arbitrary function Θ can be approximated by
Np∑
j=1
Θ(∆pj) ≈ Np
∫ ∞
−∞
Θ(∆pj)Ψ(∆pj) d(∆pj). (3.41)
Using this relation in Eq. 3.40 yields
P‖(Ω) ∝ Z2f0Np
∞∑
m=−∞
6=0
1
|m| Ψ
(
Ω−mω0
σm,ω
)
, (3.42)
a series of longitudinal Schottky bands defined by
Pm(Ω) ≡ Z
2f0Np
|m| Ψ
(
Ω−mω0
σm,ω
)
. (3.43)
The harmonic number m is used to identify the Schottky bands.
For a symmetric distribution Ψ(∆ω), the Schottky bands are centered around
Ω = mω0. For convenience we define the frequency of the m
th harmonic as
fm ≡ mf0. (3.44)
Thus Schottky diagnostics allows us an accurate measurement of f0 in a non-destruc-
tive way. The rms width of the mth Schottky band is given by σm,ω, defined in
Eq. 3.39. As a consequence, the Schottky bands reveal the momentum distribution
of the beam. The rms momentum spread is written as
σp =
σm,ω
|η| |m|ω0 . (3.45)
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The amplitude of the Schottky bands decreases with m and the width increases with
m, conserving the total power within each band. For this reason, the bands overlap
for large m. For the measurement of σp, m should be chosen small enough to avoid
an overlapping.
Similar to the longitudinal case, the transverse Schottky spectrum, originating
from the current dipole-moment fluctuations can be deduced. The treatment is, how-
ever, more complicated because longitudinal and transverse fluctuations have to be
considered jointly. The beam is assumed to pass through the detector center, oth-
erwise additional coherent components would arise [14]. The current dipole-moment
then reads
d(t) =
Np∑
j=1
dj(t) =
Np∑
j=1
xj(t)Ij(t), (3.46)
where
xj(t) = xˆj cos(Qjω0,jt+ φj) (3.47)
is the betatron oscillation of the particle and Ij given by Eq. 3.33. Due to the betatron
amplitude, xˆj, and the betatron phase, φj, the current dipole-moment features two
random parameters in addition to θj and ∆pj. The latter now affects both ω0,j and
Qj.
Using Eq. 3.32 and 2 cosα cos β = cos(α + β) + cos(α − β), Eq. 3.46 can be
transformed to
d(t) =
Ze
2
Np∑
j=1
fjxˆj
∞∑
m=−∞
∑
±
cos[(m±Qj)ω0,jt± φj +mθj]. (3.48)
In order to proceed, we define
f±m ≡ (m±Qf )f0, (3.49)
where Qf is the fractional part of Q. For a particle with a momentum deviation ∆pj,
it follows from Eq. 3.17 and Eq. 3.6 that
ω±m,j ≡ (m±Qj)ω0,j ≈ ω±m + [m± (Qf −Qξ/η)]∆ω0,j (3.50a)
= ω±m + S
±
mω0∆pj, (3.50b)
where we define
S±m ≡ −[ηm± (ηQf −Qξ)]. (3.51)
Eq. 3.48 then writes
d(t) =
Ze
2
Np∑
j=1
fjxˆj
∞∑
m=−∞
∑
±
cos[(ω±m + S
±
mω0∆pj)t± φj +mθj]. (3.52)
The mean dipole moment 〈d(t)〉, obtained by averaging over all random parame-
ters, vanishes identically due to∫ 2pi
0
dφj
∫ 2pi
0
dθjdj(t) ≡ 0,
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so that d and its fluctuation are identical, δd(t) ≡ d(t). However, the fluctuation can
again be detected considering the auto-correlation function [14]
Cd(t− t′) = 〈d(t)d∗(t′)〉 (3.53a)
=
e2Z2
8
〈xˆ2〉
Np∑
j=1
f 2j
∞∑
m=−∞
∑
±
cos[(ω±m + S
±
mω0∆pj)(t− t′)]. (3.53b)
Averaging over the phases eliminated φj and θj. 〈xˆ2〉 is equal to a2 according to
Eq. 3.29. The term f 2j can be split into f
2
0 and a second order term that is neglected
from here on.
The Fourier transform F{Cd(τ)}, with τ = t− t′, is proportional to the spectral
power density of the dipolar fluctuations, or say the transverse Schottky spectrum,
P±0 , of a low intensity beam. The Fourier transformation of Eq. 3.53 yields
P±0 (Ω) ∝ 2piZ2a2f 20
Np∑
j=1
∞∑
m=−∞
∑
±
δ(Ω− ω±m − S±mω0∆pj) (3.54a)
= Z2a2f0
Np∑
j=1
∞∑
m=−∞
∑
±
1
|S±m|
δ
(
u± − ∆pj
σp
)
, (3.54b)
where
u±(Ω) ≡ Ω− ω
±
m
σ±m,ω
(3.55)
is the normalized frequency and
σ±m,ω ≡ |S±m|ω0σp. (3.56)
Now we apply Eq. 3.41 with the momentum distribution Ψ to Eq. 3.54b to obtain
P±0 (u
±) ∝ Z2Npf0a2
∞∑
m=−∞
∑
±
1
|S±m|
Ψ(u±) (3.57a)
≡
∞∑
m=−∞
∑
±
P±0,m(u
±), (3.57b)
where the P±0,m denotes the transverse Schottky bands or Schottky side bands. The
upper sign refers to the upper Schottky side bands, since they are located at a higher
frequency than the longitudinal band corresponding to the same m. Analogously the
lower sign refers to the lower Schottky side bands.
The amplitude of P±0 is proportional to ² and βˆ at the detector according to
Eq. 3.29. If Ψ is symmetric then the transverse Schottky bands are centered around
ω±m. As the integer part of Q was omitted in the definition of ω
±
m (Eq. 3.49), the
Schottky side bands appear next to the longitudinal band with the samem. Therefore
their positions reveal Qf . The width of the side bands is given by σ
±
m,ω. Hence the
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width of the side bands is proportional to the momentum spread. For increasing m
the width of the bands increases with |S±m|, while the amplitude decreases with that
factor. Transverse Schottky bands can also be used to measure ξ. In Subsec. 5.4 two
methods to do this are presented.
3.2.2 Transverse beam transfer functions
Schottky diagnostics provides a direct and non-destructive tool to measure various
beam and accelerator parameters. A disadvantage is the low signal-to-noise ratio, in
particular at low beam intensity. In this case it may be advantageous to measure the
beam transfer function (BTF) of the accelerator. Another primary application of
the BTF is the analysis of the beam stability. However, this subject is not discussed
until Subsec. 3.3.4 as it requires an understanding of collective effects.
Transverse BTFs are obtained by exciting the beam with a transverse electromag-
netic field. A time harmonic signal or white noise can be applied for the excitation,
but here only the former is discussed. The beam response is picked up with a Schot-
tky probe. The ratio of the response to the excitation in the frequency domain is
defined as BTF. A network analyzer supplies the exciting signal to the kicker and
acquires the response signal from the pick-up.
For the following discussion, x is generalized as a complex variable of which the
real part is the horizontal coordinate in real space. Applying a time harmonic force
with an amplitude F and frequency Ω to a particle turns the equation of motion of
a particle in a constant focusing channel (Eq. 3.25) to
x¨j(t) + ω
2
β,jxj(t) =
F
mpAγ
e−iΩt. (3.58)
We solve this equation with the ansatz
xj(t) = xˆj e
i(nθ−Ωt), (3.59)
where einθ with n ∈ Z takes stationary orbit deformations due to a coherent beam ex-
citation into account [5,10]. This ansatz presumes that transient effects have decayed.
During the revolution of the particle, the phase changes according to θ = θ0 + ω0,jt.
A stationary observer sees an oscillation in time with the frequency Ω, though.
Plugging Eq. 3.59 into Eq. 3.58 yields
xˆj =
F
mpAγ[ω2β,j − (nω0,j − Ω)2]
, (3.60)
where we chose a location with θj = 0 so that the phase e
inθ disappears. In order to
proceed, we use the approximation
ω2β,j − (nω0,j − Ω)2 ≈ ∓2ωβ[Ω− (n±Qj)ω0,j], (3.61)
which is valid in the vicinity of either of the two distinct poles at Ω = (n ± Qj)ω0,j.
For the sake of convenience, we substitute n by m such that
n+Q = m+Qf for the upper pole, and
n−Q = m−Qf for the lower pole.
(3.62)
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Using first Eq. 3.50b and then Eq. 3.55 we rewrite Eq. 3.61 as
ω2β,j − (nω0,j − Ω)2 ≈ ∓2ωβ(Ω− ω±m − S±mω0∆pj) (3.63a)
= ∓2ωβσ±m,ω
(
u± − ∆pj
σp
)
, (3.63b)
which is valid for S±m > 0. This expression is put into Eq. 3.60, ending up with
xˆj = ∓ F
2ωβσ±m,ωmpAγ(u
± − p˜) , (3.64)
where we define
p˜ ≡ ∆pj/σp. (3.65)
u± is defined in Eq. 3.55.
The response of the beam is obtained by integrating Eq. 3.64 multiplied with the
normalized particle distribution Φ(xˆj)Ψ(p˜j). The distribution of xˆj and p˜j can be
factorized because the distributions are uncorrelated. Using
∫∞
0
xˆjΦ(xˆj) dxˆj = xˆ, we
arrive at
xˆ = ∓ F
2ωβσ±m,ωmpAγ
∫ ∞
−∞
Ψ(p˜) dp˜
u± − p˜ . (3.66)
The solution of this integral is non-trivial because the integrand possesses a sin-
gularity in the integration interval. In order to solve it, a small growth rate ²τ > 0
of the exciting force, corresponding to an adiabatic growth of the excitation, is in-
troduced [5, 4]. Replacing Ω → Ω + i²τ in Eq. 3.58 shifts the pole in Eq. 3.66 up by
i²τ/σ
±
m,ω. The integral then is solved along a closed path in the complex plane so that
the residue theorem [64] can be applied. The path, visualized in Fig. 3.3 with a solid
line, follows the real axis and then a semicircle with radius Rp in the upper complex
plane. Solving the path integral piecewise and using the residue theorem, we arrive
at ∮
Ψ(p˜) dp˜
u± + i²′ − p˜ =
∫ Rp
−Rp
Ψ(p˜) dp˜
u± + i²′ − p˜ + i
∫ pi
0
Ψ(u± +Rp e
iφ)Rp e
iφ dφ
i²′ −Rp eiφ (3.67a)
= −2piiΨ(u± + i²′). (3.67b)
The singularity can also be circumvented by following a semicircle with the radius
²′ = ²τ/σ
±
m,ω around the singularity, instead of shifting it. In order to enclose the
singularity, the semicircle is placed into the lower complex plane. In Fig. 3.3 the
deviation from the former path is indicated with a dashed line. From the piecewise
solution and the residue theorem, it follows∮
Ψ(p˜) dp˜
u± − p˜ =
∫ u−²′
−Rp
Ψ(p˜) dp˜
u± − p˜ − i
∫ 2pi
pi
Ψ(u± + ²′ eiφ) dφ
+
∫ Rp
u±+²′
Ψ(p˜) dp˜
u± − p˜ − i
∫ pi
0
Ψ(u± +Rp e
iφ) dφ (3.68a)
=− 2piiΨ(u±). (3.68b)
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Figure 3.3: Paths for the solution of the dispersion integral applying the residue
theorem. ²′ = ²τ/σ
±
m,ω is the shift of the singularity in one case and the radius of the
small semicircle in the other case.
In the limit ²′ → 0, Eq. 3.67b and Eq. 3.68b become equal. Hence∫ Rp
−Rp
Ψ(p˜) dp˜
u± − p˜ = P.V.
∫ Rp
−Rp
Ψ(p˜) dp˜
u± − p˜ − i
∫ 2pi
pi
Ψ(u±) dφ, (3.69)
where P.V. stands for Cauchy’s principal value of the integral. Taking the limit
Rp →∞ results in the dispersion integral
r0(u
±) ≡
∫ ∞
−∞
Ψ(p˜) dp˜
u± − p˜ = P.V.
∫ ∞
−∞
Ψ(p˜)
u± − p˜ dp˜− ipiΨ(u
±). (3.70)
Landau was the first to propose this technique to describe frictionless damping in
plasmas [9].
With Eq. 3.70 we rewrite Eq. 3.66 as
xˆ = ∓ F
2ωβσ±m,ωmpAγ
r0. (3.71)
Now we define the transverse BTF measured at a side band above or below m as
r±m(Ω) ≡ 2ωβσ±m,ωmpAγ
xˆ(Ω)
F
. (3.72)
Applying Eq. 3.70 as well as Eq. 3.71, we have
r±0,m(u
±) ≡ ∓
[
P.V.
∫ ∞
−∞
Ψ(p˜)
u± − p˜ dp˜− ipiΨ(u
±)
]
= ∓r0(u±), (3.73)
where the subscript 0 labels a BTF without collective effects.
Eq. 3.73 can be solved analytically for various momentum distributions. Examples
are given in Ref. [5]. For a Gaussian distribution,
Ψ(p˜) =
1√
2pi
e−p˜
2/2, (3.74)
3.3. COLLECTIVE EFFECTS 27
-6 -4 -2 0 2 4 6
u
-1.0
-0.5
0.0
0.5
1.0
1.5
r-
0,
m
imaginary part
real part
Figure 3.4: Real and the imaginary part of the dispersion integral of a lower side band
with a Gaussian momentum distribution (Eq. 3.75). The imaginary part reflects the
momentum distribution.
the solution reads [31]
r0(u
±) = i
√
pi
2
[
1− erf
(
iu±√
2
)]
e−(u
±)2/2, (3.75)
which is known as complex error function. The real and imaginary part of Eq. 3.75
are shown in Fig. 3.4.
r±m is observable with a network analyzer, an exciter and a pick-up. Its imaginary
part reflects the momentum distribution of the beam. Similar to Schottky diagnostics,
σp and Qf can be identified via BTF measurements. The application of BTFs for the
analysis of the beam stability is discussed in Subsec. 3.3.4.
3.3 Collective effects
With increasing beam intensity, the electromagnetic self-field of the beam exerts an
increasing force on each particle in the beam. This electromagnetic interaction is a
subgroup of collective effects in particle beams [6]. The shape of the self-field depends
on the distribution of the particles and on the beam environment. Electromagnetic
interactions that are present in a beam if its environment is negligible are called
space-charge effects. However, particle beams in accelerators are always surrounded
by materials which modify the boundary conditions for the self-field. The impact
of the beam environment on the field and hence on the beam is described with the
concept of impedances. The effects of space charge and impedances on the transverse
dynamics of a weakly relativistic beam, such that β cannot be approximated by 1, in
a synchrotron was the topic of this work.
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In Subsec 3.3.1 dipolar transverse impedances are introduced without going into
the details of their evaluation. Space charge is the topic of Subsec. 3.3.2. The com-
monalities and the differences in the action of impedances and space charge are em-
phasized. Landau damping, a beam-intrinsic damping-mechanism against coherent
instabilities, is examined in Subsec. 3.3.3. In Subsec. 3.3.4 and 3.3.5 the BTF and
Schottky theory are revised in order to include impedance and space-charge effects.
An analytic model suitable for the comparison with measured or simulated data is
derived.
3.3.1 Impedances and coherent tune shift
In an accelerator, the self-field of the beam is influenced by the beam environment.
Quantitatively this effect is described with (coupling) impedances. In this work only
dipolar transverse impedances are considered. These impedances deflect the beam.
Higher order impedances, which may for instance focus the beam, are disregarded.
Let ~E be the electric and ~B the magnetic field produced by the interaction of a
beam with the current dipole-moment Ix¯ with the surrounding accelerator compo-
nents. The field originating from the beam itself is explicitly excluded here; it is the
subject of Sec. 3.3.2. The transverse impedance of an accelerator component with
the length L is defined by the integral [4, 30]
Z⊥(Ω) = − i
βIx¯
∫ L
0
[
~E(s,Ω) + ~v × ~B(s,Ω)
]
⊥
ds. (3.76)
The transverse impedance is generally a complex function. The real part or resistive
part corresponds to an energy loss in the material, therefore we have [5]
Re[Z⊥(Ω>0)] ≥ 0. (3.77)
This feature is important for the stability of the beam, as clarified below.
The assessment of impedances is an area of active research at many accelerator
facilities. For devices with a complicated geometry, numerical simulations have to
be performed. Perhaps the most simple but still useful example of an impedance is
that of a perfectly conducting beam pipe. The beam pipe contributes strongly to
the total impedance of an accelerator because it surrounds the beam almost along its
entire length. For a circular pipe of a perfectly conducting material and of radius b,
as sketched in Fig. 3.5, the impedance is [30]
Zcw⊥ = −i
Z0R
β2γ2b2
, (3.78)
where Z0 is the characteristic impedance of vacuum. This impedance is purely re-
active because the resistivity is neglected. The fact that it is independent of the
frequency is a peculiarity of the perfectly conducting beam pipe.
Taking the finite resistivity of the beam pipe into account gives an impedance with
a real part, and complicates the evaluation significantly. Approximate expressions
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Figure 3.5: Circular beam with a local horizontal offset x¯ in a circular beam pipe.
b is the radius of the beam pipe and a is the radius of the beam. A test particle is
located at xj.
with different limitations can be found in the literature (e. g. in Ref. [30]). General
expressions are derived in Ref. [65]. Fig. 3.6 shows the real part of the resistive wall
as a function of the frequency. It decreases monotonically so that it is most dangerous
for the lowest modes.
Another impedance of major importance in SIS-18 stems from the 9 kickers in-
stalled for the fast extraction of the beam. This impedance is displayed in Fig. 3.6,
as well. It was evaluated experimentally as well as with approximate analytical and
numerical calculations [66,67] with comparable results. Several sharp maxima below
20MHz due to the pulse-forming network of the kicker are observed in the horizon-
tal plane. Above 100MHz the ferrite material present in the kickers increases the
impedance.
In accelerators with intense ion beams, electron clouds can form and interfere
with the beam [68]. This effect can be described by an impedance with a maximum
close to 20MHz. However, the investigation of electron clouds in SIS-18 has started
only recently [69]. Therefore the electron densities to be expected and the associated
impedance are still uncertain.
In order to study the interaction of the beam with the accelerator impedance, we
consider a beam stored in a synchrotron. For the time being, the beam is assumed
to have no momentum spread. Such a beam is known as a cold beam because the
particles have little energy in their random motion, similar to the particles in a cold
solid body.
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Figure 3.6: Real part of the impedances of the resistive wall, the kickers (horizontal
and vertical) and an estimation for the electron cloud, in SIS-18. The dashed line
indicates f0.
(Courtesy O. Boine-Frankenheim)
Choosing L = 2piR in Eq. 3.76, we find the mean force experienced by a particle
during one revolution
F (Ω) = i
e2Z2Npβω0x¯
4pi2R
Z⊥(Ω). (3.79)
Due to the stationary transverse modes, the beam offset along the orbit is given by
x¯ = xˆ einθ. Assuming that the perturbation of the beam causes an oscillation e−iΩt,
where Ω is a complex frequency, the equation of motion is stated as
x¨j(t) + ω
2
βxj(t) = 2ωβ∆ω˜xˆ e
i(nθ−Ωt), (3.80)
where we define
2ωβ∆ω˜ ≡ ie
2Z2Npβω0
4pi2mpAγ
Z⊥(Ω). (3.81)
The ansatz Eq. 3.59 yields, similarly to Eq. 3.60,
xˆj =
2ωβ∆ω˜ xˆ
ω2β,j − (nω0,j − Ω)
(3.82a)
= ∓ ∆ω˜
Ω− ω±m
xˆ, (3.82b)
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where the external excitation is replaced by Eq. 3.81 and Eq. 3.63a is applied with
∆pj = 0 because we consider a cold beam. Eq. 3.82b is then multiplied with the nor-
malized xˆj-distribution, Φ(xˆj), and integrated with respect to xˆj, as done in Sec. 3.2.2.
After division by xˆ, we find the coherent modes
Ω = ω±m ∓∆ω˜ ≡ ω±m ∓
(
∆ω +
i
τ
)
. (3.83)
On the right hand side, the complex frequency ω˜ is decomposed into the real and
imaginary part,
∆ω ≡ e
2Z2Npω0
8pi2cmpAQγ
Im[Z⊥(ω
±
m)], and (3.84a)
1
τ
≡ e
2Z2Npω0
8pi2cmpAQγ
Re[Z⊥(ω
±
m)]. (3.84b)
Obviously imaginary impedances cause a shift of the frequency of the coherent
beam oscillation, or say a coherent tune shift. For the perfectly conducting beam pipe
(Eq. 3.78) one obtains
∆Q =
rpZ
2NpR
2piAQβ2γ3b2
. (3.85)
Real impedances, on the other hand, lead to an exponential growth or damping of
the oscillation. From Eq. 3.77 and Eq. 3.84b, it follows that only lower side bands
can be excited.
Under the assumptions made so far, an arbitrarily small real impedance would
destabilize the beam. Fortunately the momentum spread — unavoidably present
in any beam — prevents the beam from responding in a fully coherent way. The
damping effect of the momentum spread is clarified in Sec. 3.3.3.
3.3.2 Space charge and incoherent tune shift
Space-charge effects are understood as the result of the interaction between the self-
field, i. e. the field originating solely from the particles belonging to the beam, and
each particle of the beam, independently of the environment. Since particles with
the same charge sign repel each other, the space-charge force is defocusing in both
planes. However, the force is suppressed with increasing beam energy due to the
Lorentz transformation. This effect can also be interpreted as a consequence of the
attractive force between the parallel currents represented by the particles. With rising
v0, the same charge corresponds to a higher current which partially compensates the
repulsion. Thus space charge is most important at low energy.
The space-charge force is different for each particle because it depends on the par-
ticles’ position with respect to the barycenter of the beam. Furthermore, the force
depends on the non-linear transverse particle distribution and is consequently non-
linear, too. Because of this, a detailed analysis of the space-charge effects becomes
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quite involved. However, for the analysis of the data from measurements or simula-
tions, simple models that can be fitted to the data are useful, as long as they reflect
the essential features of space charge. Such a model is derived in this subsection.
As a first simplification, we assume that we have a K-V beam (introduced in
subsection 3.1.2). Such a beam is favorable for the modelling because it features
a linear space-charge force. This approximation is justified only if the space-charge
force is weak enough to neglect the non-linear components.
The second major simplification used here is called rigid beam assumption. A
beam is said to oscillate rigidly if its cross-section is not altered by the oscillation.
Only under this condition the particle density is constant in time or with respect to
s.
Let the beam have an offset x¯ and a test particle be at xj, as shown in Fig. 3.5.
Applying Maxwell’s equations to a homogeneous circular beam yields [7]
Fx(x¯, xj) =
e2Z2Np
2pi²0β2γ2Ra2kv
(xj − x¯) ≡ 2ωβ∆ωscγmpA(xj − x¯) (3.86)
as horizontal Lorentz force with the dielectric constant of vacuum ²0, and the full beam
radius akv. This force incorporates the electrostatic field ~E and the magnetostatic field
~B, where B = v/c2E, because the current density ~J is related to the charge density ρ
by ~J = ~vρ. Since all particles move almost in parallel, the force ~F = eZ( ~E+v~ez× ~B)
simplifies to ~F = eZ/γ2 ~E. The corresponding equation of motion is written as
x¨j(t) + ω
2
βxj(t) = 2ωβ∆ωsc[xj(t)− x¯(t)]. (3.87)
Subtracting 2ωβ∆ωscxj(t) from Eq. 3.87 separates x and xj. Using the modified
betatron frequency
ωβ,sc ≡ ωβ −∆ωsc, (3.88)
ω2β − 2ωβ∆ωsc is then replaced by ω2sc, which is a good approximation for moderate
space charge, i. e. ∆ωsc ¿ ωβ. According to Eq. 3.88, the one-particle betatron
frequency is shifted by ∆ωsc. The corresponding tune shift
∆Qsc ≡ ∆ωsc
ω0
(3.89)
is therefore called space-charge tune-shift. The sign of ∆ωsc is always the same in
both planes. In our notation ∆ωsc > 0. It is an incoherent tune shift because it
concerns the individual oscillation of each single particle as opposed to the coherent
tune shift referring to the barycenter of the beam.
Coming back to the coasting beam with the stationary coherent modes xˆ einθ and
adding a perturbation with the frequency Ω, the equation of motion is
x¨j(t) + ω
2
β,scxj(t) = −2ωβ∆ωscxˆ ei(nθ−Ωt). (3.90)
This equation looks similar to Eq. 3.80 with a reactive impedance. But the important
difference is that the eigenfrequency of the one-particle oscillation is modified by space
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charge. This means that linear space-charge effects can be modeled like an imaginary
impedance after replacing ωβ by ωβ,sc in the equation of motion. For convenience we
define
ω±m,sc ≡ ω±m ∓∆ωsc (3.91)
and the normalized frequency (Eq. 3.55) with space charge
u±sc =
Ω− ω±m,sc
σ±m,ω
. (3.92)
The incoherent tune shift deduced from Eq. 3.86 is given by
∆Qsc =
rpZ
2NpR
2piAQβ2γ3a2kv
. (3.93)
Comparing this result with Eq. 3.85, one finds that ∆Qsc exceeds the tune shift
due to image currents by a factor a2kv/b
2. In the literature the so-called ’space-charge
impedance’ is defined as the impedance that causes a tune shift according to Eq. 3.93.
However, this label is inaccurate because the shift of the incoherent tune due to space
charge (Eq. 3.88) is qualitatively different from impedance effects.
In a more general form the horizontal tune shift reads [7]
∆Qx =
rpZ
2Npg
piAβ2γ3B(²kv,x +
√
²kv,x²kv,yQx/Qy)
, (3.94)
where ²kv,x and ²kv,y represent the total emittances of a K-V beam, and g and B are
form factors depending on the actual particle distribution. Interchanging all x and y
yields the vertical tune shift. The bunching factor B provides the ratio of the mean
current to the peak current in bunched beams. For coasting beams we have B = 1.
If the beam profile is inhomogeneous, then the space-charge force becomes non-
linear and the shift of the one-particle tune ∆Qj depends on the individual betatron
amplitude aj. The beam thus experiences a tune spread in addition to the shift. g
is defined such that Eq. 3.94 returns the largest tune shift in a beam with arbitrary
transverse profile. For a K-V beam g is 1 and the total emittances are to be inserted.
For a Gaussian density distribution, g = 2 is to be taken and the total emittances
are approximated by the 2σ emittances.
Remembering the restrictions to the value of Q discussed in Subsec. 3.1.1 we see
that the tune spread creates a problem. As it smears out the working point even at
the optimal setting, a part of the beam may hit a one-particle resonance [6]. However,
for coherent beam instabilities the maximal tune shift is less of interest than its mean
value. An approximation of the mean tune shift is obtained by applying the principle
of rms equivalent beams. Eq. 3.94 is then applied to the K-V beam with equal rms
emittance. Note that ²kv = 4² because akv = 2a [62].
3.3.3 Landau damping
In Subsec. 3.3.1 it is shown that arbitrarily small, real impedances destabilize a beam
without momentum spread. The benefit of the omnipresent momentum spread in any
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real beam for the beam stability is elaborated in this section. The stability limit of a
coasting beam with given momentum distribution is derived.
The equation of motion of a particle under the influence of an impedance and
space charge, obtained by combining Eq. 3.80 and Eq. 3.87, reads
x¨j + ω
2
β,sc,jxj = 2ωβ(∆ω˜ −∆ωsc)xˆ ei(nθ−Ωt). (3.95)
The solution, found by following the procedure presented in Sec. 3.2.2, is the disper-
sion relation
1 = ∓∆ω˜ −∆ωsc
σ±m,ω
r0(u
±
sc) (3.96a)
= ∓(∆U± −∆U±sc + i∆V ±) r0(u±sc). (3.96b)
The first line is the analogon to Eq. 3.71 after division by xˆ and the replacement
F/(mpAγ)→ 2ωβ(∆ω˜ −∆ωsc)xˆ. In the second line we introduced the parameters
∆U±sc ≡
∆ωsc
σ±m,ω
, (3.97a)
∆U± ≡ Im(∆ω˜)
σ±m,ω
, and (3.97b)
∆V ± ≡ Re(∆ω˜)
σ±m,ω
(3.97c)
as quantities expressing the effectiveness of collective effects. ∆U±sc is called space-
charge parameter. These parameters correspond to the tune shift due to collective
effects normalized with the frequency spread of the associated mode.
Despite the case without momentum spread, it is generally infeasible to resolve
Eq. 3.96b analytically with respect to the eigenmodes Ω. Instead it is common to plot
1/r0(u
±
sc) with Ω ∈ R, yielding the set of ∓(∆U± −∆U±sc + i∆V ±) corresponding to
the limit of stability. Hence this representation is known as stability diagram [11, 5].
The stability diagram evaluated using Eq. 3.75 is shown in Fig. 3.7. Taking both
the upper and the lower side band into account yields two curves enclosing an area
centered around the origin. This region is the area of stability because collective
effects corresponding to a ∆U± − ∆U±sc + i∆V ± resided within this region do not
destabilize the beam. Hence a beam with momentum spread is not destabilized
by arbitrarily small impedances — in contrast to the cold beam. The frictionless
damping of the coherent motion of an ensemble of particles due to the incoherent
motion of the constituents is called Landau damping.
Im(r±0 ) ∝ Ψ(u±sc) is the damping term which implies that Landau damping is
maximal at the maximum of Ψ (see Eq. 3.73). Space charge shifts the resonance fre-
quency of the particles without interfering with the coherent beam oscillation. Thus
the excited coherent frequency is separated from the damping eigenfrequencies and
Landau damping is suppressed. Despite the infinite range of the Gaussian distribu-
tion, which describes the momentum spread often well in the range of few σp, the
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Figure 3.7: Dispersion relation with a Gaussian momentum distribution. The two
curves correspond to the lower and upper side band of one harmonic m. The beam
is stable if ∆U± −∆U±sc + i∆V ± is located somewhere in the region enclosed by the
two curves, like point 1. Point 2 corresponds to an unstable beam.
momentum distribution in a real beam is finite. Therefore ∆ωsc can even completely
prevent Landau damping. In this case, the beam behaves like a cold beam. Fig. 3.7
also exemplifies the role of space charge for the beam stability. ∆U± + i∆V ± corre-
sponding to point 1 implies a stable beam. However, a shift by ∆U±sc to point 2 leads
to an instability.
The parameters U±(sc) and V
± depend inversely on σ±m,ω per definition (Eq. 3.97).
Thus the efficiency of Landau damping is proportional to σp according to Eq. 3.56.
In the limit σp → 0, Eq. 3.96b turns to Eq. 3.83. Due to S±m, Landau damping is
different for every mode with a minimum at m ≈ Qf −Qξ/η for the lower side bands.
Therefore the value of ξ can be critical for the beam stability. As matter of fact,
instabilities have been induced in SIS-18 by setting ξ > 0. Subsec. 5.4 shows how ξ
was measured in order to support the measurement of beam instabilities.
For large m, ∆U±(sc) and ∆V
± decrease roughly with 1/m. Therefore the resistive
wall impedance, being largest at low frequencies (see Fig. 3.6), is dangerous for the
beam stability. Instabilities observed in SIS-18 are referred to the resistive wall [70].
The future SIS-100 is expected to suffer from it as well [71].
3.3.4 High-intensity BTF
In section 3.3.3 it is mentioned that Landau damping prevents beams from becoming
unstable to a certain extent. Thus knowing the effectiveness of Landau damping is
crucial for beam-stability issues, like the prediction of the achievable beam intensity.
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Beam transfer functions (BTFs) are capable of scanning the stability limits, which
makes them an important tool for the stability analysis.
The equation of motion of a particle having a momentum deviation and being
a subject to collective effects as well as external harmonic excitation includes the
features presented beginning from Sec. 3.2.2 to Sec. 3.3.3, and reads
x¨j(t) + ω
2
β,jxj(t) =
{
F
γmpA
+ 2ωβ[∆ω˜xˆ+∆ωsc(xˆj − xˆ)]
}
ei(nθ−Ω)t. (3.98)
Using the ansatz Eq. 3.59 and integrating over Φ(xˆj) yields the sum of Eq. 3.71 and
Eq. 3.96a,
1 = ∓
(
F
2ωβσ±m,ωmpAγxˆ
+
∆ω˜ −∆ωsc
σ±m,ω
)
r0(u
±
sc) (3.99a)
= ∓
(
1
r±m(u
±
sc)
+ ∆U± −∆U±sc + i∆V ±
)
r0(u
±
sc). (3.99b)
For the second line we recall Eq. 3.96b and the definition of the BTF, Eq. 3.72.
From Eq. 3.99 we obtain the BTF with collective effects,
r±m(u
±
sc) =
r0(u
±
sc)
²±(u±sc)
, (3.100)
where we define the dielectric function
²±(u±sc) ≡ ∓1− (∆U± −∆U±sc + i∆V ±)r0(u±sc). (3.101)
r±m is observable with a network analyzer. For vanishing collective effects, Eq. 3.100
turns to the low intensity BTF (Eq. 3.73). Provided the momentum distribution
(or r±m) is known, the strength of the collective effects can be determined from the
deformation of rm. Three examples are compared in Fig. 3.8. ∆U
± = −1 and
∆U±sc = 1 cause the same deformation of the BTF. The BTF deformed by space
charge is, however, closer to the undistorted BTF, because ∆Qsc moved the tune to
right side according to Eq. 3.91. When ∆U± = ∆U±sc there is no deformation but the
shift due to ∆Qsc remains. Hence the BTF is shifted.
The stability diagram corresponding to Eq. 3.100 is given by
1
r±m(u
±
sc)
= ∓ 1
r0(u±sc)
−∆U± +∆U±sc − iV ±, (3.102)
which is simply shifted with respect to the low intensity BTF. Hence the shift provides
a measure of space charge and impedances. The origin of the stability represents the
beam response to an infinitely small excitation, implying beam stability if it is in the
area of stability. Therefore the distance of the origin to the closest branch of the BTF
indicates how far the beam is away from an instability.
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Figure 3.8: Gaussian BTF of a lower side band deformed by space charge and a
reactive impedance. The solid line shows the BTF without collective effects. The
other graphs correspond to the parameters provided in the left plot.
3.3.5 High-intensity Schottky diagnostics
In subsection 3.2.1, the Schottky spectrum of a beam consisting of a large number
of non-interacting particles is presented. However, impedances and space charge
modify the Schottky spectrum drastically. An analytic expression for Schottky bands
affected by impedances can be derived using a microscopic kinetic model [14,72]. This
derivation is quite complicated and is not treated here. Instead, a more illustrative
approach presented in Ref. [14] is followed.
As starting point, the BTF is considered from a more general point of view.
Using Eq. 3.72 and excluding collective effects, one may write xˆ = c1 F r0 with c1 =
1/(2ωβσ
±
m,ωmpAγ). r0 is a function relating the input F of a system to its output
xˆ. Fig. 3.9 illustrates this process in a block diagram with the solid arrows. Now
collective effects are included. They give rise to forces depending on xˆ. In the picture
of the block diagram, a branch linking the output of r0 with its input represents the
self-interaction where a gain factor g quantifies the strength of the feedback. The
addition of gxˆ to the input in turn gives an additional output gr0xˆ which is again
multiplied by g and fed back to the input. This cycle repeats for ever. Substituting
the loop by the effective transfer function r, as indicated in Fig. 3.9, we find xˆ = c1Fr
which is equivalent to Eq. 3.72. Provided |gr0| < 1, r can be represented by the limit
of the geometrical series
r = r0
∞∑
k=0
(gr0)
k =
r0
1− gr0 . (3.103)
Identifying g with ∆U± −∆U±sc + i∆V ± we find that we have rederived Eq. 3.100.
A block diagram can similarly be applied to the fluctuation of the current dipole-
moment, δd, introduced in subsection 3.2.1. Now the excitation stems not from
an external force F but merely from an initial fluctuation δd0. Due to collective
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E · c1 · r0
· g
· r
xˆ
Figure 3.9: Block diagram representing a BTF. Without collective effects, i. e. g = 0,
only a constant c1 and r0 turn the input into the output as indicated by the solid
arrows. The dashed arrows indicate the feedback of collective effects with the gain
factor g 6= 0. The loop formed by r0 and g can be replaced by the effective BTF r.
δd0
· gr0
δd
Figure 3.10: Block diagram representing the self-interaction of a fluctuation of the
dipole moment δd0.
effects, a force proportional to gr0 arises and modifies δd0 by δd0gr0. This additional
dipole moment in turn gives another contribution to the collective interaction. The
alternating change of the current dipole-moment and the collective feedback go on in
an infinite loop. The corresponding block diagram is shown in Fig. 3.10.
Evaluating the geometric series
∑∞
k=0(gr0)
k yields the final current dipole-moment
δd = δd0/(1− gr0). A quantitative statistical modeling reveals [14]
δd =
δd0
²±
. (3.104)
The transverse Schottky spectrum is obtained from the Fourier transform of the
auto-correlation function of δd (Eq. 3.53). Thus a transverse Schottky band with a
deformation due to an impedance is given by [14,72,28]
P±m(u
±) =
P±m,0(u
±)
|²±(u±)|2 , (3.105)
where the low intensity Schottky band P±m,0 is provided by Eq. 3.57.
The description of transverse Schottky spectra with space charge is quite intri-
cate. Based on the statistical theory of plasmas [73], an expression looking similar to
Eq. 3.105 is derived for Schottky bands with space-charge in Ref. [28]. In the linear
approximation we assume
P±m(u
±
sc) =
P±m,0(u
±
sc)
|²±(u±sc)|2
, (3.106)
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Figure 3.11: Deformation of a lower Schottky side band due to different space charge
parameters.
where ²± is defined in Eq. 3.101. The difference between an impedance and space
charge manifests itself only in the shift of u±sc, as found for the BTF in Subsec. 3.3.4.
Hence space charge and imaginary impedances produce the same deformation but
shift the maximum to different positions. For this reason, in Fig. 3.11 only the effect
of different space-charge parameters is demonstrated.
At this point we have derived a model to describe impedance and space-charge
effects in transverse Schottky spectra and BTFs. This model is used to analyze the
data from measurements in Chap. 5 and simulations in Chap. 7. The equipment used
in experiments to measure the impact of space-charge is the topic of the next chapter.
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Chapter 4
Beam diagnostics in SIS-18
The principles of Schottky and BTF diagnostics are introduced in Chap. 3 at a rather
theoretical level. This chapter is dedicated to the technical aspects of the experiments
performed in SIS-18. The hardware used to measure Schottky spectra and BTFs is
described in Sec. 4.1 and Sec. 4.2, respectively. The post-processing of the data is
explained as well, without analyzing the physical information.
An ionization profile monitor (IPM) is mounted in SIS-18 to measure beam pro-
files. With these profiles, a and ² were determined in the experiments. The IPM is
presented in Sec. 4.3 because the emittance of the beam was used to estimate ∆Qsc.
4.1 Schottky diagnostics
A system for Schottky diagnostics was developed for ESR [15]. A replicate of the
system was mounted in SIS-18 without modifications of relevance for this work [22].
The basic components are sketched in Fig. 4.1. A detailed description of the hardware
is given in Ref. [15].
The probe for the detection of the beam’s Schottky noise is a plate capacitor in
the beam pipe. Fig. 4.2 shows a picture of the pick-up. Two pairs of metal plates
are installed to allow horizontal and vertical measurements. The plates are shaped
concavely to provide a linear response to the offset of the beam. As the horizontal
acceptance of SIS-18 is larger than the vertical one, the gap between the horizontal
plates has to be wider. For this reason, the vertical probe has a better signal-to-noise
ratio.
The current detected by the pick-up is smaller than the beam current for weakly
relativistic beams. In order estimate the performance of the detector we consider the
image current induced by the beam in the beam pipe. The image currents in a pipe
with the radius b are by a factor 1/I0[ωb/(βγc)] smaller than the beam current, where
I0 is the modified Bessel function of zeroth order [74]. A suppression of the image
currents by 3 dB, often chosen as tolerance level, occurs at f3dB = 0.19βγc/b. With
b ≈ 7 cm, β ≈ 0.15 and γ ≈ 1 at injection, we find f3dB ≈ 127 MHz as the upper
frequency limit. This is far above the frequencies considered in this work.
More critical for the experiments aiming to observe collective effects is the lower
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Figure 4.1: Setup of a Schottky measurement. The spectrum of the beam is detected
by the two plates of the Schottky pick-up. After a preamplification, the sum and the
difference of the signals are taken and directed to different ports. A switch allows to
connect one of the ports with the spectrum analyzer.
frequency limit, because ∆U(sc) and ∆V (Eq. 3.97) are largest at low frequencies.
Below 10MHz the signal-to-noise ratio drops [15] and the amplifiers do not work
linearly [22]. For this reason the measurements were accomplished at frequencies
above 10MHz.
The measurements in this work were performed with an electrostatic pick-up.
Such a pick-up has one port connected with a preamplifier by a coaxial cable and no
other connections. The alternative strip-line pick-up, with a second port connected
to a non-reflecting closed end, provides a lower signal-to-noise ratio at low β [15].
A switch allows to change between the resonant and the non-resonant operation
of the probe. For the former, a splitter conducts a part of the signal current into a
cable resonator. The resonant mode is advantageous for weak signals as it features
a higher signal-to-noise ratio. At high intensity, however, the pick-up disturbs the
beam in this mode. Furthermore the resonance frequency is adjustable in a range
above 20MHz only, where the emerging collective effects are much weaker than at
frequencies close to 10MHz. Therefore the non-resonant mode was used.
The sum of the preamplified outputs from a pair of plates yields a signal propor-
tional to the beam current. Thus the sum of the signals indicates the longitudinal
Schottky spectrum of the beam. The difference of the signals on the other hand
provides a measure for the current dipole-moment — this is the transverse Schottky
spectrum.
The amplified signals were recorded with a RSA3303A, a real-time spectrum ana-
lyzer from TektronixR©. A screen-shot from the spectrum analyzer is shown in Fig. 4.3.
This device offers several operation modes but only in the real-time spectrum ana-
lyzer mode it can be triggered externally [75,76]. External triggering was compulsory
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Figure 4.2: Picture of the Schottky pick-up. In the front one sees the horizontal
detector and behind the vertical one. (Courtesy A. Zschau)
to synchronize the data acquisition with the cycle of the synchrotron, so the real time
mode had to be used. The user can set the frequency span and the center of the
measurement as well as the measuring time.
A single spectrum is called frame. The measuring time of one frame, the frame
time, decreases with increasing span. Once triggered, data are acquired until the
measuring time is reached. The full data set is called a block. The number of frames
in a block is given by the ratio of the measuring time to the frame time. Due to
the poor signal-to-noise ratio of the Schottky spectra, several hundred frames have
to be averaged to gain a clear Schottky signal. The ideal setup of a measurement is a
compromise between optimal span, frequency resolution, measuring time and number
of frames.
The spectrum analyzer saves the data in a binary (iqt) format only, but upon
request TektronixR© supplied a software called ’ReadIQT’ (version 2.02) for the con-
version into the ASCII format. All measured Schottky spectra were converted ap-
plying that software. In the real-time mode each frame consists of a fixed number
1024 points, among them 641 so-called bins. The bins contain the physical data of
the measurement, the others are artificial byproducts of the fast Fourier transform
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Figure 4.3: Screen-shot of the spectrum analyzer after the measurement of a longitu-
dinal Schottky band. On the left side one frame is shown in dBm. On the right side,
207 frames, stacked on top of each other with the most recent one at the bottom, are
displayed as a spectrogram. The coloring indicates the power level.
and can be discarded.
A C++ program was written to process the data. First it separates the bins from
the non-physical data. If desired, only a fraction of the span or the frames is regarded.
Then the average of the selected data is evaluated. Finally the amplitude provided
in Volt is converted to Watt since the Schottky theory refers to power densities. The
averaged power spectrum and optionally the real-time spectrum are written to files.
4.2 BTF diagnostics
For BTF measurements, a network analyzer is employed to produce the excitation
signal and to acquire the beam’s response. The amplitude and the phase of the
response-to-excitation ratio are displayed and can be written to files. In the exper-
iment presented in this work, a ZVB4 Rhode & SchwarzR© network analyzer was
employed.
Fig. 4.4 illustrates the setup of a BTF measurement. The network analyzer is
connected to a 0◦/180◦ hybrid which outputs the incoming signal on two ports with
a phase shift of pi between them. Power amplifiers enhance the signals before they
are applied to a kicker which excites the beam. A description of the kicker can be
found in Ref. [15]. It is interconnected as strip-line to enhance its coupling to the
beam. Due to the phase shift between the signals transfered to the two plates of the
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Figure 4.4: Setup of a BTF measurement. The right part of the figure is similar to
Fig. 4.1, with the difference that for the transverse BTF only the difference signal
is used. On the left side the exciting signal is split in two with a phase shift of pi.
Both are magnified and transmitted to the exciter. The wires from the hybrid to the
exciter have the same optical length.
exciter, the beam is excited transversely. The response of the beam is detected as
described in Sec. 4.1, with the distinction that only the difference signal is useful for
the transverse BTF.
A BTF is acquired sweeping over a selected frequency range with a selected num-
ber of frequency steps. The duration of the excitation at each frequency must be long
enough for the beam to reach an equilibrium, taking into account the run time of the
signal. In the experiment presented here, a sweep with up to 2000 frequency steps
was performed within 3 s.
The data were saved in ASCII files containing the frequency and the corresponding
amplitude and phase of the BTF. Due to the long detection time, the noise on the
data can not be suppressed by acquiring many data sets and subsequent averaging.
Particularly the stability diagrams are affected by the noise. In order to improve
the signal quality, a Mathematica R© 6 [77] script was written to apply a time gating
procedure as proposed in Ref. [78] for the noise suppression.
The first step of the time gating procedure is a discrete Fourier transformation of
the BTF data. In the time domain, the response to the excitation decays quickly and
most data points contain only noise. After the erasure of the noise, the inverse discrete
Fourier transformation generates the cleaned BTF. Since there is no sharp changeover
from the signal to the noise, the filtering process leads to artifacts. Therefore the time
gated signals feature a modulation-like deformation in some parts. The limits of the
filter were adapted for each data set to keep this distortion as low as possible. Overall
the signal quality is significantly improved despite minor degradations. A sample of
data before and after filtering is shown in Fig. 4.5.
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Figure 4.5: Example for the effects of the time gating and of the correction of the
phase drift. The slope of the straight sections of the phase indicates the phase drift.
The drift is compensated for the filtered signal.
Another artifact disturbing the analysis, also visible in Fig. 4.5, is a phase drift.
Off the resonance the phase should converge against constant values on both side as
seen in Fig. 3.8. However, the measured phase decreases within the entire interval.
Also the change of the phase in the resonant region is larger than pi. This observation
can be attributed to the run time of the signal from the output port to the input port
of the network analyzer.
As Fig. 4.4 shows, the run time is given by the propagation time to the exciter,
the traveling time of the beam to the pick-up and the propagation time from the
pick-up to the network analyzer, including some electronic devices on the way. The
absolute time difference does not matter to the BTF, but during a sweep the phase
associated with the run time changes by
∆ϕ = ∆Ω trun, (4.1)
where ∆Ω is the frequency span of the BTF. Since the run time of the signal could
not be measured with the required accuracy, the correction of the phase-drift was
performed empirically. A linear function was added to the measured phases to rotate
the straight sections into the horizontal plane. This procedure also changed the
difference between the phases to the left and to the right of the resonance to pi. A
correction of 27 rad/MHz was determined to give the best results. Measured at about
10MHz, this corresponds to trun ≈ 5µs — a reasonable value taking into consideration
several 100m of cable with a propagation speed of 0.7 c and 0.9 c, respectively, delays
in the electronics, and the traveling time of the beam [79]. The line representing the
processed data in Fig. 4.5 shows the effect of this correction as well.
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Figure 4.6: Sketch of the IPM in operation. On the right hand side, the electrostatic
potential of the components is indicated. A beam ion hits an H2 molecule which is
then ionized and accelerated downwards by the electric field Eipm = 40 kV/m. The
impact onto the MCPs leads to the emission of electrons. The electric field below the
MCPs accelerates these electrons further downwards where they are collected by the
wire array.
4.3 Ionization profile monitor
The tune shift due to space charge can be estimated from the beam parameters
independently of the Schottky and BTFmeasurements. In order to apply Eq. 3.94, the
transverse emittance of the beam has to be calculated from the measured rms beam
width using Eq. 3.29. For the measurement of beam profiles, an ionization profile
monitor (IPM) is available in SIS-18 [80,81]. The features of the IPM, including its
limitations, are presented in this section.
The mode of operation is illustrated in Fig. 4.6. Molecules of the residual gas
with a pressure of nearly 10−11mbar [52] are ionized by collisions with beam particles.
The frequency of ionizations is proportional to the density of the beam particles. A
homogeneous electric field of several 10 kV/m accelerates the ions towards two micro
channel plates (MCPs) on top of each other (Chevron configuration). Supplied with
a voltage of about 1 kV, an MCP emits roughly 103 electrons when hit by a charged
particle. The layer hence liberates 106 electrons. The electric field between the MCPs
and the anode accelerates these electrons onto a wire array, where most of them are
caught. The wires have a diameter of 1.5mm and a center-to-center distance of
2.1mm. For a large number of ions hitting the MCPs, a profile can be determined
with a higher accuracy than the spacing between the wires, as long as the beam width
is large compared to the spacing. The current collected by each wire is transformed
to a voltage, amplified, digitized and registered by the data acquisition system. The
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data are then cleared from the noise of the electronics.
During one measuring cycle, profiles are acquired every 10ms with a collection
time of 0.5ms or 5ms. The array displayed in Fig 4.6 collects a current proportional
to the projection of the two dimensional particle density-distribution onto the hori-
zontal plane. For vertical profile measurements, a second device with an orthogonal
orientation is installed. The full reconstruction of the two-dimensional distribution
can not be accomplished from the two projections, so an assumption has to be made.
A bi-Gaussian distribution can be supposed if the observed profiles are well described
by Gaussian distributions. This assumption was adopted in this work.
The MCPs are known to wear out as a consequence of the impact of charged
particles [82, 83]. For this reason the response of the MCPs becomes spatially non-
linear with a minimum in the region of maximal intensity. The MCPs employed in
the measurements were several years old and expected to be in a bad state [83]. The
actual condition was unknown, though. Recently it was discovered that the response
of the MCPs depends on the temperature which changes while the IPM is in use [83].
A non-linear signal suppression with the strongest reduction at the maximum gives
the measured curve a larger standard deviation relative to the original one. Hence
the actual beam width could be smaller than indicated.
In order to estimate this effect, we evaluate the measured standard deviation ames
of a signal stemming from a Gaussian distribution, f(x) = A e−x
2/2a2 , multiplied with
the amplitude dependent suppression function g(x) = 1−B e−x2/2a2 with 0 < B < 1
and obtain
ames =
√∫
x2f(x) g(x) dx∫
f(x) g(x) dx
= a
√
1−B/2√2
1−B/√2 . (4.2)
Setting B = 0.5 yields
ames
a
≈ 1.1, (4.3)
an overrating of the actual beam width by 10%. Larger values of B can be excluded
because they would visibly deform the measured profiles.
Another problem arises at high beam intensities because space charge interferes
with the electric field of the IPM [84]. Obviously all ions not moving on the symmetry
axis of the beam experience a repulsive force so that the measured beam profile is
broadened. For the beams for FAIR, this effect is so serious that the development of
profile monitors insensitive to the self-field of the beam has already started [80].
We attempt to estimate the space-charge effect on our profile measurements with a
simple model. A homogeneous vertical electric field Eipm accelerates ionized residual
gas molecules towards the MCPs. In SIS-18 the height of the IPM is h = 20 cm [83].
With a vertical voltage of 8 kV the vertical field is Eipm = 40 kV/m. The radial
electric field of a beam with a circular Gaussian profile reads [4]
Eρ(x, y) =
eZN
2pi²0Cρ
[
1− e−ρ2/(2a2)
]
, (4.4)
where ρ =
√
x2 + y2 is the distance from the beam center. Consider a molecule hit
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at y = 0 and x ≈ 1.6 a, where Ex is maximal, and yields
Ex,max(1.6 a, 0) = 0.45
eZN
2pi²0Ca
. (4.5)
The vertical acceleration due to Ey is negligible compared to Eipm. With the vertical
path length dy = h/2, it follows
∆xsc < dyEx,max/Eipm. (4.6)
Thus we found an estimation for the upper limit of the deflection due to space charge
based on a few parameters only. Anticipating the beam parameters in our experiment
(Tab. 5.1) we assume Z = 18, N = 1.1 · 1010 and a = 5mm, and find Esc ≈ 240V/m.
The impact position of the ion is consequently shifted by
∆xsc < 0.6mm, (4.7)
which implies ∆xsc/a < 0.1.
Since the field does decrease with increasing distance from the beam center, the
relation 4.6 overestimates the actual effect. On the other hand the molecule is the
slowest immediately after the ionization and therefore most affected by the self-field
at the place of the collision. The tracking of the field along the path, the calculation
of the trajectories beginning at arbitrary (x, y) and finally the reconstruction of a
deformed profile requires a computational modeling which is not subject of this work.
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Chapter 5
Experimental Results
Various experiments were performed in SIS-18 in order to study collective effects.
Since the equipment as well as the beam quality improved from measurement to
measurement, and experience with the settings was gained, the latest experiment
yielded by far the best results. Therefore this document reports only on the results
of this experiment. For a report on intermediate results, see Ref. [85, 86]. A part of
the data treated here was published in Ref. [87]
In Sec. 5.1 the measurements of the beam parameters used for the following analy-
sis are explained. The measured transverse Schottky spectra and BTFs are presented
in Sec. 5.2 and compared to the model. In Sec. 5.3 the tune shift and the space-charge
parameter obtained from the Schottky and BTF data as well as from the estimation
based on the beam parameters are discussed.
5.1 Auxiliary measurements
The measurements were performed using 40Ar18+ beams at the injection energy of
11.4MeV because ∆Usc is largest at low beam energy, as mentioned in Sec. 3.3. The
particle number was varied from 2.5 · 108 ions, which was the minimal beam intensity
for the detectors, to 1.1 · 1010 ions. Beams with higher intensity could not be stored
with acceptable losses. The corresponding minimal and maximal beam currents were
0.15mA and 6.8mA, respectively. The change of Np was accomplished by varying
the current in the injector without touching the parameters of the injection into SIS-
18. In this manner the emittance was nearly conserved. Previous experiments had
demonstrated that readjustments associated with changes of the emittance lead to
larger uncertainties of the results.
All data presented here were acquired in the vertical plane in order to take advan-
tage of the better signal-to-noise ratio in this direction. On the one hand the detector
is designed for use at frequencies above 10MHz; on the other hand collective effects
are strongest at low frequencies. Therefore m=50 corresponding to nearly 10.68MHz
was chosen for the Schottky and BTF measurements. Longitudinal Schottky spectra
were recorded to determine f0 and σp. The presence of longitudinal collective effects
was excluded from the observation of the undeformed longitudinal Schottky spectra.
51
52 CHAPTER 5. EXPERIMENTAL RESULTS
Np = 4.5 · 108PPPPPP
Np = 3.9 · 109PPPP
Np = 1.1 · 1010PP
10.66 10.68 10.70 10.72
f / MHz
0
20
40
60
P 
/ p
W
Figure 5.1: Longitudinal Schottky bands measured at three different beam intensities
with fitted Gaussian distributions. The harmonic number, m, is 50.
Fig. 5.1 depicts three longitudinal Schottky bands and the model which was fitted
to the data assuming a Gaussian distribution. The assumption of a Gaussian momen-
tum distribution is approximately verified. There are only small deviations on the
left slope. At high intensity the tails of the distribution are larger than those of the
Gaussian model. The fit yielded fm and σm,f from which f0 and σp were calculated
using Eq. 3.44 and Eq. 3.45, respectively. Their values are included in the list of the
beam parameters Tab. 5.1. The amplitudes of the bands were also extracted from
the fit but as they were not relevant for the following analysis, they are not listed.
Obviously σm,f increases with increasing Np while fm decreases. The reason for
this behavior is not fully understood, but it is supposed that collective effects in the
Table 5.1: Parameters characterizing the beams used in the experiment. The Schottky
bands were measured at m = 50. σ±lon are the calculated rms widths of the side bands.
Np fm σm,f f0 σp ay ²y σ
−
lon σ
+
lon
/109 /MHz /kHz /kHz /10−4 /mm /mmmrad /kHz /kHz
0.25 10.6837 2.53 213.674 2.52 6.4 5.3 2.85 2.21
0.45 10.6840 2.76 213.680 2.75 5.7 4.2 3.11 2.41
0.90 10.6845 4.25 213.690 4.23 5.5 3.9 4.79 3.71
2. 10.6841 5.59 213.682 5.57 5.7 4.2 6.30 4.88
3.9 10.6832 6.69 213.664 6.66 5.7 4.2 7.54 5.84
7. 10.6812 7.59 213.624 7.56 5.7 4.2 8.56 6.22
10. 10.6799 7.82 213.598 7.79 5.7 4.2 8.82 6.82
11. 10.6801 7.81 213.602 7.78 5.9 4.4 8.81 6.81
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Figure 5.2: Vertical beam profiles measured at the two minimal and the maximal
beam intensities.
transfer channel from UNILAC to SIS-18 are responsible. Investigations aiming to
clarify this issue are ongoing [88]. The knowledge of f0 and σp for each beam is
crucial for the following analysis. The shift found in the longitudinal measurements
was compensated in the transverse data so that the changes of their position can be
exclusively ascribed to ∆Qsc.
The momentum spread was used to calculate the widths of the side bands using
Eq. 3.56 because this reduced the degrees of freedom of the transverse fit. The benefit
was that the other fit parameters could be retrieved with a lower uncertainty. The
lattice parameters were set to η = −0.94, according to Ref. [36], and the natural
chromaticity, according to the SIS-18 control system (SISMODI), ξ ≈ −1.9. The
knowledge of the latter is actually not very accurate, but for m = 50, this uncertainty
is not very important. In order to emphasize that the width of the side bands was
derived from longitudinal measurements, we label this parameter with the subscript
lon and write σ±lon.
A Gaussian distribution was also fitted to the beam profiles providing the vertical
and horizontal rms beam widths, ay and ax, respectively. Fig. 5.2 presents the vertical
profiles measured at the highest and the two lowest intensities. The notch on the
maximum of the signals, observed in all vertical measurements, is an artifact produced
by the IPM. Nevertheless, the Gaussian distribution gives a good approximation of
the data. Only at the lowest intensity a stronger deformation is observable.
Using Eq. 3.29 and the beta function at the IPM, βˆipm, the emittances were
evaluated. The beta functions are βˆy,ipm = 7.8m and βˆx,ipm = 6.28m, according to a
simulation of the beam optics in SIS-18 [89]. The resulting emittances have a ratio
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²x/²y ≈ 1.4. Due to Qy/Qx ≈ 0.8, the square root in Eq. 3.94, when applied to the
vertical plane, is approximately equal to ²y. Hence the tune shift can be calculated
in good approximation assuming a circular beam. Introducing the parameter ∆Q²sc,
in order to distinguish the estimation from the Schottky and BTF measurements, we
write
∆Q²sc ≈
rpZ
2Np
8piAβ2γ3²y
, (5.1)
which describes the tune shift of a circular beam in a machine with similar tunes
in both planes. For four beams, no profiles were saved as the displayed beam size
did not change when the beam current was changed. In Tab. 5.1 the mean value
of the measured values, excluding the measurement with Np = 2.5 · 108 ions, are
listed for these cases. The small changes of ²y permit us to express the change of the
phase-space density as a function of Np only.
With the beam parameters of the experiment, the maximal values of the collective
parameters, defined in Eq. 3.97, can be estimated. Considering the upper side band
at the maximal intensity and applying Eq. 5.1, we find ∆U+sc = 1.7. The beam pipe
actually has a variable cross-section. A list of the apertures in SIS-18 was compiled by
C. Omet [53] and collaborators in the FAIR synchrotrons group. For our estimation
we use the mean aperture by ≈ 70mm and bx ≈ 100mm. Assuming, for simplicity,
a circular shape with the radius by, Eq. 3.85 yields ∆U
+ ≈ 0.007. This is very small
relative to ∆Usc and still larger than the actual value for an elliptical beam pipe.
A real impedance of 100 kΩ/m, which is of the order of the kickers’ impedance at
10MHz in the horizontal plane, according to Fig. 3.6, gives rise to ∆V + = 3 · 10−4,
being by far too small to be detected. The impact of the resistive wall and the
kickers in the vertical plane is even much weaker. Therefore ∆V ± = 0 is assumed in
the following analysis.
5.2 Transverse Schottky spectra and BTFs
The linear space-charge model for transverse Schottky bands with collective effects
was fitted to the data with a MathematicaR© script using the preimplemented Leven-
berg-Marquardt algorithm. For this purpose, Eq. 3.106 was parameterized as
P±m(f,A, f
±
m,sc, σ
±
lon, B) =
A e−(u
±
sc)
2/2
| ∓ 1−∆U shapesc r0(u±sc)|2
+B, (5.2)
where
u±sc ≡ (f − f±m,sc)/σ±lon (5.3)
and
∆U shapesc = ∆U
±
sc −∆U± (5.4)
as deformation parameter. This way image currents were not excluded, though it was
estimated that ∆U± ¿ ∆U±sc, in order to check the consistency of the deformation
with the shift of the incoherent tune. In Sec. 5.3 this is explained in detail. The fit
parameters are A, B, f±m,sc and ∆U
shape
sc . σ
±
lon was set to the values listed in Tab. 5.1.
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Note that the shift of f0 was compensated in the data presented below. Fig. 5.3
shows the lower and upper Schottky bands of the beams whose longitudinal spectra
are depicted in Fig 5.1. At low intensity, the side bands look like Gaussian distribu-
tions. On the upper side, a flat tail to the left of the band is visible, though. At higher
intensity, the bands are deformed asymmetrically in such a way that the lower and
upper band of one beam look almost like mirror images of each other, as predicted by
the space-charge model. A difference between them arises from the difference between
σ−lon and σ
+
lon. The fit of Eq. 5.2 is included in the plots and shows a good agreement
with the lower and upper side bands. The upper Schottky band corresponding to
3.9 · 109 ions is shifted with respect to the others due to an unknown reason.
Also for the fitting of the BTF model, MathematicaR© was employed. As a BTF
provides two data sets, the amplitude and the phase, two fits can be performed
independently. However, the physical parameters f±m,sc and ∆U
shape
sc gained from
both fits have to coincide — otherwise the BTF model is inconsistent. Nevertheless
deviations occur because of the limited accuracy of both the measurement and the
fitting procedure. Therefore the arithmetic mean of such pairs of fit parameters was
taken as result.
The implementation of the BTF model starts from r0 (Eq. 3.70), which split into
its real and imaginary part
r0(u
±
sc) = fˆ(u
±
sc) + igˆ(u
±
sc), (5.5)
where u±sc is defined in Eq. 5.3. Then the amplitude and phase of r
±
m (Eq. 3.100) read
Abtf (f,A, f
±
m,sc, σ
±
lon, BA) = A
[
1± 2∆U shapesc fˆ
fˆ 2 + gˆ2
+ (∆U shapesc )
2
]−1/2
+BA (5.6a)
and
ϕbtf (f, f
±
m,sc, σ
±
lon, Bφ) = arctan
(
∓gˆ
∓fˆ −∆U shapesc (fˆ 2 + gˆ2)
)
+Bφ, (5.6b)
respectively. Eq. 3.75 provides fˆ + igˆ for a Gaussian momentum distribution. Mea-
sured amplitudes and phases with the fits are presented together with the correspond-
ing stability diagrams in Fig. 5.4 and Fig. 5.5.
On the lower side and at low intensity, the model agrees well with the BTF.
A strong deformation is observed for the high-intensity beam. The model complies
with the high-intensity data only roughly. The amplitude with its sharp maximum
indicates a larger ∆U shapesc than the phase does. The spike close to the resonance of
the phase can not be reproduced by the linear space-charge model with a Gaussian
distribution. However, the stability diagram is described reasonably well and the
shift due to space-charge is obvious.
The high-intensity stability diagram on the lower side is affected by noise, partic-
ularly on the right side. There are two reasons for this noise. One reason is related to
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Figure 5.3: Lower and upper Schottky bands at m = 50 with different beam inten-
sities. The data were smoothed to reduce the noise. The bands corresponding to
Np = 2.5 · 108 and Np = 3.9 · 109 are magnified to give a better prospect.
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Figure 5.4: Amplitude and phase of BTFs measured at the lower side band after time
gating and after the adjustment of the phase. The amplitudes are rescaled and the
phases are shifted vertically for a better view. On the bottom the stability diagrams
are shown. The high intensity stability diagram was constructed with smoothed data.
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Figure 5.5: BTFs measured on the upper side after time gating and after the adjust-
ment of the phases. The amplitudes are rescaled and the phases are shifted vertically
for a better view. On the bottom the stability diagrams are shown.
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the evaluation of the stability diagram. When the amplitude is inverted for the con-
struction of the stability diagram, the noise in the regions of a low signal is amplified.
At low intensity, when the maximum of the amplitude and the active region of the
stability diagram correspond to the same frequency, this does not cause a problem.
However, ∆fsc shifts the resonance frequency f
±
m,sc away from the maximum of the
BTF. Therefore the minimum of the noise on the stability diagram does not coincide
with the range of maximal damping anymore, but with the region around the V axis,
where the noise is visibly lower.
The other reason is the spiky shape of the amplitude and the phase which gives
rise to high-frequency Fourier components. These overlap with the noise so that the
noise can not be efficiently erased without significantly deforming the signal. The
Fourier transform of the BTF is closely related to the response of the beam to a kick
(shock response) [4]. Physically the longer tail of the response in the time domain
can be interpreted as a suppressed damping rate due to space charge.
A further complication for the determination of the high-intensity stability dia-
grams arises from the deformation of the phase. The slower convergence towards the
asymptotes makes the identification of the phase drift and the offset rather difficult.
Even a small offset strongly distorts the stability diagram. On account of this, the
phase offset was fine-tuned with regard to the orientation of the stability diagram.
On the upper side, the BTF is asymmetric at low intensity but the deformation at
high intensity is much weaker than on the lower side. The curves are smooth relative
to the lower side. Similar to the Schottky data, the BTF at medium intensity is
shifted with respect to the others. The stability diagrams are less noisy than on
the lower side because the smoother shape does not generate high-frequency Fourier
components limiting the efficiency of the time gating. However, the stability diagrams
are distorted and shifted less than expected.
A superior agreement between the model and the experiment was demonstrated
for the Schottky data. However, the discussion so far was based on qualitative argu-
ments only. In the next section the fit parameters characterizing the collective effects
are discussed.
5.3 Comparison
In this section, the tune and the collective parameters derived from the fit and from
the beam parameters are compared quantitatively. The estimation of the uncertainty
of all parameters can be found in App. B. The bare tune can be read directly
from Qf = |f±m − fm|/f0 at low intensity. The fractional part of the tune from the
measurements of the two least-intense beams,
Qref ≡ 0.301, (5.7)
is defined as reference for the bare tune.
The deformation parameter ∆U shapesc (Eq. 5.4) is obtained directly from the fitting
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procedure. The incoherent tune is gained from
Qshiftsc ≡ ±
f±m,sc − fm
f0
(5.8)
and allows us to determine the space-charge tune-shift
∆Qshiftsc ≡ Qref −Qshiftsc . (5.9)
According to the estimation in Sec. 5.1, ∆U± is negligible which implies ∆U shapesc =
∆U shiftsc . In order to verify the consistency of the measurement we consider the
difference
∆U gapsc ≡ ∆U shiftsc −∆U shapesc . (5.10)
Using Eq. 3.97a we calculate
∆Qgapsc = ∆U
gap
sc
σ±lon
f0
. (5.11)
For an estimation of the incoherent tune based on measured beam parameters only,
we evaluate
Q² ≡ Qref −∆Q², (5.12)
where ∆Q² is defined in Eq. 5.1.
In Sec. 5.1, ²y was found to be almost constant, so that the space-charge effect
is proportional to Np in a good approximation. Therefore the measured tunes are
presented as a function of Np in Fig. 5.6. As expected ∆Q
shift
sc decreases linearly with
increasing Np. Nevertheless there are remarkable discrepancies between the results of
the different measuring methods and between the lower and upper side band. ∆Q² is
smaller than ∆Qshiftsc , especially for the BTF on the lower side, with ∆Q²/∆Q
shift
sc ≈
50%. On the upper side, the deviation between Qshiftsc and Q
²
sc is roughly as large
as the measuring uncertainty. On the lower side, we find ∆Qgapsc ≈ 0, as expected.
However, on the upper side, the Schottky bands yield ∆Qgapsc /∆Q
shift
sc = 13% and
the BTFs ∆Qgapsc /∆Q
shift
sc = 25%.
The space-charge parameters are plotted in Fig. 5.7. Eq. 3.97a was applied to
calculate ∆U shiftsc = ∆Q
shift
sc f0/σ
±
m and ∆U
²
sc analogously. On the lower side, ∆U
shape
sc
and ∆U shiftsc are very close to each other, while a remarkable deviation from ∆U
²
sc
is found, being again more pronounced in the BTF. On the upper side a only small
discrepancy between ∆U shapesc and ∆U
shift
sc is observed. Comparing the slopes reveals
that ∆U shapesc is 12% smaller than ∆U
shift
sc according to the Schottky and 31% ac-
cording to the BTF data. This is similar to the ratio of ∆Qgapsc to ∆Q
shift
sc . However,
the deviation is not much larger than the measuring uncertainty.
For decreasing intensity, ∆U gapsc and ∆U
shift
sc do not converge towards 0. The
deviation of ∆U shapesc stems from a small asymmetry of the momentum distribution,
also indicated in the longitudinal Schottky bands (Fig. 5.1). In contrast to the space-
charge effect this deformation is not mirror inverted between the upper and the lower
side, and therefore pretends negative values on the lower side. Also ∆U shiftsc differs
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Figure 5.6: Tunes as a function of Np, measured at the lower and upper side band
of the harmonic m = 50. Schottky and BTF measurements are plotted separately as
well as the lower and the upper side band. Green triangles indicate Qshiftsc , red crosses
represent Q², and blue diamonds indicate Qref−∆Qgapsc . The dashed line marks Qref .
Dotted lines are fits to the data. A fit to Qref −∆Qgapsc was done only for the upper
side.
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Figure 5.7: Space charge parameters obtained from the Schottky and BTF measure-
ments at the lower and upper side band ofm = 50. Blue diamonds represent ∆U shapesc ,
green triangles ∆U shiftsc and red crosses ∆U
²
sc. Fitting lines of ∆U
shape
sc and ∆U
²
sc, as
well as ∆U shiftsc for the upper side, are indicated by dotted lines.
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from 0 at low intensity because the values of ∆Qshiftsc do not exactly coincide with
Qref . Compared to Qref , these deviations are small but due to the small momentum
spread at low intensity, the deviation of ∆U shiftsc is enlarged.
In summary, discrepancies between the Schottky spectra, the BTF data and the
estimation with the beam parameters were detected on the lower side. ∆Qshiftsc is
consistent with ∆Qshapesc , though the values obtained from the Schottky data differ
from those found with the BTF. ∆Q²sc is smaller in both measurements. Similar
observations are made with the corresponding space-charge parameters.
On the upper side, ∆Qshiftsc and ∆Q
shape
sc differ from each other. The impedance
of SIS-18 is assumed to be much too small to cause this effect. Furthermore the
frequency of the upper side band is less than 150 kHz above the lower side band
where no discrepancy was observed. The deviation is larger according to the BTFs
than according to the Schottky spectra. On the other hand, ∆Qshiftsc and ∆U
shift
sc are
closer to ∆Q²sc and ∆U
²
sc, respectively, and the deviation between the Schottky data
and the BTF data are small. Compared with the lower side, the values are small at
high intensity.
The reason for the observed deviations remained unclear. Possibly the assumption
of a Gaussian momentum distribution contributes to the disagreement. Even though
this assumption is approximately correct, the small asymmetry actually present pre-
tends a deformation of the low intensity signals. It was assumed that the high inten-
sity signals were only negligibly perturbed, but the actual impact was not studied.
Concerning the BTFs, it is also possible that the high-intensity beams did not reach a
stable state fast enough for the measurement due to collective effects. The estimation
of the space-charge effect is unreliable particularly because of the questionable state
of the IPM and the fact that βˆipm was calculated only. The actual value may differ
because of imperfections in the accelerator. For instance, closed orbit deformations
have been shown to affect βˆ [90].
The question whether the space-charge model produces unphysical results can be
addressed by simulations. Also the uncertainty of the physical parameters is thereby
avoided. The code for the simulation of Schottky spectra and BTFs is the subject of
the next chapter. But before, an experiment supporting the measurement of the real
impedance of SIS-18 is presented.
5.4 Chromaticity Measurement
The sensitivity of the transverse Schottky bands and BTFs to real impedances is
too low to be resolved with the beams available in SIS-18. In addition the BTF
may not yield reliable results close to instabilities because the beam does not reach a
stationary state fast enough for a measurement. An alternative method to determine
the real impedance present in the machine is the measurement of the growth time
τ of an instability. Eq. 3.84b then yields Re(Z⊥). Such measurements have been
carried out in SIS-18 [70].
For this purpose an instability is induced by decreasing the width of the lower
side band of the harmonic m = 1. The low harmonic number is chosen because the
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Figure 5.8: Couple of horizontal side bands at 200MeV/u. Note that the displayed
span is equal in both figures.
resistive wall impedance is strongest at low frequencies. The width of the lower side
band is minimized by setting
ξ = −η1−Qf
Q
(5.13)
by virtue of SIS-18’s 12 sextupoles. The control system of SIS-18 allows one to set
ξ, but the correctness the setting was questionable. After an experiment failed to
induce a coherent beam instability, beam time was allocated to assess ξ with and
without sextupoles.
ξ can be detected directly via Schottky diagnostics. From Eq. 3.56 it follows
ξ =
(
m
σ+m − σ−m
σ+m + σ
−
m
−Qf
) |η|
Q
. (5.14)
This was done successfully with a 132Xe48+ beam at 200MeV/u. A pair of side
bands is plotted in Fig. 5.8. The difference between the widths is evident. Applying
Eq. 5.14 to the bands measured in both planes yielded ξy = −2.29 and ξx = −1.32.
Calculations with a beam optics code (MADX) predicted remarkably different values,
namely ξy = −1.66 and ξx = −1.65 [91]. The reason for the discrepancy is still under
investigation.
With the method discussed above, ξ can be determined with little effort. However,
its use in SIS-18 is limited to beams with an energy of some hundred MeV/u as a
consequence of the limitation of the pick-up to frequencies above 10MHz. At injection
energy, this implies m ≥ 50 so that ξ contributes only marginally to σ±m. For this
reason the measuring uncertainty of ξ is unacceptably high.
Therefore, for the measurement at injection energy, another technique, employing
the electron cooler in SIS-18 [37, 38], was applied. In the cooler, an electron beam
follows the orbit of the ion beam with the electron speed adjusted to the velocity
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of the ions. The electrons, being much lighter than the ions, absorb most of the
transverse momentum and σp in collisions. Hence the random motion of the ions is
damped — the beam is cooled.
Mismatching the energy of the electron beam, so that the ions move a few per
mill slower or faster, changes the mean energy of the beam. This way the energy is
varied without changing the magnetic fields of the accelerator. The regular accelera-
tion with the radio frequency cavities could not be used because the control system
automatically adapts the magnets to the higher rigidity of the beam. f±m is tracked
with Schottky measurements while the mean momentum p = p0 −∆p is varied with
the cooler. From Eq. 3.49 one obtains
f0,k =
f+m,k + f
−
m,k
2m
(5.15)
and
Qf,k =
f+m,k − f−m,k
2f0
, (5.16)
where k is the index referring to one electron energy. The values from one arbitrary
measurement are defined as references, f0,ref and Qf,ref . Subtracting the reference
values from f0,k and Qf,k, respectively, yields ∆f0,k and ∆Qf,k. Then, with Eq. 3.6,
∆pk is calculated from ∆f0,k/f0. The slope of a straight line fitted to ∆Qf,k/Q as a
function of ∆pk is ξ according to Eq. 3.17.
As a result of the first experiment, the electrical connections of the sextupoles
were checked and one sextupole was found to be polarized wrongly [91]. After the
correction of this error, the experiment was repeated. The measured values ξmeas are
plotted versus the set values ξset in Fig. 5.9. The dashed line corresponds to an equity
between the measurement and the setting. In the horizontal plane the chromaticity is
affected weaker by the sextupoles than expected. In the vertical plane the measured
values are smaller by about 0.4 than the set ones.
The deviation is likely related to the cooler needed for the measurement. The
cooler has magnets to ensure that the ion beam and the electron beam do not miss
each other. In addition there is a solenoid which gives rise to a coupling between the
transverse planes. It is unclear whether the control system handles the modification
of the lattice due to the cooler correctly.
Furthermore during the experiment it turned out that the procedure to correct
the closed orbit [55] could not be applied with the cooler in operation. Consequently
the orbit was not well defined. Closed orbit deformations may be responsible for the
observed discrepancy. Recently it was demonstrated that orbit deformations lead to
errors of βˆ [90] which may modify the effectiveness of the sextupoles by virtue of
Eq. 3.19.
Further investigations are needed to determine ξ precisely. Nevertheless, the mea-
surement was able to discover a problem with the sextupoles. After the correction of
the electric interconnections, coherent beam-instabilities were observed in a dedicated
experiment [92].
66 CHAPTER 5. EXPERIMENTAL RESULTS
-1.5 -1.0 -0.5 0.0 0.5
ξ
x,set
-1.5
-1.0
-0.5
0.0
0.5
ξ x,m
e
a
s
-3 -2 -1 0
ξy,set
-3
-2
-1
0
ξ y,m
ea
s
Figure 5.9: Measured chromaticities at injection versus setting.
5.5 Summary of measurements
Transverse Schottky and BTF measurements, dedicated to the investigation of collec-
tive effects, were accomplished in SIS-18. Longitudinal Schottky spectra, the particle
number and beam profiles were acquired as well, to comprehend all beam parameters
of interest. As opposed space charge, impedances were not expected to affect the
beam remarkably for the given beam parameters.
An intensity dependent deformation of the transverse Schottky bands and BTFs
was observed. The stability diagrams constructed from the BTFs are shifted at
high beam-intensity. The linear space-charge model was fitted to the data. For
the Schottky bands, a good agreement was found, while the high-intensity BTFs are
described only approximately. The space-charge tune-shift ∆Qsc and the space-charge
parameter ∆Usc were determined from the deformation and from the position of the
signals. In addition the beam parameters were used to estimate ∆Qsc and ∆Usc.
As expected, the impact of space-charge increases with increasing beam intensity.
However, the values obtained from different methods differ. A detailed explanation
for the deviations was not found.
In order to support the detection of coherent transverse beam instabilities and for
other purposes, the chromaticity ξ in SIS-18 was measured via Schottky diagnostics.
The measured values differ from the set ones. Although the reasons for the stated
discrepancies are not fully understood, the measurements helped to find a technical
error in SIS-18.
Chapter 6
Simulations
Simulations provide an alternative approach to investigate physical phenomena and
to test analytic models. Compared to an experiment, the parameters of interest
can be controlled better and undesired physical effects can be excluded. The model
assumptions, however, have to be applied with care, to create a model reproducing
the physical effects being the subject of interest.
A code for the simulation of the transverse dynamics of a coasting beam with
space charge and imaginary impedances was developed in this work. Its task was
the computation of transverse Schottky spectra and BTFs, analogously to signals
obtained from measurements in an accelerator. The results can be used to test our
understanding of the measurements and for the verification of the linear space-charge
model. The code was implemented in the C++ programming language [93].
The code was written in order to simulate Schottky spectra and BTFs with col-
lective effects as efficiently as possible. The beam optics is reduced to a constantly
focusing field. The self-field of the beam is computed self-consistently in every time
step and the fluctuation of the dipole moment, the Schottky noise, is tracked.
Since Schottky noise is based on the fluctuation of the beam’s dipole moment,
the proper initialization of the particle distribution is crucial. In order to improve
the signal quality, it should be possible to average the output of several simulations
with equal beam and grid parameters. Therefore it is important to produce the same
mean particle-distributions with different noise in subsequent runs. Furthermore, for
the studies presented in this work, it was necessary to provide the options to include
or exclude space-charge effects, impedance effects and a beam excitation for the BTF
simulations. All these requirements were included in the code.
In this chapter the function of the code is described. The computational model
and its implementation are the topic of Sec. 6.1. The output of the code is discussed in
Sec. 6.2, before in Sec. 6.3 appropriate parameters for the simulations are considered.
An estimation of the image currents present in the model follows in Sec. 6.4. It is
shown that the effect of the image currents requires only a small correction of the
results for an adequately chosen grid.
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6.1 Computational model
For the numerical computation of Schottky spectra and BTFs, the space and the
time variables in the equation of motion are discretized. The longitudinal steps have
the length ∆s = v∆t and are termed sn ≡ n∆s. The limitation to coasting beams
allows us to simplify the computations in various ways. Firstly, the self-field has no
longitudinal components. Hence the field needs to be calculated only in the transverse
plane, which reduces the number of dimensions to two. Secondly, with the exception
of fluctuations, the self-field is constant in time and | ~B| = v/c2| ~E|. This implies that
the magnetostatic field needs not to be evaluated explicitly, but can be implicitly
included in the force by ( ~E + ~v × ~B) = ~E/γ2, as explained in Subsec. 3.3.2.
Thirdly, the average particle number in a beam disc is independent of s. Therefore
we consider a number of macro particles Nm in one disc and scale the field to the
demanded strength with a virtual macro charge. As a consequence of this simplifica-
tion, there are no longitudinal fluctuations and the code will produce only one side
band located around fβ. For our purposes this is adequate. Another side effect is
that the width of the side band (Eq. 3.56) gets no contribution from m and η so that
ξ has to be included in our model to give the band a finite width.
For the calculation of the self-field, a 2-dimensional square grid with the coordi-
nates (x˜k, y˜l)
T and the indices k, l running from 0 to Ng − 1 is defined, where N2g is
the number of grid cells. The size of the grid is termed lg. Codes where the fields are
computed on a grid forming cells around the particles are standard tools for computer
simulations and are known as particle in cell codes [94]. Direct particle interactions
like collisions are not included in the code presented here.
The scheme of one computation cycle is illustrated in Fig. 6.1. A simulation starts
with the initialization of the beam. According to the input from a configuration file,
the particles are distributed randomly in the phase space. The beams were given
a Gaussian longitudinal momentum distribution and K-V or Gaussian transverse
phase-space distributions. When referring to two dimensions, the precise term for the
latter is bi-Gaussian, but here we simply call it Gaussian, knowing that the particle
distribution of any beam discussed here is equal in the x and in the y direction.
The longitudinal position is the same for all particles for the reason discussed at the
beginning of this section.
The routines generating distributions of random numbers were taken from Ref. [95]
or PATRIC [96]. These routines redistribute a given set of uniform random numbers
to produce the demanded distributions. The uniform random numbers are provided
by a random number generator. The generation of these numbers is started with a so-
called seed. This seed can be adjusted for each simulation to ensure that a sequence
of random numbers does not repeat inadvertently [95].
From the distribution of the particles, the charge density ρ on the two dimensional
grid is interpolated via
ρ(x˜k, y˜l, sn) =
Zme
C(∆xg)2
Nm∑
j=1
S[xj(sn), yj(sn)], (6.1)
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Figure 6.1: Computation cycle of a Schottky or BTF simulation. The simulation
starts with the initialization of the beam according to a configuration file. Then
the computation of the field and the motion of the particles follow each other with
interpolations in between. The dashed arrow starting at the excitation refers to BTF
simulations only. The output of the program is indicated with the dotted arrows.
where we introduced the macro charge Zm, the grid spacing ∆xg ≡ ∆yg = lg/Ng and
the linear interpolation function S(xj, yj). S distributes the charge of each particle
onto the four grid points of the surrounding cell. C is the length of the beam. The
discretized Poisson’s equation is solved by virtue of a discrete Fourier transform and
its inverse, as discussed in Ref. [94]. Fast Fourier transforms and their application to
solve partial differential equations are elaborated in Ref. [95]. In this implementation
a sine transform is applied implying that the boundary is a perfect electric conductor
— which is a good approximation for the surface of a beam pipe. The consequence
of this assumption is the topic of Sec. 6.4.
The solution of the discrete Poisson’s equation yields the electric potential that is
numerically differentiated in space to gain the electric field on the grid, ~Esc(x˜k, y˜l, sn).
An interpolation yields the self-field experienced by the particles,
~Esc(xj, yj, sn) = S˜[ ~Esc(x˜k, y˜l, sn)], (6.2)
where S˜ interpolates the field from the four grid points forming the cell around the
particle. The grid points are determined by the conditions x˜k ≤ xj < x˜k+1 and
y˜l ≤ yj < y˜l+1. For a linear interpolation, the field at (x˜k, y˜l, sn), weighted with
(x˜k+1−xj)(y˜l+1−yj)/(∆xg)2, and the fields at the other three points, weighted cor-
respondingly, are summed up to obtain ~Esc(xj, yj, sn). The field associated with an
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impedance corresponding to a given ∆U reads
Eimp,x(sn) =
4picmpA
eZR
βγQσ±m∆Ux¯(sn), (6.3)
where
x¯(sn) =
1
Nm
Nm∑
j=1
xj(sn) (6.4)
is the offset of the beam’s barycenter.
In the case where a BTF is to be simulated, the exciting field,
Ebtf(sn) =
E0√
Nf
Nf∑
i=1
sin
(ωisn
v
+ φi
)
, (6.5)
is added to the self-field in the corresponding plane. The exciting frequencies, ωi, are
distributed equidistantly around fβ in the range of several σ of the Schottky band.
The random phases, φi, impart Ebtf characteristics of white noise for sufficiently large
Nf . The field amplitude E0 is to be chosen such that the response of the beam is
distinct from the fluctuations of d, but small enough that the beam is only weakly
perturbed. A significant growth of the beam size indicates that E0 is too large. The
action of the electric fields during one time step is approximated by an instantaneous
change of the transverse momentum,
x′j(xj, yj) =
eZ∆s
Epβ2γ3A
Ex(xj, yj), (6.6)
where Ep = mpc
2 is the proton rest energy.
The transport through the lattice is calculated efficiently by virtue of the matrix
formalism introduced in Subsec. 3.1.1. The lattice is reduced to a constant focusing
channel so that the transport matrix, Eq. 3.16, needs to be evaluated only once for
both planes at the beginning of a simulation. However, a complication arises from
the fact that the chromaticity ξ has to included in our model. Without chromaticity
the Schottky band would reduce to a line because we did not take the spread of
the revolution frequencies into account. In order to include ξ, we plug Eq. 3.17 into
∆Q = −Q/βˆ∆βˆ, which results from Eq. 3.24, to obtain
βˆj = βˆ (1− ξ∆pj) . (6.7)
The transport matrix then reads
Mj,x,x′ =
(
cos(∆s/βˆx,j) βˆx,j sin(∆s/βˆx,j)
−1/βˆx,j sin(∆s/βˆx,j) cos(∆s/βˆx,j)
)
, (6.8)
where we set l = ∆s. This implies that each particle has its own transport matrices
Mj,x,x′ and Mj,y,y′ . The computational drawback is bearable, though, since they have
to be evaluated only once.
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Figure 6.2: Simulated charge density of a K-V beam. The inset magnifies the particle
density in the beam and emphasizes the noise due to the random distribution of the
particles.
6.2 Simulation output
The output of a simulation is indicated in Fig. 6.1. The self-field ~Esc(x˜k, y˜l, sn), the
electric potential φ(x˜k, y˜l, sn) and the charge density ρ(x˜k, y˜l, sn) on the grid are only
needed for benchmarking. This output was compared with the analytic distributions
in order to verify its correctness. The simulated charge distributions and electric
fields of a K-V and a Gaussian beam are shown in Fig. 6.2–6.4.
d(sn), a(sn) and the excitation field Ebtf(sn) are recorded after the initialization
of the beam and after each time step for both planes. The evolution of the horizontal
rms beam radius
ax(sn) =
√√√√ 1
Nm
Nm∑
j=1
[xj(sn)− x¯(sn)]2 (6.9)
is tracked to make sure that the initial beam size is adequate and to verify that the
emittance is approximately constant, apart from fluctuations. This is particularly
important if the beam is excited for a BTF simulation. The targets of the simulation
are to compute the current dipole-moment
dx(sn) = eZmf0x¯(sn) (6.10)
and eventually the excitation given by Eq. 6.5. For E0 = 0
Px(f) ≡ |F{dx(sn)}|2 (6.11)
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Figure 6.3: Simulated charge density of a Gaussian beam. The inset magnifies the
density close to the maximum. The noise appears to be lower than in the K-V beam
but actually the vertical scale of the inset is larger because of the varying density.
is the horizontal Schottky spectrum of the beam, while for E0 6= 0
rx(f) ≡ F{dx(sn)}F{Ex,btf (sn)} (6.12)
yields the horizontal BTF. These equations are also applicable to the vertical plane.
MathematicaR© scripts were written to evaluate P and r via a fast Fourier trans-
form and then to average over all data sets from simulations with equal beam param-
eters to reduce the noise. The analytic models, Eq. 5.2 and Eq. 5.6, are compared
to P (f) or |r(f)| and arg[r(f)], respectively. Optionally a smoothing procedure, re-
placing each data point by the mean value of itself and its neighbors, can be applied.
However, since smoothing may affect the shape of signals, particularly if they are
strongly non-linear, it should be used with caution.
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Figure 6.4: Simulated self-field of a K-V and a Gaussian beam. Within the K-V
beam, the field is linear. The field of the continuous Gaussian beam is approximately
linear close to the center and changes smoothly with increasing radius.
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6.3 Settings
The discretization of the variables of interest must be fine enough to resolve the effects
under examination. First of all, the target of the simulations, i. e. the Schottky band
or BTF, must be resolved well enough to allow a comparison with the model. The
number of points Nb within the 2σ width of the Schottky band,
wsim = 4f0Q|ξ|σp, (6.13)
is given by
Nb = Ns
2Q|ξ|σp∆s
C
, (6.14)
where the number of time steps Ns is introduced. The corresponding simulation time
T = Ns∆s/v is consequently given by T = Nb/(2Q|ξ|f0σp). Note that due to the
deformation at high intensity, the band becomes narrower so that Eq. 6.14 is not
useful anymore. The simulations were performed with the natural chromaticity of
a constant focusing channel ξ = −1/2, obtained from Eq. 3.18 using Eq. 3.27 and
Eq. 3.24.
A reproduction of the transverse dynamics requires to resolve the betatron os-
cillation (Eq. 3.26). This is particularly important for the space-charge effect since
it depends on the self-field at the position of the particle. The number of steps per
oscillation reads
Nβ =
C
Q∆s
. (6.15)
From Eq. 6.14 and Eq. 6.15, it follows that Ns = NbNβ/(2|ξ|σp). Concretely the
values Nb ≈ 40 and Nβ ≈ 60 were used in the simulations presented in Chap. 7.
With Ns = 524288 and σp = 5·10−3 the simulation period covers about 8000 betatron
oscillations.
For the simulation of space-charge effects, the particle number, Nm, and the num-
ber of grid cells, N2g , have to be adjusted such that the number of particles per cell
is much larger than 1,
Nm
∆x2g
pia2
À 1, (6.16)
to keep the noise on a moderate level. For a Gaussian beam this applies only to a
part, say 2a, of the beam. Theoretically a too large Nm would suppress the Schottky
noise but in practice Nm is limited by the computation time. On the other hand
∆xg
a
¿ 1 (6.17)
is required to resolve the self-field spatially. Finally
a
lg
¿ 1 (6.18)
limits the perturbation of the self-field due to the boundaries. However, this effect
can be included in our model, as discussed in Sec. 6.4.
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In our lattice the transverse planes are decoupled from each other and coupling due
to space-charge effects may cause only minor perturbations at the beam intensities
studied here. Therefore we may set the horizontal and vertical parameters pairwise
equal, including βˆx = βˆy. Then each simulation returns two data sets corresponding to
the same beam parameters. Statistically the two resulting data sets are uncorrelated,
because of the uncorrelated initial distributions. The benefit is that we can take the
average of the two data sets to reduce the noise.
Simulations were carried out with different numerical and physical parameters
yielding different simulation times, resolutions in time, space and frequency, and
noise levels. It was verified that the simulations reproduce the physical properties of
transverse Schottky bands and BTFs. The beam was also observed in the time domain
and single test particles were tracked. In addition to the considerations discussed
in this section, these parameter studies lead to the choice of the final parameters
mentioned above.
6.4 Estimation of image charges
As mentioned in Sec. 6.1, the field was computed from the charge density via a sinus
transformation, implying a vanishing electric field on the boundaries of the grid.
Physically this implies that the beam is surrounded by a perfectly conducting beam
pipe with image currents on its surface. For a circular beam pipe with radius b and
a circular beam with a rms radius, a, we learned in Subsec. 3.3.2 that ∆Qsc exceeds
∆Q by 4a2/b2.
Since the grid is in fact rectangular, the impedance differs slightly. The impedance
of a rectangular beam pipe can not be expressed by means of fundamental functions,
but numerically [4]. Tune shifts in circular and rectangular beam pipes are discussed
in Ref. [97]. Therein, the impedance attributed to a rectangular beam pipe with an
edge length 2b is 9% lower than the impedance of a circular pipe with radius b for a
centered beam. Therefore we write
∆U/∆Usc ≈ 3.6
(
a
lg
)2
(6.19)
With the simulation parameters lg = 5 cm and a = 2.65mm this yields
∆U
∆Usc
= 4%. (6.20)
Hence space charge is clearly the dominating collective effect.
Chapter 7
Simulation results
The code discussed in Chap. 6 was written as a part of this work to investigate
space-charge effects in transverse Schottky spectra and BTFs by virtue of numerical
simulations. Beams with K-V and Gaussian profiles are considered. The comparison
of the linear space-charge model with the K-V beam simulations tells us how well
the model describes a beam with a linear self-field. In particular the simulation does
not rely on the rigid beam approximation mentioned in Subsec. 3.3.2. On the other
hand, an agreement between the model and a simulation with a linear space charge
verifies the correctness of the code and confirms that the simulation parameters are
chosen appropriately. From the simulation of the Gaussian beams we learn how the
model complies with a non-linear self-field.
Twenty simulations were run for each macroscopic setting, differing by the random
numbers in the initial distributions only. The noise is significantly reduced by taking
the average of the resulting spectra or BTFs. Nevertheless, the data were slightly
smoothed (range ±1) afterwards.
Eq. 5.2 was fitted to the simulated Schottky spectra with the fit parameters A,
B and ∆U shapesc . The latter was necessary to determine the contribution of the image
currents. σp, fβ and ∆U
shift
sc did not need to be fitted because they were defined by
the settings of the simulations. u±sc was determined using the half of wsim (Eq. 6.13)
instead of σ±lon. After the fitting process, the data were normalized by subtracting B
and dividing by A. Similarly the amplitudes and phases of the simulated BTFs were
fitted to Eq. 5.6a and Eq. 5.6b, respectively.
The simulated Schottky spectra are shown in Fig. 7.1 for ∆U shiftsc ∈ [0, 1, 2]. The
BTFs follow in Fig. 7.2 and Fig. 7.3. Finally the corresponding stability diagrams are
presented in Fig. 7.4. In all cases the model agrees excellently with the simulations.
The deformations due to space charge and the shift of the stability diagrams are
clearly visible. The position of the signals is reproduced by the model. No significant
difference between K-V and Gaussian beams is observable.
Similarly to the stability diagrams obtained from the measurements (Fig. 5.4 and
Fig. 5.5), we find a stronger superposition with noise at high intensity. As discussed in
Sec. 5.2 this can be explained with the construction of the stability diagrams. Hence
this problem is not attributed to the experimental setup but is a feature of stability
diagrams with collective effects.
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Figure 7.1: Simulated Schottky spectra of K-V and Gaussian beams with different
∆U shiftsc (solid) and the fitted model (dashed). All data sets are scaled to A = 1.
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Figure 7.2: Simulated BTF amplitudes of K-V and Gaussian beams with different
∆U shiftsc (solid) and fitted model (dashed). All data sets are scaled to A = 1.
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Figure 7.3: Simulated BTF phases of K-V and Gaussian beams with different ∆U shiftsc
(solid) and the fitted model (dashed).
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Figure 7.4: Stability diagrams corresponding to the simulated BTFs (solid) and fitted
model (dashed).
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Table 7.1: ∆U shapesc obtained from the fitted linear space-charge model and the corre-
sponding ratio of image-current effects to those of space charge. The expected values
were 0.96 and 1.92 for ∆U shiftsc = 1 and ∆U
shift
sc = 2, respectively.
∆U shiftsc = 0 ∆U
shift
sc = 1 ∆U
shift
sc = 2
Type Profile ∆U shapesc ∆U
shape
sc ∆U/∆U
shift
sc ∆U
shape
sc ∆U/∆U
shift
sc
Schottky K-V 0.02 0.95 5% 1.95 3%
Schottky Gauss 0.05 1.00 0% 1.94 3%
BTF K-V -0.01 0.95 5% 1.91 5%
BTF Gauss 0.01 0.94 6% 1.85 8%
From the fitted deformation parameter, ∆U shapesc , the impact of the image currents
was determined by virtue of Eq. 5.4. A list of ∆U shapesc and ∆U/∆U
shift
sc is provided in
Tab. 7.1. On the average, the image currents reduce the deformation by 4%, which is
in good agreement with the estimation in Eq. 6.20. Only a small difference between
Schottky and BTF data was found.
According to the linear space-charge model, space charge deforms a Schottky
band or BTF in the mirror inverted way compared to an imaginary impedance of
the same sign (see Eq. 3.101). In addition the maximum is moved further away by
an impedance, as was demonstrated in Fig. 3.8. It is also shown there that the joint
interference of space charge and an impedance with ∆Usc = ∆U lets the signal retain
its original shape, but with a shift compared to the low intensity signal, due to the
incoherent tune shift in u±sc (Eq. 5.3).
Experimentally this situation was not studied because the impedance of SIS-18 is
too small. The predictions have been verified with simulations, though. Fig. 7.5 dis-
plays the simulated Schottky bands and Fig. 7.6 the simulated BTFs with the model.
In these plots, only the amplitude factor of the model was fitted. The transverse
beam profiles are Gaussian.
The Schottky spectrum with ∆U = 2 is deformed a bit weaker than expected.
The fit yields ∆U shape = 1.88. A better agreement is also achieved by adapting the
center frequency by 0.2 kHz. The deviation of the fit parameters from the simulation
settings are larger in this case than in the other simulations. Nevertheless, the model
is confirmed in good approximation. For ∆U = ∆Usc = 2, the band is shifted and
undeformed in agreement with the model. The BTFs and the stability diagrams
match the model very well with and without space charge. Both the position and the
shape reproduce the model.
Summary of simulation results
Simulations of transverse Schottky spectra and BTFs were performed with beams
having Gaussian and homogeneous transverse profiles. The impact of space charge
and imaginary impedances was studied separately as well as jointly. The results agree
well with Eq. 3.100 and Eq. 3.106 up to ∆Usc = 2 and ∆U = 2. Thus the simulations
fully confirm the linear space-charge model for beams with moderate collective effects.
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Figure 7.5: Simulated Schottky bands without collective effects, with an impedance
corresponding to ∆U = 2, and with ∆Usc = ∆U = 2. The dashed lines correspond
to the model with the simulation settings.
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Figure 7.6: Simulated BTFs without collective effects, with an impedance correspond-
ing to ∆U = 2, and with ∆Usc = ∆U = 2.
Chapter 8
Conclusions
In the present work, investigations of transverse space-charge effects in coasting ion
beams are presented. Space charge is important for Landau damping, which prevents
coherent dipolar instabilities, and for the diagnostics of intense beams. A model based
on a linear space-charge force is used to describe space-charge effects in transverse
Schottky bands and BTFs, and to evaluate the stability limits of the beam.
According to the model, both transverse Schottky bands and BTFs are deformed
in a characteristic asymmetric way. For the operation of a synchrotron with high-
intensity beams, the deformation leads to a problem because it prevents the transverse
Schottky bands or BTFs from revealing the working point of the machine. The same
deformation is produced by an imaginary dipolar impedance — with an additional
shift of the signal. This is because space-charge affects the incoherent betatron os-
cillation of the particles while dipolar impedances exert a force on the barycenter
of the beam. Incoherent higher order impedance-effects are not taken into account
because they are negligible compared to the space-charge in the beams considered in
this work. Comparing both the shift and the deformation of a signal allows one to
distinguish the impact of space charge and an imaginary impedance. Furthermore the
model states that the stability diagram is shifted equally, except the sign, by space
charge and imaginary impedances.
Dedicated measurements aiming at the observation of space-charge effects were
carried out in the synchrotron SIS-18. Transverse Schottky spectra and BTFs were
recorded as well as longitudinal Schottky spectra, particle numbers and beam profiles.
The beam-intensity dependent deformation of the signals due to space charge was
clearly observed.
The space-charge model was fitted to the data. In order to reduce the number of
the fit parameters and thus their uncertainty, the momentum spread was determined
via longitudinal Schottky measurements. A good agreement with the Schottky data
was demonstrated. The BTFs are deformed similarly to the model but deviations
were discovered at high beam intensity. The stability diagrams evaluated from the
BTF data are clearly shifted by space charge in agreement with the model for the
lower side bands. On the upper side the stability diagrams are distorted and less
shifted than expected.
The comparison of the fit parameters yields heterogeneous results. Discrepancies
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between the Schottky and the BTF data as well as between the upper and the lower
side band were found. The deformation of the signals turned out to complicate the
analysis of the BTFs. Most importantly the phase converges slowly to its limits so
that it becomes difficult to determine its drift and offset. Also spikes in the data from
the lower side band limit the use of the time gating procedure to reduce the noise.
Finally the incoherent tune shift separates the resonance frequency, where Landau
damping occurs, from the maximum of the amplitude, where the noise is the lowest.
As a consequence, the interesting part of the stability diagram is formed by a part of
the signal with a lower signal-to-noise ratio.
A BTF measurement requires that the beam is in a stationary state after a suffi-
ciently long excitation. It is possible that unconsidered effects, such as the vicinity of
a resonance or a real impedance disturbed the beam at high intensity. This can be a
reason for the deviations observed in the BTF measurements. The distortion of the
momentum distribution with respect to the assumed Gaussian might also contribute.
The tails of the momentum distribution become particular important in high-intensity
beams because they are emphasized by the deformation of the Schottky spectra and
BTFs.
The space-charge parameters calculated from the beam parameters are smaller
than the ones indicated by the Schottky and BTF data, particularly for the lower side
band. Since the device for the measurement of the beam profiles was in a questionable
state, the possible systematic error was estimated with a simple model. The resulting
errors do not fully explain the discrepancy. However, it can not be excluded that the
estimation does not reproduce the true error. Likely there was discrepancy between
the calculated and the actual beta function in the ionization profile monitor, which
affects the assessment of the emittance and thus the space-charge parameter.
In future experiments the uncertainty of the results can be reduced by the fol-
lowing improvements: Exchanging the micro channel plates in the ionization profile
monitor will provide more reliable beam profiles. A more precise estimation of the
emittance can be achieved by a better control of the closed orbit which reduces the un-
certainty of the beta function. Recording the beam profile and current synchronously
with each Schottky or BTF measurement reduces the impact of the fluctuations of the
beam parameters. A more detailed modelling of the actual momentum distribution
could further improve the agreement with the model.
Schottky diagnostics was also applied to measure the chromaticity of SIS-18. This
parameter needs to be controlled for example in experiments aiming to investigate
coherent beam-instabilities. The observed chromaticities do not agree well with the
settings, but the measurements helped to find out that one sextupole was polarized
wrongly.
A two-dimensional particle tracking code was written and employed to simulate
transverse Schottky bands and BTFs with space charge and impedances. The random
distribution of a set of particles in phase space gives rise to a fluctuation of the current
dipole-moment. The Fourier transform of the dipole moment yields the Schottky
spectrum of the beam. The BTF is obtained by exciting the particles with a kick at
each time step, where the excitation signal is white noise.
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The simulations were carried out for beams with K-V and bi-Gaussian profiles. For
both cases a very good agreement with the model was demonstrated up to ∆Usc = 2
and ∆U = 2. No significant difference between the signals of the K-V and the Gaus-
sian beam was found. The stability diagrams are shifted according to the parameters.
The Schottky spectra and BTFs affected either by space charge or an imaginary im-
pedance are shifted with respect to each other as expected. The joint simulation of
space charge and an impedance yielded shifted Schottky spectra and BTFs without
deformation. Thus the simulations fully confirm the analytic model in the regime of
moderate space charge.
This work is a first step to the experimental verification of the theory of space-
charge affected beams. Despite some discrepancies observed in the experiment, the
adequacy of the linear space-charge model is confirmed by the measurements and by
the simulations. It is demonstrated that the analysis of Schottky spectra and BTFs of
space-charge affected beams is involved with complications. Unless collective effects
are studied, measuring Schottky spectra and BTFs at higher frequencies should be
considered to avoid complications.
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Appendix A
Symbols and abbreviations
Table A.1: List of symbols. Variables subscripted with 0 generally refer either to the
nominal value of the physical parameter represented by the variable or to a function
excluding collective effects. The superscript ± labels variables or functions that differ
slightly when referred to the upper (+) or lower side (−) band. ∆ indicates a shift
of the quantity represented by the following parameter. The index j refers to the jth
particle in a beam.
Symbol Explanation
A mass number of an ion, approximately equal to the number of protons
and neutrons in its nucleus
a rms beam radius or semi axis of an elliptical beam
akv full beam radius or semi axis of an elliptical K-V beam
αˆ one of the Courant-Snyder parameters
~B magnetic flux density, B = | ~B|
b radius of a circular beam pipe
β velocity divided by c
βˆ amplitude function, one the Courant-Snyder parameters
βˆipm βˆ at the location of the IPM
βˆj βˆ in numeric model including error due to momentum deviation ∆pj
C accelerator circumference
CI , Cd auto-correlation function of beam current and current dipole-moment,
respectively
c = 2.998 · 108m/s, speed of light in vacuum
d current dipole-moment of beam in time domain
d˜ = F{d}, current dipole-moment in frequency domain
∆Qsc incoherent tune shift due to space charge
∆Qshapesc tune shift obtained from measured ∆U
shape
sc , σ
±
lon and f0
∆Qshiftsc tune shift obtained from measured f
±
m and Qref
∆Q²sc tune shift estimated from measured beam parameters
87
88 APPENDIX A. SYMBOLS AND ABBREVIATIONS
∆U± = ∆ω/σ±m,ω, coherent betatron frequency shift normalized by the width
of a side band
∆U±sc = ∆ωsc/σ
±
m,ω, incoherent betatron frequency shift due to space charge
normalized by the width of a side band
∆U shapesc space charge parameter obtained from deformation of measured of
Schottky bands or BTFs
∆U shiftsc space charge parameter obtained from ∆Q
shift
sc , f0 and σ
±
lon
∆U ²sc space charge parameter obtained from ∆Q
²
sc, f0 and σ
±
lon
∆V ± = 1/(τσ±m,ω), growth rate of a coherent dipolar instability normalized
by the width of a side band
∆f0 deviation of revolution frequency
∆fsc incoherent shift of fβ due to space charge
∆t = ∆s/v, time step in simulations
∆ω˜ complex shift of angular betatron frequency due to transverse
impedances
∆p = (p− p0)/p0, normalized momentum distribution
∆s step length in simulations
∆xg = lg/Ng, grid spacing in simulations
δd fluctuation of current dipole-moment
δI fluctuation of beam current
E0 amplitude of excitation for BTF measurement
Ebtf electric field for the simulation of a BTF
Eimp electric field for the simulation of an impedance
Ekin kinetic energy
Esc electric self-field of a charged particle beam
~E electric field, E = | ~E|
Ep = mpc
2 = 938.3MeV, energy of a proton at rest
e = 1.602 · 10−19C, elementary charge, charge of proton or electron
~ex, ~ey, ~ez orthonormal basis vectors in real space
² rms emittance
²0 = 8.854As/Vm, electric constant
²kv full emittance of a K-V beam
²± = ∓1− (∆U −∆Usc + iV ) r0, dielectric function
η = 1/γ2T − 1/γ2, slip factor
F force
F , F−1 Fourier transform and its inverse
f frequency in Hz
fˆ = Re(r0)
f0 revolution frequency
fm = mf0, center frequency of the longitudinal Schottky band at the m
th
harmonic
f±m frequency of side band next to harmonic m
f±m,sc = f
±
m ±∆fsc, frequency of side band including incoherent tune shift
fβ = Qf0, nominal betatron frequency
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fβ,j = Qjf0,j, betatron frequency of particle j
fβ,sc = fβ−∆fsc, nominal betatron frequency less incoherent shift due to space
charge
fβ,sc,j = fβ,j −∆fsc, betatron frequency of particle j less incoherent shift due to
space charge
gˆ = Im(r0)
γ Lorentz factor
γT transition point of a synchrotron
γˆ one of the Courant-Snyder parameters
I beam current
k focusing strength of a quadrupole; index on grid
M transport matrix
Mx,x′ submatrix of M in horizontal phase space
Mj,x,x′ Mx,x′ including momentum deviation ∆pj for beam transport with chro-
maticity
m mode number or harmonic in longitudinal Schottky spectrum
mp 1.673 · 10−27 kg, proton mass
Nb number of points within the 2σ width of a simulated Schottky band
Nf number of exciting frequencies in BTF simulations
Ng number of grid points in one dimension of the transverse grid in simulations
Nm number of macro particles in a simulation
Np particle number
Ns number of time steps in a simulation
n mode number of coherent oscillation modes; index for time steps in simu-
lations
Ω angular frequency
ω = 2pif , angular frequency in rad; analogously with any prefix or subscript
P‖ longitudinal Schottky spectrum
P0,⊥ transverse Schottky spectrum without collective effects
P±0,m Schottky side band next to harmonic m
Px simulated horizontal Schottky spectrum
P⊥ transverse Schottky spectrum with collective effects
P±m = P
±
0,m/|²±|, Schottky side band next to harmonicm with collective effects
p momentum
φ phase of betatron oscillation
Ψ momentum distribution
ψ betatron phase
R = C/2pi, mean synchrotron radius
Q bare tune or working point
r±0,m transverse BTF next to m without collective effects
r±m transverse BTF next to m with collective effects
~r = (x, x′, y, y′, z,∆p)T , phase-space vector describing a position of a particle
with respect to the nominal particle
r0 dispersion integral
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rx simulated horizontal BTF
ρ charge density; radius in polar coordinates
ρ˜ Fourier transform of spatial charge density
s path length of a motion along the nominal orbit
σ standard deviation of a distribution, also referred to as root mean square
(rms) width
σQ = Q|ξ|σp, rms chromatic tune spread
σm,f rms width of longitudinal Schottky band at harmonic m in Hz
σm,ω rms width of longitudinal Schottky band at harmonic m in rad/s
σ±lon rms width of a side band calculated with the momentum spread determined
in a longitudinal measurement in Hz
σ±m,f rms width of a side band next to harmonic m in Hz
σ±m,ω rms width of a side band next to harmonic m in rad/s
σp rms momentum spread normalized by nominal momentum
t time
τ growth time of an instability
θ = θ0 + ω0t, azimuthal angle
u± = (Ω− ω±m)/σ±m,ω, normalized frequency
u±sc = (Ω − ω±m,sc)/σ±, frequency including space-charge tune-shift normalized
by the width of a side band
v particle velocity
wsim = 4f0Qξσp, width of simulated Schottky band in Hz
x horizontal coordinate
xj horizontal coordinate of the j
th particle in a beam
x′ = dx/ ds, slope of horizontal motion with respect to nominal orbit
x¯ horizontal position of the beam barycenter
x˙ = dx/ dt
xˆj amplitude of betatron oscillation of one particle
xˆ amplitude of coherent transverse dipolar beam oscillation
ξ = ∆Q/Q∆p, chromaticity
y vertical coordinate
y′ = dy/ ds, slope of vertical motion with respect to nominal orbit
Z charge number of an ion, equal to number of protons in nucleus less number
electrons in shell
Z0 = 377Ω, impedance of vacuum
Zm macro charge applied to scale self-field in simulations
Z⊥ transverse impedance
z longitudinal coordinate
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Table A.2: List of abbreviations.
Abbreviation Name
ESR ’Experimentier Speicherring’
FAIR Facility for Antiproton and Ion Research
GSI ’Helmholtzzentrum fu¨r Schwerionenforschung GmbH’
IPM ionization profile monitor
K-V beam beam with constant transverse particle density
MCP micro channel plate
SIS-18 ’Schwerionensynchrotron 18’
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Appendix B
Error estimation
Here the uncertainty of the measured parameters and the those derived from them
is estimated. These estimations were employed to calculate the error bars in Fig. 5.6
and Fig. 5.7. The uncertainty of parameters depending on several variables with
errors was calculated by the Gaussian sum
δf(x1, x2, · · · , xn) =
√√√√ n∑
i=1
(
∂f
∂xi
δxi
)2
, (B.1)
where errors are labelled with δ.
The number of particles fluctuated from injection to injection by about 10%.
Losses of the same order of magnitude during the measuring interval were observed.
Therefore the maximal relative error of the particle number is given by
δNp
Np
=
√
2
10
. (B.2)
The relative variation of the beam size and the uncertainty due to the resolution
of the IPM is assumed to be 10%. The uncertainty of the beam size due to the
abrasion of MCPs and space-charge effects was a topic of Sec. 4.3. The MCPs cause
a maximal error of 10% according to Eq. 4.3. The broadening of the beam profile due
to space charge is certainly smaller than the maximal deflection estimated in Eq. 4.7,
so ∆xsc/(2a) = 5% is assumed. Taking into account that the latter two errors may
only increase the measured value of a, we write
δa
a
≈
{ −0.1
+0.15
(B.3)
Frequencies can be measured relatively precisely. An accuracy of
δf±m
f±m
= 10−4 (B.4)
is assumed.
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The same applies to δfm. δf0 = δfm/m is negligible in comparison to all other er-
rors. The deformation parameter can presumably be determined with an uncertainty
of
δ(∆U˜)
∆U˜
= 0.05. (B.5)
However, if the momentum distribution is asymmetric the error may become larger.
The momentum spread obtained from the longitudinal and the transverse mea-
surements differs slightly also at low intensity. Furthermore it fluctuated from injec-
tion to injection. Therefore a relatively large uncertainty of
δσp
σp
= 0.1 (B.6)
is assumed.
From Eq. 5.8 it follows
δQshiftsc =
√(
δf±m
f0
)2
+
(
δfm
f0
)2
≈ 7.1 · 10−3. (B.7)
From Eq. 5.7 it follows
δQref =
√√√√ 1
N
N∑
i=1
[δ(∆Qshiftsc )]2 =
δQshiftsc√
N
≈ 2.5 · 10−3 (B.8)
where the summation extends over the N = 8 low intensity measurements serving as
reference for Qf . This error is negligible compared to the others.
From Eq. 5.9 it follows
δ(∆Qshiftsc ) =
√
(δQref )2 + [δ(∆Q
shift
sc )]2 ≈ δQshiftsc . (B.9)
From Eq. 5.11 it follows
δQgapsc =
√
[∆(Qshiftsc )]2 +
(
σ±lon
f0
δ(∆U˜)
)2
+
(
δσ±lon
f0
∆U˜
)2
(B.10)
≈
√
5.1 · 10−5 + 5.5 · 10−6(∆U˜)2 (B.11)
From Eq. 5.1 it follows
δ(∆Q²sc)
∆Q²sc
=
√(
δN
N
)2
+
(
2δa
a
)2
=
{ −0.24
+0.33
}
(B.12)
where δ²/² = 2δa/a following from Eq. 3.29 was used. So far the error due to the
assumption of a circular beam profile was not taken into account yet. It overrates
the tune shift by a factor
2²y
²y +
√
²y²xQy/Qx
≈ 1.05, (B.13)
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where the tunes of SIS-18 and the measured ratio of the emittances ²x ≈ 1.4²y were
inserted. As this error has a defined sign it is subtracted from Eq. B.12 to obtain the
final uncertainty
δ(∆Q²sc)
∆Q²sc
≈ 0.29. (B.14)
From Eq. 5.12 it follows
δQ²sc ≈ δ(∆Q²sc). (B.15)
From Eq. 3.56 it follows
δσ±lon
σ±lon
≈ δσp
σp
. (B.16)
δξ is actually quite large, but with m = 50 its contribution to the width is small
enough to be neglected.
From ∆U shiftsc = ∆Q
shift
sc f0/σ
±
lon it follows
δ(∆U shiftsc ) =
√(
f0
σ±lon
δ(∆Qshiftsc )
)2
+
(
δσ±lon
σ±lon
∆U shiftsc
)2
(B.17)
≈
√
0.09 + 0.01(∆U shiftsc )2. (B.18)
From ∆U ²sc = f0/σ
±
lon∆Q
²
sc it follows
δ(∆U ²sc)
∆U ²sc
=
√(
δ(∆Q²sc)
∆Q²sc
)2
+
(
δσ±lon
σ±lon
)2
= 0.31. (B.19)
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