Abstract-In this manuscript we consider linear complexity binary linear block encoders and decoders that operate universally with exponential error probability decay. Such scenarios may be relevant in wireless scenarios where probability distributions may not be fully characterized due to the dynamic nature of wireless environments. More specifically, we consider the setting of fixed length-to-fixed length near-lossless data compression of a memoryless binary source of unknown probability distribution as well as the dual setting of communicating on a binary symmetric channel (BSC) with unknown crossover probability. We introduce a new 'min-max distance' metric, analogous to minimum distance, that addresses the universal binary setting and has the same properties as that of minimum distance on BSCs with known crossover probability. The code construction and decoding algorithm are universal extensions of the 'Expander Codes' framework of Barg and Zemor and have identical complexity and exponential error probability performance.
I. INTRODUCTION
In this discussion we consider code constructions for fixed block length universal coding for the two dual settings of data compression and channel coding. The compression scenario mentioned could be relevant, for instance, in a wireless sensor network where the following, two points apply: 1) Due to the time-varying nature of the field being sensed, the probability distribution on the data is not completely accurately modeled, 2) Complexity, memory, and energy constraints make, a universal fixed-to-fixed length algebraic compression approach more viable than a universal fixed-to-variable length compression approach (such as Lempel-Ziv [1] , [2] or Burrows-Wheeler [3] ) that requires dictionaries and table-lookups. Similarly, due to the time-varying and multipath effects of the wireless channel, the universal channel coding scenario could be relevant where phase information cannot be accurately tracked.
More specifically, we take interest in universal decoding for binary memoryless settings, where the decoder does not have knowledge of the probability distribution to aid in decoding.
We consider the case where a linear mapping H: {0, 1}N {0, I} is used to map u c {O, I}N to s X {O, 1}M via s = Hu (1) where Al < N and U is memoryless with Pr(Ui = 1) = p.
The decoder knows that u must be consistent with s, in other words it must lie in the coset Co(H,s) = {u Hu=s}, (2) and selects u as the 'best' coset member (in a universal sense). It is the job of the decoder to universally (without knowledge of p -in particular, the sign of p-1) find the best estimate of u.
We assume that the rate R is achievable (i.e. for compression, R > h (U) and for the BSC, R < 1-h (U)).
We note that if we knew that p < 2 then the optimal decoding rule would be to find the coset leader, -E arg min Wh (u'),
where Wh (-) is the Hamming weight. In such a setting, a figure of merit for good codes is the minimum distance of H: (1). (6) * For any probability distribution P = (F0, P1) over {0, 1}, h (P) is its entropy:
h (P) = EPi 10g2 pi (7) i=O Note that since we may express h (P,a) in (5) as hb (-Wh ()) (8) where
[5] that linear codes suffice for all achievable rates and moreover that there exist linear codes that attain the random coding exponent under the universal minimum-entropy decoder.
In section II we discuss a measure of good codes -the 'min-max distance', that has the same property as minimum distance: the larger the min-max distance, the better the guarantee we have on successful universal minimum-entropy decoding. We also point, out by exploiting well-known results on typical linear codes from the coding literature [6] , that the min-max distance of the typical linear code is the same as the minimum-distance of the typical linear code: the GilbertVarshamov distance.
Section III considers code construction and decoding based on expander graphs. The algorithm is analogous to the 'Expander Codes' work of Barg and Zemor [7] (originally formulated by Sipser and Spielman [8] ) -the difference is that in each iteration, we replace minimum-distance decoding with minimum-entropy decoding, so that we are operating in the universal setting. Here we also illustrate how selecting the component codes to have good min-max distance allows for the decoding algorithm to have the same complexity as well as exponential error probability decay.
II. A MINIMUM-DISTANCE STYLE FIGURE OF MERIT FOR
UNIVERSAL DECODING IN THE BINARY SETTING We now discuss the 'min-max distance' of a binary linear code C with parity check matrix H, given by dmin.max-uECumm min (Wh (u), Wh (1 ( U)) (9) We illustrate the motivation for using the min-max distance in code design using the following example. Consider any linear code with parity check matrix H for which 1 is a member of C = Co(H,O). Then the minimum-entropy decoder has probability of error equal to Figure 1 provides an illustration.
A. Encoding
Encoding for the compression situation is done quite simply. u is mapped to s setting the edges on the graph G to u, and applying ,j HjUIN(j) for all j c V. We note that there are n nodes and each node has degree A, and since there are N = nA edges, this is done with linear complexity. For the channel coding scenario, the encoding done is the same as discussed in [8] , [7] .
B. Decoding
Decoding will be done by applying the syndrome-former equivalent iterative algorithm of Barg and Zemor [7] . However, because we are in the universal setting, we cannot simply perform coset-leader decoding at each code Cj, j C V.
Instead, we must perform a universal decoding algorithm, which corresponds to minimum-entropy decoding. What we show in the appendix is that if source sequence projected onto the indices of any subcode behaves 'typically', then we can guarantee that the subcode will decode using the universal minimum-entropy decoder to the true realization. From here we apply the graph expansion arguments of Barg and Zemor to arrive at the same result as in their setting.
Let u c {0, I}N be the true sequence that has been mapped to s c {0, 1}IA according to (1) . The first iteration, which we call a left-decoding step, applies in parallel, for every left vertex j C A, minimum-entropy decoding according to sj to construct a UtN(j). In other words, a left-decoding step is a function L : {0, 1}mJ-i {,0 1}`where L(sj) E arg min h(Pu).
So {L(sj)}jcA produces a vector ii C {O, I}IN. After applying {z3 H>UIN(j)}jEB, we then apply the function R in the same manner that L operates. We alternately apply repeat leftdecoding and right-decoding steps. The procedure stops if it encounters a fixed point or after having operated for 0(log N) steps.
We will now identify the vectors of {O, 1}N with their indices that have entries different from the original sourceword u. For any left vertex j c A we will say that j is a leftsurvivor if Ui :A ui for some i c N(j). We likewise define a right-survivor. We note that for the universal case, we need to operate not on the minimum distance of the code corresponding to Hj, but rather the min-max distance given in the appendix A. From the appendix C we have that if 'Wh (UIN(j)) < ?dniin.max or Wh (iU1N(j) 'i) < ldmin.max then no error will result in the universal decoder corresponding to node j with matrix H.. Note that if a vector u C {O, 1 }N has no survivors then we will arrive at a fixed point. By applying properties of the expansion graph as discussed in [7] , we know that if the number of left-survivors s is small enough, then the number of right-survivors s' is strictly smaller and satisfies s' < /Os where 3 < 1. Thus it will follow that the algorithm will converge to a fixed point in a number of iterations logarithmic in N. That the overall decoding complexity is O(N) follows from using a circuit of size O(NlogN) and depth O(logN), as discussed in [8] , [7] .
C. Error Probability
We note that the error probability analysis in [7, Sec. In our setting we may use the same expander graph as in [7] to address a). We may address b. 
