In previous work we proposed a performance analysis model for automatically identifying potential root causes of performance problems in personal software development. In this paper we present an approach for automatically ranking those potential root causes based on a cost-benefit estimate that takes into account historical data. The approach was applied for the Personal Software Process, taking advantage of a large data set referring to more than 30,000 projects, but can be replicated in other contexts.
Introduction
High-maturity software development processes, such as the Team Software Process (TSP) and the accompanying Personal Software Process (PSP) [ 1, 2] , can generate large amounts of performance data that can be periodically analyzed [ 3] to identify performance problems, determine potential root causes and devise improvement actions. The manual analysis of such data is problematic because of the lack of benchmarks, the amount of data to analyze, and the expert knowledge required.
To overcome the lack of support in existing tools for such type of analysis [ 4, 5, 6, 7] , in previous work [ 8, 9] we developed a performance model and a prototype tool, tailored for the PSP, validated and calibrated based on a large PSP data set referring to more than 30,000 projects, to enable the automated identification of performance problems of individual PSP developers and their potential root causes.
In this paper we propose a novel approach to rank the identified root causes, based on a cost-benefit estimate that takes into account historical data, so that subsequent improvement actions can be focused on the highest-ranked root causes.
The rest of the paper is organized as follows. Section 2 presents the proposed raking approach. Section 3 presents an example to illustrate the application of the approach. Section 4 presents the conclusions and points out future work. Due to space limitations, further details about the approach can be found in a technical report [ 10] .
2
Proposed Ranking Approach
The model [ 9] developed in our previous work for analyzing the performance of PSP developers contains a set of performance indicators (PI) organized hierarchically, starting from three top-level PIs (for productivity, quality and predictability), and descending to lower level PIs that affect the higher-level PIs according to formulas or historical data. For each PI, the model contains performance ranges for classifying its values as suggesting a clear (red), potential (yellow) or none (green) performance problem. The performance ranges and dependencies between PIs were calibrated and validated, respectively, based on a large PSP data set from the Software Engineering Institute with data from 31,140 projects. Having such a model as input and some PSP project data to analyze, our PSP PAIR tool automatically indicates performance problems (top-level PIs with 'red' values) and their root causes (lower-level PIs with 'red' or 'yellow' values), but does not indicate the relative importance of those causes.
Here we propose to order the lower-level PIs (X 1 , ..., X n ), or factors, that affect a higher-level PI (Y) according to the value of a ranking coefficient , computed for each X i as the product of a sensitivity coefficient and a percentile coefficient .
The sensitivity coefficient σ estimates the impact on Y of a small change in the value of X i , whilst keeping all the other factors unchanged, and is computed by [ 11] :
Here we assume that: (i) the relationship between Y and the factors X 1 , ..., X n can be described by a function Y=h(X 1 , ..., X n ), representing an exact formula for deriving Y or a regression formula [ 12] calibrated based on historical data; (ii) the higher order partial derivatives of h are negligible for small variations; and (iii) there is no correlation between the factors, so that one factor can be changed at a time [ 13] .
The percentile coefficient is an indicator of the 'cost' to improve the value of each X i . Intuitively, the closest a value is to the optimal value, in terms of percentiles, the more difficult it is to improve it. Let x denote an actual value of X i , let F i (x) denote the approximate cumulative distribution function of X i , let f i (x)=F' i (x) denote the approximate probability density function of X i , let o i denote the optimal value of X i , and let P i (x)=F i (o i )-F i (x) denote the percentile distance of x to o i . Our base hypothesis for deriving a ranking coefficient is that equal relative variations in the P i s have equal cost. Then, the percentile coefficient is:
The approximate cumulative distribution function F i (x) can be obtained by computing a theoretical distribution that best fits the historical data, or by linear interpolation between a few percentiles computed from the historical data.
The overall ranking coefficient is a composite sensitivity coefficient, representing a ratio between a benefit estimate (a relative variation in the value of Y) and a cost estimate (a relative variation in the percentile distance of X i to the optimal value): 
