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On Rate-Distortion With Mixed Types of Side Information
Michael Fleming, Member, IEEE, and
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Abstract—In this correspondence, we consider rate-distortion examples
in the presence of side information. For a systemwith some side information
known at both the encoder and decoder, and some known only at the de-
coder, we evaluate the rate distortion function for bothGaussian and binary
sources. While the Gaussian example is a straightforward generalization of
the corresponding result by Wyner, the binary example proves more diffi-
cult and is solved using a multidimensional optimization approach. Lever-
aging the insights gained from the binary example, we then solve the more
complicated binary Heegard and Berger problem of decoding when side
information may be present. The results demonstrate the existence of a
new type of successive refinement in which the refinement information is
decoded together with side information that is not available for the initial
description.
Index Terms—Binary source, conditional, Heegard–Berger, multidimen-
sional optimization, successive refinement, Wyner–Ziv.
I. INTRODUCTION
The use of side information can improve the rate-distortion perfor-
mance of data compression codes. We are motivated to study the use of
side information by several emerging network source coding applica-
tions. For example, consider an environmental remote sensing network
with several sensors, each of which takes measurements and transmits
them to a central base station, which also makes its own measurements.
Environmental variables generally exhibit spatial dependence, and we
expect the measurements taken by different sensors to be statistically
dependent. In encoding its transmission to the base station, each sensor
can consider the measurements taken by the base station as side in-
formation available to the base station’s decoder. If the system uses
multi-hop transmissions, then any measurements relayed by a sensor
act as side information available both to that sensor’s encoder and the
base station’s decoder.
Fig. 1(a) shows the system in which side information is available
at both the encoder and decoder. The rate-distortion function for this
system is known as the conditional rate-distortion function [1], and
we refer to this system as the conditional rate-distortion system. Fig.
1(b) shows the Wyner–Ziv system [2], [3], in which side information
is available only at the decoder. In this correspondence we combine
the two types of side information and study the mixed side information
(MSI) system, shown in Fig. 1(c).
The multihop sensor network considered above provides a simple
example in which both types of side information are present. Another
example comes from a system studied by Heegard and Berger [4] and
shown in Fig. 1(d), in which the presence of side information at the de-
coder is unreliable. The system requires two decoders, one for the case
when side information is present (decoder 1) and the other for when
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Fig. 1. (a) The conditional rate-distortion system. (b) The Wyner–Ziv system.
(c) The MSI system. (d) Heegard and Berger’s system.
it is absent (decoder 2). We can approach coding for this system using
a two-part source description. The first part is decoded without side
information and ensures a minimum reproduction fidelity at both de-
coders. The second part requires side information Z for its decoding
and serves as refinement information at decoder 1. It is not useful to
decoder 2. Once the first part is chosen, it can be viewed as side in-
formation, known to both the encoder and decoder, for the coding of
the second part. Thus in coding the second part, we have a mixed side
information problem.1
In this work, we consider rate-distortion theory for the MSI system.
The rate-distortion function for the MSI system follows easily from
that for the Wyner–Ziv system. For discrete sources and side informa-
tion, the rate-distortion function can be obtained directly from a result
of Cover and Chiang [6]. The discrete result applies also to continuous
sources and side information provided that we impose on the distor-
tion measure the same constraints as were required for the continuous
Wyner–Ziv result. We use the MSI rate-distortion function first to gen-
eralize Wyner’s Gaussian example from the Wyner–Ziv system. We
then solve a new binary example that expands significantly on the cor-
responding example for the Wyner–Ziv system and apply the result to
solve the corresponding and more complicated binary example in the
Heegard and Berger system.
II. R(D) FOR THE MIXED SIDE INFORMATION SYSTEM
In this section, we define notation, derive the rate-distortion function
for the MSI system, and bound the system’s rate loss.
Let (X ;Y;Z; p(x; y; z)) be a discrete memoryless 3-source with
random variables X;Y , and Z . We assume I(X;Y ;Y; Z) < 1. Let
X^ be a reconstruction alphabet and let d : X  X^ ! [0;1) be a
distortion measure. As in [3], we impose the following two conditions
on d
1) for all x^ 2 X^ ; Ed(X; x^) < 1;
2) for all random variables X^ such that 0 < Ed(X;X^) <1, and
all  > 0, there exists a finite subset fx^1; . . . ; x^Ng  X^ , and a
quantizer fQ : X^ ! fX^ig such that
Ed(X;fQ(X^))  (1 + )Ed(X;X^):
Condition 2) is a smoothness constraint used in generalizing the
Wyner–Ziv rate-distortion proof from discrete to continuous alphabets
1The work in this correspondence was initially motivated by a desire to close
the gap in the bounds on the binary-source rate-distortion example proposed by
Heegard and Berger in [4] and considered further in [5]. In this work we provide
a solution that does indeed close that gap, but it has a numerical focus and is not
easily characterized analytically.
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[3]. Wyner notes that it is not especially restrictive, showing that when
X = IR it holds for all rth power distortion measures, d(x; x^) =
jx   x^jr with r > 0.
The MSI rate-distortion function,2 RX jY fZg(p;D), is given by
Lemma 1.
Lemma 1:
RX jY fZg(p;D) = inf
W2M (p;D)
I(X;W jY; Z)
= inf
W2M (p;D)
[I(X;W jY )  I(W ;Z jY )];
whereMX jY fZg(p;D) is the set of all random variablesW described
by a test channel (w j x; y)with the propertyW ! (X;Y )! Z and
for which there exists an f : W Y  Z ! X^ such that
p(x; y; z)(w j x; y) d(x; f(w; y; z))dw dx dy dz  D:
If the alphabets X ;Y; and Z are finite, then the infimum becomes a
minimum, and it suffices to consider in that minimum only those W
with jWj  jX jjYj + 1.
For discrete sources, the lemma follows from the result of Cover and
Chiang [6] by setting their side information S1 at the encoder to be Y ,
and their side information at the decoder to be (Y; Z). For continuous
sources, it is obtained in a straightforward way from the Wyner–Ziv
rate-distortion function by adopting an approach described by Merhav
and Shamai in a comment at the end of [7, Sec. II]: set the source in the
Wyner–Ziv problem to be (X;Y ), the side information at the decoder
to be (Y;Z), and define the distortion measure so that it measures the
distortion only of X .
We can decompose the rate-distortion function over different values
of the side information Y using the following theorem. The proof par-
allels Gray’s proof for the discrete conditional rate-distortion function
[8] and is omitted.
Theorem 1: LetRX j yfZg(p;D) denote the rate-distortion function
for the MSI system when Y = y is constant. Then
RX jY fZg(p;D) = inf
fD g2D(p;D) y
RX j yfZg(p;Dy)p(y)dy
where
D(p;D) = fDy; y 2 Yg :
y
Dyp(y)dy  D :
The minimum on the right-hand side is achieved when the Dy are
chosen so that the rate-distortion functions RX j yfZg(p;Dy); y 2 Y ,
all have the same slope at their respective distortions Dy .
Theorem 1 makes rigorous the intuition that we can code distinctly
for each value of y and that the distortion at different y values should
differ so that all rate-distortion curves operate at points of equal slope.
Zamir [9] defines the rate loss for theWyner–Ziv system as the differ-
ence between the Wyner–Ziv and the conditional rate-distortion func-
tions, LX j fZg(p;D) = RX j fZg(p;D)   RX jZ(p;D). Using the
approach from [9], we find that the same rate loss bound derived by
Zamir for the Wyner–Ziv system also applies to the mixed side infor-
mation system.
2Set notation in the subscript denotes side information available only at the de-
coder. Following this pattern, wewrite the conditional rate-distortion function as
R (p;D) and the Wyner–Ziv rate-distortion function as R (p;D).
Fig. 2. Joint distribution of (X;Y; Z) for the binary MSI example.
III. JOINTLY GAUSSIAN SOURCES
Consider a zero-mean, jointly Gaussian random variable (X;Y; Z)
with EX2 = 2X . Denote by K the covariance matrix of (X;Y; Z),
and let L = (lij) = K 1. Given Y and Z;X is Gaussian with condi-
tional mean and variance given by
E[X jY; Z] =  
l12
l11
Y  
l13
l11
Z;Var[X jY; Z] =
1
l11
:
Following an approach similar to that used by Wyner [3], we obtain
RX jY fZg(p;D) = RX jY Z(p;D)
=
1
2
log 1
l D
; 0 < D < 1
l
0; D  1
l
:
where RX jY Z(p;D) is the conditional rate distortion function of X
given (Y;Z). As in the Wyner–Ziv case, the rate-distortion function is
the same whether the side information Z is available at the encoder or
not.
IV. JOINTLY BINARY SOURCES
LetX; Y , and Z be binary sources, and let Y and Z be related toX
via binary symmetric channels, as shown in Fig. 2. All three variables
have marginals of ( 1
2
; 1
2
), and we denote the crossover probabilities of
the channels by
Pr(X = 1 j Y = 0) = Pr(X = 0 jY = 1) = p0 <
1
2
and
Pr(Z = 1 jX = 0) = Pr(Z = 0 jX = 1) = q0 <
1
2
as shown. We denote by p(x; y; z) the joint distribution, and we adopt
the Hamming distortion measure (d(x; x^) = 0 if x = x^ and d(x; x^) =
1 if x 6= x^).
For this problem, Theorem 1 gives
RX jY fZg(D) =
1
2
RX jY=0fZg(D0) +
1
2
RX jY=1fZg(D1)
for some D0 and D1 such that 12D0 +
1
2
D1 = D. By symmetry,
D1 = D2 = D, and RX jY=0fZg(D1) = RX jY=1fZg(D2). Thus,
RX jY fZg(D) = RX jY=0fZg(D) = RX j fZg(q;D)
where q(x; z) = p(x; z j y = 0). From here on, we concentrate on
findingRX j fZg(q;D). The problem is similar to the binary symmetric
example solved in [2], except that the marginals on X and Z are now
skewed: the marginal onX is (1  p0; p0), and that on Z is (1  p0 
q0; p0  q0), where a  b a(1  b) + b(1  a).
By the cardinality bound on the auxiliary random variable [2], we
can restrict theminimum in the definition ofRX j fZg(q;D) to consider
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Fig. 3. Joint distribution of (W;X;Z) for jWj  3.
only thoseW with jWj  3. The general form of such aW is shown
in Fig. 3. From that figure, we have
I(X;W )  I(W ;Z)
= H(X) H(X jW ) H(Z) +H(Z jW )
= H(X) H(Z)
+
2
i=0
Pr(W = w)[H(Z jW = w) H(X jW = w)]
= H(p0) H(p0  q0) +
2
w=0
rw [H(aw  q0) H(aw)]
=  G(p0) +
2
w=0
rwG(aw) (1)
where
G(u) H(u  q0) H(u):
The parameters (a0; a1; a2; r0; r1; r2) obey the constraints 0  aw 
1; rw  0 for all w 2 f0; 1; 2g, and also
r0 + r1 + r2 = 1
r0a0 + r1a1 + r2a2 = p0: (2)
Let F = ff : W Z ! f0; 1g : jWj = 3; jZj = 2g. Then we can
write
RX j fZg(q;D) = min
f2F
RX j fZg(q;D; f) (3)
where we get (4) at the bottom of the page andMX j fZg(p;D; f) is
the set of all random variables W with jWj = 3 described by a test
channel (w j x) with the propertyW ! X ! Z and for which
2
w=0
1
x=0
1
z=0
q(x; z)(w j x)d(x; f(w; z))  D:
To compute the rate-distortion function, we consider each pos-
sible decoder f 2 F in turn, and evaluate the minimization over
W 2 MX j fZg(p;D; f) for each.
TABLE I
POSSIBLE DECODING FUNCTIONS FOR EACH SYMBOL, TOGETHER WITH THEIR
EXPECTED DISTORTION CONTRIBUTION
TABLE II
A POSSIBLE DECODING FUNCTION f WHEN jWj = 3
For a particular f and W , the expected distortion of the system is
given by
Ed(X;f(W;Z))=
2
w=0
1
z=0
q(w; z)E[d(X;f(W;Z))jW =w;Z=z]
=
2
w=0
1
z=0
rwq(z jw)Pr(X 6= f(w; z)):
For each symbol, there are four possible choices for the decoding rule
f(w; ). These are shown in Table I, together with rwq(z jw)Pr(X 6=
f(w; z)), their corresponding contribution to the expected distortion.
Since q0 < 12 , we have rwq0 < rw(1 q0), implying that any decoder
with f(w; 0) = 1 and f(w; 1) = 0 for some w can never be optimal;
for any such decoder we could always lower the expected distortion by
setting f(w;0) = 0 and f(w; 1) = 1. Therefore, we need not further
consider decoders with f(w; 0) = 1 and f(w; 1) = 0 for any w. For
all other decoders, we write the distortion constraint as a function of
rw and aw using Table I. Table II gives an example; the corresponding
distortion constraint is r0a0 + r1a1 + r2q0  D.
Lemma 2 below shows that for any f , the distortion constraint is tight
at all points of interest on the RX j fZg(q;D; f) curve. Thus, we can
restrict our attention to test channels that meet the distortion constraint
with equality.
Lemma 2: Consider a finite-alphabet Wyner–Ziv system with
source X , side information Z , and decoding function f . Let
Dmax minfD : RX j fZg(q;D; f) = 0g. Then for all D  Dmax,
the minimum over all test channels (w j x) 2 MX j fZg(q;D; f)
in the definition of RX j fZg(q;D; f) can be replaced by a minimum
over the subset of test channels inMX j fZg(q;D; f) for which
w2W x2X z2Z
q(x; z)(w j x)d(x; f(w; z)) = D:
Proof: For any D1 and D2 such that D1  D2
MX j fZg(q;D1; f) MX j fZg(q;D2; f):
RX j fZg(q;D; f) =
min
W2M (q;D;f)
 G(p0) +
2
w=0 rwG(aw) ; ifMX j fZg(q;D; f) 6= ;
1; otherwise
(4)
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Combining this with a timesharing argument, we have that
RX j fZg(q;D; f) is convex in D and that RX j fZg(q;D; f) is
strictly decreasing for all D such that RX j fZg(q;D; f) > 0. Thus,
for any 0 < D  Dmax and any  > 0 we can write
RX j fZg(q;D; f) < RX j fZg(q;D   ; f)
i.e.,
min
(w jx)2M (q;D;f)
I(X;W jZ)
< min
(w jx)2M (q;D ;f)
I(X;W jZ):
SinceMX j fZg(q;D   ; f)  MX j fZg(q;D; f), theW attaining
the minimum on the left hand side must be in MX j fZg(q;D; f)  
MX j fZg(q;D   ; f), and such aW must achieve an expected dis-
tortionD(W ) satisfyingD  < D(W )  D. The result then follows
from the fact that  is arbitrary.
To compute the rate-distortion function, we consider each decoding
function f in turn. For the f from Table II, the problem is to minimize
g(a0; a1; a2; r0; r1; r2) r0G(a0) + r1G(a1) + r2G(a2) (5)
over all (a0; a1; a2; r0; r1; r2) that satisfy
r0 + r1 + r2   1 = 0 (6)
r0a0 + r1a1 + r2a2   p0 = 0 (7)
r0a0 + r1a1 + r2q0 = D (8)
rw  0; w 2 f0; 1; 2g (9)
0  aw  1; w 2 f0; 1; 2g: (10)
Since G is convex [2], the function g(r0; r1; r2; a0; a1; a2) is convex
in each of its parameters. Thus, there can be only one local extreme
value, and, if it exists, it is the global minimum. The three equality
constraints (6), (7), and (8) allow us to reduce the number of unsolved
parameters from six to three. We reduce the search space further using
insights obtained by applying Lagrange multipliers to the optimization;
details are provided in Appendix A. The resulting numerical solution
for RX j fZg(q;D; f) leaves at most one free parameter, as in the so-
lution of the binary example given by Wyner and Ziv. After finding
RX j fZg(q;D; f) for each f; RX j fZg(q;D) follows from (3).
We summarize in Fig. 4 the form of the optimal solution for various
values of p0 and q0 when D = 0:1. The results for other values of D
are qualitatively the same, but the region for whichR = 0 grows asD
grows.
When both p0 and q0 are close to D = 0:1, only two symbols are
required. Symbol one conveys “set X^ = 0,” and symbol two conveys
“set X^ equal to the maximum likelihood predictor for X given the
side information.” Symbol two costs little rate to describe and gives
an expected distortion Ed(X; X^) = min(p0; q0) > D. Symbol one
complements symbol two by allowing us to occasionally describe the
(skewed) source at a higher quality. As both p0 and q0 increase, the dis-
tortion constraint becomes tighter, and we soon require a third symbol,
“set X^ = 1.” When both p0 and q0 are large, symbol two drops out
of use since a reproduction based on the side information has high ex-
pected distortion.
In comparing to earlier work, we note that Wyner and Ziv’s solution
for a symmetric marginal on X is a special case of the three-symbol
solution in which r0 = r2.
V. HEEGARD AND BERGER’S SYSTEM
In [4], Heegard and Berger pose a binary rate-distortion problem for
the system of Fig. 1(d). Choosing X and Z to be symmetric binary
sources, they relate the two via a binary symmetric channel of crossover
probability q0 and derive an upper bound on the rate-distortion func-
tion. They conjecture that this bound is tight. In [5], Kerpez shows that
their bound is loose and provides new upper and lower bounds. In this
section, we use the insights gained from the MSI system to show how
to compute the rate-distortion function for this example to a high de-
gree of accuracy using an approach that is numerical and is based on
highly constrained, multidimensional optimization.
The rate-distortion function for the Heegard and Berger (HB) system
is
RHB(D1;D2) = min
(U;V )2M (D ;D )
[I(X;U) + I(X;V jU; Z)]
whereMHB(D1; D2) is the set of auxiliary random variables (U; V )
such that (U; V ) ! X ! Z and there exist reproduction functions
X^1 = f1(U; V; Z) and X^2 = f2(U) such that X^1 and X^2 satisfy
Ed(X;X^1)  D1 and Ed(X;X^2)  D2 respectively [4]. An alter-
native form is given by Kaspi in [10].
The condition (U; V ) ! X ! Z can be rewritten using the fol-
lowing lemma.
Lemma 3: The condition (U; V ) ! X ! Z is equivalent to the
two conditions U ! X ! Z and V ! (U;X)! Z .
Proof: The result follows from
I(U; V ;Z jX) = I(U ;Z jX) + I(V ;Z jU;X)
and the fact that mutual information is nonnegative.
For any U , there exists a V and f1 such thatEd(X;f1(U; V; Z)) 
D1 (for instance, V = X and f1(U; V; Z) = V ). We can therefore
rewrite RHB(D1;D2) with the help of Lemma 3 as
RHB(D1;D2) = min
U2M (D )
[I(X;U)
+ min
V 2M (U;D )
I(X;V jU; Z)]
where
MUHB(D2) = fU : U ! X ! Z;
9f2 s:t: Ed(X;f2(U))  D2g
MVHB(U;D1) = fV : V ! (U;X)! Z;
9f1 s:t: Ed(X;f1(U; V; Z))  D1g:
Noting the equivalence of
MVHB(U;D1) and MX jUfZg(p(u; x; z);D1)
we have
RHB(D1;D2) = min
U2M (D )
[I(X;U)+RX jUfZg(p(u; x; z);D1)]:
For the binary example, this yields
RHB(D1;D2) = min
U2M (D )
u2U
p(u)[1 H(X jU = u)
+RX jU=ufZg(p(u; x; z);D1)]:
The variable U must achieve the distortion constraint at decoder 2.
As shown in [4], its alphabet is bounded according to jUj  jX j+2 =
4. We can therefore represent U by its marginal probabilities ru and
transition probabilities au = Pr(X = 1 jU = u); u 2 f0; 1; 2; 3g.
These parameters must satisfy
r0 + r1 + r2 + r3 = 1 (11)
r0a0 + r1a1 + r2a2 + r3a3 =
1
2
(12)
0  ru; u 2 f0; 1; 2; 3g (13)
0  au  1; u 2 f0; 1; 2; 3g: (14)
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Fig. 4. Value (top) and form (bottom) of the optimal solution for different values of p and q when D = 0:1.
For each u, the distribution p(u; x; z) is entirely characterized by that
symbol’s transition probability au and the side information crossover
probability q0. In what follows, we writeRX jU=ufZg(p(u; x; z);D1)
in the form R(au; q0; D1) to make explicit its functional dependence
on these parameters. It is the binary MSI rate-distortion function deter-
mined in the previous section when p0 = au.
Assume thatR(au; q0; D1) is differentiable3 with respect to au, and
define K(au) R(au; q0; D1)   H(au). Finding the optimal U is
equivalent to finding the (a0; a1; a2; a3; r0; r1; r2; r3) that minimize
1 + r0K(a0) + r1K(a1) + r2K(a2) + r3K(a3) (15)
subject to the constraints (11)–(14) together with a distortion constraint
for decoder 2. In Appendix C, we outline how to evaluate this mini-
mization and hence determine RHB(D1;D2) using a search over only
3We show in Appendix B that although R(a ; q ;D ) is not differentiable
everywhere with respect to a , we can alter it by an insignificant amount so as
to smooth it and make it so.
two parameters, matching the complexity required to evaluate the ex-
isting bounds by Heegard and Berger and Kerpez.
Evaluating RHB(D1;D2), we find a significant region of
(q0; D1; D2)-space for which the bounds of Heegard and Berger
and Kerpez are loose; an example is shown in Fig. 5. We find that the
rate-distortion function can at some points be as much as 0.056 bits
per symbol below the minimum of the two prior upper bounds, and at
others up to 0.2143 bits per symbol above Kerpez’s lower bound.4
There is one local minimum solution to the minimization that is al-
ways present in the case when we assume that none of the inequality
constraints is active. That minimum requires two symbols and occurs
when a0 = D2; a1 = 1   D2; r0 = 12 , and r1 =
1
2
, i.e., when U is
related toX via a binary symmetric channel with crossover probability
D2. In practice, we find that this is the optimal solution for all q0; D1,
4We note that, contrary to a conjecture by Kerpez, his solution is not every-
where better than Heegard and Berger’s. The authors thank Sidharth Jaggi for
verifying a simple counterexample that at (q ;D ;D ) = (0:1;0:05; 0:25),
Kerpez’s bound R  0:4116 is looser than Heegard and Berger’s bound
R  0:3970.
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Fig. 5. Numerical results for Heegard and Berger’s system, q = 0:1; D = 0:05.
and D2 tested, and we conjecture that it is a unique optimal solution.
However, since K(au) is not convex (because R(au; q0; D1) is not a
convex function of au), we cannot easily prove the uniqueness of this
solution. We can at least conclude that it provides an extremely tight
upper bound, and it can be computed with a search over only one pa-
rameter rather than two.
A binary symmetric U achieves the rate-distortion function in the
absence of decoder 1 (i.e., U achieves RX(D2)). The corresponding
V achieves RX jUfZg(p;D1). Here we have a situation akin to
successive refinement, except that the refinement variable V must now
work in cooperation with side information. Looking at Heegard and
Berger’s Gaussian example in [4], we find the same pattern. There,
too, the variable U is chosen as it would be to achieve RX(D2), and
V is chosen to provide the necessary refinement. We recall that both
binary and Gaussian sources are successively refinable, suggesting
that this two-step approach might achieve the Heegard and Berger
rate-distortion function for all successively refinable sources for which
RX(D2)is achieved by a U generated independent and identically
distributed from X .
For general sources, the two-step approach bounds the HB rate-dis-
tortion function from above in terms of the traditional andMSI rate-dis-
tortion functions. The MSI rate-distortion function is in turn bounded
in relation to the conditional rate-distortion function by the rate loss
results of Section II.
VI. SUMMARY
We investigate the Gaussian and binary rate-distortion examples for
the mixed side information system. The Gaussian example general-
izes easily from the Wyner–Ziv case; the binary example is consid-
erably more complicated, but we present an easily computable solu-
tion. We use this MSI solution to help us solve a more difficult binary
rate-distortion problem for the system of Heegard and Berger. For this
system, comparison of the new binary solution and the previously ex-
isting Gaussian solution show that they both use a separable, two-step
approach to construct auxiliary random variables. That a two-step ap-
proach is optimal suggests the existence of a new type of successive
refinement for which the second part of the description is decoded to-
gether with side information. It also suggests that a two-step approach
might yield good results for practical coding.
APPENDIX A
THE BINARY MSI EXAMPLE
In this Appendix, we apply Lagrange multipliers to the minimization
required to determine RX j fZg(q;D; f). We use the function f de-
scribed by Table II to illustrate our method. For this f , we seek to min-
imize (5) subject to the conditions in (6)–(10). There are six inequality
constraints; our application of Lagrange multipliers will depend on the
subset that is active. Assume first that none of the constraints is active.
We use the objective function and the equality constraints to form the
Lagrangian
J(a0; a1; a2; r0; r1; r2) = r0G(a0) + r1G(a1) + r2G(a2)
+ 1(r0 + r1 + r2   1)
+ 2(r0a0 + r1a1 + r2a2   p0)
+ 3(r0a0 + r1a1 + r2q0  D)
and obtain the first-order optimality conditions by differentiating
J(a0; a1; a2; r0; r1; r2):
@
@r
: G(a0) = 1 + a02 + 3
@
@r
: G(a1) = 1 + a12 + 3
@
@r
: G(a2) = 1 + a22 + q03
@
@a
: G0(a0) = 2 + 3
@
@a
: G0(a1) = 2 + 3
@
@a
: G0(a2) = 2:
(16)
These first-order conditions relate (a0; a1; a2; 1; 2; 3); the equality
constraints then give (r0; r1; r2) in terms of (a0; a1; a2). For this ex-
ample, the first order conditions governing a0 and a1 are identical.
There is a unique optimal value for the minimization, so we can con-
clude that it is achieved when a0 = a1. This is a pattern that is followed
for all f : when the decoding rules for two symbols i and j are equal,
i.e., when f(i; z) = f(j; z) 8z 2 f0; 1g, then ai = aj . We can there-
fore combine symbols i and j to form a single symbol with transition
probability ai and marginal probability ri + rj . The solution then has
at most two symbols and four parameters, three of which can be fixed
by the equality constraints. This reduces our optimization to a search
over one free parameter as desired.
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The solution for other decoding functions f is found using a sim-
ilar approach, and we take advantage of the symmetry of the problem
to reduce the number of decoding functions we must consider. From
Table I and the following discussion, there are at most three decoding
rules f(w; ) that need be considered for each symbol. The problem is
symmetric in the three symbols, hence it is only the number of sym-
bols using each decoding rule that is important in computing a solution.
When all three symbols have the same decoding rule, then the optimal
transition probabilities are the same for each and the three symbols can
be combined into one. This one-symbol solution has no free parame-
ters. When two symbols have the same decoding rule, the optimal solu-
tion uses two symbols and has only one free parameter. Finally, when
all three symbols have different decoding rules, the first order condi-
tions have a solution that we give in terms of a0 as
(a1; a2; 1; 2; 3) =
1
2
; (1  a0); q0G
0(a0); 0; G
0(a0)
where a0 itself is the solution toG(a0) = (a0   q0)G0(a0). We solve
for a0 numerically and obtain r0; r1, and r2 from the equality con-
straints.
Considering now the case when some of the inequality constraints
are made active (i.e., are made into equality constraints), we make the
following observations.
• Assume the constraint (9) on rw; w 2 f0; 1; 2g is active; that is,
rw = 0. Then symbolW = w is never used and the optimiza-
tion need consider only solutions with at most two symbols.
• If all three of the constraints in (10) are active, then all param-
eters are uniquely determined. If two are active, we have only
one free parameter.
From the above, either 1) we require only one or two symbols, 2)
two or more of the aw are constrained, or 3) none of the constraints on
the rw and at most one of the constraints on the aw are active. Since
cases 1) and 2) both leave at most one free parameter, we can easily
compute the optimal solution for each. The nontrivial solutions arising
from case 3) are listed below.
The first is when a0 = 0 and the distortion constraint isD = r1q0+
r2(1  a2). From the first-order conditions, we obtain
G(a1) = H(q0) + (a1 + q)G
0(a1)  q0G
0(a2): (17)
We search over a2 and use (17) to find a1 given a2.
The second is when a0 = 1 and the distortion constraint is D =
r1a1 + r2q0. We search over a2 and obtain a1 numerically from
G(a1) = H(q0) G
0(a2) + a1G
0(a1):
The above analysis reduces the search for the optimalW to three so-
lution classes:
1) solutions with only one or two symbols;
2) solutions with a1 = 12 ; a2 = 1 a0, and a0 found numerically;
3) solutions where exactly one of the boundary constraints on aw
is active.
Numerical experiments suggest that the best solutions from class 3
never outperform the best solutions from classes 1 and 2.
APPENDIX B
DIFFERENTIABILITY OF K(Au)
To apply the first order optimality conditions in the Heegard and
Berger problem, we need to ensure that K(au) = R(au; q0; D1)  
H(au) is differentiable with respect to au for 0 < au < 1. Here,
R(au; q0; D1) is the binaryMSI rate-distortion function, determined in
Section IV, when p0 = au. SinceH(au) is differentiable with respect
to au for 0 < au < 1, it remains to ensure that R(au; q0; D1) is also
differentiable for 0 < au < 1.
As we show in Lemma 4 below,R(au; q0; D1) is a continuous func-
tion of au, differentiable at all but a finite number of points. In an ar-
bitrarily small neighborhood around each of these points, we smooth
the function to make it differentiable; we do so without changing the
functional value by more than an arbitrarily small amount  > 0. We
substitute the smoothed (and differentiable) form ofR(au; q0; D1) for
the original in the definition ofK(au). By doing so, we alter the func-
tion we are minimizing in the Heegard and Berger problem by at most
; the effect on the derived rate-distortion result of assuming differen-
tiability of K(au) is thus negligible.
Lemma 4: R(p0; q0; D1) is a continuous function of p0, differen-
tiable at all but a finite number of points.
Proof: R(p0; q0; D1) is given by (4) as
R(p0; q0; D1)
= min
f2F
min
(w jx)2M(p ;q ;D ;f)
 G(p0) +
2
w=0
rwG(aw)
=  G(p0) + min
f2F
min
(w jx)2M (p ;q ;D ;f)
2
w=0
rwG(aw)
where MX j fZg(p0; q0; D1; f) is the set of all test channels de-
scribing an auxiliary random variable W with jWj  3 such that
W ! X ! Z and Ed(X; f(W;Z))  D1. Differentiability of
G(p0) is shown in [2]; we concentrate on showing that the remaining
term is differentiable.
For any p0, the minimum over all test channels in the definition of
R(p0; q0; D1; f) can be obtained by a test channel with jWj = 3.
That no more than three symbols are needed is established in [2], and
for any solution with fewer than three symbols, there always exists
a corresponding three-symbol solution that yields the same minimum
value. (For instance, if the two-symbol solution (a0; a1; r0; r1) is op-
timal, then so is the three-symbol solution (a00; a01; a02; r00; r01; r02) =
(a0; a1; a1; r0;
r
2
; r
2
).) For each f , we partition M(p0; q0; D1; f)
into a set of interior test channels (all aw 2 (0; 1)) and sets of different
types of boundary test channels (having one or more aw 2 f0; 1g).
For each of these sets, we can derive a set of first-order conditions sim-
ilar to those in (16). For all sets, we obtain the same result as we did
for the conditions in (16): the first-order conditions uniquely determine
the values of a0; a1, and a2. These values are independent of p0. The
value of p0 affects only how we determine r0; r1, and r2 as functions
of a0; a1, and a2 by applying the equality constraints. Moreover, we
can show that the functions specifying r0; r1, and r2 are always linear
functions of p0, because the equality constraint (2) is a linear function
of p0. Since the objective function 2w=0 rwG(aw) in the minimiza-
tion is also a linear function of (r0; r1; r2), this implies that for any of
the sets, the minimal value of the objective function changes as a linear
function of p0.
We find
min
f2F
min
(w jx)2M (p ;q ;D ;f)
2
w=0
rwG(aw)
as a function of p0 by taking the minimum of the solutions yielded by
the different sets for each f , followed by theminimum over all f . There
are a finite number of functions to consider in the minima, and each is
linear in p0. The desired result follows from the observation that the
minimum of a finite numberM of linear functions is continuous and is
differentiable at all but at mostM   1 points.
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APPENDIX C
THE BINARY HB EXAMPLE
In this Appendix, we outline the results of applying Lagrange multi-
pliers to the minimization of (15) subject to the conditions in (11)–(14)
and a distortion constraint.
There are only two possible decoding rules for each symbol: f(u) =
0 or f(u) = 1. When f(u) = 0, then that symbol contributes an
expected distortion of ruau; when f(u) = 1 it contributes an expected
distortion of ru(1   au).
Consider first the case in which none of the inequality constraints is
active. The application of Lagrange multipliers yields that au = c1;f
for all u such that au  1 au, and au = c2;f otherwise. Since we can
combine symbols with identical transition probabilities, then for any f
the optimal U requires only two symbols. The two-symbol solution
has four parameters, (a0; a1; r0; r1). Three can be determined from
the equality constraints, leaving one to search over. The evaluation of
R(au; q0; D1) also involves a search over one free parameter (as shown
in the previous section), so that evaluating the optimal U requires a
search over two parameters.
Now consider the casewhen one ormore of the inequality constraints
are active. The inequality constraints on ru are of little interest since
setting any particular ru to zero simply reduces the number of symbols
by one. In applying the inequality constraints on the transition prob-
abilities au, we first note that if ai = aj = 0, or ai = aj = 1 then
symbols i and j can be combined into a single symbol. Therefore, there
are only three cases of boundary solutions: one or more of the transition
probabilities is zero, one or more is one, or some are zero and some are
one. In all cases the boundary solution can be computed with a search
over at most two parameters. We list below the three cases that require
numerical solution of one or more parameters.
1) When a0 = 0 and D = a1r1 + (1  a2)r2, then we obtain a1
and a2 numerically in sequence from
K(a1) = a1K
0(a1)
K(a2) = (a2  
1
2
)K 0(a2) +
1
2
K
0(a1):
2) When a0 = 1 and D = a1r1 + (1  a2)r2, then we obtain a1
and a2 numerically in sequence from
K(a2) = (a2   1)K
0(a2)
K(a1) = (a1  
1
2
)K 0(a1) 
1
2
K
0(a2):
3) When a0 = 0; a1 = 1, andD = r1 + a2r2 + (1  a3)r3, then
we obtain a2 and a3 numerically from
K(a2) = a2K
0(a2)
K(a3) = (a3   1)K
0(a3):
Thus, when one ormore of the inequality constraints is active, we can
still evaluate the solution by searching over a total of two parameters.
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Zero-Error Instantaneous Coding of Correlated Sources
With Length Constraints Is NP-Complete
Ying-On Yan, Member, IEEE, and Toby Berger, Fellow, IEEE
Abstract—It is well known that the Kraft inequality gives a necessary and
sufficient condition on the codeword lengths of a zero-error instantaneous
code for a single source. However, generalization for two correlated sources
is nontrivial. We show that in the Slepian–Wolf configuration, even if one
source is known at the decoder, designing a zero-error instantaneous code
with given codeword lengths for the other source is NP-complete.
Index Terms—Correlated sources, Kraft inequality, NP-complete
problem, prefix condition, rectangle packing, zero-error variable-length
codes.
I. INTRODUCTION
Three decades have passed since Slepian and Wolf published their
landmark paper on coding of correlated sources [1]. Nevertheless, most
subsequent results on multiterminal source coding are concerned with
block codes and a comprehensive theory of zero-error variable-length
codes for multiple sources still needs to be developed. In this corre-
spondence, we study the problem of generalizing a well-known result
for variable-length codes, namely the Kraft inequality, for two corre-
lated sources.
Let X and Y be discrete memoryless sources with alphabets X =
f0; 1; 2; . . . ; nX   1g and Y = f0; 1; 2; . . . ; nY   1g, respectively.
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