We provide a variational interpretation of the DeGroot-Friedkin map in opinion dynamics. Specifically, we show that the nonlinear dynamics for the DeGroot-Friedkin map can be viewed as mirror descent on the standard simplex with the associated Bregman divergence being equal to the generalized Kullback-Leibler divergence, i.e., an entropic mirror descent. Our results reveal that the DeGroot-Friedkin map elicits an individual's social power to be close to her social influence while minimizing the so called "extropy"-the entropy of the complimentary opinion.
I. INTRODUCTION
T HE DEGROOT-FREIDKIN map [1] in opinion dynamics is a nonlinear recursion of the form
where n−1 := {x ∈ R n ≥0 | 1 x = 1} denotes the standard simplex in R n , i.e., convex hull of the standard basis vectors e 1 , . . . , e n in R n . Let int ( n−1 ) := {x ∈ R n >0 | 1 x = 1} denote the interior of this simplex. The state vector x = (x 1 , . . . , x n ) models the self-weights of n individuals exchanging opinions in a social network on a particular issue. The recursion index k = 0, 1, . . . codifies a sequence of issues. The map f depends on a parameter vector c ∈ int ( n−1 ), which is the Perron-Frobenius left eigenvector of an n × n row stochastic, zero-diagonal, irreducible 1 matrix C, typically referred to as the "relative influence" or "relative interaction matrix". As in the original DeGroot-Friedkin model, we will assume that the matrix C is constant. Under the stated structural assumptions on matrix C, the vector c satisfies (see [1, Lemma 2.3 , part (i)]) 0 < c i ≤ 1/2 for all i = 1, . . . , n. Intuitively, the elements of the matrix C model the relative influence of an individual's social network in her opinion, The author is with the Department of Applied Mathematics, University of California, Santa Cruz, CA 95064 USA (e-mail: ahalder@ucsc.edu).
Digital Object Identifier 10.1109/LCSYS.2019.2900452 1 A nonnegative matrix is irreducible if its associated digraph is strongly connected. The digraph associated with an n × n nonnegative matrix is constructed by adding a directed edge from node i to j, where i, j = 1, . . . , n, provided the (i, j)−th element of the matrix is positive. and they affect the opinion dynamics via vector c. Thus, the DeGroot-Freidkin map describes how the self-weights of a group of individuals evolve over a sequence of issues accounting that social interactions influence opinion.
To ease notation, let [n] := {1, . . . , n}. In the DeGroot-Freidkin model, the map f (x(k)) is explicitly given by
for k = 0, 1, . . ., where the symbol denotes element-wise division, and 1 denotes the column vector of ones. The explicit form of the recursion appeared first in [1, Lemma 2.2], and was proposed as a combination of the DeGroot model [2] and the Friedkin's model of reflected appraisal [3] in the evolution of social power (therefore, the name "DeGroot-Friedkin model"). Various extensions of the basic DeGroot-Friedkin model have appeared in [4] - [6] .
The convergence properties for the DeGroot-Friedkin map depend on whether the digraph associated with C has star topology or not. An n-vertex digraph has star topology if there exists a node i ∈ [n], referred to as the "center node", so that all directed edges of the digraph share the i-th vertex. In the opinion dynamics context, interpreting the vertices of the digraph as individuals, existence of star topology means that a single individual holds the social power to influence the opinion of the group.
From (1), it is evident that the map f leaves the vertices of the simplex invariant, and hence {e i | i ∈ [n]} are fixed points. For 2 n ≥ 3, it is known [1, Th. 4.1] that in addition to the simplex vertices, there exists a unique fixed point x * ∈ int ( n−1 ), provided the digraph associated with C does not have star topology. In that case, for all initial conditions x(0) ∈ n−1 \ {e 1 , . . . , e n }, the iterates x(k) → x * as k → ∞. On the other hand, if the digraph associated with C has star topology, then the simplex vertices {e i | i ∈ [n]} are the only fixed points [1, Lemma 3.2] , and for all initial conditions x(0) ∈ n−1 \ {e 1 , . . . , e n }, the iterates x(k) → e i as k → ∞, where i ∈ [n] is the index of the center node. In the rest of this letter, we will tacitly assume that the digraph associated with C does not have star topology, i.e., the map (1) admits (n + 1) fixed points {e 1 , . . . , e n , x * } where x * ∈ int ( n−1 ).
We can interpret the vertices of the simplex as "autocratic" fixed points. The fixed point x * in the interior of the simplex, is purely "democratic" when it is equal to 1/n, which happens if and only if C is doubly stochastic. In general, the location of x * ∈ int ( n−1 ) depends on the parameter vector c (or equivalently, on the matrix C).
The results mentioned in the preceding two paragraphs were derived in [1] through Lyapunov analysis. The purpose of this letter is to present a variational interpretation of the opinion dynamics for the DeGroot-Friedkin map. Specifically, we show that the DeGroot-Friedkin map can be viewed as mirror descent of a convex function on the standard simplex with the associated Bregman divergence being equal to the generalized Kullback-Leibler divergence. On one hand, our development provides novel geometric insight for the opinion dynamics on standard simplex. On the other hand, it answers the natural question: what is the collective utility (i.e., "social welfare") that the DeGroot-Friedkin map elicits over a given influence network?
This letter is organized as follows. Section II provides an expository overview of mirror descent. Our main results are collected in Section III. Several implications of our variational interpretation are provided in Section IV. Section V concludes this letter.
Notations and Preliminaries: We denote the entropy of a vector p ∈ n−1 as H(p) := − n i=1 p i log p i , and the Kullback-Leibler divergence between p, q ∈ n−1 as
As is well-known, both H(p) and D KL (p q) are ≥ 0. In this letter, the operators log(·) and exp(·) are to be understood element-wise. Given vectors α = (α 1 , . . . , α n ) and β = (β 1 , . . . , β n ) , we denote element-wise multiplication and division as α β := (α 1 β 1 , . . . , α n β n ) and α β := (α 1 /β 1 , . . . , α n /β n ) , respectively. By diag(α) we mean a diagonal matrix with diagonal elements being equal to the entries of the vector α. The notations dom(·) and range(·) stand for domain and range of a function, respectively; cl(·) stands for closure of an open set; bdy(·) stands for boundary of a closed set. By closure cl(·) of a function, we mean that its epigraph is a closed set. We use ·, · to denote the standard Euclidean inner product. The Legendre-Fenchel conjugate [7, Sec. 12] of a function θ : R n → R, is θ * : R n → R given by
We clarify here the notation that a function with superscript * denotes the Legendre-Fenchel conjugate, while a vector with superscript * denotes fixed point. The following property of the Legendre-Fenchel conjugate will be useful in this letter.
(2)
II. MIRROR DESCENT
The mirror descent [8] is a generalization of the well-known projected gradient descent algorithm to account the pertinent geometry of the optimization problem. Recall that for solving a convex optimization problem of the form
(i.e., φ(·) is a convex function; X ⊂ R n is a convex set), the projected gradient descent with constant step-size h > 0 is a two-step algorithm, given by
where the Euclidean projection operator proj 2 2 , the subgradient g(k) ∈ ∂φ(x(k)) (the subdifferential), and k = 0, 1, . . . The mirror descent generalizes (4) by introducing the so-called mirror map and its associated Bregman divergence [9] .
Definition 1 (Mirror Map): Given the convex optimization problem (3), suppose ψ(·) is a differentiable, strictly convex function on an open convex set dom(ψ) ⊆ R n , i.e., ψ : dom(ψ) → R, such that the constraint set X ⊂ cl(dom(ψ)), range(∇ψ) = R n , and ∇ψ 2 → +∞ as x → bdy(cl(dom(ψ))). Then ψ(·) is called a mirror map.
Definition 2 (Bregman Divergence): Let ψ(·) be a mirror map as in Definition 1. The associated Bregman divergence
and can be interpreted as the error at x due to first order Taylor approximation of ψ(·) about y. In general, D ψ is nonsymmetric and hence not a metric.
With Definitions 1 and 2 in place, the mirror descent algorithm associated with the mirror map ψ(·) is a modified version of (4), given by
where the Bregman projection operator proj
The main insight behind (6) is the following. As the subgradient g(k) is an element of the dual space, the subtraction in (4a) does not make sense unless the decision variable x in (3) belongs to a Hilbert space (since the dual space of a Hilbert space is isometrically isomorphic to the Hilbert space, thanks to the Riesz representation theorem [13, Ch. 4] ). To circumvent this issue, (6a) takes an element from the primal space to the dual space via x(k) → ∇ψ(x(k)), performs the gradient update in the dual space, and maps back the updated value y(k + 1) in the primal space. To ensure that x(k + 1) be in the set X , the Bregman projection is performed in (6b). The choice of the mirror map is usually guided by the geometry of the set X .
We note that (6) x − y 2 2 ). Of particular importance to us, is the choice
the generalized Kullback-Leibler divergence, named so because it equals D KL (x y) when x, y ∈ n−1 . In the opinion dynamics context, we set X ≡ n−1 \{e 1 , . . . , e n }, and seek an equivalence between (1) and (3). Per Definition 1, notice that ψ(x) ≡ −H(x) is a valid mirror map since it is strictly convex and differentiable; furthermore, X ≡ n−1 \ {e 1 , . . . , e n } ⊂ cl(dom(ψ)) = R n ≥0 , range(∇ψ) = range(1 + log x) = R n , and ∇ψ 2 → +∞ as x → bdy(cl(dom(ψ))). Using (7), direct computation gives
Therefore, for the mirror map ψ(x) ≡ −H(x), the mirror descent algorithm (6) becomes
where k = 0, 1, . . .. Notice that for x ∈ n−1 \ {e 1 , . . . , e n }, the map (1) is indeed in the form of a generalized Kullback-Leibler projection for a positive vector c (1 − x) onto the standard simplex. We next develop this correspondence between (1) and (9) .
III. MAIN RESULTS
In order to associate a variational problem of the form (3) with the DeGroot-Friedkin map, we transcribe (1) in the form (9) by setting
where g ∈ ∂φ(x), x ∈ n−1 \ {e 1 , . . . , e n }. Rearranging (10), we get
which implies
where we used n i=1 x i = 1. Since both D KL (· ·) and H(·) are nonnegative functions, hence from (12b) it follows that φ(x) ≥ 0 for all x ∈ n−1 , n ≥ 3. Furthermore, we have the following.
Lemma 1: The function φ(·) in (12b) is strictly convex over n−1 for n ≥ 3. Proof: Notice that
The following non-trivial 3 result was proved in [10, Th. 20]: the function H(1 − x) − H(x) is strictly convex for x ∈ n−1 , n ≥ 3. Therefore, (13) being the sum of a strictly convex and a linear function, is also strictly convex in x ∈ n−1 . From (12b), the statement follows. Remark 1: In [11] , the quantity H(1 − x), x ∈ n−1 , was referred to as the "extropy", and was argued to be a complimentary concept of the entropy H(x). Like entropy, the extropy is permutation invariant, achieves maximum at the uniform distribution 1/n, and minimum at the simplex vertices e i , i ∈ [n]. The quantities entropy and extropy coincide for n = 2, but are different for n ≥ 3 (see [11, Sec. 2] ).
Lemma 1 and its preceding discussion reveal that computing the fixed point x * ∈ int ( n−1 ) for the DeGroot-Friedkin map is equivalent to solving a convex optimization problem over n−1 \ {e 1 , . . . , e n }. We summarize this in the following Theorem.
Theorem 1: For n ≥ 3, and for a given c ∈ int ( n−1 ), let x * ∈ int ( n−1 ) be the non-autocratic fixed point of the DeGroot-Friedkin map (1) . Then x * equals arg min
Proof: The equivalence between the mirror descent (3) with X ≡ n−1 \ {e 1 , . . . , e n } and the DeGroot-Friedkin map is due to (10), (11) , (12) . The convexity of the objective follows from Lemma 1. What remains to prove is that we must have x * ∈ int ( n−1 ), i.e., x * cannot be on the boundary of the simplex. One way to show this is to observe from (1) that
Since c i > 0 for all i ∈ [n], from (15) it follows that x * i > 0, i.e., x * ∈ int n−1 . We will see below that (15) can also be derived from the conditions of optimality for (14b).
An immediate corollary of the above is that the fixed point x * ∈ int n−1 is unique and its basin of attraction is n−1 \ {e 1 , . . . , e n }. These facts were established in [1] via non-smooth Lyapunov analysis.
Problem (14) minimizes the extropy (i.e., entropy of complimentary opinion) while staying close to the vector c in Kullback-Leibler sense. This can be interpreted as follows. The entries of c, termed as "eigenvector centrality scores", reveal social influence of an individual. The entries of the argmin x * reveal the individual's social power. The Kullback-Leibler term in the objective in (14) implies that an individual's social power tends to be close to her social influence. The extropy term promotes collective non-uniformity in complimentary opinion, i.e., penalizes the "spread" of the complimentary opinion (1 − x) for the group. The overall objective in (14) encapsulates the combined effect of these two tendencies.
We now show that permutation on the entries of c leads to the same permutation on the entries of x * .
Theorem 2: For a given c ∈ int ( n−1 ), let x * be the argmin for the convex problem (14) . For any n×n permutation matrix P, let y * := arg min y∈ n−1 \{e 1 ,...,e n } D KL (y Pc) + H(1 − y) .
Then y * = Px * . Proof: We start by noting that
and that log(Pc) = P log c. Since P = P −1 , hence letting z := P −1 y, we can rewrite the right-hand-side of (16) as
where we have used that
, as both entropy and extropy are permutation invariant. Therefore,
This completes the proof. For problem (14) , since the objective is convex, and the constraint 1 x − 1 = 0 is linear, strong duality holds. Let ν ∈ R be the Lagrange multiplier associated with the constraint 1 x − 1 = 0. The corresponding Lagrangian
yields the following Karush-Kuhn-Tucker (KKT) conditions for the optimal pair (x * , ν * ):
(20b) Summing (20a) over i = 1, . . . , n, then using (20b) and 1 c = 1 reveals that
Using (21) to substitute for exp(−(ν * + 2)) in (20a) results the map x * → c, given by
which is what we obtained in (15) . At this point, recall that the matrix C being doubly stochastic is equivalent to c = 1/n. We next use (22) to further prove that x * = 1/n if and only if c = 1/n. Theorem 3: Let x * be the argmin for the convex problem (14) . Then, x * = 1/n if and only if c = 1/n.
Proof: For any i = j, using c i = c j = 1/n in (22), we obtain (21)). This gives (x * i −x * j )(1−x * i − x * j ) = 0, for all i, j = 1, . . . , n. Notice that x * i + x * j = 1 since otherwise, remaining (n − 2) entries of the vector x * would be zero, which contradicts the premise x * ∈ int ( n−1 ). Hence (14) for n = 3 on the simplex 2 for c = 1/3. In this figure, we also plot the fixed point x * = 1/3 (black diamond) and the first four iterates of six randomly chosen initial conditions (indicated by six different colored circles) for recursion (1) , showing they converge to x * , which is the minimizer for the objective function in (14) .
. On the other hand, directly substituting
Remark 2: Notice that for c = 1/n, the problem (14) reduces to computing the argmin of H(1 − x) − H(x) (due to (13) ). Therefore, a corollary of Theorem 3 is that x * = 1/n is the minimizer of the convex function H(1 − x) − H(x).
We now provide some numerical evidence to help visualize the development so far. In Fig. 1 , we plot the colormap of the objective function in (14) for n = 3 on the simplex 2 for c = 1/3. This colormap suggests that the objective function achieves minimum at x = 1/3, which is in accordance with Theorem 3. In the same figure, we overlay the fixed point x * = 1/3 (black diamond) and the first few iterates of six randomly chosen initial conditions (indicated by six different colored circles) for recursion (1) , showing that all the iterates converge to x * , which is indeed the minimum of D KL (x c) + H(1 − x) over the simplex.
Likewise, in Fig. 2 , we plot the colormap of the objective function in (14) on the simplex 2 for c = (2/5, 1/5, 2/5) . In this case, the fixed point x * = (3/7, 1/7, 3/7) (black diamond), which can be verified by direct substitution in (1) . Again, in Fig. 2 , we overlay the first few iterates of six randomly chosen initial conditions (indicated by six different colored circles) for recursion (1) showing that all the iterates converge to x * , which is indeed the minimum of D KL (x c) + H(1 − x) over the simplex.
IV. RAMIFICATIONS
Next, we collect some consequences which follow from our variational interpretation. (14) for n = 3 on the simplex 2 for c = (2/5, 1/5, 2/5) . In this figure, we also plot the fixed point x * = (3/7, 1/7, 3/7) (black diamond) and the first four iterates of six randomly chosen initial conditions (indicated by six different colored circles) for recursion (1) , showing they converge to x * , which is the minimizer for the objective function in (14) .
A. Proximal Recursion
A consequence of identifying φ(·) with the mirror descent is that we can express the (transient) DeGroot-Friedkin iterates via proximal recursion:
x(k + 1) = arg min x∈ n−1 \{e 1 ,...,e n } D KL (x x(k) 
where k = 0, 1, . . ., and g(k) ≡ g( x = x(k) ) is given by (11) . This proximal recursion perspective of mirror descent is due to [12] . One can view (23) as minimizing the local linearization of φ while not being too far (in Kullback-Leibler sense) from the previous iterate.
B. Lagrange Dual Problem
For theoretical completeness, we now derive the dual problem associated with the primal problem (14b). Since the constraint in (14b) is linear, we can derive the associated Lagrange dual problem using the Legendre-Fenchel conjugate (see [14, p. 221 
where as before, ν ∈ R is the Lagrange multiplier associated with the constraint 1 x − 1 = 0.
The Legendre-Fenchel conjugate h * (·) in (24) can be written as infimal convolution of h * 1 and h * 2 , i.e.,
where we used (2) to derive (25b). Performing the unconstrained minimization in (25c), we obtain
where
Thus, the dual problem associated with the primal problem (14b) is sup ν∈R ζ(ν), where ζ(·) is given by (24), and h * (·) is given by (26).
C. Equivalent Natural Gradient Descent
Natural gradient descent [15] generalizes the standard gradient descent to a Riemannian manifold. Specifically, let (M, M) be an n-dimensional Riemannian manifold with metric tensor M. For an optimization problem of the form
the natural gradient descent on (M, M) with fixed step size h > 0, is given by
where k = 0, 1, . . ., i.e., (29) steps in the steepest descent direction of ϕ(·) along the manifold (M, M) . We now exploit an equivalence established in [16] i.e., for X ⊂ cl(dom)(ψ) in (6), we modify (29) as projected natural gradient descent, i.e., , λ) , and X * := {μ ∈ M | μ = ∇ x ψ(x), x ∈ X }. Thus, in general, the mirror descent (6) is equivalent to the projected natural gradient descent (30). For our particular instance (9) , − 1) ), and (30) becomes
where φ is given by (12b). Substituting ψ * (μ) = 1 exp(μ − 1) in (31) gives
The Lemma below helps in computing the projection in (32). Lemma 2: Let μ = ∇ x ψ(x), and λ = ∇ y ψ(y). Then D ψ * (μ, λ) = D ψ (y, x) .
Proof: The proof follows from the definitions of the Bregman divergence and the Legendre-Fenchel conjugate.
In (32), let λ := log(c (exp(1) − exp(μ(k)))), μ(k + 1) = 1 + log x, and λ = 1 + log y. Thanks to Lemma 2,
where X ≡ n−1 \{e 1 , . . . , e n }, and D ψ is given by (7) . Direct calculation yields x = y/1 y. Therefore, (32) gives μ(k + 1) = 1 + log x = 1 + log y/1 y = log exp(λ)/1 exp(λ − 1) . (34)
Substituting λ = log(c (exp(1) − exp(μ(k)))) back in (34) followed by algebraic simplification results exp(μ(k + 1) − 1) = c (1 − exp(μ(k) − 1)) 1 (c (1 − exp(μ(k) − 1))) .
Since μ = 1 + log x, hence the natural gradient recursion (35) is exactly the DeGroot-Friedkin map (1). Remark 3: The equivalence between the mirror descent (9) and the natural gradient descent (31) allows us to interpret the DeGroot-Friedkin map as steepest descent of φ(∇ μ ψ * (μ)) = D KL (exp(μ − 1) c) + H(1 − exp(μ − 1)) along the manifold (M, diag(exp(μ−1))), where M is the image of X ≡ n−1 \ {e 1 , . . . , e n } ⊂ dom(ψ) ≡ R n >0 under map ∇ x ψ = 1 + log x. In other words, the steepest descent occurs on the space of (shifted) log-likelihood.
Remark 4: In the information geometry literature [17] , [18] , (33) is called the moment or M-projection while (8) is called the information or I-projection. For arbitrary X , (8) and (33) are not equal in general.
V. CONCLUSION
The DeGroot-Friedkin model for opinion dynamics describes the evolution of social power as a group of individuals discuss a sequence of issues over a network. We show that the DeGroot-Friedkin dynamics has a variational interpretation, i.e., the group of individuals collectively minimize a convex function of the opinions or self-weights. In particular, we prove that the nonlinear recursion associated with the DeGroot-Friedkin map can be viewed as entropic mirror descent over the standard simplex. Our variational formulation recovers known properties of the DeGroot-Friedkin map which were proved earlier via non-smooth Lyapunov analysis. Furthermore, the mirror descent framework reveals new interpretations of the DeGroot-Friedkin dynamics -as a proximal recursion, and as a steepest descent on the space of log-likelihood. We hope that our results will motivate further investigations of opinion dynamics models from a variational perspective. Future work will involve numerical results based on real social network datasets.
