In this paper, we propose a novel scheme for recognition of handwritten numerals for a regional language Odia of the Indian continent. Additional attempts have also been made to implement this scheme for recognition of handwritten numerals of two other languages namely, Bangla and English. Thus, the proposed scheme has been generalised to three different languages. Three variants of time series description of global shapes of numerals have been wrapped up in a vector. This vector is treated as the primary features for the suggested scheme. Satisfactory overall accuracy rate of 96.25% is achieved for Odia numerals. Promising results are also obtained for recognising English and Bangla numerals.
Introduction
Handwritten optical character recognition (OCR) system has numerous practical and commercial applications. Until now, it has been a challenging task to devise a perfect OCR. This is due to the presence of severe complexities among the characters in different languages. One of the major complexities is the presence of intra-variability between writing styles of users. In India, 22 official languages possessing distinct characteristics are used in different states. Odia is one among these official languages of India used by 27 million of people in the state of Odisha. It has been observed that, less quantity of Odia recognisers is reported in the literature. As a complementary measure, the proposed scheme puts thrust on to this Odia language and presents a recogniser for handwritten Odia numerals. Simultaneously, it has been used in the recognition of numerals in two other languages, thus reflecting its ability to be generalisable for multiple languages.
Numerous feature selection and extraction methods have been reported on the literature for OCR (Pal et al., 2012) . These features have been selected from a handful of choice like curvature (Gatos et al., 1997; Pal et al., 2007) , f-ratio (Wakabayashi et al., 2009) , Zernike moments (Khotanzad and Hong, 1990) , and skeletal convexity (Bag et al., 2011) . Wang et al. (2005) have used Gabor filters for extracting features from a greyscale character image. Histogram features are extracted from real part of Gabor filter output, and it shows satisfactory recognition performance on Chinese characters. A Bayesian decision-based neural network (BDNN) prototype for multi linguistic handwritten character recognition scheme has been proposed in Fu and Xu (1998) . It takes into account the four directional strokes of a character. The prototype system demonstrates a successful utilisation of self-growing probabilistic decision-based neural network (SPDNN) to Chinese handwritten character recognition. In Mishra et al. (2013) , a comparative study of DCT and DWT feature-based Odia character recognition have been presented. In Pujari et al. (2004) , a commercially viable Telugu character recogniser has been presented. Wavelet multiresolution analysis and associative memory models have been used for feature extraction and recognition purposes respectively. For accomplishing the learning task Hopfield-based dynamic neural network has been used. Printed Odia characters have been successfully recognised using a combination of stroke and run-number-based features (Chaudhuri et al., 2002) . Along with this; features are obtained using the concept of water overflow in a reservoir. However, no fine-tuning of their work has been reported. Hidden Markov model (HMM) has been used for recognition of handwritten Odia numerals (Bhowmik et al., 2006) . The HMM is generated out of the shape primitives of individual numeral and is referred to as a template for establishing a match for probe numerals. For this matching task, its class conditional probability is found against each HMM.
It is observed that most of the OCR schemes reported on the literature perform well for a particular language. A general scheme for recognition of multiple languages is thus required. To address these issues, we suggest a generalised solution for numeral character recognition in multiple languages. The proposed scheme is a simple but effective method for optical handwritten character recognition. Attempts have been made to use features extracted from the contour primitive of characters. A BPNN classifier is utilised for recognition of the characters. Simulation has been carried out on Odia, Bangla and English handwritten numerals to validate the suggested scheme. Thus, attempts have been made to generalise the scheme for multiple languages.
The organisation of the paper is as follows. Section 2 deals with the proposed scheme which includes feature extraction, selection and classification phases. Section 3 describes the simulation results performed on numerals of three different languages. Later, performance comparison with two existing schemes has been made in Section 4. Finally, concluding remarks are provided in Section 5.
Proposed scheme
The proposed scheme involves preprocessing, feature selection, and recognition phases. Corresponding system overview is presented in Figure 1 . Image acquisition is done by capturing character images using a flat-bed scanner. In the preprocessing phase, several tasks like noise removal, standardisation and normalisation (Bieniecki et al., 2007; Fung and Chamchong, 2010; Le and Lee, 2010) are performed on the character image to make it eligible for the feature extraction phase. We specifically focus on two important phases, namely feature extraction and recognition by classification. One dimensional representation of the contour of the character forms the basis of feature vector in this work. The contour descriptor say, T = t 1 , t 2 , ..., t m is an ordered set of m real valued variables taken clock-wise (Ding et al., 2008 ) from the contour. Polygonal approximation is applied for generating two basic feature vectors representing the numeral. The novelty of the scheme lies on the fact, a two-fold feature based on contour description is suggested as input to the neural classifier. The feature selection and recognition methodologies which are given prime importance are discussed below in sequel.
Feature extraction
To illustrate polygonal approximation, segmentation and feature extraction from binarised image of the numeral '3' is shown in Figure 2 as an example. The numeral '3' shown here is first subject to morphological thinning operation and binarisation in its preprocessing phase. It can be noticed that it is having a one-liner appearance. This morphological operation is essentially applied to every handwritten samples as their thickness vary from each other. So, to standardise this variation in thickness, proper morphological processing have been applied to them. In this figure, two segments representing a portion of the binarised image are shown to the right side of the figure. The distance (l i ) between the centroid (c) and the starting point (p i ) of i th segment, the angle (θ i ) between l i and chord v i (between i th and (i + 1) th segments) serve as the primary features. For each character, polygonal approximation is performed to extract these two different features. Polygonal approximation is based on equal contour segmentation of the shape of an object followed by extraction of new polygonal primitives relative to the centroid of the contour. Taking equal contour segmentation for the same does not seem to be a wise step. Because, the objects considered here are all handwritten numerals and there are lots of chances that there lie volatilities in the contour paths of same numerals. Instead, the total number segments per image have to be kept fixed as already the image sizes are standardised. Thus, for all the numerals, same number of segments are obtained. The total number of segments per image contour should range between 25 to 75 (Cohen et al., 2002) . When the contour is segmented into an equal number of equivalent length arcs, the same numbers of chords inside the inner side of each arc are obtained.
This sequence of chords inside the inner wall of the contour makes a relatively close approximation to the contour. Algorithm 1 illustrates the set of steps for construction of feature vector f v . For an object contour having S segments, the feature points f i of the feature vector f v extracted from an i th segment can be enumerated as a 2 × s matrix defined as, 
7:
Increment counter, cnt ← cnt + 1 9: end while
10: end for
These feature descriptors are unique to a particular character class. For choosing the starting pixel in the profile, one can choose the farthest pixel or nearest pixel from the centre. If more than one point exists, as it is the case in a circle, then any of these two can be selected. In our case, the leftmost isolated point on the contour is chosen as the starting point for segmentation. Choosing such a starting point is justified as follows. As, we are considering handwritten numerals, the numeral structure might be awkward at any point of the contour. So, it is a good practice to take the first end point of the numeral image scanning from left to right. Same justification can be followed for altering the direction while taking the initial point on the contour. The contour description relies on rich contour points for which the contour can be divided into equal length segments. The algorithm has a time complexity of O(n c ) where n c is the number of contour points. The space complexity of this algorithm is O(s × Feature_Size), where s is the number of segments. The selection of the number of segments is a heuristic choice, and it should be selected in such a manner that the average smoothness factor (ratio between chord and arc) should be above 75%. This is to keep intact for the quality of the approximation and to ensure the perfect polygonal approximation to the contour description. For our case, we have chosen 34 segments per complete contour based on pilot experimentation.
Handwritten sample acquisition
Numerals from three different scripts, namely, Odia, Bangla and English are used in our experiments for examining the effectiveness of the proposed scheme. To prepare the datasets, Bangla and English data samples are collected from existing database (http://www.isical.ac.in/ujjwal/download/database.html; http://yann.lecun.com/ exdb/mnist/). In the other hand, lacking a proper Odia database leads us to a self motivated data collection task. The collection has been made at the National Institute of technology Rourkela through out. Two takenote devices in this context have been acquired for dedicated sample collection. Special kind of pre-formatted data sheets, which are filled by the people of different age groups, and education have been gathered. Information collection in such a mixture mode is important as it helps us to work with all the variation possibilities in the handwritten characters domain. We are keeping the collection task refrained from any scanning activities. This is due to several advantages of the Takenote device over a flat-bed scanner. Two of the major advantages are almost zero-noise data acquisition property and portability of the Takenote device. A total of 3,000 Odia numeral samples have been collected in this manner. For each of these datasets 1,000 samples are used for training purpose and rest of the samples are used for the test purpose. For handwritten Bangla digits, a dataset of 2,000 samples is acquired from which 500 samples are used as training data and 1,500 are used as testing data. For English numerals, a dataset of 3,000 training samples is also acquired from which we consider train/test cardinality to be 1,000/2,000. All the numeral images are standardised to a size of 30 × 30 and then noise removal is performed on them using Weiner filter of mask size 5 × 5. The images are binarised. Finally, morphing operations are applied to smoothen the images to single m-connected components. To bring uniformity, bounding box encapsulation is done for each character image.
Recognition by classification using BPNN
A bulk of the pattern recognition and classification tasks are carried out successfully by neural network. Among the more utilised neural network models, there are the feed-forward networks which use the back propagation training method. Each training instance is particularly described by a feature vector as input and a desired output vector. In the present scheme, we use a neural network trainer using back propagation based on conjugate gradient algorithm (CGA). CGA is based on quadratic approximation for the error, E(w) with respect to the weights (Moller, 1993; Stone and Lister, 1994) . These approximation equations are given as,
where E(w) is the error function, E qw is the quadratic approximation to E in a neighbourhood of point w. CGA is listed in Algorithm 2. Using a step size scaling mechanism, it avoids a time-consuming line search in every iteration of training and as a result achieves faster convergence. 
If the steepest descent direction r k ≠ 0 then set k = k + 1 and goto step 2 10: Else return w k+1 as desired minimum and terminate.
Experimental evaluation
To validate the proposed contour-based feature along with a neural classifier scheme, simulation has been performed with handwritten numerals of different languages. The overall evaluation comprises of three different experiments. In experiment 1 and 2, nature of the training characteristics and analysis of resultant outcome for handwritten Odia numeral's input has been discussed respectively. In experiment 3, applications of the scheme on English and Bangla numerals have been presented.
Experiment 1: training convergence characteristics for Odia samples
Each numeral is represented using a 30 × 30 image. Feature vector f v , for each numeral is extracted using Algorithm 1. A set of training patterns ((fv) j : o j ) is generated for j th numeral, where o j is the target output for j th numeral. The total number of segments chosen for each character is 34. Hence, the size of f v is 3 × 34. The dataset considered here in this experiment, consists of 3,000 samples with 300 samples from each class. Out of 300 samples from each numeral, 100 samples are used for training the neural network and remaining 200 samples from each numeral class were subjected to testing. Architecture of the network is considered to be 68-20-10 based upon the input-output characteristics.
For the training case, the samples were randomised and subjected to their training processes. To enhance the reliability, This process was repeated for 20 times for this algorithm (CGA). The best convergence characteristic is plotted as shown in Figure 3 . It is observed that the algorithm shows good sign of convergence. 
Experiment 2: result analysis on Odia numerals
In Figure 5 , the rate of accuracy and number of mis-classifications of all the Odia digits have been depicted in tabular manner. It also describe the accuracy comparison of the proposed feature with respect to two other state-of-the art features, namely Zernike moments and curvature feature. The proposed scheme outperforms the remaining two in all cases except the numeral class '8' where curvature feature takes the lead of accuracy. Overall accuracy percentage by using contour-based feature, Zernike moments and curvature feature are found to be 96.25%, 93.5% and 94.8% respectively. The recognition accuracies for almost all the numerals are quite satisfactory except the Odia numerals '6' and '7'. many a number of objects of these two classes are misclassified to each other. For the class '6', 9% of its samples are misclassified as '7' and 5% of samples from '7' are misclassified to the class '6' alone for the proposed scheme. The reason is due to the fact that the numerals '6' and '7' share a huge similarity in shape, and the only difference lie in the position of the notch (Figure 4 ). As the feature vector is shape contour-based, hence characters having similar structures are getting mis-classified to each other for some of their instances. 
Experiment 3: performance analysis for English and Bangla handwritten numerals
To test whether the proposed scheme is commonly satisfying the handwritten character recognition task for multiple languages, we further experimented on English and Bangla numerals. These experiments are described in the following sections sequentially.
English numerals
We considered 100/2,000 instances of train/test samples from English numerals from a standard dataset (http://yann.lecun.com/exdb/mnist/) containing equal number of numerals from each of ten classes. Proceeding in the similar manner as in Section 3; feature extraction and network designs were accomplished. In the corresponding neural network, 20 neurons were employed in the hidden layer as per the scheme suggested in Kim et al. (1996) . We achieve an overall recognition accuracy rate of 95%.
Bangla numerals
Finally, we conduct an experiment on 500/1,500 instances of train/test sample of hand written Bangla numerals with equal number of samples from each class. The number of neurons in the hidden layer of the network was taken to be 14 on an experiment basis. The results of the proposed classification scheme for digit recognitions are depicted in Figure 6 in a tabular manner. The rate of recognition was found to be quite good except that for the digits '3' and '5' which were found to be 89.3% and 92% respectively. Here in this case also the cause is apparent which is due to their similar shape structures as discussed in the previous scenario. The overall accuracy achieved for this experimentation is found to be 94.22%. This shows the efficacy of the proposed scheme on Bangla numerals. 
Comparative analysis
The proposed scheme was evaluated against two of the state-of-the-art features Zernike moments (Khotanzad and Hong, 1990 ) and curvature feature (Gatos et al., 1997; Pal et al., 2007) taking the same data samples from the three languages simulations were conducted. The overall accuracy rate thus obtained are demonstrated in Table 1 in a comparative manner. As shown in the table, all the two type of features perform well for handwritten numerals for English language only. Where as, for the other two languages, the proposed scheme dramatically out performs the rest two. Zernike moments gives low accuracy rate, as the character structures in Odia and Bangla languages are too complicated. In the other hand, curvature feature does not take into consideration the total character and it also skips the intersection points in the character shapes. The proposed scheme considers the global contour feature which is having essential significance as far as handwritten character are concerned. The aim of this comparison is to demonstrate the generic recognition ability of the proposed scheme as compared to other existing schemes. 
Conclusions
In this viable, a novel scheme is suggested for handwritten Odia numerals recognition. The scheme utilises contour descriptive features in association with a neural classifier. Performance analysis has been studied on proper datasets. To demonstrate the generalised behaviour of the scheme, simulation has been carried out on English and Bangla numerals. Further investigations may be made for reasonable aggregation of these basic features which can further add up to the time efficiency.
