We present a methodology for generating probabilistic predictions 3 for the Disturbance Storm Time (Dst) geomagnetic activity index. We focus on 4 the One Step Ahead (OSA) prediction task and use the OMNI hourly resolu-5 tion data to build our models.
Introduction
The magnetosphere's dynamics and its associated solar wind driver form a complex dynam-15 ical system. It is therefore instructive and greatly simplifying to use representative indices to 16 quantify the state of geomagnetic activity.
1. K p : The Kp-index is a discrete valued global geomagnetic activity index and is based on 
AE:
The Auroral Electrojet Index, AE, is designed to provide a global, quantitative mea-27 sure of auroral zone magnetic activity produced by enhanced Ionospheric currents flowing be-28 low and within the auroral oval [Davis and Sugiura, 1966] . It is a continuous index which is 29 calculated every hour. ing of the Earth's equatorial magnetic field due to the weakening or strengthening of the ring 32 currents and the geomagnetic storms [Dessler and Parker, 1959] .
33
For the present study, we focus on prediction of the hourly Dst index which is a straight- . . .
Our task is to infer the values of the unknown function f (.) based on the inputs X and the noisy 98 observations y. We now assume that the joint distribution of f (
Gaussian as shown in equations (3), (4) and (5).
Here f is a N × 1 vector consisting of the values f (
denotes the conditional distribution of f with respect to the input data (i.e., X) and N (µ, Λ)
102
represents a multivariate Gaussian distribution with mean vector µ and covariance matrix Λ. The 103 probability density function of this distribution p(f | x 1 , · · · , x N ) is therefore given by equation
104
(5).
105
From equation (5), one can observe that in order to uniquely define the distribution of the 106 process, it is required to specify µ and Λ. For this probability density to be valid, there are 107 further requirements imposed on Λ:
Inspecting the individual elements of µ and Λ, we realise that they take the following form.
Here E denotes the expectation (average). The elements of µ and Λ are expressed as func-
112
tions m(x i ) and K(x i , x j ) of the inputs x i , x j . Specifying the functions m(x) and K(x, x ) com-
113
pletely specifies each element of µ and Λ and subsequently the finite dimensional distribution
In most practical applications of Gaussian Processes the mean function is often 115 defined as m(x) = 0, which is not unreasonable if the data is standardized to have zero mean.
116
Gaussian Processes are represented in machine learning literature using the following notation:
Inference and Predictions
Our aim is to infer the function f (x) from the noisy training data and generate predictions f (x * i ) for a set of test points x * i : ∀i ∈ 1, · · · , M. We define X * as the test data matrix whose rows are formed by x * i as shown in equation (9).
Using the multivariate Gaussian distribution in equation (5) is of dimension (N + M) × 1 and is constructed by appending the test set predictions f * to the 120 observed noisy measurements y.
Since we have noisy measurements of f over the training data, we add the noise variance σ 1. I: The n × n identity matrix.
Kernel matrix constructed from all couples obtained from 126 the training data.
couples between training and test data points.
Kernel matrix constructed from all couples obtained 130 from the test data.
131
With the multivariate normal distribution defined in equation (11), probabilistic predictions 132 f * can be generated by constructing the conditional distribution f * |X, y, X * . Since the original 133 distribution of y f * | X, X * is a multivariate Gaussian, conditioning on a subset of elements y 134 yields another Gaussian distribution whose mean and covariance can be calculated exactly, as 135 in equation (12) (see Rasmussen and Williams [2005] ).
X -10
The practical implementation of Gaussian Process models requires the inversion of the train- where N is the number of data points.
141
The distribution of f * |X, y, X * is known in Bayesian analysis as the 
Model Selection
Given a GP model with a kernel function K θ , the problem of model selection consists of 166 finding appropriate values for the kernel hyper-parameters θ = (θ 1 , θ 2 , · · · , θ i ). In order to assign 167 a value to θ, we must define an objective function which represents our confidence that the GP 168 model built from a particular value of θ is the best performing model. Since GP models encode 169 assumptions about the probability distribution of the output data y given inputs X, it is natural 170 to use the negative log-likelihood of the training data as a model selection criterion.
The model selection problem can now be expressed as the minimization problem shown be-
The objective function Q(θ) in the general case can have multiple local minima, and evaluat- 
One Step Ahead Prediction
Below in equations (15) - (17) we outline a Gaussian Process formulation for OSA prediction
193
of Dst. A vector of features x t−1 is used as input to an unknown function f (x t−1 ).
194
The features x t−1 can be any collection of quantities in the hourly resolution OMNI data set. 
p(t), solar wind speed V(t), z component of the interplanetary magnetic field B z (t).
197
We consider two choices for the input features x t−1 leading to two variants of Gaussian Pro- 
Gaussian Process Auto-Regressive with eXogenous inputs (GP-ARX)
Auto-regressive models can be augmented by including exogenous quantities in the inputs 
212
In this model we choose distinct time lags p, p v and p b for Dst, V and B z respectively. 
Choice of Kernel
In this study, we construct Gaussian Process regression models with a combination of the . 
245
For measuring performance of model instances on the validation set storm events, the follow-
246
ing metrics are calculated.
247
1. The mean absolute error.
2. The root mean square error.
3. Correlation coefficient between the predicted and actual value of Dst.
In the case of GP-AR we let the model order p vary from 5 to 12 while for GP-ARX we vary outlying points are shown as dots. In both cases, the predictive performance first improves and 259 then stagnates or worsens with increasing model order.
260
Figures 3 and 4 break down the results for GP-ARX by the model selection routine used.
261
Apart from the general trend observed in 1 and 2, we also observe that grid search and cou-262 pled simulated annealing give superior performance as compared to gradient based maximum 263 likelihood.
264
From the validation results, we can chose the model order which yields the best performance,
265
for GP-AR it is p t = 6 while for GP-ARX it is p t = 11. Further examination of the validation 266 results shows that in the scheme p t = 11 choosing p = 7, p v = 1, p b = 3 gives superior results.
267
After choosing the best performing GP-AR and GP-ARX models, we calculate their perfor- 
Conclusions
In this paper, we describe a flexible and expressive methodology for generating probabilistic 274 forecasts of the Dst index. We proposed two Gaussian Process auto-regressive models, GP-
275
ARX and GP-AR, to generate hourly predictions and their associated error bars. We also describe 276 how to carry out model selection and validation of GP-AR and GP-ARX models.
277
Our results can be summarized as follows. 4. The Gaussian Process regression framework described in this study can also be extended 291 to multiple hour ahead prediction of Dst, which is currently a work in progress. 
