In this study, dose distributions and outputs of circular fields with dimensions of 5 cm and smaller, for 6 and 9 MeV nominal energies from the Siemens ONCOR Linac, were measured and compared with data from a treatment planning system using the pencil beam algorithm in electron beam calculations. All dose distribution measurements were performed using the GafChromic EBT film; these measurements were compared with data that were obtained from the Computerized Medical Systems (CMS) XiO treatment planning system (TPS). Output measurements were performed using GafChromic EBT film, an Advanced Markus ion chamber, and thermoluminescent dosimetry (TLD). Although it is used in many clinics, there is not a substantial amount of detailed information in the literature about use of the pencil beam algorithm to model electron beams. Output factors were consistent; differences from the values obtained from the TPS were at maximum. When the dose distributions from the TPS were compared with the measurements from the ion chamber and GafChromic EBT films, it was observed that the results were consistent with 2 cm diameter fields and larger, but the outputs for 1 cm diameter fields and smaller were not consistent.
Introduction
In recent years, electron beams, rather than low X-ray beams, have been used for the treatment of superficial lesions, because of the different dosage characteristics of the two sources. Tumours which are close to critical body structures require small directionality error margins and thus require small treatment fields. Electron beams have uniform dose distribution at the surface and a rapid decrease in the dose below a specific depth [1] .
Electron beam therapy is an indispensable practice in radiotherapy, and therefore most commercial treatment planning systems use electron beam programs alongside photon planning programs. Electron beam dose calculations were originally based on empirical functions that utilised ray line geometries [2, 3] . More advanced pencil beam algorithms are based on multiple scattering theories [4, 5] . The major limitation of both empirical methods and pencil beam algorithms is their inability to predict depth dose distributions and accurately monitor units for small field sizes. A Monte Carlo-based dose calculation algorithm has been investigated by several groups. The accuracy of implementation of this algorithm was found to be more reliable than that of other algorithms. A commercial Monte Carlo-based dose calculation algorithm has become available for electron beam treatment planning systems. Nevertheless, pencil beam algorithms are still used for electron beam treatment planning in many oncology clinics.
There are several theoretical and experimental methods described in the literature for determination of the dose distribution and prediction of the electron beam output factors. Film dosimetry is the most rapid method to obtain the dose distribution and related output factors.
Dose distributions for small circular electron beams from the Siemens Oncor linear accelerator using GafChromic EBT films were measured. Output factors were measured using GafChromic EBT films, TLD, and the Advanced Markus ion chamber. The measured values were compared with CMS XiO treatment planning system data, which uses the pencil beam algorithm.
Methods and Materials

Isodose Distribution Measurements.
The source of electron beams used for this study was a high energy linear accelerator (Siemens Oncor, Germany). The linear accelerator had a circular cone with diameter 5 cm that was used as 2 Science and Technology of Nuclear Installations the standard cone. Cut-outs were prepared to achieve fields with diameters of 1, 2, 3, and 4 cm. Dose distribution measurements were made for these circular fields, 1-5 cm in diameter, using a MP3-M automatic water phantom and a Semiflex (0.125 cc) ion chamber (PTWNew York Corp., Hicksville, NY), with a source-to-surface distance (SSD) of 100 cm. 1, 2, 3, and 4 cm cut-outs were placed into the 5 cm diameter standard circular cone. For profile measurements range reference ( ref ), dose range of 85% ( 85 ), dose range of (85%)/2 ( 85/2 ), dose range of 50% ( 50 ), and practical range ( ) depth values were used for all electron energies and were obtained from percentage depth dose curves measured using a 10 × 10 cm 2 standard cone. Depth dose measurements were repeated for all small fields. Profiles and depth dose curves were put into the PTW Verisoft software program (PTW-New York Corp., Hicksville, NY) and isodose curves were obtained.
In film dosimetry, GafChromic EBT films (International Specialty Products, Wayne, NJ, USA) were used because of their characteristic null energy response. GafChromic EBT films are more sensitive than older radiochromic films and are readily available for photon dosimetry as well as electron dosimetry [6] . The measurable dose range is 1-800 cGy. EBT films have a relatively small effective thickness; as such the effective measurement point was neglected. For calibration of films, a 9 MeV electron beam was used; each film was oriented perpendicular to the central axis of the electron beam, at the centre of the beam, in a solid water phantom. Films were placed at the depth of maximum dose (20 mm). The calibration curve was obtained by exposing films in a 10 × 10 cm 2 field, with doses ranging from 10 to 800 cGy. All exposed films were considered after 24 h, because the darkening saturation of films must be allowed to occur [7] .
Films were scanned using a flatbed colour scanner (EPSON America Inc., Long Beach, CA), collected using its software program, and analyzed using the ImageJ program; films were separated into three colours: red, blue, and green. For optimum contrast, the red image was selected for film dosimetry, because the peak absorption of the EBT film is in the red region of the visible spectrum. Besides measuring the characteristics of all exposed films, a nonexposed film was scanned to measure the background effect. All films were placed inside the scanner in the same direction, because of the orientation problem. Permeability at the centre of the exposed films was observed using the Mephysto mcc software program (PTW-New York Corp., Hicksville, NY) and a calibration curve was generated.
To obtain the isodose distributions, films were oriented parallel to the electron beam in a solid water phantom. The setup is shown in Figure 1 . Alongside the 5 cm standard circular cone, the 1-4 cm diameter cut-outs were used, and films were exposed with 6 and 9 MeV nominal energies. Isodose curves were generated using the calibration curve in the PTW Verisoft program.
The XiO therapy planning system (TPS) (CMS-Elekta AB, Stockholm), with its pencil beam algorithm, was used for calculation of the isodose curves. XiO TPS does not support circular cones; the system only has square field electron beam data. Therefore, the smallest cone, 10 × 10 cm 2 , was blocked to obtain 5, 4, 3, 2, and 1 cm field sizes in the planning system. Isodose distributions were calculated using the pencil beam algorithm and fluence maps of isodoses were obtained for all energies using a solid phantom. Fluence maps were transferred into the PTW Verisoft program and converted into isodose curves.
To provide comparisons of multidimensional dose distributions, dose comparison tools such as gamma dose distribution, distance-to-agreement (DTA), and dose difference (DD) have been developed [8, 9] . The gamma dose distribution tool was used in our study. A DD of 3% and 3 mm DTA gamma evaluation parameters were used for analysis. Sagittal isodose distributions along the central axis were measured using EBT film and were compared with data that were calculated using the treatment planning system.
Output Factor Measurements.
Output factor measurements were performed for 6 and 9 MeV electron beams in a 40 × 40 cm 2 solid water phantom at 100 cm SSD, using the PTW Unidos (Freiburg, Germany) electrometer, Advanced Markus ion chamber, films, and TLD. Reference depths were determined for each electron energy from the IAEA 398 protocol, using the formula below: [10] 
where 50 (cm or g/cm 2 ) is the depth of the beam when the dose is equal to 50% of the maximum dose.
The ref values for 6 and 9 MeV electron beams were 1.3 and 2 cm, respectively. Outputs were measured for 5, 4, 3, 2, and 1 cm circular fields using the cerrobend cut-outs within a 5 cm circular cone. Output factors were obtained and normalised to the 10 × 10 cm 2 field. Output factors were measured using the Advanced Markus ion chamber (PTW-New York Corp., Hicksville, NY), GafChromic EBT film, and TLD. Phantoms were positioned perpendicular to the beam direction. 100 MU was defined for both the ion chamber and TLD measurements. The experimental setup is shown in Figure 2 .
GafChromic EBT film was oriented perpendicular to the direction of the incident electron beam, and care was taken to align the beam to the centre of the film. For all field sizes, 400 MU was considered to provide sufficient darkness on the films. All films were scanned the following day and separated into colour scales; the red measurement was selected and recorded. Point permeability, which was measured at the field centre, was converted into a dose (Gy). All films used were from the same batch and irradiated on the same day.
For TLD measurements, 1 × 1 × 1 mm 3 TLD rods and a GR-200R1 Fimel reader were used. Ternary groups were not used because of the small measurement size considered. One TLD was positioned on the custom-built phantom and irradiated with 100 MU at the reference depth. Irradiation was repeated five times and the average of the readings was taken. TLD rods were read with the Fimel-LTM; output factors were obtained and normalised to a 10 × 10 cm 2 field size. In the CMS TPS, a 10 × 10 cm 2 standard cone was blocked to generate 5, 4, 3, 2, and 1 cm diameter circular fields. For 6 and 9 MeV electron beams, the MU calculation was carried out in the TPS, considering 100 cGy at the reference depth along the central axis. Output factors were determined from the MU values. Output factors obtained from the TPS were compared with the factors that were found using other dosimetric methods.
Results and Discussion
For 6 and 9 MeV electron beams, 100% ( max ), 90%, 80%, 50%, , 0 , and 0 values were obtained from the depth dose measurements. These were carried out using a Semiflex ion chamber with a volume of 0.125 cc, and the 10 × 10 cm 2 field values are shown in Table 1 . For the 6 MeV electron beam, the max value obtained from the Semiflex ion chamber (0.125 cc) is 12 mm in the 10 × 10 cm 2 square field size. The depth dose characteristics of electrons change dramatically with decreasing field sizes. For all electron energies, the maximum depth decreases with decreasing field sizes. In other words, when the field size was reduced, the maximum dose point moved closer to the surface. The most probable reason for this is the chamber volume effect. For chambers, therapeutic ranges decrease with field size, and the falloff region of the curve becomes less steep. This is consistent with Sharma et al. 's observations [11] . In addition, with decreasing field size, a decreasing degree of lateral electronic equilibrium will be present at the central axis, and the depth dose and output factors will show large sensitivity to the field shape and size [1] . Figure 3 shows a comparison of the measured data that were obtained from the Semiflex ion chamber and EBT films for a 5 cm circular cone at 100 cm SSD. The agreement between calculated and measured data is good.
The depth dose measurements obtained from the Semiflex ion chamber and film were converted to isodoses using the PTW Verisoft program. These isodoses were compared with isodoses generated from TPS. Comparisons were carried out using the gamma index method. For this method, the tolerance limit selected was 3 mm DTA, 3% DD. When the dose distributions from the TPS were compared with those from the Semiflex ion chamber and EBT films, it was seen that the results were consistent with field sizes of 2 cm diameter and larger. For 1 cm diameter fields, isodoses were incompatible at the central axis for 6 and 9 MeV electron beams. With increasing energy and decreasing field size, the isodoses of the individual methods are no longer consistent with each other. Figures 4 and 5 show, as an example, a sagittal isodose comparison between calculated and measured data for 6 and 9 MeV beams, at 100 cm SSD using 4 cm and 1 cm cut-out sizes.
Outputs obtained using different measurement methods for 6 and 9 MeV nominal energies, for field sizes of 5, 4, 3, 2, and 1 cm diameter, are shown in Table 2 . All measurements were made with a cone distance of 95 cm.
TLD results have average values for all fields between the values obtained for ion chamber and film measurements. However, generally, with increasing energy level and field size, output factor differences decrease.
For all energies and field sizes, output factors were consistent; differences were found to be, at maximum, 27%, compared with the values from the TPS.
In the literature, there is no evidence of studies concerning electron beam outputs for field sizes smaller than 5 × 5 cm 2 using the pencil beam algorithm. In recent years, it has been discovered that the Monte Carlo algorithm gives more accurate results than the pencil beam algorithm.
The results of comparisons using gamma analysis (3% and 3 mm) are shown in Figure 6 . The agreement between measured and calculated dose distribution values was very good for both 4 and 3 cm cut-outs. For the 2 cm cut-out, agreement was good at the centre of the field but poor at the edge. Agreement was very poor for the 1 cm cut-out at both 6 and 9 MeV.
It was observed that results obtained at 6 MeV were consistent, and consistency was good at both the high and low dose regions at this energy. However, with increasing energy, this consistency reduced. With increasing energy, comparable results were obtained in the low dose region but not in the high dose region. This is due to the high dose falling region; the accuracy of the gamma index comparison decreases.
A comparison was made between the calculated and measured depth doses, isodose distributions, and outputs for 6 and 9 MeV and 4, 3, 2, and 1 cm circular cut-outs using Science and Technology of Nuclear Installations 5 Markus-TPS  21%  24%  27%  21%  17%  EBT film-TPS  18%  20%  21%  15%  3%  TLD-TPS  20%  22%  27%  15%  9%  9 MeV  Advanced Markus-TPS  10%  14%  19%  17%  16%  EBT film-TPS  7%  10%  13%  13%  7%  TLD-TPS  8%  10%  15%  12%  5%   90%  70%  50% a 5 cm standard circular cone. Our study shows that pencil beam algorithm can be used to accurately predict depth doses and isodose distributions for fields with diameter as small as 3 cm at 100 cm SSD. When the cutout size is smaller than 3 cm, the circular calculated dose distribution can differ significantly from the measurement at 100 cm SSD. MUs obtained from the planning system were different from the measurements for all circular cutouts using the 5 cm circular cone. This is consistent with results reported by Xu et al. [12] .
The most important limitation of the pencil beam algorithm is its failure to predict depth dose distributions and accurate MUs for field sizes smaller than the extent of the lateral scatter equilibrium [12] . It has also been observed in our study that pencil beam algorithm should not be used for MU calculations for small electron field sizes. The American Association of Physics in Medicine (AAPM) recommends that because of their high spatial resolution, films should be primarily chosen for electron beam dosimetry. This is supported by the fact that the film dose-response curve was found to be weakly dependent on the electron beam energy (within ±4%) [13] . In addition, in our output factor measurements, it was seen that GafChromic EBT film measurement results were closer to the calculated results than other dosimetric methods. In the literature, it is suggested that before using detectors for determination of the output factors of small electron fields, max values should be observed by film dosimetry [11] .
Conclusion
The dosimetry of small electron fields is highly critical. Output measurements of electron fields smaller than the extent of the lateral scatter equilibrium must be carefully made using appropriate dosimetry. Furthermore, for the : Gamma analysis results for beams with 6 and 9 MeV energy, for cut-out diameters of 4, 3, 2, and 1 cm using a 5 cm circular cone at 100 cm SSD ( -axis is %).
patient-time calculation, output factors that were obtained by the most appropriate dosimetric method should be used, not the values from the TPS that uses the pencil beam algorithm. At the conclusion of this study, it was observed that in the CMS XiO TPS, calculated using the pencil beam algorithm, the dose distributions of electron treatment fields that were created with circular cut-outs of 4, 3, and 2 cm diameter were appropriate for patient treatment, but those created using a 1 cm diameter field were not. Additionally, the pencil beam algorithm is not convenient for MU calculations in electron dosimetry.
