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Neste trabalho, introduzimos a hierarquia de sistemas proposicionais de dedução natural DNCn, 
1≤n≤ω,  e a hierarquia de sistemas quantificacionais de dedução natural DNCn*, 1≤n≤ω. Demons-
tramos que cada um dos sistemas das hierarquias é equivalente aos sistemas correspondentes da 
hierarquia de cálculos proposicionais paraconsistentes Cn, 1≤n≤ω, e de cálculos quantificacionais 
paraconsistentes  Cn*, 1≤n≤ω, de da Costa. Demonstramos um Teorema de Normalização, à la 
Fitch, e uma Propriedade de Subfórmula para os sistemas DNCn e DNCn*, 1≤n≤ω.  
Introduzimos a hierarquia de sistemas de tableaux analíticos TNDCn, 1≤n<ω, nos quais o operador 
“o” (“bola”), os operadores generalizados “k”, “(k)”, 1≤k, e as negações “∼k”, k≥1, de da Costa são 
operadores primitivos, diferentemente do que tem sido apresentado na literatura, onde esses opera-
dores são usualmente definidos. Demonstramos uma versão da Regra do Corte para esses sistemas e 
demonstramos que cada um deles é equivalente ao correspondente sistema Cn, 1≤n<ω. Os sistemas 
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In this work, we introduce the hierarchy of propositional natural deduction systems DNCn, 1≤n≤ω, 
and the hierarchy of quantificational natural deduction systems DNCn*, 1≤n≤ω. We prove that  
each one of the systems of the hierarchies is equivalent to the corresponding system of the hierarchy 
of da Costa´s propositional paraconsistent calculi Cn, 1≤n≤ω, and the hierarchy of da Costa´s quan-
tificational paraconsistent calculi Cn*, 1≤n≤ω. We prove a Normalization Theorem, à la Fitch, and 
a Subformula Property for the systems DNCn and DNCn*, 1≤n≤ω. 
We introduce the hierarchy of analytical tableaux systems TNDCn, 1≤n<ω, in which da Costa´s 
“ball” operator “o”, the generalized operators “k”, “(k)”, 1≤k, and the negations “∼k”, k≥1, are 
primitive operators, differently to what has been done in the literature. We prove a version of Cut 
Rule for these systems, and prove that each one of these systems is equivalent to the corresponding 
system Cn, 1≤n<ω. The systems TNDCn constitute automated theorem proving systems for the sys-
tems of da Costa's hierarchy Cn, 1≤n<ω.  
   
   
Key-words: paraconsistent logic; method of natural deduction; method of subordinate proofs; sys-
tems of natural deduction; normalization; analytical  tableaux systems; cut rule.   
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 Uma teoria T, em cuja linguagem ℒ ocorre o símbolo de negação “¬”, é inconsis-
tente (ou contraditória) em relação à negação “¬” se existe uma fórmula A de ℒ tal que A 
e ¬A são teoremas de T; caso contrário, T é consistente. 
 
 Uma teoria T é trivial (ou supercompleta), se toda fórmula de sua linguagem ℒ é 
teorema de T; caso contrário, T é não-trivial. 
 
 Uma lógica é paraconsistente se pode ser utilizada como lógica subjacente para 
teorias inconsistentes e não-triviais, ditas teorias paraconsistentes. 
 
 Se uma teoria T em cuja linguagem ocorre o símbolo de negação é trivial, é imedia-
to que T é inconsistente. A recíproca, entretanto, não é necessariamente válida, como é o 
caso das teorias paraconsistentes.  
 Entretanto, a presença de contradição em teorias T cuja lógica subjacente é, por 
exemplo, a lógica clássica ou a lógica intuicionista, tem como conseqüência imediata a tri-
vialização de T. 
 
 Nas lógicas paraconsistentes, o escopo do princípio da (não-) contradição é, num 
certo sentido, restringido. Podemos mesmo afirmar, como da Costa e Marconi 1989 que, 
se a força desse princípio é restringida em um dado sistema lógico, então esse sistema per-
tence à classe das lógicas paraconsistentes. 
 De fato, nas lógicas paraconsistentes o princípio da (não-) contradição – qualquer 
uma de suas formulações equivalentes ou qualquer uma de suas teses correlatas – não é 
necessariamente inválido, mas em toda lógica paraconsistente, de uma fórmula A e de sua 




 O estudo das lógicas paraconsistentes, além de possibilitar a construção e a investi-
gação de teorias paraconsistentes, torna também possível o estudo direto de paradoxos se-
mânticos e sintáticos sem procurar evitá-los; o estudo de certos princípios sem restrições – 
como por exemplo o princípio da abstração na teoria de conjuntos, o que nos permite a 
construção de teorias de conjuntos que admitem a existência de conjuntos que não existem 
nas teorias usuais, como a existência do conjunto de Russell r = {x: x∉x} e a existência do 
conjunto universal; e talvez nos possibilite uma melhor compreensão do conceito de nega-
ção. 
 Além disso, a lógica paraconsistente está fortemente relacionada com outros tipos 
de lógicas não-clássicas, como por exemplo com a lógica dialética, a lógica relevante, as 
lógicas paracompletas e polivalentes, as lógicas fuzzy, entre outras. 
 
 No início do século XX, a paraconsistência foi definitivamente assumida por vários 
lógicos e filósofos, de forma simultânea e independente. 
 Podem ser considerados precursores da lógica paraconsistente – e das lógicas não-
clássicas em geral – J. Meinong (Meinong 1907), J. Łukasiewicz (Łukasiewicz 1910a, 
1910b e 1971; ver Borkowski 1970), N. A. Vasiliev (Vasiliev 1910, 1911, 1912, 1913 e 
1925; ver Arruda 1977, 1984 e 1990) e D. Bochvar (Bochvar 1939).  
 Tanto Łukasiewicz como Vasiliev, nos trabalhos acima mencionados, conjecturam 
que, como no caso das geometrias não-euclidianas, uma revisão das leis básicas da lógica 
aristotélica poderia levar a novos sistemas não-aristotélicos de lógicas. 
 
 S. Jaśkowski, discípulo de Łukasiewiz, motivado por diversos problemas relaciona-
dos a contradições, especialmente os relativos a “razões convincentes que levam a duas 
conclusões contraditórias”, construiu o primeiro sistema de lógica paraconsistente. 
 Jaśkowski 1948 (ver Jaśkowski 1969) e Jaśkowski 1949 chamam a atenção, pela 
primeira vez na literatura, sobre a diferença entre sistemas contraditórios e sistemas super-
completos, nos quais todas as fórmulas são teses.  
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 Jaśkowski propõe o problema da construção de um cálculo proposicional com as 
seguintes propriedades: 
 
1) Quando aplicado a sistemas contraditórios não implicaria sempre sua super-
completude (trivialização);  
2) Seria rico o bastante para permitir inferências práticas;  
3) Teria uma justificação intuitiva. 
    
 Jaśkowski apresenta sua própria solução, apenas a nível proposicional, conhecida 
como lógica discussiva, ou lógica discursiva – denotada por D2 -  e afirma que  
 
Obviamente, essas condições não determinam univocamente uma solução, pois 
elas podem ser satisfeitas em vários graus, sendo bastante difícil avaliar obje-
tivamente a satisfação da condição 3. 
 
 Apesar de Jaśkowski ter construído um cálculo proposicional paraconsistente, New-
ton Carneiro Affonso da Costa “é de fato o fundador da lógica paraconsistente” (Arruda 
1980 e D´Ottaviano 1990). 
 Na década de 1950, sem conhecer os trabalhos de Jaśkowski, da Costa começou a 
desenvolver suas idéias sobre a importância do estudo das teorias contraditórias. 
 
 Em “Notas sobre o conceito de contradição” (da Costa 1958), da Costa propõe o 
seguinte Princípio de Tolerância em Matemática: 
 
Dos pontos de vista sintático e semântico, toda teoria é permissível, desde que 
não seja trivial. 
 
 A partir de sua Tese, intitulada Sistemas formais inconsistentes (da Costa 1963a, 
ver da Costa 1993) da Costa inicia a publicação, ainda em 1963, de uma série de artigos, 
nos quais introduz suas hierarquias de cálculos paraconsistentes. 
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 Em da Costa 1963a (ver da Costa 1993), estão claramente definidos os objetivos 
de seu trabalho pioneiro, que deu origem à área de investigação das lógicas não-clássicas 
paraconsistentes: 
 
Informalmente, a idéia central deste trabalho é a seguinte: um sistema formali-
zado baseado na lógica clássica (ou lógica intuicionista, ou algumas lógicas 
polivalentes...) se inconsistente, é trivial no sentido em que todas as suas pro-
posições são demonstráveis; então, deste ponto de vista, ele não tem qualquer 
interesse matemático especial. No entanto, por muitas razões como, por exem-
plo, a análise comparativa com sistemas consistentes, e para uma adequada 
análise metamatemática do princípio sob consideração, é conveniente estudar 
“diretamente” os sistemas inconsistentes. Mas para tal estudo é necessário 
construir novos tipos de lógica elementar apropriados para manipular tais sis-
temas (ver D´Ottaviano 1990, p. 103). 
 
 Da Costa construiu inicialmente a hierarquia dos cálculos proposicionais Cn, 
1≤n≤ω, satisfazendo as seguintes condições: 
 
1. O princípio da (não-) contradição, na forma ¬(A&¬A), não é válido em geral; 
 
2. De duas premissas contraditórias A e ¬A, não se deduz uma fórmula qualquer B;  e 
 
3. Os sistemas contêm os esquemas e regras mais importantes da lógica clássica que 
são compatíveis com as condições (1) e (2).  
 
 Da Costa estendeu sua hierarquia de cálculos proposicionais à hierarquia de cálculos 
de predicados de primeira ordem Cn*, 1≤n≤ω, e à hierarquia de cálculos de predicados de 
primeira ordem com igualdade Cn=, 1≤n≤ω; à hierarquia de cálculos de descrições Dn, 
1≤n≤ω; e à hierarquia de teorias de conjuntos inconsistentes e aparentemente não-triviais 
NFn, 1≤n≤ω (ver da Costa 1963b, 1964a, 1964b, 1964c, 1964d, 1965, 1967, 1971, 1974a e 




 Da Costa, seus discípulos e colaboradores – entre eles, em especial, A. I. Arruda, R. 
Chuaqui, A. Raggio e A. M. Sette –, introduziram e investigaram diversos sistemas para-
consistentes, tendo obtido resultados relevantes relativos a estruturas algébricas associadas 
a tais sistemas, teorias de conjuntos paraconsistentes, teoria de modelos, lógicas de ordem 
superior, cálculo diferencial paraconsistente e algumas aplicações à ciência da computação. 
 
 Desde 1964, as lógicas de da Costa têm sido amplamente estudadas por lógicos bra-
sileiros e de diversos países, e muitos autores têm contribuído para o desenvolvimento des-
sas lógicas e da lógica paraconsistente em geral. 
 
 Em uma série de artigos recentes, Feitosa e D´Ottaviano têm estudado inter-relações 
entre sistemas lógicos através da análise de traduções entre eles. A partir da definição do 
conceito de tradução entre sistemas lógicos proposta por da Silva, D´Ottaviano e Sette 
1999, Feitosa 1997 e Feitosa e D´Ottaviano 2001 introduzem o conceito de tradução con-
servativa entre lógicas em geral, e D´Ottaviano e Feitosa 2000 (ver também Béziau 1990 
e 1993 e  da Costa, Béziau e Bueno 1998) apresentam traduções conservativas da lógica 
clássica em cada um dos sistemas Cn e Cn=, 1≤n≤ω, e da lógica clássica em outros sistemas 
paraconsistentes, propiciando uma nova abordagem para o estudo das relações dos sistemas 
da hierarquia Cn, 1≤n≤ω, com a lógica clássica e outros sistemas não-clássicos. 
 
 Um artigo recente sobre a lógica paraconsistente em geral, com uma interessante 
abordagem, é Carnielli e Marcos 2002. 
 
 Como referências gerais sobre o desenvolvimento da lógica paraconsistente e o tra-
balho de da Costa, indicamos Arruda 1980 e 1989, da Costa e Marconi 1989, Priest e 





 Nosso interesse pela lógica paraconsistente, em particular pelas célebres hierarquias 
de da Costa, manifestou-se já durante as disciplinas cursadas no Programa de Mestrado. 
 Motivados pelos problemas relativos à decidibilidade dos sistemas Cn e Cn*, 
1≤n≤ω, interessamo-nos imediatamente pela série de artigos e autores que, desde o final da 
década de 1960, trataram dessa questão, em especial sob o enfoque de cálculos de seqüen-
tes, sistemas de dedução natural e sistemas de tableaux analíticos. 
 
 
 Os sistemas de dedução natural, desenvolvidos independentemente por Jaśkowski e 
Gentzen, no início dos anos 1930, representam um método de formalização para sistemas 
lógicos distinto do método desenvolvido por Frege, Russell e Hilbert (ver Alves 1999,       
p. 3-4, p.13). 
 Jaśkowski 1934, motivado por uma conferência de Łukasiewiz de 1926, (ver Jaś-
kowski 1967, p. 232) introduz um sistema lógico cuja característica principal era não re-
querer axiomas, já chamando a atenção para o fato que os matemáticos, em suas provas, 
fazem uso de métodos de raciocínios cujo principal recurso é o de suposições arbitrárias 
(ver Jaśkowski 1967, p. 232. p. 238).  
 Para Gentzen 1935 (ver Szabo 1969), as provas presentes nas provas formalizadas 
pelos sistemas lógicos hilbertianos, apesar de “consideráveis vantagens formais”, distanci-
am-se das formas de dedução usadas na prática matemática. Gentzen desejava que seus 
sistemas formais expressassem ao máximo o tipo de raciocínio que se faz nas provas mate-
máticas (Gentzen 1935, ver Szabo 1969, p. 74).  
 Gentzen criou a dedução natural, como um novo tipo de formulação para sistemas 
lógicos; definiu formalmente, para esses sistemas, a noção de prova normal, como sendo 
uma prova sem partes desnecessárias, na qual qualquer conceito que faça parte da prova é 
um conceito que está contido no resultado final desta e é parte essencial para a obtenção do 
resultado (Gentzen 1935, ver Szabo 1969, p. 69). Através de uma análise das propriedades 
estruturais das provas normais, Gentzen percebeu que seria bastante simples provar a con-
sistência dos dois sistemas lógicos por ele então introduzidos, se conseguisse provar que 
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qualquer prova formalizada nesses sistemas poderia ser transformada em uma prova normal 
(Teorema de Normalização). 
 Devido a problemas na obtenção do Teorema de Normalização para um de seus 
sistemas, Gentzen criou o cálculo de seqüentes, como um outro tipo de formulação para 
sistemas lógicos. Obteve um Teorema da Eliminação do Corte ou Hauptzatz para seus 
novos sistemas introduzidos, tendo conseguido demonstrar, finitariamente, a consistência 
desses sistemas e a consistência da teoria elementar dos números, sem indução completa, 
formalizada nesses sistemas. 
 Esta prova do Hauptzatz, que é a versão em cálculo de seqüentes do Teorema de 
Normalização, e as provas de consistência dela derivadas, compatíveis com o tipo de prova 
exigido pelo programa de Hilbert, podem ser consideradas como os resultados inaugurais 
da Teoria da Prova (ver Alves 1999, p. 3-4, p.13). 
 Fitch 1952 introduz o procedimento de provas subordinadas nos sistemas de dedu-
ção natural, cuja vantagem reside em se poder tratar simultaneamente com várias provas 
subordinadas, permitindo que se trabalhe com diversas provas como parte de uma outra. 
 Há na literatura obras, já clássicas, para o estudo da dedução natural – menciona-
mos, como fundamental, Prawitz 1965.  
 
 Quanto à dedução natural para os sistemas Cn, 1≤n≤ω, Cω e  Cω* de da Costa, as 
primeiras investigações surgiram na década de 1970.     
 Alves 1976 introduz sistemas de dedução natural, à la Gentzen, para os cálculos 
proposicionais paraconsistentes Cn, 1≤n≤ω,  de da Costa, sem entretanto, aprofundar suas 
investigações sobre esses sistemas. 
 Raggio 1978 introduz sistemas com um único axioma, à la Gentzen,  para a lógica 
proposicional paraconsistente Cω e para a lógica quantificacional paraconsistente Cω* de da 
Costa, denominados sistemas NCω e NCω*, respectivamente. Raggio demonstra um Teo-
rema de Normalização para esses sistemas. 
 Béziau 1990 introduz o sistema de dedução natural M1 e uma sua variante M´1, 
equivalentes ao sistema C1. 
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 Castro 1998 e Castro e D´Ottaviano 2000 introduzem uma hierarquia de sistemas 
proposicionais de dedução natural, NDCn, 1≤n≤ω, e demonstram a equivalência entre cada 
sistema dessa hierarquia e o correspondente sistema Cn, 1≤n≤ω.     
 Moura 2002 introduz um sistema de dedução natural, à la Gentzen, para o cálculo 
proposicional paraconsistente Cω, denominado NNCω, e demonstra um Teorema de Norma-
lização e um Teorema de Normalização Forte para esse sistema – um esboço inicial desse 
trabalho, desenvolvido em colaboração com L. C. P. D. Pereira, havia sido apresentado, 
como Comunicação, no VIII Encontro Brasileiro de Lógica, ocorrido em 1986. O sistema 
NNCω  de Moura é o mesmo de Alves 1976, Castro 1998 e de Castro e D´Ottaviano 
2000. 
 
 A motivação original de Gentzen 1935 fundamentava-se no âmbito da Teoria da 
Prova. Em seu trabalho não há quaisquer argumentos direcionados à correção ou completu-
de de seus sistemas, apenas provas construtivas de equivalência com outras formulações. 
 H. W. Beth, entretanto, desenvolveu seus trabalhos com motivações semânticas. 
 Beth 1955 introduz a terminologia tableau semântico e o concebe como uma  tenta-
tiva sistemática de busca de contra-exemplo. 
 Beth distribuiu sua busca de contra-exemplo na forma de uma tábua com duas colu-
nas, uma chamada “Válida”, a outra, “Inválida”; e estabeleceu padrões de procedimentos 
para verificar se a fórmula A é uma conseqüência de A1, ..., An, como que usando o cálculo 
de seqüentes de trás para a frente.  
 O método de Beth propicia um processo de decisão para o caso proposicional, sendo 
que no caso quantificacional a questão torna-se mais complexa. 
 Beth 1959 usa tableaux para provar um Princípio de Subfórmula, afirmando que se 
uma fórmula tem uma demonstração, então ela tem uma demonstração na qual ocorrem 
apenas subfórmulas dessa fórmula; e deriva o Hauptzatz Estendido de Gentzen. Nesse livro, 
discute a relação entre tableaux e o cálculo de seqüentes, e entre tableaux e dedução natu-
ral. É apresentada ainda uma prova, baseada nos tableaux, do Teorema da Eliminação do 
Corte de Gentzen, o que fazemos no Capítulo 4 deste trabalho, relativamente à nossa hie-
rarquia de sistemas de tableaux TNDCn, 1≤n<ω. 
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 Independentemente de Beth, H. Hintikka (Hintikka 1955), também motivado por 
questões semânticas, introduz certos tipos de tableaux, concebendo uma prova de uma fór-
mula A como uma tentativa semântica para construir um modelo no qual ¬A é verdadeira – 
uma tentativa de prova se processa quebrando-se a fórmula em suas partes constitutivas – , 
sendo que se a tentativa falha, então verifica-se que A é válida. 
 Hintikka usou estruturas de árvores, com conjuntos de fórmulas como nós.  
 Os sistemas de Beth e Hintikka, entretanto, não são de utilização fácil, para sistemas 
lógicos em geral. 
 É Z. Lis, com seu sistema de tableaux semânticos usando sinais, quem introduz a 
simplificação notacional nos tableaux de Beth. Lis 1960, como Beth, dividiu as fórmulas 
em duas categorias, separando-as em colunas, porém mantendo-as juntas e distinguindo-as 
por “sinais” (+ e -); introduziu leis de derivação e dispôs as provas na forma de árvores. 
 Lis também apresentou o que denominou um sistema de dedução natural, e que 
hoje poderíamos denominar um sistema de tableaux não-assinalados. 
 Independentemente do trabalho de Lis, R. Smullyan estende as idéias de Lis. Smul-
lyan 1968 introduz o que chama de tableau analítico, significando  com isso que o princípio 
de subfórmula desempenha um papel central. 
 Como Lis, Smullyan introduziu sistemas de tableaux assinalados e não-assinalados, 
e regras de derivação. 
 M. C. Fitting estende os tableaux de Smullyan, em Fitting 1996, nos moldes dos 
sistemas de tableaux que introduzimos no Capítulo 4 deste trabalho.   
 Indicamos Fitting 1999 como referência para o estudo de sistemas de tableaux em 
geral.  
  
 Com relação à decidibilidade dos sistemas Cn, 1≤n≤ω, de da Costa, diversos proce-
dimentos de decisão foram usados além do método de tableaux.  
 O primeiro trabalho aparece com Raggio 1968, quando a decidibilidade dos siste-
mas Cn, 1≤n≤ω, era um problema aberto. Raggio introduz uma hierarquia de cálculos de 
seqüentes CGn, 1≤n≤ω - Raggio demonstra a equivalência entre cada cálculo de seqüentes 
CGn e o cálculo correspondente cálculo Cn, 1≤n≤ω; como não é demonstrado que CGn é 
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decidível, Raggio constrói uma nova hierarquia de cálculos de seqüentes, os sistemas WGn, 
1≤n≤ω, que são decidíveis, porém, apesar de terem propriedades semelhantes aos cálculos 
correspondentes da hierarquia Cn, 1≤n≤ω, os cálculos dessas duas hierarquias de sistemas 
não são equivalentes.   
 Da Costa e Alves 1976, Alves 1976 e da Costa e Alves 1977 introduzem uma se-
mântica de valorações para os cálculos Cn, 1≤n<ω, que generaliza a semântica clássica de 
valorações. Definem as quase-matrizes, para demonstrar a decidibilidade dos sistemas Cn, 
1≤n<ω.  
 Fidel 1977, usando métodos algébricos, demonstra a decidibilidade dos cálculos Cn, 
1≤n≤ω.  
 Loparić e Alves 1980, baseado em da Costa e Alves 1977, modifica certas condi-
ções da definição de valoração de da Costa e Alves, resolve um problema relativo às quase-
matrizes, e apresenta uma demonstração da decidibilidade dos sistemas Cn, 1≤n<ω. 
 Marconi 1980 introduz um sistema de tableaux semânticos, à la Beth (Beth 1965), 
e demonstra a completude e a decidibilidade do sistema proposicional C1 de Costa. 
 Béziau 1990, em seu memorial de DEA, introduz um cálculo de seqüentes S1 para       
C1, apresentando, pela primeira vez, um Teorema de Eliminação do Corte para C1. Béziau 
1993 apresenta esses resultados e alguns resultados suplementares.   
 Carnielli e Lima-Marques 1992 introduz sistemas de tableaux semânticos, à la 
Smullyan (Smullyan 1968), para a lógica proposicional paraconsistente C11 e para a lógica 
quantificacional paraconsistente com igualdade C11= de Alves, denominados sistemas TC1 e 
TC1=, respectivamente, e apresenta uma prova de que esses sistemas são completos e deci-
díveis.   
 Buchsbaum e Pequeno 1993 introduz sistemas de tableaux sintáticos, também à la 
Smullyan, para os sistemas C1  e C1* de da Costa, os sistemas SC1 e SC1*, mostrando que 
SC1 e SC1* são completos.  
 Moura 2002 e Moura e D´Ottaviano 2002 introduzem um cálculo de seqüentes 
para o cálculo proposicional paraconsistente Cω, denominado NCGω, e demonstram um 
Teorema de Eliminação do Corte. 
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 Marcos 1998 e Carnielli 1999, desenvolvem um tipo especial de semântica para os 
cálculos Cn, 1≤n<ω, a semântica de traduções possíveis, concebida por Carnielli, como 
generalização da noção formal de semântica, com ênfase especial para o caso do cálculo 
C1. As funções de tradução introduzidas satisfazem as condições da definição de tradução 
entre lógicas de da Silva, D´Ottaviano e Sette 1999.    
 
 
 Motivados pelos trabalhos acima mencionados e face ao nosso interesse pelos sis-
temas de da Costa e por dedução natural, decidimos investigar a possibilidade da constru-
ção de uma hierarquia de sistemas de dedução natural correspondentes aos sistemas Cn, 
1≤n≤ω, e da investigação de suas propriedades sob o enfoque de Teoria da Prova. E, a se-
guir, introduzir a hierarquia correspondente de sistemas quantificacionais de dedução natu-
ral para os sistemas Cn*, 1≤n≤ω.  
  
 Baseados nas hierarquias de sistemas dedução natural que introduzimos e motivados 
pelos problemas relativos aos sistemas de tableaux para os cálculos C1 e C11 de Carnielli e 
Lima-Marques e de Buchsbaum e Pequeno, respectivamente – a ocorrência de retornos 
infinitos nos ramos dos tableaux e a ocorrência de ramos abertos que necessitam ser recons-
truídos, respectivamente – e face ao nosso interesse na construção efetiva de toda uma hie-
rarquia de sistemas de tableaux analíticos equivalentes aos sistemas da hierarquia Cn, 
1≤n≤ω, trabalhamos também na direção da construção de uma hierarquia de sistemas de 
tableaux que pudessem nos garantir um método mecânico para a decidibilidade dos siste-
mas Cn, 1≤n≤ω.  
 Na hierarquia de sistemas de tableaux analíticos, equivalentes aos correspondentes 
sistemas Cn, 1≤n<ω, que introduzimos neste trabalho, os ramos dos tableaux são unívoca e 
automaticamente gerados e não ocorrem retornos infinitos. 
 




 No Capítulo 1, introduzimos a hierarquia de sistemas proposicionais paraconsisten-
tes Cn, 1≤n≤ω, de da Costa; e a hierarquia de cálculos quantificacionais paraconsistentes 
Cn*, 1≤n≤ω, de da Costa. Apresentamos algumas definições e resultados que caracterizam 
esses cálculos, alguns deles originais, importantes para o desenvolvimento deste trabalho: 
diversos resultados e demonstrações são relevantes para a compreensão de métodos subja-
centes ao desenvolvimento dos sistemas de dedução natural e dos sistemas de tableaux ana-
líticos que introduzimos nos capítulos subseqüentes. 
 Generalizamos alguns operadores dos sistemas proposicionais e quantificacionais 
paraconsistentes Cn e Cn*, 1≤n≤ω, para a construção dos sistemas de tableaux analíticos do 
Capítulo 4.  
 Os sistemas Cn e Cn*, 1≤n≤ω, num certo sentido subsistemas do cálculo proposi-
cional e do cálculo de predicados clássico, respectivamente, aqui são concebidos também 
como extensões paraconsistentes da lógica clássica. 
 
    No Capítulo 2, apresentamos o método de provas subordinadas introduzido por Fit-
ch 1952, no qual uma dedução formal corresponde a um encadeamento finito de fórmulas, 
em forma linear, através de aplicações de regras de dedução. As noções de prova subordi-
nada, suposição, prova por introdução-eliminação, prova categórica, prova categórica nor-
mal, etc., adaptadas de Fitch, são introduzidas ao longo desse capítulo.  
 Introduzimos a hierarquia de sistemas proposicionais de dedução natural DNCn, 
1≤n≤ω, e demonstramos a equivalência entre esses sistemas e os correspondentes cálculos 
Cn, 1≤n≤ω, de da Costa. Uma peculariedade desses sistemas é que as condições para a 
“propagação do bom comportamento” são neles derivadas. 
 Demonstramos um Teorema de Normalização, à la Fitch, e a Propriedade de Sub-
fórmula. 
 
 No Capítulo 3, introduzimos a hierarquia de sistemas quantificacionais de dedução 
natural DNCn*, 1≤n≤ω, e demonstramos a equivalência entre esses sistemas e os corres-
pondentes cálculos Cn*, 1≤n≤ω, de da Costa.   
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 Demonstramos um Teorema de Normalização, à la Fitch, e a Propriedade de Sub-
fórmula. 
 
 No Capítulo 4, introduzimos a hierarquia de sistemas proposicionais de tableaux 
analíticos TNDCn, 1≤n<ω, nos quais o operador definido “o” (“bola”) de da Costa, os ope-
radores “k” reiterados de nível k, os operadores generalizados “(k)” e as negações “∼k”, 
k≥1, são considerados operadores primitivos, diferentemente do que tem sido feito na 
literatura, onde esses operadores são usualmente definidos. 
 Nossos sistemas são introduzidos a partir de uma quantidade enumerável (infinita) 
de operadores primitivos, para cada sistema, o que nos permite finalmente captar os siste-
mas Cn de da Costa, 1≤n<ω, como extensões paraconsistentes da lógica clássica. 
 Através da demonstração da Regra do Corte para os sistemas TNDCn, 1≤n<ω, de-
monstramos que cada sistema da hierarquia TNDCn, 1≤n<ω, é equivalente ao correspon-
dente sistema paraconsistente Cn, 1≤n<ω.    
 Nos sistemas TNDCn, 1≤n<ω, não usamos definições na geração dos ramos dos 
tableaux. Definimos duas condições para o fechamento dos ramos dos tableaux em 
TNDCn: um ramo fecha pela negação forte “∼n”, como é usual, ou fecha pela negação pa-
raconsistente “¬” e condições adicionais.  
 Neste capítulo, demonstramos, via tableaux analíticos, resultados que relacionam 
entre si os diferentes sistemas Cn da hierarquia de da Costa, 1≤n<ω.    
 
 No Anexo 1, apresentamos resumidamente os sistemas de dedução natural, presen-
tes na literatura, associados aos cálculos proposicionais paraconsistentes Cn, 1≤n≤ω, ao 
cálculo proposicional paraconsistente Cω, e ao cálculo quantificacional paraconsistente 
Cω*, de da Costa. 
 
 No Anexo 2, demonstramos diretamente a equivalência entre os sistemas de dedu-
ção natural DNCn, 1≤n≤ω, e os sistemas de dedução natural NDCn, 1≤n≤ω, introduzidos 




 No Anexo 3, introduzimos uma outra hierarquia de sistemas dedutivos quantifica-
cionais paraconsistentes de primeira ordem, que denominamos aDNCn*, 1≤n≤ω, onde as 
condições para a “propagação do bom comportamento” são consideradas primitivas, e de-
monstramos a equivalência entre os sistemas DNCn*, 1≤n≤ω, e aDNCn*, 1≤n≤ω. 
 
 Finalmente, no Anexo 4, apresentamos resumidamente os sistemas de tableaux, co-
nhecidos na literatura, equivalentes ao cálculo proposicional paraconsistente C1 de da Costa 
e ao cálculo proposicional C11 de Alves 1976, e exibimos alguns exemplos comparativos 




















1 AS HIERARQUIAS DE CÁLCULOS PROPOSICIONAIS Cn 




 Neste Capítulo, introduzimos as hierarquias de sistemas proposicionais paraconsis-
tentes Cn e quantificacionais paraconsistentes Cn*, 1≤n≤ω, respectivamente, de da Costa.  
 
 Os cálculos Cn e Cn*, 1≤n≤ω, constituem hierarquias de sistemas lógicos, em que 
cada cálculo é estritamente mais forte do que o cálculo que o sucede na hierarquia. Nessas 
hierarquias, podemos considerar os cálculos C0 e C0* como o cálculo proposicional clássi-
co e o cálculo quantificacional clássico, respectivamente. 
 
 Apresentamos algumas definições e resultados que caracterizam esses cálculos, im-
portantes para o desenvolvimento deste trabalho. Diversos resultados e demonstrações, al-
guns deles originais, são relevantes para a compreensão de métodos subjacentes ao desen-
volvimento dos sistemas de dedução natural e dos sistemas de tableaux analíticos que in-
troduzimos nos Capítulos 2 e 3, e Capítulo 4, respectivamente. 
 
 Generalizamos alguns dos operadores dos sistemas proposicionais e quantificacio-
nais paraconsistentes Cn e Cn*, a saber, os operadores “∼k”, “k” e “(k)”, a partir dos quais 
obtemos alguns teoremas mais gerais, importantes para a construção dos sistemas de table-
aux analíticos do Capítulo 4. 
 
 Os sistemas Cn e Cn*, 1≤n≤ω, num certo sentido subsistemas do cálculo proposi-
cional clássico e do cálculo de predicados clássico, respectivamente, podem ser entretanto 





1.1 OS CÁLCULOS PROPOSICIONAIS PARACONSISTENTES Cn, 
1≤n≤ω,  DE DA COSTA 
 
 A linguagem ℒ dos sistemas proposicionais paraconsistentes Cn, 1≤n≤ω, introduzi-
dos por da Costa 1963a (ver da Costa1963b e 1974b), tem como conectivos primitivos os 
símbolos correspondentes à negação, conjunção, disjunção e implicação. Ou seja, o alfabe-
to de ℒ  consiste de: 
 
• Variáveis proposicionais: p, q, r, ..., pk, qk, rk, ... ;  
• Conectivos lógicos: ¬ (negação), ∨ (disjunção), & (conjunção) e ⊃ (implicação);  
• Símbolos auxiliares: (, ).  
 
 O conjunto das variáveis proposicionais é  enumerável. 
 As noções de fórmula, demonstração, teorema, dedução, etc., assim como as con-
venções e notações, são as usuais, como em  Kleene 1974. 
 Usaremos as letras maiúsculas do alfabeto latino  A, B, C, ... (em negrito, com ou 
sem índices numéricos inferiores), como metavariáveis sobre fórmulas de ℒ.  
 Sejam A e B fórmulas quaisquer de ℒ . Os seguintes símbolos são acrescentados, 
por definição, na linguagem ℒ.  
 
Definição 1.1.1  Ao  =df ¬(A&¬A). 
 
Definição 1.1.2 Ak =def Aoo...o.  (“o” k vezes, para k ≥1). 
 
 Observamos que  
 Aoo é (Ao)o, isto é, ¬(Ao&¬(Ao)); Aooo é ¬(Aoo&¬(Aoo)); e assim por diante, ou 




Definição 1.1.3 A(k) =df  A1 & A2 &... & Ak, para k ≥ 1. 
 
 Observamos que A1&A2& ... &Ak deve ser entendida, como usualmente, por: 
 A1&(A2&(A3&( ... &Ak))... ); e as fórmulas A1 e A(1) coincidem com Ao. 
 
Definição 1.1.4 ∼kA =df ¬A&A(k), para k ≥ 1. 
 
Definição 1.1.5 A≡B =df (A⊃B)&(B⊃A). 
 
 De acordo com as definições acima, Ao  é usualmente lida como “A é uma fórmula 
bem comportada” ou “A é uma fórmula regular”, e o operador “o”  é usualmente denomi-
nado de  “operador bola”;  Ak pode ser lida como “A é uma fórmula com o operador bola 
reiterado k-vezes”; A(k) pode ser lida como “A é uma fórmula de grau k”, ou “A é uma 
fórmula composta de grau k”; em Cn 1≤n<ω, A(n) pode ser lida como “A é uma fórmula 
bem comportada” em Cn ou “A é uma fórmula regular” em Cn; o símbolo ≡ corresponde à 
equivalência usual; e, para cada n, 1≤n<ω, o conectivo “∼n” é denominado de “negação for-
te” do sistema Cn. 
 
 Para cada sistema proposicional  Cn,1≤n<ω, os esquemas de axiomas e regra de 
dedução  são os seguintes:  
 
 AXIOMA 1   A⊃(B⊃A) 
 AXIOMA 2   (A⊃B)⊃((A⊃(B⊃C))⊃(A⊃C)) 
 AXIOMA 3 A&B⊃A 
 AXIOMA 4 A&B⊃B 
 AXIOMA 5 A⊃(B⊃A&B) 
 AXIOMA 6 A⊃A∨B 
 AXIOMA 7 B⊃A∨B 
 AXIOMA 8 (A⊃C)⊃((B⊃C)⊃(A∨B⊃C)) 
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 AXIOMA 9 ¬¬A⊃A 
 AXIOMA 10 A∨¬A   
 AXIOMA 11 B(n)⊃((A⊃B)⊃((A⊃¬B)⊃¬A))   
 AXIOMA 12 A(n)&B(n)⊃(A&B) (n) 
 AXIOMA 13 A(n)&B(n)⊃(A∨B) (n) 
 AXIOMA 14 A(n)&B(n)⊃(A⊃B) (n) 
 REGRA:  MODUS PONENS (MP)  
   A  
   A⊃B   
    B. 
 
 Entendemos que as Definições 1.1.1-1.1.4 e os Axiomas 11-14 caracterizam as lógi-
cas paraconsistentes Cn de da Costa. O Axioma 11 constitui um caso particular de reductio 
ad absurdum, afirmando que o Princípio de Reductio ad Absurdum na lógica paraconsisten-
te Cn, 1≤n<ω, de da Costa só se aplica quando a fórmula B é uma fórmula bem comportada 
de grau n. Os Axiomas 12-14 de da Costa podem ser interpretados como condições para a 
“propagação do bom comportamento”.  
 
 O sistema Cω  é definido pelos seguintes esquemas de axiomas e regra de dedução: 
 
 AXIOMA 1 ao AXIOMA 10   
 MODUS PONENS.   
 
 Como é bem conhecido, a lógica proposicional clássica pode ser introduzida pelos 
Axiomas 1-9 e MP, acrescentando-se o Princípio de Reductio ad Absurdum, isto é: 
 
 AXIOMA 10´: (A⊃B)⊃((A⊃¬B)⊃¬A).   
 
 Nesse sentido, o cálculo proposicional clássico pode ser considerado como o siste-
ma C0 (Kleene 1974, p 82) da hierarquia Cn, 0≤n≤ω.  
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 Observamos que, enquanto em C0, o esquema A∨¬A é um teorema a partir dos  
axiomas (Kleene 1974, p. 119), em Cn, 1≤n≤ω, A∨¬A é um axioma. 
  
 A seguir, apresentamos algumas definições e resultados conhecidos e alguns resul-
tados originais, referentes aos sistemas Cn, 1≤n≤ω, de da Costa, necessários ao desenvol-
vimento e à compreensão de métodos subjacentes à construção de nossos sistemas de dedu-
ção natural e de nossos sistemas de tableaux analíticos, introduzidos nos Capítulo 2 e 3, e 
Capítulo 4, respectivamente. 
 
Teorema 1.1.6 (da Costa 1963a e da Costa 1993, p. 14) Em C1 são demonstráveis todos 
os teoremas da lógica proposicional positiva clássica.     
  
 Observamos que o resultado acima é válido para os sistemas Cn, 1≤n≤ω. 
  
Teorema 1.1.7 (da Costa 1963a e da Costa 1993, p. 10-11) Em C1 são válidas todas as 
regras do Teorema 2 de Kleene 1974, p. 98, excetuando-se a referente ao método de redu-
ção ao absurdo:  
 
1. Γ, A 0C1 B     6. A 0C1 A∨B    
 Γ 0C1 A⊃B      7. B 0C1 A∨B   
2. A, A⊃B 0C1 B   8. ¬¬A 0C1 A  
3.  A, B 0C1 A&B   9. Γ, A 0C1 C  Γ, B 0C1 C   
4. A&B 0C1 A      Γ, A∨B 0C1 C .  
5. A&B 0C1 B          
 
 Pelo Teorema 1.1.7-(1) temos o Metateorema da Dedução (MtD) para C1. 
 A generalização dos resultados do Teorema 1.1.7 para os sistemas Cn, 1<n≤ω, é 
imediata. Salientamos o caso do Metateorema da Dedução. 
 19
 
Teorema 1.1.8 (Metateorema da Dedução) Se Γ é um conjunto de fórmulas, então            
Γ, A 0Cn B se, somente se, Γ 0Cn A⊃B,  1≤n≤ω. Isto é,     
   Γ, A 0Cn B ⇔ Γ 0Cn A⊃B.      
 
Teorema 1.1.9 Em Cn, 1≤n<ω, as seguintes fórmulas são teoremas: 
i.     ¬(A&B)⊃(¬A∨¬B)    x.   ¬∼kA≡A , para k≥n  
ii.    ¬(Ak)⊃(A&¬A), para k≥1   xi.     ∼k¬A⊃A , para k≥1 
iii.    ¬(A(k))⊃(A&¬A), para k≥1   xii.  (A)n+1    
iv.    A(n)⊃(¬A)(k), para k≥1    xiii. A(n)⊃¬(¬A&A)   
v.   (A(n)&B(n)&¬(A∨B))⊃(¬A&¬B)   xiv. (An-1&¬An-1)(n)  
vi.  (A(n)&B(n)&¬(A⊃B))⊃(A&¬B)   xv.  (∼kA)(n), para k≥n 
vii.    (A(n)&¬A&A)⊃B    xvi.  ∼s(A&∼kA), para s≥1 e k≥n 
viii.  (A⊃B)⊃¬A∨B     xvii. (A⊃B)∨(B⊃A) 
ix.    (A∨A)⊃A     xviii. ((A⊃B)⊃A)⊃A  
       xix.   A∨(A⊃B). 
 
Demonstração:  
 A demonstração de (i) está em da Costa e Guillaume 1964, p. 379; as demonstra-
ções de (ii)-(iv) e (xviii) estão em da Costa e Guillaume 1965, p. 205-209; Alves 1976,   
p. 27, demonstra (vii); Castro e D’Ottaviano 2000, p.16-17, demonstra (v) e (vi). 
 Indicamos, a seguir, as provas dos itens (viii)-(xvii) e (xix), que não encontramos na 
literatura. 
viii. (A⊃B)⊃¬A∨B   
1. A, A⊃B 0Cn A⊃B      propriedade de 0Cn
 1   
2. A, A⊃B 0Cn A      propriedade de 0Cn 
                                                 
1 Usaremos as seguintes propriedades gerais resultantes da definição da relação de dedutibilidade 0  (ver 
Kleene 1974, p.89), sendo E uma fórmula, e ∆ e Γ  seqüências finitas de ocorrências de fórmulas:  
i. E 0 E;  
ii. Se ∆ 0 E e ∆⊆Γ, então Γ 0 E. 
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3. A, A⊃B 0Cn B      1, 2, MP 
4. A, A⊃B 0Cn B⊃¬A∨B     Axioma 7 
5. A, A⊃B 0Cn ¬A∨B     3, 4, MP 
6. A⊃B 0Cn A⊃¬A∨B     5, MtD 
7. A⊃B 0Cn ¬A⊃¬A∨B     Axioma 6 
8. A⊃B 0Cn A∨¬A     Axioma 10 
9. A⊃B 0Cn (A⊃¬A∨B)⊃((¬A⊃¬A∨B)⊃(A∨¬A⊃¬A∨B)) Axioma 8 
10. A⊃B 0Cn ((¬A⊃¬A∨B)⊃(A∨¬A⊃¬A∨B)) 6, 9, MP 
11. A⊃B 0Cn (A∨¬A⊃¬A∨B)    7, 10, MP 
12. A⊃B 0Cn ¬A∨B     8, 11, MP 
13. 0Cn (A⊃B)⊃¬A∨B     10, MtD 
 
ix. (A∨A)⊃A 
1. 0Cn A⊃A      Teorema 1.1.6 
2. 0Cn (A⊃A)⊃((A⊃A)⊃(((A∨A)⊃A)))  Axioma 8   
3. 0Cn A∨A⊃A      1, 2, MP 
 
x.    ¬∼kA≡A  
1. ¬∼kA 0Cn ¬∼kA     propriedade de 0Cn 
2. ¬∼kA 0Cn ¬(¬A&A
(k))    1, Definição 1.1.4 
3. ¬∼kA 0Cn ¬¬A∨¬(A
(k))    2, Teorema 1.1.9(i), MP 
4. ¬∼kA 0Cn ¬¬A⊃A     Axioma 9 
5. ¬∼kA 0Cn ¬(A
(k))⊃¬¬(A&¬A)   Teorema 1.1.9(iii)  
6. ¬∼kA 0Cn ¬¬(A&¬A)⊃(A&¬A)   Axioma 9 
7. ¬∼kA 0Cn A&¬A⊃A     Axioma 3 
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8. ¬∼kA 0Cn ¬(A
(k))⊃A     5, 6, 7, transitividade de ⊃ 
9. ¬∼kA 0Cn A      4, 8, 3, Axioma 8, MP 
10. 0Cn ¬∼kA⊃A       8, MtD 
e 
1. A, ∼kA 0Cn ∼kA     propriedade de 0Cn 
2. A, ∼kA 0Cn ¬A&A
(k)     1, Definição 1.1.4 
3. A, ∼kA 0Cn A      propriedade de 0Cn  
4. A, ∼kA 0Cn A
(k)     2, Axioma 4, MP 
5. A, ∼kA 0Cn A
(n)     4, Definição 1.1.3, Axioma 4, MP 
6. A, ∼kA 0Cn ¬A     2, Axioma 3, MP 
7. A, ∼kA 0Cn A
(n)&¬A     5, 6, Axioma 5, MP  
8. A, ∼kA 0Cn A
(n)&¬A&A    7, 3, Axioma 5, MP 
9. A, ∼kA 0Cn A
(n)&¬A&A⊃¬∼kA    Teorema 1.1.9(vii) 
10. A, ∼kA 0Cn ¬∼kA       8, 9, MP 
11. A 0Cn ∼kA⊃¬∼kA      10, MtD 
12. A 0Cn ¬∼kA∨¬∼kA      11, Teorema 1.1.9(viii), MP 
13. A 0Cn ¬∼kA      12, Teorema 1.1.9(ix), MP 
14.  0Cn A⊃¬∼kA      13, MtD 
 
xi.    ∼k¬A⊃A , para k≥1 
1. ∼k¬A 0Cn ∼k¬A     propriedade de 0Cn 
2. ∼k¬A 0Cn ¬¬A&(¬A)
(k)    1, Definição 1.1.4 
3. ∼k¬A 0Cn ¬¬A     2, Axioma 3, MP 
4. ∼k¬A 0Cn A      3, Axioma 9, MP 
5. 0Cn ∼k¬A⊃A       4, MtD 
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xii.     (A)n+1 
1. ¬((A)n+1) 0Cn ¬((A)
n+1)    propriedade de 0Cn 
2. ¬((A)n+1) 0Cn ¬(¬(A
n&¬(An)))   1, Definição 1.1.2 
3. ¬((A)n+1) 0Cn (A
n&¬(An))    2, Axioma 9, MP 
4. ¬((A)n+1) 0Cn A
n     3, Axioma 3, MP 
5. ¬((A)n+1) 0Cn ¬(A
n)     3, Axioma 3, MP 
6. ¬((A)n+1) 0Cn ¬(¬(A
n-1&¬An-1))   5, Definição 1.1.2  
7. ¬((A)n+1) 0Cn (A
n-1&¬An-1)    6, Axioma 9, MP  
8. ¬((A)n+1) 0Cn A
n-1     7, Axioma 3, MP 
9. ¬((A)n+1) 0Cn ¬(A
n-1)     7, Axioma 4, MP 
 Repetindo-se os procedimentos dos passos 5-9, obtemos 
∶  ∶     
s. ¬((A)n+1) 0Cn ¬(¬(A
1&¬A1))   s-1, Definição 1.1.2 
s+1. ¬((A)n+1) 0Cn (A
1&¬A1)    s, Axioma 9, MP 
s+2. ¬((A)n+1) 0Cn A
1     s+1, Axioma 3, MP 
s+3. ¬((A)n+1) 0Cn ¬A
1     s+1, Axioma 4, MP  
s+4. ¬((A)n+1) 0Cn ¬(¬(A&¬A))    s+3, Definição 1.1.1 
s+5. ¬((A)n+1) 0Cn (A&¬A)    s+4, Axioma 9, MP 
s+6. ¬((A)n+1) 0Cn A     s+5, Axioma 3, MP 
s+7. ¬((A)n+1) 0Cn ¬A     s+5, Axioma 4, MP  
∶  ∶      
s+j. ¬((A)n+1) 0Cn A
1&A2& ... & An-1&An  s+2, ... , 8, 4, aplicação reiterada 
        do Axioma 5 
s+j+1. ¬((A)n+1) 0Cn A
(n)     s+j, Definição 1.1.3 
s+j+2. ¬((A)n+1) 0Cn (A




s+j+3. ¬((A)n+1) 0Cn (A
(n)&¬A&A)⊃(An+1)    Teorema 1.1.9(vii) 
s+j+4. ¬((A)n+1) 0Cn A
n+1      s+j+2, s+j+3, MP 
s+j+5. 0Cn ¬((A)
n+1)⊃((A)n+1)     s+j+4, MtD 
s+j+6. 0Cn ¬(¬(A)
n+1)∨((A)n+1)     s+j+5, Teorema 1.1.9(viii), MP 
∶  ∶ 
s+j+t. 0Cn (A)
n+1        Axioma 8, MP  
 
xiii.  A(n)⊃¬(¬A&A) 
1. A(n), ¬A&A 0Cn A
(n)     propriedade de 0 Cn
  
2. A(n), ¬A&A 0Cn ¬A&A     propriedade de 0 Cn 
3. A(n), ¬A&A 0Cn A
(n)&¬A&A   1, 2, Axioma 5 
4. A(n), ¬A&A 0Cn A
(n)&¬A&A⊃¬(¬A&A)  Teorema 1.1.9(vii) 
5. A(n), ¬A&A 0Cn ¬(¬A&A)    3, 4, MP 
6. A(n) 0Cn (¬A&A)⊃¬(¬A&A)   5, MtD 
7. A(n) 0Cn ¬(¬A&A)∨¬(¬A&A)   6, Teorema 1.1.9(viii), MP 
8. A(n) 0Cn ¬(¬A&A)     7, Teorema 1.1.9(ix), MP 
 
xiv.  (An-1&¬An-1)(n)  
1. ¬((An-1&¬An-1)(n)) 0Cn ¬((A
n-1&¬An-1)(n))  propriedade de 0Cn 
2. ¬((An-1&¬An-1)(n)) 0Cn ¬((A
n-1&¬An-1)(n))⊃((An-1&¬An-1)&¬(An-1&¬An-1))   
        Teorema 1.1.9(iii), Axioma 9,  
        transitividade de ⊃  
3 ¬((An-1&¬An-1)(n)) 0Cn (A
n-1&¬An-1)&¬(An-1&¬An-1)  1, 2, MP 
4 ¬((An-1&¬An-1)(n)) 0Cn (A
n-1&¬An-1)  3, Axioma 3, MP 
5 ¬((An-1&¬An-1)(n)) 0Cn ¬(A
n-1&¬An-1)  3, Axioma 4, MP 
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6 ¬((An-1&¬An-1)(n)) 0Cn A
n    5, Definição 1.1.2 
7 ¬((An-1&¬An-1)(n)) 0Cn A
n-1    4, Axioma 3, MP 
8 ¬((An-1&¬An-1)(n)) 0Cn ¬A
n-1   4, Axioma 3, MP 
9 ¬((An-1&¬An-1)(n)) 0Cn ¬(¬(A
n-2&¬An-2))  8, Definição 1.1.2 
10 ¬((An-1&¬An-1)(n)) 0Cn (A
n-2&¬An-2)  9, Axioma 9, MP 
11 ¬((An-1&¬An-1)(n)) 0Cn A
n-2    10, Axioma 3, MP 
12 ¬((An-1&¬An-1)(n)) 0Cn ¬A
n-2   10, Axioma 4, MP  
∶  ∶     
s ¬((An-1&¬An-1)(n)) 0Cn ¬(¬(A
1&¬A1))  s-1, Definição 1.1.2 
s+1 ¬((An-1&¬An-1)(n)) 0Cn (A
1&¬A1)   s, Axioma 9, MP 
s+2 ¬((An-1&¬An-1)(n)) 0Cn A
1    s+1, Axioma 3, MP 
s+3 ¬((An-1&¬An-1)(n)) 0Cn ¬A
1    s+1, Axioma 4, MP  
s+4 ¬((An-1&¬An-1)(n)) 0Cn ¬(¬(A&¬A))  s+3, Definição 1.1.1 
s+5 ¬((An-1&¬An-1)(n)) 0Cn (A&¬A)   s+4, Axioma 9, MP 
s+6 ¬((An-1&¬An-1)(n)) 0Cn A    s+5, Axioma 3, MP 
s+7 ¬((An-1&¬An-1)(n)) 0Cn ¬A    s+5, Axioma 4, MP  
∶  ∶      
s+j ¬((An-1&¬An-1)(n)) 0Cn A
1&A2& ... & An-1&An s+2, ... , 11, 7, 6, aplicação  
        reiterada do Axioma 5 
s+j+1 ¬((An-1&¬An-1)(n)) 0Cn A
(n)    s+j, Definição 1.1.3 
s+j+2 ¬((An-1&¬An-1)(n)) 0Cn (A
(n)&¬A&A)  s+j+1, s+5, Axioma 5, MP 
s+j+3 ¬((An-1&¬An-1)(n)) 0Cn (A
(n)&¬A&A)⊃((An-1&¬An-1)(n))  Teorema 1.1.9(vii) 
s+j+4 ¬((An-1&¬An-1)(n)) 0Cn ((A
n-1&¬An-1)(n))   s+j+2, s+j+3, MP 
s+j+5 0Cn ¬((A
n-1&¬An-1)(n))⊃((An-1&¬An-1)(n))   s+j+4, MtD 
s+j+6 0Cn ¬¬((A




n-1&¬An-1)(n))⊃((An-1&¬An-1)(n))  Axioma 9 
s+j+8 0Cn ((A
n-1&¬An-1)(n))⊃((An-1&¬An-1)(n))   Teorema 1.1.6 
s+j+9 0Cn (A
n-1&¬An-1)(n)      s+j+7,  s+j+8,  s+j+6, Axioma 8, MP 
 
xv. (∼kA)(n), para k≥n   
1 ¬((∼kA)(n)) 0Cn ¬((∼kA)
(n))    propriedade de 0Cn 
2 ¬((∼kA)(n)) 0Cn ¬((∼kA)
(n))⊃(∼kA)&¬(∼kA)  Teorema 1.1.9(iii), Axioma 9, MP 
3 ¬((∼kA)(n)) 0Cn (∼kA)&¬(∼kA)   1, 2, MP 
4  ¬((∼kA)(n)) 0Cn (∼kA)    3, Axioma 3, MP 
5 ¬((∼kA)(n)) 0Cn ¬(∼kA)    3, Axioma 4, MP 
6 ¬((∼kA)(n)) 0Cn ¬A&(A)
(k)    4, Definição 1.1.4 
7 ¬((∼kA)(n)) 0Cn ¬A     6, Axioma 3, Axioma 9, MP 
8 ¬((∼kA)(n)) 0Cn (A)
(k)     6, Axioma 4, MP 
9 ¬((∼kA)(n)) 0Cn (A)
(n)     8, Definição 1.1.3, Axioma 3, 
        Axioma 5, MP 
10 ¬((∼kA)(n)) 0Cn ¬(¬A&(A)
(k))   5, Definição 1.1.4 
11 ¬((∼kA)(n)) 0Cn ¬¬A∨¬((A)
(k))   10, Teorema 1.1.9(i), MP 
12 ¬((∼kA)(n)) 0Cn ¬¬A⊃A    Axioma 9 
13 ¬((∼kA)(n)) 0Cn ¬((A)
(k))⊃A&¬A   Teorema 1.1.9(iii), Axioma 9,  
        transitividade de ⊃ 
14 ¬((∼kA)(n)) 0Cn A&¬A⊃A    Axioma 3 
15 ¬((∼kA)(n)) 0Cn ¬((A)
(k))⊃A    13, 14, transitividade de ⊃  
16 ¬((∼kA)(n)) 0Cn A     12, 15, 11, Axioma 8, MP 
17 ¬((∼kA)(n)) 0Cn (A)
(n)&¬A&A   9, 7, 16, Axioma 5, MP  
18 ¬((∼kA)(n)) 0Cn (A)
(n)&¬A&A⊃((∼kA)(n))  Teorema 1.1.9(vii) 
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19  ¬((∼kA)(n)) 0Cn ((∼kA)
(n))    17, 18, MP 
20 0Cn ¬((∼kA)
(n))⊃((∼kA)(n))    19, MtD 
21 0Cn ¬¬((∼kA)
(n)))∨((∼kA)(n))     20, Teorema 1.1.9(viii), MP 
22 0Cn ¬¬((∼kA)
(n)))⊃((∼kA)(n))    Axioma 9 
23 0Cn ((∼kA)
(n)))⊃((∼kA)(n))     Teorema 1.1.6  
24 0Cn (∼kA)
(n)       22, 23, 21, Axioma 8, MP 
 
xvi.  ∼s(A&∼kA)   para s≥1 e k≥n 
1 ¬∼s(A&∼kA)  0Cn ¬∼s(A&∼kA)    propriedade de 0Cn 
2 ¬∼s(A&∼kA)  0Cn ¬∼s(A&∼kA)⊃(A&∼kA)  Teorema 1.1.9(xi) 
3 ¬∼s(A&∼kA)  0Cn (A&∼kA)    2, MP 
4 ¬∼s(A&∼kA)  0Cn (A&¬A&(A)
(k))   3, Definição 1.1.4 
5 ¬∼s(A&∼kA)  0Cn (A)
(k)    4, Axioma 4, MP 
6 ¬∼s(A&∼kA)  0Cn (A)
(n)    5, Definição 3, Axioma 3, MP 
7 ¬∼s(A&∼kA)  0Cn A&¬A    4, Axioma 3, MP 
8 ¬∼s(A&∼kA)  0Cn ¬A&A    7, Axioma 3, Axioma 5, MP 
9 ¬∼s(A&∼kA)  0Cn (A)
(n)&¬A&A   8, 6, Axioma 5, MP   
10 ¬∼s(A&∼kA)  0Cn ((A)
(n)&¬A&A)⊃(∼s(A&∼kA)) Teorema 1.1.9(vii)  
11 ¬∼s(A&∼kA)  0Cn (∼s(A&∼kA)   9, 10, MP 
12  0Cn ¬∼s(A&∼kA)⊃(∼s(A&∼kA)   11, MtD 
13 0Cn ¬¬∼s(A&∼kA)∨(∼k(A&∼kA)   Teorema 1.1.9(i), MP 
14 0Cn ¬¬∼s(A&∼kA)))⊃(∼s(A&∼kA))    Axioma 9 
15 0Cn (∼s(A&∼kA))⊃(∼s(A&∼kA))    Teorema 1.1.6 




xvii. (A⊃B)∨(B⊃A)  
1 0Cn ¬A
(n)⊃A&¬A               Teorema 1.1.9(iii), Axioma 9,  
        transitividade de ⊃   
2 0Cn A&¬A⊃A     Axioma 4 
3 0Cn A⊃(B⊃A)     Axioma 1 
4 0Cn ¬A
(n)⊃(B⊃A)     1, 2, 3,  transitividade 
5 0Cn (B⊃A)⊃((A⊃B)∨(B⊃A))   Axioma 7  
6 0Cn ¬A
(n)⊃((A⊃B)∨(B⊃A))    4, 5, transitividade  
7 0Cn ¬B
(n)⊃B&¬B               Teorema 1.1.9(iii), Axioma 9,  
∶ ∶       transitividade de ⊃    
12 0Cn ¬B
(n)⊃((A⊃B)∨(B⊃A))    idêntico a 1-6 
13 ¬(A(n)&B(n))  0Cn ¬(A
(n)&B(n))   propriedade de 0Cn 
14 ¬(A(n)&B(n))  0Cn ¬A
(n)∨¬B(n)   13, Teorema 1.1.9 i, MP 
15 ¬(A(n)&B(n))  0Cn ¬A
(n)⊃((A⊃B)∨(B⊃A))  6, propriedade de 0Cn 
16 ¬(A(n)&B(n))  0Cn ¬B
(n)⊃((A⊃B)∨(B⊃A))  12, propriedade de 0Cn 
17 ¬(A(n)&B(n))  0Cn (A⊃B)∨(B⊃A)   15, 16, 14, Axioma 8, MP 
18 0Cn ¬(A
(n)&B(n))⊃((A⊃B)∨(B⊃A))   17, MtD 
19 A(n)&B(n), ¬(A⊃B)  0Cn A
(n)&B(n)   propriedade de 0Cn 
20 A(n)&B(n), ¬(A⊃B)  0Cn ¬(A⊃B)   propriedade de 0Cn 
21 A(n)&B(n), ¬(A⊃B)  0Cn A
(n)&B(n)&¬(A⊃B) 19, 20, Axioma 5, MP   
22 A(n)&B(n), ¬(A⊃B)  0Cn A&¬B   21, Teorema 1.1.9(vi), MP 
23 A(n)&B(n), ¬(A⊃B)  0Cn A    24, Axioma 3, MP 
24 A(n)&B(n), ¬(A⊃B), B  0Cn A   propriedade de 0Cn 
25 A(n)&B(n), ¬(A⊃B)  0Cn B⊃A   26, MtD 
26 0Cn (B⊃A)⊃((A⊃B)∨(B⊃A))   Axioma 7 
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27 A(n)&B(n), ¬(A⊃B)  0Cn ((A⊃B)∨(B⊃A))  25, 26, MP, propriedade de 0Cn 
26 A(n)&B(n) 0Cn ¬(A⊃B)⊃((A⊃B)∨(B⊃A))  27, MtD 
28 A(n)&B(n) 0Cn (A⊃B)⊃((A⊃B)∨(B⊃A))  Axioma 6, propriedade de 0Cn 
29 0Cn (A⊃B)∨¬(A⊃B)     Axioma 10 
30 A(n)&B(n) 0Cn (A⊃B)∨(B⊃A)   28, 27, 29, Axioma 8, MP, 
        propriedade de 0Cn 
31 0Cn (A
(n)&B(n))⊃((A⊃B)∨(B⊃A))   30, MtD 
32 0Cn (A
(n)&B(n))∨(¬(A(n)&B(n)))   Axioma 10 
33 0Cn ((A⊃B)∨(B⊃A))     31, 18, 32, Axioma 8, MP  
 
xix.   A∨(A⊃B) 
1 ¬(A⊃B),  A(n)&B(n) 0Cn A
(n)&B(n)   propriedade de 0Cn 
2 ¬(A⊃B),  A(n)&B(n) 0Cn ¬(A⊃B)   propriedade de 0Cn 
3 ¬(A⊃B),  A(n)&B(n) 0Cn A
(n)&B(n)&¬(A⊃B) 1,2 Axioma 5, MP 
4 ¬(A⊃B),  A(n)&B(n) 0Cn A&¬B   3, Teorema 1.1.9(vi), MP 
5 ¬(A⊃B),  A(n)&B(n) 0Cn A    4, Axioma 3, MP 
6 ¬(A⊃B),  A(n)&B(n) 0Cn A∨(A⊃B)   5, Axioma 6, MP 
7 ¬(A⊃B) 0Cn (A
(n)&B(n) )⊃(A∨(A⊃B))  6, MtD 
8 ¬(A⊃B),  ¬(A(n)&B(n)) 0Cn ¬(A
(n)&B(n))  propriedade de 0Cn 
9 ¬(A⊃B),  ¬(A(n)&B(n)) 0Cn ¬(A
(n))∨¬(B(n))  8, Teorema 1.1.9(i), MP 
10 ¬(A⊃B),  ¬(A(n)&B(n)) 0Cn ¬(A
(n))⊃A&¬A Teorema 1.1.9(iii), Axioma 9, 
        transitividade de ⊃, propriedade de 0Cn 
11 ¬(A⊃B),  ¬(A(n)&B(n)) 0Cn A&¬A⊃A  Axioma 3, propriedade de 0Cn 
12 ¬(A⊃B),  ¬(A(n)&B(n)) 0Cn A⊃A∨(A⊃B)  Axioma 6, propriedade de 0Cn 
13 ¬(A⊃B),  ¬(A(n)&B(n)) 0Cn ¬(A
(n))⊃A∨(A⊃B) 10, 11, 12, transitividade 
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∶  ∶  
18 ¬(A⊃B),  ¬(A(n)&B(n)) 0Cn ¬(B
(n))⊃A∨(A⊃B) idêntico a 10-13 
19 ¬(A⊃B),  ¬(A(n)&B(n)) 0Cn A∨(A⊃B)  13, 18, 9, Axioma 8, MP 
20 ¬(A⊃B) 0Cn ¬(A
(n)&B(n) )⊃(A∨(A⊃B))  19, MtD 
21 ¬(A⊃B)  0Cn (A
(n)&B(n))∨¬(A(n)&B(n))  Axioma 10, propriedade de 0Cn 
24 ¬(A⊃B)  0Cn (A∨(A⊃B))    7, 20, 21, Axioma 8, MP 
25 0Cn ¬(A⊃B)⊃(A∨(A⊃B))    24, MtD 
26 0Cn (A⊃B)⊃(A∨(A⊃B))    Axioma 4 
27 0Cn (A⊃B)∨¬(A⊃B)     Axioma 10 
28 0Cn A∨(A⊃B)      26, 25, 27, Axioma 8, MP  
 
 Observamos que, pelo item (xvi) acima, verificamos que para todo Cn, 1≤n<ω,               
0Cn∼s(A&∼kA), para s≥1 e k≥n, o que corresponde a uma propriedade bastante geral das 
negações ∼m , m≥1, em cada Cn,  Em particular para s, k = n, a propriedade corresponde ao 
Princípio da Não-Contradição clássico para Cn. 
 
 O teorema a seguir corresponde a uma generalização de um resultado obtido para o 
sistema C1 por da Costa 1963a e da Costa 1993, p. 12. 
 
Teorema 1.1.10 Em Cn é válida a seguinte versão do método de redução ao absurdo: 
   Γ 0Cn B
(n)      Γ,  A 0Cn B       Γ, A 0Cn ¬B     
     Γ 0Cn ¬A        
 
Teorema 1.1.11 (da Costa 1974b, p. 500)  Em Cn, 1≤n<ω,  ∼n  tem todas as propriedades 




 A seguir, generalizamos o resultado para Cn, 1≤n<ω, relativamente à negação ∼k, 
k≥n. 
 
Teorema 1.1.12 Em Cn, 1≤n<ω,  ∼k , k≥n, tem propriedades da negação clássica. 
 
Demonstração: 
 Basta demonstrarmos os Postulados 7 e 8 apresentados em Kleene 1974, p. 82. 
 
Postulado 7 0Cn (A⊃B)⊃((A⊃∼kB)⊃∼kA)  
1 (A⊃B), (A⊃∼kB), A 0Cn A      propriedade de 0Cn 
2 (A⊃B), (A⊃∼kB), A 0Cn (A⊃B)     propriedade de 0Cn 
3 (A⊃B), (A⊃∼kB), 0Cn (A⊃∼kB)    propriedade de 0Cn 
2 (A⊃B), (A⊃∼kB), A 0Cn B     1, 2, MP 
3 (A⊃B), (A⊃∼kB), A 0Cn ∼kB     1, 3, MP 
4 (A⊃B), (A⊃∼kB), A 0Cn ¬B&B
(k)    3, Definição 1.1.4 
5 (A⊃B), (A⊃∼kB), A 0Cn ¬B     4, Axioma 3, MP 
6 (A⊃B), (A⊃∼kB), A 0Cn B
(k)     4, Axioma 4, MP 
7 (A⊃B), (A⊃∼kB), A 0Cn B
(n)     6, Definição 1.1.3,  Axio-
         ma 4, MP, Definição 1.1.3   
8 (A⊃B), (A⊃∼kB), A 0Cn B
(n)&¬B    7, 5, Axioma 5, MP 
9 (A⊃B), (A⊃∼kB), A 0Cn B
(n)&¬B&B   8, 2, Axioma 5, MP 
10 (A⊃B), (A⊃∼kB), A 0Cn B
(n)&¬B&B⊃¬A   Teorema 1.1.9(vii)  
11 (A⊃B), (A⊃∼kB), A 0Cn ¬A     9, 10, MP 
12 (A⊃B), (A⊃∼kB)  0Cn A⊃¬A    11, MtD 
13 (A⊃B), (A⊃∼kB)  0Cn ¬A∨¬A    12, Teorema 1.1.9(viii), MP 
14 (A⊃B), (A⊃∼kB)  0Cn ¬A∨¬A⊃¬A   Teorema 1.1.9(ix)  
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15 (A⊃B), (A⊃∼kB)  0Cn ¬A     13, 14, MP 
16 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn ¬(A
(k))   propriedade de 0Cn  
17 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn ¬(A
(k))⊃A&¬A            Teorema 1.1.9(iii), Axioma 9,
         transitividade de ⊃   
18 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn A&¬A   16, 17, MP   
19 (A⊃B), (A⊃∼kB), ¬(A(k))  0Cn A    18, Axioma 3, MP  
20 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn A⊃B    propriedade de 0Cn 
21 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn B    19, 20, MP 
22 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn A⊃∼kB   propriedade de 0Cn 
23 (A⊃B), (A⊃∼kB)), ¬(A(k)) 0Cn ∼kB    19, 22, MP 
24  (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn ¬B&B
(k)   23, Definição 1.1.4 
25 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn ¬B    24, Axioma 3, MP 
26 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn B
(k)    24, Axioma 4, MP 
27 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn B
(n)    26, Definição 1.1.3, Axio-
         ma 4, MP, Definição 1.1.3 
28 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn B
(n)&¬B   27, 25, Axioma 5, MP 
29 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn B
(n)&¬B&B   28, 21, Axioma 5, MP 
30 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn B
(n)&¬B&B⊃(A(k))   Teorema 1.1.9(vii)  
31 (A⊃B), (A⊃∼kB), ¬(A(k)) 0Cn A
(k)     29, 30, MP 
32 (A⊃B), (A⊃∼kB)  0Cn ¬(A
(k))⊃(A(k))    31, MtD 
33 (A⊃B), (A⊃∼kB)  0Cn ¬¬(A
(k))∨(A(k))    32, Teorema 1.1.9(viii), MP 
34 (A⊃B), (A⊃∼kB)  0Cn ¬¬(A
(k))⊃(A(k))   Axioma 9 
35 (A⊃B), (A⊃∼kB)  0Cn (A
(k))⊃(A(k))    Teorema 1.1.6 
36 (A⊃B),(A⊃∼kB) 0Cn(¬¬(A
(k))⊃(A(k)))⊃(((A(k))⊃(A(k)))⊃((¬¬(A(k))∨(A(k)))⊃(A(k))))
         Axioma 8 
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37 (A⊃B), (A⊃∼kB) 0Cn (((A
(k))⊃(A(k)))⊃((¬¬(A(k))∨(A(k)))⊃(A(k)))) 34, 36, MP 
38 (A⊃B), (A⊃∼kB) 0Cn ((¬¬(A
(k))∨(A(k)))⊃(A(k)))  35, 37, MP 
39 (A⊃B), (A⊃∼kB) 0Cn (A
(k))     33, 38, MP 
40 (A⊃B), (A⊃∼kB) 0Cn ¬A&(A
(k))    15, 39, Axioma 5, MP 
41 (A⊃B), (A⊃∼kB) 0Cn ∼kA     40, Definição 1.1.4  
42 (A⊃B) 0Cn (A⊃∼kB)⊃∼kA     41, MtD 
43 0Cn (A⊃B)⊃((A⊃∼kB)⊃∼kA)    42, MtD 
 
Postulado 8 0Cn ∼k∼kA⊃A 
1 ∼k∼kA 0Cn ∼k∼kA      propriedade de 0Cn 
2 ∼k∼kA 0Cn ¬(∼kA)&(∼kA)
(k)     1, Definição 1.1.4 
3 ∼k∼kA 0Cn ¬(∼kA)      2, Axioma 3, MP 
4 ∼k∼kA 0Cn ¬(∼kA)⊃A     Teorema 1.1.9(xi),Defini 
         ção 1.1.5, Axioma 3, MP 
5 ∼k∼kA 0Cn A       3, 4, MP 
6 0Cn ∼k∼kA⊃A       5, MtD  
 
Teorema 1.1.13  Os seguintes esquemas de fórmulas são demonstráveis em Cω: 
 
i.  ¬(Ak)⊃(A&¬A), para k≥1    v. A∨∼kA , para k≥1   
ii. Ak∨A , para k≥1      vi. (A⊃B)⊃¬A∨B   
iii. Ak∨¬A , para k≥1      vii.¬¬(Ak)∨A , para k≥1. 
iv. A(k)∨A , para k≥1      
 
 As provas de (i), (iv) e (v) estão em da Costa e Guillaume 1965, p. 205.  







ii. Ak∨A , para k≥1 
1 0Cω A
k∨¬(Ak)      Axioma 10 
2 0Cω ¬(A
k)⊃(A&¬A)     Teorema 1.1.13(i) 
3 0Cω A&¬A⊃A      Axioma 3 
4 0Cω ¬(A
k)⊃A      2, 3, transitividade de ⊃ 
5 0Cω  A
k⊃Ak      Teorema 1.1.6 
6 0Cω A
k∨A       5, 2, Axioma 8, MP 
 
iii. Ak∨¬A , para k≥1 
1 0Cω A
k∨¬(Ak)      Axioma 10 
2 0Cω ¬(A
k)⊃(A&¬A)     Teorema 1.1.13(i) 
3 0Cω A&¬A⊃¬A      Axioma 4 
4 0Cω ¬(A
k)⊃¬A     2, 3, transitividade de ⊃ 
5 0Cω  A
k⊃Ak      Teorema 1.1.6 
6 0Cω A
k∨¬A       5, 2, Axioma 8, MP 
 
vi. (A⊃B)⊃¬A∨B  




k)⊃(A&¬A)     Teorema 1.1.13(i) 
2 0Cω (A&¬A)⊃A     Axioma 3 
3 0Cω ¬(A
k)⊃A      1, 2, transitividade de ⊃ 
4 0Cω ¬¬(A





Observação 1.1.14 Observamos que o item (v) acima corresponde a uma propriedade bas-
tante geral das negações ∼k, para todo k, k ≥ 1. No caso em que k = n, a propriedade corres-
ponde ao Princípio do Terceiro Excluído clássico para Cn. 
 
 O teorema a seguir constitui uma generalização do resultado obtido para o sistema 
C1 por da Costa 1963a e da Costa 1993, p. 16. 
 
Teorema 1.1.15 Se Γ é um conjunto de fórmulas e A1, A2, ..., Am são os componentes pri-
mos2 das fórmulas de Γ∪{A}, então, uma condição necessária e suficiente para que           
Γ 0C0 A é que Γ, A1
(n), A2(n), ..., Am(n) 0Cn A, isto é, 
   Γ 0C0 A ⇔ Γ, A1
(n), A2(n), ..., Am(n) 0Cn A.    
 
Definição 1.1.16  Dados dois sistemas formais S e S´, cuja linguagem é ℒ, S´ é estritamen-
te mais forte que S se, e somente se,  
i. Para toda fórmula A de ℒ, 
      0S A ⇒   0S´ A 
ii. Existe uma fórmula B de ℒ, tal que 
   0S´ B e   6S B. 
 
Teorema 1.1.17 (da Costa 1963a e da Costa 1993, p. 17) Cada um dos cálculos da hierar-
quia Cn, 0≤n≤ω, é estritamente mais forte do que os que o sucedem na hierarquia.   
          
 Por exemplo, o esquema (An-1&¬An-1)(n) é um teorema em Cn, 1≤n<ω,  mas, não o é 
em Cm, m>n.    
 Um outro exemplo interessante, é que a fórmula  (A&¬A)⊃¬¬(A&¬A) é teorema 
em todo Cn, 1≤n<ω, e não é teorema em Cω. 
 
                                                 




Teorema 1.1.18 (da Costa 1974b, p. 501) Os sistemas Cn, 1≤n≤ω, são consistentes.   
 
Teorema 1.1.19 (A. I. Arruda, de acordo com da Costa 1974b, p. 501 e Arruda 1975) Os 
sistemas Cn, 1≤n≤ω, não são decidíveis por matrizes finitas.     
 
Teorema 1.1.20 (Fidel 1977, p. 31-40) Os sistemas Cn, 1≤n≤ω, são decidíveis.  
 
 Da Costa e Alves 1976 e Alves 1976 introduzem o conceito de valoração paracon-
sistente para o sistema C1 através de uma valoração bivalente, e um procedimento de deci-
são denominado de quase-matrizes. Desenvolvem uma semântica, à la Henkin, e demons-
tram a correção e completude do sistema C1; e introduzem o método de quase-matrizes, 
para demonstrar a decidibilidade de C1. Da Costa e Alves 1976  e  Alves 1976 estendem a 
semântica de C1 para os cálculos Cn, 1<n<ω.   
 
 A definição de valoração paraconsistente, introduzida por da Costa e Alves, para C1, 
é a seguinte.  
 
Definição 1.1.21  Se F é o conjunto de fórmulas da linguagem ℒ de C1, uma valoração 
para C1  é uma função v: F → {0, 1}, tal que: 
 
 1. Se v(A) = 0, então v(¬A) = 1 
 2. Se v(¬¬A) = 1, então v(A) = 1 
 3. Se v(Bo) = v(A⊃B) = v(A⊃¬B) = 1 , então v(A) = 0  
 4. v(A⊃B) = 1 se, e somente se, v(A) = 0 ou v(B) = 1 
 5. v(A&B) = 1 se, e somente se, v(A) = 1 e v(B) = 1 
 6. v(A∨B) = 1 se, e somente se, v(A) = 1 ou v(B) = 1 
 7. Se v(Ao) = v(Bo) = 1, então v((A⊃B)o) =  v((A&B)o) =  v((A∨B)o) =  1. 
 
 Da Costa e Alves 1977 apresenta uma generalização da semântica de da Costa e 
Alves (para C1) para os cálculos Cn, 1≤n<ω, e demonstra (p. 623-624) que os sistemas Cn, 
 36
 
1≤n<ω, são corretos e completos. Introduzem uma pequena modificação na formulação da 
quase-matriz, no caso da negação de uma fórmula A, tal que v(A) = 1: 
 
“In the construction of the quasi-matrices, the only change worth mentioning 
is that when A is Dn-1&¬Dn-1 or ¬Dn-1&Dn-1 (have the value 1)3, we write 
value 0 for the formula ¬A.” (da Costa e Alves 1977, p. 628)  
 
 A cláusula acima constitui a caracterização das quase-matrizes dos sistemas Cn, 
1≤n<ω.  
 
 Loparić e Alves 1980, p. 162, modifica a cláusula acima de da Costa e Alves, pois, 
uma quase-matriz, construída desse modo, poderia gerar uma linha v para uma fórmula A, 
tal que, v(A) = v(¬A) = v(A(n)) = 1, o que não é possível. 
 
 Contra-exemplo: De fato, considerando-se a cláusula acima de da Costa e Alves, a 
 quase-matriz, em C2, para a fórmula A1&¬(A1)⊃¬(A2) é a seguinte: 
 A ¬A A&¬A A1 ¬(A1)  A1&¬(A1) A2 ¬(A2)     
 0 1      0        1 0                 0  1 0  
 1 0      0        1 0                 0  1 0            
  1      1        0 1                  0  1 0            
           1 0                  0  1 0  
      1                  1  0 1 
   
 Portanto, ocorre a possibilidade de v(A) = v(¬A) = v(A(2)) = 1, o que não é possível 
em C2. 
 Observamos que resultado análogo pode ser obtido para Cn, n≥2. 
 Por esse motivo, Loparić e Alves modificam algumas das condições da definição de 
valoração paraconsistente de da Costa e Alves e, a partir desta nova definição, com um pro-
                                                 




cedimento de decisão, via quase-matrizes, provam a correção, completude e decidibilidade 
dos sistemas Cn, 1≤n<ω. 
 
 A definição de valoração paraconsistente, introduzida por Loparić e Alves, para  Cn, 
1≤n<ω, é a seguinte.  
 
Definição 1.1.22  Se F é o conjunto de fórmulas da linguagem ℒ de Cn, 1≤n<ω, uma valo-
ração para Cn  é uma função v: F → {0, 1}, tal que: 
 
 1. Se v(A) = 0, então v(¬A) = 1 
 2. Se v(A) = 0, então v(¬¬A) = 0 
 3. v(A&B) = 1 se, e somente se, v(A) = 1 e v(B) = 1 
 4. v(A∨B) = 1 se, e somente se, v(A) = 1 ou v(B) = 1 
 5. v(A⊃B) = 1 se, e somente se, v(A) = 0 ou v(B) = 1 
 6. Se v(An-1) = v(¬An-1), então v(An) = 0 
 7. Se v(A) = v(¬A), então v(¬A1) = 1   
 8. Se v(A) ≠ v(¬A) e  v(B) ≠ v(¬B), então v(A#B)≠v(¬(A#B)), onde # é &, ∨ ou ⊃, 
  
 com 
 A0 = def A, 
 Ak =def¬(Ak-1&¬Ak-1), para k>0.  
 
 Observamos que, para k>0, a definição de Ak é equivalente à usada por da Costa 
1963a e 1974b (ver Definição 1.1.2). 
 
Teorema 1.1.23 (Loparić e Alves 1980, p. 164-171) Os sistemas Cn, 1≤n<ω, são corretos, 




 A seguir, como ilustração, apresentamos alguns esquemas não demonstráveis em 
Cn, 1≤n≤ω. 
 
Teorema 1.1.24 Os seguintes esquemas não são demonstráveis em Cn, 1≤n≤ω: 
i. ¬(A&¬A)        iv. (A∨¬A)(n)    
ii. A⊃(¬A⊃B)     v.  A⊃∼k¬A    
iii. A⊃¬¬A      vi.  (A&¬A)⊃B      
vii.  ¬A⊃(A⊃B)     ix.   (A⊃A)(n)     
viii.  ¬A≡∼nA      x.   ¬A∨B⊃(A⊃B)   
       xi. ¬(¬A&A)⊃¬(A&¬A).  
 
Demonstração: 
 As demonstrações dos itens (i)-(iii), (vi) e (vii) estão em da Costa 1963, e da Costa 
1993, p. 11-12.  
 Nessas demonstrações, da Costa introduz uma matriz trivalente com 2 (dois) valores 
distinguidos, M = {{1, 2, 3}, {1, 2}, ¬, &, ∨, ⊃}, que valida os axiomas de C1 e não valida 
os esquemas de fórmulas apresentados. Logo, pelo teorema anterior e Teorema 1.1.17, os 
esquemas não são válidos em Cn, 1≤n≤ω. 
 A matriz trivalente, introduzida por da Costa, também não valida o esquema (x), 
isto é,  ¬A∨B⊃(A⊃B). Basta verificarmos o caso em que v(A) = 2 e v(B) = 3.   
 Para demonstrarmos os itens (iv), (v), (viii), (ix) e (xi), basta mostrarmos que não 
são esquemas válidos, de acordo com a Definição 1.1.22, e o resultado segue pelo Teorema 
1.1.17.  
 
iv. (A∨¬A)(n)   
 Mostremos que existe uma valoração v, tal que  
 v((A∨¬A)(n)) = 0. 
 Neste caso, basta que v seja tal que: 




v.  A⊃∼k¬A  
 Mostremos que existe uma valoração v, tal que  
 v(A) = 1 e v(∼k¬A) = 0. 
 Neste caso, basta que v seja tal que: 
 v(A) = 1, v(¬A) = 1 e  v(¬¬A) = 0  
 
viii.  ¬A≡∼nA    
 Basta tomarmos uma valoração v, tal que: 
 v(A) = v(¬A) = 1 
 
ix.   (A⊃A)(n)   
 Basta tomarmos uma valoração v, tal que: 
 v(A⊃A) = v(¬(A⊃A)) = 1 
 
xi. ¬(¬A&A)⊃¬(A&¬A)  
 Mostremos que existe uma valoração v, tal que  
 v(¬(¬A&A)) = 1 e v(¬(A&¬A)) = 0. 
 Neste caso, basta que v seja tal que: 
 v(A) = v(¬A)=v(A&¬A)=v(¬A&A)=1, com v(¬(¬A&A))=1 e v(¬(A&¬A))=0.     
            
 Loparić 1986, fundamentado no trabalho de da Costa e Alves 1977, introduz uma 
semântica para o sistema Cω e prova a completude, correção e a decidibilidade desse siste-
ma. 







Definição 1.1.25 Se F é o conjunto de fórmulas da linguagem ℒ de Cω, uma semi-
valoração para Cω é uma função s: F → {0, 1}, tal que: 
 
 1. Se s(¬A) = 0, então s(A) = 1 
 2. Se s(¬¬A) = 1, então s(A) = 1 
 3. s(A&B) = 1 se, e somente se, s(A) = 1 e s(B) = 1 
 4. s(A∨B) = 1 se, e somente se, s(A) = 1 ou s(B) = 1 
 5. Se s(A⊃B) = 0, então s(B) = 0 
 6. Se s(A⊃B) = 1, então s(A) = 0 ou s(B) = 1. 
 
Definição 1.1.26  Uma valoração v para Cω é uma semi-valoração que satisfaz a seguinte 
condição:  
 
 7. Se v(A1⊃(A2⊃... ⊃ (Am-1⊃Am)...)) = 0, então existe uma semi-valoração s tal que, 
para todo i, 1≤i<m, s(Ai) = 1 e s(Am) = 0. 
 
Definição 1.1.27  Uma valoração v é um modelo de um conjunto de fórmulas  Γ, Γ⊆F, se, 
e somente se, para toda fórmula A∈Γ , v(A) = 1.   
 
Teorema 1.1.28 (Loparić 19864, p 76-95) O sistema Cω é correto, completo e decidível. 
 
 A partir dessa semântica demonstramos os seguintes resultados. 
  
Teorema 1.1.29  Os seguintes esquemas não são demonstráveis em Cω: 
 
i.  ((A⊃B)⊃A)⊃A      iii. ¬(A&B)⊃¬A∨¬B   
 




                                                 




 Para cada um dos casos, basta exibirmos uma valoração v que não seja modelo da 
fórmula. Provamos o caso (i). 
 
i. ((A⊃B)⊃A)⊃A    
 Seja s uma semi-valoração, tal que 
 s((A⊃B)⊃A) = 1 e s(A) = 0. 
 Neste caso, s(A⊃B) = 0 e, portanto, s(B) = 0. 
 Logo, pela cláusula 6 da Definição 1.1.25, s(((A⊃B)⊃A)⊃A) = 0.   
 
Observação 1.1.30  De acordo com o Teorema 1.1.9, os esquemas de fórmulas acima, que 
não são teoremas em Cω, são teoremas nos Cn, 1≤n<ω.   
 
Teorema 1.1.31 (A.M. Sette, de acordo com Alves 1976, p. 48) Nenhum esquema da for-
ma ¬A é um teorema em Cω.         
 
Teorema 1.1.32 (Loparić 1988, p. 217) Em Cω não pode ser definida uma negação que 
tenha todas as propriedades da negação clássica.      
 
Observação 1.1.33  O Teorema do Replacement5 (ou Teorema da Substitutividade de E-
quivalentes) não é válido, em geral, em Cn,  1≤n≤ω (ver Alves 1976, p. 27). 
 Por exemplo,   
 (¬A&A) ≡ (A&¬A) 6C1 ¬(¬A&A) ≡ ¬(A&¬A). 
 (¬An-1&An-1)≡(An-1&¬An-1) 6C1 ¬(¬A
n-1&An-1)(n) ≡ ¬(An-1&¬An-1)(n), para 1<n<ω. 
 
                                                 
5 Teorema do Replacement ou Teorema da Substitutividade de Equivalentes:   
 Seja A uma fórmula do sistema formal S e A´ obtida substituindo-se algumas ocorrências de B1, em 




Definição 1.1.34 Um conjunto de fórmulas  Γ de F, Γ⊆ F, é dito trivial se o conjunto de 
conseqüências sintáticas de Γ é F; Γ é dito inconsistente (ou contraditório), relativamente à 
negação básica ¬ de ℒ, se existe uma fórmula A de F tal que as fórmulas A e ¬A são con-
seqüências sintáticas de Γ. 
 
Observação 1.1.35 Pela Definição 1.1.34 e pelo Teorema 1.1.24, segue-se que os sistemas 
Cn, 1≤n≤ω, são não-triviais. 
 
Definição 1.1.36 Um sistema formal S é finitamente trivializável  se, e somente se, existir 
uma fórmula da linguagem de S, que acrescentada a S como axioma, torna-o trivial; caso 
contrário, é dito infinitamente trivialízável. 
 
Teorema 1.1.37 (da Costa 1963a e da Costa 1993, p.19) Os sistemas Cn, 1≤n<ω, são fini-
tamente trivializáveis.         
 
Teorema 1.1.38 (da Costa 1963a e da Costa 1993, p. 19) O sistema Cω é infinitamente 
trivializável.           
 
 
1.2 OS CÁLCULOS QUANTIFICACIONAIS PARACONSISTENTES 
Cn*, 1≤n≤ω, DE DA COSTA  
 
 A linguagem ℒ* dos sistemas quantificacionais paraconsistentes de primeira or-
dem Cn*, 1≤n≤ω, de da Costa 1963a (ver da Costa 1964 e 1974b), tem como conectivos 
primitivos os conectivos da linguagem ℒ dos sistemas proposicionais paraconsistentes Cn, 
1≤n≤ω, acrescidos dos quantificadores universal e existencial, ambos primitivos. O alfabeto 




• Variáveis individuais: x, y, z, ..., x , y , z , ...   k k k
• Constantes individuais: a, b, c, ..., ak, bk, ck, ...  
• Símbolos de predicados m-ários: Pkm, Qkm, Rkm, ...    
• Símbolos de funções m-árias: fkm, gkm, hkm, ...   
• Conectivos lógicos: ¬ (negação), ∨ (disjunção), & (conjunção), ⊃ (implicação) 
• Quantificadores: ∀ (quantificador universal) e ∃ (quantificador existencial)  
• Símbolos auxiliares: (, ).  
 
 O conjunto das variáveis individuais é enumerável, os conjuntos dos símbolos de 
predicados de grau  m∈N, m>0, com ou sem índices inferiores k∈N, k>0, e dos  símbolos 
funcionais de grau m∈N, m>0, com ou sem índices inferiores k∈N, k>0, são enumeráveis.   
 
 As noções de termo, fórmula, fórmula sem variáveis (ou livre de variáveis), fórmula 
congruente, escopo de um quantificador, ocorrência ligada de uma variável numa fórmula, 
ocorrência livre de uma variável numa fórmula, fórmula aberta, fórmula fechada, etc., as-
sim como as convenções e notações, são as usuais, como em Kleene 1974. Observamos 
que as substituições de uma variável por um termo, e de um termo por outro termo, numa 
fórmula, são definidas como usualmente. 
 
 Usaremos os símbolos x, y, z (em negrito, com ou sem índices inferiores), como 
metavariáveis sintáticas sobre variáveis individuais; os símbolos P, Q, R (em negrito, com 
ou sem índices inferiores), como metavariáveis sintáticas para símbolos de predicados de 
grau m; os símbolos  f, g, h (em negrito, com ou sem índices inferiores), como metavariá-
veis sintáticas para símbolos funcionais de grau m; os símbolos s e t (em negrito, com ou 
sem índices inferiores), como metavariáveis sintáticas sobre os termos; as letras maiúsculas 
do alfabeto latino  A, B, C, ... (em negrito, com ou sem índices inferiores), como metavari-
áveis sintáticas sobre fórmulas de ℒ*. Usaremos tx(t1) para designar o termo obtido, a par-
tir do termo t, substituindo cada ocorrência da variável x pelo termo t1; assim, tx(t1) desig-
na um termo. Usaremos Ax(t1) para designar a fórmula, obtida a partir da fórmula A, subs-
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tituindo cada ocorrência livre da variável x em A pelo termo t1; assim, Ax(t1) designa uma 
fórmula (Nestes últimos casos, é suposto que t1 pode substituir x). 
 
 Os operadores “o” (bola), “∼k”, “∼n” (negação forte), “≡” (equivalência), as noções 
de fórmula “bem comportada”,  “A é uma fórmula com o operador bola reiterado k-vezes” 
e “A é uma fórmula de grau k” são introduzidas por definição, como nos cálculos Cn, 
1≤n≤ω. 
 
 Para cada sistema quantificacional Cn*, 1≤n<ω, os esquemas de axiomas e regras 
de dedução são os do cálculo proposicional correspondente Cn, 1≤n<ω, acrescidos de:  
  
 AXIOMA 15 ∀xA(x)⊃A(t)   
 AXIOMA 16 A(t)⊃∃xA(x)  
 AXIOMA 17 ∀x(A(x))(n)⊃(∀xA(x))(n)  
 AXIOMA 18  ∀x(A(x))
(n)⊃(∃xA(x))(n)   
 AXIOMA 19 Se A e B são duas fórmulas congruentes6 ou uma delas é obtida da 
outra pela supressão de quantificadores vácuos, então A≡B 
 REGRA II C⊃A(x)    
   C⊃∀xA(x) 
 REGRA III A(x) ⊃C ,   
   ∃xA(x)⊃C 
 em que x é uma variável individual, A(x) é uma fórmula, C é uma fórmula na qual x 
não ocorre livre, e t é um termo que é livre para x em A(x). 
 
 O cálculo de predicados de primeira ordem Cω* é definido pelos seguintes esque-
mas de axiomas  e  regras de dedução: 
 AXIOMA 1 ao AXIOMA 10  
 AXIOMA 15, AXIOMA 16, AXIOMA 19   
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6 Brevemente, duas fórmulas são congruentes, se elas diferem somente nas suas variáveis ligadas e estas estão 
ligadas aos quantificadores correspondentes. Uma definição precisa encontra-se em Kleene 1974, p. 153. 
 
 REGRA DE MODUS PONENS  
 REGRA II  
 REGRA III. 
   
 Como é bem conhecido, a lógica quantificacional clássica pode ser introduzida  pe-
los Axiomas 1-9, 15, 16, 19 e as Regras Modus Ponens, II e III, acrescentando-se o Princí-
pio de Reductio ad Absurdum, isto é: 
 
 AXIOMA 10´: (A⊃B)⊃((A⊃¬B)⊃¬A).   
 
 Nesse sentido, o cálculo de predicados clássico de primeira ordem pode ser conside-
rado como o sistema C0* da hierarquia Cn*, 1≤n≤ω.  
 
 A seguir, apresentamos algumas definições e resultados conhecidos, referentes aos 
sistemas quantificacionais Cn*, 1≤n≤ω, de da Costa, necessários à compreensão de méto-
dos subjacentes à construção de nossos sistemas de dedução natural, introduzidos nos Capí-
tulos 2 e 3. 
  
Teorema 1.2.1 (da Costa 1963a e da Costa 1993, p. 24) Em C1* são válidas todas as re-
gras do Teorema 2 de Kleene 1974, p. 98, com as restrições convenientes, excetuando-se a 
referente ao método de redução ao absurdo:   
 Regra 1 a Regra 9 – Teorema 1.1.7 
 10.  A(x) 0C1*  ∀xA(x) 
 11. ∀xA(x) 0C1*  A(t)    
 12. A(t) 0C1*  ∃xA(x) 
 13.  Se Γ(x), A(x) 0C1*  C, então Γ(x), ∃xA(x) 0C1*  C.   
 
 Pelo Teorema 1.2.1-(1), com as restrições convenientes, temos o Metateorema da 
Dedução (MtD) para C1*, cuja extensão para os sistemas Cn*, 1<n≤ω, é imediata. Tam-
bém valem para os sistemas Cn*, 1<n≤ω, as correspondentes extensões do Teorema 1.2.1. 
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Teorema 1.2.2 (Metateorema da Dedução) Se Γ é um conjunto de fórmulas, então           
Γ, A 0Cn* B se, somente se, Γ 0Cn* A⊃B,  1≤n≤ω. Isto é,      
   Γ, A 0Cn* B ⇔ Γ 0Cn* A⊃B .     
 
 É válido o seguinte teorema, referente às fórmulas “bem comportadas”. 
 
Teorema 1.2.3 (da Costa 1963a e da Costa 1993, p. 27) Em C1*, os seguintes esquemas 
de fórmulas são teoremas: 
i.   ∀x(A(x))(1) 0C1*  ¬∃x¬A(x)≡∀xA(x)    
ii.   ∀x(A(x))(1) 0C1*  ¬∀x¬A(x)≡∃xA(x)   
iii.∀x(A(x))(1) 0C1*  ¬∃xA(x)≡∀x¬A(x)  
iv.  ∀x(A(x))(1) 0C1*  
                                                
∃x¬A(x)≡¬∀xA(x).        
          
Teorema 1.2.4 (da Costa 1963a e da Costa 1993, p. 29) Os seguintes esquemas de fórmu-
las não são demonstráveis em C1*, 1≤n≤ω: 
i.   ¬∃x¬A(x)≡∀xA(x)     iii.  ¬∃xA(x)≡∀x¬A(x)   
ii.   ¬∀x¬A(x)≡∃xA(x)     iv.  ∃x¬A(x)≡¬∀xA(x).   
 
Teorema 1.2.5 (da Costa 1963a e da Costa 1993, p. 30) Se Γ é um conjunto de fórmulas e 
A1, A2,..., Am são os componentes quantificacionais primos7 das fórmulas de Γ∪{A}, en-
tão, uma condição necessária e suficiente para Γ 0C0*A é que Γ, A1
(n), A2(n), ...,  Am(n) 0Cn*A,  
para 1≤n<ω, isto é, 
   Γ 0C0* A ⇔ Γ, A1
(n), A2(n), ..., Am(n) 0Cn* A.    
  
Teorema 1.2.6 (da Costa 1963a, da Costa 1993, p. 30, e da Costa 1974b, p. 503) Os sis-
temas Cn*, 1≤n≤ω, são indecidíveis.        
 
 
7 Isto é, as Ai, 1≤i≤m, não são fórmulas do tipo B&C, B∨C, B⊃C, ¬B, ∀xB(x) ou ∃xB(x) . 
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Teorema 1.2.7  (da Costa 1963a e da Costa 1993, p. 31) Cada um dos cálculos da hierar-
quia Cn*, 1≤n≤ω, é estritamente mais forte do que os que o sucedem na hierarquia.   
 
 Como uma conseqüência imediata desse teorema, temos o seguinte resultado. 
 
Teorema 1.2.8 (da Costa 1974b, p. 503)  Os sistemas Cn*, 1≤n≤ω, são consistentes.   
 
Teorema 1.2.9 (da Costa 1963a e da Costa 1993, p. 31) Os sistemas Cn*, 1≤n<ω, são 
finitamente trivializáveis.         
 
Teorema 1.2.10 (da Costa 1963a e da Costa 1993, p. 31) O sistema Cω* é infinitamente 
trivializável.           
 
 Arruda e da Costa 1977 introduz o conceito de valoração bivalente paraconsistente 
para C1*. É desenvolvida uma semântica, à la Henkin, e é demonstrado que C1* é correto e  
completo. 
 A semântica de Arruda e da Costa, que agora apresentamos, com uma cláusula, in-
troduzida por Moura 1978, p. 23-24, para a valoração das fórmulas atômicas de C1* é aqui 
por nós estendida, fazendo seu valor depender do domínio fixado para uma interpretação.   
 
Definição 1.2.11  Uma interpretação para o sistema C1* num conjunto D, não vazio, é 
uma função ℑ que associa, a cada constante individual da linguagem ℒ* do sistema quanti-
ficacional paraconsistente C1*, um elemento de D;  a cada símbolo predicativo P de grau 
m, m>0, um par ordenado PD = (p, p´), onde p e p´ são subconjuntos  de D x D x ...x D (m 
vezes) e p∪p´= D x D x ... x D (m vezes); e a cada símbolo funcional f de grau m, uma 




Definição 1.2.12  Uma linguagem diagrama para C1*, denotada por DC1*, é a linguagem  
ℒ* do sistema quantificacional paraconsistente C1* acrescida de constantes, que nomeiam 
os elementos de D, sendo escolhidas constantes distintas para elementos distintos; 
 
Definição 1.2.13  Dado um termo fechado t de DC1*, definimos: 
 i) D(k) = ℑ(k), se k é uma constante de ℒ*; 
 ii) D(k) = i∈ D, se k nomeia i em DC1*; 
 iii) Df(t1, ..., tm) = FD (D(t1), D(t2), ..., D(tm)), se f é um símbolo funcional de ℒ*. 
 
Definição 1.2.14 Dado o sistema C1*, uma valoração v, baseada numa interpretação ℑ 
num conjunto D, é uma função do conjunto das fórmulas fechadas de DC1* no conjunto   
{0, 1}, tal que: 
 1. v(Pm(t1,...tm)) = 1 se, e somente se, (t1, ..., tm)∈p, onde ti, 1≤i≤m, é um termo de 
DC1* e ℑ(Pm) = (p, p´); 
 2. v(¬Pm(t1,...tm)) = 1 se, e somente se, (t1, ..., tm)∈p´, onde ti, 1≤i≤m, é um termo 
de DC1* e ℑ(Pm) = (p, p´); 
 3. Se v(A) = 0, então v(¬A) = 1; 
 4. Se v(¬¬A) = 1, então v(A) = 1; 
 5. v(A&B) = 1 se, e somente se, v(A) = 1 e v(B) = 1; 
 6. v(A∨B) = 1 se, e somente se, v(A) = 1 ou v(B) = 1; 
 7. v(A⊃B) = 1 se, e somente se, v(A) = 0 ou v(B) = 1; 
 8. Se v(Bo) = v(A⊃B) = v(A⊃¬B) = 1, então v(A) = 0; 
 9. Se v(Ao) = v(Bo) = 1, então v((A#B)o) = 1, onde # é &, ∨ ou ⊃; 
 10. v(∀xA(x)) = 1 se, e somente se, v(A(c)) = 1, para toda DC1*- instância A(c) de 
A(x);   




 12. Se v(∀x(A(x))o) = 1, então v((∀xA(x))o) = 1;  
 13. Se v(∀x(A(x))o) = 1, então v((∃xA(x))o) = 1;  
 14. v(A) = v(B), se A e B são fórmulas congruentes, ou diferem entre si, pela su-
pressão de quantificadores vácuos. 
 
    As noções de fórmula fechada válida segundo uma interpretação, fórmula  válida, 
conjunto trivial de fórmulas, etc., são as usuais e podem ser encontradas em Arruda e da 
Costa 1977.  
 Com a semântica acima definida, demonstra-se a correção e a completude do siste-
ma quantificacional de primeira ordem C1*, de da Costa.   
 A extensão da semântica de C1* para os sistemas Cn*, 1<n<ω, é imediata. As defi-
nições introduzidas para C1* se aplicam, com as restrições convenientes, observando-se 
que os operadores ∼1 e o são substituídos por ∼n  e  (n), respectivamente (ver Moura 1978, 
p. 29). 



















2 A HIERARQUIA DE SISTEMAS PROPOSICIONAIS DE 
DEDUÇÃO NATURAL DNCn, 1≤n≤ω 
 
 Neste capítulo, introduzimos a hierarquia de sistemas proposicionais de dedução 
natural DNCn, 1≤n≤ω, equivalentes aos sistemas correspondentes da hierarquia de cálculos 
proposicionais paraconsistentes Cn, 1≤n≤ω, de da Costa - usamos o método de dedução 
natural com provas subordinadas à la Fitch 1952. 
 
 Os sistemas de dedução natural associados aos cálculos paraconsistentes de da Cos-
ta, conhecidos na literatura, foram introduzidos por Alves 1976, Raggio 1978, Béziau 
1990, Castro 1998, Castro e D´Ottaviano 2000 e Moura 2002.  
 
 Alves 1976 introduz sistemas de dedução natural, à la Gentzen, para os cálculos Cn, 
1≤n≤ω. 
 
 Raggio 1978 introduz os sistemas de dedução natural NCω e NCω*, ambos com um 
único axioma, associados à lógica proposicional Cω e à lógica quantificacional Cω*, respec-
tivamente. Raggio demonstra, também à la Gentzen, um Teorema de Normalização para 
esses sistemas.  
 
 Béziau 1990 introduz, à la Gentzen, um sistema de dedução natural M1 e um seu 
variante M’1, equivalentes a C1. 
 
 Castro 1998 e Castro e D´Ottaviano 2000 introduzem uma hierarquia de sistemas 
proposicionais de dedução natural, à la Fitch, e demonstram a equivalência entre cada sis-
tema dessa hierarquia e o correspondente sistema Cn, 1≤n≤ω, e demonstram a correção e 
completude desses sistemas, relativamente à semântica de Alves e da Costa.     
 
 Moura 2002 introduz o sistema de dedução natural NNCω, também à la Gentzen, 
para o cálculo proposicional Cω e obtém um Teorema de Normalização e um Teorema de 
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Normalização Forte para NNCω – um esboço inicial desse trabalho havia sido apresentado, 
em colaboração com L. C. P. D. Pereira, como Comunicação, no VIII Encontro Brasileiro 
de Lógica, em 1986.  O sistema de Moura é o mesmo de Alves 1976 e Castro 1998. 
 
 Uma referência para definições e propriedades fundamentais relativamente a siste-
mas de dedução natural, à la Prawitz, é Medeiros 2002.  
 Os sistemas de dedução natural que introduzimos neste capítulo são constituídos 
exclusivamente por regras de dedução. Várias das definições e resultados são adaptados de 
Fitch 1952. 
 
 Demonstramos a equivalência entre cada um de nossos sistemas DNCn, 1≤n≤ω, e os 
correspondentes sistemas Cn, 1≤n≤ω, de da Costa. 
 
 Para  finalizar o capítulo, demonstramos um Teorema de Normalização para as pro-
vas categóricas dos sistemas DNCn, 1≤n≤ω. Como conseqüência do Teorema de Normali-
zação obtido, demonstramos diretamente a não-trivialização e consistência de nossos siste-
mas; e obtemos um princípio de subfórmula adequado aos sistemas paraconsistentes DNCn, 
1≤n≤ω. 
 
 Conforme explicitado nas Considerações Finais deste trabalho, como projeto futuro 
pretendemos analisar as relações entre a abordagem à la Prawitz 1965 e a abordagem à la 
Fitch 1952, em particular no caso das hierarquias de sistemas de dedução natural associa-
dos aos sistemas Cn e Cn*, 1≤n≤ω. 
 
 No ANEXO 1 deste trabalho, apresentamos, sucintamente, os sistemas de Alves, 
Raggio, Béziau e Moura. 
 





2.1 O MÉTODO DE DEDUÇÃO NATURAL APLICADO AOS CÁL-
CULOS PROPOSICIONAIS Cn, 1≤n≤ω, DE DA COSTA.   
 
 A linguagem ℒ, as definições, as notações e convenções, para os sistemas DNCn, 
1≤n≤ω,  são as mesmas dos cálculos Cn, 1≤n≤ω.    
 Nossos sistemas de dedução natural são constituídos exclusivamente por regras de 
dedução (ou esquemas de dedução).  
 As regras de dedução (inferência) de um sistema de dedução natural normatizam as 
provas através das quais podemos inferir uma conclusão, ou conseqüência direta, de um 
conjunto anterior de fórmulas, ditas antecedentes. Usualmente são escritas na forma  
 
  A1  ou   A1,..., Ak 
  A2        B  
  ⋮ 
  Ak 
  B   , 
 
 em que um ou mais antecedentes, representados por A1, ..., Ak, são separados de 
uma conclusão, representada por B, por um traço (opcional).  
 
 Adaptando Fitch 1952, uma prova formal corresponde a um encadeamento de fór-
mulas de ℒ, em forma linear, através de aplicações de regras de dedução. 
 Usamos as noções de prova subordinada, suposição, prova por introdução-
eliminação, etc., adaptadas de Fitch. Essas noções são esclarecidas ao longo deste trabalho. 
 
 Uma prova formal é entendida como uma seqüência finita de itens, normalmente 
escrita numa coluna vertical, constituída por fórmulas, na qual cada uma delas é:  
 (a) uma premissa (ou premissa dada); ou  
 (b) uma fórmula derivada logicamente de outra ou de outras fórmulas anteriores na 
seqüência, por meio da aplicação de uma regra de dedução. 
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 Uma premissa é uma fórmula que se considera dada no princípio da prova.  
 Cada fórmula da seqüência constitui um item de prova. 
 Os itens que procedem de outro ou de outros itens anteriores na seqüência, pela a-
plicação de uma regra de dedução, denominamos de conseqüências lógicas imediatas do 
outro item ou dos outros itens anteriores. 
  
 No curso de uma prova podemos introduzir premissas provisórias, ditas suposições, 
que nos permitem escrever provas, ditas provas subordinadas, como parte da prova inicial, 
ou prova principal.  
 Essas suposições são escritas à direita de um segmento vertical, que se inicia pela 
suposição, indica a extensão da prova subordinada, e é colocado à direita da prova original.  
 Uma prova subordinada deve satisfazer, ela mesma, as condições da definição de 
prova formal, excetuando-se que uma prova subordinada pode ter um ou mais itens que são 
reiterações de ítens anteriores da prova da qual ela é subordinada. Observamos que não é 
permitido reiterar um item de uma prova subordinada, na prova da qual ela é subordinada. 
 É permitido que provas subordinadas tenham, elas mesmas, provas a elas subordi-
nadas, e assim por diante. 
 
 A título de ilustração, mesmo porque ainda não introduzimos as regras de dedução 
de nossos sistemas, apresentamos a seguir 2 (dois) exemplos. 
 
i) Vejamos, como primeiro exemplo, a prova da fórmula C a partir das premissas A⊃B, 
 A⊃(B⊃C) e A.     
 1 A⊃B     premissa 
 2 A⊃(B⊃C)    premissa 
 3 A      premissa 
 4 B    1, 2, Eliminação da Implicação 
 5 B⊃C    2, 3, Eliminação da Implicação 
 6 C    4, 5, Eliminação da Implicação 
 
 Na prova acima, existem três ítens como premissas, que ocorrem nas linhas (ou pas-
sos) 1, 2 e 3. Os ítens que ocorrem nas linhas 4, 5, e 6 são conseqüências das anteriores por  
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regra de eliminação. 
 
ii) Vejamos, agora, uma prova onde ocorrem provas subordinadas. 
 Demonstraremos que (A⊃B)⊃((A⊃(B⊃C))⊃(A⊃C)).  
 1                  A⊃B    suposição  
 2                        A⊃(B⊃C)   suposição 
 3                             A    suposição 
 4                     A⊃(B⊃C)  2, Regra de Reiteração 
 5                     B⊃C   3, 4, Eliminação da Implicação 
 6                     A⊃B   1, Reiteração 
 7                     B    3, 6, Eliminação da Implicação 
 8                     C    5, 7, Eliminação da Implicação 
 9                        A⊃C    3-8, Introdução da Implicação 
 10                ((A⊃(B⊃C))⊃(A⊃C))  2-9, Introdução da Implicação 
 11        (A⊃B)⊃((A⊃(B⊃C))⊃(A⊃C)) 1-10, Introdução da Implicação 
   
 
 Na prova acima, existem três provas subordinadas, cada uma com a sua própria su-
posição. A primeira prova subordinada inicia com a suposição que ocorre na linha 1, a se-
gunda com a suposição que ocorre na linha 2 e a terceira com a suposição que ocorre na 
linha 3. Lembremos que cada suposição dá início a uma prova subordinada que, posterior-
mente, deverá ser “descarregada”. A prova principal, da qual as provas subordinadas fazem 
parte, contém dois ítens, a saber, a primeira prova subordinada, cuja extensão vai da linha 
de número 1 até a de número 10, e a fórmula  (A⊃B)⊃((A⊃(B⊃C))⊃(A⊃C)), que nesse 
caso corresponde à própria conclusão.  A primeira prova subordinada é constituída por três 
ítens, a saber, o item que ocorre na linha de número 1, a segunda prova subordinada (que é 
considerada como um item), cuja extensão vai da linha de número 2 até a de número 9, e o 
item que ocorre na linha de número 10. A segunda prova subordinada é constituída por três 
ítens, a saber, o item que ocorre na linha de número 2, a segunda prova subordinada (que é 
considerada como um item), cuja extensão vai da linha de número 3 até a de número 8, e o 
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item que ocorre na linha de número 9. A terceira prova subordinada é constituída por seis 
ítens, a saber, os ítens que ocorrem nas linhas de números 3 a 8.  
 
 Em cada prova uma prova subordinada corresponde a um segmento que percorre 
parte do comprimento da prova.  
 Na prova acima, podemos verificar que, retirando os itens e numerando as provas 
subordinadas (representados pelos segmentos de reta), temos o seguinte esquema de provas: 
          i     ii    iii 
 1      
 2         
 3            
 4    
 5    
 6    
 7    
 8    
 9         
 10    
 11  
 A terceira coluna, que corresponde ao segmento iii (terceira prova subordinada), dos 
passos 3 ao passo 8,  é dita subordinada ao segmento ii (segunda prova subordinada); o 
segmento ii, dos passos 2 ao passo 9,  é dito subordinado ao segmento i (primeira prova 
subordinada); o segmento i, dos passos 1 ao passo 10,  é dito subordinado ao passos 1 a 11,  
sem segmento. 
 Neste caso, a terceira prova é subordinada a todas as provas à esquerda (ou anterio-
res).  Essa terceira prova subordinada é dita a última (ou mais interna) prova subordinada. 
 
iii) Se uma prova tem apenas uma prova subordinada, trivialmente, ela deve ser considera-
da a última.  
 Cada prova subordinada tem uma e apenas uma suposição. Desse modo, uma pro-




 Como ilustração, vejamos o esquema de uma prova tendo 5 (cinco) suposições: 
 1        primeira suposição 
 2            segunda suposição 
 3              terceira suposição 
 4         quarta suposição 
 5            quinta suposição  
 6    
 7            ∶ 
 8    
 9          quinta sub-conclusão 
 10            quarta sub-conclusão  
 11      terceira sub-conclusão  
 12  segunda sub-conclusão 
 13       primeira sub-conclusão 
 14  conclusão (ou teorema) 
 Agora, estendemos a noção de prova formal introduzida anteriormente, de modo 
que cada prova subordinada constitui, ela mesma, um item da prova. 
 
Definição 2.1.1 Uma prova formal (hipotética) é uma seqüência finita de itens, tal que, 
cada um deles:  
 (a) É uma premissa (ou premissa dada); ou  
 (b) É uma fórmula que se deriva logicamente de outra ou de outras fórmulas anteri-
ores na seqüência, por meio da aplicação de uma regra de dedução; ou 
 (c) É uma prova subordinada. 
 
 Se A é a conclusão de uma prova formal num sistema S, a partir das premissas A1, 
A2, ..., Ak, isso será denotado por 




Definição 2.1.2 i) Se uma fórmula A ocorre em qualquer passo de uma prova, ou ocorre em 
qualquer passo de uma prova subordinada a ela, e posteriormente ocorre em outro lugar 
como um item diferente daquela prova ou ocorre em outro lugar da prova subordinada, en-
tão essa segunda ocorrência da fórmula é denominada uma resultante da primeira ocorrên-
cia.  
ii) Se uma fórmula A de uma prova é obtida pela aplicação de qualquer Regra de Dedução 
do sistema formal S, então essa fórmula é uma resultante de cada uma da(s) fórmula(s) 
precedente(s) nas quais a regra foi aplicada (uma ou mais dessas fórmulas podem ser obti-
das por provas subordinadas).  
iii) Uma prova subordinada é uma resultante de cada uma das suas próprias fórmulas e 
também de cada fórmula externa a ela que é nela reiterada. 
iv) Se uma fórmula é uma resultante de uma outra fórmula, a qual é resultante de uma ter-
ceira fórmula, então a primeira fórmula é resultante da terceira fórmula, o mesmo ocorren-
do para qualquer número finito de fórmulas. 
 
Definição 2.1.3  Uma fórmula A é dedutível (inferida ou derivada), no sistema formal S, a 
partir de um conjunto de premissas Γ  se, e somente se, existe uma prova formal de A, em 
S, a partir de um subconjunto {A1, A2, ..., Ak} de Γ. Isto é, se existe uma prova formal cuja 
última fórmula é A, a partir de {A1, A2, ..., Ak} ⊆ Γ. 
  Notação:  Γ 0S A, ou    Γ ou A1 
       ∶  ∶ 
      A  Ak  
       ∶ 
                 A 
 
Definição 2.1.4  Uma prova formal de uma fórmula A, que não tem premissas, no sistema 
formal S, é dita uma prova categórica de A. Dizemos que A é demonstrável em S, ou que 
A é um teorema de S. 
 Notação: 0S A. 
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Definição 2.1.5  O comprimento de uma prova Π é o número de passos (fórmulas) que nela 
ocorrem, inclusive em suas provas subordinadas.   
 Notação: comp(Π).  
 
 As fórmulas que ocorrem numa prova são identificadas e ordenadas linearmente na 
prova, empregando-se as seguintes convenções. 
 
 a) Numeração das fórmulas. 
 Numa prova, cada uma das suas fórmulas será numerada à sua esquerda, a partir de 
1, de tal forma que o último número será o que corresponde à conclusão. 
 
 b) Indicação das fórmulas iniciais da prova. 
 As fórmulas desse tipo serão indicadas, à direita, com a expressão premissa.  
 Por exemplo, se a segunda premissa de uma prova consiste da fórmula A, indica-
mos: 
  2 A  premissa 
 
 c) Indicação referente às conseqüências imediatas de uma regra de dedução. 
 Essas fórmulas são seguidas, à sua direita, por um comentário justificativo da sua 
presença. Neste comentário indica-se abreviadamente a regra de dedução que fundamenta 
essa fórmula e o(s) número(s) do(s) item(ns) da prova que serviu(viram) de antecedente(s) 
na aplicação da regra.  
 Por exemplo, se a fórmula que ocorre no passo n+1  de uma prova consiste da fór-
mula B e esta fórmula é uma conseqüência imediata de itens anteriores m e n  por meio da 
aplicação da Regra de Eliminação da Implicação (E - ⊃), indicamos: 
  ⋮   ⋮ 
   m A⊃B 
  ⋮   ⋮ 
   n    A 




 O passo n+1 é justificado da seguinte maneira: a fórmula B (conclusão, ou conse-
qüência direta) foi obtida pela aplicação da Regra de Eliminação da Implicação (E - ⊃) nas 
fórmulas (antecedentes) que ocorrem nos passos m e n.  
 Os pontos que ocorrem entre as linhas da prova devem ser entendidos como possí-
veis itens obtidos na prova (no caso acima eles ocorrem  antes da linha m, e entre m e n). 
 
 d) Indicação da suposição. 
 Essa fórmula deve apresentar como indicação, à sua esquerda, o número do passo 
em que ela ocorre na prova; na sua esquerda imediata inicia-se um segmento de reta verti-
cal, que acompanha toda essa prova subordinada, e apenas ela, indicando sua extensão; à 
direita da fórmula escreve-se a palavra suposição ou premissa provisória. Só é permitido 
introduzir uma suposição para cada prova subordinada.  
 Por exemplo, indicamos que uma fórmula A é uma suposição numa prova formal, 
da seguinte maneira: 
 
  m     A    suposição  
  ⋮    ⋮  
 
 Isso significa, intuitivamente, que estamos supondo temporariamente, como o passo 
de número m, na prova, a fórmula A.  
 
 e) Encerramento (ou finalização) das provas subordinadas. 
 Uma prova subordinada, que sempre constitui um item da prova da qual ela é su-
bordinada, deve ser encerrada, o que ocorre por aplicação de determinadas Regras de De-
dução do sistema. 
 A fórmula que ocorre, na prova, imediatamente após uma prova subordinada é con-
siderada resultante direta dessa prova subordinada. 





 1  A1 
 ⋮  ⋮  
 m-1  Am-1 
 m   A suposição 
    ⋮  
 m+k   B  
 (m+k)+1  A(m+k)+1 de m a (m+k), Regra de Dedução 
 
 Usualmente, indicamos a aplicação da regra de dedução do passo m ao passo (m+k), 
por  um traço entre m e m+k, isto é, m - (m+k). Desse modo, estamos indicando que a fór-
mula que ocorre no passo (m+k)+1 é uma conseqüência direta (está subordinada aos) dos 
itens que ocorrem do passo m ao m+k.  
 
 A vantagem do procedimento de provas subordinadas reside em se poder tratar si-
multaneamente com várias provas subordinadas, permitindo escrever diversas provas su-
bordinadas como parte da prova principal. Consiste também em se poder tratar com suposi-
ções, mesmo no caso de provas categóricas, nas quais o conjunto de premissas é vazio      
(Γ  = ∅). 
 
 Nesse sentido, toda prova de uma fórmula A, a partir de um conjunto Γ de fórmulas, 
pode ser transformada em uma prova categórica de uma fórmula A1⊃(A2⊃... ⊃(Ak⊃A)...), 
com {A1, A2, ..., Ak}∈ Γ. 
 Se uma prova e todas as suas provas subordinadas (se existirem) usam apenas regras 
de introdução ou regras de eliminação, tal prova é dita uma prova por introdução-
eliminação (intelim). 
 
 Quando necessário, usaremos as letras maiúsculas do alfabeto grego Π, Σ (com ou 




 Em Castro e D’Ottaviano 2000, introduzimos a hierarquia de sistemas lógicos de 
dedução natural NDCn, 1≤n<ω, e demonstramos que esses sistemas são logicamente equi-
valentes aos sistemas correspondentes da hierarquia de lógicas paraconsistentes Cn, 1≤n<ω, 
de da Costa.  
 Essa hierarquia é distinta da hierarquia DNCn, 1≤n<ω, que introduziremos na pró-
xima seção – apesar dos sistemas correspondentes serem equivalentes entre si. 
  Optamos pela hierarquia DNCn, 1≤n<ω, aqui introduzida, por nos parecer mais ade-
quada para a obtenção do Teorema de Normalização, demonstrado na Seção 2.5. 
 
 No ANEXO 2, introduzimos a hierarquia NDCn, 1≤n≤ω, sucintamente explicitamos 
as diferenças entre as regras desses sistemas e as regras dos sistemas da hierarquia DNCn, 
1≤n≤ω, e demonstramos diretamente que os sistemas correspondentes dessas duas hierar-




















2.2 OS SISTEMAS PROPOSICIONAIS PARACONSISTENTES DE 
DEDUÇÃO NATURAL DNCn, 1≤n<ω 
 
  Os sistemas lógicos DNCn, 1≤n<ω, cuja linguagem é a linguagem ℒ dos cálculos 
Cn, 1≤n<ω, são constituídos por treze regras de dedução, que nos permitem deduzir todas 
as fórmulas dedutíveis nos correspondentes sistemas axiomáticos Cn, 1≤n<ω.  
 Algumas das regras que usamos nos sistemas DNCn, 1≤n<ω, são originais, não cor-
respondendo a uma “transliteração” dos sistemas axiomáticos Cn, 1≤n<ω, de da Costa, tal 
como introduzido pioneiramente por Alves 1976, p. 39 e 40 (ver ANEXO 1). 
 
 Os sistemas DNCn, 1≤n<ω, são introduzidos através de regras de transporte, regras 
de introdução, regras de eliminação e regras especiais, apresentadas a seguir.  
 
2.2.1 Regras de transporte 
 Repetição (R): Numa prova, podemos repetir, como item no passo k, qualquer item 
Ai, que já ocorreu como item anterior no passo i na prova. 
  Essa regra é escrita esquematicamente como: 
 
  1 A1      
 2 A2      
⋮ ⋮ 
 i Ai      
⋮ ⋮ 
  k-1 Ak-1 







 Reiteração (Reit): Numa prova subordinada, podemos repetir qualquer item Ai da 
prova da qual ela é subordinada.  
 Esquematicamente: 
 
  1   A1  
  2   A2      
 ⋮   ⋮ 
  i   Ai  
 ⋮   ⋮ 
  m    A 
 ⋮    ⋮  
  p    Ai   i, Reit     
 ⋮    ⋮  
  m+k    B 
  (m+k)+1 A(m+k)+1 
 
2.2.2 Regras de introdução  
 Introdução da Implicação (I - ⊃): Se a partir de um conjunto de fórmulas {A1,..., 
Ak, B}, onde B é uma suposição de uma prova subordinada, podemos deduzir como con-
clusão na prova subordinada C, então do subconjunto {A1, ..., Ak} deduzimos como con-
clusão B⊃C.  
   
  1 A1      
 2 A2      
⋮ ⋮ 
 k Ak      
⋮ ⋮ 
 m  B    suposição 
⋮  ⋮ 
 s  C 




 Introdução da Conjunção (I - &):  Se a partir de um conjunto de fórmulas {A1, ..., 
Ak} podemos deduzir como conclusões A e B, então do conjunto {A1, ..., Ak} podemos 
deduzir como conclusão A&B.  
 
  1   A1      
⋮   ⋮ 
 k   Ak      
⋮   ⋮ 
 m   A (ou B) 
⋮   ⋮ 
 s   B (ou A) 
⋮   ⋮ 
 u A&B      m, s, I - & 
 
 Introdução da Disjunção (I - ∨): Se a partir de um conjunto de fórmulas {A1, ..., 
Ak} podemos deduzir como conclusão A (ou B), então do conjunto {A1, ..., Ak} podemos 
deduzir como conclusão A∨B.  
 
  1   A1      
⋮   ⋮ 
 k   Ak      
⋮   ⋮ 
 m   A  (ou B) 
⋮   ⋮ 





 Introdução Restringida da Negação (ou Reductio ad Absurdum restringido)            
(I - ¬(rest)): Se a partir do conjunto de fórmulas {A1, ..., Ak, C}, onde C é uma suposição 
de uma prova subordinada, podemos deduzir na prova subordinada como conclusões B(n), B 
e ¬B , então do conjunto {A1, ..., Ak} deduzimos como conclusão ¬C.  
 
  1 A1      
⋮ ⋮ 
 k Ak      
 ⋮ ⋮ 
 p    C    suposição 
⋮    ⋮ 
  q     B(n) (B ou ¬B)   
⋮    ⋮ 
 r    B   (B(n) ou ¬B)   
⋮    ⋮ 
 t    ¬B  (B(n) ou B)  
  v ¬C     p, k-t, I - ¬(rest) 
 
2.2.3 Regras de eliminação  
 Eliminação da Implicação (E - ⊃): Se a partir do conjunto  de fórmulas {A1, ..., Ak} 
podemos inferir como conclusões B e B⊃C, então do conjunto {A1, ..., Ak} podemos dedu-
zir como conclusão C.  
  
  1   A1      
⋮   ⋮ 
 k   Ak      
 ⋮   ⋮ 
  t   B (ou B⊃C) 
 ⋮   ⋮ 
  u B⊃C (ou B) 
 ⋮   ⋮ 




Eliminação da Conjunção (E - &): Se a partir de um conjunto de fórmulas {A1, ..., 
Ak} podemos deduzir como conclusão A&B, então do conjunto {A1, ..., Ak} podemos de-
duzir como conclusão A e podemos deduzir como conclusão B.  
  
 1   A1      1   A1   
⋮   ⋮     ⋮   ⋮    
 k   Ak      k   Ak    
⋮   ⋮     ⋮   ⋮   
  p A&B      p A&B  
⋮   ⋮     ⋮   ⋮    
  q   A (ou B)  p, E - &  q   B (ou A)  p, E - & 
  
 Eliminação da Disjunção (E - ∨): Se a partir de um conjunto  de fórmulas {A1, ..., 
Ak}, podemos deduzir como conclusão B∨C, e de cada um dos conjuntos {A1, ..., Ak, B} e 
{A1, ..., Ak, C}, onde B e C são suposições de provas subordinadas, deduzimos uma con-
clusão D, então do conjunto {A1, ..., Ak} deduzimos como conclusão D.  
 
  1   A1      
⋮   ⋮ 
 k   Ak      
⋮   ⋮ 
  p B∨C   
 ⋮   ⋮ 
  q  B    suposição 
 ⋮  ⋮ 
  r  D 
 ⋮  ⋮  
  s  C    suposição 
 ⋮  ⋮ 
  t  D 





 Eliminação da Dupla Negação (E - ¬¬): Se a partir de um conjunto de fórmulas 
{A1, ..., Ak} podemos deduzir como conclusão ¬¬B, então do conjunto {A1, ..., Ak} pode-
mos deduzir como conclusão B. 
   
  1   A1       
⋮   ⋮ 
 k   Ak      
⋮   ⋮ 
  p ¬¬B   
 ⋮   ⋮ 
  q   B     p, E - ¬¬ 
 
 A seguir, introduzimos quatro regras especiais de dedução, na hierarquia           
DNCn, 1≤n<ω. A primeira delas corresponde ao Princípio do Terceiro-Excluído para cada 
sistema DNCn; as outras três regras que permitem deduzir uma fórmula composta como 
resultante de outra fórmula composta, podem ser interpretadas como correspondentes aos 
Axiomas 12, 13 e 14 de Cn, 1≤n<ω, que nos permitem justificar a introdução (“propaga-












2.2.4 Regras especiais  
 Regra do Terceiro-Excluído (RTE)8: Se a partir de cada um dos conjuntos de fórmu-
las {A1, ..., Ak, B} e {A1, ..., Ak, ¬B}, onde B e ¬B são suposições de provas subordinadas, 
deduzimos como conclusão D, então do subconjunto {A1, ..., Ak} deduzimos como conclu-
são D.  
  1 A1      
⋮ ⋮ 
 k Ak      
⋮ ⋮ 
  p  B    suposição 
 ⋮  ⋮ 
  r  D  
 ⋮ ⋮ 
  s  ¬B    suposição 
 ⋮  ⋮ 
  t  D  







                                                 
8 Optamos pela Regra RTE -  já utilizada em nossa Dissertação de Mestrado (ver Castro 1998) e em Moura 
2002, porém, em seu lugar, poderia ser colocada no sistema a seguinte Regra (RTE´):  De um conjunto qual-
quer de fórmulas {A1, ..., Ak} podemos deduzir como conclusão D∨¬D.  
 Esquematicamente:   
1    A      
⋮    ⋮ 
k    Ak     




 Distribuição da Negação na Conjunção (DNC): Se a partir de um conjunto  de fór-
mulas {A1, ..., Ak} podemos deduzir como conclusão ¬(A&B), então do conjunto {A1, ..., 
Ak} podemos deduzir como conclusão a disjunção ¬A∨¬B.  
  
  1      A1      
⋮      ⋮ 
 k      Ak      
⋮      ⋮ 
  p ¬(A&B)         
 ⋮      ⋮ 
 q ¬A∨¬B    p, DNC 
 
 Distribuição Restringida da Negação na Disjunção (DND(rest)): Se a partir de um 
conjunto  de fórmulas {A1, ..., Ak} podemos deduzir como conclusões A(n), B(n) e ¬(A∨B), 
então do conjunto {A1, ..., Ak} podemos deduzir como conclusão a conjunção ¬A&¬B.  
  
  1      A1      
⋮     ⋮ 
 k      Ak      
 ⋮     ⋮ 
  p      A(n)    (ou B(n))  
 ⋮     ⋮ 
  q      B(n)     (ou A(n))  
 ⋮      ⋮ 
 r ¬(A∨B)     
⋮      ⋮ 
 s ¬A&¬B    p, q, r, DND(rest)  
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 Distribuição Restringida da Negação na Implicação (DNI(rest)): Se a partir de um 
conjunto  de fórmulas {A1, ..., Ak} podemos deduzir como conclusões A(n), B(n) e ¬(A⊃B), 
então do conjunto {A1, ..., Ak} podemos deduzir como conclusão a conjunção ¬¬A&¬B.  
  
  1       A1      
⋮       ⋮ 
 k       Ak      
 ⋮       ⋮ 
  p       A(n)  (ou B(n))    
 ⋮      ⋮ 
  q       B(n)            (ou A(n))    
⋮      ⋮ 
 r ¬(A⊃B)  
⋮      ⋮ 
 s ¬¬A&¬B    p, q, r, DNI(rest) 
 
2.2.5 Observação. Observamos que poderíamos considerar uma segunda forma da Regra 
de Introdução da Implicação: 
  1   A1 
 ⋮   ⋮ 
  k   Ak 
⋮   ⋮ 
  m   C 
 ⋮   ⋮ 
  m+s B⊃C     m, I - ⊃  
 
 De acordo com esta segunda forma, a fórmula  B⊃C é uma conseqüência direta da 
fórmula C. 
 De fato, embora esta Regra seja uma Regra Derivada dos sistemas, chamada Princí-
pio da Adição de Antecedente (ou Princípio da Introdução do Antecedente), em alguns ca-
sos, a demonstração da não-trivialidade das provas pode ser obtida mais facilmente se ela é 
considerada como uma das regras fundamentais dos sistemas. 
 71
 
 Nesse sentido, a Regra I - ⊃ pode ser introduzida como: 
 
  1 A1       1  A1 
⋮ ⋮      ⋮  ⋮   
 k Ak       k  Ak 
⋮ ⋮      ⋮  ⋮   
 m  B suposição    m  C 
⋮  ⋮     ⋮  ⋮ 
 s  C      m+s B⊃C m, I - ⊃ 
 s+1 B⊃C  m-s, I - ⊃ 
 
Observação 2.2.6  Quando uma fórmula A (Am) ocorre, como um passo m em uma prova 
Π, por aplicação da Regra de Repetição à fórmula A (Ai) que ocorre no passo i de Π, caso 
A (Ai) tenha sido introduzida por uma Regra de Introdução, a ocorrência de A (Am) no pas-
so m deve ser considerada como introduzida por uma Regra de Introdução; caso A (Ai) 
tenha sido obtida por uma Regra de Eliminação no passo i, o mesmo deve ser considerado 
para a ocorrência de A (Am)  no passo m. 
 As considerações acima se aplicam ao caso em que uma fórmula A, numa prova 
subordinada, é obtida por aplicação da Regra de Reiteração. 
 
Observação 2.2.7  Numa prova, quando ocorre qualquer aplicação da Regra de Introdução 
da Implicação (I - ⊃), da Regra Introdução Restringida da Negação (I - ¬(rest)), da Regra 
de Eliminação da Disjunção (E - ∨) ou da Regra do Terceiro-Excluído (RTE), através das 
respectivas provas subordinadas, o item obtido na prova da qual a prova considerada é su-
bordinada constitui uma resultante imediata das provas subordinadas. Nestes casos, as pro-
vas subordinadas são consideradas encerradas (ou finalizadas) e as suas respectivas suposi-






2.3 O SISTEMA PROPOSICIONAL PARACONSISTENTE DE DEDU-
ÇÃO NATURAL DNCω         
 
 O sistema DNCω de dedução natural, cuja linguagem é a linguagem ℒ do cálculo 
Cω, é constituído pelas regras introduzidas para os sistemas DNCn, 1≤n<ω, com exceção 
das Regras I - ¬(rest), DNC, DND(rest), DNI(rest). Ou seja, DNCω tem como regras: Re-
gra de Repetição, Regra de Reiteração, Introdução da Implicação, Introdução da Conjun-
ção, Introdução da Disjunção,  Eliminação da Implicação, Eliminação da Conjunção, Eli-
minação da Disjunção, Eliminação da Dupla Negação e Regra do Terceiro-Excluído. 
 Todas essas Regras de Dedução apresentam idêntica formulação à apresentada para 
DNCn, 1≤n<ω. 
 
2.4 A EQUIVALÊNCIA LÓGICA ENTRE OS SISTEMAS PROPOSI-
CIONAIS AXIOMÁTICOS Cn, 1≤n≤ω, DE DA COSTA E OS CORRES-
PONDENTES SISTEMAS PROPOSICIONAIS DE DEDUÇÃO NATU-
RAL DNCn, 1≤n≤ω  
 
 A seguir, demonstramos a equivalência lógica entre os sistemas proposicionais axi-
omáticos Cn, e os correspondentes sistemas proposicionais de dedução natural DNCn, 
1≤n≤ω. 
 
 O resultado, a seguir, será usado na demonstração do próximo teorema.  
 
Lema 2.4.1  Em DNCn, 1≤n<ω, vale o seguinte resultado:   
 






 1          ¬((A#B)(n))    suposição 
 2         ¬((A#B)1&(A#B)2& ... &(A#B)n) 1, Definição 1.1.3 
 3         ¬((A#B)1)∨¬((A#B)2)∨ ... ∨¬((A#B)n) 2, DNC  
 4             ¬((A#B)1)    suposição 
 5            ¬¬((A#B)&¬(A#B))   4, Definição 1.1.1 
 6            (A#B)&¬(A#B)   5, E - ¬¬ 
 7            ¬((A#B)2)    suposição 
 8            ¬¬((A#B)1&¬((A#B)1))  7, Definição 1.1.2 
 9            (A#B)1&¬((A#B)1)   8, E - ¬¬ 
 10            ¬((A#B)1)    9, E - & 
 11            ¬¬((A#B)&¬(A#B))   10, Definição 1.1.1 
 12             (A#B)&¬(A#B)   11, E - ¬¬ 
 ⋮         ⋮ 
  s             ¬((A#B)n)    suposição 
 s+1             ¬¬((A#B)k-1&¬((A#B)k-1))  s, Definição 1.1.2 
 ⋮  ⋮ 
 s+m            (A#B)&¬(A#B)   (s+m)-1, E - ¬¬ 
 s+m+1        (A#B)&¬(A#B)    3, 4-6, 7-12, ...., s-(s+m), E - ∨  
 s+m+2   ¬((A#B)(n))⊃((A#B)&¬(A#B))  1-(s+m+1), I - ⊃ 
 
Teorema 2.4.2  Toda prova Π de F, a partir de um conjunto Γ de fórmulas, em cada siste-
ma proposicional axiomático Cn, 1≤n<ω, de da Costa, pode ser transformada numa prova 
Π´ de F, a partir do conjunto Γ de fórmulas, no correspondente sistema proposicional de 
dedução natural DNCn, 1≤n<ω. Isto é, 
 
    Γ 0Cn F ⇒ Γ 0DNCn F. 
 
Demonstração:  
 Faremos a demonstração por indução sobre o comprimento da prova de F, a partir 
de Γ, em Cn, 1≤n<ω. 
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 Por hipótese, temos que Γ 0Cn F, 1≤n<ω. 
i) Seja comp(Π) = 1. Então, podem ocorrer 2 (dois) casos. 
i.1) Se F∈Γ, então, pela Regra de Repetição, temos uma prova Π´ de F, a partir de Γ, em 
DNCn, 1≤n<ω, isto é, 
    Γ 0DNCn F. 
i.2) Se F é um esquema de Axioma de Cn, 1≤n<ω, demonstramos que existe uma prova 
categórica de F em  DNCn, 1≤n<ω. Logo, se 0DNCn F, então Γ 0DNCn F. 
Axioma 1:  A⊃(B⊃A) 
 1               A     suposição 
 2                  B     suposição 
 3                  A     1, Reiteração 
 4               B⊃A    2-3, I - ⊃ 
 5 A⊃(B⊃A)     1-4, I - ⊃  
 
Axioma 2: (A⊃B)⊃((A⊃(B⊃C))⊃(A⊃C)) 
 1               A⊃B    suposição 
 2                  A⊃(B⊃C)   suposição 
 3                     A    suposição 
 4            A⊃(B⊃C)   2, Reiteração 
 5            B⊃C    3, 4, E - ⊃ 
 6            A⊃B    1, Reiteração 
 7            B    3, 6, E - ⊃ 
 8            C    5, 7, E - ⊃ 
 9                  A⊃C    3-8, I - ⊃ 
 10             ((A⊃(B⊃C))⊃(A⊃C))  2-9, I - ⊃ 
 11 (A⊃B)⊃((A⊃(B⊃C))⊃(A⊃C))  1-10, I - ⊃    
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Axioma 3: A&B⊃A 
 1             A&B   suposição 
 2             A    1, E - & 
 3 A&B⊃A    1-2, I - ⊃    
 
Axioma 4:  A&B⊃B 
 1            A&B    suposição 
 2            B    1, E - & 
 3 A&B⊃B    1, 2, I - ⊃    
 
Axioma 5: A⊃(B⊃A&B) 
 1            A    suposição 
 2                  B    suposição 
 3                  A    1, Reiteração 
 4                  A&B   2, 3, I - & 
 5            B⊃A&B   2-4, I - ⊃ 
 6 A⊃(B⊃A&B)   1-5, I - ⊃  
 
 Axioma 6: A⊃A∨B 
 1            A    suposição 
 2            A∨B    1, I - ∨ 
 3 A⊃A∨B    1-2, I - ⊃    
 
Axioma 7: B⊃A∨B 
 1            B    suposição 
 2           A∨B    1, I - ∨ 






Axioma 8: (A⊃C)⊃((B⊃C)⊃(A∨B⊃C)) 
 1           A⊃C    suposição 
 2              B⊃C   suposição 
 3                 A∨B   suposição 
 4                     A   suposição 
 5                     A⊃C   1, Reiteração 
 6                     C   4, 5, E - ⊃ 
 7                     B   suposição 
 8                     B⊃C   2, Reiteração 
 9                     C   7, 8, E - ⊃ 
 10               C    3, 4-6, 7-9, E - ∨ 
 11            A∨B⊃C   3-10, I - ⊃ 
 12          (B⊃C)⊃(A∨B⊃C)  2-11, I - ⊃ 
 13 (A⊃C)⊃((B⊃C)⊃(A∨B⊃C)) 1-12, I - ⊃   
 
Axioma 9:     ¬¬A⊃A 
 1            ¬¬A    suposição 
 2            A    1, E - ¬¬ 
 3 ¬¬A⊃A    1-2, I - ⊃  
 
Axioma 10:     A∨¬A    
 1           A    suposição 
 2            A∨¬A   1, I - ∨  
 3            ¬A    suposição 
 4            A∨¬A   3, I - ∨  







Axioma 11: B(n)⊃((A⊃B)⊃((A⊃¬B)⊃¬A)) 
 B(n)⊃((A⊃B)⊃((A⊃¬B)⊃¬A))    
 1         B(n)     suposição 
 2            A⊃B     suposição 
 3              A⊃¬B    suposição 
 4         A     suposição 
 5                 A⊃B    2, Reiteração 
 6         B     4, 5, E - ⊃ 
 7         A⊃¬B    3, Reiteração 
 8         ¬B    4, 7, E - ⊃ 
 9         B(n)    1, Reiteração 
 10      ¬A     4- 9, I - ¬(rest) 
 11          (A⊃¬B)⊃¬A   3-10, I - ⊃   
 12       (A⊃B)⊃((A⊃¬B)⊃¬A)  2-11, I - ⊃ 
















Axioma 12: A(n)&B(n)⊃(A&B)(n) 
 1            A(n)&B(n)    suposição 
 2               ¬((A&B)(n))   suposição 
 3               ¬((A&B)(n))⊃((A&B)&¬(A&B))Lema 2.4.1 
 4               ((A&B)&¬(A&B))  2, 3, E - ⊃ 
 5               A&B    4, E - & 
 6               A     5, E - & 
 7               B     5, E - & 
 8               ¬(A&B)    4, E - & 
 9               ¬A∨¬B    8, DNC 
 10      A(n)&B(n)    1, Reiteração 
 11             A(n)     10, E - & 
 12             B(n)     11, E - & 
 13                ¬A    suposição 
 14                ¬A    13, Repetição 
 15                ¬B    suposição 
 16                     A    suposição 
 17               B    7, Reiteração 
 18                  ¬B    15, Reiteração 
 19               B(n)    12, Reiteração  
 20         ¬A    16-19, I - ¬(rest) 
 21             ¬A     9, 13-14, 15-20, E - ∨ 
 22          ¬¬((A&B)(n))   2-21, I - ¬(rest) 
 23          (A&B)(n)    22, E - ¬¬  









Axioma 13: A(n)&B(n)⊃(A∨B)(n) 
            1           A(n)&B(n)    suposição 
 2               ¬((A∨B)(n))   suposição 
 3               ¬((A∨B)(n))⊃((A∨B)&¬(A∨B)) Lema 2.4.1  
 4               (A∨B)&¬(A∨B)   2, 3, E - ⊃ 
 5               ¬(A∨B)    4, E - & 
 6               A(n)&B(n)    1, Reiteração 
 7               A(n)     6, E - & 
 8               B(n)     6, E - & 
  9               ¬A&¬B    7, 8, 5, DND(rest) 
 10             ¬A     9, E - & 
 11             ¬B     9, E - & 
 12             A∨B    4, E - & 
 13                A     suposição 
 14         A     13, Repetição 
 15               B     suposição 
 16            ¬A    suposição 
 17            B    15, Reiteração 
 18                   ¬B    11, Reiteração 
 19            B(n)    8, Reiteração   
 20                ¬¬A    16-19, I - ¬(rest) 
 21                A     20, E - ¬¬ 
 22             A     12, 13-14, 15-21, E - ∨ 
 23          ¬¬((A∨B)(n))   2-22, I - ¬(rest)    
 25          (A∨B)(n)    23, E - ¬¬ 






Axioma 14: A(n)&B(n)⊃(A⊃B)(n) 
 1           A(n)&B(n)    suposição 
 2               ¬((A⊃B)(n))   suposição 
 3               ¬((A⊃B)(n))⊃((A⊃B)&¬(A⊃B)) Lema 2.4.1  
 4               (A⊃B)&¬(A⊃B)   2, 3, E - ⊃ 
 5               ¬(A⊃B)    4, E - & 
 6               A(n)&B(n)    1, Reiteração 
 7               A(n)     6, E - & 
 8               B(n)       6, E - &  
 9               ¬¬A&¬B    5, 7, 8, DNI(rest) 
 10             ¬¬A    9, E - & 
 11             ¬B     9, E - & 
 12             A      10, E -  ¬¬ 
 13             A⊃B    6, E - & 
 14                A     suposição 
 15         A⊃B    13, Reiteração 
 16         B     14, 15, E - ⊃ 
 17         ¬B    11, Reiteração 
 18         B(n)    8, Reiteração  
 19             ¬A     14-18, I - ¬(rest) 
 20          ¬¬((A⊃B)(n))   2-19, I - ¬(rest) 
 21          (A⊃B)(n)    20, E - ¬¬ 








ii) (Hipótese indutiva) Admitamos que, para toda prova Π de F, com comp(Π)< k, a partir 
de um conjunto Γ de fórmulas, em cada sistema proposicional axiomático Cn, 1≤n<ω, exis-
te uma prova Π´ de F, a partir do conjunto Γ de fórmulas, no correspondente sistema de 
dedução natural DNCn, 1≤n<ω. 
 
iii) Demonstremos o resultado para comp(Π) = k, ou seja, para o caso em que F é obtida, na 
prova Γ 0Cn F no k-ésimo passo. 
 Seja a prova Π de F, a partir de um conjunto Γ de fórmulas, em Cn, 1≤n<ω, tal que, 
comp(Π) = k. Então, podem ocorrer 3 (três) casos. 
 
iii.1) F∈Γ  
 Neste caso, a demonstração é idêntica ao caso (i.1). 
 
iii.2) F é um esquema de Axioma 
 Neste caso, a demonstração também é idêntica ao caso (i.2). 
  
iii.3) F é conseqüência de Fi e Fi⊃F na prova Γ 0Cn F, por aplicação da Regra Modus Po-
nens.  
 Então, existem fórmulas Fi e Fi⊃F que ocorrem na prova, em Cn, 1≤n<ω, em passos 
anteriores ao passo k. Neste caso, pela hipótese de indução, existe, no correspondente 
DNCn, 1≤n<ω, uma prova Π´, tal que, Γ 0DNCn Fi  e Γ 0DNCn Fi⊃F. Logo, pela Regra de 
Eliminação da Implicação (E - ⊃) de DNCn:   
 Γ 0DNCn F. 
 
 Então, por todos os casos demonstrados, 
 





Teorema 2.4.3  Toda prova Π de F, no sistema proposicional axiomático Cω, de da Costa, 
pode ser transformada numa prova Π´ de F, no correspondente sistema de dedução natural 
DNCω. Isto é, 
 
    Γ 0Cω F  ⇒  Γ 0DNCω F. 
 
Demonstração:  
 Demonstração idêntica à do teorema anterior, excluindo-se os casos dos Axiomas 
11, 12, 13 e 14.           
 
 O lema seguinte é necessário para a demonstração do Teorema 2.4.5. 
 
Lema 2.4.4  Em Cn, 1≤n<ω, os seguintes esquemas de fórmulas são teoremas: 
 







1 A(n), B(n), ¬(A∨B), A 0Cn A
(n)    propriedade do 0Cn  
2 A(n), B(n), ¬(A∨B), A 0Cn B
(n)    propriedade do 0Cn 
3 A(n), B(n), ¬(A∨B), A 0Cn A
(n)&B(n)    1, 2, Axioma 5, MP 
4 A(n), B(n), ¬(A∨B), A 0Cn (A∨B)
(n)    3, Axioma 13, MP 
5 A(n), B(n), ¬(A∨B), A 0Cn ¬(A∨B)    propriedade do 0Cn 




7 A(n), B(n), ¬(A∨B), A 0Cn A∨B    6, Axioma 6, MP 
8 A(n), B(n), ¬(A∨B), A 0Cn (A∨B)
(n)&¬(A∨B)&A∨B) 3, 5, 7, Axioma 5, MP  
9 A(n), B(n), ¬(A∨B), A 0Cn (A∨B)
(n)&¬(A∨B)&A∨B)⊃¬A Teorema 1.1.9(vii)  
10 A(n), B(n), ¬(A∨B), A 0Cn ¬A    8, 9, MP 
11 A(n), B(n), ¬(A∨B) 0Cn A⊃¬A    10, MtD 
12 A(n), B(n), ¬(A∨B) 0Cn ¬A∨¬A              11, Teorema 1.1.9(viii), MP 
13 A(n), B(n), ¬(A∨B) 0Cn ¬A               12, Teorema 1.1.9(ix), MP 
14 A(n), B(n), ¬(A∨B), B 0Cn A
(n)    propriedade do 0Cn 
15 A(n), B(n), ¬(A∨B), B 0Cn B
(n)    propriedade do 0Cn 
16 A(n), B(n), ¬(A∨B), B 0Cn A
(n)&B(n)    14, 15, Axioma 5, MP 
17 A(n), B(n), ¬(A∨B), B 0Cn (A∨B)
(n)    16, Axioma 13, MP 
18 A(n), B(n), ¬(A∨B), B 0Cn ¬(A∨B)    propriedade do 0Cn 
19 A(n), B(n), ¬(A∨B), B 0Cn B     propriedade do 0Cn 
20 A(n), B(n), ¬(A∨B), B 0Cn A∨B    19, Axioma 7, MP 
21 A(n), B(n), ¬(A∨B), B 0Cn (A∨B)
(n)&¬(A∨B)&A∨B 16, 18, 20, Axioma 5, MP  
22 A(n), B(n), ¬(A∨B), B 0Cn (A∨B)
(n)&¬(A∨B)&A∨B)⊃¬B Teorema 1.1.9(vii)  
23 A(n), B(n), ¬(A∨B), B 0Cn ¬B    21, 22, MP 
24 A(n), B(n), ¬(A∨B) 0Cn B⊃¬B    23, MtD 
25 A(n), B(n), ¬(A∨B) 0Cn ¬B∨¬B              24, Teorema 1.1.9(viii), MP 
26 A(n), B(n), ¬(A∨B) 0Cn ¬B               25, Teorema 1.1.9(ix), MP 
27 A(n), B(n), ¬(A∨B) 0Cn ¬A&¬B    13, 26, Axioma 5, MP 
28 A(n), B(n) 0Cn ¬(A∨B)⊃¬A&¬B    27, MtD 
29 A(n) 0Cn B
(n) ⊃(¬(A∨B)⊃¬A&¬B)    28, MtD 
30 0Cn A






 A sua demonstração é obtida na seguinte seqüência: 
 (b.1) A(n), B(n), ¬(A⊃B) 0Cn ¬¬A     
 (b.2) A(n), B(n), ¬(A⊃B) 0Cn ¬B 





1 A(n), B(n), ¬(A⊃B), ¬A 0Cn A
(n)    propriedade do 0Cn  
2 A(n), B(n), ¬(A⊃B), ¬A 0Cn B
(n)    propriedade do 0Cn  
3 A(n), B(n), ¬(A⊃B), ¬A 0Cn A
(n)&B(n)   1, 2, Axioma 5, MP 
4 A(n), B(n), ¬(A⊃B), ¬A 0Cn (A⊃B)
(n)   3, Axioma 14, MP 
5 A(n), B(n), ¬(A⊃B), ¬A 0Cn ¬(A⊃B)   propriedade do 0Cn  
6 A(n), B(n), ¬(A⊃B), ¬A 0Cn ¬A    propriedade do 0Cn  
7 A(n), B(n), ¬(A⊃B), ¬A, A 0Cn A    propriedade do 0Cn 
8 A(n), B(n), ¬(A⊃B), ¬A, A 0Cn A
(n)&¬A&A  1, 6, 7, Axioma 5, MP 
9 A(n), B(n), ¬(A⊃B), ¬A, A 0Cn A
(n)&¬A&A⊃B  Teorema 1.1.9(vii) 
10 A(n), B(n), ¬(A⊃B), ¬A, A 0Cn B    8, 9, MP 
11 A(n), B(n), ¬(A⊃B), ¬A 0Cn A⊃B    10, MtD 
12 A(n), B(n), ¬(A⊃B), ¬A 0Cn (A⊃B)
(n)&¬(A⊃B)&A⊃B) 4, 5, 11, Axioma 5, MP  
13 A(n), B(n), ¬(A⊃B), ¬A 0Cn (A∨B)
(n)&¬(A⊃B)&A⊃B)⊃¬¬A   Teorema 1.1.9(vii) 
14 A(n), B(n), ¬(A⊃B), ¬A 0Cn ¬¬A    12, 13, MP 
15 A(n), B(n), ¬(A⊃B), 0Cn ¬A⊃¬¬A    14, MtD 
16 A(n), B(n), ¬(A⊃B) 0Cn ¬¬A∨¬¬A              15, Teorema 1.1.9(viii), MP 





1 A(n), B(n), ¬(A⊃B), B 0Cn A
(n)    propriedade do 0Cn  
2 A(n), B(n), ¬(A⊃B), B 0Cn B
(n)    propriedade do 0Cn  
3 A(n), B(n), ¬(A⊃B), B 0Cn A
(n)&B(n)    1, 2, Axioma 5, MP 
4 A(n), B(n), ¬(A⊃B), B 0Cn (A⊃B)
(n)    3, Axioma 14, MP 
5 A(n), B(n), ¬(A⊃B), B 0Cn ¬(A⊃B)    propriedade do 0Cn  
6 A(n), B(n), ¬(A⊃B), B 0Cn B     propriedade do 0Cn  
7 A(n), B(n), ¬(A⊃B), B, A 0Cn B    propriedade do 0Cn  
8 A(n), B(n), ¬(A⊃B), B 0Cn A⊃B    7, MtD 
9 A(n), B(n), ¬(A⊃B), B 0Cn (A⊃B)
(n)&¬(A⊃B)&A⊃B) 4, 5, 8, Axioma 5, MP  
10 A(n), B(n), ¬(A⊃B), B 0Cn (A∨B)
(n)&¬(A⊃B)&A⊃B)⊃¬B Teorema 1.1.9(vii)  
11 A(n), B(n), ¬(A⊃B), B 0Cn ¬B    9, 10, MP 
12 A(n), B(n), ¬(A⊃B), 0Cn B⊃¬B    11, MtD 
13 A(n), B(n), ¬(A⊃B) 0Cn ¬B∨¬B              12, Teorema 1.1.9(viii), MP 
14 A(n), B(n), ¬(A⊃B) 0Cn ¬B               13, Teorema 1.1.9(ix), MP 
 
(b.3)  
1 A(n), B(n), ¬(A⊃B) 0Cn ¬¬A     passo 17 (b.1) 
2 A(n), B(n), ¬(A⊃B) 0Cn ¬B     passo 14 (b.2) 
3 A(n), B(n), ¬(A⊃B) 0Cn ¬¬A&¬B    1, 2, Axioma 5, MP 
4 A(n), B(n)  0Cn (¬(A⊃B)⊃¬¬A&¬B)   3, MtD 
5 A(n)  0Cn B
(n)⊃(¬(A⊃B)⊃¬¬A&¬B)   4, MtD 
6 0Cn  A






Teorema 2.4.5  Toda prova Π´ de F a partir de um conjunto Γ de fórmulas, em cada siste-
ma de dedução natural DNCn, 1≤n<ω, pode ser transformada numa prova Π de F, a partir 
do conjunto Γ de fórmulas, no correspondente sistema proposicional axiomático Cn, 
1≤n<ω, de da Costa. Isto é, 
 
Γ 0DNCn F  ⇒  Γ 0Cn F. 
 
Demonstração:  
 Por indução sobre o comprimento das provas de F, a partir de Γ, em DNCn, 1≤n<ω. 
 Por hipótese, temos que Γ 0DNCn F , 1≤n<ω.   
 
i) Seja comp(Π´) = 1 
i.1. Se F∈Γ, então é imediato que 
  Γ 0Cn F.   
 
ii) (Hipótese indutiva) Admitamos que toda prova Π´ de F, com 1< comp(Π´) < k, a partir 
de um conjunto Γ de fórmulas, em cada sistema proposicional de dedução natural DNCn, 
1≤n<ω,  pode ser transformada numa prova Π de F, a partir do conjunto Γ de fórmulas, no 
correspondente sistema axiomático Cn, 1≤n<ω. 
 
iii) Demonstremos o resultado para comp(Π´) = k, ou seja, para o caso em que F é obtida, 
na prova Γ 0DNCn F, no k-ésimo passo. 
   Seja a prova Π´ de F, a partir de um conjunto Γ de fórmulas, em DNCn, 1≤n<ω, tal 
que, comp(Π´) = k. Então: 
 
iii.1) F∈Γ  





iii.2) F é conseqüência de fórmulas anteriores da prova, pela aplicação de alguma regra de 
dedução de DNCn, 1≤n<ω. 
 
iii.2.1) F é conseqüência de aplicação da Regra de Repetição (R). 
 Neste caso, F já ocorre na prova num passo s<k. 
 Logo, pela hipótese de indução: 
 Γ 0Cn F.   
  
iii.2.2) F é a fórmula B⊃C, obtida por aplicação da Regra de Introdução da Implicação       
(I - ⊃).  Temos, esquematicamente:   
  1 A1      
 2 A2      
⋮ ⋮ 
 h Ah      
⋮ ⋮ 
 m  B    suposição 
⋮  ⋮ 
 k-1  C 
 k B⊃C     m-s, I - ⊃ 
 
 Isto é, temos que Γ, B 0DNCn C, em k-1 passos.  
 Pela hipótese de indução, temos 
 Γ, B 0Cn C. 
 Portanto, pelo Metateorema da Dedução, 









iii.2.3) F é a fórmula B&C, obtida por aplicação da Regra de Introdução da Conjunção      
(I - &).  Temos,  
  1    A1      
⋮   ⋮ 
 h   Ah      
⋮   ⋮ 
 m   A (ou B) 
⋮   ⋮ 
 s   B (ou A) 
⋮   ⋮ 
 k A&B      m, s, I - & 
 
 Como m, s < k, por hipótese de indução, temos que:  
 Γ 0Cn A e Γ 0Cn B. 
 Logo, pelo Axioma 5, de Cn, 1≤n<ω, e por aplicações de Modus Ponens: 
 Γ 0Cn A&B, ou seja, 













iii.2.4) F é a fórmula B∨C, obtida por aplicação da Regra de Introdução da Disjunção        
(I - ∨).  Temos,  
  1   A1      
⋮   ⋮ 
 h   Ah      
⋮   ⋮ 
 m   A  (ou B) 
⋮   ⋮ 
 k A∨B (ou B∨A)   m, I - ∨ 
 
 Como m < k, por hipótese de indução, temos  
 Γ 0Cn A  (ou Γ 0Cn B). 
 Logo, pelo Axioma 6 (ou Axioma 7), de Cn, 1≤n<ω, e por Modus Ponens: 
 Γ 0Cn A∨B, ou seja, 
 Γ 0Cn F.  
 
iii.2.5)  F é a fórmula ¬C, obtida por aplicação da Regra de Introdução Restringida da Ne-
gação (I – ¬(rest)). Temos:   
  1 A1      
⋮ ⋮ 
 h Ah      
 ⋮ ⋮ 
 p  C    suposição 
⋮  ⋮ 
  q   B(n) (B ou ¬B)   
⋮  ⋮ 
 r  B   (B(n) ou ¬B)   
⋮  ⋮ 
 k-1  ¬B  (B(n) ou B)  
  k ¬C     p, p-(k-1), I - ¬(rest) 
 
 Isto é, de Γ, C 0DNCn B
(n)  e   Γ, C 0DNCn B  e  Γ, C 0DNCn ¬B, temos Γ 0DNCn ¬C. 
 Por hipótese de indução, temos 
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 Γ, C 0Cn B
(n)  e  Γ, C 0Cn B   e   Γ, C 0Cn ¬B. 
 Portanto, pelo Metateorema de Dedução, temos que 
 Γ, C 0Cn B
(n)  e   Γ 0Cn C⊃B   e   Γ 0Cn C⊃¬B. 
 Por propriedade da relação de dedutibilidade 0 Cn (ver Nota de Rodapé 1),temos que 
 Γ, C 0Cn B
(n)  e   Γ, C 0Cn C⊃B   e   Γ, C 0Cn C⊃¬B. 
 Pelo Axioma 11, segue que 
 Γ, C 0Cn ¬C. 
 Pelo Metateorema de Dedução, segue 
 Γ 0Cn C⊃¬C. 
 Logo, pelos itens  (viii) e (ix) do Teorema 1.1.9,    
 Γ 0Cn ¬C, ou seja,  Γ 0Cn F. 
 
iii.2.6) F é a fórmula C, obtida por aplicação da Regra de Eliminação da Implicação           
(E - ⊃).  Temos, esquematicamente:   
  1   A1      
⋮   ⋮ 
 h   Ah      
 ⋮   ⋮ 
  t   B (ou B⊃C) 
 ⋮   ⋮ 
  u B⊃C (ou B) 
 ⋮   ⋮ 
  k   C     t, u, E - ⊃  
 
 Isto é, de Γ 0DNCn B   e   Γ 0DNCn B⊃C, temos Γ 0DNCn C.  
 Pela hipótese de indução, temos 
 Γ 0Cn B   e   Γ 0Cn B⊃C. 
 Por Modus Ponens, temos que 
 Γ 0Cn C, ou seja, 




iii.2.7) F é a fórmula B (ou C), obtida por aplicação da Regra de Eliminação da Conjunção     
(E - &).  Temos, 
 1   A1      
⋮   ⋮ 
 h   Ah      
⋮   ⋮ 
  p A&B   
⋮   ⋮ 
  k   A (ou B)     p, E - & 
 
 Isto é, de Γ 0DNCn A&B, temos  Γ 0DNCn A.  
 Pela hipótese de indução, temos 
 Γ 0Cn A&B. 
 Pelo Axioma 3, temos que 
 Γ 0Cn A, ou seja, 















iii.2.8) F é a fórmula B (ou C), obtida por aplicação da Regra de Eliminação da Disjunção     
(E - &).  Temos,  
  1     A1      
⋮    ⋮ 
 h    Ah      
⋮   ⋮ 
  p B∨C   
 ⋮   ⋮ 
  q  B    suposição 
 ⋮  ⋮ 
  r  D 
 ⋮   ⋮  
  s  C    suposição 
 ⋮  ⋮ 
  k-1  D 
 k D     p, q-r, s-(k-1), E - ∨ 
 
 Isto é, de Γ 0DNCn B∨C  e   Γ, B 0DNCn D   e   Γ, C 0DNCn D, temos Γ 0DNCn D.  
 Por hipótese de indução, temos 
 Γ 0Cn B∨C  e   Γ, B 0Cn D   e   Γ, C 0Cn D. 
 Portanto, pelo Metateorema de Dedução, temos 
 Γ 0Cn B∨C  e   Γ 0Cn B⊃D   e   Γ 0Cn C⊃D. 
 Pelo Axioma 8, segue 
 Γ 0Cn D, ou seja, 







iii.2.9) F é a fórmula B, obtida por aplicação da Regra de Eliminação da Dupla Negação       
(E - ¬¬).  Temos,  
  1 A1      
⋮ ⋮ 
 h Ah      
⋮ ⋮ 
  p ¬¬B   
 ⋮ ⋮ 
  k B     p, E - ¬¬ 
 
 Isto é, de Γ 0DNCn ¬¬B, temos Γ 0DNCn B.  
 Por hipótese de indução, temos 
 Γ 0Cn ¬¬B. 
 Logo, pelo Axioma 9 e por Modus Ponens: 
 Γ 0Cn B, ou seja, 
 Γ 0Cn F.  
 
iii.2.10) F é a fórmula C, obtida por aplicação da Regra do Terceiro-Excluído (RTE).  Te-
mos, 
  1 A1      
⋮ ⋮ 
 h Ah      
⋮ ⋮ 
  p  B    suposição 
 ⋮  ⋮ 
  r  D  
 ⋮ ⋮ 
  s  ¬B    suposição 
 ⋮  ⋮ 
  k-1  D  
  k D     p-r, s-(k-1), RTE 
 
 Isto é, de Γ, B 0DNCn D  e  Γ, ¬B 0DNCn D, temos Γ 0DNCn D. 
 Pela hipótese de indução, temos 
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 Γ, B 0Cn D  e  Γ, ¬B 0Cn D. 
 Pelo Metateorema de Dedução, segue que 
 Γ 0Cn B⊃D  e  Γ 0Cn ¬B⊃D. 
 Pelos Axiomas 8 e 10, segue que 
 Γ 0Cn D, ou seja,  
 Γ 0Cn F. 
 
iii.2.11 ) F é a fórmula ¬A∨¬B, obtida por aplicação da Regra Distribuição da Negação na 
Conjunção (DNC).  Temos, 
  1      A1      
⋮     ⋮ 
 h     Ah      
⋮    ⋮ 
  p ¬(A&B)         
 ⋮     ⋮ 
 k ¬A∨¬B    p, DNC 
 
 Isto é, de Γ  0DNCn ¬(A&B), temos Γ 0DNCn ¬A∨¬B. 
 Pela hipótese de indução, temos 
 Γ  0Cn ¬(A&B). 
 Pelo Teorema 1.1.9 (i) e por Modus Ponens, segue que 
 Γ 0Cn ¬A∨¬B, ou seja,  








iii.2.12 ) F é a fórmula ¬A&¬B, obtida por aplicação da Regra da Distribuição Restringida 
da Negação na Disjunção (DND(rest)).  Temos, 
  1      A1      
⋮     ⋮ 
 k     Ak      
 ⋮     ⋮ 
  p     A(n) (ou B(n))  
 ⋮     ⋮ 
  q     B(n) (ou A(n))  
 ⋮     ⋮ 
 r ¬(A∨B)     
⋮     ⋮ 
 s ¬A&¬B    p, q, r, DND(rest)  
 
 Isto é, de Γ 0DNCn A
(n)  e  Γ 0DNCn B
(n)  e  Γ 0DNCn¬(A∨B), temos Γ 0DNCn¬A&¬B.
 Por hipótese de indução, temos que 
 Γ 0Cn A
(n)   e   Γ 0Cn B
(n)   e   Γ 0Cn ¬(A∨B). 
 Portanto, de  
 Γ 0Cn A
(n)  e  Γ 0Cn B
(n)  e  Γ 0Cn ¬(A∨B)  e   Lema 2.4.4 (a),  por   aplicações  de 
Modus Ponens, temos que 
 Γ 0Cn ¬A&¬B, ou seja, 










iii.2.13 ) F é a fórmula ¬¬A&¬B, obtida por aplicação da Regra da Distribuição Restringi-
da da Negação na Implicação (DNI(rest)).  Temos: 
  1     A1      
⋮     ⋮ 
 h     Ah      
 ⋮     ⋮ 
  p     A(n)   (ou B(n))    
 ⋮     ⋮ 
  q     B(n)  (ou A(n))    
⋮     ⋮ 
 r ¬(A⊃B)  
⋮     ⋮ 
 k ¬¬A&¬B    p, q, r, DNI(rest) 
 
 Isto é, de Γ 0DNCn A
(n)  e   Γ 0DNCn B
(n)   e   Γ 0DNCn ¬(A⊃B), temos  
 Γ 0DNCn ¬¬A&¬B. 
 Por hipótese de indução, temos  
 Γ 0Cn A
(n)   e   Γ 0Cn B
(n)    e    Γ 0Cn ¬(A⊃B). 
 Portanto, de Γ 0Cn A
(n)  e   Γ 0Cn B
(n)  e   Γ 0Cn ¬(A⊃B)  e Lema 2.4.4 (b), por apli-
cações de MP, temos  
 Γ 0Cn ¬¬A&¬B, ou seja, 
 Γ 0Cn F. 
 
 Logo:  
 
 Se Γ 0DNCn F,  então Γ 0Cn F.  
 






Teorema 2.4.6  Toda prova Π´ de F, a partir de um conjunto Γ de fórmulas, no sistema de 
dedução natural DNCω, pode ser transformada numa prova Π de F, a partir do conjunto Γ 
de fórmulas, no correspondente sistema proposicional axiomático Cω. Isto é, 
 
    Γ 0DNCω F ⇒ Γ  0Cω F. 
 
Demonstração:  
 Demonstração idêntica à do teorema anterior, excluindo-se os casos de aplicações 
das Regras de Introdução Restringida da Negação (I - ¬(rest)), Distribuição da Negação na 
Conjunção (DNC), Distribuição Restringida da Negação na Disjunção (DND(rest)) e Dis-
tribuição Restringida da Negação na Implicação (DNI(rest)).      
 
 Como uma conseqüência imediata dos resultados anteriores, temos o seguinte teo-
rema de equivalência.  
     
Teorema 2.4.7  Os sistemas proposicionais axiomáticos Cn, 1≤n≤ω, de da Costa, são logi-
camente equivalentes aos correspondentes sistemas proposicionais de dedução natural 
DNCn, 1≤n≤ω. Isto é, 
 
    Γ 0Cn F ⇔ Γ 0DNCn F.     
 
Colorário 2.4.8  Para toda prova Π de F, em cada sistema proposicional axiomático Cn, 
1≤n≤ω, existe uma prova categórica Π´ de F, no correspondente sistema de dedução natural 
DNCn, 1≤n≤ω, e vice-versa.  Isto é, 
 
    0Cn F ⇔ 0DNCn F. 
 
Demonstração:  




2.5  NORMALIZAÇÃO PARA OS SISTEMAS DNCn, 1≤n≤ω. 
 
 Nesta seção, obtemos um Teorema de Normalização, à la Fitch, para os sistemas 
DNCn, 1≤n≤ω. 
 
 A seguir, reapresentamos a definição de prova categórica e de fórmula resultante, 
para os sistemas DNCn, 1≤n≤ω.  
 
Definição 2.5.1 Para cada sistema DNCn, 1≤n≤ω, uma prova formal é dita uma prova cate-
górica se, e somente se, não contém premissa(s). 
 
 A normalização, em cada sistema DNCn, 1≤n≤ω, à la Fitch, será realizada nas pro-
vas categóricas. 
 
Definição 2.5.2 i) Se uma fórmula A ocorre em qualquer passo de uma prova, ou ocorre em 
qualquer passo de uma prova subordinada a ela, e posteriormente ocorre em outro lugar 
como um item diferente daquela prova ou ocorre em outro lugar da prova subordinada, en-
tão essa segunda ocorrência da fórmula é denominada uma resultante da primeira ocorrên-
cia.  
ii) Se uma fórmula A de uma prova é obtida pela aplicação de qualquer Regra de Dedução 
do sistema  DNCn, 1≤n≤ω, então essa fórmula é uma resultante de cada uma da(s) fórmu-
la(s) precedente(s) nas quais a regra foi aplicada (uma ou mais dessas fórmulas podem ser 
obtidas por provas subordinadas).  
iii) Uma prova subordinada é uma resultante de cada uma das suas próprias fórmulas e 
também de cada fórmula externa a ela que é nela reiterada. 
iv) Se uma fórmula é uma resultante de uma outra fórmula, a qual é resultante de uma ter-
ceira fórmula, então a primeira fórmula é resultante da terceira fórmula, o mesmo ocorren-
do para qualquer número finito de fórmulas. 
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 Observamos que, se uma fórmula numa prova é obtida de uma fórmula anterior por 
repetição ou reiteração, ela é uma resultante dessa fórmula anterior. 
 
 Lembramos que, em uma prova qualquer, uma fórmula A, que ocorra apenas em 
provas subordinadas, não pode ser reiterada na prova principal. 
  
Definição 2.5.3 O comprimento de uma prova Π é o número de passos (fórmulas) que nela 
ocorrem, inclusive em suas provas subordinadas.   
 Notação: comp(Π).  
  
 Assim, o comprimento de uma prova é o último número escrito à esquerda da prova, 
no processo de numerar os passos da prova. 
 
Definição 2.5.4  Uma prova categórica Π em DNCn, 1≤n<ω, é normal se, e somente se, a 
ocorrência de toda fórmula, que ocorre como um passo de Π, pode ser justificada por uma 
Regra de Introdução ou por uma Regra Especial, com possível exceção das fórmulas de 
suas provas subordinadas. 
 
Definição 2.5.5  Seja Π uma prova categórica que tem entre seus itens uma fórmula A e 
uma prova subordinada que tem como fórmulas A (suposição), A1, ..., Ak, isto é,  
      ∶ 
    A 
    ∶ 
     A  suposição 
        A1 
     A2 
     ∶ 
     Ak    
    ∶ 
 em que pelo menos um dos A1, ..., Ak, é distinto de A. 
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 Uma prova categórica Π1 é uma redução direta de Π se, e somente se, a prova Π1 é 
obtida a partir de Π colocando-se, imediatamente após o item A, anterior na prova categóri-
ca principal, os itens A1, ..., Ak, sem a prova subordinada. 
 Essa prova Π1 é escrita esquematicamente como:   
    ∶ 
    A 
    A1 
    A2 
    ∶ 
    Ak    
    ∶ 
  
  Uma redução direta Π1 de Π  será denotada por ℛ(Π). 
 
 No procedimento de redução anteriormente descrito: 
 i) A prova subordinada acima mencionada, sem a suposição A, é colocada após o 
item A da prova principal, isto é, os passos da prova subordinada transformam-se em itens 
da prova principal; 
 ii) Alguns desses itens podem ser eles próprios provas subordinadas.  
 
 Desse modo, na redução direta de uma prova categórica, uma lista de todos os pas-
sos de uma prova subordinada, exceto a própria suposição, toma o lugar dessa prova subor-
dinada. Tornam-se itens da prova da qual a prova considerada é diretamente subordinada.  
 
Definição 2.5.6 Uma prova categórica Σ é uma redução de uma prova categórica Π se, e 
somente se:   
 i) Σ  coincide com (a própria) Π; ou  
 ii) Σ  é  ℛk( ... ℛ2(ℛ1(Π))...), ou seja, Σ pode ser obtida a partir de Π por uma su-
cessão finita de reduções diretas. 
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 Observamos que uma prova categórica é uma redução de si mesma, embora não seja 
uma redução direta de si mesma. 
   




 A demonstração é imediata, pela Definição 2.5.6. 
 
Lema 2.5.8 O comprimento de uma redução Π1 de uma prova categórica Π não é maior do 
que o comprimento de Π. 
 
Demonstração:  
 A demonstração é imediata, pelas Definições 2.5.5 e 2.5.6. 
 
Definição 2.5.9 Para cada sistema DNCn, 1≤n<ω, uma prova categórica Π é não-trivial se, 
e somente se, entre os seus itens não ocorrem fórmulas do tipo A, ¬A e A(n), exceção feita 
aos casos: i) ocorrência de qualquer dessas fórmulas apenas como suposição de prova su-
bordinada; ou ii) ocorrência dessas fórmulas apenas como conseqüência direta interna de 
fórmulas que constam numa prova subordinada, que justifica uma aplicação da Regra de 
Introdução Restringida da Negação (I - ¬(rest)) na prova da qual essa prova é subordinada. 
Caso contrário, a prova Π é trivial. 
 
 As exceções constantes na Definição 2.5.9, se justificam, pois, caso contrário, toda e 
qualquer aplicação da Regra de Introdução Restringida da Negação (I - ¬(rest)) em uma 
prova trivializá-la-ia. 
  Em relação às provas Π em DNCn, 1≤n<ω, demonstramos o seguinte Teorema de 






Teorema 2.5.10 (Teorema Fundamental). Toda prova categórica Π em DNCn, 1≤n<ω, de 
comprimento menor ou igual a s é não-trivial, e tem pelo menos uma redução Σ que é não-
trivial, normal  e cujo comprimento não é maior que o comprimento de Π. 
 
Demonstração:  
 Fazemos a demonstração por indução sobre o comprimento s. 
1) No caso em que s = 1, seja Π uma prova categórica de comprimento s = 1, isto é, Π tem 
apenas um item (Π é constituída por uma única fórmula). Logo, este único item deve ser 
uma prova subordinada, que é ela mesma de comprimento 1, isto é, constituída por uma 
única fórmula, ou seja, uma suposição. 
 Portanto, a prova categórica é normal, por definição, por não ter ítens proposicionais 
na prova principal - Π constitui uma redução normal de si mesma, de comprimento 1. Além 
disso, Π é não-trivial, pois qualquer prova trivial deve ter comprimento maior ou igual a 3 - 
deve ter pelo menos três ítens, A, ¬A e A(n).  
 
2) Assumimos, como hipótese de indução, que o teorema se verifica no caso em que s = m, 
isto é, nos casos em que as provas têm comprimento ≤m.  
 
3) Vamos demonstrar o teorema no caso em que s = m+1, isto é, nos casos em que Π tem 
comprimento ≤ m+1. 
 Seja Π uma prova categórica de comprimento ≤ m+1. Demonstraremos que Π é 
não-trivial e tem pelo menos uma redução normal não-trivial de comprimento não maior 
que o comprimento de Π. 
 
3.1) Se Π tem apenas um item, podemos argumentar como no caso (1), considerando-se, 




3.2) Se Π tem mais que um item, seja Π1 a prova que resulta, de Π, retirando-se o último 
item.  
 Como assumimos que o teorema se verifica para s = m, e já que o comprimento de 
Π1 é ≤ m, podemos concluir que Π1 é não-trivial e tem uma redução não-trivial normal Π2,  
 Toda fórmula que é um item de Π1 é também um item de Π2, e toda fórmula item de 
Π2 tem uma Regra de Introdução ou uma Regra Especial que a pode justificar.  
 Temos, então, vários casos a considerar, dependendo da natureza do último item de 
Π. 
  
3.2.1) Consideremos inicialmente o caso em que o último item de Π é uma prova subordi-
nada. A prova categórica Π é não-trivial, porque Π1 é não-trivial por hipótese de indução 
(comp (Π1) ≤ m). 
 Pela hipótese de indução, Π1 tem uma redução normal não-trivial Π2.  
 Obtemos uma redução normal não-trivial Π3 de Π, de comprimento ≤m+1, sim-
plesmente acrescentando a Π2 o último item – a prova subordinada – de Π. 
 Esquematicamente: 
 Π1   Π       Π2    Π3     
 A1  A1       A´1   A´1    
 ⋮  ⋮       ⋮   ⋮  
 Ak  Ak       A´p   A´p  
 k≤m          Ak+1   suposição     p≤m               Ap+1   (i.é, Ak+1)     
           ⋮       ⋮ 
           Am+1      Ap+(m-k) (i.é, Am+1) 
           








 Observamos que, como caso particular, se a suposição A, do último item (isto é, 
prova subordinada) de Π, já ocorre na prova Π, entre os ítens anteriores, então ela já ocorre 
em Π1 e, portanto, ela já ocorre em Π2, justificada por uma Regra de Introdução ou por uma 
Regra Especial.  
 Neste caso, podemos obter uma redução direta Π´3 de Π3, de comprimento ≤m. Por 
hipótese de indução, podemos ainda obter uma redução normal não-trivial Π´´3 de Π´3, de 
comprimento ≤m. 
 Esquematicamente: 
Π1  Π   Π2        Π3   Π´3    Π´´3  
A1 A1   A´1        A´1  A´1   A´´1 
⋮ ⋮   ⋮        ⋮   ⋮   ⋮ 
A A   A        A   A (A´i)  A 
⋮ ⋮   ⋮        ⋮   A´i+1 (i.é, Ak+2) ⋮ 
Ak Ak    A´p        A´p  ⋮   A´´q 
k≤m         A   (i.é, Ak+1)       p≤m               Ap+1 A´i+(m-k-1)        q≤m 
         Ak+2                 ⋮   ⋮      
         ⋮          Ap+(m-k) A´p+(m-k-1)           
         Am+1              
           
 
3.2.2) Consideremos agora o caso em que a última fórmula de Π tem como justificativa a 
Regra de Repetição (R). 
 Neste caso, seja a fórmula A o item m+1 de Π, mas, como A já ocorre na prova Π, 
entre os m itens anteriores, então ela já ocorre na prova Π1 e, por hipótese de indução, ela 
ocorre na redução não-trivial Π2 de Π1, justificada por uma Regra de Introdução ou por 




 Seja Π3 a prova que coincide com Π2, acrescentando-se, como último item a fórmu-
la A em Π2. Nessas condições, Π3 é uma redução de si mesma e é não-trivial, pois, se fosse 
trivial Π2 também o seria; portanto, Π3 é uma redução não-trivial normal de Π, de compri-
mento menor ou igual a m+1. 
Esquematicamente: 
 Π1   Π   Π2    Π3     
 A1  A1   A´1   A´1    
 ⋮  ⋮   ⋮   ⋮    
 A  A   A   A  
 ⋮  ⋮   ⋮   ⋮  
m Am m Am  p A´p  p A´p  
  m+1 A   Repetição  p≤m  p+1 A  Repetição 
 
3.2.3) Consideremos o caso em que a última fórmula de Π tem como justificativa a Regra 
de Reiteração (Reit) – este caso não é procedente e estaria contemplado no caso (3.2.1). 
 
3.2.4) Consideremos o caso em que o último item de Π tem a Regra I - ⊃ como justificati-
va. 
 Sejam A⊃B o último item de uma prova Π, e Π1 a prova categórica de maior com-
primento que resulta de Π retirando-se esse último item. Pela hipótese de indução, como Π1 
tem comprimento m, seja Π2 uma redução não-trivial de Π1, de comprimento ≤m, cujos 
itens são justificados apenas por Regras de Introdução ou por Regras Especiais. Seja Π3 a 










 Π              Π         Π       Π      1 2 3
 A1           A1        A´1                A´1    
 ⋮           ⋮        ⋮                ⋮    
 Am-k           Am-k        A´p-d     A´p-d  
            A          A              A     A 
           ⋮          ⋮           ⋮      ⋮  
     m            B          B    p          B     B 
           m+1  A⊃B     ( I - ⊃)   p≤m                  p+1  A⊃B    ( I - ⊃) 
 
 Como Π2 é não-trivial, então Π3 – e, portanto Π2 – deveria ter necessariamente co-
mo itens as fórmulas (A⊃B)(n) e ¬(A⊃B), justificadas, em DNCn, 1≤n<ω, por Regras de 
Introdução ou por Regras Especiais. Podemos verificar – ver esquema a seguir – que a fór-
mula (A⊃B)(n) só pode ser resultante de aplicação das Regras I - ¬(res), DNI(rest) e I - &, a 
partir de ocorrências das fórmulas A(n), B(n) em itens anteriores da prova; a ocorrência da 
fórmula ¬(A⊃B) só pode ser justificada por aplicação da Regra I - ¬(res), em uma prova 
subordinada que tem A⊃B como suposição.  
 Entretanto, de A⊃B, como suposição de uma prova subordinada, de acordo com as 
Regras dos sistemas DNCn, 1≤n<ω, não é possível deduzirmos imediatamente fórmulas do 
tipo C, ¬C e C(n), para podermos, pela Regra I - ¬(res) introduzir ¬(A⊃B). Como para 
toda fórmula A e B, de A⊃B podemos deduzir, por RTE, ¬A∨B, então, pela Regra E - ∨, 
se de ¬A deduzimos fórmulas do tipo C, ¬C e C(n), e de B deduzimos fórmulas do tipo C, 
¬C e C(n), então de ¬A∨B (e portanto de A⊃B) deduzimos uma trivialização. 
 Assim sendo, de A⊃B podemos deduzir uma trivialização (C, ¬C e C ) - ver es-
quema a seguir - apenas se de ¬A e de B pudermos deduzir C, ¬C e C . Neste caso, po-
rém, pela Regra I - ¬(res), na prova subordinada a A⊃B, ocorrem as fórmulas ¬¬A e ¬B. 
(n)
(n)
 Como, na prova, ocorrem as fórmulas B e B(n), teríamos que Π2 seria trivial, o que 





 Observamos que, no caso particular em que ¬(A⊃B) ocorresse como passo em uma 
prova subordinada, sem ser uma suposição, também obteríamos a trivialização de Π2. 
 
 Logo, Π3 é não-trivial e, já que A⊃B é justificada pela Regra I - ⊃,  é uma redução 
normal de Π, de comprimento ≤m+1.          
 Esquematicamente: 
     Π2        
     A´1 
     ⋮  
     A´d 
     ⋮   
         A(n)     
         ⋮       
         B(n)           
         ⋮       
         (A⊃B)&¬(A⊃B)  suposição 
         A⊃B    E - & 
         ¬(A⊃B)   E - &  
         A(n)     Reit  
            B(n)     Reit  
         A&¬B    DNI(rest)  
         A    E - & 
         ¬B    E - & 
         B    E - ⊃    
    ¬((A⊃B)&¬(A⊃B))    I - ¬(rest) 
        (A⊃B)1     Definição 1.1.1 
         (A⊃B)1&¬((A⊃B)1) suposição 
         ¬((A⊃B)1)   E-& 
         ¬¬((A⊃B)&¬(A⊃B)) Definição 1.1.1 
         ((A⊃B)&¬(A⊃B))  E-¬¬ 
         A(n)     Reit 
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         B(n)     Reit  
         A&¬B    DNI(rest)  
         A    E - & 
         ¬B    E - & 
         B    E - ⊃    
     ¬( (A⊃B)1&¬((A⊃B)1))  I - ¬(rest) 
     (A⊃B)2    Definição 1.1.3 
        ⋮  
         (A⊃B)n-1&¬((A⊃B)n-1) suposição 
        ⋮       
         A(n)     Reit 
         B(n)     Reit  
         A&¬B    DNI(rest)  
         A    E - & 
         ¬B    E - & 
         B    E - ⊃    
     ¬( (A⊃B)n-1&¬((A⊃B)n-1))  I - ¬(rest) 
     (A⊃B)n    Definição 1.1.3 
        ⋮   
     (A⊃B)1&...&(A⊃B)n   I - & 
     (A⊃B)(n)     Definição 1.1.3 
        ⋮ 
        A⊃B    suposição 
         A(n)    Reiteração (Reit)
         B(n)    Reit 
       A   suposição  
       A⊃B   Reit  
       B   E - ⊃  
        ¬A∨B  I - ∨ 
        ¬A   suposição 
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        ¬A∨B  I - ∨ 
         ¬A∨B   RTE 
        ¬A   suposição  
        ⋮ 
         C 
         ⋮ 
        ¬C     
       ⋮ 
        C(n)  
         ¬¬A   I - ¬(rest) 
           B   suposição  
        ⋮ 
         C 
         ⋮ 
        ¬C     
       ⋮ 
        C(n)  
         ¬B    I - ¬(rest) 
         C    E - ∨ 
         ¬C    E - ∨ 
         C(n)    E - ∨ 
     ¬(A⊃B)    I - ¬(rest)  
          ⋮  
                   A    suposição  
                   ⋮  
                   B  
 
Observação. Observamos que podemos ainda considerar o caso em que A, suposição da 







 Π1   Π        Π´1   Π2   Π´2   Π3   
 A1       1 A1        A1             1 A´1     1 A´1  A´1  
 ⋮  ⋮        ⋮   ⋮  ⋮  ⋮  
 A  A        A             d A     d A  A  
 ⋮  ⋮        ⋮   ⋮  ⋮  ⋮  
         A          A         B          d+j B         k A´´k      A´´k          
        ⋮          ⋮        ⋮   ⋮         k+1          A        A   
       m         B      m         B        Am-1     p  A´p              ⋮           ⋮       
     m+1 A⊃B         p≤m-1   p´=k+1+j     B          B     
                   A⊃B (I - ⊃) 
         p´=p+1≤m          p´´≤m+1  
 
 Neste caso, p<m, e podemos transformar Π1 na sua redução direta Π´1, de compri-
mento m-1; Π2 é uma redução normal de Π´1, de comprimento p≤m-1<m. Podemos trans-
formar Π2 em Π´2 -  Π´2 é não-trivial e constitui uma redução normal de Π1.  
 Obtemos Π3 acrescentando-se a Π´2, pela Regra I - ⊃, a fórmula A⊃B. Logo, Π3 é 
uma redução normal não-trivial de Π, de comprimento ≤m+1.  
 
 Esta observação também se aplica a vários dos casos que demonstramos a seguir. 
 
3.2.5) O último item de Π tem a Regra I - & como justificativa.  
 Seja A&B o último item de Π, justificada por aplicação da Regra I - &. 
 Pela hipótese de indução, existe uma redução normal não-trivial Π2 de Π1, sendo Π1 
a prova Π sem a última fórmula A&B. 
 Observamos que em Π1 e Π2 ocorrem necessariamente como itens as fórmulas A e 
B, pois A&B é obtida em Π pela Regra I - &. 





 Π1   Π  Π2   Π3      
 A1  A1  A´1  A´1     
 ⋮  ⋮  ⋮  ⋮    
 Am  Am  A´p  A´p  
          A&B    p ≤ m  A&B 
                          
 Se Π3 for trivial então, como Π2 é não-trivial, em Π2 ocorrem, necessariamente, as 
fórmulas (A&B)(n) e ¬(A&B).  
 Como no caso anterior, já que Π2 é normal, ocorreriam em Π2 as fórmulas A, B, A(n)  
e B(n), todas justificadas por Regras de Introdução ou por Regras Especiais. 
 Ainda como no caso anterior, para que ocorra a fórmula ¬(A&B) em Π2, ela só po-
de ter sido introduzida por aplicação da Regra I - ¬(rest), através de uma prova subordinada 
que tenha A&B como suposição. 
 Em uma prova subordinada, a partir da suposição A&B, só seria possível a obtenção 
de uma trivialização, caso de A, ou de B, pela Regra E - &, deduzíssemos uma trivializa-
ção. Porém, neste caso, teríamos na prova subordinada a fórmula  ¬A, ou a fórmula ¬B, o 
que tornaria a prova Π2 trivial. 
 Temos ainda que considerar os casos em que a trivialização nesta prova subordinada 
seja resultante de fórmulas componentes de A e de B, e não apenas da fórmula A ou da 
fórmula B; nestes casos, a trivialização seria resultante da ocorrência das fórmulas (Ci)(n), 
1≤i≤u, na prova principal, onde os Ci são essas componentes de A e B. 
 Esquematicamente: 
     Π2        
     A´1 
     ⋮ 
     A 
     ⋮  
     B 
     ⋮ 
     A(n)     
     ⋮       
     B(n)           
     ⋮       
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            (A&B)&¬(A&B)  suposição 
         A&B   E - & 
         A    E - &  
         B    E - & 
         ¬(A&B)   E - & 
         ¬A∨¬B   DNC 
               ¬A   suposição 
               ¬A   Reit 
               ¬B    suposição 
                   A   suposição 
        B   Reit 
        ¬B   Reit  
        B(n)    Reit 
               ¬A   I - ¬(rest) 
         ¬A    E - ∨  
         A(n)     Reit 
     ¬((A&B)&¬(A&B))   I - ¬(rest) 
     (A&B)1    Definição 1.1.1 
         (A&B)1&¬((A&B)1) suposição 
         ¬((A&B)1)   E-& 
         ¬¬((A&B)&¬(A&B)) Definição 1.1.1 
         ((A&B)&¬(A&B))  E - ¬¬ 
         A&B   E - & 
         A    E - &  
         B    E - & 
         ¬(A&B)   E - & 
         ¬A∨¬B   DNC 
               ¬A   suposição 
               ¬A   Reit 
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               ¬B    suposição 
                     A   suposição 
          B   Reit 
          ¬B   Reit  
          B(n)    Reit 
              ¬A   I - ¬(rest) 
         ¬A    E - ∨  
         A(n)     Reit 
     ¬( (A&B)1&¬((A&B)1))  I - ¬(rest) 
     (A&B)2    Definição 
        ⋮  
         (A&B)n-1&¬((A&B)n-1) suposição 
        ⋮       
         A&B   E - & 
         A    E - &  
         B    E - & 
        ¬(A&B)   E - & 
         ¬A∨¬B   DNC 
              ¬A   suposição 
              ¬A   Repetição 
              ¬B    suposição 
                   A   suposição 
        B   Reit 
        ¬B   Reit  
        B(n)    Reit 
              ¬A   I - ¬(rest) 
         ¬A    E - ∨  
          A(n)     Reit 




     (A&B)n    Definição 
        ⋮   
     (A&B)1&...&(A&B)n   I - & 
     (A&B)(n)     Definição 1.1.3 
         A&B   suposição 
         A (ou B)   E - & 
         ⋮ 
         B (ou A)   E - & 
               A   (ou B)  suposição 
               ⋮ 
               C (¬C ou C(n)) 
               ⋮  
               ¬C (C ou C(n))   
               ⋮ 
                C(n)  (C ou ¬C)    
         ¬A ( ou ¬B)  I - ¬(rest) 
             ¬(A&B)     I - ¬(rest) 
       ⋮ 
      A´p 
 
 Logo, Π3 é não-trivial e, como A&B é introduzida pela Regra I - &, constitui uma 
redução normal de Π, de comprimento ≤m+1. 
  
3.2.6) O último item de Π tem a Regra I - ∨  como justificativa.  
 Consideremos o caso em que o último item de Π é A∨B, justificado por uma aplica-





  Π1  Π  Π2   Π3     
  A1  A1  A´1  A´1 
  ⋮  ⋮  ⋮  ⋮     
  A (ou B) A  (ou B) A  (ou B) A  (ou B)    
  ⋮  ⋮  ⋮  ⋮     
  Am  Am  A´p  A´p 
             A∨B               A∨B         
            
 Seja Π3 a prova que resulta ao acrescentarmos (A∨B) a Π2.  
 Se Π3 for trivial, como Π2 é não-trivial, então em Π2 ocorrem necessariamente co-
mo itens as fórmulas (A∨B)(n) e ¬(A∨B).  
 Como nos casos anteriores, a fórmula (A∨B)(n) só pode ser resultante, pela aplicação 
das Regras E - &, DND, E - ∨, I - ¬(res) e I - &,  de ocorrências das fórmulas A(n), B(n); e a 
fórmula ¬(A∨B) só pode ser introduzida a partir de uma prova subordinada com suposição 
A∨B. 
 A única possibilidade de deduzirmos uma trivialização de A∨B é, pela Regra E - ∨, 
se deduzirmos uma trivialização C(n), ¬C, C de A e de B. 
 Assim sendo, necessariamente, de A deduzimos C(n), ¬C e C; e de B deduzimos 
C(n), ¬C e C. Logo, nessa prova subordinada, pela Regra I - ¬(rest), ocorrem necessaria-
mente como itens as fórmulas ¬A e ¬B. 













     Π2        
     A´1 
     ⋮  
     A    (ou B) 
     ⋮   
     A(n)     
     ⋮       
     B(n)           
     ⋮       
             (A∨B)(n)     
     ⋮  
             A∨B    suposição 
               A   suposição 
               ⋮        
               C    
               ⋮  
               ¬C    
               ⋮  
               C(n)      
         ¬A    I - ¬(rest) 
         ⋮        
               B   suposição 
              ⋮        
               C    
               ⋮  
               ¬C    
               ⋮  
               C(n)      
         ¬B    I - ¬(res) 
         C    E - ∨  
         ¬C    E - ∨  
         C(n)     E - ∨   
     ¬(A∨B)    I - ¬(res) 
        ⋮    
        A´p 
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 Assim, Π3 é não-trivial e, como A∨B é introduzida pela Regra I - ∨,  Π3 é uma re-
dução normal de Π, de comprimento ≤m+1. 
 
3.2.7) O último item de Π tem como justificativa a Regra I - ¬(rest). 
Seja ¬C o último item de Π, introduzido pela Regra I - ¬(rest). 
 Esquematicamente: 
 Π1  Π    Π2   Π3    
 A1  A1   A´1   A´1    
 ⋮  ⋮   ⋮   ⋮    
 Ak  Ak   A´d   A´d    
 ⋮  ⋮   ⋮   ⋮    
        C          C            C                 C    
        ⋮          ⋮           ⋮    ⋮  
         B                     B (ou  ¬B ou B(n))      B                  B    
        ⋮          ⋮           ⋮    ⋮  
         ¬B                  ¬B (ou  B ou B(n))       ¬B               ¬B    
        ⋮                   ⋮           ⋮           ⋮    
         B(n)                  B(n) (ou  ¬B ou B)      B(n)                      B(n)         
                  ¬C  I - ¬(rest)       ¬C                       
           p≤m   p+1≤m+1   
 
 Se a prova Π3 for trivial, como Π2 é não-trivial, então as fórmulas C e C(n)  (ou 
¬¬C e (¬C)(n)) devem  necessariamente ocorrer em Π2, não como suposições de provas 
subordinadas. 
 Logo, a prova Π´2, esquematicamente a seguir, seria uma redução direta e trivial de 






 Π2    Π´2       
 A´1    A´1 
 ⋮    ⋮  
 C(n)     C(n)      
 ⋮    ⋮  
 C             C    
 ⋮    ⋮    
  C   B (ou B(n) ou ¬B)   
  ⋮   ⋮     
  B   ¬B (ou B ou B(n) )   
  ⋮   ⋮  
  ¬B   B(n) (ou B ou ¬B)     
  ⋮   ⋮ 
  B(n)   A´p  
 
 Logo, Π3 deve ser não trivial.  
 Portanto, Π3 é uma redução não-trivial de Π e, como ¬C é introduzida pela Regra I 
– ¬ (rest), Π3 é uma redução normal de Π, de comprimento ≤m+1. 
 
3.2.8)  O último item de Π tem a Regra E - ⊃ como justificativa.  
 Seja B o último item de Π, obtido por aplicação da Regra E - ⊃, a partir das fórmu-









   Π   Π2   Π3  
   A1   A´1   A´1 
   ⋮   ⋮   ⋮  
   A   A   A 
   ⋮   ⋮   ⋮  
             A⊃B    A   A 
   ⋮    ⋮   ⋮ 
   Am    B   B  
   B           A⊃B            A⊃B 
      ⋮   ⋮ 
     p A´p   A´p  
      p≤m   B  
 
 Como a fórmula A⊃B ocorre em Π2, deve necessariamente ser introduzida pela 
Regra I - ⊃, a partir da suposição A. 
 Se Π3 for trivial, então as fórmulas ¬B e B(n) devem necessariamente ocorrer em 
Π2, o que contradiz a não-trivialidade de Π2, já que B ocorre em Π2 e não ocorre como su-
posição de prova subordinada. 
 Logo, Π3 é não-trivial.  
 Agora, consideremos a prova Π´2 abaixo: 
     Π´2        
     A´´1    
     ⋮ 
     A 
     ⋮  
     B     
     ⋮     
              A⊃B    
     ⋮ 
     A´´p-1 
     p-1<m 
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 Temos que Π´2 é uma reduzida direta de Π2 de comprimento <m; portanto, existe 
uma reduzida normal de Π´2 de comprimento <m, a qual é também uma reduzida normal de 
Π2. 
 Podemos acrescentar a Π´2 a fórmula B, por aplicação da Regra de Repetição, ob-
tendo-se Π3. 
 Logo, Π3 é não-trivial e constitui uma redução normal de Π, de comprimento ≤m+1. 
 
3.2.9)  O último item de Π tem a Regra E - & como justificativa.  
   Seja A (ou B) o último item de Π,  obtido por aplicação da Regra E - &, a partir da 
fórmula A&B. 
 Esquematicamente: 
     Π   Π2  Π3   
 
   1  A1   A´1  A´1  
     ⋮   ⋮  ⋮ 
   k  Ak   A  A   
     ⋮   ⋮  ⋮ 
   p          A&B    B  B  
     ⋮   ⋮  ⋮ 
   m  Am                      A&B          A&B  
   m+1  A (ou B)  ⋮  ⋮ 
        A´p  A´p 
          ⋮ 
        p ≤ m  A     (ou B) 
 Como Π2 é uma redução normal de Π1, então a fórmula A&B só pode ser obtida 
pela Regra I - &. Logo, as fórmulas A e B ocorrem necessariamente em Π2.  
 Se Π3 for trivial, então as fórmulas ¬A e A(n)  (ou ¬B e B(n)) devem ocorrer neces-
sariamente em Π2, o que trivializaria Π2. 
 Logo, Π3 é não-trivial e tem comprimento ≤ m+1. 
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 Agora, como A e B ocorrem necessariamente em Π2, então sua introdução em Π3 
pode ser justificada pela Regra de Repetição. 
 Portanto, Π3 satisfaz as condições do teorema. 
 
3.2.10) O último item de Π tem a Regra E - ∨ como justificativa.  
 Seja  C o último item de Π, obtido por aplicação da Regra E - ∨, a partir da disjun-
ção  A∨B. 
 Esquematicamente: 
  Π1   Π   Π2   Π3  
  A1  1 A1   A´1   A´1 
  ⋮   ⋮   ⋮   ⋮ 
  Ak  k Ak   A (ou B)  A 
  ⋮   ⋮   ⋮   ⋮ 
           A∨B   p        A∨B             A∨B             A∨B  
     A      A  ⋮   ⋮ 
    ⋮     ⋮  A´p   A´p 
     C      C  p≤m  p+1 C 
  ⋮   ⋮             p+1 ≤ m+1 
     B      B    
    ⋮     ⋮   
     C m     C   
    m+1 C 
 
 Como Π2 é normal e a fórmula A∨B ocorre necessariamente em Π2 então, pela Re-
gra I - ∨, a fórmula A (ou B) a antecede em Π2. 
 Se Π3 for trivial, então as fórmulas ¬C e C(n) ocorrem necessariamente em Π2, o 
que trivializaria Π2, já que a fórmula C ocorre em Π2.  




 Agora, como A (ou B) ocorre em Π3, seja Π´3 a seguinte redução direta de Π3: 
  
     Π´3        
     A´´1    
     ⋮ 
     A  (ou B) 
     ⋮  
     C     
     ⋮     
              A∨B     
     ⋮ 
     A´´p-1 
     p≤m 
 
 Temos que Π´3 é uma redução normal não-trivial de Π3, de comprimento ≤ m.  
 Logo, Π´3 admite uma redução normal de comprimento ≤ m, que é uma redução 
normal não-trivial de Π, de comprimento ≤ m+1. 
 
3.2.11) O último item de Π tem a Regra E - ¬¬ como justificativa.  
 Seja A o último item de Π, obtido a partir da fórmula ¬¬A, por aplicação da Regra 











  Π1   Π   Π2     
  A1  1 A1   A´1    
  ⋮   ⋮   ⋮  
  ¬¬A  q ¬¬A    ¬A  suposição 
  ⋮   ⋮    ⋮ 
  Am   Am    B     
    m+1 A    ⋮ 
         ¬B 
         ⋮ 
         B(n) 
        ¬¬A   I - ¬(res) 
        ⋮ 
        A´p 
        p≤m 
  
 Como a fórmula ¬¬A ocorre necessariamente em Π2, e só pode ter sido introduzida 
por uma Regra de Introdução ou por Regra Especial, então o foi pela Regra I - ¬(rest), a 
partir da fórmula ¬A. Isto é, em uma prova subordinada a partir de ¬A se deduz, necessa-
riamente, uma trivialização B, ¬B e B(n). 
 Consideremos, então, a prova subordinada que ocorre necessariamente em Π2, tendo 
como suposição ¬A. Mostremos, por indução sobre o grau de complexidade de A, que a 
fórmula A, ou fórmulas componentes de A, ou a negação de fórmulas componentes de A, 
ocorrem em Π2. 
i) Se A é atômica então, como não é possível deduzir qualquer fórmula de ¬A, a trivializa-
ção B, ¬B e B(n) só pode ser constituída pelas fórmulas A, ¬A e A(n); neste caso, A e A(n) 
só podem ocorrer na prova subordinada por aplicação da Regra Reit. 




      Π2     
      A´1    
      ⋮  
      A    
      ⋮ 
      A(n)  
      ⋮  
        ¬A   suposição  
        A 
        A(n) 
      ¬¬A   I - ¬(res) 
      ⋮ 




ii) Se A é do tipo ¬C, então ¬A é ¬¬C. Neste caso, a trivialização obtida na prova subor-
dinada é dada pelas fórmulas ¬C e (¬C)(n), isto é, pelas fórmulas A e A(n), que devem, co-
mo no caso anterior, ocorrer necessariamente em Π2; ou a trivialização obtida é dada pelas 
fórmulas C, ¬C e C(n); o que nos diz que A (¬C) e C(n) ocorrem necessariamente em Π2. 
 Esquematicamente: 
      Π2     
      A´1    
      ⋮  
      ¬C  
      ⋮ 
      (¬C)(n)     
      ⋮ 
        ¬¬C     (¬A) suposição 
        ¬C      (A) 
        (¬C)(n)    (A(n)) 
             ¬¬¬C         (¬¬A) I - ¬(res) 
      ⋮ 
      A´p 
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iii) Se A é do tipo C&D, então a prova subordinada, a partir da suposição ¬(C&D), só pode 
ser trivializada se as componentes C e D de A, e  C(n) e D(n) ocorrem necessariamente em 
Π2; ou as componentes C1, ..., Cr e D1, ..., Ds de C e D são tais que C1, ..., Cr, D1, ..., 
Ds,C1(n), ..., Cr(n), D1(n), ..., Ds(n)  ocorrem em Π2.   
 Esquematicamente: 
             Π2     
             A´1    
             ⋮  
        ¬(C&D)    suposição 
        ¬C∨¬D     DNC 
        ¬C  suposição 
        ⋮  
        E     
        ⋮ 
        ¬E      
        ⋮ 
        E(n)   
        ¬D  suposição 
        ⋮  
        E     
        ⋮ 
        ¬E      
        ⋮ 
        E(n)   
        E   E - ∨  
        ¬E     E - ∨ 
        E(n)     E - ∨ 
      ¬¬(C&D)     I - ¬(res) 
            ⋮ 








iv) Se A é do tipo C∨D, então na prova subordinada, para podermos obter ¬C1&¬D, ne-
cessitamos das ocorrências anteriores das fórmulas C(n) e D(n) em Π2.    
 Esquematicamente: 
      Π2     
      A´1    
      ⋮ 
      C(n)  (ou D(n)) 
      ⋮ 
      D(n)  (ou C(n))    
      ⋮ 
        ¬(C∨D) (¬A)   suposição 
        C(n)    Reit 
        D(n)    Reit 
        ¬C&¬D     DND 
       ⋮  
        E      
       ⋮ 
        ¬E      
       ⋮ 
        E(n)   
     ¬¬(C∨D)      (¬¬A)   I - ¬(res) 
                ⋮ 
                A´p  
 Como nos casos anteriores estudados, para obtermos uma trivialização na prova 
subordinada é necessário que a fórmula C ou a fórmula D (componentes de A) ocorra na 
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prova subordinada pela Regra Reit, isto é, C ou D ocorre anteriormente na prova Π2; ou é 
necessário que componentes de C, ou componentes de D ocorram na prova subordinada por 
aplicação da Regra Reit, isto é, já ocorrem em Π2. 
v) Se A é do tipo C⊃D, como no caso anterior, C(n) e D(n) já devem ter ocorrido em Π2.  
 Esquematicamente: 
      Π2     
      A´1    




      C(n)  (ou D(n)) 
      ⋮ 
      D(n)  (ou C(n))    
      ⋮ 
        ¬(C⊃D) (¬A)   suposição 
        C(n)    Reit 
        D(n)    Reit 
        C&¬D     DNI 
        C   E - & 
        ¬D   E - & 
       ⋮  
        E      
       ⋮ 
        ¬E      
       ⋮ 
        E(n)   
     ¬¬(C⊃D)    (¬¬A) I - ¬(res) 
                ⋮ 
                A´p  
 Neste caso, de acordo com o esquema anterior, a trivialização da prova subordinada, 
a partir de ¬(C⊃D), só será possível se tivermos uma trivialização a partir de C&¬D, isto 
é, a partir de C, ou a partir de ¬D, ou de componentes de ambas. Aqui, teríamos que ¬C 
deveria ocorrer na prova subordinada por aplicação da Regra Reit (isto é, ¬C já ocorria em 
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Π2), ou que D deveria ocorrer na prova subordinada por aplicação da Regra Reit (isto é, D 
já ocorria em Π2); ocorre ainda o caso em que C e D não são fórmulas atômicas e, neste 
caso, como em caso anteriores, as componentes C1, ..., Cr e D1, ..., Ds de C e D são tais que 
C1(n), ..., Cr(n), D1(n), ..., Ds(n) já ocorrem em Π2, e  C1, ..., Cr ocorrem em Π2 ou D1, ..., Ds 
ocorrem em Π2. 
 Temos dois casos a considerar: se ¬C está em Π2 e se D está em Π2. 
 Se ¬C ocorre em Π2,como Π2 é uma redução normal de Π1, então ¬C só pode ter 
sido introduzida pela Regra I - ¬(rest), a partir de C; se C é fórmula atômica, a trivialização 
a partir de C conduziria à trivialização de Π2. Logo, não é o caso que ¬C ocorre na prova 
subordinada por aplicação da Regra Reit, isto é, ¬C não pode ocorrer em Π2. 
 Portanto, a fórmula que conduz à trivialização da prova subordinada a partir de 
¬(C⊃D) é a fórmula ¬D; logo, D ocorre na prova subordinada por aplicação da Regra Reit, 
isto é, D ocorre em Π2. 
 Portanto, Π2 pode ser esquematizada por: 
      Π2     
      A´1  
      ⋮  
      ⋮  
      C(n)  (ou C1(n), ..., Cr(n)) 
      D(n)  (ou D1(n), ..., Ds(n))   
      ⋮  
      D 
      ⋮ 
        ¬(C⊃D) (¬A)   suposição 
        C(n)    Reit 
        D(n)    Reit 
        C&¬D     DNI 
        C   E - & 
        ¬D   E - & 
        D   Reit   
     ¬¬(C⊃D)    (¬¬A) I - ¬(res) 
               ⋮ 




 Agora, nos 5 (cinco) casos acima, se Π3 fosse trivial, como Π2 é não-trivial, então as 
fórmulas ¬A e A(n) ocorreriam necessariamente em Π2. Entretanto, acabamos de ver que, 
em Π2, em uma prova subordinada a partir de ¬A deduzimos uma trivialização. Assim, por 
raciocínio idêntico ao de casos anteriores, uma redução direta de Π2 seria trivial. 
 Logo, Π3 é não-trivial. 
 Para finalizarmos este caso (3.15), vejamos como podemos verificar que Π3 é uma 
redução normal de Π. De acordo com o grau de complexidade da fórmula A, acabamos de 
provar que: 
 (i) A ocorre na prova principal, então a introdução de A em Π3 pode ser justificada 
pela Regra de Repetição; 
 (ii) A ocorre na prova principal, como no caso acima; 
 (iii) Se A é do tipo C&D, então as fórmulas C e D ocorrem na prova principal, e 
então A pode ser justificada, em Π3, pela Regra I - &; 
 (iv) Se A é do tipo C∨D, então a fórmula C, ou a fórmula D, ocorre na prova prin-
cipal, então A pode ser justificada, em Π3, pela Regra I - ∨;  
 (v) Se A é do tipo C⊃D, então a fórmula D ocorre na prova principal; então A pode 
ser justificada, em Π3, pela Regra I - ⊃;  
 Assim, o acréscimo da fórmula A no final de Π2, pode ser justificado, em todos os 
casos possíveis, por Regras de Introdução. 
 Logo, Π3 é não-trivial e constitui uma redução normal de Π. 
  
3.2.12) O último item de Π tem a Regra do Terceiro-Excluído (RTE) como justificativa.  
 Seja  C o último item de uma prova Π, na qual C é resultante da prova subordinada 
com suposição A e conclusão C, e da prova subordinada com suposição ¬A e conclusão C. 











 Π1  Π    Π2   Π3   
 
 A1  A1   A´1   A´1 
 ⋮  ⋮   ⋮   ⋮  
 Ak  Ak                A    A 
 ⋮  ⋮               ⋮    ⋮   
        A          A               C    C  
       ⋮         ⋮    ⋮       ⋮     
        C               C               ¬A              ¬A 
 ⋮  ⋮               ⋮    ⋮ 
         ¬A         ¬A              C    C  
        ⋮                  ⋮             C        
m         C     m         C     p≤m        p+1≤m+1         
      m+1  C       RTE       
 Se Π3 for trivial, como Π2 é não-trivial, então as fórmulas ¬C e C(n) devem necessa-
riamente ocorrer em  Π2. 
 Entretanto, como C ocorre em Π1 e, portanto, em Π2, então Π2  seria trivial, mesmo 
que ¬C ou C(n) ocorressem em Π2 em uma das duas provas subordinadas. 
 Logo, como C é introduzida por uma Regra Especial, Π3 é uma redução normal 
não-trivial de Π, de comprimento ≤m+1. 
 
 
3.2.13) O último item de Π tem como justificativa a Regra DNC. 
 Seja ¬A∨¬B este último item de Π. Seja Π1 a prova que resulta ao retirarmos 
¬A∨¬B de Π, e Π2 uma redução de Π1 onde todos os seus itens são justificados por Regras 
de Introdução ou por Regra Especial . Seja Π3 a prova que resulta de Π2 acrescentando-se 
¬A∨¬B, e suponhamos que Π3 seja trivial.   
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 Π1   Π    Π2   Π3  
 A1  1 A1   A´1    A´1  
    ⋮   ⋮   ⋮    
 Ak  k Ak   A´q    A´q 
 ⋮   ⋮        A&B    A&B  
 ¬(A&B) q ¬(A&B)   A          A 
 ⋮   ⋮            B    B 
 Am   m Am                ⋮    ⋮ 
   m+1 ¬A∨¬B           C    C 
                   ⋮    ⋮ 
                           ¬C     ¬C 
                ⋮    ⋮ 
               C(n)    C(n)         
                  ¬(A&B) I - ¬(res) ¬(A&B)  I-¬(res) 
       ⋮   ⋮ 
       A´p   A´p 
       p ≤ m        ¬A∨¬B 
          p+1≤m+1 
 Se Π3 for trivial, então em Π2 ocorrem necessariamente as fórmulas  ¬(¬A∨¬B) e 
(¬A∨¬B)(n). 
 Como nos casos anteriores, se em Π2 ocorre a fórmula (¬A∨¬B)(n), então as fórmu-
las (¬A)(n) e (¬B)(n) ocorrem necessariamente como passos anteriores de Π2. Também é o 
caso das fórmulas A(n) e B(n) e das fórmulas (Ci)(n), 1≤i≤u, na prova principal, onde os Ci 
são as componentes de A e B. 
     
 Se a fórmula ¬(¬A∨¬B) ocorre em Π2, então ela é necessariamente introduzida por 
aplicação da Regra I - ¬(res), a partir da fórmula ¬A∨¬B. Porém, a única possibilidade de 
se obter uma trivialização, em uma prova subordinada cuja suposição é ¬A∨¬B, é que de 
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¬A e de ¬B sejam obtidas trivializações, logo, na prova subordinada ocorrem necessaria-
mente ¬¬A e ¬¬B.  
 Entretanto, como ¬(A&B) ocorre em Π2, introduzida por uma Regra de Introdução 
ou por uma Regra Especial, então ela ocorre por aplicação da Regra I - ¬(rest), em uma 
prova subordinada cuja suposição é a fórmula A&B. Logo, a partir de A, ou a partir de B, 
obtém-se em Π2, uma trivialização C, ¬C e C(n); o que garante que ¬A (ou ¬B) ocorre 
necessariamente em Π2, não como suposição de uma prova subordinada. Nessas condições, 
¬A, ¬¬A e (¬A)(n) ( ou ¬B, ¬¬B e (¬B)(n)) ocorreriam em Π2, o que tornaria Π2 trivial. 
 Esquematicamente: 
           Π2      
           A´1     
          ⋮      
                 A&B   suposição 
              A   E - & 
              B   E - & 
             ⋮  
            A  (ou B)  suposição 
           ⋮ 
                       C    
           ⋮ 
                       ¬C    
           ⋮ 
                     C(n)   
              ¬A   (ou ¬B)  I - ¬(rest)   
    ¬(A&B)    I - ¬(res) 
         ⋮ 
     (¬A)(n)  
      ⋮ 
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    (¬B)(n)  
      ⋮ 
    (¬A∨¬B)(n)      
      ⋮  
 
                       ¬A∨¬B   suposição 
                      ¬A   suposição 
                      ⋮     
                       D    
                      ⋮  
                      ¬D    
                      ⋮  
 
                       D(n)  
                       ¬¬A   I - ¬(res) 
            ¬B  suposição 
            ⋮  
             D    
            ⋮  
            ¬D   
            ⋮  
            D(n)  
              ¬¬B   I - ¬(res) 
              D   E - ∨ 
              ¬D   E - ∨ 
             D(n)   E - ∨ 
    ¬(¬A∨¬B)    I - ¬(res) 
        ⋮     
        A´p 
 134
 
 Caso a trivialização nas provas subordinadas acima ocorra devido a componentes de 
A e de B, ocorreria a trivialização de Π2, pois essas componentes (Dj)(n), 1≤j≤q (q≤r), são 
tais que (Dj)(n) ocorre anteriormente na prova principal. 
 Portanto, Π3 é não-trivial e constitui uma redução normal de Π, de comprimento 
≤m+1. 
 
3.2.14) O último item de Π tem como justificativa a Regra DND(rest). 
 Seja ¬A&¬B o último item de Π, obtido por aplicação da Regra DND(rest). 
 Esquematicamente: 
 Π1   Π   Π2     
   
 A1  1 A1   A´1    
 ⋮   ⋮   ⋮     
 A(n)  q A(n) (ou B(n)) A(n)           
 ⋮   ⋮   ⋮   
 
 
 B(n)  r B(n) (ou A(n)) B(n)  
 ⋮   ⋮   ⋮   
      ¬(A∨B)  s      ¬(A∨B)       ¬(A∨B) 
 ⋮   ⋮   ⋮ 
      Am           Am   A´p    
    m+1¬A&¬B  DND(rest) p≤m     
 Como a fórmula ¬(A∨B) ocorre em Π2, justificada pela Regra I - ¬(rest), de acordo 
com o caso já analisado, as fórmulas  ¬A e ¬B ocorrem na prova subordinada cuja suposi-
ção é A∨B. 
 Se Π3 for trivial, como Π2 é não-trivial, então em Π2 ocorrem necessariamente as 
fórmulas ¬(¬A&¬B) e (¬A&¬B)(n).  
 Como nos casos anteriores, se (¬A&¬B)(n) ocorre em Π2, então as fórmulas (¬A)(n) 
e (¬B)(n) ocorrem necessariamente em Π2, em passos anteriores. 
 Se a fórmula ¬(¬A&¬B) ocorre em Π2, então ela só pode ser obtida por aplicação 
da Regra I - (rest), a partir da fórmula ¬A&¬B. Entretanto, neste caso, só seria possível 
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uma trivialização, a partir de ¬A&¬B, se tivéssemos uma trivialização a partir de ¬A, ou a 
partir de ¬B, ou de componentes de ambas; o que resultaria, necessariamente, na prova 
subordinada cuja suposição é ¬A&¬B, a fórmula ¬¬A, ou a fórmula ¬¬B, no primeiro ou 
no segundo caso – no primeiro caso, teríamos na prova Π2 as fórmulas ¬A, ¬¬A  e  
(¬A)(n) e, no segundo caso, teríamos as fórmulas ¬B, ¬¬B  e  (¬B)(n); no terceiro caso, a 
trivialização seria devida a componentes de A e B e, como nos situações anteriores, tam-
bém ocorreria a trivialização de Π2.  
  Portanto, Π3 não pode ser trivial. 
     Π2        
     A´1    
     ⋮ 
     A(n)     
     ⋮     
     B(n)           
     ⋮   
      A∨B   suposição 
            A   suposição 
           ⋮      
            C    
            ⋮  
                   ¬C  
           ⋮  
            C(n)    
                ¬A   I - ¬(res) 
            B   suposição 
           ⋮     
            C    
           ⋮ 
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                   ¬C  
            ⋮  
            C(n)      
                ¬B      I - ¬(res) 
      C 
      ⋮ 
      ¬C 
      ⋮ 
      C(n)  
        ¬(A∨B)    I - ¬(rest) 
            ⋮  
        (¬A)(n)   
              ⋮    
        (¬B)(n)   
            ⋮ 
       (¬A&¬B)(n)  
           ⋮ 
      ¬A&¬B  suposição 
      ¬A   E - & 
      ¬B   E - & 
      ⋮ 
          D 
      ⋮     
            ¬D   
      ⋮ 
      D(n) 
       
       ¬(¬A&¬B)    I - ¬ (rest) 
            ⋮ 
            A´p   
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 Acrescentando-se a Π2 a fórmula ¬A&¬B  obtemos Π3, que é não-trivial e constitui 
uma redução normal de Π, de comprimento ≤m+1. 
  Como caso particular, a trivialização poderia ser obtida numa prova subordinada a 
partir de ¬A (ou ¬B): 
    ¬A&¬B 
       ¬A 
       ¬B 
       ¬A 
        ⋮ 
        D 
        ⋮ 
        ¬D 
         ⋮  
        D(n) 
      ¬¬A  
 
 E a prova reduzida seria: 
    ¬A&¬B 
       ¬A   
        ⋮ 
        D 
        ⋮ 
       ¬D 
        ⋮  
        D(n) 
      ¬B 




3.2.15)  O último item de Π tem como justificativa a Regra DNI(rest). 
 Seja ¬¬A&¬B o último item de Π, obtido por aplicação da Regra DNI(rest). 
 Esquematicamente: 
 Π1   Π      Π2     
   
 A1  1 A1      A´1    
 ⋮   ⋮      ⋮     
 A(n)  q A(n) (ou B(n))    A(n)           
 ⋮   ⋮      ⋮   
 B(n)  r B(n) (ou A(n))    B(n)  
 ⋮   ⋮      ⋮   
      ¬(A⊃B)  s      ¬(A⊃B)   ¬(A⊃B) 
 ⋮   ⋮      ⋮  
      Am  m         Am      A´p    
    m+1¬¬A&¬B  DNI(rest)    p≤m     
    
 Como a fórmula ¬(A⊃B) ocorre em Π2, justificada pela Regra I - ¬(rest), a partir 
da fórmula A⊃B, então nessa prova subordinada ocorrem necessariamente as fórmulas 
¬¬A e ¬B.  
 Se Π3 for trivial, como Π2 é não-trivial, então em Π2 ocorrem necessariamente as 
fórmulas ¬(¬¬A&¬B) e (¬¬A&¬B)(n).  
 Como nos casos anteriores, se (¬¬A&¬B)(n) ocorre em Π2, então as fórmulas 
(¬¬A)(n) e (¬B)(n) a antecedem em Π2. 
 A fórmula ¬(¬¬A&¬B) só pode ocorrer em Π2 por aplicação da Regra I - ¬(rest), 
a partir da suposição ¬¬A&¬B. Entretanto, de ¬¬A&¬B podemos obter uma trivialização 
se, e somente se, a obtivermos a partir de ¬¬A, ou a partir de ¬B, ou de componentes de 
ambas – no primeiro caso, teríamos necessariamente na prova subordinada a fórmula 
¬¬¬A e, no segundo caso, a fórmula ¬¬B; no caso da trivialização devida a componentes 
de ¬¬A e ¬B, também ocorreria a trivialização de Π2, como em situações anteriores. 
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 Nos dois primeiros casos, teríamos uma trivialização em Π2, pelas fórmulas ¬¬A, 
¬¬¬A e (¬¬A)(n) e, no segundo caso, teríamos as fórmulas ¬B, ¬¬B  e  (¬B)(n).   
      Π2        
     A´1    
     ⋮ 
     A(n)     
     ⋮     
     B(n)           
     ⋮   
             A⊃B   suposição 
      ⋮ 
             ¬A∨B 
         ¬A   suposição 
          ⋮      
         C    
          ⋮  
                ¬C   
          ⋮  
          C(n)    
               ¬¬A   I - ¬(res) 
          B   suposição 
           ⋮     
          C    
          ⋮  
                 ¬C   
          ⋮  
          C(n)      
              ¬B      I - ¬(res) 
               C    
               ¬C   
               C(n)  
       ¬(A⊃B)    I - ¬(rest) 
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        (¬¬A)(n)   
                  ⋮   
            (¬B)(n)   
                ⋮ 
        (¬¬A&¬B)(n)  
                ⋮ 
         ¬¬A&¬B  suposição 
         ¬¬A  E - & 
         ¬B   E - & 
               ¬¬A  (ou ¬B)   suposição 
               ⋮ 
               D     
                     ¬D  
               D(n)   
         ¬¬¬A    (ou ¬¬B)  I - ¬(rest) 
         D     
               ¬D  
         D(n)   
    ¬(¬¬A&¬B)    I - ¬(rest) 
     ⋮ 
     A´p 
 Logo, Π3 é não-trivial e constitui uma redução normal de Π, de comprimento ≤m+1. 
 









 A seguir, apresentamos a definição de prova categórica consistente (não-trivial) e de 
prova categórica normal para DNCω.  
Definição 2.6.1 Uma prova categórica Π em DNCω é normal se, e somente se, a ocorrência 
de toda fórmula, que ocorre como um passo de Π, pode ser justificada por uma Regra de 
Introdução ou pela Regra do Terceiro-Excluído (RTE), com possível exceção das fórmulas 
de suas provas subordinadas. 
Definição 2.6.2 No sistema DNCω, uma prova categórica Π é consistente (não-trivial) se, e 
somente se, não existe qualquer fórmula A tal que A e ¬A ocorrem como itens de Π, exce-
ção feita ao caso da ocorrência de quaisquer dessas fórmulas apenas como suposição de 
prova subordinada; caso contrário, Π é inconsistente (trivial). 
Teorema 2.6.3 (Teorema Fundamental). Toda prova categórica Π, em DNCω, de com-
primento menor ou igual a s é consistente (não-trivial), e tem pelo menos uma redução Σ 




 Como no caso do Teorema Fundamental para os sistemas DNCn, 1≤n<ω, fazemos a 
prova por indução sobre o comprimento s da prova. 
 
1) No caso em que Π é uma prova categórica de comprimento s = 1, a demonstração é idên-
tica à do Teorema 2.5.10.  
 
2) Assumimos, como hipótese de indução, que o teorema se verifica nos casos em que        




3) Vamos demonstrar o teorema para o caso s = m+1, isto é, em que a prova Π tem com-




 Se Π tem m+1 passos, seja Π1 a prova que resulta, de Π, retirando-se o último item. 
Como Π1 tem comprimento ≤m, então, por hipótese de indução, Π1 é consistente e tem uma 
redução consistente normal Π2, de comprimento menor ou igual a m. As fórmulas que ocor-
rem como ítens de Π1 também ocorrem em Π2, e cada item de Π2 tem uma Regra de Intro-
dução ou a Regra do Terceiro-Excluído como justificativa.   
 Como no Teorema 2.5.10, temos que analisar todos os casos possíveis, de acordo 
com as regras do sistema.   
 
3.1) Nos casos em que Π tem apenas um item, ou tem mais que um item e o último item da 
prova Π é uma prova subordinada, ou o último item de Π é obtido por aplicação da Regra 
de Repetição (R), a demonstração é idêntica à do Teorema 2.5.10.  
 
3.2) Consideremos o caso em que o último item de Π tem a Regra I - ⊃ como justificativa. 
 Sejam A⊃B o último item de uma prova Π, e Π1 a prova que resulta de Π retirando-
se esse último item. Pela hipótese de indução, como Π1 tem comprimento m, seja Π2 uma 
redução consistente de Π1, de comprimento ≤m, cujos itens são justificados apenas por Re-
gras de Introdução ou por RTE. Seja Π3 a prova que resulta ao acrescentarmos (A⊃B) em 
Π2.  
 Esquematicamente: 
 Π1   Π   Π2   Π3      
 A1  A1   A´1  A´1     
 ⋮  ⋮   ⋮  ⋮   
 Am-k  Am-k   A´p-d  A´p-d  
        A          A              A  A 
        ⋮          ⋮           ⋮   ⋮  
m        B          B  p          B             B 
  m+1 A⊃B     (I - ⊃) p≤m    p+1 A⊃B    (I - ⊃) 
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 Suponhamos que Π3 seja inconsistente (trivial). 
 Como Π2 é consistente (não-trivial), então Π3 – e, portanto Π2 – deveria ter necessa-
riamente como item a fórmula ¬(A⊃B), justificada, em DNCω, por uma Regra de Introdu-
ção ou por RTE. Como, em DNCω, não há Regra de Introdução da Negação, a fórmula 
¬(A⊃B) não ocorre em Π2 e, portanto,  Π3 é consistente.  
 Portanto, como A⊃B é justificada pela Regra I - ⊃, Π3 é uma redução normal con-
sistente de Π2, de comprimento ≤m+1.  
 
3.3) Nos casos em que o último item de Π tem como justificativa a Regra I - &, ou a Regra 
I - ∨, ou a Regra do Terceiro-Excluído, ou a Regra E - &, ou a Regra E - ∨, ou a Regra       
E - ⊃, a demonstração é feita como no caso anterior e na demonstração do Teorema 2.5.10. 
 
3.4) O último item de Π tem a Regra E - ¬¬ como justificativa.  
 Seja A a última fórmula de Π, obtida a partir da fórmula ¬¬A, por aplicação da 
Regra E - ¬¬. 
 Esquematicamente: 
 Π1   Π   Π2        Π3   
 
 A1  1 A1   A´1        A´1 
 ⋮   ⋮   ⋮        ⋮ 
 ¬¬A   ¬¬A   ¬¬A        ¬¬A 
 ⋮   ⋮   ⋮        ⋮ 
 Am   Am   A´p        A´p  
   m+1 A   p≤m        A 
               p+1≤m+1 
 Por hipótese de indução, Π2 é uma redução normal consistente de Π1, isto é, em Π2 
ocorre a fórmula ¬¬A, justificada por uma Regra de Introdução ou por RTE. 
 Entretanto, em DNCω, não há Regra de Introdução da Negação que justifique a o-
corrência de fórmula do tipo ¬¬A em Π2.  
 144
 
 Da mesma forma, em DNCω, a Regra do Terceiro-Excluído não pode justificar a 
ocorrência de ¬¬A em Π2, pois, não existem Regras que justifiquem a prova de ¬¬A a 
partir de uma fórmula C e a partir da fórmula ¬C  
 Portanto, em DNCω, uma fórmula do tipo ¬¬A não pode ocorrer como item na 
prova categórica normal Π2. 
 Então, em DNCω, não pode existir uma prova categórica nas condições deste caso.





2.7  A NÃO-TRIVIALIDADE E A PROPRIEDADE DE SUBFÓRMULA 
DOS SISTEMAS DNCn, 1≤n≤ω. 
 Nesta seção, como conseqüência dos Teoremas de Normalização, demonstramos 
que os sistemas de dedução natural de nossa hierarquia DNCn, 1≤n≤ω, são não-triviais. 
 Além disso, demonstramos que vale, para os sistemas DNCn, 1≤n≤ω, uma proprie-
dade específica de subfórmula  
Teorema 2.7.1  Qualquer fórmula da forma A&¬A&A(n) não é demonstrável no sistema 





 Pelo Teorema Fundamental (Teorema 2.5.10), se existir uma prova categórica Π de 
A&¬A&A(n) em DNCn, 1≤n<ω, existe uma redução normal não-trivial Π´ de Π. 
 Portanto, A&¬A&A(n)  seria justificada, em Π´, por Regra de Introdução (Regra de 
Introdução da Conjunção). Então. em Π´ ocorreriam necessariamente os ítens A,¬A e A(n) , 
o que trivializaria Π´.  
 Logo, não existe, em DNCn, 1≤n<ω, uma prova categórica de A&¬A&A(n).     
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Teorema 2.7.2  Os sistemas DNCn, 1≤n<ω, são não-triviais.     
 
Demonstração:  





Teorema 2.7.3  Os sistemas DNCn, 1≤n<ω, são consistentes.    
 
Demonstração:  
 Seja a fórmula A e admitamos que existe uma prova de A, e existe uma prova de 
¬A.  
 Então, pelo Teorema 2.5.10, existem uma prova normal de A e uma prova normal 
de ¬A, na qual  a única justificativa possível para a prova da fórmula ¬A seria a Regra I - 
¬(rest) aplicada à suposição A. Considerando-se, então, uma prova categórica, que seja 
uma redução direta das duas provas categóricas mencionadas, teríamos uma prova trivial de 
¬A, o que não é possível pelo Teorema Fundamental.      
Teorema 2.7.4  No sistema DNCω, não existe prova categórica de qualquer fórmula da 




 Se existir uma prova categórica de uma fórmula da forma ¬A, pelo Teorema Fun-
damental para DNCω (Teorema 2.6.3), existiria uma prova categórica normal Π de ¬A em 
DNCω. Ou seja, existiria uma prova categórica normal de ¬A, na qual ¬A seria justificada 
por uma Regra de Introdução, o que não é possível em DNCω.     
Corolário 2.7.5  ¬(A&¬A) não é teorema de DNCω.     





 A seguir, definimos subfórmula. 
 
Definição 2.7.7    Dada uma fórmula A:  
i) A é subfórmula de A; 
ii) Se ¬B é uma subfórmula de A, então B é uma subfórmula de A; 
iii) Se B&C, B∨C ou B⊃C é uma subfórmula de A, então B e C são subfórmulas de A; 
 
Teorema 2.7.8  (Princípio de Subfórmula para DNCn, 1≤n<ω). Toda ocorrência de uma 
fórmula, introduzida por Regra de Introdução, em uma prova categórica normal Π de A, em 
DNCn, 1≤n<ω, é subfórmula de A, com possível exceção das fórmulas que são suposições 
de aplicações da Regra do Terceiro-Excluído (RTE), ou das fórmulas que são antecedentes 
de aplicações de Regras Especiais, ou das fórmulas que são antecedentes de aplicações de 
Regras de Eliminação.  
 
Demonstração:  
 Segue das características das Regras de Dedução dos sistemas DNCn, 1≤n<ω, da 
definição de prova categórica normal, da definição de subfórmula e da demonstração do 
Teorema Fundamental para esses sistemas.       
  
Teorema 2.7.9  (Princípio de Subfórmula para DNCω). Toda ocorrência de uma fórmula, 
introduzida por Regra de Introdução, em uma prova categórica normal Π de A, em DNCω é 
subfórmula de A, com possível exceção das fórmulas que são suposições de aplicações da 
Regra do Terceiro-Excluído (RTE), ou das fórmulas que são antecedentes de aplicações de 
Regras de Eliminação.  
 
Demonstração:  




prova categórica normal, da definição de subfórmula, e da demonstração do Teorema Fun-































3 A HIERARQUIA DE SISTEMAS QUANTIFICACIONAIS 






 Neste capítulo, aplicamos o método de dedução natural, apresentado na Seção 2.1 
do Capítulo 2 para os sistemas proposicionais DNCn, 1≤n≤ω, para a introdução dos siste-
mas quantificacionais DNCn*, 1≤n≤ω.   
 
 Usamos as noções de prova formal, prova subordinada, suposição, prova por intro-
dução e eliminação, etc., introduzidas no Capítulo 2. 
 Apresentamos a hierarquia de sistemas quantificacionais de dedução natural  
DNCn*, 1≤n≤ω, e demonstramos a equivalência entre cada sistema DNCn*, 1≤n≤ω, e o 
correspondente sistema da hierarquia Cn*, 1≤n≤ω, de da Costa. 
 Conforme mencionado no Capítulo 2 e apresentado no ANEXO 1, na literatura, 
além dos sistemas de dedução natural, à la Gentzen, associados aos cálculos proposicionais 
Cn, 1≤n≤ω, de da Costa, conhecemos apenas um “sistema de dedução natural” associado 
aos cálculos de predicados de da Costa – o sistema NCω*, introduzido em Raggio 1978, 
associado ao cálculo Cω* de da Costa.    










3.1 OS SISTEMAS QUANTIFICACIONAIS PARACONSISTENTES DE 




 A linguagem, as definições, as convenções, as notações, etc., para os sistemas 
DNCn*, 1≤n≤ω,  são as mesmas de Cn*, 1≤n≤ω, apresentadas no Capítulo 1. 
 Os sistemas lógicos DNCn*, 1≤n<ω, são constituídos por dezenove regras de dedu-
ção. As regras de dedução, para cada um dos sistemas DNCn*, 1≤n<ω, são as regras intro-
duzidas para os sistemas proposicionais paraconsistentes DNCn, 1≤n<ω, conforme a Seção 
2.1, Capítulo 2, com Regras de Transporte específicas, e regras para os quantificadores. 
 
3.1.1 Regras de transporte 
 Repetição (R): Numa prova, podemos transportar para o passo k, qualquer item 
A(x), que já ocorreu como item anterior no passo i na prova, na forma A(t), com t um ter-
mo que é livre para x em A(x) . 
  1 A1      
 2 A2      
⋮ ⋮ 
 i A(x)      
⋮ ⋮ 











 Reiteração (Reit): Numa prova subordinada, podemos repetir qualquer item A(x), 
da prova da qual ela é subordinada, na forma A(t).  






  1 A1 
  2 A2      
 ⋮ ⋮ 
  i A(x)  
 ⋮ ⋮ 
  m  A 
 ⋮  ⋮  
  p  A(t)   i, Reit     
 ⋮  ⋮  
  m+k  B 
  (m+k)+1  A(m+k)+1 
 
3.1.2 Regras de introdução  
 Introdução do Quantificador Universal (I - ∀): Se a partir de um conjunto de fór
mulas {A1, ..., Ak}, podemos deduzir uma conclusão A(x), então do conjunto {A1, ..., Ak} 
podemos deduzir como conclusão ∀xAx(x), isto é, ∀xA(x).  
 Restrição: a variável x não ocorre livre em quaisquer fórmulas das quais A(x) é re-
sultante.  
  1  A1      
⋮  ⋮ 
 k  Ak      
⋮  ⋮  
  p       A(x)          
 ⋮  ⋮ 




 Introdução do Quantificador Existencial (I -  ∃): Se a partir de um conjunto de fór-
mulas {A1, ..., Ak}, podemos deduzir uma conclusão A(t), então do conjunto {A1, ..., Ak} 
podemos deduzir como conclusão ∃xAt(x), isto é, ∃xA(x), na qual At(x) é o resultado de 
substituir uma ou mais ocorrências de t em A por x. 
 Restrição: t é um termo que é livre para x em A(x).  
 
 
3.1.3 Regras de eliminação  
 
  1  A1      
⋮  ⋮ 
 k  Ak      
⋮  ⋮ 
  p  A(t)          
 ⋮  ⋮ 
  t ∃xA(x)   p, I - ∃ 
 
 Eliminação do Quantificador Universal (E - ∀): Se a partir de um conjunto de fór-
mulas {A1, ..., Ak}, podemos deduzir uma conclusão ∀xA(x), então do conjunto {A1, ..., 
Ak} podemos deduzir como conclusão Ax(t), isto é, A(t).  
 Restrição: t é um termo que é livre para x em A(x). 
  1  A1      
⋮  ⋮ 
 k  Ak      
⋮  ⋮ 
  p ∀xA(x)         
 ⋮  ⋮ 









 Eliminação do Quantificador Existencial (E - ∃): Se a partir de um conjunto de fór-
mulas {A1, ..., Ak}, podemos deduzir uma conclusão ∃xA(x), e a partir do conjunto {A1, ..., 
Ak, ∃xA(x), Ax(y)}, onde Ax(y) é uma suposição, podemos deduzir C, então do conjunto 
{A1, ..., Ak} podemos deduzir como conclusão C.  
 Restrição: y é uma variável que não ocorre livre em ∃xA(x), em C, ou em quaisquer 
outras fórmulas, além da suposição Ax(y), das quais a ocorrência de C na prova subordina-
da é resultante.    
  1   A1      
⋮   ⋮ 
 k   Ak      
⋮   ⋮ 
 p ∃xA(x) 
⋮   ⋮ 
 p+1            Ax(y)   suposição      
⋮           ⋮ 
  q            C    


















 Distribuição da Negação no Quantificador Universal (D - ¬∀):  Se a partir de um 
conjunto de fórmulas {A1, ..., Ak}, podemos deduzir as fórmulas ∀x((A(x))(n)) e ¬∀xA(x), 
então do conjunto {A1, ..., Ak} podemos deduzir como conclusão ∃x¬A(x).  
  1    A1      
⋮    ⋮ 
 k    Ak      
⋮    ⋮ 
  p  ∀x((A(x))(n))  (ou ¬∀xA(x))      
 ⋮    ⋮ 
  q ¬∀xA(x)  (ou ∀x((A(x))(n)))   
 ⋮    ⋮ 
  t ∃x¬A(x)   p, q, D - ¬∀ 
 Distribuição da Negação no Quantificador Existencial (D - ¬∃): Se a partir de um 
conjunto de fórmulas {A1, ..., Ak}, podemos deduzir as fórmulas ∀x((A(x))(n)) e ¬∃xA(x), 
então do mesmo conjunto {A1, ..., Ak} podemos deduzir como conclusão ∀x¬A(x).  
  1     A1      
⋮     ⋮ 
 k     Ak      
⋮     ⋮ 
  p  ∀x((A(x))(n))  (ou ¬∃xA(x))      
 ⋮     ⋮ 
  q ¬∃xA(x)  (ou ∀x((A(x))(n)))   
 ⋮     ⋮ 




3.2 O SISTEMA QUANTIFICACIONAL PARACONSISTENTE DE 
DEDUÇÃO NATURAL DNCω*   
 
 
 O sistema DNCω* de dedução natural é constituído pelas regras introduzidas para os 
sistemas DNCn*, 1≤n<ω, com exceção das Regras I - ¬(rest), DNC, DND(rest), DNI(rest),  
I - ∃¬, I - ∀¬. Ou seja, DNCω* tem como regras: Regra de Repetição, Regra de Reiteração, 
Introdução da Implicação, Introdução da Conjunção, Introdução da Disjunção, Eliminação 
da Implicação, Eliminação da Conjunção, Eliminação da Disjunção, Eliminação da Dupla 
Negação, Regra do Terceiro-Excluído, Introdução do Quantificador Universal, Introdução 
do Quantificador Existencial, Eliminação do Quantificador Universal e Eliminação do 
Quantificador Existencial.  
 Todas essas regras de dedução apresentam idêntica formulação à apresentada para 
DNCn*, 1≤n<ω. 
 
3.3 A EQUIVALÊNCIA LÓGICA ENTRE OS SISTEMAS QUANTIFI-
CACIONAIS AXIOMÁTICOS Cn*, 1≤n≤ω, DE DA COSTA E OS COR-
RESPONDENTES SISTEMAS QUANTIFICACIONAIS DE DEDUÇÃO 




 A seguir, demonstramos a equivalência lógica entre os sistemas quantificacionais 
axiomáticos Cn*, 1≤n≤ω, de da Costa e os correspondentes sistemas quantificacionais de 
dedução natural DNCn*, 1≤n≤ω. 
Teorema 3.3.1  Toda prova Π de F, a partir de um conjunto Γ de fórmulas, em cada siste-
ma quantificacional axiomático Cn*, 1≤n<ω, de da Costa, pode ser transformada numa pro-
va Π´ de F, a partir do conjunto Γ de fórmulas, no correspondente sistema de dedução natu-
ral DNCn*, 1≤n<ω. Isto é, 




 Por indução sobre o comprimento das provas de F, a partir de Γ, em Cn*, 1≤n<ω. 
 
i) Seja comp(Π) = 1. Neste caso, podem ocorrer 2 (dois) casos. 
i.1) Se F∈Γ, então, pela Regra de Repetição, temos uma prova Π´ de F, a partir de Γ, em 
DNCn*, 1≤n<ω, isto é, 
 Γ 0DNCn*  F. 
 
i.2) Se F é um esquema de Axioma de Cn*, 1≤n<ω, demonstramos que existe uma prova de 
F em  DNCn*, 1≤n<ω. Observamos que, em cada axioma de Cn*, 1≤n<ω, são respeitadas 
as restrições mencionadas no Capítulo 1. 
 Para o caso dos Axiomas proposicionais e da Regra Modus Ponens, a demonstração 
é idêntica à da Seção 2.4. Apresentamos, aqui, as demonstrações para os Axiomas e Regras 
quantificacionais. 
 
Axioma 15 ∀xA(x)⊃A(t),   
  onde x é uma variável, A(x) é uma fórmula e t é um termo que é livre para x 
em A(x). 
 1               ∀xA(x)      suposição 
 2               A(t), onde t é livre para x em A(x)  1, E - ∀  








Axioma 16 A(t)⊃∃xA(x),  
 onde x é uma variável, A(x) é uma fórmula e t é um termo que é livre para x em 
A(x). 
 1            A(t)      suposição 
 2           ∃xA(x), com t  livre para x em A(x)  I - ∃  
 3 A(t)⊃ ∃xA(x)       1-2, I - ⊃    
 
 
                                                
Axioma 17  ∀x((A(x))(n))⊃(∀xA(x))(n).  
 1              ∀x(A(x))(n)      suposição 
 2                  ¬((∀xA(x))(n))     suposição 
 3                  ¬((∀xA(x))1&(∀xA(x))2&...&(∀xA(x))n) 2, Definição 1.1.3 
 4                  ¬((∀xA(x))1)∨¬((∀xA(x))2)∨...∨¬((∀xA(x))n)  3, DNC9 
 5            ¬((∀xA(x))1)     suposição 
 6            ¬(¬(∀xA(x)&¬(∀xA(x))))   5, Definição 1.1.1 
 7           ∀xA(x)&¬(∀xA(x))    6, E - ¬¬ 
 8           ∀xA(x)      7, E - &  
 9            ¬(∀xA(x))     7, E - &  
 10            ∃x¬(A(x))     1, 9, D - ¬∀  
 11                ¬(A(y)), com y livre para x em A(x)  suposição  
 12                  ¬((∀xA(x))(n))    suposição 
 13                  ∀xA(x)     8, Reiteração 
 14                  A(y)     13, E - ∀  
 15                  ¬(A(y))     11, Reiteração 
 16                  ∀x(A(x))(n)    1, Reiteração 
 17                  (A(y))(n)     16, E - ∀ 
 18              ¬¬((∀xA(x))(n))    12-17, I - ¬(res) 
 
9 Para a brevidade da prova, empregamos a forma da aplicação reiterada da Regra DNC. Nas demons trações 




 19              (∀xA(x))(n)     18, E - ¬¬ 




 21            ¬((∀xA(x))2)     suposição 
 22            ¬(¬((∀xA(x))1&¬(∀xA(x))1))   21, Definição 1.1.2 
 23            (∀xA(x))1&¬((∀xA(x))1)   22, E - ¬¬ 
 24            ¬((∀xA(x))1)     23, E - &  
 25            ¬(¬(∀xA(x)&¬(∀xA(x))))   24, Definição 1.1.1 
 26           ∀xA(x)&¬(∀xA(x))    25, E - ¬¬ 
 27           ∀xA(x)      26, E - &  
 28            ¬(∀xA(x))     26, E - &  
 29            ∃x¬(A(x))     1, 28, D - ¬∀  
 30               ¬(A(y)), com y livre para x em A(x)  suposição  
 31                  ¬((∀xA(x))(n))    suposição 
 32                  ∀xA(x)     27, Reiteração 
 33                  A(y)     32, E - ∀  
 34                  ¬(A(y))     30, Reiteração 
 35                 ∀x(A(x))(n)     1, Reiteração 
 36                  A(y)(n)     35, E - ∀ 
 37               ¬¬((∀xA(x))(n))    31-36, I - ¬(res) 
 38               (∀xA(x))(n)     37, E - ¬¬ 
 39            (∀xA(x))(n)     29, 30-38, E -  ∃ 
 ⋮         ⋮      
 p            ¬((∀xA(x))n)     suposição 
 p+1            ¬(¬((∀xA(x))n&¬(∀xA(x))n))  p, Definição 1.1.2 
 p+2            (∀xA(x))n&¬((∀xA(x))n)   (p+1), E - ¬¬ 
 p+3            ¬((∀xA(x))n)     (p+2), E - &  
 p+4            ¬(¬((∀xA(x))n-1&¬(∀xA(x))n-1))    (p+3), Definição 1.1.2 
 p+5            (∀xA(x))n-1&¬((∀xA(x))n-1)   (p+4), E - ¬¬ 
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 p+6            ¬((∀xA(x))n-1)    (p+5), E - &  
 p+7            ¬(¬((∀xA(x))n-2&¬(∀xA(x))n-2))    (p+6), Definição 1.1.2 
 p+8            ((∀xA(x))n-2&¬(∀xA(x))n-2)   (p+7), E - ¬¬   
 p+9            ¬((∀xA(x))n-2)    (p+8) E - &  
 ⋮     ⋮  
 
 
 p+i            ¬((∀xA(x))1)     ((p+i)-1), E - &  
 p+i+1            ¬(¬(∀xA(x)&¬(∀xA(x))))   (p+i), Definição 1.1.1 
 p+i+2            ∀xA(x)&¬(∀xA(x))    (p+i+1), E - ¬¬ 
 p+i+3            ∀xA(x)     (p+i+2), E - &  
 p+i+4            ¬(∀xA(x))     (p+i+2), E - &  
 p+i+5            ∃x¬(A(x))     1, (p+i+4), D - ¬∀  
 p+i+6              ¬(A(y)), com y livre para x em A(x) suposição 
 p+i+7                 ¬((∀xA(x))(n))    suposição 
 p+i+8                 ∀xA(x)     (p+i+3), Reiteração 
 p+i+9                  A(y)     (p+i+8), E - ∀  
 p+i+10      ¬(A(y))     (p+i+6), Reiteração 
 p+i+11      ∀x(A(x))(n)     1, Reiteração 
 p+i+12      (A(y))(n)     (p+i+11), E - ∀ 
 p+i+13              ¬¬((∀xA(x))(n))   (p+i+7)-(p+i+12), I - ¬(res) 
 p+i+14              (∀xA(x))(n)     (p+i+13), E - ¬¬ 
 p+i+15            (∀xA(x))(n)    (p+i+5), (p+i+6)-(p+i+14), E - ∃ 
 p+i+16        (∀xA(x))(n)   4, 5-20, 21-39, ..., p-(p+i+15), E - ∨   
 p+i+17     ¬(∀xA(x))(n)⊃(∀xA(x))(n)   2-(p+i+17), I - ⊃ 
 p+i+18        (∀xA(x))(n)     suposição 
 p+i+19        (∀xA(x))(n)     (p+i+18), Repetição 
 p+i+20        ¬(∀xA(x))(n)     suposição 
 p+i+21        ¬(∀xA(x))(n)⊃(∀xA(x))(n)   (p+i+17), Reiteração 
 p+i+22        (∀xA(x))(n)    (p+i+20), (p+i+21), E - ⊃ 
 p+i+23     ((∀xA(x))(n))  (p+i+18)-(p+i+19), (p+i+20)-(p+i+23), RTE  
 p+i+24 (∀x(A(x))(n))⊃(∀xA(x))(n))     1-(p+i+23), I - ⊃ 
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Axioma 18 ∀x(A(x))(n)⊃(∃xA(x))(n).  
 1              ∀x(A(x))      suposição 
 3 ¬((∃xA(x))1& ... &(∃xA(x))   2, Definição 1.1.3 
 
(n) 
 2         ¬((∃xA(x))(n))     suposição 
        n) 
 4         ¬((∃xA(x))1)∨ ... ∨¬((∃xA(x))n)  3, DNC 
 5            ¬((∃xA(x))1)     suposição 
 6            ¬(¬(∃xA(x)&¬(∃xA(x))))   5, Definição 1.1.1 
 7            ∃xA(x)&¬(∃xA(x))    6, E - ¬¬ 
 8            ∃xA(x)      7, E - & 
 9             ¬(∃xA(x))     7, E - & 
 10            ∀x¬A(x)     1, 9, D - ¬∃ 
 11               A(x)      suposição 
 12               ∀x¬A(x)     10, Reiteração 
 13               ¬(A(x))     12, E - ∀ 
 14                      ∀x(A(x))(n)     1, Reiteração 
 15               (A(x))(n)     14, E - ∀   
 16                  ¬((∃xA(x))(n))    suposição 
 17                  A(x)     11, Reiteração 
 18                  ¬A(x)     13, Reiteração 
 19                  (A(x))(n)     15, Reiteração  
 20               ¬¬(((∃xA(x))(n))    15-19, I - ¬(rest) 
 21               ((∃xA(x))(n))     20, E - ¬¬ 
 22            ((∃xA(x))(n))     8, 11-21, E - ∃   
 23            ¬((∃xA(x))2)     suposição 
 24            ¬(¬((∃xA(x))1&¬((∃xA(x))1))  23, Definição 1.1.2 
 25             (∃xA(x))1&¬((∃xA(x))1)   24, E - ¬¬ 
 26             ¬((∃xA(x))1)     25, E - & 




 28            ∃xA(x)&¬(∃xA(x))    26, E - ¬¬ 
 29            ∃xA(x)      28, E - & 
 30  ¬(∃xA(x))     28, E - & 
 
 ⋮ ⋮    
           
 31             ∀x¬(A(x))     1, 30, D - ¬∃ 
 32                  A(x)     suposição 
 33                  ∀x¬A(x)     31, Reiteração 
 34                  ¬(A(x))     33, E - ∀ 
 35                   ¬(((∃xA(x)))    suposição 
 36             A(x)     32, Reiteração 
 37                        ¬A(x)     34, Reiteração 
 38                       ∀x(A(x))(n)    1, Reiteração 
 39                        (A(x))(n)    38, E - ∀ 
 40                  ¬¬(((∃xA(x))(n))    35-39, I - ¬(rest) 
 41                  ((∃xA(x))(n))    40, E - ¬¬ 
 42            ((∃xA(x))(n))     29, 32-41, E - ∃    
        
 p            ¬((∃xA(x))n)     suposição 
 p+1            ¬(¬((∃xA(x))n-1&¬((∃xA(x))n-1))  p, Definição 1.1.2 
 p+2            (∃xA(x))n-1&¬((∃xA(x))n-1)   (p+1), E - ¬¬ 
 p+3            ¬((∃xA(x))n-1)     (p+2), E - & 
 ⋮      ⋮ 
 p+i+1            ¬((∃xA(x))1)     (p+i), E - & 
 p+i+2            ¬(¬(∃xA(x)&¬(∃xA(x))))   (p+i+1), Definição 1.1.1 
 p+i+3            ∃xA(x)&¬(∃xA(x))    (p+i+2), E - ¬¬ 
 p+i+4            ∃xA(x)      (p+i+3), E - & 





 p+i+6           ∀x¬A(x)     1, (p+i+5), D - ¬∃ 
 p+i+7               A(x)      suposição 
 p+i+8              ∀x¬A(x)     (p+i+6), Reiteração 
 p+i+9               ¬(A(x))     (p+i+8), E - ∀ 
 p+i+10              ∀x(A(x))(n)     1, Reiteração 
 p+i+11              (A(x))(n)     (p+i+10), E - ∀   
 p+i+12            ¬(((∃xA(x))(n))    suposição 
 p+i+13      A(x)     (p+i+7), E - & 
 
 p+i+14      ¬A(x)     (p+i+9), E - & 
 p+i+15      (A(x))(n)     (p+i+11), Reiteração  
 p+i+16              ¬¬(((∃xA(x))(n))   (p+i+12)-(p+i+15), I - ¬(rest) 
 p+i+17              ((∃xA(x))(n))     (p+i+16), E - ¬¬ 
 p+i+18           ((∃xA(x))(n))    (p+i+4), (p+i+7)-(p+i+17), E - ∃ 
 p+i+19        ((∃xA(x))(n))        4, 5-22, 23-42, ..., p-(p+i+18), E - ∨   
 p+i+20     ¬((∃xA(x))(n))⊃((∃xA(x))(n))   2-(p+i+19), I - ⊃ 
 p+i+21         ((∃xA(x))(n))     suposição 
 p+i+22         ((∃xA(x))(n))     p+i+21, Repetição 
 p+i+23        ¬((∃xA(x))(n))     suposição 
 p+i+24        ¬((∃xA(x))(n))⊃((∃xA(x))(n))   (p+i+20), Reiteração 
 p+i+25        ((∃xA(x))(n))     (p+i+23), (p+i+24), E- ⊃ 
 p+i+26     ((∃xA(x))(n))  (p+i+21)-(p+i+22), (p+i+23)-(p+i+25), RTE  








Axioma 19  Se A e B são congruentes, então 0 Cn*   A≡B. 
 Supomos que A e B sejam congruentes, em DNCn*, 1≤n<ω.  
 
a) A e B são fórmulas do tipo universal, tal que A é ∀xC(x) e B é ∀yC(y). 
 1        ∀xC(x)      suposição 
 2         C(y)      1, E - ∀   
 3         ∀yC(y)      2, I - ∀  
 4  ∀xC(x)⊃∀yC(y)      1-3, I - ⊃ 
 5         ∀yC(y)      suposição 
 6         C(x)      5, E - ∀   
 7         ∀xC(x)      6, I - ∀  
 8  ∀yC(y)⊃∀xC(x)      5-7, I - ⊃ 
 9 (∀xC(x)⊃∀yC(y))&(∀yC(y)⊃∀xC(x))  4, 8, I - & 
 10 ∀xC(x)≡∀yC(y)     9, Definição 1.5 
 
b) A e B são fórmulas do tipo existencial, tal que A é ∃xC(x) e B é ∃yC(y). 
 1      ∃xC(x)      suposição 
 2           C(y)      suposição   
 3            ∃yC(y)     2, I - ∃  
 4      ∃yC(y)      1, 2-3, E - ∃ 
 5  ∃xC(x)⊃∃yC(y)      1-4, I - ⊃ 
 6      ∃yC(y)      suposição 
 7           C(x)      suposição   
 8           ∃xC(x)      7, I - ∃  
 9      ∃xC(x)      6, 7-8, E - ∃ 
 10  ∃yC(y)⊃∃xC(x)      6-9, I - ⊃ 
 11 (∃xC(x)⊃∃yC(y))&(∃yC(y)⊃∃xC(x))  5, 10, I - & 








ii. (Hipótese indutiva) Admita’mos que para toda prova Π de F, com comp(Π)< k, a partir 
de um conjunto Γ de fórmulas, em cada sistema quantificacional axiomático Cn*, 1≤n<ω, 
existe uma prova Π´ de F, a partir do conjunto Γ de fórmulas, no correspondente sistema de 
dedução natural DNCn*, 1≤n<ω. 
 Demonstremos o resultado para comp(Π) = k, ou seja, para o caso em que F é obti-
da, na prova Γ 0 Cn* F, no k-ésimo passo. 
iii. Seja a prova Π de F, a partir de um conjunto Γ de fórmulas, em Cn*, 1≤n<ω, tal que 
comp(Π) = k.  
 
iii.1) F∈Γ  
 Neste caso, a demonstração é idêntica ao caso (i.1). 
iii.2) F é um esquema de Axioma de Cn*, 1≤n<ω. 
 Neste caso, as demonstrações dos Axiomas 15 a 19 são idênticas ao caso (i.2). 
  
iii.3) F, o passo k-ésimo na prova Γ 0 Cn* F, é conseqüência de aplicação de alguma regra 
de prova de Cn*, 1≤n<ω, em fórmulas que antecedem F na prova. 
 
iii.3.1) No caso de aplicação da Regra Modus Ponens, a demonstração é idêntica à da Seção 
2.2. 
 
iii.3.2) Regra II C⊃A(x)         
   C⊃∀xA(x),  onde x é uma variável, A(x) é uma fórmula, C é uma 
     fórmula em que x não ocorre livre. 
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 A fórmula F é uma fórmula do tipo C⊃∀xA(x), e ocorre no passo k, por aplicação 
da Regra II a uma fórmula do tipo C⊃A(x) que ocorre num passo m anterior a k na prova 
em Cn*.     
 Neste caso, temos que Γ 0Cn*  C⊃A(x).  
 Pela hipótese de indução, temos 
 Γ  0DNCn* C⊃A(x), onde C é uma fórmula em que x não ocorre livre. Assim,  
   Γ 
 s+1 C⊃A y)  
  ⋮ 
 s    C⊃A(x)      
x(
 s+2           C      suposição 
 s+3           C⊃A(y)     s+1, Reiteração 
 s+4           A(y)     s+2, s+3, E - ⊃ 
 s+5      Ay(x)   
 s+6          ∀xA(x)     s+5, I -∀    
 s+7 C⊃∀xA(x)     (s+2)-(s+6), I - ⊃ 
 Observamos que a restrição da Regra I -∀ de DNCn*, 1≤n<ω, é obedecida, pois, a 
variável x não ocorre livre na fórmula C. 
 
iii.3.3) Regra III    A(x) ⊃C 
    ∃xA(x)⊃C, onde x é uma variável, A(x) é uma fórmula e C é uma 
     fórmula na qual x não ocorre livre. 
 A fórmula F é uma fórmula do tipo ∃xA(x)⊃C, e ocorre no passo k, por aplicação 
da Regra III a uma fórmula do tipo A(x) ⊃C que ocorre num passo m anterior a k na prova 
em  Cn*.     
 Neste caso, temos que Γ 0Cn*  A(x) ⊃C.  
 Pela hipótese de indução, temos 




   Γ 
  ⋮ 
 s     A(x)⊃C      
 s+1        ∃xA(x)     suposição 
 s+2             Ax(y), onde y não ocorre em C e não ocorre livre em ∃xA(x) suposição 
 s+3             A(x)⊃C     s, Reiteração 
 s+4         Ax(y)⊃C     s+3  
 s+5             C                (s+2), (s+4), E - ⊃ 
 s+6        C      (s+1), (s+2)-(s+5), E - ∃ 






 Observamos que a restrição da Regra E -∃ de DNCn*, 1≤n<ω, é obedecida, pois, a 
variável y  não ocorre em C,   y não ocorre livre em ∃xA(x). 
 Portanto:  
 Se Γ 0Cn* F,  então Γ 0DNCn* F.        
Teorema 3.3.2   Toda prova Π de F, no sistema quantificacional axiomático Cω*, de da 
Costa, pode ser transformada numa prova Π´ de F, no correspondente sistema de dedução 
natural DNCω*. Isto é, 
Γ 0 Cω* F  ⇒  Γ 0DNCω* F. 
 
Demonstração:  
 Demonstrações idênticas às do teorema anterior, excluindo-se os casos dos Axiomas 









a)   (∀x(A(x))(n))⊃(¬∀xA(x)⊃∃x¬(A(x))). 
b)  (∀x(A(x))(n))⊃(¬∃x(A(x))⊃∀x¬(A(x))). 
 
a) 0Cn*  (∀x(A(x))
(n))⊃(¬∀xA(x)⊃∃x¬(A(x))). 
1 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  A(x)    propriedade do 0Cn*     
2 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  ∀x(A(x))
(n)  propriedade do 0Cn*     
3 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  ∀x(A(x))
(n)⊃((∀x(A(x)))(n)) Axioma 17, prop 0Cn* 
4 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  (∀x(A(x)))
(n)  2, 3, MP  
5 ¬∀xA(x), A(x) 0Cn*  ∀x(A(x))
(n)⊃A(x)    1, MtD 
6 ¬∀xA(x), A(x) 0Cn*  ∀x(A(x))
(n)⊃∀xA(x)    5, Regra II 
7 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  ∀x(A(x))
(n)⊃∀xA(x)  6, propriedade do 0Cn*     
8 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  ∀xA(x)    2, 7, MP 
9 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  ¬∀xA(x)   propriedade do 0Cn*     
10 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  (∀x(A(x)))
(n)⊃
 ((¬∀xA(x))⊃(((∀xA(x))(n))&¬∀xA(x)))   Axioma 5, prop  0Cn* 
11 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  (¬∀xA(x))⊃((∀xA(x))
(n))&¬∀xA(x)) 4, 10, MP 
12 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  (∀xA(x))
(n)&¬∀xA(x)  9, 11, MP 
13 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*   
 (((∀xA(x))(n))&¬∀xA(x))⊃(∀xA(x)⊃(((((∀xA(x))(n))&¬∀xA(x))&∀xA(x))) 
         Axioma 5, prop  0Cn* 
14 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn* (∀xA(x))⊃((((∀xA(x))
(n))&¬∀xA(x))&∀xA(x))
         12, 13, MP 
15 ∀x(A(x))(n), ¬∀xA(x), A(x) 0Cn*  ((((∀xA(x))
(n))&¬∀xA(x))&∀xA(x)) 8,14, MP 
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16 0   (((∀xA(x)) )&¬∀xA(x))&∀xA(x))⊃¬(A(x)) Teorema 1.1.9-(vii) Cn*
(n)
17 ∀x(A(x)) , ¬∀xA(x), A(x) 0  ((((∀xA(x)) )&¬∀xA(x))&∀xA(x))⊃¬A(x) 





18 ∀x(A(x)) , ¬∀xA(x), A(x) 0   ¬A(x)   15, 17, MP (n) Cn*
19 ∀x(A(x))(n), ¬∀xA(x) 0Cn*  A(x)⊃¬A(x)   18, MtD 
20 0Cn*  (A(x)⊃¬A(x))⊃(¬A(x)∨¬A(x))   Teorema 1.1.9-(viii) 
21 ∀x(A(x))(n), ¬∀xA(x) 0Cn*  (A(x)⊃¬A(x))⊃(¬A(x)∨¬A(x))  
 
 
         20, propriedade do 0Cn*     
22 ∀x(A(x))(n), ¬∀xA(x) 0Cn*  (¬A(x)∨¬A(x))  19, 21, MP 
23 0Cn*  (¬A(x)∨¬A(x))⊃(¬A(x))    Teorema 1.1.9-(ix) 
24 ∀x(A(x))(n), ¬∀xA(x) 0Cn*  (¬A(x)∨¬A(x))⊃(¬A(x)) 23, propriedade do 0Cn*     
25 ∀x(A(x)) , ¬∀xA(x) 0   ¬A(x)    22, 24, MP (n) Cn*
26 ∀x(A(x))(n), ¬∀xA(x) 0Cn*  ∃x¬A(x)     25, Axioma 15, MP 
27 ∀x(A(x))(n)  0Cn*  ¬∀xA(x)⊃∃x¬A(x)   26, MtD 
28 0Cn*  ∀x(A(x))
(n)⊃(¬∀xA(x)⊃∃x¬(A(x)))   27, MtD 
 
b) 0Cn*  (∀x(A(x))
(n))⊃(¬∃x(A(x))⊃∀x¬(A(x))). 
1 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  A(x)    propriedade do 0Cn*    
2 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  ∀x(A(x))
(n)  propriedade do 0Cn*    
3 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  (∀x(A(x))
(n))⊃((∃xA(x))(n)) Axioma 18, prop 0Cn*    
4 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  (∃xA(x))
(n)  2, 3, MP  
5 0Cn*  A(x)⊃∃xA(x)       Axioma 16 
6 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  A(x)⊃∃xA(x)   propriedade do 0Cn*    
7 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  ∃xA(x)   1, 6, MP 
8 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  ¬∃xA(x)   propriedade do 0Cn*    
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9 ∀x(A(x))(n),¬∃xA(x),A(x) 0Cn* (∃xA(x))
(n)⊃((¬∃xA(x))⊃(((∃xA(x))(n))&¬∃xA(x))) 
         Axioma 5, prop  0Cn* 
10 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  ((¬∃xA(x))⊃(((∃xA(x))
(n))&¬∃xA(x))) 4, 9, MP 
11 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  (((∃xA(x))
(n))&¬∃xA(x))  8, 10, MP 
12 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*   
(((∃xA(x))(n))&¬∃xA(x))⊃(∃xA(x)⊃(((∃xA(x))(n))&¬∃xA(x))&∃xA(x)))  
         Axioma 5, prop 0Cn* 
13 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  (∃xA(x)⊃(((∃xA(x))
(n))&¬∃xA(x))&∃xA(x))) 
         11, 12, MP 
14 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  (((∃xA(x))
(n))&¬∃xA(x))&∃xA(x))  
         7, 13, MP 
15 0Cn*  (((∃xA(x))
(n))&¬∃xA(x))&∃xA(x))⊃¬(A(x))  Teorema 1.1.9-(vii) 
16 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn* (((∃xA(x))
(n))&¬∃xA(x))&∃xA(x))⊃¬(A(x)) 
        15, propriedade do 0Cn*    
17 ∀x(A(x))(n), ¬∃xA(x), A(x) 0Cn*  ¬(A(x))   14, 16, MP 
18 ∀x(A(x))(n), ¬∃xA(x) 0Cn*  A(x)⊃¬(A(x))   18, MtD 
19 0Cn*  (A(x)⊃¬A(x))⊃(¬A(x)∨¬A(x))   Teorema 1.1.9-(viii) 
20 ∀x(A(x))(n), ¬∃xA(x) 0Cn*  (A(x)⊃¬A(x))⊃(¬A(x)∨¬A(x))  19, prop 0Cn*    
21 ∀x(A(x))(n), ¬∃xA(x) 0Cn*  (¬A(x)∨¬A(x))  18, 20, MP 
22 0Cn* (¬A(x)∨¬A(x))⊃(¬A(x))    Teorema 1.1.9-(ix) 
23 ∀x(A(x))(n), ¬∃xA(x)  0Cn*  (¬A(x)∨¬A(x))⊃(¬A(x)) 22, propriedade do 0Cn*    
24 ∀x(A(x))(n), ¬∃xA(x)  0Cn*  (¬A(x))   21, 23, MP 
25 ∀x(A(x))(n) 0Cn*  (¬∃xA(x))⊃(¬A(x))   24, MtD 
26 ∀x(A(x))(n) 0Cn*  (¬∃xA(x))⊃(∀x(¬A(x))   25, Regra II 
27 0Cn*  ∀x(A(x))










Teorema 3.3.4  Toda prova Π´ de F a partir de um conjunto Γ de fórmulas, em cada siste-
ma quantificacional de dedução natural DNCn*, 1≤n<ω, pode ser transformada numa prova 
Π de F, a partir do conjunto Γ de fórmulas, no correspondente sistema axiomático Cn*, 
1≤n<ω, de da Costa. Isto é, 
Γ 0DNCn* F  ⇒  Γ 0Cn* F. 
 
 Por indução sobre o comprimento das provas de F, a partir de Γ, em              
DNCn*, 1≤n<ω. 
 Por hipótese, temos que Γ 0 DNCn*  F , 1≤n<ω.   
 
i) Seja comp(Π) = 1 
i.1) Se F∈Γ, então é imediato que 
  Γ 0 Cn*  F.   
ii) (Hipótese indutiva) Admitamos que toda prova Π´ de F, com 1< comp(Π´) < k, a partir 
de um conjunto Γ de fórmulas, em cada sistema quantificacional de dedução natural 
DNCn*, 1≤n<ω,  pode ser transformada numa prova Π de F, a partir do conjunto Γ de fór-
mulas, no correspondente sistema axiomático Cn*, 1≤n<ω. 
 Demonstremos o resultado para comp(Π) = k, ou seja, para o caso em que F é obti-
da, na prova Γ 0 DNCn*  F, no k-ésimo passo. 
iii)  Seja a prova Π´ de F, a partir de um conjunto Γ de fórmulas, em DNCn*, 1≤n<ω, tal 




iii.1) F∈Γ  




iii.2) F é obtida na prova, em DNCn*, pela aplicação de uma regra de prova. 
 
iii.2.1) F é conseqüência da aplicação da Regra de Repetição (R). 
 Neste caso, F já ocorre na prova, num passo s<k. 
 Logo, pela hipótese de indução: 
 Γ 0 Cn*  F.   
 
iii.2.2) F é a fórmula ∀xA(x), obtida por aplicação da Regra de Introdução do Quantifica-
dor Universal (I - ∀) de DNCn*.  Temos, esquematicamente:   
 1 A1      
⋮ ⋮ 
m Am      
⋮ ⋮  
 h      A(x)          
 ⋮ ⋮ 
 k      ∀xA(x)    h, I - ∀ 
      
 onde a variável x não ocorre livre nas fórmulas das quais A(x) é resultante. 
 Isto é, Γ 0 DNCn* A(x),  em uma prova de comprimento menor que k.  
 Pela hipótese de indução, temos 







 1 Γ 0 Cn* A(x)          
 2 A(x) 0Cn* ∀xA(x)    Teorema 1.2.1-(10)  
 3 0Cn* A(x) ⊃∀xA(x)    2, MtD 
 4 0Cn* ∀xA(x)     1, 3, MP 
 5 Γ 0Cn* ∀xA(x)    4, propriedade do 0 Cn*     
 Ou seja, 




iii.2.3) F é a fórmula ∃xA(x) obtida por aplicação da Regra de Introdução Quantificador 
Existencial (I - ∃) de DNCn*. Temos,  
 1 A1      
⋮ ⋮ 
m Am      
⋮ ⋮ 
 h  A(t)          
 ⋮ ⋮ 
 k ∃xA(x)      p, I - ∃ 
 onde t é um termo que é livre para x em A(x). 
 Isto é, Γ 0 DNCn* A(t), numa prova de comprimento menor que k.  
 Pela hipótese de indução, temos 
 Γ 0 Cn* A(t).  
 Portanto, 
 1 Γ 0 Cn* A(t)     h<k e t é um termo que é livre para x em A(x) 
 2 Γ 0Cn* A(t)⊃∃xA(x)    Axioma 16 
 3 Γ 0Cn* ∃xA(x)    1, 2, MP 
 Ou seja, 
 Γ 0 Cn* F. 
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iii.2.4) F é a fórmula A(t), obtida por aplicação da Regra da Eliminação do Quantificador 





 1  A1      
⋮  ⋮ 
m Am      
⋮  ⋮ 
 h ∀xA(x)         
 ⋮  ⋮ 
 k A(t)      p, E - ∀ 
 
 onde t é um termo que é livre para x em A(x). 
 Isto é, Γ 0 DNCn* ∀xA(x), numa prova de comprimento menor que k.  
 Pela hipótese de indução, temos 
 Γ 0 Cn* ∀xA(x).  
 Portanto, 
 1 Γ 0 Cn* ∀xA(x) 
 2 Γ 0Cn* ∀xA(x)⊃A(t)    Axioma 15 
 3 Γ 0Cn* A(t)     1, 2, MP 
 Ou seja, 








iii.2.5) F é a fórmula C, obtida por aplicação da Regra da Eliminação do Quantificador E-




 1 A1      
⋮ ⋮ 
m Ak      
⋮ ⋮ 
p ∃xA(x)        
 p+1         Ax(y)     suposição   
 ⋮          ⋮       
 q          C    
 k      C      p, (p+1)-q, E - ∃ 
 onde x e y são variáveis que não ocorrem livres em C ou em qualquer premissa da-
da.   
 Isto é, Γ 0 DNCn* ∃xA(x) e Γ, Ax(y)  0 DNCn* C,  numa prova de comprimento menor 
que k.  
 Pela hipótese de indução, temos 
 Γ 0 Cn* ∃xA(x) e Γ, Ax(y)  0 Cn* C. 
  Portanto, 
 
 1 Γ 0Cn* ∃xA(x)    Hipótese 
 2 Γ, Ax(y) ⊢Cn* C    Hipótese    
 3 Γ ⊢Cn* A(y)⊃C    2, MtD 
 4 Γ ⊢Cn* A(x)⊃C    3, Axioma 19  
 5 Γ ⊢Cn*  ∃xA(x)⊃C    4, Regra IV  
 6 Γ 0Cn* C     1, 5, MP 
 Ou seja, 







 Γ 0  F. 
 
iii.2.6) F é a fórmula ∃x¬(A(x)), obtida por aplicação da Regra de Distribuição da Negação 
no Quantificador Universal (D - ¬∀) de DNCn*.  Temos, 
 1    A1      
⋮    ⋮ 
m    Ak      
⋮    ⋮ 
 p  ∀x((A(x))(n))  (ou ¬∀xA(x))      
 ⋮    ⋮ 
 q ¬∀xA(x)  (ou ∀x((A(x))(n)))   
 ⋮    ⋮ 
 k ∃x¬A(x)    p, q, D - ¬∀ 
 Isto é, Γ 0 DNCn* ∀x((A(x))
(n)) e Γ 0 DNCn* ¬∀xA(x), em uma prova de comprimen-
to menor que k.  
 Pela hipótese de indução, temos 
 Γ 0 Cn* ∀x((A(x))
(n)) e Γ 0 Cn* ¬∀xA(x).  
 Portanto: de Γ 0 Cn* ∀x((A(x))
(n))  e  Γ 0 Cn* ¬∀xA(x)  e  Lema 3.3.3 (a), por apli-
cações de MP, temos  
 Γ 0Cn*  ∃x¬A(x).  









iii.2.7) F é a fórmula ∀x¬(A(x)), obtida por aplicação da Regra de Distribuição da Nega-
ção no Quantificador Existencial (D - ¬∃) de DNCn*.  Temos, 
  1     A1      
⋮    ⋮ 
 m     Ak      
⋮    ⋮ 
  p  ∀x((A(x))(n))  (ou ¬∃xA(x))      
 ⋮    ⋮ 
  q ¬∃xA(x)  (ou ∀x((A(x))(n)))   
 ⋮    ⋮ 




 Isto é, Γ 0 DNCn* ∀x((A(x))
(n))  e Γ 0 DNCn* ¬∃xA(x), em provas de comprimento 
menor que k. 
 Pela hipótese de indução, temos 
 Γ 0 Cn* ∀x((A(x))
(n))  e  Γ 0 Cn* ¬∃xA(x).  
 Portanto, de Γ 0 Cn* ∀x((A(x))
(n)) e Γ 0 Cn* ¬∃xA(x) e Lema 3.3.3 (b), por aplica-
ções de MP, temos  
 Γ 0Cn* ∀x¬A(x).  
 Ou seja, 
 Γ 0Cn F.  
 
 Assim, completamos a demonstração do teorema.      
Teorema 3.3.5  Toda prova Π´ de F, a partir de um conjunto Γ de fórmulas, no sistema de 
dedução natural DNCω*, pode ser transformada numa prova Π de F, a partir do conjunto Γ 
de fórmulas, no correspondente sistema proposicional axiomático Cω*. Isto é, 




 Demonstrações idênticas às do teorema anterior, excluindo-se os casos das regras:  
Introdução Restringida da Negação (I - ¬(rest)), Distribuição da Negação na Conjunção 
(DNC), Distribuição Restringida da Negação na Disjunção (DND(rest)), Distribuição Res-
tringida da Negação na Implicação (DNI(rest)), Distribuição da Negação no Quantificador 
Universal (D - ¬∀) e Distribuição da Negação no Quantificador Existencial (D - ¬∃). 
  
 Como uma conseqüência imediata dos resultados anteriores, temos o seguinte teo-
rema de equivalência.  
       
Teorema 3.3.6  Os sistemas quantificacionais axiomáticos Cn*, 1≤n≤ω, de da Costa, são 
logicamente equivalentes aos correspondentes sistemas quantificacionais de dedução natu-





    Γ 0Cn* F ⇔ Γ 0DNCn* F.     
Colorário 3.3.7  Toda prova Π de F, em cada sistema quantificacional axiomático Cn*, 
1≤n≤ω, de da Costa, pode ser transformada numa prova categórica Π´ de F, no correspon-
dente sistema de dedução natural DNCn*, 1≤n≤ω, e vice versa. Isto é, 
    0 Cn*  F ⇔ 0 DNCn* F. 
 
Demonstração:   
 Pelos teoremas anteriores, basta tomar Γ = ∅.     
 Introduzimos, no ANEXO 3, uma outra hierarquia de sistemas quantificacionais de 
dedução natural aDNCn*, 1≤n≤ω, e demonstramos diretamente que esses sistemas são lo-
gicamente equivalentes aos sistemas correspondentes da hierarquia de sistemas quantifica-








3.4 NORMALIZAÇÃO PARA OS SISTEMAS QUANTIFICACIONAIS 
DNCn*, 1≤n<ω. 
 Nesta seção, demonstramos um Teorema de Normalização, à la Fitch, para os sis-
temas DNCn*, 1≤n≤ω, nos moldes da demonstração do teorema obtido para os sistemas 
proposicionais DNCn, 1≤n≤ω.  
 A seguir, como conseqüência do Teorema de Normalização, demonstramos direta-
mente a não-trivialização e a consistência dos sistemas DNCn*, 1≤n≤ω; e obtemos um 
princípio de subfórmula adequado aos sistemas paraconsistentes DNCn*, 1≤n≤ω.  
 
 As definições de prova categórica, resultante, comprimento de uma prova formal, 
redução direta, redução de uma prova são as mesmas introduzidas na Seção 2.5. 
 A seguir, apresentamos a definição de prova categórica não-trivial para DNCn*, 
1≤n<ω. 
 
Definição 3.4.1  Uma prova categórica Π em DNCn*, 1≤n<ω, é normal se, e somente se, a 
ocorrência de toda fórmula, que ocorre como um passo de Π, pode ser justificada por uma 
Regra de Introdução ou por uma Regra Especial, com possível exceção das fórmulas de 
suas provas subordinadas. 
 
Definição 3.4.2. Para cada sistema DNCn*, 1≤n<ω, uma prova categórica Π é não-trivial 
se, e somente se, entre os seus itens não ocorrem fórmulas do tipo A, ¬A e A(n), exceção 
feita aos casos: i) ocorrência de qualquer dessas fórmulas apenas como suposição de prova 
subordinada; ou ii) ocorrência dessas fórmulas apenas como conseqüência direta interna de 
fórmulas que constam apenas numa prova subordinada, que justifica uma aplicação da Re-






 Com relação às provas categóricas, em DNCn*, 1≤n<ω, demonstramos o seguinte 
Teorema de Normalização. 
Teorema 3.4.3 (Teorema Fundamental). Toda prova categórica Π em DNCn*, 1≤n<ω, de 
comprimento menor ou igual a s é não-trivial, e tem pelo menos uma redução Σ que é não-
trivial, normal  e cujo comprimento não é maior que o comprimento de Π. 
 
Demonstração:  
 Fazemos a demonstração por indução sobre o comprimento s, como na demonstra-
ção do Teorema 2.5.10. 
 Pelo Teorema Fundamental para os sistemas DNCn, 1≤n<ω, basta demonstrarmos 
os casos em que o último item da prova Π  - de comprimento ≤m+1 -, tem como justificati-
va uma das Regras específicas dos sistemas DNCn*, 1≤n<ω - isto é, uma das Regras de 
Introdução de Quantificadores, de Eliminação de Quantificadores, ou das Regras Especiais. 
 Dada a prova Π, seja Π1 a prova que resulta, de Π, retirando-se o último item.  
 
1) Consideremos o caso em que a último item de Π tem como justificativa a Regra de In-
trodução do Quantificador Universal (I - ∀). 
 Seja, portanto, ∀xA(x) o último item de Π, tal que A(x) ocorre como um item ante-
rior de Π, e x não ocorre livre nas fórmulas A1, ...., Ak das quais A(x) é resultante. 
 Pela hipótese de indução, como Π1 tem comprimento m, menor que m+1, então Π1 
é consistente e tem uma redução não-trivial normal Π2, de comprimento menor ou igual a 













 Π1   Π   Π2    Π3    
 A1  A1   A´1   A´1    
 ⋮  ⋮   ⋮   ⋮   
 Ak  Ak   A´q   A´q  
 ⋮  ⋮   ⋮   ⋮  
 A(x)  A(x)   A(x)   A(x)  
 ⋮  ⋮   ⋮   ⋮ 
m Am m Am  p A´p  p A´p  
  m+1 ∀xA(x)  I - ∀      p≤m  p+1 ∀xA(x)  I - ∀  
         p+1 ≤ m+1 
 Como Π2 é não-trivial, então Π3 – e, portanto, Π2 – deve ter necessariamente como 
ítens as fórmulas (∀xA(x))(n) e ¬(∀xA(x)), justificadas por Regra de Introdução ou Regra 
Especial. Se (∀xA(x))(n) é um item que ocorre em Π2, justificado por Regra de Introdução 
ou Regra Especial, então (∀xA(x))1, (∀xA(x))2, ...., (∀xA(x))n  são ítens de Π2, também 
justificados por Regras de Introdução ou Regras Especiais. 
 Para que (∀xA(x))i, 1≤i≤n, ocorra em Π2, é necessário que cada item 
¬((∀xA(x))& ¬(∀xA(x))), ¬((∀xA(x))1&¬(∀xA(x))1), ...., ¬((∀xA(x))n-1&¬(∀xA(x))n-1) 
seja introduzido pela Regra I - ¬ (rest) – veremos que, para que isso seja possível, é neces-
sário que ∀x(A(x))(n) ocorra como um item prévio da prova e, portanto, (A(x))(n) também 
ocorra como um item de Π2. 











      Π2       
      A´1       
      ⋮      
      A´q     
      ⋮     
       A(x)     
      ⋮     
   ¬(∀xA(x))       
      ⋮ 
   (A(x))(n)       
      ⋮ 
   ∀x(A(x))(n)       
      ⋮ 
   (∀xA(x))1&(∀xA(x))2& ... &(∀xA(x))n    
     ⋮ 
   (∀xA(x))(n) 
     ⋮ 
     A´p  









    (∀xA(x))&¬(∀xA(x))  suposição 
    (∀xA(x))    E - & 
    ¬(∀xA(x))    E - &      
                                                
    ∀x(A(x))(n)    Reiteração 
    ∃x¬A(x)    D - ¬∀  
     ¬A(y)    suposição10  
      ¬((∀xA(x))(n)) suposição   
      ¬A(y)   Reiteração 
      (∀xA(x))  Reiteração 
      ∀x(A(x))(n)  Reiteração 
      A(y)   E - ∀  
      (A(y))(n)  E - ∀  
     ¬¬((∀xA(x))(n))  I - ¬(rest) 
     ((∀xA(x))(n))   E - ¬¬ 
    ((∀xA(x))(n))    E - ∃ 
  ¬((∀xA(x))&¬(∀xA(x)))    I - ¬(rest) 
     (∀xA(x))1      Definição 1.1.1  
    (∀xA(x))1&¬((∀xA(x))1)  suposição 
    (∀xA(x))1    E - & 
    ¬((∀xA(x)))1    E - &      
    ¬¬((∀xA(x))&¬(∀xA(x)))  Definição 1.1.1 
    (∀xA(x))&¬(∀xA(x))  E - ¬¬ 
    (∀xA(x))    E - & 








                                                
    ∀x(A(x))(n)    Reiteração 
    ∃x¬A(x)    D - ¬∀  
     ¬A(y)    suposição11  
      ¬((∀xA(x))(n)) suposição   
      ¬A(y)   Reiteração 
      (∀xA(x))  Reiteração 
      ∀x(A(x))(n)  Reiteração 
      A(y)   E - ∀  
      (A(y))(n)  E - ∀  
     ¬¬((∀xA(x))(n))  I - ¬(rest) 
     ((∀xA(x))(n))   E - ¬¬ 
    ((∀xA(x))(n))    E - ∃ 
  ¬((∀xA(x))1&¬((∀xA(x))1))   I - ¬(rest) 
    (∀xA(x))2      Definição 1.1.2  
        ⋮ 
    (∀xA(x))n-1&¬((∀xA(x))n-1)  suposição 
    (∀xA(x))n-1    E - & 
    ¬((∀xA(x)))n-1   E - &      
        ⋮ 
    ((∀xA(x))(n))    E - ∃ 
  ¬((∀xA(x))n-1&¬((∀xA(x))n-1))   I - ¬(rest) 
    (∀xA(x))n      Definição 1.1.2  
      ⋮ 
  (∀xA(x))1&(∀xA(x))2& ... &(∀xA(x))n  I - & 
    (∀xA(x))(n)      Definição 1.1.3 
 
11 Onde y é livre para x em A(x) e y não ocorre livre em ((∀xA(x))(n)) 
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 Nestas condições, na prova Π2 ocorreriam os ítens ∀xA(x), ¬(∀xA(x)) e 
(∀xA(x))(n), o que tornaria Π2 trivial.  
 
 Portanto, Π3 é não-trivial. 
 Como Π3 é obtida, a partir de Π2, acrescentando-se a fórmula ∀xA(x), justificada 
pela Regra de Introdução do Quantificador Universal (I - ∀), então Π3 é uma redução nor-
mal não-trivial de Π2, de comprimento ≤m+1. 
  
2) Consideremos o caso em que o último item de Π tem a Regra de Introdução do Quantifi-
cador Existencial (I - ∃) como justificativa.  
 Logo, ∃xA(x) é o último item de Π, tal que A(t) ocorre como um item anterior de 
Π, onde t é um termo que é livre para x em A(x). 
 Esquematicamente: 
   Π 
   A1      
  ⋮  
  Ak      
  ⋮ 
    A(t)          
   ⋮ 
           ∃xA(x)    p, I - ∃ 
 Pela hipótese de indução, seja Π2 uma redução normal não-trivial de Π1, de com-
primento ≤m. 
 Se Π3 for trivial, então em Π2 ocorrem necessariamente como ítens as fórmulas 
(∃xA(x))(n) e ¬(∃xA(x)), justificadas por Regras de Introdução ou Regras Especiais.  
 Como no caso anterior, já que (∃xA(x))(n) é um item que ocorre em Π2, então em 
itens anteriores ocorreriam (∃xA(x))1, (∃xA(x))2, ...., (∃xA(x))n  e também os itens 







     Π2       
     A´1       
     ⋮      
    A(t)     
     ⋮     
   ¬(∃xA(x))       
     ⋮ 
   (A(x))(n)       
     ⋮ 
   ∀x(A(x))(n)       
     ⋮ 
   (∃xA(x))1&(∃xA(x))2& ... &(∃xA(x))n   
   (∃xA(x))(n)  
    ⋮ 
    A´p 
 Para que ocorra (∃xA(x))1, bem como os itens (∀xA(x))i, 1<i≤n, em Π2, é necessá-
rio que cada item ¬((∃xA(x))& ¬( ∃xA(x))), ¬((∃xA(x))1&¬(∃xA(x))1), ....,     












    (∃xA(x))&¬( ∃xA(x))  suposição 
    (∃xA(x))    E - & 
    ¬(∃xA(x))    E - &      
                                                
    ∀x(A(x))(n)    Reiteração 
    ∀x¬A(x)    D - ¬∃   
     ¬A(y)    suposição12  
      ¬((∃xA(x))(n))  suposição   
      ¬A(y)   Reiteração 
      ∀x¬A(x)  Reiteração 
      ∀x(A(x))(n)  Reiteração 
      ¬A(y)   E - ∀  
      (A(y))(n)  E - ∀  
     ¬¬((∃xA(x))(n))  I - ¬(rest) 
     ((∃xA(x))(n))   E - ¬¬ 
    ((∃xA(x))(n))    E - ∃ 
  ¬((∃xA(x))& ¬( ∃xA(x)))    I - ¬(rest) 
  (∃xA(x))1      Definição 1.1.1  
    (∃xA(x))1&¬((∃xA(x))1)  suposição 
    (∃xA(x))1    E - & 
    ¬((∃xA(x)))1    E - &      
    ¬¬((∃xA(x))&¬( ∃xA(x)))  Definição 1.1.1 
    (∃xA(x))&¬( ∃xA(x))  E - ¬¬ 
    (∃xA(x))    E - & 
    ¬(∃xA(x))    E - &  
 
12 Onde y é livre para x em A(x) e y não ocorre livre em ((∀xA(x))(n)) 
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    ∀x(A(x))(n)    Reiteração 
    ∀x¬A(x)    D - ¬∃   
     ¬A(y)    suposição13  
      ¬((∃xA(x))(n))  suposição   
      ¬A(y)   Reiteração 
      ∀x¬A(x)  Reiteração 
      ∀x(A(x))(n)  Reiteração 
      ¬A(y)   E - ∀  
      (A(y))(n)  E - ∀  
     ¬¬((∃xA(x))(n))  I - ¬(rest) 
     ((∃xA(x))(n))   E - ¬¬ 
    ((∃xA(x))(n))    E - ∃ 
  ¬((∃xA(x))1&¬((∃xA(x))1))    I - ¬(rest) 
  (∃xA(x))2      Definição 1.1.2  
     ⋮ 
    (∃xA(x))n-1&¬((∃xA(x))n-1)  suposição 
    (∃xA(x))n-1    E - & 
    ¬((∃xA(x)))n-1   E - &      
        ⋮ 
    ((∃xA(x))(n))    E - ∃ 
  ¬((∃xA(x))n-1&¬((∃xA(x))n-1))   I - ¬(rest) 
  (∃xA(x))n      Definição 1.1.2  
     ⋮ 
  (∃xA(x))1&(∃xA(x))2& ... &(∃xA(x))n  I - & 
  (∃xA(x))(n)      Definição 1.1.3 
   
                                                 
13 Onde y é livre para x em A(x) e y não ocorre livre em ((∀xA(x))(n)) 
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 Portanto, em Π2 ocorreriam os ítens ∃xA(x), ¬(∃xA(x)) e (∃xA(x))(n), o que triviali-
zaria Π2.  
- Logo, Π3 é não-trivial e constitui uma redução normal não-trivial de Π, de compri
mento ≤m+1. 
 
3)  O último item de Π tem a Regra E - ∀ como justificativa.  
   Seja A(x) o último item de Π,  obtido por aplicação da Regra E - ∀, a partir da fór-
mula ∀xA(x). 
 Esquematicamente, 
    Π        
    A1      
   ⋮ 
   Ak      
   ⋮ 
  ∀xA(x)         
    ⋮ 
    A(t) , onde t é um termo livre para x em A(x) E - ∀ 
    
 Nestas condições, se Π3 for trivial, então em Π2 ocorrem necessariamente como 
ítens as fórmulas  (A(t))(n) e ¬(A(t)), justificadas por Regras de Introdução ou Regras Es-
peciais.  
 Como nos casos anteriores, antecedendo (A(t))(n), ocorrem em Π2 os ítens (A(t))1, 















   Π2       
   A´1      
  ⋮ 
   A(x) 
   ⋮    
  ∀xA(x)         
   ⋮ 
  ¬A(t)  
   ⋮          
  (A(t))1&(A(t))2& ....&(A(t))n 
  (A(t))(n)  
   ⋮ 
   A´p 
 O item ¬A(t) só pode ocorrer em Π2 justificado pela Regra I - ¬(rest). 
 Esquematicamente: 
   A(t)   
   ⋮ 
   C 
   ⋮ 
   ¬C  
   ⋮ 
   C(n) 
  ¬A(t)   I - ¬(rest) 





   A(t)&¬A(t)  suposição  
   (A(t))   E - &  
   ¬A(t)   E - & 
   ⋮ 
   C 
   ¬C  
 
 
   C(n) 
 ¬(A(t)&¬A(t))   I - ¬(rest) 
    (A(t))1    Definição 1.1.1 
      (A(t))1&¬(A(t))1 suposição 
   ¬(A(t))1  E - & 
   ¬¬(A(t)&¬(A(t))) Definição 1.1.1 
   A(t)&¬(A(t))  E - ¬¬ 
   (A(t))   E - & 
   ¬(A(t))  E - &  
   ⋮ 
   C 
   ¬C 
   C(n) 
 ¬ ((A(t))1&¬(A(t))1)   I - ¬(rest) 
 (A(t))2     Definição 1.1.2 
   ⋮  
      (A(t))n-1&¬(A(t))n-1 suposição 
   ⋮ 
    
 ¬ ((A(t))n-1&¬(A(t))n-1)  I - ¬(rest) 






 Portanto, os ítens A(t), ¬A(t) e (A(t))(n) ocorreriam como ítens em Π2, o que torna-
ria Π2 trivial. 
 Logo, Π3 é não-trivial. 
 Agora, resta-nos mostrar que o item A(t) pode ser acrescentado a Π2, por uma Regra 
de Introdução, ou por uma Regra Especial.  
 Temos que Π3 é uma prova, de comprimento ≤m+1, na qual ocorrem os ítens A(x), 
∀xA(x) e A(t). Logo, a ocorrência de A(t) pode ser justificada pela Regra de Repetição 
aplicada a A(x).  
 Esquematicamente: 
     Π3         
    A´1      
   ⋮      
  A(x)     
    ⋮      
  ∀xA(x)         
    ⋮        
  A´p 
  A(t)    Repetição 
  p+1≤m+1 








4) O último item de Π tem a Regra E - ∃ como justificativa.  
 Seja  C o último item de Π, obtido por aplicação da Regra E - ∃, a partir da fórmula 
∃xA(x). 
 Esquematicamente, 
   Π 
   ⋮   
 
   A1      
  ⋮ 
  Ak      
  ⋮ 
 ∃xA(x)         
          Ax(y)   suposição          
                 ⋮ 
          C    
       C    E - ∃ 
 
 em que y é uma variável que não ocorre livre em ∃xA(x), em C, ou em quaisquer 
outras fórmulas, além da suposição Ax(y), das quais a ocorrência de C na prova subordina-
da é resultante. 
 Nestas condições, se Π3 for trivial, então em Π2 ocorrem necessariamente os ítens 
C(n) e ¬C. Porém, como C ocorre em Π2, e não como suposição de prova subordinada, Π2 
seria trivial.  
 Logo, Π3 é não-trivial. 
 Agora, em Π2 ocorre necessariamente A(t), com o termo t livre para x em A(x), 







   Π2       
   A´1      
  ⋮ 
   A(t) 
   ⋮    
 ∃xA(x)         
        Ax(y)   suposição          
               ⋮ 
         C    
 
 
 Podemos obter uma redução direta de Π2, Π´2, tal que comp(Π´2) ≤m.  
 Esquematicamente 
     Π2       
     A´1      
    ⋮ 
    A´k      
    ⋮ 
     At(y) 
     ⋮    
    C 
     ⋮ 
  ∃xA(x)         
     C    Repetição 
 Então, Π3 é obtida, a partir de Π´2, acrescentando-se o item C, por Repetição. 






5) O último item de Π tem a Regra Distribuição da Negação do Quantificador Universal  
(D - ¬∀):  como justificativa.  
 Seja  ∃x¬(A(x)) o último item de uma prova Π, onde ∃x¬(A(x)) é resultante da 
prova de ∀x(A(x))(n), e da prova de ¬∀xA(x). Seja Π1 a prova que resulta de Π retirando-
se esse último item. 
 Seja ∃x¬A(x) o último item de Π, obtido por aplicação da Regra D - ¬∀. 
 Esquematicamente, 




      A1      
     ⋮ 
     Ak      
     ⋮ 
   ∀x((A(x))(n))  (ou ¬∀xA(x))      
      ⋮ 
  ¬∀xA(x)  (ou ∀x((A(x))(n)))   
      ⋮ 
  ∃x¬A(x)    D - ¬∀ 
 Nestas condições, se Π3 for trivial, então em Π2 ocorrem necessariamente como 
ítens as fórmulas  (∃x¬A(x))(n) e ¬(∃x¬A(x)), justificadas por Regras de Introdução ou 
Regras Especiais.  
 Com em casos anteriores, antecedendo (∃x¬A(x))(n) ocorrem em Π2 os ítens 
(∃x¬A(x))1, (∃x¬A(x))2, ...., (∃x¬A(x))n. Também ocorreriam necessariamente os ítens 












      Π2       
      A´1      
     ⋮ 
  ∀x((A(x))(n)) 
      ⋮ 
  ∀x((¬A(x))(n))  
      ⋮ 
  ¬∀xA(x)         
      ⋮ 
  ¬(∃x¬A(x))  
      ⋮          
  (∃x¬A(x))1&(∃x¬A(x))2& ....&(∃x¬A(x))n 
  (∃x¬A(x))(n)  
      ⋮ 













 Vejamos o esquema dedutivo de introdução de (∃x¬A(x))1 em Π2: 
 
              ∃x¬A(x)&¬(∃x¬A(x))  suposição 
             ¬(∃x¬A(x))    E - & 
             ∀x(¬A(x))(n)    Reit 
             ∀x¬¬A(x)    D - ¬∃ 
             ∃x¬A(x)     E - & 
    ¬A(y)   suposição (y com as restrições usuais) 
     ¬((∃x¬A(x))(n)) suposição 
     ¬A(y)   Reit 
     ∀x¬¬A(x)  Reit 
     ¬¬A(y)  E - ∀  
     A(y)   E - ¬¬ 
     ∀x(¬A(x))(n)  Reit 
     (¬A(y))(n)  E - ∀ 
    ¬¬((∃x¬A(x))(n))  I - ¬(rest) 
     ((∃x¬A(x))(n))  E - ¬¬ 
              (∃x¬A(x))(n)    E - ∃ 
¬(∃x¬A(x)&¬(∃x¬A(x)))     I - ¬(rest) 
   (∃x¬A(x))1       Definição 1.1.1 
 
 Logo, em Π2 ocorreriam ∃x¬A(x), ¬(∃x¬A(x)) e (∃x¬A(x))(n), o que trivializaria 
Π2. 
 Portanto, Π3 é não-trivial e constitui uma redução normal, não-trivial de Π, de com-









6) O último item de Π tem como justificativa a Regra Distribuição da Negação do Quanti-
ficador Existencial (D - ¬∃). 
 Esquematicamente 
      Π 
      A1      
     ⋮ 
   ∀x((A(x))(n))  (ou ¬∃xA(x))      
      ⋮  
 
 
  ¬∃xA(x)  (ou ∀x((A(x))(n)))   
      ⋮  
  ∀x¬A(x)   D - ¬∃ 
 Nestas condições, se Π3 for trivial, então em Π2 ocorrem necessariamente como 
ítens as fórmulas (∀x¬A(x))(n) e ¬(∀x¬A(x)), justificadas por Regras de Introdução ou 
Regras Especiais.  
 Como em casos anteriores, antecedendo (∀x¬A(x))(n) ocorreriam em Π2 os ítens 
(∀x¬A(x))1, (∀x¬A(x))2, ...., (∀x¬A(x))n. Também ocorreriam necessariamente os ítens 















      Π2       
      A´1      
     ⋮ 
     A´k      
     ⋮ 
  ∀x((A(x))(n)) 
      ⋮ 
  ∀x((¬A(x))(n))  
      ⋮ 
  ¬∀x¬A(x)         
      ⋮ 
  (∀x¬A(x))1&(∀x¬A(x))2& ....&( ∀x¬A(x))n 
  (∀x¬A(x))(n)  
      ⋮ 













 Vejamos o esquema dedutivo de introdução de (∀x¬A(x))1 em Π2: 
 
         ∀x¬A(x)&¬(∀x¬A(x))  suposição 
         ∀x¬A(x)    E - & 
         ¬(∀x¬A(x))   E - & 
         ∀x(¬A(x))(n)   Reit 
         ∃x¬¬A(x)   D - ¬∃ 
    ¬¬A(y)  suposição (y com as restrições usuais) 
     ¬((∀x¬A(x))(n))  suposição 
     ¬¬A(y) Reit 
     ∀x¬A(x) Reit 
     ¬A(y)  E - ∀  
 
 
     ∀x(¬A(x))(n) Reit 
     (¬A(y))(n) E - ∀ 
    ¬¬((∀x¬A(x))(n)) I - ¬(rest) 
     ((∀x¬A(x))(n)) E - ¬¬ 
          (∀x¬A(x))(n)   E - ∃ 
¬(∀x¬A(x)&¬( ∀x¬A(x)))    I - ¬(rest) 
(∀x¬A(x))1      Definição 1.1.1 
 Logo, em Π2 ocorreriam ∀x¬A(x), ¬(∀x¬A(x)) e (∀x¬A(x))(n), o que trivializaria 
Π2. 
 Portanto, Π3 é não-trivial e constitui uma redução normal, não-trivial de Π, de com-
primento ≤m+1.   
  
 Através dos casos 1-6, demonstramos o teorema.      
 A seguir, demonstramos o Teorema de Normalização para o sistema  DNCω*. 
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3.5  NORMALIZAÇÃO PARA O SISTEMA DNCω* 
 
 As definições de prova categórica, resultante, comprimento de uma prova formal, 





 A seguir, apresentamos a definição de prova categórica normal e de prova categóri-
ca consistente (não-trivial) para DNCω*.  
Definição 3.5.1  Uma prova categórica Π em DNCω* é normal se, e somente se, a ocorrên-
cia de toda fórmula, que ocorre como um passo de Π, pode ser justificada por uma Regra 
de Introdução ou por uma Regra do Terceiro-Excluído (RTE), com possível exceção das 
fórmulas de suas provas subordinadas. 
Definição 3.5.2 Em DNCω*, uma prova categórica Π é consistente (não-trivial) se, e so-
mente se, não existe qualquer fórmula A tal que A e ¬A ocorrem como itens de Π, exceção 
feita ao caso da ocorrência de quaisquer dessas fórmulas apenas como suposição de prova 
subordinada; caso contrário, Π é inconsistente (trivial). 
 
Teorema 3.5.3 (Teorema Fundamental). Toda prova categórica Π em DNCω*, de com-
primento menor ou igual a s é consistente (não-trivial), e tem pelo menos uma redução Σ 




 Como no caso do Teorema Fundamental para os sistemas DNCn*, 1≤n<ω, fazemos 
a demonstração por indução sobre o comprimento s. 
 Pela hipótese de indução, temos que demonstrar o teorema para os casos em que o 
último item da prova Π é introduzido pelas Regras: Repetição, Reit, I - ⊃, I - &, I - ∨, RTE, 
E - ⊃, E - &, E - ∨, E - ¬¬, I -∀, I - ∃,  E - ∀ e E - ∃. 
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 Em todos esses casos, procedemos como nas demonstrações do Teorema de Norma-




3.6  A NÃO-TRIVIALIDADE E A PROPRIEDADE DE SUBFÓRMULA 
DOS SISTEMAS DNCn*, 1≤n≤ω. 
 Nesta seção, como conseqüência dos Teoremas de Normalização, demonstramos 
que os sistemas de dedução natural de nossa hierarquia DNCn*, 1≤n≤ω, são não-triviais. 
 Além disso, demonstramos que vale para os sistemas DNCn*, 1≤n≤ω, uma proprie-
dade específica de subfórmula  
Teorema 3.6.1   Os sistemas DNCn*, 1≤n<ω, são não-triviais e consistentes. 
 
Demonstração:  
 Idêntica às demonstrações dos Teoremas 2.5.12 e 2.5.13  do Capítulo 2, a partir da 
utilização dos respectivos Teoremas de Normalização.      
 
 A seguir, relembramos a definição de subfórmula.  
 
Definição 3.6.2    Dada uma fórmula A:  
i) A é subfórmula de A; 
ii) Se ¬B é uma subfórmula de A, então B é uma subfórmula de A; 
iii) Se B&C, B∨C ou B⊃C é uma subfórmula de A, então B e C são subfórmulas de A; 











Teorema 3.6.3  (Princípio de Subfórmula para DNCn*, 1≤n<ω) Toda ocorrência de uma 
fórmula introduzida, por Regra de Introdução, em uma prova categórica normal Π de A, em 
DNCn*, 1≤n<ω, é subfórmula de A, com possível exceção das fórmulas que são suposições 
de aplicações de RTE, ou das fórmulas que são antecedentes de aplicações de Regras Espe-
ciais, ou das fórmulas que são antecedentes de aplicações de Regras de Eliminação.  
 
Demonstração:  
 Segue das características das Regras de Dedução dos sistemas DNCn*, 1≤n<ω, da 
definição de subfórmula, da definição de prova categórica normal e da demonstração do 
Teorema de Normalização para esses sistemas, e pela definição de subfórmula.  
Teorema 3.6.4   O sistema DNCω*  é consistente e não-trivial. 
 
Demonstração:  
 Idêntica às demonstrações dos Teoremas 2.6.4 e Corolários 2.6.3 e 2.6.4 do Capítu-
lo 2, a partir da utilização do respectivo Teorema de Normalização.   
Teorema 3.6.5  (Princípio de Subfórmula para DNCω*) Toda ocorrência de uma fórmula 
introduzida, por Regra de Introdução, em uma prova categórica normal Π de A, em DNCω* 
é subfórmula de A, com possível exceção das fórmulas que são suposições de aplicações de 
RTE, ou das fórmulas que são antecedentes de aplicações de Regras de Eliminação.  
 
Demonstração:  
 Segue das características das Regras de Dedução do sistema DNCω*, da definição 
de prova categórica normal e da demonstração do Teorema de Normalização para esse sis-




4 A HIERARQUIA DE SISTEMAS DE TABLEAUX ANALÍ-
TICOS TNDCn, 1≤n<ω   
 
 Em 1968, quando a decidibilidade dos sistemas Cn, 1≤n≤ω, era um problema aberto, 
Raggio 1968 introduz uma hierarquia de cálculos de seqüentes CGn, 1≤n≤ω, buscando re-
solver esse problema - prova a equivalência entre cada cálculo de seqüentes CGn e o cor-
respondente cálculo Cn de da Costa, 1≤n≤ω, porém não é demonstrada a decidibilidade de 
CGn, para todo n, 1≤n≤ω; a seguir, Raggio constrói uma nova hierarquia de cálculos de 
seqüentes, os sistemas WGn, 1≤n≤ω, que são decidíveis - todavia, apesar desses sistemas 
terem propriedades semelhantes às dos cálculos Cn, para todo n, 1≤n≤ω, essas duas hierar-
quias de sistemas não são equivalentes.   
 Conforme mencionado no Capítulo 1, da Costa e Alves 1976 e Alves 1976 introdu-
zem uma semântica de valorações para o cálculo C1; Alves 1976 e da Costa e Alves 1977 
introduzem uma semântica de valorações para os cálculos Cn, 1≤n<ω, que generaliza a se-
mântica clássica de valorações, demonstrando a correção e completude desses cálculos. 
Introduzem o método de quase-matrizes, para demonstrar a decidibilidade dos sistemas Cn, 
1≤n<ω.  
 Sette 1971 introduz a estrutura de hiper-reticulado, cujas propriedades algébricas 
correspondem à contrapartida algébrica das propriedades lógicas de Cω.  
 Loparić 1977, baseado no trabalho de da Costa e Alves, apresenta uma prova da 
completude e da decidibilidade do cálculo Cω. 
 Fidel, em 1970, usando métodos algébricos, havia provado a decidibilidade dos cál-
culos Cn, 1≤n≤ω. Fidel 1977 introduz o conceito de Cω - estrutura e demonstra a correção e 
completude de Cω.  
 Loparić e Alves 1980, baseado em da Costa e Alves 1977, modifica certas condi-
ções da definição de valoração de da Costa e Alves, resolve um problema relativo às quase-




 Marconi 1980 introduz um sistema de tableaux semânticos, à la Beth (Beth 1959), 
e demonstra a completude e a decidibilidade do sistema proposicional C1 de Costa - tam-
bém afirma que o método pode ser ampliado para os sistemas Cn, 2≤n<ω, apesar de nada 
desenvolver a respeito. O sistema introduzido por Marconi está baseado nas mesmas intui-
ções que fundamentam a definição de quase-matrizes introduzida por da Costa e Alves, 
simplificando o processo de verificação da validade das fórmulas. No sistema de Marconi 
as regras para os conetivos &, ∨ e ⊃ são as usuais, e são adicionadas duas regras especiais 
para operar com a negação paraconsistente. 
 Béziau 1990, em seu memorial de DEA, introduz um novo sistema, à la Hilbert, 
para C1 e uma nova versão de sua semântica, com o objetivo de dar uma apresentação mais 
intuitiva para C1. Introduz um sistema de dedução natural M1 e um seu variante M’1, equi-
valentes a C1;  e um cálculo de seqüentes S1 para C1, apresentando, pela primeira vez, um 
Teorema de Eliminação do Corte para C1.  
 Béziau 1993 apresenta uma parte dos resultados acima mencionados, relativos ao 
sistema C1 e alguns resultados suplementares. 
 No mesmo trabalho de 1976, Alves havia introduzido o sistema proposicional para-
consistente C11, um sistema mais forte que o sistema C1 de da Costa, mediante a substitui-
ção do esquema de axiomas (¬¬A⊃A) de C1 pelo esquema (¬¬A≡A).  
 Carnielli e Lima-Marques 1992 introduz sistemas de tableaux semânticos, à la 
Smullyan (Smullyan 1968), para a lógica proposicional paraconsistente C11 e para a lógica 
quantificacional paraconsistente com igualdade C11=  de Alves, denominados sistemas TC1 
e TC1= respectivamente, e apresenta uma prova de que esses sistemas são completos e de-
cidíveis.   
 Buchsbaum e Pequeno 1993 introduz sistemas de tableaux sintáticos, também à la 
Smullyan, para o sistema C1* de da Costa, o sistema SC1*, mostrando que SC1* é comple-
to.  
 Em ambos os artigos, Carnielli e Lima-Marques 1992 e Buchsbaum e Pequeno 
1993, são introduzidas regras derivadas (de expansão), com a finalidade de reduzir os com-
primentos de ramos dos tableaux. Esses autores afirmam que seus sistemas de tableaux po-
dem ser generalizados para toda a hierarquia Cn, apesar de nada desenvolverem a respeito.   
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 Conforme mencionado no Capítulo 2, Castro 1998 aplica o método de dedução 
natural, através do método de provas subordinadas de Fitch (Fitch 1952), à hierarquia de 
lógicas proposicionais paraconsistentes Cn, 1≤n≤ω, de Costa. Castro introduz uma hierar-
quia de sistemas de dedução natural NDCn, 1≤n≤ω, e demonstra que essa hierarquia é logi-
camente equivalente à hierarquia Cn, 1≤n≤ω, de Costa. 
 Castro e D’Ottaviano 2000 estuda a hierarquia de sistemas de dedução natural 
NDCn, 1≤n≤ω. Apesar dos principais resultados sintáticos e semânticos constituírem uma 
conseqüência natural da equivalência lógica entre as hierarquias Cn e NDCn, 1≤n≤ω, é de-
monstrada a correção e a completude desses sistemas, a partir da semântica de da Costa e 
Alves, modificada por Loparić e Alves. 
 Neste capítulo, tendo por base a hierarquia de sistemas de dedução natural DNCn, 
1≤n≤ω, introduzida no Capítulo 2, e usando o método de tableaux analíticos (Smullyan 
1968 e van Fraassen 1971), introduzimos a hierarquia de sistemas de tableaux analíticos 
TNDCn, 1≤n<ω, onde cada sistema TNDCn  é equivalente ao correspondente sistema Cn, 
1≤n<ω, de Costa. Particularmente, o nosso sistema TNDC1 é distinto da formulação de 
Marconi, do sistema de tableaux TC1 de Carnielli e Lima-Marques, e da formulação de 
tableaux SC1 de Buchsbaum e Pequeno.    
 Nos sistemas TNDCn, 1≤n<ω, introduzimos o operador definido “o” (“bola”) de da 
Costa, os operadores “k” reiterados de nível k, os operadores generalizados “(k)” e as nega-
ções “∼k”, k≥1, como operadores primitivos, diferentemente do que tem sido feito na litera-
tura, onde esses operadores são usualmente definidos.  
 Na Seção 4.2, demonstramos uma Regra do Corte para os sistemas TNDCn, 1≤n<ω. 
 Na Seção 4.3, provamos que cada sistema da hierarquia TNDCn, 1≤n<ω, é logica-
mente equivalente ao correspondente sistema paraconsistente Cn, 1≤n<ω.    
 Finalizando o capítulo, apresentamos algumas considerações relativas à decidibili-
dade dos sistemas TNDCn, 1≤n<ω. 
 O nosso sistema TNDC1 constitui um sistema de prova automática de teoremas. 
 No sistema SC1* de Buchsbaum e Pequeno não há uma regra que, a priori, deter-
mine explicitamente quando a definição do operador  “o” deve ser usada, ou não, durante as 
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derivações; por causa disso, é possível ocorrer ramos abertos que devem ser reconstruídos, 
de um modo distinto, a partir da mencionada ocorrência do operador “o”. 
 Também nos sistemas TC1 e TC1=  de Carnielli e Lima-Marques não há regras es-
pecíficas que determinem, a priori, quando deve ser empregada a definição do operador 
“o”, o que torna necessária a reconstrução de ramos. Particularmente, nestes sistemas po-
dem acontecer infinitos retornos, adiando indefinidamente, de acordo com os próprios auto-
res, a análise final das fórmulas nas quais o operador primitivo de negação está envolvido e, 
como uma conseqüência natural, também a análise final de fórmulas nas quais ocorre o 
operador “o”. Carnielli e Lima-Marques apresentam uma prova da decidibilidade de TC1  e 
TC1=, indicando como tratar com os retornos infinitos.    
 No nosso sistema TNDC1, assim como em cada TNDCn, 1<n<ω, existem regras 
específicas que operam objetivamente com o operador “o”, como também com os operado-
res “k”, “(k)”, “∼k”  e, dessa maneira, os ramos dos tableaux são unívoca e automaticamen-
te gerados. Nos tableaux dos sistemas TNDCn, 1≤n<ω, retornos infinitos não ocorrem.   
 De fato, nos sistemas TNDCn, 1≤n<ω, não usamos definições na geração dos ramos 
dos tableaux, pois temos regras específicas para lidar diretamente com todos os operadores: 
os conetivos clássicos primitivos para a conjunção, disjunção, implicação e negações fortes; 
os conectivos primitivos não-clássicos “bola” e a negação paraconsistente; e os operadores 
paraconsistentes generalizados k-bola, k≥1. 
 Assim sendo, todos os sistemas de nossa hierarquia TNDCn, 1≤n<ω, também cons-
tituem sistemas de demonstração automática de teoremas. 
 Outra peculiaridade dos nossos sistemas de tableaux é que, diferentemente do que 
está na literatura, definimos duas condições para o fechamento dos ramos dos tableaux em 
TNDCn: um ramo fecha pela negação forte “∼n”, como é usual, ou fecha pela negação pa-
raconsistente “¬” e condições adicionais. 
 Assim sendo, nossa hierarquia TNDCn, 1≤n<ω, equivalente à hierarquia Cn, 1≤n<ω, 
de da Costa, tem uma concepção distinta dos sistemas de tableaux existentes na literatura 
para o cálculo C1. 
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 Nossos sistemas são introduzidos a partir de uma quantidade enumerável (infinita) 
de operadores primitivos, para cada sistema, o que nos permite finalmente captar os siste-
mas Cn de da Costa, 1≤n<ω, como extensões paraconsistentes da lógica clássica. 
 Na geração de nossa hierarquia de sistemas TNDCn, 1≤n<ω, foi também necessário 
resolver problemas específicos concernentes às relações entre os distintos operadores gene-
ralizados para a negação e o “bom-comportamento”, em cada sistema e entre os diferentes 
sistemas da hierarquia TNDCn. Desse modo, pudemos demonstrar, via tableaux analíticos, 





4.1 SISTEMAS DE TABLEAUX ANALÍTICOS PARA OS SISTEMAS 
Cn, 1≤n<ω 
   
 Nesta seção, introduzimos versões de tableaux analíticos, à la Smullyan 1968,  para 
os sistemas de da Costa Cn, 1≤n<ω, denominados TNDCn. Adaptamos a noção de seqüên-
cia de tableau  apresentada por van Fraassen 1971.   
 A linguagem ℒ dos sistemas TNDCn, 1≤n<ω, é a linguagem das lógicas Cn, exce-
ção feita ao símbolo “o” (bola), aos símbolos “k” e “(k)” para k≥1, e às negações “∼k” para 
k≥1, os quais são considerados como símbolos primitivos.  
 A linguagem ℒ, portanto, contém um conjunto enumerável (infinito) de conectivos 
primitivos.      
 
 O método de tableaux é baseado em regras de expansão, que nos permitem analisar 
as fórmulas de ℒ. Essencialmente, as regras de expansão nos permitem expandir uma su-




Definição 4.1.1 Para todo sistema de tableaux TNDCn, 1≤n<ω, uma seqüência de tableau 
para uma determinada fórmula S, ou simplesmente um tableau, é uma sucessão de expres-
sões A1, A2,..., Ak, tal que a fórmula S é colocada na origem do tableau, como a expressão 
inicial A1; e cada expressão Ai, 1< i ≤ k, corresponde a uma disjunção finita Ai1 ou ... ou 
Aim, m≥1, onde toda Aij, 1≤j≤m, é gerada a partir das expressões precedentes Apj, aplicando 








Definição 4.1.2 Um ramo j de uma seqüência de tableau, 1 ≤j ≤ m, corresponde a uma se-
qüência de expressões Ais, 1 ≤ i ≤ k, sendo A11 a primeira expressão e Akj a última. O índice 
superior s é igual a 1 (s = 1), para 1 ≤ i ≤ i´, para algum i´ ≤ k; s = j, para i´´≤ i ≤ k, para 
algum i´´> i´; e para i´< i < i´´, s assume valores entre 1 e j. 
 Exemplo esquemático: 
         A11   (S) 
A2       A21    A22 
A3  A31  A33   A32 
A4  A41 A43  A44 A42  A45  
A5  A51 A53  A54 A52  A55 
 
  Observamos que a seqüência de tableau tem a estrutura de uma árvore, se omitimos 
a disjunção, e escrevemos os resultados da aplicação de uma regra qualquer abaixo do dis-
junto no qual a regra é aplicada. Assim sendo, se pensamos a disjunção como indicando 
uma ramificação, o tableau tem a estrutura de uma árvore diádica ordenada, à la Smullyan 
1968. 
 Para facilidade de utilização, as expressões de um dado ramo j de um tableau serão 
identificadas como do tipo Aij, com 1≤ i ≤k  e  j fixo, 1≤ j ≤m. 
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Definição 4.1.3 Um nó corresponde a cada expressão Aij de cada ramo do tableau, com  
1≤ i ≤k  e  1≤ j ≤m. 
    
 A seguir, denotamos as fórmulas de ℒ pelas letras do alfabeto grego α, β, χ,  ... , ζ. 
   
 Agora, suponhamos que T seja um tableau, que está sendo construído, para uma 
fórmula inicial A. Dado um certo ramo j, seja Ai-1j  a última expressão do ramo. Então, po-








 (i) Se a fórmula α ocorre no ramo da última expressão Ai-1j, então, se δij  e δi+1j são 
geradas a partir de α por uma das Regras de Tipo Conjuntivo C do sistema, podemo
simultaneamente acrescentar as fórmulas δij  e δi+1j  como as próximas expressões, no ramo 
j, após Ai-1j
 (ii) Se a fórmula β ocorre no ramo da última expressão Ai-1j, então, se β1 ou β2   é 
gerada de β por uma das Regras de Tipo Disjuntivo D do sistema, podemos 
simultaneamente acrescentar a fórmula β1 à esquerda de Ai-1j, como o nó δij, e a fórmula β2 
como a próxima expressão à direita de Ai-1j+1 como o nó δij+1; 
 (iii) Se a fórmula γ ocorre no ramo da última expressão Ai-1j, então, se  δij  é gerada 
de γ por uma das Regras de Tipo Especial S1 do sistema, podemos acrescentar, no ramo j, 
após Ai-1j, a formula δi j  como a próxima expressão; 
 (iv) Se as fórmulas ϕ1, ..., ϕm ocorrem no ramo da última expressão Ai-1j então, se a 
formula δij é gerada de {ϕ1, ... , ϕm} por uma das Regras de Tipo Especial S2 do sistema, 
então, podemos acrescentar, no ramo j, após Ai-1j, a formula δi j como a próxima expressão;
 
 (v) Se a fórmula ε ocorre no ramo da última expressão Ai-1j então, se a formula ζ ij  é 
gerada de ε por uma das Regras de Tipo Especial S3 do sistema, então, podemos acrescen-





Regras de Expansão 4.1.4  As regras de expansão dos sistemas de tableaux TNDCn, 
1≤n<ω, são as seguintes.  
 4.1.4.1   Regras de Tipo Conjuntivo C: α  
                 δij 
                 δi+1j    
       
 α  δi j  δi+1j                Nome da Regra 
 A&B  A  B    E& 
 A(k)  Ak  A(k-1)   E(k),  k > 1   
 ¬(Ak)  Ak-1  ¬(Ak-1)  Ek¬, k≥1, onde A0 é A        
 ¬(A(k)) A  ¬A    E(k)¬,  k≥1 
 ∼n¬A  ¬¬A  A(n)   E∼n¬     
 ∼n(Ak)  ¬(Ak)  (Ak)(n)    Ek∼n,  k≥1  
 ∼n(A∨B) ∼nA  ∼nB   DND∼n    
 ∼n(A⊃B) A  ∼nB   DNI∼n      
 ∼n(A(k))  A  ¬A        E(k)∼n,  k≥1 
 ∼kA  ¬A  A(k)   E∼k,  k<n      (i)  
     
 
 4.1.4.2   Regras de Tipo Disjuntivo D: β 
                          δij     δij+1   
    
        β  δij      δij+1             Nome da Regra 
 A∨B  A   B             E∨ 
 A⊃B  ∼nA   B             E⊃ 
 ¬(A&B) ¬A  ¬B             DNC¬, onde B é distinta de  ¬A  (ii) 
 ¬(A∨B)  ¬(A(n)&B(n))  ¬A&¬B          DND¬  
 ¬(A⊃B) ¬(A(n)&B(n))  A&¬B           DNI¬ 
 ∼n(A&B) ∼nA   ∼nB            DNC∼n  
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 4.1.4.3   Regras de Tipo Especial  S1: γ 






    γ   δij            Nome da Regra 
 ¬¬A   A            E¬¬  
 ¬∼kA   A            E¬∼k,  k ≥1 
 ∼n∼kA   A            E∼n∼k,  k ≥ 1 
 ∼kA   ∼k-1A             R∼k,  k > n     
 Ak   ¬(Ak-1&¬Ak-1)         Rk,  k≥1, onde A0 é A    (iii) 
 A(1)   A1           E(1)   
 4.1.4.4   Regras de Tipo Especial S2: ϕ1 
       ⋮  
       ϕm 
       δij  
   
  ϕ1, ... , ϕm    δij    Nome da Regra 
 {¬A, A A ∼    I∼ <n      1, ... , k}  kA k,  k 
 {A1, A2, ... , Ak}  A(k)   I(k),  k <n     (i) 
 
 4.1.4.5   Regras de Tipo Especial S3 (iv):      ε 
        ζ ij   
    ε     ζij    Nome da Regra 
 Aoo...o    Ak   Eo (com “o” k-vezes) 
 ¬(Ak-1&¬Ak-1)  Ak             Ik,  k≥1, onde A0  é  A   
 (As)k    As+k   I s+k, para s, k ≥1   
 A1&A2&...&Ak  A(k)   I´(k) , k≥1  (v) 
 ¬A&A(k)   ∼kA   I´∼k ,  k≥1  (v)  
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(ii) Se A é do tipo (Ck-1&¬(Ck-1)), então B deve ser distinta de Ck. 
 
(iii) Esta Regra só deve ser aplicada após não haver a possibilidade de aplicação de qual-
quer outra Regra; pode ser aplicada em subfórmulas de fórmulas que ocorrem nos nós e, 
nestes casos, deve ser aplicada de “fora para dentro”, isto é, do conectivo de maior escopo 
para o conectivo de menor escopo. 
(iv) As Regras de Tipo Especial S3 devem ser aplicadas imediatamente, em cada caso, logo 
após a aplicação da primeira Regra aplicada no nó inicial do tableau; podem ser aplicadas 
em subfórmulas das fórmulas que ocorrem nos nós e, nestes casos, devem ser aplicadas de 
“fora para dentro”. 
 
(v) Estas Regras, nas condições (iv), só podem ser aplicadas em subfórmulas próprias de 
fórmulas que ocorrem nos nós e, nestes casos, devem ser aplicadas de “fora para dentro”.   
 
Observação 4.1.5 Na aplicação das Regras de Expansão é mais eficiente dar prioridade às 
Regras  de Tipo C e às Regras de Tipo Especial. 
Observação 4.1.6 Observamos que A0, que corresponde à fórmula A com índice superior 
“0” (numeral 0), coincide com a fórmula A. E esta fórmula é distinta da fórmula Ao           
(“A-bola”), isto é, ela é distinta da fórmula “A é uma fórmula bem-comportada”. 
 Nas Regras de Tipo Especial S2 usamos a notação de conjunto para indicar que não 
é relevante a ordem em que as fórmulas ocorrem nos nós de um determinado ramo.   
  Observamos, ainda, que as únicas Regras que podem ser aplicadas a subfórmulas, 
são as Regras de Tipo Especial S3 e a Regra Rk. 
Definição 4.1.7 Para cada sistema TNDCn, 1≤n<ω, um ramo A1j, ... , Asj de um tableau é 
denominado um ramo fechado se existem nós Arj, 1≤ r ≤ s, que correspondem às fórmulas B 
e ∼nB, ou às fórmulas B, ¬B e B1, B2, ..., Bn. 
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 A próxima definição nos fornece o critério de fechamento para os tableaux. 
 
Definição 4.1.8 Dada uma fórmula S, um tableau para S é fechado se todos os seus ramos 
são fechados; caso contrário, é aberto.  
. 
Definição 4.1.9 Um conjunto de fórmulas Γ é fechado se, e somente se, existe um subcon-
junto finito Γ0 de Γ, tal que existe um tableau fechado para a fórmula que é a conjunção das 







                                                
 A seguir, usamos Γ, A  como uma abreviação para Γ∪{A}14. 
Definição 4.1.10  Para cada sistema de tableaux TNDCn, 1≤n<ω, uma fórmula S é uma 
conseqüência analítica de um conjunto Γ de fórmulas se, e somente se, Γ, ∼nS é fechado. 
Dizemos também que Γ, através das Regras de Expansão de TNDCn, gera S . 
 Isso é denotado por: Γ 0TNDCn S. 
 Observamos que uma fórmula S é demonstrável em TNDCn, 1≤n<ω, se é possível 
gerar um tableau fechado, a partir da fórmula inicial ∼n S. 
Definição 4.1.11  Em cada sistema de tableaux TNDCn, 1≤n<ω, uma fórmula S é demons-
trável se, e somente se, existe um tableau fechado para ∼n S, isto é, {∼n S} é fechado.  
 Isso é denotado por: 0TNDCn S. 
Definição 4.1.12   Dado um tableau T em TNDCn, 1≤n<ω, um ramo j é completo se, e so-
mente se, não há qualquer Regra de Expansão que possa ainda ser aplicada a qualquer dos 
nós de θ; além disso, se cada ramo de qualquer tableau expandido a partir de θ pelas Regra 
de Expansão é completo ou fechado. 
Definição 4.1.13  Um tableau T em TNDCn, 1≤n<ω, é completo se, e somente se, todo 
ramo θ de T é fechado ou é completo. 
 
14 Γ, A, B é o mesmo que Γ, B, A. 
 213
 
Exemplos 4.1.14  Apresentamos, a seguir, a título de ilustração, exemplos de provas nos 
sistemas TNDCn, 1≤n<ω.  
 Observamos que as regras usadas na geração dos nós são indicadas imediatamente à 
direita do nó gerado pela regra; os números à esquerda de cada nó foram acrescentados para 
facilitar a descrição do tableau e não são parte dele; o sinal “*” significa que o ramo fechou.   
 
























 2 ∼1((A)2) 1, Eo 
3 ¬((A)2) 2, E2∼1 
4 ((A)2)(1) 2, E2∼1 
5 A1  3, E2¬ 
 
 
6 ¬((A)1) 3, E2¬ 
 7 A  6, E1¬ 
 
 8 ¬A  6, E1¬ 
        * 
 O tableau fecha pelas fórmulas que ocorrem nos nós 5, 7 e 8, isto é, A1, A e ¬A, 
respectivamente.  
 
b) Demonstrar que 
 0TNDC2  (A
1&¬A1)(2) 
1 ∼2((A1&¬A1)(2)) 
2 (A1&¬A1) 1, E(2) ∼2 
3 ¬(A1&¬A1) 1, E(2) ∼2 
 4 A2  3, I2 
5 A1  2, E&  
 
 
6 ¬(A1)  2, E& 




8 ¬A  6, E1¬ 
  * 
 O tableau fecha pelas fórmulas que ocorrem nos nós 4, 5, 7 e 8, isto é, A2, A1, A  e 





c) Demonstrar que  
 
 
 0TNDC6 (A⊃B)⊃(¬A∨B) 
 1  ∼6((A⊃B)⊃(¬A∨B)) 
 2    (A⊃B)  1, DNI∼6   
 3   ∼6(¬A∨B)  1, DNI∼6 
 4    ∼6¬A  3, DND∼6 
 5    ∼6B  3, DND∼6 
 6     ¬¬A  4, E∼6¬ 
 7       A(6)  4, E∼6¬    
 8      A   6, E¬¬ 
 9       A6  7, E(6) 
 10     A(5)  7, E(6)    
 11     A5  10, E(5) 
 12     A(4)  10, E(5) 
 13     A4  12, E(4) 
 14     A(3)  12, E(4)    
 15     A3  14, E(3) 
 16    A(2)  15, E(3)    
 17     A2  16, E(2)    
 18     A(1)  16, E(2) 
 19    A1  18, E(1)    
20   ∼6 A   2, E⊃     21  B   2, E⊃ 
 *          *    
 O tableau fecha no primeiro ramo pelas fórmulas ∼6A e A, que ocorrem nos nós 8 e 













      26  ∼     9, E⊃ 27  ¬A  9, E⊃  
 O tableau fecha no primeiro e no segundo ramos pelas fórmulas ∼  e B, que ocor-
rem nos nós 13 e 24, 13 e 26, respectivamente; e no terceiro ramo pelas fórmulas A3, A2, 
A A e ¬A, que ocorrem nos nós 19, 21, 23, 25 e 27. 
 0TNDC3 (A
(3)⊃((B⊃A)⊃((B⊃¬A)⊃¬B))  
  1    ∼3(A(3)⊃((B⊃A)⊃((B⊃¬A)⊃¬B))  
  2    A(3)       1, DNI∼3 
  3    ∼3(((B⊃A)⊃((B⊃¬A)⊃¬B))) 1, DNI∼3 
  7    (B⊃A)    3, DNI∼3 
  8    ∼3((B⊃¬A)⊃¬B)   3, DNI∼3   
  9    (B⊃¬A)    8, DNI∼3 
  10    ∼3¬B    8, DNI∼3 
  11   ¬¬B     10, E∼3¬   
  12      B(3)     10, E∼3¬ 
  13      B     11, E¬¬ 
  14      B3     12, E(3) 
  15      B(2)     12, E(3)   
  16      B2     15, E(3)  
  17      B(1)     15, E(3) 
  18      B1     17, E(1) 
  19      A3     2, E(3) 
  20      A(2)     2, E(3)   
  21      A2     20, E(2)  
  22      A(1)       20, E(2) 
  23      A1     22, E(1) 
 24  ∼3B  7, E⊃         25     A  7, E⊃  
          * 
3B
























 0TNDC15 ((A⊃B)⊃A)⊃A 
 1 ∼15(((A⊃B)⊃A)⊃A)  
 2      ((A⊃B)⊃A)  1, DNI∼15 
 3         ∼15A   1, DNI∼15 
4 ∼15(A⊃B)  2, DNI∼15        5 A   2, DNI∼15 
      * 
6  A      4, DNI∼15   
7 ∼15B  4, DNI∼15 
 * 
 O tableau fecha nos dois ramos pelas fórmulas ∼15A e A, que ocorrem, no primeiro 
ramo, nos nós 3 e  6, e nos nós 3 e 5 do segundo ramo. 
  




2 (¬(¬(¬(A&¬A)&¬¬(A&¬A))&¬¬(¬(A&¬A)&¬¬(A&¬A))))s 1, DNI∼n      
3 ∼n((Aooo)s)         1, DNI∼n      
4 ((¬(¬(A&¬A)&¬¬(A&¬A))1)s      2, I1 
5 (((¬(A&¬A))1)1)s        4, I1 
1)1)1)s 
7 ((A1)1)1+s         6, I1+s 
8 (A1)2+s          7, I1+(1+s) 
9 A3+s          8, I1+(2+s) 
10 ∼n((A3)s)         3, Eo 
11 ∼n(A3+s)         10, I3+s 
    * 
 O tableau fecha pelas fórmulas que ocorrem nos nós (9) e (11), isto é, A3+s e ∼n(A3+s). 
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 A seguir, especificamos o primeiro sistema de nossa hierarquia TNDCn, 1≤n<ω.  
 
 O sistema TNDC1 corresponde, entre os sistemas de tableaux acima mencionados, 
ao sistema equivalente ao cálculo paraconsistente C1 de da Costa. 
 Esta sub-seção facilitará a análise comparativa entre as provas em nosso sistema 
TNDC1, e as provas nos sistemas de Marconi 1980, Carnielli e Lima-Marques 1992 e 
Buchsbaum e Pequeno 1993, que apresentamos no ANEXO 3. 
Regras de Expansão 4.1.15.1  As regras de expansão do sistema de tableaux  TNDC1 são as 
seguintes.  
 
 4.1.15.1.1   Regras de Tipo Conjuntivo C: α  
                 δij 
                 δi+1j    
       
 α  δi j  δi+1j                Nome da Regra 
 A&B  A  B    E& 
 A(k)  Ak  A(k-1)   E(k),  k > 1   
 ¬(Ak)  Ak-1  ¬(Ak-1)  Ek¬, k≥1, onde A0 é A    
 ¬(A(k)) A  ¬A    E(k)¬, k≥1 
 ∼1(Ak)  ¬(Ak)  (Ak)(1)    Ek∼1,  k ≥ 1  
 ∼1(A∨B) ∼1A  ∼1B   DND∼1    
 ∼1(A⊃B) A  ∼1B   DNI∼1      
 ∼1(A(k))  A  ¬A        E(k)∼1,  k≥1 







 4.1.15.1.2 Regras de Tipo Disjuntivo D:     β 
                           δij δij+1   




        β  δij      δij+1             Nome da Regra 
 A∨B  A   B             E∨ 
 A⊃B  ∼1A   B             E⊃ 
 ¬(A&B) ¬A  ¬B             DNC¬, onde B é distinta de  ¬A  (i) 
 ¬(A∨B)  ¬(A(1)&B(1))  ¬A&¬B          DND¬  
 ¬(A⊃B) ¬(A(1)&B(1))  A&¬B           DNI¬ 
 ∼1(A&B) ∼1A   ∼1B            DNC∼1  
 
 
 4.1.15.1.3 Regras de Tipo Especial  S1: γ 
       δij  
  
    γ   δij            Nome da Regra 
 ¬¬A   A            E¬¬  
 ∼1¬A   ¬¬A    E∼1¬     
 ¬∼kA   A            E¬∼k,  k ≥1 
 ∼1∼kA   A            E∼1∼k,  k ≥ 1 
 ∼kA   ∼k-1A             R∼k,  k > 1     
 Ak   ¬(Ak-1&¬Ak-1)         Rk,  k≥1, onde A0 é A    (ii) 






 4.1.15.1.4 Regras de Tipo Especial S2 (iii):    ε 







    ε     ζij    Nome da Regra 
 Aoo...o    Ak   Eo ( com “o” k-vezes) 
 ¬(Ak-1&¬Ak-1)  Ak             Ik,  k≥1, onde A0  é  A   
 (As)k    As+k   I s+k, para s, k ≥1   
 A1&A2&...&Ak  A(k)   I´(k) , k≥1  (iv) 
 ¬A&A(k)   ∼kA   I´∼k ,  k≥1  (iv)  
 
 
 Como no caso geral, temos as restrições seguintes. 
(i) Se A é do tipo (Ck-1&¬(Ck-1)), então B deve ser distinta de Ck. 
(ii) Esta Regra só deve ser aplicada após não haver a possibilidade de aplicação de qualquer 
outra Regra; pode ser aplicada em subfórmulas de fórmulas que ocorrem nos nós e, nestes 
casos, deve ser aplicada de “fora para dentro”. 
(iii) As Regras de Tipo Especial S2 devem ser aplicadas imediatamente, em cada caso, logo 
após a aplicação da primeira Regra aplicada no nó inicial do tableau; podem ser aplicadas 
em subfórmulas das fórmulas que ocorrem nos nós e, nestes casos, devem ser aplicadas de 
“fora para dentro”. 
 
(iv) Estas Regras, nas condições (iii), só podem ser aplicadas em subfórmulas próprias de 
fórmulas que ocorrem nos nós e, nestes casos, devem ser aplicadas de “fora para dentro”.   
 
Observação 4.1.15.2 Na aplicação das Regras de Expansão é mais eficiente dar prioridade 
às Regras  de Tipo C e às Regras de Tipo Especial. 
Observação 4.1.15.3  A Observação 4.1.6 também se aplica em TNDC1. 
Exemplos 4.1.15.4  Apresentamos, a seguir, a título de ilustração, exemplos de provas nos 
sistemas TNDC1:   
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 1 ∼1((∼1A)o) 
 2 ∼1((∼1A)1) 1, Eo 
 3 ¬((∼1A)1) 2, E1∼1 
 4 (∼1A)(1)  2, E1∼1 
 5 ∼1A  3, E1¬ 
 6 ¬∼1A  3, E1¬ 
 7 A  6, E¬∼1   
        * 
 O tableau fecha pelas fórmulas que ocorrem nos nós 5 e 7, isto é, ∼1A e A.  
 
b) Demonstrar que 
 0TNDC1 (∼5A)
1 
 1 ∼1((∼5A)1) 
 2 ¬((∼5A)1) 1, E1∼1 
 3 (∼5A)1) (1) 1, E1∼1  
 4 ∼5A  2, E1¬ 
 5 ¬(∼5A) 2, E1¬ 
         
 6 A  5, E¬∼5 
 
 7 ∼4A  4, R∼5    
 8 ∼3A  7, R∼4    
 9 ∼2A  8, R∼3     
 10 ∼1A  9, R∼2      
  * 
 O tableau fecha pelas fórmulas que ocorrem nos nós 6 e 10, isto é, A e ∼1A. 
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 0  A⊃(¬A⊃¬¬(A&¬A)) TNDC1
 1 ∼ (A⊃(¬A⊃¬¬(A&¬A))) 1
 2 A     1, DNI∼1 
 3 ∼1(¬A⊃¬¬(A&¬A))   1, DNI∼1 
 4 ∼1(¬A⊃¬(A1))   3, I1 
 5 ¬A     4, DNI∼1 
 6 ∼1(¬(A1))    4, DNI∼1 
 7 ¬¬(A1)    6, E∼1¬  
 8 A1     7, E¬¬ 
  * 
 O tableau fecha pelas fórmulas que ocorrem nos nós 2, 5 e 8, isto é, A, ¬A e A1. 
 
4.2  REGRA DO CORTE PARA OS SISTEMAS TNDCn, 1≤n<ω  
 O próximo teorema nos dá uma versão especial da Regra do Corte para os sistemas 
TNDCn.  
 
Lema 4.2.1  Se Γ, A é fechado, então Γ, A, B é fechado. 
 
Demonstração:  
 Imediata, a partir da Definição 4.1.9.      
Teorema 4.2.2 (Regra do Corte) Em cada sistema TNDCn, 1≤n<ω, existe um tableau fe-
chado para um conjunto Γ de fórmulas se, e somente se, para uma dada fórmula S, existem 





 Se existe um tableau fechado para Γ, pelo Lema 4.2.1, é imediato que  existem   
tableaux fechados para Γ, S e Γ, ∼nS, ou para Γ, S e Γ, ¬S, S1, S2, ..., Sn.     
 
 
 Agora, suponhamos que existem tableaux fechados para Γ, S e Γ, ∼nS, ou existem 
tableaux fechados para Γ, S e Γ, ¬S, S1, S2, ..., Sn. A demonstração de que existe um      
tableau fechado para Γ é feita por indução sobre a complexidade da fórmula S.   
 
 1 Seja S uma fórmula atômica A.  
 Suponhamos que existem tableaux fechados para Γ, A e Γ, ∼nA. Nos casos em que 
A∈Γ ou ∼nA∈Γ, é imediato que Γ é fechado. Portanto, temos que analisar somente o caso 
em que A∉Γ e  ∼nA∉Γ.  Se Γ, A ou Γ, ∼nA é fechado, apenas devido a fórmulas de Γ, en-
tão Γ é fechado e nada temos a demonstrar; a mesma explicação é aplicável ao caso em que 
Γ, A e Γ, ¬A, A1, A2, ..., An  são fechados.  
 1.1 Suponhamos que existem tableaux fechados para Γ, A e para Γ, ∼nA. Observa-
mos que de A atômica não podemos gerar qualquer fórmula, e de ∼nA também não pode-
mos gerar qualquer fórmula.  
  Se Γ, A é fechado então, pela Definição 4.1.9, existe um tableau T tal que seus ra-
mos são fechados por ∼nA, ou por ¬A, A1, A2, ..., An. Como Γ,  ∼nA  também é fechado, 
então existe um tableau fechado T´, tal que seus ramos são fechados por A, ou por  ∼n∼nA, 
ou por ¬∼nA e (∼nA)1, (∼nA)2, ... , (∼nA)n; ou seja, pelas Regras E∼n∼k e E¬∼k, a fórmula A 
ocorre em todos os ramos de T´. 
 Então, nos tableaux T e T´ as fórmulas ∼nA ou ¬A, A1, A2, ..., An (em T) e A (em 
T´), respectivamente, são diretamente geradas, pelas Regras de Expansão, a partir de Γ, 




 Conseqüentemente, existe um tableau fechado para Γ e assim, pela Definição 4.1.9, 
Γ é fechado.  
 
 1.2 Suponhamos que existem tableaux fechados para Γ, A e para Γ, ¬A, A1, A2, ..., 
An. Observamos que não é possível gerar qualquer fórmula de A; e de ¬A, A1, A2, ..., An só 
é possível gerar ∼kA e A(k), k<n (Regras I∼k e I(k)). 
 Se Γ, A é fechado então, pela Definição 4.1.9, existe um tableau T, tal que seus ra-
mos são fechados por ∼nA, ou por ¬A e A1, A2, ..., An.  
 Como Γ, ¬A, A1, A2, ..., An também é fechado, então existe um tableau fechado T´, 
tal que seus ramos são fechados por A; ou por ∼n¬A; ou por ¬¬A, (¬A)1, (¬A)2, ..., (¬A)n; 
ou por ∼n(Ai), para todo i, 1≤i≤n; ou por ¬(Ai), (Ai)1, (Ai)2, ..., (Ai)n, para todo i, 1≤i≤n. 
Portanto, pelas Regras E∼n¬, E¬¬, Ek∼n, E& e Ek¬, a fórmula A ocorre em todos os ra-
mos de T´. 
 Conseqüentemente, nos tableaux T e T´ as fórmulas ∼nA ou ¬A, A1, A2, ..., An (em 
T) e A (em T´),  respectivamente, são geradas diretamente, pelas Regras de Expansão, a 
partir de Γ. 
 Assim, existe um tableau fechado para Γ e, portanto, pela Definição 4.1.9, Γ é fe-
chado. 
 
 2  Suponhamos que o resultado é satisfeito para fórmulas S de complexidade p, p>0.  
 
 
 3  Seja S uma fórmula de complexidade (p+1).  
 
 3.1 Seja S do tipo ¬B, com B de complexidade p.  
 3.1.1 Suponhamos que Γ, ¬B e Γ, ∼n¬B são fechados, considerando que ¬B e 
∼n¬B não são fórmulas de Γ.  
 Se existem tableaux fechados para Γ, ¬B e para Γ, ∼n¬B, então, pelas Regras E∼n¬, 
E¬¬ e E(k) existem tableaux fechados para Γ, ¬B e para Γ, B, B1, B2, ..., Bn. Assim, pelo 
Lema 4.2.1 e Regra E(k), existem tableaux fechados para Γ, ¬B, B1, B2, ..., Bn e para Γ, B, 
B1, B2, ..., Bn. 
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 Se o tableau fechado para Γ, B, B1, B2, ..., Bn  fecha devido a Γ, B, então Γ, B é fe-
chado e, desse modo, pela hipótese de indução, Γ é fechado. 
 Se o tableau fecha devido a B1, B2, ..., Bn então, pelas Regras Ek∼n , E& e Ek¬, a 
fórmula ¬B ocorre em todos os seus ramos. Portanto, pelas  Regras de Expansão, Γ gera 
¬B e, portanto, como Γ, ¬B é fechado, temos que Γ é fechado.   
 
-
 Assim, suponhamos que  Γ, B, (¬B) ¬B) ¬B) Γ, B. 
Como Γ, ¬B é fechado então, pelo Lema 4.2.1, Γ, ¬B, B B B
pela hipótese indutiva, Γ é fechado. 
 
 3.1.2 Suponhamos que Γ, ¬B e Γ, ¬¬B, (¬B)1, (¬B)2, ..., (¬B)n são fechados, con
siderando também que ¬B, ¬¬B e  (¬B)i , para cada i, 1≤i≤n, não são fórmulas de Γ.   
 Como Γ, ¬¬B, (¬B)1, (¬B)2, ..., (¬B)n é fechado então, pela Regras E¬¬, existe 
um tableau fechado T para Γ, B, (¬B)1, (¬B)2, ..., (¬B)n. Se existe um ramo fechado devi-
do a Γ e a qualquer uma das fórmulas (¬B)1, (¬B)2, ..., (¬B)n, então ele é fechado por 
∼n(¬B)1, ..., ou ∼n(¬B)n; ou por ¬(¬B)i, ((¬B)i)1, ..., ((¬B)i)n, para cada i, 1≤i≤n. Em todos 
esses casos, pelas Regras Ek∼n, E&, Ek¬ e E¬¬, as fórmulas B e ¬B ocorrem neste ramo. 
Como ¬B não pode ser gerado a partir de ¬¬B, temos que Γ, pelas Regras de Expansão, 
gera ¬B. Portanto, como Γ, ¬B é fechado, temos que Γ é fechado.  
1, ( 2, ..., ( n é fechado devido a 
1, 2, ..., n é fechado. Portanto, 
 3.2 Seja S do  tipo Bk, k≥1. 
 3.2.1 Suponhamos que Γ, Bk e Γ, ∼n(Bk) são fechados.  
 Como Γ, Bk é fechado e de Bk  só é possível gerar, pela Regra Rk, ¬(Bk-1&¬Bk-1), 
então existe um tableau fechado T cujos ramos são fechados por ∼n(Bk); ou por ¬(Bk), 
(Bk)1, (Bk)2, ..., (Bk)n. Logo, pela Regra Ek∼n, as fórmulas B, ¬B ¬(Bk), (Bk)1, (Bk)2, ..., 
(Bk)n aparecem em todos os ramos de T e, portanto,  Γ gera (Bk)1, (Bk)2, ..., (Bk)n.  
 Como Γ, ∼n(Bk) é fechado, então existe um tableau fechado T´ cujos ramos são fe-
chados por ∼n∼n(Bk); ou por ¬∼n(Bk), (∼n(Bk))1, (∼n(Bk))2, ..., (∼n(Bk))n. Logo, como de 
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∼n(Bk), pelas Regras Ek∼n e Ek¬, só é possível gerar (Bk)(n), B e ¬B, e em todos os ramos 
de T´, pelas Regras E∼n∼k e E¬∼n, ocorre Bk, então Γ gera Bk.  
 Como Γ gera Bk, ¬(Bk), (Bk)1, (Bk)2, ..., (Bk)n, então Γ é fechado. 
 
 
 3.2.2  Suponhamos que existem tableaux fechados para Γ, Bk e Γ, ¬(Bk), (Bk)1, 
(Bk)2, ..., (Bk)n, observando que a partir de ¬(Bk), pela Regra Ek¬, apenas é possível gerar  
B e ¬B.  
 Como Γ, ¬(Bk), (Bk)1, (Bk)2, ..., (Bk)n é fechado, então existe um tableau fechado T 
tal que seus ramos são fechados por ∼n(¬(Bk)); ou por ¬¬(Bk), (¬(Bk))1, (¬(Bk))2, ..., 
(¬(Bk))n; ou ∼n((Bk)i), para todo i, 1≤i≤n; ou ¬((Bk)i),(¬(Bk)i)1, (¬(Bk)i)2, ..., (¬(Bk)i)n, para 
todo i, 1≤i≤n. Então, pelas Regras E∼n¬, E¬¬, Ek∼n e Ek¬, a fórmula Bk aparece em todos 
os ramos de T. Portanto, pelas Regras de Expansão, Γ gera Bk. 
 Como Γ, Bk é fechado e Γ gera Bk, então Γ é fechado. 
 3.3 Seja S do tipo B(k), com k ≥1.  
 3.3.1 Suponhamos que Γ, B(k) e Γ, ∼n(B(k)) são fechados. Observamos que, pela Re-
gra E(k), a partir de B(k) apenas é possível gerar B(k-1), B(k-2), ..., B(1), Bk, Bk-1, ..., B1; e, pela 
Regra E(k)∼n, a partir de ∼n(B(k)) só é possível gerar ¬(B(k)), B e ¬B, para todo k.  
 Como Γ, B(k)  é fechado então, pela Regra E(k), Γ, B1, ..., Bk é fechado. Portanto, 
existe um tableau fechado T tal que todos os seus ramos são fechados por  ∼n(Bi), para 
1≤i≤k; ou por ¬(Bi), (Bi)1, ..., (Bi)n, para todo  i, 1≤i≤k; ou por ∼n(B(k)); ou por ¬(B(k)), 
(B(k))1, ..., (B(k))n. Assim, pelas Regras Ek∼n, Ek¬, E(k)∼n e E(k)¬, as fórmulas B e ¬B 
aparecem em todos os ramos de T, isto é, Γ gera B e ¬B.   
 Como Γ, ∼n(B(k)) é fechado, pela Regra E(k)∼n, temos que Γ, B, ¬B é fechado. En-
tão, como Γ gera B e ¬B, temos que Γ é fechado.  
  
 3.3.2 Suponhamos que Γ, B(k) e Γ, ¬(B(k)), (B(k))1, (B(k))2, ..., (B(k))n são fechados. 
Observamos que, pela Regra E(k)¬, a partir de ¬(B(k)) somente é possível gerar B e ¬B; e 
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que, de (B(k))i, para 1≤i≤k, de fato não é possível gerar qualquer fórmula, a menos de 
¬((B(k))i-1&¬((B(k))i-1)). 
 Como no caso anterior, já que Γ, B(k) é fechado, temos que existe um tableau fecha-
do T tal que as fórmulas B e ¬B aparecem em todos os ramos de T, isto é, Γ gera B e ¬B. 
 Como Γ, ¬(B(k)), (B(k))1, (B(k))2, ..., (B(k))n é fechado, existe um tableau fechado T´ 
tal que os seus ramos são fechados por ∼n¬(B(k)), ou por ∼n(B(k))i, para 1≤i≤n; ou por 
¬¬(B(k)), (¬(B(k)))1, ..., (¬(B(k)))n; ou por ¬(B(k))i, ((B(k))i)1, ..., ((B(k))i)n, para todo i, 1≤i≤n. 
Então, pelas Regras de Expansão, a fórmula B(k) aparece em todos os ramos de T´. Portan-
to, Γ gera B(k).  




1, k, e portanto, 
 3.4  Seja S do  tipo ∼kB, com k≥1. 
 3.4.1 Suponhamos que  Γ, ∼kB e Γ, ∼n∼kB são fechados. 
 3.4.1.1 Se k = n, então, pela Regra E∼n∼k, Γ, B e Γ, ∼nB são fechados. Logo, pela 
hipótese indutiva, Γ é fechado.  
     
 3.4.1.2 Se k < n, então, como Γ, ∼kB é fechado, e de ∼kB só podemos gerar ¬B, B1, 
B2, ...,  Bk, pelas possíveis condições de fechamento a fórmula B ocorre em todos os ramos 
do tableau fechado T, concluímos que de Γ deduzimos B.  
 Como Γ, ∼n∼kB é fechado, pela Regra E∼n∼k, temos que Γ, B é fechado.  
 Logo, temos que Γ é fechado.  
 
 3.4.1.3 Se k > n, como Γ, ∼kB e Γ, ∼n∼kB são fechados, pelas Regras R∼k  e  E∼n∼k,  
Γ, B e Γ, ∼nB são fechados. Logo, pela hipótese indutiva, Γ é fechado.  
   
 3.4.2  Suponhamos que Γ, ∼kB e Γ, ¬∼kB, (∼kB)1, (∼kB)2, ..., (∼kB)n são fechados. 
 Como Γ, ¬∼kB, (∼kB)1, (∼kB)2, ..., (∼kB)n é fechado, então existe um tableau T tal 
que seus ramos são fechados por ∼n(¬∼kB); ou por ¬(¬∼kB), (¬∼kB)1, ..., (¬∼kB)n; ou 
∼n(∼kB)i, para qualquer i, 1≤i≤n; ou por ¬(∼kB)i, ((∼kB)i)1, ..., ((∼kB)i)n, para qualquer i, 
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1≤i≤n. Assim, pelas Regras E∼n¬, E¬¬, Ek∼n e Ek¬, a fórmula ∼kB aparece em todos os 
ramos de T. Como de ¬∼kB só é possível gerarmos B, então, pelas Regras de Expansão, 
∼kB é gerada a partir de Γ.  
 Como Γ, ∼kB é fechado e Γ gera ∼kB, então Γ é fechado.  
 
 3.5 Seja S do  tipo (B&C).    
 3.5.1 Suponhamos que  Γ, (B&C) e Γ, ∼n(B&C) são fechados. 
 Como Γ, (B&C) é fechado então, pela Regra E&, existe um tableau fechado para   
Γ, B, C, isto é, existe um tableau fechado para Γ, B; ou para Γ, C; ou o tableau fechado 
para Γ, B, C depende tanto de B quanto de C, isto é, C é do tipo ∼nB, ¬B, B(n), ou             
Bi, 1≤i≤n (ou B é do tipo ∼nC, ¬C, C(n), ou , Ci, 1≤i≤n). 
 Como existe um tableau fechado para Γ, ∼n(B&C) então, pela Regra DNC∼n, exis-
tem tableaux fechados para Γ, ∼nB  e Γ, ∼nC.  
 Portanto, existem tableaux fechados para Γ, B e Γ, ∼nB; ou para Γ, C e Γ, ∼nC; ou 
para Γ, ∼nB e Γ, ∼n∼nB (e assim, pela Regra E∼n∼k, existe um tableau fechado para Γ, B); 
ou para Γ, ∼nB e Γ, ∼n¬B (e assim, pelas Regras E∼n¬ e E¬¬, existe um tableau fechado 
para Γ, B, B(n)); ou para Γ, ∼nB e Γ, ∼n(B(n)) (e assim, pela Regra E(k)∼n ou Ek∼n, existe um 
tableau fechado para Γ, B, ¬B), tal que nestes últimos dois casos temos que Γ gera B(n) ou 
Γ gera ¬B.  
 
 Observamos que, os casos em que fórmulas do tipo D, ¬D, D1, D2, ..., Dn ocorrem 
como fórmulas geradas a partir de Γ, B e C – em todas as possibilidades possíveis, com as 
fórmulas sendo geradas necessariamente de Γ e B e C – são todos casos particulares dos 
casos anteriormente analisados. Esta observação também se aplica aos casos subseqüentes 
desta demonstração.  
 Portanto, temos que, em todos os casos possíveis, Γ, B e Γ, ∼nB são fechados, ou   
Γ, C e Γ, ∼nC são fechados. Então, pela hipótese indutiva, Γ é fechado. 
 3.5.2  Suponhamos que existem tableaux fechados para Γ, (B&C) e Γ, ¬(B&C), 
(B&C)1, (B&C)2, ... , (B&C)n. 
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 3.5.2.1  Suponhamos que C é distinta de ¬B.  
 Como Γ, ¬(B&C), (B&C)1, (B&C)2, ..., (B&C)n é fechado então, pela Regra 
DNC¬, existe um tableau fechado T para Γ, ¬B, (B&C)1, (B&C)2, ..., (B&C)n e existe um 
tableau fechado T´ para Γ, ¬C, (B&C)1, (B&C)2, ..., (B&C)n. A partir de todas as possíveis 
condições de fechamento para T, temos que a fórmula B aparece em todos os ramos de T; e 
a partir de todas as possíveis condições de fechamento para T´, temos que a fórmula C apa-
rece em todos os ramos de T´. Portanto, temos que Γ gera, pelas Regras de Expansão, B e 
C. 
 Assim, como Γ, B, C é fechado, então Γ é fechado. 
 
 3.5.2.2  Suponhamos que  C é ¬B.  
 Como Γ, ¬(B&C), (B&C)1, (B&C)2, ..., (B&C)n é fechado então, pela Regra Ik,  
existe um tableau fechado T para Γ, B1, (B&¬B)1, (B&¬B)2, ..., (B&¬B)n. A partir de to-
das as possíveis condições de fechamento para T, temos que as fórmulas B e ¬B aparecem 
em todos os ramos de T. Assim, como no caso anterior, Γ gera B e C, e portanto Γ é fechado. 
 
 3.6 Seja S do tipo (B∨C).    
 3.6.1 Suponhamos que  Γ, (B∨C) e Γ, ∼n(B∨C) são fechados. 
 Como Γ, (B∨C) é fechado então, pela Regra E∨, Γ, B e Γ, C são fechados e, portan-
to, existe um tableau fechado T para Γ, B e existe um tableau fechado T´ para Γ, C. 
 A partir de todas as possíveis condições de fechamento para T, temos que Γ gera, 
pelas Regras de Expansão, ∼nB (ou ¬B, B1, B2, ..., Bn); e a partir de todas as possíveis con-
dições de fechamento para T´, temos que Γ gera ∼nC (ou ¬C, C1, C2, ..., Cn). 
 Como Γ, ∼n(B∨C) é fechado então, pela Regra DND∼n, temos que Γ, ∼nB, ∼nC é 
fechado.  
 Portanto, como Γ gera ∼nB  e ∼nC, então Γ é fechado. 
 
 3.6.2 Suponhamos que existem tableaux fechados para Γ, (B∨C) e Γ, ¬(B∨C), 
(B∨C)1, (B∨C)2, ..., (B∨C)n. 
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 Como Γ, ¬(B∨C), (B∨C)1, (B∨C)2, ..., (B∨C)n é fechado, então existe um tableau 
fechado T para este conjunto de fórmulas. A partir de todas as possíveis condições de fe-
chamento para T, temos que a fórmula (B∨C) aparece em todos os ramos de T.  
 Todavia, a partir de ¬(B∨C), pela Regra DND¬ somente podemos gerar a fórmula 
¬(B(n)&C(n)) ou a fórmula (¬B&¬C) e, conseqüentemente, as fórmulas B e ¬B, ou as  
fórmulas C e ¬C, ou as fórmulas ¬B e ¬C. Portanto, a partir de ¬(B∨C), (B∨C)1, (B∨C)2, 
..., (B∨C)n não podemos gerar, pelas Regras de Expansão, a fórmula (B∨C). 
 Assim, Γ gera, pelas Regras de Expansão, (B∨C). 
 Mas, pela hipótese, Γ, (B∨C) é fechado. Desse modo, pelo caso anterior, Γ é fechado. 
 
 3.7 Seja S do tipo (B⊃C).  
 3.7.1 Suponhamos que  Γ, (B⊃C) e Γ, ∼n(B⊃C) são fechados.   
 Como Γ, (B⊃C) é fechado então, pela Regra E⊃, Γ, ∼nB e Γ, C são fechados. 
 Como Γ, ∼n(B⊃C) é fechado então, pela Regra DNI∼n, Γ, B, ∼nC é fechado. 
 Como Γ, ∼nB é fechado, então existe um tableau T fechado para Γ, ∼nB. A partir de 
todas as possíveis condições de fechamento para T, temos que do conjunto de fórmulas Γ 
geramos B. 
 Com Γ, C é fechado, então existe um tableau fechado T´ para Γ, C. A partir de to-
das as possíveis condições de fechamento para T´, temos que do conjunto de fórmulas Γ 
geramos ∼nC. 
 Mas, Γ, B, ∼nC é fechado e, portanto, Γ é fechado. 
 
   3.7.2 Suponhamos que existem tableaux fechados para Γ, (B⊃C) e Γ, ¬(B⊃C), 
(B⊃C)1, (B⊃C)2, ..., (B⊃C)n.  
 Como Γ, ¬(B⊃C), (B⊃C)1, (B⊃C)2, ..., (B⊃C)n é fechado, então existe um tableau 
fechado T para este conjunto de fórmulas. A partir de todas as possíveis condições de fe-
chamento para T, temos que a fórmula (B⊃C) aparece em todos os ramos de  T. 
 Entretanto, a partir de ¬(B⊃C), pela Regra DNI¬, somente podemos gerar a fórmu-
la ¬(B(n)&C(n)) ou a fórmula (B&¬C) e, conseqüentemente, as fórmulas B e ¬B, ou as 
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fórmulas C e ¬C, ou as fórmulas B e ¬C. Portanto, a partir de ¬(B⊃C), (B⊃C)1, (B⊃C)2, 
..., (B⊃C)n  não podemos gerar, pelas Regras de Expansão, a fórmula (B⊃C). 
 Assim, Γ gera, pelas Regras de Expansão, a fórmula (B⊃C).  






 Portanto, pelos casos 1-3, demonstramos que  se Γ, S e  Γ, ∼nS são fechados, ou Γ, S 
e  Γ, S, ¬S, S1, S2, ..., Sn são fechados, então Γ é fechado.      
4.3 A EQUIVALÊNCIA LÓGICA ENTRE OS SISTEMAS DA HIE-
RARQUIA TNDCn, 1≤n<ω, E OS CORRESPONDENTES SISTEMAS 
AXIOMÁTICOS Cn, 1≤n<ω, DE DA COSTA 
 Baseados na Regra do Corte para TNDCn, 1≤n<ω, demonstraremos a equivalência 
entre os sistemas paraconsistentes Cn, 1≤n<ω, de da Costa e os correspondentes TNDCn. 
Teorema 4.3.1  Se  Γ 0Cn S,  então Γ 0TNDCn S,  para cada n, 1≤n<ω. 
 
Demonstração: 
  Suponhamos que  Γ 0Cn S.   
 Se S∈Γ então, para cada n, 1 ≤ n < ω, é imediato que Γ 0TNDCn S. Assim, suponha-
mos que  S não está em Γ. 
 1  Seja S um  esquema de axioma de Cn, 1≤n<ω. 
 Demonstraremos que Γ 0TNDCn S, isto é, devemos demonstrar que Γ, ∼nS é fechado 
em TNDCn, 1≤n<ω.  
 Aqui, daremos apenas as provas para os esquemas de Axiomas 11n a 14n. Essas pro-




 Lembremos que as regras usadas na geração dos nós são indicadas imediatamente à 
direita do nó gerado pela regra; os números à esquerda de cada nó foram acrescentados para 











 1.1 Seja S o Axioma 11n, isto é, S é A(n)⊃((B⊃A)⊃((B⊃¬A)⊃¬B)). Geraremos um 
tableau fechado, cujo nó inicial,  Γ, ∼nS, constitui o passo 1 abaixo. 
  1    Γ, ∼n(A(n)⊃((B⊃A)⊃((B⊃¬A)⊃¬B))  
  2    Γ, A(n)         
  3    Γ, ∼n(((B⊃A)⊃((B⊃¬A)⊃¬B))) 
  4    Γ, (B⊃A)  
  5    Γ, ∼n((B⊃¬A)⊃¬B)       
  6    Γ, (B⊃¬A) 
  7    Γ, ∼n¬B 
  8   Γ, ¬¬B 
  9   Γ, B(n) 
  10   Γ, B 
  Γ, An  
  12   Γ, A(n-1)   
  13   Γ, An-1 
  14   Γ, A(n-2) 
  15   Γ, An-2  
  ⋮   ⋮ 
  i-1    Γ, A(1) 
  i    Γ, A1  i-1, E(1) 
 i+1 Γ, ∼nB    i+2 Γ, A   
  *       i+3  Γ, ∼nB     i+4 Γ, ¬A 
           *      * 
 O tableau fecha no primeiro e segundo ramos pelas fórmulas ∼nB e B, que ocorrem 
nos nós 10 e (i+1), 10 e (i+3), respectivamente; no terceiro ramo fecha pelas fórmulas An,    
An-1, ...., A1, A e ¬A, que ocorrem nos nós 11, 13, 15, ..., i, (i+2) e (i+4). 
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 Nesta árvore, 1 inicializa o tableau; 2 e 3 são obtidos de 1 pela Regra DNI∼n; 4 e 5 
são obtidos de 3 pela Regra DNI∼n; 6 e 7 são obtidos de 5 pela Regra DNI∼n; 8 e 9 são ob-
tidos de 7 pela Regra E∼n¬;  10 é obtido de 8 pela Regra E¬¬; 11 e 12, 13 e 15,..., i-2 e i-1, 
são obtidos de 2, 12, 14, ..., i-3, por sucessivas aplicações da Regra E(k), respectivamente; i 
é obtido de i-1 pela Regra E(1); i+1 e i+2 são obtidos de i+1 de 4 Regra E⊃; i+3, i+4 são 





 1.2 Seja S o Axioma 12n, isto é, S é (A(n)&B(n))⊃((A&B)(n)). 
  1       Γ, ∼n((A(n)&B(n))⊃((A&B)(n))) 
  2       Γ, (A(n)&B(n))   
  3       Γ, ∼n((A&B)(n)) 
  4       Γ, (A&B) 
  5       Γ, ¬(A&B) 
  6       Γ, A(n) 
  7       Γ, B(n) 
  8       Γ, An 
  9      Γ, A(n-1) 
  10      Γ, An-1 
  11      Γ, A(n-2) 
  ⋮         ⋮ 
  i-3      Γ, A(2) 
  i-2      Γ, A2 
  i-1      Γ, A(1)   
  i      Γ, A1   
  i+1      Γ, Bn 
  i+2      Γ, B(n-1) 
  i+3      Γ, Bn-1 
  i+4      Γ, B(n-2) 
  ⋮         ⋮ 
  i+(s-3)      Γ, B(2) 
 233
 
  i+(s-2)       Γ, B2 




   5 Γ, ¬(A∨B) 
  i+s       Γ, B1    
  i+s+3       Γ, A 
  i+s+4       Γ, B 
 i+s+5 Γ, ¬A            i+s+6  Γ, ¬B  
    *               * 
 O tableau fecha no primeiro ramo pelas fórmulas An, An-1, ...., A1, A e ¬A, que o-
correm nos nós 8, 10, 12, ... , i, (i+s+3) e (i+s+5); e no segundo ramo pelas fórmulas Bn,   
Bn-1, ...., B1, B e ¬B, que ocorrem nos nós (i+1), (i+3), (i+5), ..., (i+s), (i+s+4) e (i+s+6). 
 Nesta árvore, 2 e 3 são obtidos de 1 pela Regra DNI∼n; 4 e 5, de 3, pela Regra 
E(k)∼n; 6 e 7, de 2, por E&; 8 e 9, 10 e 11, ..., i+(s-2), i+(s-1), são obtidos de 6, 9, ... , i-3 
por sucessivas aplicações da Regra E(k), respectivamente; i é obtido de i-1 pela Regra E(1); 
(i+1) e (i+2), (i+3) e (i+4), ..., (i+(s-2) e i+(s-1) são obtidos de 7, (i+2), ... , i+s(-3) por su-
cessivas aplicações da Regra E(k), respectivamente; i+s é obtido de i+(s-1) pela Regra 
E(1); (i+s+5) e (i+s+6), de 5, pela Regra DNC¬. 
 1.3 Seja S o Axioma 13n, isto é, S é (A(n)&B(n))⊃((A∨B)(n)). 
   1 Γ, ∼n((A(n)&B(n))⊃((A∨B)(n))) 
   2 Γ, (A(n)&B(n))   
   3 Γ, ∼n((A∨B)(n)) 
   4 Γ, (A∨B) 
   6 Γ, A(n) 
   7 Γ, B(n) 
   8 Γ, An 
   9 Γ, A(n-1) 
   10 Γ, An-1 
   11 Γ, A(n-2) 
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   ⋮    ⋮ 
   i-3   Γ, A(2) 
   i-2   Γ, A2 
   i-1   Γ, A(1)  
   i+(s-2)  Γ, B
 
   i   Γ, A1 
   i+1   Γ, Bn 
   i+2   Γ, B(n-1) 
   i+3   Γ, Bn-1 
   i+4   Γ, B(n-2) 
   ⋮     ⋮ 
   i+(s-3)  Γ, B(2) 
2 
   i+(s-1)  Γ, B(1)    
   i+s  Γ, B1  
  i+s+1     Γ, A             i+s+2    Γ, B 
i+s+3 Γ, ¬(A(n)&B(n))             i+s+4    Γ, ¬A&¬B 
               i+s+11  Γ, ¬A 
i+s+5  Γ, ¬(A(n))        i+s+6  Γ, ¬(B(n))             *  
i+s+7   Γ, A            i+s+9   Γ, B     
i+s+8 Γ, ¬A            i+s+10 Γ, ¬B 
   *                 *    i+s+12  Γ, ¬(A(n)&B(n)) i+s+13    Γ, ¬A&¬B 
   i+s+14 Γ, ¬(A(n)) i+s+15    Γ, ¬(B(n)) i+s+20    Γ, ¬A 
        i+s+16 Γ, A         i+s+18    Γ, B   i+s+21    Γ, ¬B 
   i+s+17 Γ, ¬A         i+s+19    Γ, ¬B       * 
      *         * 
 O tableau fecha no primeiro, terceiro e quarto ramos pelas fórmulas An, An-1, ... , A1, 
A e ¬A, que ocorrem nos nós 8, 10, 12, ... , i-2, i, (i+s+1) e (i+s+8), nos nós 8, 10, 12, ... ,  
i-2, i, (i+s+1) e (i+s+11), nos nós 8, 10, 12, ..., i-2, i,  (i+s+16) e (i+s+17), respectivamente; 
no segundo, quinto e sexto ramo fecha pelas fórmulas Bn, Bn-1, ...., B1, B e ¬B, que ocor-
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rem nos nós (i+1), (i+3), (i+5), ..., i+(s-2), (i+s), (i+s+9) e (i+s+10), nos nós (i+1), (i+3), 
(i+5), ..., i+(s-2), (i+s), (i+s+18) e (i+s+19), e nos nós (i+1), (i+3), (i+5), ..., i+(s-2), (i+s), 
(i+s+2), (i+s+21), respectivamente. 
 Nesta árvore, 2 e 3 são obtidos de 1 pela Regra DNI∼n; 4 e 5, de 3, pela Regra 
E(k)∼n; 8 e 9, 10 e 11, ..., (i-2), (i+1), são obtidos de 6, 9, ... , (i-3) por sucessivas aplicações 
da Regra E(k), respectivamente; i é obtido de i-1 por E(1);  (i+1) e (i+2), (i+3) e (i+4), ... , 
i+(s-2) e i+(s-1) são obtidos de 7, (i+2), (i+4), ... , i+(s-3)  por sucessivas aplicações da Re-
gra E(k), respectivamente; i+s é obtido de i+(s-1) por E(1); i+s+1 e i+s+2, de 4, pela Regra 
E∨; i+s+3 e i+s+4, de 5, pela Regra DND¬; i+s+5 e i+s+6, de i+s+3, pela Regra DNC¬; 
i+s+7 e i+s+8 são obtidos de i+s+5, pela Regra E(k)¬; i+s+9 e i+s+10, de i+s+6, pela Re-
gra E(k)¬; i+s+11 é obtido de i+s+4, pela Regra E&; i+s+12 e i+s+13, de 5, pela Regra 
DND¬; i+s+14 e i+s+15, de i+s+12, pela Regra DNC¬; i+s+16 e i+s+17, de i+s+14, pela 
Regra E(k)¬; i+s+18 e i+s+19, de i+s+15, pela Regra E(k)¬; i+s+20 e i+s+21 são obtidos 




 1.4 Seja S o Axioma 14n, isto é, S é (A(n)&B(n))⊃((A⊃B)(n)).  
    1 Γ, ∼n((A(n)&B(n))⊃((A∨B)(n))) 
   2 Γ, (A(n)&B(n))   
   3 Γ, ∼n((A⊃B)(n)) 
   4 Γ, (A⊃B) 
   5 Γ, ¬(A⊃B) 
   6 Γ, A(n) 
   7 Γ, B(n) 
   8 Γ, An 
   9 Γ, A(n-1) 
   10 Γ, An-1 
   11 Γ, A(n-2) 
   ⋮    ⋮ 
   i-3   Γ, A(2) 
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   i-2   Γ, A2 
   i-1   Γ, A(1) 
   i   Γ, A1  
   i+1   Γ, Bn 
   i+2   Γ, B(n-1) 
   i+3   Γ, Bn-1 
   i+4   Γ, B(n-2) 
   ⋮     ⋮ 
   i+(s-3)  Γ, B(2) 
   i+(s-2)  Γ, B2 
   i+(s-1)  Γ, B(1) 
   i+s  Γ, B1  
 
 
  i+s+1     Γ, ∼n A    i+s+2    Γ, B  
i+s+3 Γ, ¬(A(n)&B(n))             i+s+4    Γ, A&¬B 
               i+s+10  Γ, A 
i+s+5  Γ, ¬(A(n))       i+s+6  Γ, ¬(B(n))             *  
i+s+7   Γ, A            i+s+8   Γ, B     
 *            i+s+9 Γ, ¬B 
                    *    i+s+11  Γ, ¬(A(n)&B(n)) i+s+12    Γ, A&¬B 
   i+s+13 Γ, ¬(A(n)) i+s+14    Γ, ¬(B(n)) i+s+19    Γ, A 
        i+s+15 Γ, A         i+s+17    Γ, B   i+s+20    Γ, ¬B 
   i+s+16 Γ, ¬A         i+s+18    Γ, ¬B       * 
      *         * 
 O tableau fecha no primeiro e terceiro ramos pelas fórmulas ∼nA e A, que ocorrem 
nos nós (i+s+1), (i+s+7) e (i+s+10); no segundo, quinto e sexto ramo pelas fórmulas Bn,   
Bn-1, ...., B1, B e ¬B, que ocorrem nos nós (i+1), (i+3), (i+5), ..., i+(s-2), (i+s), (i+s+8), 
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(i+s+9),  (i+s+2), (i+s+18) e (i+s+20); no quarto ramo pelas fórmulas An, An-1, ...., A1, A e 
¬A, que ocorrem nos nós 8, 10, 12, ..., i-2, i, (i+s+15), (i+s+16). 
 Nesta árvore, 2 e 3 são obtidos de 1 pela Regra DNI∼n; 4 e 5, de 3, pela Regra 
E(k)∼n; 8 e 9, 10 e 11, ..., i-2, i-1, são obtidos de 6, 9, ... , i-3 por sucessivas aplicações da 
Regra E(k), respectivamente; i é obtido de i-1 por E(1);  (i+1) e (i+2), (i+3) e (i+4), ... , 
i+(s-2) e i+(s-1) são obtidos de 7, (i+2), (i+4), ... , i+(s-3) por sucessivas aplicações da Re-
gra E(k), respectivamente; i+s é obtido de i+(s-1) por E(1);  i+s+1 e i+s+2, de 4, pela Regra 
E⊃; i+s+3 e i+s+4, de 5, pela Regra DNI¬; i+s+5 e i+s+6, de i+s+3, pela Regra DNC¬; 
i+s+7 é obtido de i+s+5, pela Regra E(k)¬; i+s+8 e i+s+9, de i+s+6, pela Regra E(k)¬; 
i+s+10 é obtido de i+s+4, pela Regra E&; i+s+11 e i+s+12, de 5, pela Regra DNI¬; i+s+13 
e i+s+14, de i+s+11, pela Regra DNC¬; i+s+15 e i+s+16, de i+s+13, pela Regra E(k)¬; 




 2. Agora, consideremos que a fórmula S é conseqüência de fórmulas precedentes na 
prova, em Cn, 1≤n<ω, por Modus Ponens; isto é, temos que Γ 0 CnS  é uma conseqüência 
de  Γ 0 Cn A  e  Γ 0 Cn A⊃S. Então, como temos que  Γ 0 TNDCnA e Γ 0 TNDCn A⊃S, portan-
to, os conjuntos Γ∪{∼nA} e Γ∪{∼n(A⊃S)} são fechados em TNDCn, e assim, por DNI∼n, 
Γ∪{∼nA} e Γ∪{A, ∼nS} são fechados. Conseqüentemente, Γ, ∼nS, A e Γ, ∼nS, ∼nA são fe-
chados e, pela Regra do Corte, Γ, ∼nS é fechado. Portanto, Γ gera S em TNDCn, 1≤n<ω, 
isto é, Γ  0 TNDCn S.           
Observação 4.3.2  O Metateorema da Dedução (Teorema 1.1.8) é demonstrável em Cn, 
1≤n≤ω. Logo, podemos transformar toda prova de S a partir de um subconjunto finito     
{A1, A2, ..., Ak} de fórmulas de Γ, numa prova de A1⊃A2⊃...⊃Ak⊃S, em Cn. Então, a partir 
de Γ 0 CnS temos que 0CnA1⊃A2⊃...⊃Ak⊃S e, pelo Teorema 4.3.1, segue-se que         
0TNDCnA1⊃A2⊃... ⊃Ak⊃S.  
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 Agora, suponhamos que 0TNDCnA1⊃A2⊃...⊃Ak⊃S. Então, {∼n(A1⊃A2⊃...⊃Ak⊃S)} 
é fechado e, assim, por DNI∼n, temos que {A1, A2 ... , Ak, ∼nS} é fechado, isto é,             






Teorema 4.3.3  Se  Γ 0TNDCn S , então  Γ 0Cn S. 
 
Demonstração: 
 Suponhamos que  Γ 0TNDCn S. Se S∈Γ, então Γ 0Cn S é imediato. Assim, suponha-
mos que  S não está em Γ.  
 Para demonstrar o teorema, consideremos S como uma fórmula gerada a partir de Γ 
pelas regras de expansão de TNDCn, 1≤n<ω. 
 Transformaremos cada Regra de Expansão de TNDCn, 1≤n<ω, na correspondente 
prova válida em Cn, 1≤n<ω. Isto é, as regras de tipo conjuntivo, disjuntivo e especiais serão 
transformadas nas provas de α 0Cn(δi
j)&(δi+1j); β 0Cn(δi
j)∨(δi+1j); γ 0Cn(δi
j), ϕ1, ..., ϕn 0Cn δi
j  
e ε 0Cn(δi
j), respectivamente.  
 Apenas apresentaremos as provas relativas a algumas das Regras de Expansão en-
volvendo as negações fraca e forte, e o operador “k”. 
 1. Seja S do tipo (A&¬A), gerada, em TNDCn, 1≤n<ω, a partir de ¬(A(k)), pela Re-
gra E(k)¬.  Devemos demonstrar que ¬(A(k)) 0Cn (A&¬A).     
 A demonstração é imediata, pelo  Teorema 1.1.9(iii) e pelo Metateorema da Dedu-
ção (MtD).  
 2. Seja S do tipo ¬¬A&(A)(n), gerada, em TNDCn, 1≤n<ω, a partir de ∼n¬A, por 
E∼n¬. Demonstraremos que ∼n¬A 0Cn ¬¬A&(A)
(n).  
 1. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn ∼n(¬¬A&(A)
(n))   propriedade de 0Cn  
 2. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn ∼n¬¬A∨∼n((A)
(n))     1, Teorema 1.1.9(i) 
 3. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn ∼n¬A     propriedade de 0Cn
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 4. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn ¬¬A&(¬A)
(n)     3, Definição 1.1.4 
 5. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn  ¬¬A      4, Axioma 3, MP 
 6. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn ∼n((A)




 7. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn ¬((A)
(n))&(((A)(n))(n))    6, Definição 1.1.4 
 8. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn ¬((A)
(n)))      7, Axioma 3, MP 
 9. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn ¬A       8, (1), Axioma 4, MP 
 10. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn¬A&∼n¬A      9, 3, Axioma 5, MP 
 11. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn ¬A&(¬¬A&(¬A)
(n))  10, Definição 1.1.4   
 12. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn (¬A&(¬¬A&(¬A)
(n)))⊃(¬¬A&(A)(n))  
           Teorema 1.1.9(vii) 
 13. ∼n¬A , ∼n(¬¬A&(A)(n)) 0Cn (¬¬A&(A)
(n))     11, 12, MP 
 14. ∼n¬A 0Cn(∼n(¬¬A&(A)
(n)))⊃(¬¬A&(A)(n)))     13, MtD 
 15. ∼n¬A 0Cn (¬∼n(¬¬A&(A)
(n)))∨(¬¬A&(A)(n)))     14, Teorema 1.1.9(i), MP  
 16. ∼n¬A 0Cn (¬¬A&(A)
(n)))⊃(¬¬A&(A)(n)))     Teorema 1.1.6 
 17. ∼n¬A 0Cn (¬¬A&(A)
(n))        15, Teorema 1.1.9(xi), 16, 
         Axioma  8, MP  
 3. Seja S do tipo ((Ak-1)&¬(Ak-1)), gerada, em TNDCn, 1≤n<ω, a partir de ¬(Ak), por 
Ek¬,  k>1. Demonstraremos que ¬(Ak) 0Cn ((A
k-1)&¬(Ak-1)).  
 1. ¬(Ak) 0Cn ¬(A
k) 
 2. ¬(Ak) 0Cn ¬(¬((A
k-1)&¬(Ak-1)))       1, Definição 1.1.2 
 3. ¬(Ak) 0Cn (A
k-1)&¬(Ak-1)        2, Axioma 9, MP 
 4. Seja S do tipo (A&¬A), gerada, em TNDCn, 1≤n<ω, de ¬(A(k)), por E(k)¬. De-
monstraremos que ¬(A(k)) 0Cn (A&¬A).     








 5. Seja S do tipo ¬(A(n)&B(n)) ou (¬A&¬B), gerada, em TNDCn, 1≤n<ω, de 
¬(A∨B), por DND¬. Demonstraremos que ¬(A∨B) 0Cn ¬(A
(n)&B(n))∨ (¬A&¬B).  
 1.    0Cn (A
(n)&B(n))&¬(A∨B))⊃(¬A&¬B)   Teorema 1.1.9(v) 
 2.    0Cn  (¬(A∨B)&(A
(n)&B(n))⊃(¬A&¬B))  1, Teorema 1.1.6 
 3.    0Cn ¬(A∨B)⊃((A
(n)&B(n))⊃(¬A&¬B))   2, Teorema 1.1.6 
 4.    ¬(A∨B) 0Cn ((A
(n)&B(n))⊃(¬A&¬B))    3, MtD 
 5.   ¬(A∨B) 0Cn ¬(A
(n)&B(n))∨ (¬A&¬B)   4, Teorema 1.1.9(viii), MP 
 6.  Seja S do tipo ¬(A(n)&B(n)) ou (A&¬B), gerada, em TNDCn, 1≤n<ω, de 
¬(A⊃B), por DNI¬. Demonstraremos que ¬(A⊃B) 0Cn  ¬(A
(n)&B(n))∨ (A&¬B).  
 1.    0Cn (A
(n)&B(n))&¬(A⊃B))⊃(A&¬B)   Teorema 1.1.9(vi) 
 2.    0Cn (¬(A⊃B)&(A
(n)&B(n))⊃(A&¬B))     1, Teorema 1.1.6 
 3.    0Cn ¬(A⊃B)⊃((A
(n)&B(n))⊃(A&¬B))   2, Teorema 1.1.6 
 4.    ¬(A⊃B) 0Cn ((A
(n)&B(n))⊃(A&¬B))    3, MtD 
 5.    ¬(A⊃B) 0Cn  ¬(A
(n)&B(n))∨ (A&¬B)   4, Teorema 1.1.9(viii), MP 
 7 Seja S do tipo ¬(Ak), gerada, da partir de ∼n(Ak), por Ek∼n (k ≥ 1). Demonstrare-
mos que  ∼n(Ak) 0Cn ¬(A
k).    
 A demonstração é imediata, pela Definição 1.1.4 e Axioma 3. 
 8 Seja S do tipo (A&¬A), gerada, em TNDCn, 1≤n<ω,  de ∼n(A(k)), por E(k)∼n, com 
k>1. Demonstraremos que  ∼n(A(k)) 0Cn  (A&¬A).         
 1. ∼n(A(k)), ∼n(A&¬A) 0Cn  ∼n(A
(k))    propriedade de 0Cn  
 2. ∼n(A(k)), ∼n(A&¬A) 0Cn ¬(A
(k))&((A(k))(n))  1, Definição 1.1.4 
 3. ∼n(A(k)), ∼n(A&¬A) 0Cn ¬(A
(k))    2, Axioma 3  
 4. ∼n(A(k)), ∼n(A&¬A) 0Cn  (A&¬A)   3, Teorema 1.1.9(iii), MP 
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 5. ∼n(A(k))  0Cn  ∼n(A&¬A)⊃(A&¬A)   4, MtD 
 6. ∼n(A(k))  0Cn  ¬∼n(A&¬A)∨(A&¬A)   5, Teorema 1.1.9(viii), MP 
 7. ∼n(A(k))  0Cn  ¬∼n(A&¬A)⊃(A&¬A)   Teorema 1.1.9(xi), Defi-
         nição 1.1.5, Axioma 3, MP 
 8. ∼n(A(k))  0Cn  (A&¬A)⊃(A&¬A)     Teorema 1.1.6 






 9. Seja S do tipo (A
k&A(k-1)), gerada, em TNDCn, 1≤n<ω, de A(k), por E(k), com 
k>1. Demonstraremos que A(k) 0Cn  (A
k&A(k-1)).   
 A demonstração é imediata, pela Definição 1.1.3. 
 10. Seja S de tipo (¬A∨¬B), gerada, em TNDCn, 1≤n<ω, de ¬(A&B), por DNC¬, 
onde B é distinta de ¬A. Demonstraremos que ¬(A&B) 0Cn (¬A∨¬B). 
 A demonstração é imediata, pelo Teorema 1.1.9 (i). 
 11.  Seja S do tipo A, gerada, em TNDCn, 1≤n<ω, de ¬∼kA, por E¬∼k (k≥1). De-
monstraremos que  ¬∼kA 0Cn A.   
 1.  ¬∼kA, ∼nA 0Cn ¬∼kA      propriedade de 0Cn  
 2. ¬∼kA, ∼nA 0Cn ¬(¬A&A
(k))       1, Definição 1.1.4 
 3. ¬∼kA, ∼nA 0Cn ¬¬A∨¬(A
(k))       2, Teorema 1.1.9(i), MP 
 4. ¬∼kA, ∼nA 0Cn ¬¬A⊃A       Axioma 9 
 5. ¬∼kA, ∼nA 0Cn ¬(A
(k))⊃A&¬A       Teorema 1.1.9(iii)  
 6. ¬∼kA, ∼nA 0Cn A&¬A⊃A        Axioma 3 
 7. ¬∼kA, ∼nA 0Cn ¬(A
(k))⊃A       5, 6, transitividade de  ⊃ 
 8. ¬∼kA, ∼nA 0Cn A         4, 7, 3, Axioma 8, MP 
 9. ¬∼kA 0Cn ∼nA⊃A         8, MtD 
 10. ¬∼kA 0Cn  A⊃A      Teorema 1.1.6 
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 11. ¬∼kA 0Cn A∨∼nA         Teorema 1.1.13 (v)  








 12. Seja S do tipo A, gerada, em TNDCn, 1≤n<ω, de ∼n∼kA, por E∼n∼k (k≥1). De-
monstraremos que ∼n∼kA 0Cn A.    
 O resultado é imediato, pela Definição 1.1.4 e (11).   
 13. Seja S do tipo (Ak), gerada, em TNDCn, 1≤n<ω, de ¬(Ak-1&¬Ak-1), por Ik. De-
monstraremos que ¬(Ak-1&¬Ak-1) 0Cn (A
k).  
 O resultado é imediato, pela Definição 1.1.2.     
Observação 4.3.4 O Metateorema da Dedução para os sistemas TNDCn, 1≤n<ω, é facil-
mente demonstrado. Se Γ, A 0 TNDCnS então, pelo Teorema 4.3.3,  Γ, A 0 CnS e, pelo Teo-
rema 1.1.8, Γ  0Cn A⊃S; portanto, pelo Teorema 4.3.1, Γ  0TNDCn A⊃S. 
 Por outro lado, suponhamos que  Γ  0TNDCn A⊃S. Então,  Γ, ∼n(A⊃S) é fechado e, 
portanto, pela Regra DNI∼n,  Γ, A, ∼nS é fechado. Conseqüentemente, Γ, A 0 TNDCnS. 
 Logo, em cada TNDCn, 1≤n<ω, temos o seguinte resultado:  
Γ, A 0 TNDCnS se, e somente se, Γ  0TNDCn A⊃S.     
Teorema 4.3.5  Os sistemas TNDCn, 1≤n<ω, constituem uma hierarquia de sistemas de 
tableaux, tal que cada sistema TNDCn  é equivalente ao correspondente sistema paraconsis-
tente  Cn, 1≤n<ω, de da Costa.  
 
Demonstração:   
 É uma conseqüência imediata dos Teoremas 4.3.1 e 4.3.3.     
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 Como, pela Observação 4.3.4 e Teorema 4.3.5, cada sistema TNDCn, 1≤n<ω, é e-
quivalente ao correspondente Cn, 1≤n<ω, os resultados sintáticos e semânticos relativos aos 
TNDCn são imediatos. 
 Assim sendo, a correção e completude de nossos sistemas de tableaux são imedia-
tas. 
 Além disso, a decidibilidade de TNDCn, 1≤n<ω, também pode ser demonstrada, a 
partir das características das Regras de Expansão dos sistemas. 
 Para toda fórmula S devemos poder verificar, em um número finito de passos, se 
∼nS é fechado, ou se ∼nS não é fechado; para todo tableau para ∼nS, no caso quando ∼nS  
não é fechado, devemos gerar pelo menos um ramo finito completo e aberto.  






















5. CONSIDERAÇÕES FINAIS 
 
 
 Neste trabalho, demonstramos que os sistemas de dedução natural DNCn e DNCn*, 
1≤n≤ω, introduzidos à la Fitch, constituem hierarquias de sistemas lógicos não-triviais, 
equivalentes aos sistemas correspondentes das hierarquias Cn e Cn*, 1≤n≤ω, de da Costa. 
Nesses sistemas, as condições para a “propagação do bom comportamento” são derivadas.  
 Demonstramos um Teorema de Normalização, à la Fitch, para as provas categóricas  
dos sistemas DNCn e DNCn*, 1≤n≤ω.  Como conseqüência da normalização, demonstra-
mos diretamente a consistência, a não-trivialização e um princípio de subfórmula adequado 
aos sistemas proposicionais DNCn, 1≤n≤ω, e aos sistemas quantificacionais DNCn*, 
1≤n≤ω. 
 Também foram introduzidos os sistemas de tableaux analíticos TNDCn, 1≤n<ω, nos 
quais o operador definido “o” (“bola”) de da Costa, os operadores “k” reiterados de nível k, 
os operadores generalizados “(k)”, e as negações “∼k”, k≥1, foram considerados operadores 
primitivos, diferentemente do que tem sido feito na literatura, onde esses operadores são 
usualmente definidos.  
 Através da demonstração da Regra do Corte para os sistemas TNDCn, 1≤n<ω, de-
monstramos que cada sistema da hierarquia TNDCn, 1≤n<ω, é equivalente ao correspon-
dente sistema paraconsistente Cn, 1≤n<ω, de da Costa.   
 Nos sistemas de tableaux TNDCn, 1≤n<ω, existem regras específicas que operam 
objetivamente com todos os operadores e, desse modo, os ramos dos tableaux são unívoca e 
automaticamente gerados. Nos tableaux dos sistemas TNDCn, 1≤n<ω, retornos infinitos 
não ocorrem.  
 Nos sistemas de tableaux TNDCn são definidas duas condições para o fechamento 
dos ramos dos tableaux, diferentemente do que é usual na literatura. 
 Na hierarquia de sistemas TNDCn, 1≤n<ω, também demonstramos resultados que 




 Pretendemos dar continuidade ao trabalho desenvolvido e, baseados nos resultados 
já obtidos, projetamos: 
 
• Estender a normalização, à la Fitch, para provas não-categóricas, o que parece bas-
tante natural, face às  características das provas subordinadas.  Observamos que toda 






• Estudar as relações entre as especificidades dos métodos de normalização de Fitch 
1952 e de Prawitz 1965, em particular para os sistemas correspondentes às hierar-
quias Cn e Cn*, 1≤n≤ω, de da Costa. 
• Demonstrar um Teorema de Normalização Forte para as hierarquias DNCn e 
DNCn*, 1≤n≤ω. 
• Desenvolver hierarquias de sistemas de seqüentes para as hierarquias de sistemas Cn 
e Cn*, 1≤n≤ω, de da Costa. 
• Introduzir o sistema de tableaux analíticos TNDCω, correspondente ao sistema Cω 
de da Costa.  
• Estender o método de tableaux analíticos para a construção da hierarquia de siste-
mas quantificacionais de tableaux analíticos TNDCn*, 1≤n≤ω, correspondentes aos 








ANEXO 1 - SISTEMAS DE DEDUÇÃO NATURAL PARA OS 




 Neste anexo, apresentamos resumidamente os sistemas de dedução natural, presen-
tes na literatura, associados aos cálculos proposicionais paraconsistentes Cn, 1≤n≤ω, ao 
cálculo proposicional paraconsistente Cω, e ao cálculo quantificacional paraconsistente 
Cω*, de da Costa.  
 Primeiramente, introduzimos os sistemas de dedução natural para os cálculos       
Cn, 1≤n≤ω,  de Alves 1976. 
 A seguir, introduzimos os sistemas de Raggio 1978, denominados NCω e NCω*.  
 Em 1990, Béziau introduziu o sistema de dedução natural M1, equivalente a C1, e 
uma sua variante M’1. Aqui, apresentamos esses sistemas. 
 Por último, introduzimos o sistema de dedução natural de Moura 2002, para Cω, 
denominado NNCω. 
  
1. OS SISTEMAS DE DEDUÇÃO NATURAL DE ALVES 
 Alves 1976 introduz sistemas de dedução natural, à la Gentzen, para os cálculos 
proposicionais paraconsistentes Cn, 1≤n≤ω,  de da Costa.  
   
1.1) As regras de dedução para os cálculos Cn, 1≤n<ω, são as seguintes:  
 
 
 Regras de introdução   Regras de eliminação  
     
     [A]        
 (⊃I)    B       (⊃E) A,  A⊃B      





 Regras de introdução   Regras de eliminação  
          
 (&I)  A       B     (&E) A&B  A&B 
    A&B         A        B  
 
         [A] [B] 
 (∨I)    A    B   (∨E)   A∨B C C 









 (o´) A(n) B(n)  
    (A&B)(n)     
 (o´´) A(n) B(n)  
     (A∨B)(n)    
 (o´´´) A(n) B(n) 
    (A⊃B)(n)     
  
 E as Regras: 
 
  [A] [¬A]         
 (¬1) C   C  (¬2) ¬¬A  (¬3) A(n) A ¬A  
       C       A    B  
 
1.2) As regras de dedução para Cω são as seguintes: 
 As Regras de Introdução e Eliminação de Cn, 1≤n<ω, e as Regras (¬2) e (¬3). 
 Observamos que deve ter havido problemas na revisão da impressão do trabalho de 
Alves, pois, as regras que caracterizam o sistema de dedução natural Cω  deveriam ser: 
 As Regras de Introdução e Eliminação de Cn, 1≤n<ω, e as regras (¬1) e (¬2). 
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 Raggio 1978 introduz sistemas com um único axioma para a lógica proposicional 
paraconsistente Cω e para a lógica quantificacional paraconsistente Cω* de da Costa, deno-
minados sistemas NCω e NCω*, respectivamente. 
 Consideramos NCω e NCω* como sistemas de dedução natural, sendo que Raggio 
apresenta um Teorema de Normalização para esses sistemas, com uma prova à la Gentzen.  
 Aqui, apresentamos, sucintamente, o sistema NCω e o sistema NCω* de Raggio. 
2.1) Os sistemas NCω e NCω* têm A∨¬A (tertium-non-datur) como único axioma.  
2.2) As regras de dedução para NCω   são as seguintes: 
 
 Regras de introdução   Regras de eliminação  
     
     [A]        
 (⊃I)     B       (⊃E) A,  A⊃B      
   A⊃B           B  
  
 (&I)  A, B      (&E) A&B 
  A&B          A   (B) 
 
          [A]  [B] 
 (∨I)        A (B)    (∨E)   A∨B   C   C 
      A∨B      C  
       onde A∨B é a premissa principal 
     
       (¬¬E)   ¬¬A  




2.3)  As regras de dedução para NCω*  são as seguintes, consideradas as restrições usuais: 
 
 Regras de introdução   Regras de eliminação   
 
 (⊃I), (&), (∨I)     (⊃E), (&), (∨E), (¬¬E) 
 
 (∀I)        A(a)      (∀E) ∀x A(x) 
  ∀xA(x)         A(a) 
 
           A(a)   
 (∃I)   A(a)     (∃E)      ∃xA(x) C 
  ∃xA(x)      C  
        ∃xA(x) é a premissa principal 
 
Teorema de Normalização: Toda derivação em NCω∗
 
 (NCω) pode ser reduzida a uma 
forma normal, aplicando-se um número finito de reduções. A derivação na forma normal 
tem a mesma fórmula final e não tem novas suposições não descarregadas (Raggio 1978,   
p. 3-4). 
 
3. O SISTEMA DE DEDUÇÃO NATURAL M1 (M’1) DE BÉZIAU. 
 Béziau 1990, em seu memorial (manuscrito) de DEA, introduz um novo sistema, à 
la Hilbert, para C1 e uma nova versão de sua semântica, com o objetivo de dar uma nova 
apresentação mais intuitiva para C1. São apresentados o sistema de dedução natural M1, 
equivalente a C1, e uma sua variante M’1. 
 Consideramos, aqui, M1 como um sistema de dedução natural. 
 A seguir, apresentamos os sistemas M1 e M’1, como introduzidos no memorial de 
DEA de Béziau. 
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3.1) O sistema M1 tem como axiomas: 
• Identidade:  A ⊢  A 
• Terceiro-Excluído: A∨¬A 
 
3.2) As regras para M1 são as seguintes: 
3.2.1)  Regra estrutural: 
• Enfraquecimento à direita: Γ ⊢ B   
     Γ, A ⊢ B 
 
3.2.2) As regras lógicas para M1 são as seguintes: 
 
 Regras de introdução   Regras de eliminação  
 
(&) Γ ⊢ A  Γ´ ⊢ B   & +    Γ ⊢ A&B    & - Γ ⊢ A&B    & - 
          Γ , Γ´ ⊢ A&B        Γ ⊢ A     Γ ⊢ B  
 
(∨)   Γ ⊢ A      ∨ +    Γ ⊢ B       ∨ +  Γ ⊢ A∨B Γ´, A ⊢ C Γ´´, B ⊢C 
 Γ ⊢ A∨B    Γ ⊢ A∨B     Γ, Γ´, Γ´´ ⊢C 
 
(⊃) Γ, A  ⊢ B ⊃ +    Γ ⊢ A  Γ´ ⊢ A⊃B ⊃ - 
 Γ ⊢ A⊃B      Γ, Γ´ ⊢ A⊃B 
 
 
 E as Regras para a negação:  
 
(¬) Γ, A  ⊢ B    Γ´, A  ⊢ ¬B    Γ´´, A  ⊢ Bo    ¬+    Γ1  ⊢ A1o  ...  Γn  ⊢ Ano    ko 
   Γ, Γ´, Γ´´ ⊢  ¬A   Γ1, ... , Γn  ⊢  k[A1, ...., An]o 




3.3) O sistema M’1, considerado uma variante de M1, é obtido suprimindo-se a Regra ¬+ 
de M1 e acrescentando-se as seguintes regras: 
       
  Γ, A  ⊢  ¬+ ´ (Introdução da negação) 
  Γ  ⊢ ¬A  
  Γ  ⊢    (Enfraquecimento à esquerda)  
  Γ  ⊢ A 
  Γ  ⊢ B  Γ´  ⊢ ¬B Γ´´  ⊢ Bo ¬ - ´ (Eliminação da negação) 
    Γ, Γ´, Γ´´ ⊢   
 
Teorema: 




b) Γ  ⊢M1 A  se, e somente se, Γ  ⊢ M´1 A. 
4. O SISTEMA DE DEDUÇÃO NATURAL NNCω DE MOURA. 
 Moura 2002 introduz um sistema de dedução natural, à la Gentzen, para o cálculo 
proposicional paraconsistente Cω, denominado NNCω . 






4.1) As regras de dedução para NNCω são as seguintes: 
 






 (∨I)   A A   (∨E) A A  C C 
 
 
        [A1]       
         Π1                   
 (⊃I)        A2       (⊃E)    A1,  A1⊃A2   
   A1⊃A2            A2 
 (&I)    A1     A2     (&E) A1&A2 (i = 1, 2) 
  A1&A2         Ai      
 
              [A1] [A2] 
              Π1 Π2 
1 ( i = 1, 2) 1∨ 2  
  A1∨A2       C  
 
       (¬¬E)  ¬¬A  
               A  
 E a Regra  [A] [¬A] 
     Π1   Π2   
   (neg)  C   C 
           C 
Teorema de Normalização: Toda derivação Π de NNCω reduz-se a uma derivação normal 
Π’, sem novas suposições e com a mesma fórmula final (Moura 2002, p. 109-110). 
















































ANEXO 2 - OS SISTEMAS PROPOSICIONAIS PARACON-
SISTENTES DE DEDUÇÃO NATURAL NDCn, 1≤n≤ω. 
 
 
 Em Castro e D’Ottaviano 2000, introduzimos a hierarquia de sistemas lógicos de 
dedução natural NDCn, 1≤n≤ω, e demonstramos que esses sistemas são logicamente equi-
valentes aos sistemas correspondentes da hierarquia de lógicas paraconsistentes Cn, 1≤n≤ω, 
de da Costa.  
 A diferença entre os sistemas lógicos  NDCn, 1≤n≤ω, e os correspondentes sistemas 
DNCn, 1≤n≤ω, introduzidos na Seção 2.2 do Capítulo 2, está somente na formulação da 
Regra de Introdução Restringida da Negação (I - ¬(rest)) e da Regra da Distribuição Res-
tringida da Negação na Implicação (DNI(rest)). 
 Em NDCn, 1≤n≤ω, temos as seguintes regras de dedução, sendo que as idênticas às 
dos sistemas DNCn correspondentes são apenas mencionadas. 
 Regra de Repetição (R)  
 Regra de Reiteração (Reit)  
 Regra de Introdução da Implicação (I - ⊃)  
 Regra de Introdução da Conjunção (I - &)  
 Regra de Introdução da Disjunção (I - ∨)   
 Regra de Eliminação da Implicação (E - ⊃)  
 Regra de Eliminação da Conjunção (E - &)  
 Regra de Eliminação da Disjunção (E - ∨) 
 Regra de Eliminação da Dupla Negação (E - ¬¬) 
 Regra do Terceiro-Excluído (RTE) 
  Regra da Distribuição da Negação na Conjunção (DNC) 
 Regra da Distribuição Restringida da Negação na Disjunção (DND(rest)) 
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 Introdução Restringida da Negação (I - ¬(rest)): Se a partir do conjunto de fórmu-
las {A1, ..., Ak, B(n), C}, onde C é uma suposição, podemos deduzir como conclusões B e 
¬B , então do conjunto {A1, ..., Ak, B(n)} podemos deduzir como conclusão ¬C.  
 1 A1      
⋮ ⋮ 
k Ak      
 ⋮ ⋮ 
 m  B(n)     
⋮ ⋮ 
 p  C    suposição 
⋮  ⋮ 
s  B  (ou ¬B)   
⋮  ⋮ 
t  ¬B (ou B)  
 v ¬C     m, p-t, I - ¬(rest) 
 
 Distribuição Restringida da Negação na Implicação (DNI(rest)): Se a partir de um 
conjunto  de fórmulas {A1, ..., Ak} podemos deduzir como conclusões A(n), B(n) e ¬(A⊃B), 
então do conjunto {A1, ..., Ak} podemos deduzir como conclusão a conjunção de A&¬B.  
 1    A1      
⋮    ⋮ 
k    Ak      
 ⋮    ⋮ 
 p    A(n)   (ou B(n))    
 ⋮    ⋮ 
 q    B(n)  (ou A(n))    
⋮    ⋮ 
r       ¬(A⊃B)  
⋮    ⋮ 
s A&¬B    p, q, r, DNI(rest) 
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 Os sistemas proposicionais de dedução natural NDCn, 1≤n≤ω, são equivalentes aos 
correspondentes sistemas proposicionais axiomáticos Cn, 1≤n≤ω; e, como no Capítulo 2 é 
demonstrada a equivalência entre cada DNCn e os correspondentes sistemas Cn resulta que 
os sistemas da hierarquia NDCn são equivalentes aos sistemas correspondentes da hierar-




 Todavia, aqui demonstramos diretamente a equivalência lógica entre os sistemas de 
dedução natural DNCn e os correspondentes sistemas de dedução natural NDCn, 1≤n≤ω. 
 
 No lema, a seguir, demonstramos resultados que serão utilizados nas provas dos 
próximos teoremas. 
Lema 1  a)  ⊢ NDCn  B
(n)⊃((C⊃B)⊃((C⊃¬B)⊃¬C)) 




a) ⊢ NDCn  B
(n)⊃((C⊃B)⊃((C⊃¬B)⊃¬C)) 
 1           B(n)    suposição 
 2              C⊃B   suposição 
 3                C⊃¬B   suposição 
 4           C   suposição 
 5           C⊃B   2, Reiteração 
 6           C⊃¬B   3, Reiteração 
 7           B   4, 5, E - ⊃ 
 8                    ¬B   4, 6, E - ⊃   
 9                  ¬C   1, 4-8, I - ¬(rest)    
 10             (C⊃¬B)⊃¬C  3-9, I - ⊃    
 11          (C⊃B)⊃((C⊃¬B)⊃¬C) 2-10, I - ⊃   








 1            C⊃B(n)    suposição 
 2              C⊃B    suposição 
 3                C⊃¬B    suposição 
 4           C    suposição 
 5               C    suposição 
 6               C⊃B(n)   1, Reiteração 
 7               B(n)    5, 6, E - ⊃   
 8               C⊃¬B   3, Reiteração 
 9               ¬B    5, 8, E - ⊃ 
 10                     C⊃B    2, Reiteração 
 11               B    5, 10, E - ⊃ 
 12                  ¬C         5-12, I - ¬(rest)  
 13           ¬C     suposição   
 14            ¬C     13, Repetição 
 15                ¬C     5-12, 13-14, RTE 
 16             (C⊃¬B)⊃¬C   3-15, I - ⊃ 
 17          (C⊃B)⊃(( C⊃¬B)⊃¬C)  2-16, I - ⊃ 
 18 (C⊃B(n))⊃((C⊃B)⊃((C⊃¬B)⊃¬C)) 1-17, I - ⊃ 
Teorema 2  Toda prova Π´ de F, a partir de um conjunto Γ de fórmulas, em cada sistema 
de dedução natural DNCn, 1≤n<ω, pode ser transformada numa prova Π de F, a partir do 
conjunto Γ de fórmulas, no correspondente sistema de dedução natural NDCn, 1≤n<ω. Isto 
é, 






 Faremos a demonstração por indução sobre o comprimento da prova de F, a partir 
de Γ, em DNCn, 1≤n<ω. 
 Como hipótese de indução, admitamos que, para toda prova Π´ de F, com    
comp(Π) < k, a partir de um conjunto Γ de fórmulas, em cada sistema proposicional   
DNCn, 1≤n<ω, existe uma prova Π de F, a partir do conjunto Γ de fórmulas, no correspon-




 Demonstremos o resultado para comp(Π) = k, ou seja, para o caso em que F é obti-
da, na prova Γ 0DNCn F, no k-ésimo passo. 
 
 Apresentamos, a seguir, apenas a demonstração relativa aos casos de aplicação da 
Regra de Introdução Restringida da Negação (I - ¬(rest)) e da Regra de Distribuição Res-
tringida da Negação na Implicação (DNI(rest)), pois, nos outros casos, as regras são as 
mesmas, nos 2 (dois) sistemas. 
i)  F é a fórmula ¬C, obtida no passo k da prova Π´, em DNCn, 1≤n<ω, por aplicação da 
Regra de Introdução Restringida da Negação (I - ¬(rest)) de DNCn, 1≤n<ω. Temos:   
 1 A1      
⋮ ⋮ 
h Ah      
 ⋮ ⋮ 
p  C    suposição 
⋮  ⋮ 
 q   B(n) (B ou ¬B)   
⋮  ⋮ 
r  B   (B(n) ou ¬B)   
⋮  ⋮ 
k-1  ¬B  (B(n) ou B)  
 k ¬C     p, p-(k-1), I - ¬(rest) 
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 Isto é, de Γ, C 0DNCn B
(n)   e   Γ, C 0DNCn B   e   Γ, C 0DNCn ¬B, temos Γ 0DNCn ¬C, 
onde C é uma suposição.  
 Por hipótese de indução, temos que: 
 Γ, C 0NDCn B
(n)  
 Γ, C 0NDCn B  
 Γ, C 0NDCn ¬B 
 Então, pela Regra de Introdução da Implicação (I - ⊃) em NDCn, temos 
 Γ 0NDCn C⊃B  
 Γ 0NDCn C⊃¬B   
 Portanto, por aplicações da Regra de Eliminação da Implicação (E - ⊃) em 
 Γ ⊢ NDCn B
(n)⊃((C⊃B)⊃((C⊃¬B)⊃¬C))  (Lema 1- (a)) 
 Γ 0NDCn C⊃B  e  Γ 0NDCn C⊃¬B, temos  
 Γ, C 0NDCn ¬C.  
 Então, pela Regra I - ⊃, segue-se 
 Γ 0NDCn C⊃¬C.  
 De Γ 0NDCn C⊃¬C, pela Regra do Terceiro-Excluído (RTE), temos,  
   Γ 
  ⋮ 
  
 s         C   suposição 
 s+1         C⊃¬C  Reiteração 
 s+2         ¬C  s, s+1, E - ⊃   
 s+3         ¬C  suposição 
 s+4         ¬C  s+3, Repetição 
 s+5  ¬C   s-(s+2), (s+3)-(s+4), RTE 
 
 Logo, Γ 0NDCn ¬C, ou seja 
 Γ 0NDCn F. 
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ii) F é a fórmula ¬¬A&¬B, obtida no passo k da prova Π´, em DNCn, por aplicação da 
Regra da Distribuição Restringida da Negação na Implicação (DNI(rest)).  Temos: 
 1     A1      
⋮     ⋮ 
h     Ah      
 ⋮     ⋮ 
 p     A  (ou B    
 
 
 s+4  A   s+1, Reiteração 
(n)  (n)) 
 ⋮     ⋮ 
 q     B(n)  (ou A(n))    
⋮     ⋮ 
r         ¬(A⊃B)  
⋮     ⋮ 
k       ¬¬A&¬B   p, q, r, DNI(rest) 
 Isto é, de Γ 0DNCn A
(n) e Γ 0DNCn B
(n) e Γ 0DNCn¬(A⊃B), temos Γ 0DNCn ¬¬A&¬B. 
 Por hipótese de indução, temos que  
 Γ 0NDCn A
(n)   e   Γ 0NDCn B
(n)  e  Γ 0NDCn ¬(A⊃B). 
 Portanto, em NDCn, 1≤n<ω: 
     Γ 
    ⋮ 
 p   A(n)  (ou B(n))    
 ⋮  ⋮ 
 q   B(n) (ou A(n))    
⋮  ⋮ 
r ¬(A⊃B)  
⋮  ⋮ 
s A&¬B   p, q, r, DNI(rest) 
 s+1  A    s, E - & 
 s+2  ¬B    s, E - & 
 s+3            ¬A   suposição 
 s+5 ¬¬A    p (ou q), (s+3)-(s+4), I - ¬(rest)  
 s+6 ¬¬A&¬B   s+2, s+5, I - & 
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 Logo, de Γ 0NDCn A
(n)   e   Γ 0NDCn B
(n)   e   Γ 0NDCn ¬(A⊃B), obtemos  
 Γ 0NDCn ¬¬A&¬B, ou seja, 
 Γ 0NDCn F. 
 
 Portanto,  





Teorema 3  Toda prova Π´ de F, a partir de um conjunto Γ de fórmulas, no sistema dedu-
ção natural DNCω, pode ser transformada numa prova Π de F, a partir do conjunto Γ de 
fórmulas, no correspondente sistema de dedução natural NDCω. Isto é, 
Γ 0 NDCω F ⇒  Γ  0DNCω F. 
 
Demonstração:  
 Demonstrações idênticas às do teorema anterior, excluindo-se os casos de aplica-
ções das Regras: Introdução Restringida da Negação (I – ¬(rest)), Distribuição da Negação 
na Conjunção (DNC), Distribuição Restringida da Negação na Disjunção (DND(rest)) e 
Distribuição Restringida da Negação na Implicação (DNI(rest)).      
Teorema 4  Toda prova Π de F, a partir de um conjunto Γ de fórmulas, em cada sistema 
dedução natural NDCn, 1≤n<ω, pode ser transformada numa prova Π´ de F, a partir do con-
junto Γ de fórmulas, no correspondente sistema de dedução natural DNCn, 1≤n<ω. Isto é, 
Γ 0NDCn F ⇒ Γ 0DNCn F. 
 
Demonstração:  
 Faremos a demonstração por indução sobre o comprimento da prova de F, a partir 
de Γ, em NDCn, 1≤n<ω. 
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 Como hipótese de indução, admitamos que, para toda prova Π de F, com    
comp(Π)< k, a partir de um conjunto Γ de fórmulas, em cada sistema proposicional NDCn, 
1≤n<ω, existe uma prova Π´ de F, a partir do conjunto Γ de fórmulas, no correspondente 
sistema de dedução natural DNCn, 1≤n<ω. 
 
 Apresentamos, a seguir, apenas a demonstração relativa aos casos de aplicação das 
Regras de Introdução Restringida da Negação (I - ¬(rest)) e da Regra da Distribuição Res-
tringida da Negação na Implicação (DNI(rest)), pois, nos outros casos, as regras são as 
mesmas, nos 2 (dois) sistemas. 
 
 
 Demonstremos o resultado para comp(Π) = k, ou seja, para o caso em que F é obti-
da, na prova Γ 0DNCn F, no k-ésimo passo. 
 
i)  F é a fórmula ¬C, obtida no passo k da prova Π, em NDCn, 1≤n<ω, por aplicação da 
Regra de Introdução Restringida da Negação (I - ¬(rest)) de NDCn, 1≤n<ω. Temos:   
  Γ 
  ⋮ 
k Ak      
 ⋮ ⋮ 
 m  B(n)     
⋮ ⋮ 
 p  C    suposição 
⋮  ⋮ 
s  B  (ou ¬B)   
⋮  ⋮ 
k-1  ¬B (ou B)  
 k ¬C     m, p-(k-1), I - ¬(rest) 
 Isto é, de Γ  0NDCn B
(n)   e   Γ, C 0NDCn B   e   Γ, C 0NDCn¬B, temos Γ 0NDCn ¬C, 




 Por hipótese de indução, temos que: 
 Γ  0DNCn B
(n)   e   Γ, C 0DNCn B   e   Γ, C 0DNCn ¬B. 
 Então, pelo Princípio da Introdução do Antecedente e pela Regra de Introdução da 
Implicação (I - ⊃) em DNCn, temos 
 Γ 0DNCn C⊃B
(n)   e   Γ 0DNCn C⊃B   e   Γ 0DNCn C⊃¬B.   
 Portanto, por aplicações da Regra de Eliminação da Implicação (E - ⊃) em 
 Γ  0DNCn (C⊃B
(n))⊃((C⊃B)⊃((C⊃¬B)⊃¬C))   (Lema 1- (b)) 
 Γ 0DNCn C⊃B
(n)   e   Γ 0DNCn C⊃B  e  Γ 0DNCn C⊃¬B, temos que 
 Γ 0DNCn ¬C, ou seja, 




ii) F é a fórmula ¬¬A&¬B, obtida, no passo k da prova Π, em NDCn, por aplicação da 
Regra da Distribuição Restringida da Negação na Implicação (DNI(rest)). Temos: 
     Γ 
    ⋮ 
 p    A(n)  (ou B(n))    
 ⋮   ⋮ 
 q    B(n) (ou A(n))    
⋮   ⋮ 
r ¬(A⊃B)  
⋮   ⋮ 
k A&¬B    p, q, r, DNI(rest) 
 Isto é, de Γ 0NDCn A
(n)  e  Γ 0NDCn B
(n) e Γ 0NDCn ¬(A⊃B), temos Γ 0NDCn A&¬B. 
 Por hipótese de indução, temos que  
 Γ 0DNCn A
(n)  e  Γ 0DNCn B





 Portanto, em DNCn, 1≤n<ω: 
       Γ 
      ⋮ 
 
 s+1 ¬¬A    s, E - & 





 p      A(n)  (ou B(n))    
 ⋮     ⋮ 
 q      B(n)  (ou A(n))    
⋮     ⋮ 
r ¬(A⊃B)  
⋮     ⋮ 
s ¬¬A&¬B   p, q, r, DNI(rest) 
 s+2 A    s+1, E - ¬¬   
 s+3 ¬B    s, E - & 
 Logo, de Γ 0DNCn A
(n)   e  Γ 0DNCn B
(n)   e   Γ 0DNCn ¬(A⊃B), obtemos  
 Γ 0DNCn A&¬B, ou seja, 
 Γ 0DNCn F. 
 
 Portanto,  
 Se Γ 0NDCn F,  então Γ 0DNCn F.        
Teorema 5  Toda prova Π de F, a partir de um conjunto Γ de fórmulas, no sistema dedução 
natural NDCω, pode ser transformada numa prova Π´ de F, a partir do conjunto Γ  de fór-
mulas, no correspondente sistema de dedução natural DNCω. Isto é, 






 Demonstrações idênticas às do teorema anterior, excluindo-se os casos de aplica-
ções das Regras: Introdução Restringida da Negação (I – ¬(rest)), Distribuição da Negação 
na Conjunção (DNC), Distribuição Restringida da Negação na Disjunção (DND(rest)) e 
Distribuição Restringida da Negação na Implicação (DNI(rest)).      
 
 Como uma conseqüência imediata dos resultados anteriores, temos o seguinte teo-
rema de equivalência. 
     
Teorema 6  Os sistemas proposicionais de dedução natural DNCn, 1≤n≤ω, são logicamente 
equivalentes aos correspondentes sistemas proposicionais de dedução natural NDCn, 





    Γ 0DNCn F ⇔ Γ 0NDCn F.     
Colorário 7  Para toda prova categórica Π´ de F, em cada sistema proposicional de dedu-
ção natural DNCn, 1≤n≤ω, existe uma prova categórica Π de F, no correspondente sistema 
de dedução natural NDCn, 1≤n≤ω, e vice-versa.  Isto é, 
    0DNCn F ⇔ 0NDCn F. 
 
Demonstração:  







ANEXO 3 - OS SISTEMAS QUANTIFICACIONAIS PARA-





 Aqui introduzimos uma outra hierarquia de sistemas dedutivos quantificacionais 
paraconsistentes de primeira ordem, que denominamos aDNCn*, 1≤n≤ω.  
 A diferença entre os sistemas lógicos  aDNCn*, 1≤n≤ω, e os correspondentes siste-
mas DNCn*, 1≤n≤ω, introduzidos na Seção 3.1 do Capítulo 3, está somente na formulação 
da Regra de Distribuição da Negação no Quantificador Universal (D - ¬∀) e da Regra de 
Distribuição da Negação no Quantificador Existencial (D - ¬∃) de DNCn*, 1≤n≤ω, que 
em aDNCn*, 1≤n≤ω, são substituídas pela Regra de Introdução da Regularidade no Quan-
tificador Universal (I - reg∀) e pela Regra de Introdução da Regularidade no Quantifica-
dor Existencial (I - reg∃), respectivamente. 
 Em aDNCn, 1≤n≤ω, temos as seguintes regras de dedução, sendo que as idênticas 
às dos sistemas DNCn* correspondentes são apenas mencionadas. 
 
 Regra de Repetição (R)  
 Regra de Reiteração (Reit)  
 Regra de Introdução da Implicação (I - ⊃)  
 Regra de Introdução da Conjunção (I - &)  
 Regra de Introdução da Disjunção (I - ∨)   
 Regra de Introdução Restringida da Negação (I - ¬(rest)) 
 Regra de Eliminação da Implicação (E - ⊃)  






 Regra de Eliminação da Disjunção (E - ∨) 
 Regra de Eliminação da Dupla Negação (E - ¬¬) 
 Regra do Terceiro-Excluído (RTE) 
  Regra da Distribuição da Negação na Conjunção (DNC) 
 Regra da Distribuição Restringida da Negação na Disjunção (DND(rest)) 
 Regra da Distribuição Restringida da Negação na Implicação (DNI(rest)) 
 Regra da Introdução do Quantificador Universal (I - ∀) 
 Regra da Introdução do Quantificador Existencial (I -  ∃) 
 Regra da Eliminação do Quantificador Universal (E - ∀) 
 Regra da Eliminação do Quantificador Existencial (E - ∃) 
 
 
 Regra de Introdução da Regularidade no Quantificador Universal (I - reg∀): Se a 
partir de um conjunto de premissas {A1, ..., Ak}, podemos deduzir a conclusão 
∀x((A(x))(n)), então do conjunto {A1, ..., Ak} podemos deduzir como conclusão (∀xA(x))(n).  
 1     A1    premissa 
⋮     ⋮ 
n     Ak    premissa 
⋮     ⋮ 
 p  ∀x((A(x))(n))    
 ⋮     ⋮ 

















 Regra de Introdução da Regularidade no Quantificador Existencial (I - reg∃): Se a 
partir de um conjunto de premissas {A1, ..., Ak}, podemos deduzir a conclusão 
∀x((A(x))(n)), então do conjunto {A1, ..., Ak} podemos deduzir como conclusão (∃xA(x))(n).  
 1     A1    premissa 
⋮     ⋮ 
n     Ak    premissa 
⋮     ⋮ 
 p  ∀x((A(x))(n))         
 ⋮     ⋮ 
 q (∃xA(x))(n)   p, I - reg∃  
 Estas duas últimas regras de dedução, assim como os Axiomas 17 e 18 dos sistemas 
Cn*, 1≤n<ω, de da Costa, podem ser interpretadas como condições para a “propagação do 
bom comportamento”, no cálculo quantificacional. 
 A seguir, demonstramos diretamente a equivalência lógica entre os sistemas de de-
dução natural DNCn*, 1≤n≤ω, e os correspondentes sistemas de dedução natural   aDNCn*, 
1≤n≤ω. 
Lema 1. Em aDNCn*, 1≤n<ω, o seguinte resultado é demonstrável: 







 1   ∀x((A(x))(n))    suposição 
 2  ¬A(x)&¬¬A(x)  suposição 
 3  ¬A(x)    2, E - & 
 4  ¬¬A(x)   2, E - & 





 6  ∀x((A(x))(n))   1, Reiteração 
 7  (A(x))(n)   6, E - ∀   
 8  ¬(¬A(x)&¬¬A(x))   2-7, I - ¬(rest) 
 9   (¬A(x))1    8, Definição 1.1 (ver Capítulo 1) 
 10   (¬A(x))1&¬((¬A(x))1) suposição 
 11  ¬((¬A(x))1)   10, E - & 
 12  ¬¬(¬A(x)&¬¬A(x)) 11, Definição 1.2 
 13  ¬A(x)&¬¬A(x)  12, E - ¬¬   
 14  ¬A(x)    13, E - & 
 15  ¬¬A(x)   13, E - & 
 16  A(x)    15, E - ¬¬  
 17  ∀x((A(x))(n))   1, Reiteração 
 18  (A(x))(n)   17, E - ∀  
 19   ¬((¬A(x))1&¬((¬A(x))1)) 10-18, I - ¬(rest) 
 20   (¬A(x))2    19, Definição 1.1 
 ⋮    ⋮ 
 s  (¬A(x))n-1&¬((¬A(x))n-1) suposição 
 s+1  ¬((¬A(x))n-1)   s, E - & 
 s+2  ¬¬((¬A(x)) &¬(¬A(x))n-2))  s+1, Definição 1.2 n-2
 s+3  (¬A(x))n-2&¬(¬A(x))n-2 s+2, E - ¬¬  
 s+4  ¬((¬A(x))n-2)   s+3, E - & 
 ⋮  ⋮      
 s+p  ¬A(x)    (s+p-1), E - & 
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 s+p+1  ¬¬A(x)   s+p, E - & 







 s+p+3  ∀x((A(x))(n))   1, Reiteração 
 s+p+4  (A(x))(n)   s+p+3, E - ∀  
 s+p+5      ¬(((¬A(x))n-1)&¬((¬A(x))n-1)) s-(s+p+4), I - ¬(rest) 
 s+p+6      (¬A(x))n    s+p+5, Definição 1.2 
 ⋮       ⋮  
 s+m      (¬A(x))1&(¬A(x))2& ...& (¬A(x))n  9, 20, ..., s+p+6, I - & 
 s+m+1      (¬A(x))(n)    s+m+, Definição 1.3 
 s+m+2      ∀x(¬A(x))(n)   s+m+1, I - ∀  
 s+m+3 ∀x((A(x))(n))⊃∀x(¬A(x))(n)  1-(s+m+2), I - ⊃   
Teorema 2  Toda prova Π´ de F, a partir de um conjunto Γ de fórmulas, em cada sistema 
dedução natural DNCn*, 1≤n<ω, pode ser transformada numa prova Π de F, a partir do 
conjunto Γ de fórmulas, no correspondente sistema de dedução natural aDNCn*, 1≤n<ω. 
Isto é, 
   Γ 0 DNCn* F ⇒ Γ 0aDNCn* F. 
 
Demonstração:  
 Faremos a demonstração por indução sobre o comprimento da prova de F, a partir 
de Γ, em DNCn*, 1≤n<ω. 
 Como hipótese de indução, admitamos que, para toda prova Π´ de F, com    
comp(Π) < k, a partir de um conjunto Γ de fórmulas, em cada sistema DNCn*, 1≤n<ω, e-
xiste uma prova Π de F, a partir do conjunto Γ de fórmulas, no correspondente sistema de 
dedução natural aDNCn*, 1≤n<ω. 
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 Demonstremos o resultado para comp(Π) = k, ou seja, para o caso em que F é obti-
da, na prova Γ 0 DNCn* F, no k-ésimo passo. 
 
 Apresentamos, a seguir, apenas a demonstração relativa aos casos de aplicação da 
Regra de Distribuição da Negação no Quantificador Universal (D - ¬∀) e da Regra de Dis-
tribuição da Negação no Quantificador Existencial (D - ¬∃), pois, nos outros casos, as re-




i)  F é a fórmula ∃x¬A(x), obtida no passo k da prova Π´, em DNCn*, 1≤n<ω, por aplica-
ção da Regra de Distribuição da Negação no Quantificador Universal (D - ¬∀) de DNCn*, 
1≤n<ω. Temos:   
 
       Γ 
      ⋮ 
 p  ∀x((A(x))(n))  (ou ¬∀xA(x))      
 ⋮     ⋮ 
 m ¬∀xA(x)  (ou ∀x((A(x))(n)))   
 ⋮     ⋮  
 k ∃x¬A(x)   p, m, D - ¬∀ 
 Isto é,  de Γ 0DNCn* ∀x((A(x))
(n)) e Γ  0DNCn* ¬∀xA(x), temos Γ 0DNCn* ∃x¬A(x).
  
 Por hipótese de indução, temos que: 
 Γ  0 aDNCn*  ∀x((A(x))
(n)) 
 Γ  0 aDNCn*  ¬∀xA(x).  










       Γ 
      ⋮ 
 m ∀x((A(x))(n))     
      ⋮ 
 s ¬∀xA(x) 
 s+1    ¬(∃x¬A(x))    suposição 
 s+2   ¬A(x)    suposição 
 s+3   (∃x¬A(x))   s+2, I - ∃   
 s+4   ¬(∃x¬A(x))   s+1, Reiteração 
 s+5   ∀x((A(x))(n))   m, Reiteração 
 s+6   (∃xA(x))(n)   s+5, I - reg∃    
 s+7    ¬¬A(x)    (s+2)-(s+6), I - ¬(rest) 
 s+8    A(x)     s+7, E - ¬¬   
 s+9    ∀xA(x)    s+8, I - ∀  
 s+10    ¬∀xA(x)    s, Reiteração 
 s+11    ∀x((A(x))(n))    m, Reiteração 
 s+12    (∀xA(x))(n)    s+11, I - reg∀ 
 s+13 ¬¬(∃x¬A(x))     (s+1)-(s+12), I - ¬(rest) 
 s+14 (∃x¬A(x))     s+13, E - ¬¬  
 
 Logo, Γ 0aDNCn* (∃x¬A(x)), ou seja, 












ii)  F é a fórmula ∀x¬A(x), obtida no passo k da prova Π´, em DNCn,*, 1≤n<ω, por apli-
cação da Regra de Distribuição da Negação no Quantificador Existencial (D - ¬∃) de 
DNCn*, 1≤n<ω. Temos:   
 
       Γ 
      ⋮ 
 p  ∀x((A(x))(n))  (ou ¬∀xA(x))      
 ⋮     ⋮ 
 m ¬∃xA(x)  (ou ∀x((A(x))(n)))   
 ⋮     ⋮ 
 k ∀x¬A(x)   p, m, D - ¬∃ 
 Isto é,  de Γ 0DNCn* ∀x((A(x))
(n)) e Γ  0DNCn* ¬∃xA(x), temos Γ 0DNCn* ∀x¬A(x).
  
 Por hipótese de indução, temos que: 
 Γ  0 aDNCn*  ∀x((A(x))
(n)) 
 Γ  0 aDNCn*  ¬∃xA(x). 



















       Γ 
      ⋮ 
 m ∀x((A(x))(n)) 
      ⋮   
 s ¬∃xA(x) 
 s+1    ¬(∀x¬A(x))    suposição 





 s+3   (∃xA(x))   s+2, I - ∃   
 s+4   ¬(∃xA(x))   s+1, Reiteração 
 s+5   ∀x((A(x))(n))   m, Reiteração 
 s+6   (∃xA(x))(n)   s+5, I - reg∃    
 s+7    ¬A(x)    (s+2)-(s+6), I - ¬(rest) 
 s+8    ∀x¬A(x)    s+7, I - ∀  
 s+9    ∀x((A(x))(n))    m, Reiteração 
 s+10     ∀x((A(x))(n))⊃∀x((¬A(x))(n)) Lema 1  
 s+11    ∀x((¬A(x))(n))   s+9, s+10, E -  ⊃  
 s+12    (∀x(¬A(x)))(n)   s+11, I - reg∀ 
 s+13  ¬¬(∀x¬A(x))    (s+1)-(s+12), I - ¬(rest) 
 s+14 ∀x¬A(x)     s+13, E - ¬¬  
 Logo, Γ 0aDNCn* ∀x¬A(x), ou seja, 






Teorema 3  Toda prova Π´ de F, a partir de um conjunto Γ de fórmulas, no sistema dedu-
ção natural DNCω*, pode ser transformada numa prova Π de F, a partir do conjunto Γ de 






Γ 0 DNCω* F ⇒  Γ  0aDNCω* F. 
 
Demonstração:  
 Demonstrações idênticas às do teorema anterior, excluindo-se os casos de aplica-
ções das Regras: Introdução Restringida da Negação (I - ¬(rest)), Distribuição da Negação 
na Conjunção (DNC), Distribuição Restringida da Negação na Disjunção (DND(rest)), Dis-
tribuição Restringida da Negação na Implicação (DNI(rest)), Regra de Distribuição da Ne-
gação no Quantificador Universal (D - ¬∀) e Regra de Distribuição da Negação no Quanti
ficador Existencial (D - ¬∃).         
 
Teorema 4.  Toda prova Π de F a partir de um conjunto Γ de fórmulas, em cada sistema 
quantificacional de dedução natural aDNCn*, 1≤n<ω, pode ser transformada numa prova 
Π´ de F, a partir do conjunto Γ de fórmulas, no correspondente sistema de dedução natural 
DNCn*, 1≤n<ω. Isto é, 
Γ 0aDNCn* F  ⇒  Γ 0DNCn* F. 
 
Demonstração:  
 Por indução sobre o comprimento da prova de F, a partir de Γ, em aDNCn*, 1≤n<ω. 
 Como hipótese de indução, admitamos que, para toda prova Π de F, com      
comp(Π) < k, a partir de um conjunto Γ de fórmulas, em cada sistema aDNCn*, 1≤n<ω, 
existe uma prova Π´ de F, a partir do conjunto Γ de fórmulas, no correspondente sistema de 







 Demonstremos o resultado para comp(Π) = k, ou seja, para o caso em que F é obti-
da, na prova Γ 0 aDNCn* F, no k-ésimo passo. 
 
 Apresentamos, a seguir, apenas a demonstração relativa aos casos de aplicação da 
Regra de Introdução da Regularidade no Quantificador Universal (I - reg∀) e da Regra de 
Introdução da Regularidade no Quantificador Existencial (I - reg∃), pois, nos outros casos, 
as regras são as mesmas, nos 2 (dois) sistemas. 
i)  F é a fórmula (∀xA(x))(n), obtida no passo k da prova Π, em aDNCn*, 1≤n<ω, por apli-
cação da Regra de Introdução da Regularidade no Quantificador Universal (I - reg∀) de 
aDNCn*, 1≤n<ω. Temos:   
 
       Γ 
      ⋮ 
 p  ∀x((A(x))(n))    
 ⋮     ⋮ 
 k (∀xA(x))(n)  p, I - reg∀  
 Isto é,  de Γ 0aDNCn* ∀x((A(x))
(n)), temos Γ 0aDNCn* (∀xA(x))
(n).  
 Por hipótese de indução, temos que: 
 Γ  0 DNCn*  ∀x((A(x))
(n)). 
 Pelo Teorema 3.3.1, segue-se que: 
 Γ  0 DNCn*  ∀x((A(x))
(n))⊃(∀xA(x))(n). 
 Por E - ⊃ , temos que  
 Γ  0 DNCn*  (∀xA(x))
(n). 
 Ou seja, 
 Γ  0 DNCn*  F.  
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ii)  F é a fórmula (∃xA(x))(n), obtida no passo k da prova Π, em aDNCn*, 1≤n<ω, por apli-
cação da Regra de Introdução da Regularidade no Quantificador Existencial (I - reg∃) de 
aDNCn*, 1≤n<ω. Temos:   
 
         Γ 
        ⋮ 
 p  ∀x((A(x))(n))         
 ⋮      ⋮ 




 Isto é,  de Γ 0aDNCn* ∀x((A(x))
(n)), temos Γ 0aDNCn* (∃x(A(x))
(n).  
 Por hipótese de indução, temos que: 
 Γ  0 DNCn*  ∀x((A(x))
(n)). 
 Pelo Teorema 3.3.1, segue-se que: 
 Γ  0 DNCn*  ∀x((A(x))
(n))⊃(∃xA(x))(n). 
 Por E - ⊃ , temos que  
 Γ  0 DNCn*  (∃xA(x))
(n). 
 Ou seja, 
 Γ  0 DNCn*  F.  
Teorema 5  Toda prova Π de F, a partir de um conjunto Γ de fórmulas, no sistema dedução 
natural aDNCω*, pode ser transformada numa prova Π´ de F, a partir do conjunto Γ de 
fórmulas, no correspondente sistema de dedução natural DNCω*.  Isto é, 
Γ  0 aDNCω* F ⇒  Γ  0DNCω* F. 
 
Demonstração:  
 Demonstrações idênticas às do teorema anterior, excluindo-se os casos de aplica-
ções das Regras de Introdução Restringida da Negação (I - ¬(rest)), Distribuição da Nega-
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ção na Conjunção (DNC), Distribuição Restringida da Negação na Disjunção (DND(rest)), 
Distribuição Restringida da Negação na Implicação (DNI(rest)), Introdução da Regularida-
de no Quantificador Universal (I - reg∀) e Introdução da Regularidade no Quantificador 
Existencial (I - reg∃).           
 
 Como uma conseqüência imediata dos resultados anteriores, temos o seguinte teo-





Teorema 6  Os sistemas quantificacionais de dedução natural DNCn*, 1≤n≤ω, são logica-
mente equivalentes aos correspondentes sistemas quantificacionais de dedução natural 
aDNCn*, 1≤n≤ω. Isto é, 
    Γ 0DNCn* F ⇔ Γ 0aDNCn* F.     
Colorário 7  Toda prova categórica Π´ de F, em cada sistema quantificacional de dedução 
natural DNCn*, 1≤n≤ω, pode ser transformada numa prova categórica Π de F, no corres-
pondente sistema de dedução natural aDNCn*, 1≤n≤ω, e vice versa. Isto é, 
    0 DNCn*  F ⇔ 0 aDNCn* F. 
 
Demonstração:   
 Pelos teoremas anteriores, basta tomar Γ = ∅.     
 






































ANEXO 4 - SISTEMAS DE TABLEAUX PARA OS CÁLCU-




 Neste anexo, apresentamos resumidamente os sistemas de tableaux, conhecidos na 
literatura, equivalentes ao cálculo proposicional paraconsistente C1 de da Costa e ao cálculo 
proposicional C11 de Alves.  
 Primeiramente, introduzimos o sistema de tableaux de Marconi 1980, denominado 
M1. 
 A seguir, introduzimos o sistema de tableaux de Carnielli e Lima-Marques 1992, 
denominado TC1.  
 Por último, introduzimos o sistema de Buchsbaum e Pequeno 1993, denominado 
SC1. 
 Finalizamos com alguns exemplos, que exibem as peculariedades dos 3 (três) siste-
mas de tableaux mencionados, ou seja, M1, TC1 e  SC1, e salientam as características algo-
rítmicas de nosso sistema de tableaux TDNC1.    
 Recomendamos Pastorello Jr 2002, para maiores detalhes e uma análise compara-
tiva entre os diversos sistemas de tableaux para  os cálculos C1, C1* e C1= de da Costa. 
 
1. O SISTEMA DE TABLEAUX M1 DE MARCONI 
 Marconi 1980 introduz um sistema de tableaux semânticos, à la Beth (Beth 1959), 
para a lógica proposicional paraconsistente C1 de da Costa, o qual denominaremos M1. 
 Aqui, apresentamos, sucintamente, o sistema M1 de Marconi. 
   
A linguagem de M1 é a mesma linguagem ℒ do cálculo C1 de da Costa, apresentada 
no Capítulo 1.  
 Em M1, o operador de “bom comportamento”, representado por “o”, e a negação 
forte “~” (isto é, “~1”) são introduzidos por definição, isto é: 
 Ao  =def ¬(A&¬A)  
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 ∼1A =def ¬A&Ao. 
 
 
 Um tableau é inicializado, no caso de provas de teoremas, colocando-se a fórmula 
que se quer provar na coluna do lado direito (coluna de nome inválida); no caso da verifi-
cação da validade de argumentos, colocando-se a conclusão do argumento na coluna da 
direita, e as outras fórmulas, tomadas como premissas, na coluna do lado esquerdo (coluna 
de nome válida) do tableau. Antes da inicialização de um tableau, todas as ocorrências do 
operador de bom comportamento “o” e a negação forte “~” são substituídos por 
“¬(A&¬A)” e “¬A&Ao”, respectivamente.  
 Para dar a condição de fechamento de M1,  Marconi necessita introduzir as seguin-
tes definições. 
 
Definição 1 Uma fórmula B é uma subfórmula direta de uma fórmula A, se C é uma 
fórmula e A tem uma das seguintes formas:  
 (B∨C), (C∨B), (B&C), (C&B), (B⊃C), (C⊃B), ¬B. 
Definição 2 Uma fórmula B é uma subfórmula de uma fórmula A se existe uma seqüên-
cia B1, B2, ... , Bm, m ≥ 1, de fórmulas tais que B1 é B, Bm é A e, para  i = 2 ... m, Bi-1 é uma 
subfórmula direta de Bi. 
 
Definição 3  A noção de conjunto inicial de subfórmulas (CIS) é definida como: 
1. Para qualquer fórmula A, {A} é um CIS de A; 
2. Se B e C, para B = C ou B ≠ C, são subfórmulas diretas de A, então {A, B} é um CIS de 
A;  
3. Se B e C, para B = C ou B ≠ C, são subfórmulas diretas de A, {B1,...,Bn} é um CIS de B, 
e {C1,..., Cn} é um CIS de C, então {B1,..., Bn} ∪ {C1,..., Cn} é um CIS de A; 
4. Um CIS é dado apenas por (1)-(3) acima.   
 




 Um tableau é fechado se, e somente se: 
 
 a) Para alguma fórmula A, A está na direita e na esquerda de um tableau, ou de al-
gum de seus sub-tableaux, simultaneamente; ou 
  b) ¬(A1 & ¬A1), ¬(A2 & ¬A2), …, ¬(An & ¬An) estão na esquerda do tableau (ou 
de um de seus sub-tableaux) e  ¬(g(A1, …, An) & ¬g(A1, …, An))  está na direita do tableau 
(ou de um de seus sub-tableaux), onde g(A1, …, An) é uma função sentencial de A1, …, An 
e {A1, …, An} é um CIS de g(A1, …, An). 
 
 As regras de expansão para M1 são as seguintes:  
 
Nome da Regra       Inicial    Final   
    
&e:         A&B    A&B 
        A 
        B 
  
 
&d:             A&B       A&B 
 




     A∨B     A∨B 
 
        A    B   
 
  
∨d:            A∨B    A∨B 
              A  
          B 
 
  
⊃e:     A⊃B     A⊃B 






Nome da Regra       Inicial    Final   
 
⊃d: 
        A⊃B     A⊃B 
                A   B  
          
 
¬d:         ¬A     ¬A 
            A    
           ¬(A&¬A) 
 
¬e (i): 
              ¬A        ¬A   
       ¬(A&¬A)         ¬(A&¬A)         
          A 
 
     
¬e (i):             ¬A    ¬(A&¬A)    ¬A ¬(A&¬A)  
          A 
 
¬e (ii):  Se ¬A ocorre à esquerda e a configuração inicial ¬e (i) não acontece. 
 
  ¬A         ¬A   
           ¬(A&¬A)  A  A     ¬(A&¬A)     
    
¬e (iii)   ¬e não se aplica em fórmulas do tipo: 
 ¬(¬n(A&¬A)& ¬n+1(A&¬A)), n  ≥ 0  
 ¬0 A= A, ¬n+1A = ¬(¬nA).  
 Estas fórmulas devem ser tratadas como fórmulas finais, ou seja, como fórmulas 
que não têm regras aplicáveis a elas.   
 
 Marconi introduz um princípio que deve ser seguido na construção de tableaux para 
M1, que é chamado de Princípio Geral (ou PG), que consiste em não se aplicar uma regra a 







2. O SISTEMA DE TABLEAUX TC1 DE CARNIELLI E LIMA-
MARQUES 
 Carnielli e Lima-Marques 1992 introduz um sistema de tableaux semânticos, à la 
Smullyan (Smullyan 1968), para a lógica proposicional paraconsistente C11 e para a lógica 
quantificacional paraconsistente com igualdade C11= de Alves 1976, p. 92, denominados 
sistemas TC1 e TC1=, respectivamente. 
 Aqui, apresentamos, sucintamente, o sistema TC1 de Carnielli e Lima-Marques. 
 A linguagem de TC1 é a mesma linguagem ℒ do cálculo C1 de da Costa, apresenta-
da no Capítulo 1.  
 
 Em TC1, o operador de “bom comportamento”, representado por “o”, e a negação 
forte “~” são introduzidos por definição, isto é: 
 Ao  =def ¬(A&¬A)  
 ∼1A =def ¬A&Ao. 
 
Um tableau é inicializado colocando-se, sob o escopo do símbolo de inicialização F, 
a fórmula a ser testada.  
 
 O critério de fechamento de um ramo do tableau é o seguinte: se no ramo ocorrem 
as fórmulas T(A) e F(A), para alguma fórmula A, o ramo é fechado; caso contrário, o ramo 
é aberto.  
 






 As regras de expansão para TC1  são as seguintes: 
 
 Regras de Tipo Conjuntivo:  α  
                α1 
                α2    
      
  α   α1  α2                Nome da Regra 
 T(A&B)  TA  TB    T& 
 F(A∨B)  FA  FB   F∨    
 F(A⊃B)  TA  FB   F⊃      
 T(¬¬A)   TA  TA        T¬¬ 
 F(¬A)   TA  TA   F¬    
           F(¬¬A)                       FA                 FA                              F¬¬ 
           F(A&B)o                      F(Ao&Bo)      F(Ao&Bo)                   Fo 
           F(A∨B)o                       F(Ao&Bo)      F(Ao&Bo)                   Fo 
           F(A⊃B)o                       F(Ao&Bo)     F(Ao&Bo)                   Fo 
 
 Regras de Tipo Disjuntivo:  β 
                    β1      β2   
     
        β   β1      β2             Nome da Regra 
 F(A&B)  FA  FB   F& 
 T(A∨B)  TA  TB             T∨ 
 T(A⊃B)  FA  TB             T⊃ 
 T(¬A)   FA  F(Ao)             T¬    
 
 Carnielli e Lima-Marques introduzem Regras Derivadas, como opção para que os 




3. O SISTEMA DE TABLEAUX SC1 DE BUCHSBAUM E PEQUENO  
 
 
 Buchsbaum e Pequeno 1993 introduz sistemas de tableaux analíticos, à la Smull-
yan (Smullyan 1968), para a lógica proposicional paraconsistente C1 e para a lógica quanti-
ficacional paraconsistente C1* de da Costa, denominados sistemas SC1 e SC1*, respecti-
vamente. 
 Aqui, apresentamos, sucintamente, o sistema SC1 de Buchsbaum e Pequeno. 
 A linguagem do sistema de SC1 é a mesma linguagem ℒ do cálculo C1 de da Costa,  
apresentada no Capítulo 1.  
 
 Em SC1, também são definidos o operador de “bom comportamento” e a negação 
forte “∼”. 
 
O tableau é inicializado colocando-se sob o escopo do símbolo de inicialização “∼” 
a fórmula a ser testada.  
 
 O critério de fechamento de um ramo do tableau é o seguinte: se nele ocorrem as 
fórmulas A e ∼(A) para alguma fórmula A, o ramo é fechado; caso contrário, ele é aberto.  
 










 As regras de expansão para SC1  são as seguintes: 
 
 Regras de Tipo Conjuntivo:  α    ou  α 
                α1   α1  
                α2    
       
  α   α1  α2                Nome da Regra 
 A&B   A  B    A&B  (&) 
 ∼(A⊃B)  A  ∼B   ∼(A⊃B)      (∼⊃) 
 ∼(A∨B)  ∼A  ∼B   ∼(A∨B)    (∼∨) 
 ∼¬A    A           ∼¬(A)  (∼¬) 
 
 
 Regras de Tipo Disjuntivo:   β      ou    β 
                    β1     β2      β1  β2     β3  
 
 
    
        β  β1      β2              Nome da Regra 
 A⊃B  ∼A  B              A⊃B    (⊃) 
 A∨B  A  B              A∨B  (∨) 
 ∼(A&B) ∼A  ∼B             ∼(A&B) (∼&) 
 ¬(A&B) ∼(A&B) ∼Ao  ∼Bo  ¬(A&B)     (¬&) 
 ¬(A∨B)  ∼(A∨B) ∼Ao  ∼Bo       ¬(A∨B) (¬∨) 
 ¬(A⊃B) ∼(A⊃B) ∼Ao  ∼Bo  ¬(A⊃B) (¬⊃) 
 ¬¬A  ∼¬A  ∼Ao    ¬¬A  (¬¬) 
 







4. EXEMPLOS COMPARATIVOS 
 
 
 A seguir, apresentamos alguns exemplos de provas de fórmulas nos sistemas M1, 
TC1, SC1 e TDNC1. 
a)  Demonstrar que  0C1 (¬(A&¬A)⊃((B⊃A)⊃((B⊃¬A)⊃¬B)).   
 
a.1) Em M1 
 
1       ¬(A&¬A)⊃((B⊃A)⊃((B⊃¬A)⊃¬B)  
2 ¬(A&¬A)   ((B⊃A)⊃((B⊃¬A)⊃¬B)      1, ⊃d 
3  (B⊃A)    ((B⊃¬A)⊃¬B)    2, ⊃d 
4 (B⊃¬A)   ¬B      3, ⊃d 
5 A    B      3, ⊃e 
6 ¬A    B      4, ⊃e 
7 B          4, ¬d 
8 ¬(B&¬B)         4, ¬d 
 
 


















a.2) Em TC1 
 
  1   F(¬(A&¬A)⊃((B⊃A)⊃((B⊃¬A)⊃¬B))  
 
  2   T¬(A&¬A)    1, F⊃  
 
  3   F(((B⊃A)⊃((B⊃¬A)⊃¬B))) 1, F⊃ 
 
  4   T(B⊃A)    3, F⊃    
 
  5   F ((B⊃¬A)⊃¬B)   3, F⊃   
 
  6   T(B⊃¬A)    5, F⊃ 
  
  7    F¬B     5, F⊃ 
 
  8    TB        7, F¬ 
 
 
  9             TAo        2, Definição 
 
 
 10 FB  4, T⊃  11   TA  4, T⊃  
   * 
   12  FB    6, T¬  13 T¬A  6, T¬   
          *  
     14  F(A&¬A) 2, T¬   15   F(A&(¬A))o  2, T¬ 
       
       16 FA  14, F&  17  F¬A 14, F&   
     *    *   
   
          18  F(Ao&(¬A))o)   15, Fo 
   
    19  F(Ao)  18, F&    20 F((¬A)o)  18, F& 
     * 
        21 F(¬(¬A&¬¬A))  20, Def. 
 
        22 T(¬A&¬¬A)  21, F¬ 
  
        23  T(¬A)  22, T& 
          
       24 F(A)  23, T¬ 25 F(A)o  23, T¬  
 O tableau fecha pelas fórmulas que ocorrem nos nós 8 e 10; 8 e 12; 11 e 16; 13 e 17; 
9 e 19; 11 e 24, 9 e 25. 
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        12  ∼B    6, ⊃    13 ¬A   6, ⊃          




  1    ∼1(¬(A&¬A)⊃((B⊃A)⊃((B⊃¬A)⊃¬B))  
 
  2    ¬(A&¬A)    1, ⊃  
  3    ∼1(((B⊃A)⊃((B⊃¬A)⊃¬B))) 1, ⊃ 
 
  4    (B⊃A)    3, ⊃    
 
  5 ∼((B⊃¬A)⊃¬B)   3, ⊃   
 
  6 (B⊃¬A)    5, ⊃ 
  
  7 ∼¬B     5, ⊃ 
 
  8     B        7, E∼¬ 
  9     Ao       2, Definição 
 
 10 ∼B 4, ⊃  11   A 4, ⊃  
  * 
         14 ∼(A&¬A) 2, ¬&  15     ∼Ao  2, ¬& 16 ∼(¬A)o   2, ¬& 
                    *        
 17 ∼A  14, ∼&  18  ∼¬A 14, ∼&      19∼¬(¬A&¬¬A) 16, def 
       *   *                
        20 ¬A&¬¬A   19, ∼¬  
        
        21 ¬A   20, & 
 
        22 ¬¬A  20, & 
      23 ∼¬A  22, ¬¬     24    ∼Ao    22, ¬¬ 
            *       * 
 
 O tableau fecha pelas fórmulas que ocorrem nos nós 8 e 10; 8 e 12; 11 e 17; 13 e 18; 
















  1    ∼1(¬(A&¬A)⊃((B⊃A)⊃((B⊃¬A)⊃¬B))  
  2    ¬(A&¬A)    1, DNI∼1  
  3    ∼1(((B⊃A)⊃((B⊃¬A)⊃¬B))) 1, DNI∼1 
  4    A1     2, I1  
  5    (B⊃A)    3, DNI∼1  
  6 ∼1((B⊃¬A)⊃¬B)   3, DNI∼1    
  7 (B⊃¬A)    6, DNI∼1 
 
  8 ∼1¬B     6, DNI∼1 
  9 ¬¬B     8, E∼1¬ 
 
  10    B        9, E¬¬ 
     12    A    5, E⊃ 
 11∼1B 5, E⊃ 
   13  ∼1B    7, E⊃  14 ¬A    7, E⊃       
          *                 *  
 O tableau fecha pelas fórmulas que ocorrem nos nós 10 e 11; 10 e 13; 4, 12 e 14. 
b) Demonstrar que 0C1 (A&¬A)
o 
b.1) Em M1  
 
1        ¬((A&¬A)&¬(A&¬A))  
2   (A&¬A)&¬(A&¬A)      1, ¬e  
3 ¬(((A&¬A)&¬(A&¬A))&¬((A&¬A)&¬(A&¬A)))    1, ¬e 
4   (A&¬A)       2, &e 
5   A        2, &e 
6   ¬A        4, &e 
7   ¬(A&¬A)       4, &e 
8        A   6, 7, ¬e 
 O tableau fecha com A à direita (passo 5) e à esquerda (passo 8).  
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b.1) Em TC1  
   1 F((A&¬A)o) 
   2 F(Ao&(¬A)o)  1, Fo 
 3 F((A)o) 2, F&   4   F((¬A)o)        2, F& 
 5 F(¬(A&¬A)) 3, Def.   n+m+1  F(¬(¬A&¬¬A))) 4, Def.  
 6 T(A&¬A) 5, F¬   n+m+2  T(¬A&¬¬A))     n+m+1, F¬ 
 7 T(A)  6, T&   n+m+3  T(¬A)         n+m+2, T& 
 8 T(¬A)  7, T&   n+m+4  T(¬¬A)         n+m+2, T& 
9 F(A) 8, T¬  10 F(Ao)  8, T¬ n+m+5   T(A)          n+m+4,T¬¬ 
 * retorno infinito ao procedimento      
  dos passos 5-10         n+m+6 F(¬A) n+m+4,T¬  n+m+7 F((¬A)o)n+m+4,T¬ 
         *    
     n+m+8 FA  n+m+3, T¬       n+m+9    FAo n+m+3, T¬ 
             *    
 n  F(¬((A&¬A)&¬(A&¬A))) 10, Definição de “o”     
 n+1 T((A&¬A)&¬(A&¬A)) n, F¬     
 n+2 T(A&¬A)   n+1, T&    
 n+3  T(¬(A&¬A))   n+1, T&   
 n+4        TA   n+2, T&  
 n+5        T¬A   n+2, T&   
n+6 F(A&¬A) n+3, T¬        n+7  F((A&¬A)o) n+3, T¬  
         retorno infinito ao procedimento dos passos 2 a (n+m+8) 
    n+m T(Ao)  n+3, Def. “o”    
             *    n+m+10  F(¬((A&¬A)&¬(A&¬A))) n+m+7,  Def “o” 
          n+m+11  T((A&¬A)&¬(A&¬A))      n+m+10, F¬ 
           n+m+12  T(A&¬A)       n+m+11, T& 
           n+m+13  T(¬(A&¬A))       n+m+12, T& 
           n+m+14  TAo        n+m+13, Def   “o” 
      *      
 O tableau fecha pelas fórmulas que ocorrem nos nós 7 e 9; (n+2) e (n+6); 10 e 




b.3) Em SC1 
  1 ∼((A&¬A)o) 
  2 ∼(¬((A&¬A)&¬(A&¬A))) 1, Definição de “o” 
  3 (A&¬A)&¬(A&¬A)  2, ∼¬ 
  4 A&¬A   3, & 
  5 ¬(A&¬A)   3, & 
  6      A    4, & 




8∼(A&¬A)  5, ¬& 9   ∼(Ao)  5, ¬&  10  ∼((¬A)o)  5, ¬& 
 *  11 ∼(¬(A&¬A)) 9, Def. 12 ∼(¬(¬A&¬¬A)) 10, Def. “o” 
    *   13 (¬A&¬¬A) 12, ∼¬ 
       14 ¬A   13, & 
       15  ¬¬A  13, & 
     16 ∼¬A  15, ¬¬          17  ∼(Ao) 15, ¬¬  
      *           18  ∼(¬(A&¬A)) 17, Def  
 O tableau fecha pelas fórmulas que ocorrem nos nós 4 e 8; 5 e 11; 14 e 16; 5 e 18. 
b.4) Em TDNC1 
  1 ∼1((A&¬A)o) 
  2 ∼1((A&¬A)1)  1, Eo 
  3 ¬(A&¬A)  2, E1∼1 
  4 A&¬A  2, E1∼1 
  5       A1   4, I1  
  6      A   3, E&   
  7    ¬A   3, E& 
        *   
 O tableau fecha pelas fórmulas que ocorrem nos nós 5, 6 e 7. 
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c) Demonstrar que 0C1 (A
(2))o 
c.1) Em M1  
 
 1        ¬(A(2)&¬(A(2)) 
2  (A(2)&¬(A(2)))&¬(A(2)&¬(A(2)))     1, ¬e  
3 ¬((A(2)&¬(A(2)))&¬((A(2)&¬(A(2)))&¬(A(2)&¬(A(2)))))    1, ¬e 
4   (A(2)&¬(A(2))))      2, &e 
5   A(2))        2, &e 
6   ¬(A(2)))       4, &e 
7   ¬( A(2)&¬(A(2)))      4, &e 
8        A(2)   6, 7, ¬e 
 O tableau fecha com A à direita (passo 5) e à esquerda (passo 8).  
 
c.1) ) Em TC1  
   1 F((A(2))o) 
   2 F(¬(A(2)&¬(A(2))) 1, Definição 
   3 T(A(2)&¬(A(2))) 2, F¬  
   4 T(A(2))   3, T& 
   5 T(¬(A(2)))  4, T& 
  6 F(A(2))  5, T¬ 7  F((A(2))o) 5, T¬   
       *   8   retorno infinito ao procedimento dos passos 1-5 
     9  T(A1&A2) 4, Definição de “A(2)”  
     10 T(Ao&Aoo) 9, Definição de “A1” e “A2” 
     11 T(Ao) 10, T& 
     12 T(Aoo) 10, T& 
     13  T(¬(A1&A2)o)  7, Definição de “A(2)” 
     14  T(¬(Ao&Aoo)o) 13, Definição de “A1” e “A2” 
   15 F(Ao&Aoo) 14, T¬ 16  F((Ao&Aoo)o) 14, T¬  
    *   17  F((Ao)o&(Aoo)o) 16, Fo   
     18  F((Ao)o) 17, F&  19  F((Aoo)o) 17, F&  
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      20  F(¬(Aoo&¬(Aoo)) 19, Definição “o” 
      21 T(Aoo&¬(Aoo)) 19, F¬   
      22 T(Aoo)  21, T& 
      23 T(¬(Aoo))  21, T& 
     24  F(Aoo)  23, T¬ 25 F((Aoo)o) 23, T¬  
 
      * 26 F(¬(Aoo&¬(Aoo))  25, Def. “o” 
       27 T(Ao&¬(Ao)) 26, F¬  
       28 T(Ao)  27, T& 
       29 T(¬(Ao))  27, T& 
     30  F(Ao)  29, T¬ 31  F(Ao)o 29, T¬   
      *   * 
 O tableau fecha pelas fórmulas que ocorrem nos nós 4 e 6; 10 e 15; 12 e 18; 12 e 24; 
11 e 30; 22 e 31. 
 
c.3) Em SC1 
  1 ∼((A(2))o) 
  2 ∼(¬(A(2)&¬(A(2)))  1, Definição  
  3 A(2)&¬(A(2)   2, ∼¬ 
  4      A(2)    3, & 
  5 ¬(A(2))   3, & 
  6      A1&A2   4, Definição de “A(2)” 
  7      Ao&Aoo   6, Definição de “A1” e “A2” 
  8      Ao    7, & 
  9      Aoo    7, & 
  10    ¬(A1&A2)   5, Definição de “A(2)” 
  11    ¬(Ao&Aoo)   4, Definição de “A1” e “A2”  
12 ∼(Ao&Aoo)  11, ¬&       13   ∼((Ao)o)  11, ¬&  14  ∼((Aoo)o)  11, ¬& 
 *    * 
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                    15 ∼(¬(Aoo&¬(Aoo)))  14, Def “o” 
                          16  (Aoo)&¬(Aoo)  15, ∼¬ 
                17       Aoo   16, & 
                18    ¬(Aoo)   16, & 




20 ∼¬((Ao&¬(Ao)))  19, ¬¬  21 ∼((Ao&¬(Ao))o)  19, ¬¬      
22 ∼(Aoo) 20, Def. “o”  23 ∼(¬((Ao&¬(Ao))&¬(Ao&¬(Ao)))) 21, Def “o” 
 *    24 (Ao&¬(Ao))&¬(Ao&¬(Ao)) 23, ∼¬ 
     25 (Ao&¬(Ao))   24, & 
     26 ¬(Ao&¬(Ao))   24, & 
     27      Ao     25, & 
     28 ¬(Ao)    25, & 
     29 ¬¬(A&¬A)   28, Def “o” 
 30  ∼¬(A&¬A)  29, ¬¬  31  ∼(A&¬A)o  29, ¬¬       
 32  ∼(Ao)     30, Def “o”  33  ∼(¬((A&¬A)&¬(A&¬A))) 31, Def “o” 
  *    34 (A&¬A)&¬(A&¬A)  33, ∼¬ 
      35 A&¬A   34, & 
      36 ¬(A&¬A)   34, & 
      37 A    35, & 
      38 ¬A    35, & 
      39  Ao    36, Def “o” 
  
40  ∼(A&¬A) 36, ¬&     41 ∼(Ao) 36, ¬&    42 ∼((¬A)o) 36, ¬& 
  *                  *    43 ∼(¬((¬A)&¬(¬A)))  42, Def “o”





          45 ¬A       44, &  
          46  ¬(¬A)      44, & 
 
 
      47  ∼¬(A)  46, ¬¬  48  ∼(A)o  46, E¬¬ 
       *   * 
 O tableau fecha pelas fórmulas que ocorrem nos nós 7 e 12; 9 e 13; 17 e 22; 27 e 32; 
35 e 40; 39 e 41; 45 e 47; 39 e 48. 
c.4) Em TDNC1 
  1 ∼1((A(2))o) 
  2 ∼1((A(2))1)  1, Eo 
  3 ¬((A(2))1)  2, E1∼1 
  4 (((A(2))1))(1)  2, E1∼1 
  5       A(2)  3, E1¬ 
  6 ¬(A(2)))  3, E1¬ 
  7       A2   5, E(2) 
  8      A(1)   5, E(2) 
  9       A1   8, E(1)   
  10       A   6, E(2)¬      
  11      ¬A   6, E(2) ¬ 
        *   
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