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Abstract: 
Background: Lobar cerebral microbleeds (CMBs) and localized non-hemorrhage iron deposits in the basal 
ganglia have been associated with brain aging, vascular disease and neurodegenerative disorders. Recent 
advances using quantitative susceptibility mapping (QSM) make it possible to differentiate iron content 
from mineralization in-vivo using magnetic resonance imaging (MRI). However, automated detection of 
such lesions is still challenging, making quantification in large cohort bases studies rather limited. 
Purpose: Development of a fully automated method using deep learning for detecting CMBs and non-
hemorrhage basal ganglia iron deposits using multimodal MRI. 
Materials and Methods: We included a convenience sample of 24 participants from the MESA cohort and 
used T2-weighted images, susceptibility weighted imaging (SWI), and QSM to segment the lesions. We 
developed a protocol for simultaneous manual annotation of CMBs and non-hemorrhage iron deposits in 
the basal ganglia, which resulted in defining the gold standard. This gold standard was then used to train a 
deep convolution neural network (CNN) model. Specifically, we adapted the U-Net model with a higher 
number of resolution layers to be able to detect small lesions such as CMBs from standard resolution MRI 
which are used in cohort-based studies. The detection performance was then evaluated using the cross-
validation principle in order to ensure generalization of the results.  
Results: With multi-class CNN models, we achieved an average sensitivity and precision of about 0.8 and 
0.6, respectively for detecting CMBs. The same framework detected non-hemorrhage iron deposits reaching 
an average sensitivity and precision of about 0.8.  
Conclusions: Our results showed that deep learning could automate the detection of small vessel disease 
lesions and including multimodal MR data such as QSM can improve the detection of CMB and non-
hemorrhage iron deposits.  
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1 Introduction 
The aging brain is subject to various irreversible changes, some driven by the aging process itself and others 
that are associated with various pathologies including vascular disease and neurodegeneration (1-4). 
Magnetic resonance imaging (MRI) using sequences sensitive to magnetic susceptibility can detect the 
focal accumulations of iron that are frequently observed in elderly populations, including in cerebral 
microbleeds (CMBs) and non-hemorrhage iron deposits in the basal ganglia. CMBs are small hemorrhages 
that can occur anywhere in the brain, largely sporadically (5). The presence of lobar CMBs is also a marker 
for cerebral amyloid angiopathy (6-8). On the other hand, non-hemorrhage iron deposits tend to be more 
localized in the deep structures of the brain, particularly in the basal ganglia. While some increase in iron 
concentration in the basal ganglia is expected in healthy aging (9), excessive accumulation of iron has been 
associated with neurodegenerative disorders (10-12). 
CMB confer important clinical information, so manual quantification/rating systems such as the Microbleed 
Anatomical Rating Scale (MARS) (13) and Brain Observer MicroBleed Scale (BOMBS) (14) were 
developed for structured assessment of lesion load of CMBs. These rating scales represent the lesion load 
in tables listing the number of CMBs in seven (in BOMBS) to thirteen (in MARS) bilateral regions, with 
separate counts for smaller (< 5 mm) and larger lesions in BOMBS. They include the assignment of a level 
of confidence (certain/uncertain) to each detected potential microbleed. Manual annotation of CMBs in the 
images would retain more information about the spatial distribution and the size of individual CMBs 
compared to these rating systems but would be even more labor intensive.  
CMBs and non-hemorrhage iron deposits both have a similar appearance in several MRI modalities (15). 
The contrast to surrounding tissue is particularly strong in T2* gradient-recalled echo (GRE) and 
susceptibility-weighted imaging (SWI) due to strong paramagnetic effects of iron present in both types of 
lesions. Of these two modalities, SWI was more sensitive than T2* GRE for detecting CMBs (16, 17). In 
the images acquired with these modalities, CMBs appear as small rounded or ellipsoidal hypointense 
regions with a diameter of ten millimeters or less (6, 15, 18). Non-hemorrhage iron deposits in the basal 
ganglia generally do not conform to any specific shapes and are observed to be larger in size than CMBs. 
One useful distinction between the two, however, is that typical focal iron deposits are mainly located in 
the gray matter of the basal ganglia, particularly the globus pallidus, whereas CMBs can occur anywhere, 
and overall, infrequently in the globus pallidus (15).  Because hypo-intensities in SWI are not specific to 
CMBs and non-hemorrhage iron deposits, images with other tissue contrasts are required in order to identify 
other lesion types that can have similar low signal on SWI, such as enlarged perivascular space (EPVS), 
infarcts, or calcification (5, 13, 14). The specificity for CMB detection can be increased by post-processing 
SWI-magnitude and phase data to derive maps of tissue susceptibility, known as quantitative susceptibility 
mapping (QSM) (19, 20). QSM allows magnetic susceptibility from paramagnetic materials to be 
differentiated from that deriving from diamagnetic materials, and therefore is particularly useful for 
distinguishing non-hemorrhage iron deposits from calcifications (21, 22). Studies have shown SWI and 
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QSM to be useful for deriving metrics for CMBs and iron deposits (21, 23). Panels A and B in Figure 1 
show examples of CMBs and non-hemorrhage iron deposits on SWI, QSM and T2 MRI. Mimics such as 
enlarged perivascular spaces (EPVS) and calcifications have an appearance on SWI that is similar to that 
of CMBs. EPVS can be easily differentiated from CMBs using T2-weighted images where they appear 
hyper-intense. Panel B in Figure 1 shows an example of an EPVS on SWI, QSM and T2 MRI. Calcifications 
are distinguishable from CMBs using QSM (21) or, sometimes, when viewed on CT.  
The location, number, and size of the two types of iron-containing lesions vary substantially across 
individuals. Thus, advancing the understanding of the role and relations of these lesions with various brain 
pathologies requires large samples to sufficiently cover the variability in population and across disorders. 
Automatic processing may reduce otherwise necessary manual annotation work and thus facilitate research 
in large cohort samples. We developed robust and fully automated deep learning-based method to detect 
CMBs and non-hemorrhage iron deposits in a cohort without extensive apparent brain tissue damage and 
with a low load of CMBs and non-hemorrhage basal ganglia iron deposits. We experimented with both 
single class and multiclass models using multiple MR modalities. Our experiments show that using multi-
modal MRI improves the accuracy of detection.  
 
2 Materials and Methods 
2.1 MRI Acquisition and Pre-Processing 
The Multi-Ethnic Study of Atherosclerosis (MESA) Exam 6 Atrial Fibrillation Ancillary Study’s brain MRI 
protocol included T1-weighted, T2-weighted and a QSM susceptibility-weighted sequence with 4 SWI at 
different, equally spaced echo times. SWI is a high-resolution, 3D imaging sequence where the image 
contrast is enhanced by combining magnitude and phase image data (24, 25). The scans were acquired at 6 
sites using the same acquisition parameters. All scans were performed on Siemens MR scanners (2 Skyra 
with 20 channel head coil and 4 Prisma Fit with 32 channel head coil) at a static magnetic field strength of 
3 Tesla and identical imaging sequence parameters, as shown in Table 1. 
Note that multiple SWI phase and magnitude images were acquired with varying echo times (Table 1). SWI 
data were generated following the proposed method of Haacke et al (24, 26). A phase mask was generated 
from the phase images using a high-pass filter of size 64 x 64 in order to remove artifacts. The SWI was 
generated by multiplying the magnitude image with the phase mask. For creation of the reference annotation 
and machine-based inference, only the SWI image with the shortest echo time (TE=7.5 ms) was used as 
this would potentially result in a smaller number of false positives compared to a longer TE (27). 
The T1 and T2 images underwent N4 bias correction (28) with default parameters using the implementation 
in the Advanced Normalization Tools1 (ANTs) suite and were rigidly registered to the participants’ SWI 
 
1 http://stnava.github.io/ANTs/ 
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image using FSL’s FLIRT2 (29-31). Anatomical parcellation and brain masks were generated with a multi-
atlas segmentation method using the bias corrected T1 images (32). These brain masks were used in the 
generation of the QSM images. QSM maps required also the entire multi-echo SWI dataset using the 
Morphology Enabled Dipole Inversion (MEDI)3 method (20, 33) implemented in MATLAB.  
2.2 Manual Annotation 
Manual annotation was performed according to a custom protocol developed with the focus on highly 
specific differential detection of CMBs and non-hemorrhage iron deposits based on multiple modalities. 
The detailed protocol is reported in Supplementary Materials 1, S1.1, and a flowchart of the manual 
annotation process is shown in Figure S 1. 
2.3 Study Participants 
We included imaging data from participants in the MESA Exam 6 Atrial Fibrillation Ancillary Study (34-
36). A subset of the MESA cohort participated in an ancillary study of cardiac arrhythmias and brain 
imaging during the 2016-2018 exam (Exam 6) (37). From among 1061 participants who underwent MR 
brain scans, a convenience sample of 34 scans was selected based on prior visual identification of possible 
CMBs by two experienced readers (IMN and TR). These 34 participants are not representative of the MESA 
cohort in terms of prevalence of CMBs and non-hemorrhage iron deposits, and additional participants in 
the MESA cohort likely have CMBs and/or non-hemorrhage iron deposits. A total of 10 participants’ scans 
were excluded due to poor image quality (n=4) and presence of distortions/artefacts or motion-related 
effects (n=6). The demographics summary and lesion loads for the 24 included participants are presented 
in Table 2. Of these 24 participants, there were 13 males and 11 females with age range 65-94 years. Based 
on the expert annotation of these 24 participants, 4 participants had no microbleeds, 13 participants had 1 
or 2 microbleeds (with average size of 10.85 mm3), 6 participants had between 3 and 8 microbleeds (with 
average size of 10.21 mm3) and 1 participant had more than 100 microbleeds (with average size of 4.76 
mm3). In certain circumstances, the participant with more than 100 microbleeds may be considered an 
outlier in terms of the number of CMBs. An examination of this is presented in Supplementary Materials 
4, section S 4.1. Of the 24 participants, 5 participants did not have any voxels labeled as non-hemorrhage 
iron deposits and the remaining had between 2 (each having a single voxel or 1.5 mm3) and 13 lesions (one 
participant had 4 non-hemorrhage iron deposit lesions with a total of 326 voxels or 489 mm3) labeled as 
non-hemorrhage iron deposits in the basal ganglia.  
The distribution of CMBs and iron deposits pooled over all participants is illustrated in Figure 2. The 
average size (± SEM, or standard error of the mean) of CMB lesions in this sample was 6.27 ± 0.51 mm3 
(4.18 ± 0.34 voxels). Among the 20 participants with CMB, 70% (n =14) had two or fewer CMBs, 25% (n 
= 5) had between three and eight CMBs, and the remaining participant had 120 CMBs. The average size of 
non-hemorrhage iron deposit labels (± SEM) was 26.15 ± 4.76 mm3 (17.43 ± 3.17 voxels). Approximately 
 
2 https://fsl.fmrib.ox.ac.uk 
3 http://weill.cornell.edu/mri/pages/qsm.html 
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21% (n = 5) had no discernable basal ganglia non-hemorrhage iron deposits and half (n = 12) had fewer 
than 100 voxels (150 mm3) labeled as non-hemorrhage iron deposits. The remaining 29% (n = 7) had more 
than 100 voxels labeled as non-hemorrhage iron deposits.  
2.4 Method Overview for Automated Processing 
We developed a deep learning framework for automatic segmentation of CMBs and non-hemorrhage iron 
deposits based on the U-Net (38, 39), a widely used deep learning architecture for image segmentation. Our 
architecture, however, employed padded instead of unpadded convolutions and operated on six instead of 
five spatial resolutions, and was used for both single class and multiclass segmentation experiments. The 
detailed description of our implementation can be found in Supplementary Materials 2, S 2.1. The overall 
system pipeline is shown in Figure 3. After the initial step of co-registration the MR volumes were 
preprocessed to have zero mean and unit variance, as detailed in Supplementary Section 3 (S 3.1). The 
normalized MR volumes were then sliced along the z-axis (axial slices) and padded with zeros to obtain 2D 
slices with 256x256 voxels. We evaluated the performance considering the leave-one-out cross-validation 
for the 24 participants listed in Table 2 to ensure generalization of results. In each fold, a single participant’s 
data was kept separate for testing (test dataset), and the MR data and labels from the remaining 23 
participants were randomly split into training dataset (75%, consisting of 17 participants) and validation 
datasets (25%, consisting of 6 participants). Both training and validation datasets were augmented to 
improve the robustness of the deep learning models. Details regarding dataset augmentation is reported in 
Supplementary Materials 3 (S 3.2). The training dataset was used to train the model for a single epoch, after 
which the validation dataset was used to compute a commonly used evaluation metric known as 
intersection-over-union (IoU) which quantifies the amount of overlap between the predicted and 
groundtruth segmentations. Each model was trained for a maximum of 30 epochs, and a “best” model was 
determined as the model with the maximum IoU. This “best” model was then used to predict the labels of 
the test dataset. The set of predictions used for evaluating model performance thus consisted of 24 
segmentation masks that were predicted with 24 different models with no overlap between training, 
validation and testing datasets. These evaluations were for single class and multiclass experiments. For both 
single class and multiclass experiments, four permutations of MR modalities were considered: (1) SWI 
only, (2) SWI and QSM, (3) SWI and T2, and (4) SWI, QSM and T2. 
For single class experiments, the models were trained and evaluated for (1) CMBs only, (2) non-hemorrhage 
iron deposits only, and (3) CMBs ∪ iron deposits (both having the same label). For multiclass experiments, 
both CMBs and iron deposits had separate labels, and were segmented simultaneously. For multi-class 
segmentations, a larger number of augmentations were used than for single class segmentations. 
2.5 Evaluation of Performance  
We evaluated the performance in terms of rate of detected/missed CMBs and non-hemorrhage iron deposit 
lesions. For each participant, the number of true positives (TP), false positives (FP) and false negatives 
(FN) was counted as follows: first, a connected-component filter with 3D connectivity was applied to both 
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the predicted segmentation and the reference segmentation in order to identify clusters of voxels. Next, the 
centroid of each component in both the predicted segmentation and reference was computed. TP, FP and 
FN were determined on whether the Euclidean distance between a predicted component and a reference 
component was below a specified tolerance. A tolerance of 3 was used for evaluating CMBs and a tolerance 
of 5 was used for evaluating non-hemorrhage iron deposits since iron deposits have a more dispersed pattern 
than CMBs which are spherical in shape. The sensitivity (or true positive rate) was computed as the ratio 
of TP and number of lesions in the ground truth (TP + FN) for each participant. The precision (or positive 
predictive value) was computed as the ratio of TP and the number lesions in the predicted mask (TP + FP). 
When the true negative (TN) is available, the typical measure of performance is the accuracy, determined 
by (TP + TN) / (TP + TN + FP + FN). In our application, the true negative (TN) is difficult to estimate 
because the true negative encompasses all regions of the volume that are not CMBs or non-hemorrhage 
iron deposits.  
To evaluate the performance of each model, we report the average sensitivity across all participants and 
average precision across all participants, as well as a combined metric (magnitude accuracy) computed 
as √𝐴𝑣𝑔𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦2 + 𝐴𝑣𝑔𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛2. 
2.6 Statistical Analysis 
Due to small sample size and potential non-uniform distribution of the models’ sensitivity, precision and 
magnitude accuracy, we utilized the non-parametric two-tailed Wilcoxon rank sum test to check for 
difference between the performance of the various models. In all single class and multiclass experimental 
evaluations, the model trained with only SWI is considered as the baseline model for comparison. Statistical 
significance was considered at a p < 0.05. All statistical analysis was performed using MATLAB R2017b. 
 
3 Results 
3.1 Single Class Model 
In this evaluation, only a single class of lesions was considered at a time: either CMBs alone, non-
hemorrhage iron deposits alone, or lesions consisting of either type without making a distinction between 
types. The average sensitivity, average precision, average magnitude accuracy and false positives per 
participant for experiments based on the single class models are reported in Table 3, along with their 
respective standard errors of the mean (SEM) and the lower and upper bounds based on 95% confidence 
interval. For detecting only CMBs, the best model was the one trained with SWI and QSM, having an 
average of 0.88 and precision 0.40, with a combined magnitude accuracy of 1.09 and 4.33 false positives 
(FPs) per participant. The model trained with SWI, QSM and T2 also resulted in comparable performance 
in terms of magnitude accuracy (1.08) having an average sensitivity and precision of 0.87 and 0.50, 
respectively, but produced the fewest FPs per participant (2.79). A comparison against the baseline model 
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(the model trained with only SWI) revealed that the average magnitude accuracy of the model trained with 
SWI and QSM was better (p = 0.014) and the average precision and magnitude accuracy for the model 
trained with all modalities was yielding the better results (p = 0.012 and p = 0.009, respectively). 
For the task of detecting iron deposits only, the best model was the one trained with SWI, QSM and T2 
having an average sensitivity and precision of 0.81 and 0.62, respectively, with a magnitude accuracy of 
1.11 and 2.50 FPs per participant. Similar to detecting CMBs only, we noted that the model trained with 
SWI and QSM also had a similar performance in terms of magnitude accuracy (1.09), with average 
sensitivity and precision of 0.77 and 0.60, respectively and 2.71 FPs per participant.  
A joint scatterplot of the sensitivity and precision for all single class model experiments involving CMBs 
only or non-hemorrhage iron deposits only is shown in Figure 4. In the subplots of this figure, the round 
points represent individual participants’ sensitivity and precision, and the X marker represents the average 
of sensitivity and precision of the experiment. The coordinates of the X marker, i.e. the average sensitivity 
and precision of the experiment is shown in the legend located in the upper left corner of each subplot. The 
histogram of the magnitude accuracies for the single class experiments is shown in Figure 6 (top row).  
Another experiment was performed where the combined CMB and iron deposit labels were evaluated. 
These results are described in Supplementary Section 3.3. 
Panels C and D of Figure 1 shows the segmentation of CMB and iron deposits of the brain slices shown in 
Figure 1, Panels A and B, respectively. In these figures, the segmentation map is produced by the model 
trained with the combined CMB and iron deposit reference annotation. Figure 7 (Panel A) shows the 
segmentation result using a model that was trained using SWI, QSM and T2 based on combined reference 
annotation. On this axial slice of this figure, both an enlarged perivascular space (yellow arrow) and a small 
microbleed (a single voxel in size) are present. In this case, the model correctly rejected the EPVS as a 
mimic while correctly segmenting the CMB.  
3.2 Multi-class Model 
In this analysis, CMBs and non-hemorrhage iron deposits were treated as individual types of lesions and 
predicted/evaluated simultaneously. The corresponding average sensitivity, average precision, average 
magnitude accuracy and false positives (FP) per participant are reported are reported in Table 3, along with 
their respective standard errors of the mean (SEM) and the lower and upper bounds based on 95% 
confidence interval. The model trained with SWI and QSM had the best performance. For CMBs, the 
highest magnitude accuracy was 1.15 with an average sensitivity and precision of 0.84 and 0.59, 
respectively with 1.83 FPs per participant. As observed with the single class experiments, the next best 
performance in terms of magnitude accuracy (1.07) was obtained with the model trained with SWI, QSM 
and T2 having an average sensitivity and precision of 0.89 and 0.49, respectively with the next lowest FPs 
per participant of 2.08. When compared to the baseline model trained with only SWI, the precision and 
magnitude accuracy for the model trained with SWI and QSM was found to be better (p = 0.045 and p = 
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0.006, respectively). The magnitude accuracy of the model trained with SWI, QSM and T2 was also found 
to be better (p = 0.022).  
For detecting iron deposits with the multi-class models, the best performing model was the one trained with 
SWI and QSM having an average sensitivity, precision and magnitude accuracy of 0.75, 0.75 and 1.20, 
respectively with 1.29 FPs per participant. The next best performing model in terms of magnitude accuracy 
(1.17) was the model trained with SWI, QSM and T2 having an average sensitivity and precision of 0.81 
and 0.64, respectively with 1.88 FPs per participant.  
A joint scatterplot of the sensitivity and precision for the multiclass model experiments are shown in Figure 
5. In the subplots of this figure, the round points represent individual participants’ sensitivity and precision, 
and the X marker represents the average of sensitivity and precision of the experiment. The coordinates of 
the X marker, i.e. the average sensitivity and precision of the experiment is shown in the legend located in 
the upper left corner of each subplot. The histogram of the magnitude accuracies for the multiclass 
experiments is shown in Figure 6 (bottom row). Figure 7, Panel B shows an example of non-hemorrhage 
iron deposit segmentation using a multiclass model trained with SWI, QSM and T2. In this figure, there is 
a small mineralization deposit present in the basal ganglia (marked with blue arrow) appearing hypo-intense 
on QSM. The model was able to correctly reject the mineralization as a mimic while correctly segmenting 
the surrounding iron deposits.  
An example of the multi-class segmentation with both CMB and non-hemorrhage iron deposits is shown 
in Figure 8.  
Finally, removing outlier data using a Beta distribution fit resulting in the removal of a single participant 
with >100 CMBs from our sample in a sensitivity analysis, showed largely similar performance 
(Supplementary Materials 4, S 4.2).  
 
4 Discussion 
In this work, we developed and implemented a deep learning framework and trained it for the segmentation 
of CMBs and non-hemorrhage iron deposits using multi-modal MRI. The highest accuracy for automated 
quantification of CMB and non-hemorrhage iron deposits in the brain was achieved when multiple 
modalities were used. We made use of a rather novel advanced imaging contrast, QSM, that helped 
distinguish iron content from mineralization (in this, possibly calcification), as shown in Panel B of Figure 
7. Although calcification and calcium deposits can be clearly visible in computed tomography (CT) images 
(40, 41) our proposed imaging and analysis pipeline is based solely on MRI and thus does not require the 
use of ionizing radiation. We experimented with several permutations of the available MR modalities, with 
SWI being utilized in all cases. When considering the models trained only SWI as a baseline, statistical 
analysis revealed that using QSM confers significant improvement in the precision and overall magnitude 
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accuracy for detecting CMBs, including a reduction in the number of false positives per participant. Our 
method can be integrated in pipelines for automated reading of large-scale cohort studies. 
Automatic detection of CMBs and iron deposits is a challenging task that requires specialized imaging 
sequences and benefits from post-processing of multi-time echo images. Most lesions were very small, 
infrequent and appeared throughout the brain, and shared their intensity profile with other types of lesions 
such as EPVSs and calcifications. Thus, even when QSM is available, the detection task could be inherently 
more complicated than the task of segmenting other larger targets such as white matter hyperintensities and 
anatomical regions. White matter hyperintensities are usually delineated on a single image modality and 
tend to be present in greater volume than CMBs and non-hemorrhage iron deposits (42). Anatomical regions 
are also mostly delineated on a single modality and are substantially larger as well (43).  
There have been several attempts to detect CMBs using traditional machine learning-based methods. The 
typical approach is to pass the raw data through a feature extraction stage which outputs a set of feature 
vectors from which the selected machine learning algorithm determines the optimal decision boundary. For 
example, radial symmetry transforms were used with 3T SWI (44) and 7T dual-echo T2* images (45), fast 
radial symmetry transforms were used on 3T minimum intensity projection SWI (46), and 3D hierarchical 
feature extraction via a stacked convolutional Independent Subspace Analysis network were used on 3T 
SWI (47). These studies reported an average sensitivity ranging between 71.2% to 89.4%. Apart from these 
supervised machine learning-based methods, one study (48) utilized a generative latent tissue class model 
based on (49), with CMBs being a separate atypical class to segment CMBs on 1.5T T2*-weighted images.  
 Chen et al. (50) used fast radial symmetry transforms to identify candidate CMBs on 7T SWI, which was 
followed by a 3D convolution network with residual connections, achieving a sensitivity of 95% in 12 test 
subjects. The method by Liu et al. (51) used 3D fast radial symmetry transform on permutations of SWI, 
SWI-magnitude, SWI-phase and QSM images (from 1.5T and 3T scanners) as the initial stage, followed 
by 3D convolution network with residual connections, achieving a sensitivity of 95.8% and precision of 
70.9%. An approach to analyze 3T SWI data using two 3D deep convolutional neural networks was 
presented by Dou et al. (52) and achieved a sensitivity of 93.2% and precision of 44.3%. 
Our approach has several advantages over the current state of the art in the detection of CMBs. First, we 
employ end-to-end learning by using a single model (network) rather than multiple stages (50-52), and our 
approach has sensitivity and precision comparable to existing methods. This experimental design allows 
for greater flexibility, for example in retraining with different or larger data sets, adding additional class 
labels (such as EPVSs), or using different modalities because the principle of training is consistent and does 
not involve feature engineering or implementation of new neural network architectures. The maximum 
performance of the network is not limited by the choice of hand-engineered features. Second, we trained 
with different sets of input imaging modalities. Combinations of imaging modalities allowed our models to 
reject mimics such as EPVSs and calcifications without explicit provisions (as shown in Figure 7, Panels 
A and B). The models in (50, 52) used SWI only and may not be capable of recognizing and rejecting 
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mimics. The model in (51) utilizes SWI-phase and magnitude images along with QSM, but ignored voxels 
in the basal ganglia using an atlas. Third, we investigated the performance of the same CNN architecture in 
different tasks that either involved the detection of a single type of lesions, the union of both labels, or the 
simultaneous labelling of both labels with different classes (Figure 8). 
One of the major challenges was the small size of the lesions and their potential presence throughout the 
brain. The average size of four voxels (or 6 mm3) per CMB together with the generally low lesion burden 
of the study participants resulted in including only two CMB lesions/4 voxels on average per participant, 
resulting in a higher weight of a single lesion or error in the evaluation. In other words, missing a single 
lesion would result in a drop of sensitivity from one to 0.5 and a single false positive for a given participant 
would result in drop of that participant’s precision from one to 0.5 or 0.66. Similarly, a small number of 
false positives, in absolute terms, can lower the average precision substantially. In general, our models over-
segmented the data. In all experiments using the aforementioned combinations of available imaging 
modalities, most of the lesions were detected and the average sensitivity was consistently above 0.7. The 
precision reached a value of 0.62 for only iron deposits and 0.50 for only CMBs when all modalities were 
included for training, indicating that about half of the objects identified as lesions were falsely 
characterized. In the case of multi-class segmentation, the overall sensitivity and precision increased.  
Notably the sample used to train the model is a convenience sample of relatively healthy participants (i.e. 
without an overwhelming prevalence of CMBs) from the MESA cohort. Given the low number of lesions 
on average, our method achieved sensitivities that are comparable to other published studies on CMB 
segmentation/detection and including more samples with more lesions would likely improve the precision. 
In general, most studies incorporating automated methods for large-scale abnormality detection or brain 
region segmentation incorporate a segmentation quality control step that could result in corrections or 
exclusions (1, 53, 54). Thanks to the flexibility of our method, using a larger training sample size or 
additional modalities is possible without modification to the architecture or optimization of 
hyperparameters.  
T2* GRE images and SWI acquired with different echo times and different magnetic field strengths vary 
in image quality as well as sensitivity and specificity with respect to the detection of CMBs and iron deposits 
(16, 27, 55). With the employed model, empirical evaluation of the effects of multiple echo times on the 
detection accuracy can readily be implemented. The flexibility of the framework goes beyond sample size 
and input data. In this study, we included two clinically relevant labels, but alternative definitions of the 
lesion types and even additional classes such as EPVSs and calcification can be included, given the 
availability of reference annotations. The varying levels of confidence in individual segmentations could 
be incorporated in the training by using the relative frequency from multiple raters as target. This could 
account for the ambiguity and conflicting classifications across raters. 
As mentioned previously, most participants had few CMBs. In clinical terms, a larger number of CMBs is 
more likely to be clinically relevant. The automated detection method presented here was trained and 
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evaluated on a relatively small population, and outputs the number of lesions and lesion segmentation maps 
for each participant. The next step would be to rigorously test and evaluate the proposed model on a larger 
sample size to ensure viable sensitivity, precision and accuracy, before applying this method to a large 
cohort in order to determine the prevalence of lesions in the population. In theory, an adequately trained 
model can be used as a screening tool to flag participants having a high lesion load while ignoring 
participants with a low lesion load. The method presented here can also be potentially used for screening 
and generating an initial segmentation of lesions, which can be then be fine-tuned by a human expert to 
reduce false positives. Since the deep learning models used here outputs a segmentation map, the effort on 
part of the expert would be significantly reduced in terms of locating the lesions.  
The main limitation to this study is the relatively small number of participant data used for training and 
model evaluation. To achieve leave-one-out cross-validation with this small sample size of 24 participants, 
one participant’s data was reserved for testing, while 6 participants’ data was used for model validation and 
the remaining (17 datasets) were used for training during a single cross-validation fold. For our purposes, 
this ratio of validation to training data (25:75) is reasonable because we want to ensure that a maximal 
amount of the available data is used in model training, while at the same time, a sufficient amount is 
reserved for within-training validation. During each cross-validation fold the testing, training and validation 
data were completely non-overlapping to ensure that data leakage did not occur. Additionally, a new model 
is trained, validated and finally tested for each cross-validation fold to avoid any recursive effects. The use 
of a similar sample size for training and evaluation is not completely unprecedented: for example, Barnes 
et al. (56) used a total of 6 subjects, Kuijf et al. (45) used 18 subjects, Seghier et al. (48) used 30 subjects 
and Fazlollahi et al. (57) used 16 subjects with CMBs. However, a lower sample size obviously reduces the 
statistical power of the study. Even though the use of QSM seems to reduce the number of false positives 
per participant, it is not clear if using a specific permutation of MR modalities is statistically significant 
over other permutations of MR modalities. Nor was it possible to conclusively determine the effects on 
sensitivity, precision and magnitude accuracy when including or excluding a potential outlier participant. 
This study tackled the challenging task of detecting small CMBs and non-hemorrhage iron deposits and at 
the same time provides excellent capability for further extensions and additional development through the 
use of alternative imaging sequences, larger data sets, or inclusion of multiple reference annotations.  
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Table 1: Scanner parameters 
Image Type Echo 
Time 
(TE) (ms) 
Repetition 
Time (TR) 
(ms) 
Pixel 
Bandwidth 
(Hz/pixel) 
Flip 
Angle 
(FA) 
Slice 
Thickness 
(mm) 
Acquisition 
Matrix  
in-plane 
voxel 
size 
(mm) 
T1 MPRAGE 2.93 1900 170 9 1 256x256 1x1 
T2 408 3200 750 120 1 256x256 1x1 
SWI 7.5, 15, 
22.5, and 
30 
35 200 15 1.5 256x192 1x1 
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Table 2: Summary demographics for the included MESA participants (n=24). 
Participants Age Sex Number of CMBs  
(Average Size) 
Iron deposits (voxel count) 
4 participants 74-89 3 females, 1 male 0 CMBs 
(0 voxels or 0 mm3) 
4 participants had 96 – 326 
voxels 
 
13 participants 66-94 6 females, 7 males 1 or 2 CMBs 
(7.24 voxels or 10.85 mm3) 
11 participants had 9 – 283 
voxels, 2 participants had 0 
voxel) 
6 participants 65-89 2 females, 4 males 3 to 8 CMBs 
(7.1 voxels or 10.21 mm3) 
4 participants had 2 – 146 
voxels, 2 participants had 0 
voxels 
1 participant 67 1 male 120 
(3.175 voxels or 4.76 mm3) 
0 voxels 
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Table 3: Experimental results with single class and multiclass prediction. The performance measures reported here are average 
sensitivity, average precision, average magnitude accuracy and false positives per participant, along with their respective standard 
errors of the mean (SEM) and the lower and upper bounds of the 95% confidence intervals (CI).  
Labels Modalities Used 
Avg Sensitivity ± 
SEM 
[CI: lower, upper] 
Avg Precision ± 
SEM 
[CI: lower, upper] 
Avg Magnitude 
Accuracy ± SEM 
[CI: lower, upper] 
False Positives per 
Participant 
Single 
Class  
CMB Only 
SWI (baseline) 0.85 ± 0.06 
[0.74, 0.97] 
0.22 ± 0.04 
[0.14, 0.31] 
0.91 ± 0.06 
[0.80, 1.03] 
7.21 
SWI and QSM 0.88 ± 0.06 
[0.77, 0.99] 
0.40* ± 0.07 
[0.27, 0.54] 
1.09* ± 0.04 
[1.00, 1.17] 
4.33 
SWI and T2 0.84 ± 0.07 
[0.70, 0.97] 
0.29 ± 0.06 
[0.17, 0.42] 
0.95 ± 0.08 
[0.80, 1.10] 
6.33 
SWI, QSM and T2 0.87 ± 0.06 
[0.76, 0.98] 
0.50* ± 0.07 
[0.35, 0.64] 
1.08* ± 0.07 
[0.94, 1.22] 
2.79 
 
Single 
Class  
Iron 
Deposits 
Only 
SWI (baseline) 0.81 ± 0.06 
[0.68, 0.94] 
0.51 ± 0.07 
[0.37, 0.65] 
1.06 ± 0.08 
[0.91, 1.21] 
3.29 
SWI and QSM 0.77 ± 0.06 
[0.65, 0.89] 
0.60 ± 0.07 
[0.46, 0.75] 
1.09 ± 0.05 
[0.99, 1.20] 
2.71 
SWI and T2 0.77 ± 0.06 
[0.64, 0.89] 
0.56 ± 0.07 
[0.42, 0.70] 
1.04 ± 0.08 
[0.88, 1.19] 
2.29 
SWI, QSM and T2 0.81 ± 0.05 
[0.71, 0.92] 
0.62 ± 0.07 
[0.47, 0.76] 
1.11 ± 0.05 
[1.02, 1.21] 
2.50 
 
Multiclass 
CMB  
SWI (baseline) 0.82 ± 0.07 
[0.68, 0.96] 
0.36 ± 0.06 
[0.24, 0.49] 
0.99 ± 0.06 
[0.87, 1.12] 
3.29 
SWI and QSM 0.84 ± 0.07 
[0.70, 0.98] 
0.59* ± 0.08 
[0.43, 0.75] 
1.15* ± 0.07 
[1.00, 1.29] 
1.83 
SWI and T2 0.76 ± 0.08 
[0.60, 0.91] 
0.43 ± 0.06 
[0.31, 0.56] 
1.00 ± 0.07 
[0.86, 1.13] 
2.50 
SWI, QSM and T2 0.89 ± 0.05 
[0.79, 1.00] 
0.49 ± 0.06 
[0.37, 0.61] 
1.07* ± 0.06 
[0.95, 1.19] 
2.08 
 
Multiclass 
Iron 
Deposits  
SWI (baseline) 0.76 ± 0.06 
[0.63, 0.88] 
0.70 ± 0.08 
[0.55, 0.86] 
1.13 ± 0.07 
[0.99, 1.28] 
1.29 
SWI and QSM 0.75 ± 0.07 
[0.62, 0.88] 
0.75 ± 0.08 
[0.60, 0.91] 
1.20 ± 0.05 
[1.11, 1.30] 
1.29 
SWI and T2 0.76 ± 0.06 
[0.64, 0.89] 
0.60 ± 0.08 
[0.44, 0.75] 
1.08 ± 0.07 
[0.93, 1.22] 
1.79 
SWI, QSM and T2 0.81 ± 0.05 
[0.71, 0.92] 
0.64 ± 0.08 
[0.49, 0.79] 
1.17 ± 0.05 
[1.08, 1.27] 
1.88 
* – Performance measure is statistically significant compared to the baseline (i.e. model trained with only SWI) 
CI – lower, upper bounds of 95% confidence interval  
SEM – Standard error of the mean 
   
 
20 
 
 
Figure 1: Panels A and B: Appearance of cerebral microbleeds (red arrow), iron deposits (green arrow) and enlarged perivascular 
spaces (yellow arrow) in susceptibility weighted imaging (left column), quantitative susceptibility mapping (middle column) and 
T2 (right column) for two participants. Panels C and D: Segmentations, in red color, of the CMBs and iron deposits generated by 
the deep learning model.  
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Figure 2: Histogram of the size of cerebral microbleeds (left panel) and iron deposits (right panel) lesions in mm3 pooled over all 
participants. 
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Figure 3: Overview of the split for one-fold of the cross-validation process that is repeated n times. In each fold, the model that 
was used to predict the test participant was trained on the remaining n-1 examples in order to avoid data leakage. Within the 
training stage, 25 percent of the n-1 participants were used as validation set. The model with highest validation accuracy was 
chosen to predict the left out participant example.  
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Figure 4: Joint scatterplots of the sensitivity vs precision of all single class experiments predicting CMBs and non-hemorrhage iron deposits. (Left) all CMB only experiments and (Right) all iron 
deposits only experiments. In each subplot, the round points indicate the individual participants’ sensitivity and precision evaluated with leave-one-out cross-validation, and the X indicates the mean 
sensitivity and precision. The legend at the upper left corner of each subplot shows the coordinates of X. In each subplot, histograms of the sensitivity and precision are displayed along the upper and 
right axes.  
 
 
Single Class CMB Only Single Class Iron Deposits Only 
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Figure 5: Joint scatterplots of the sensitivity vs precision of all multiclass experiments predicting CMBs and non-hemorrhage iron deposits. (Left) all evaluations for CMBs and (Right) all evaluations 
for iron deposits. In each subplot, the round points indicate the individual participants’ sensitivity and precision evaluated with leave-one-out cross-validation, and the X indicates the mean sensitivity 
and precision. The legend at the upper left corner of each subplot shows the coordinates of X. In each subplot, histograms of the sensitivity and precision are displayed along the upper and right axes.  
 
 
Multiclass CMB Multiclass Iron Deposits 
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Figure 6: Histogram of the magnitude accuracy of all single class CMB only and non-hemorrhage iron deposits only experiments 
(top row) and multiclass CMB and non-hemorrhage iron deposit (bottom row) experiments. The legends in each subplot indicate 
the mean magnitude accuracy and standard error of the mean.  
 
Multiclass Iron Deposits Multiclass CMB 
Single Class CMB Only Single Class Iron Deposits Only 
   
 
26 
 
 
Figure 7: Panel A: (Top) An example of the correct segmentation of a microbleed (red segmentation of single pixel), and the correct 
rejection of an enlarged perivascular space. (Bottom) Magnified view of microbleed and mimic without segmentation masks. This 
segmentation is from the model trained with SWI, QSM and T2 images. Panel B: An example of being QSM used to distinguish 
iron deposits from calcifications. (Top row) The SWI and QSM of the basal ganglia. The blue arrow points to hypo-intense voxels 
which are likely calcifications and the green arrow points to basal ganglia iron deposits. (Bottom row) The segmentation (green 
labels) using the multi-class model trained with SWI, QSM and T2.  
EPVS 
CMB 
EPVS EPVS 
CMB CMB 
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Figure 8: Segmentation result for multi-class model trained with SWI, QSM and T2. (Top row) Axial slices without segmentation 
masks, (middle row) with segmentation masks (bottom row) magnified view of the basal ganglia. CMBs are denoted as red 
segmentation and iron deposits are denoted with green segmentations.  
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Supplementary Materials 1 - Manual Annotation 
S 1.1 Manual Annotation of CMBs and Non-hemorrhage Iron Deposits 
Current rating scales for CMBs such as MARS [1] and BOMBS [2] provide only coarse information 
about the spatial location and shape of CMBs. They were not designed to individually detect and annotate 
individual CMBs on the MR image itself, which limits their usefulness for training machine learning 
models. To address this, we implemented a custom protocol (shown in Figure S 1) to simultaneously 
annotate CMBs and non-hemorrhage iron deposits in the basal ganglia while ignoring EPVSs and 
calcifications. Our custom protocol was inspired by the systemic approach of the Brain Observer 
MicroBleed Scale (BOMBS) [2]. CMBs and non-hemorrhage iron deposits were annotated by experts 
(IMN and TR) with integer values 1 and 2, respectively. The manual annotation is based on the following 
observations: 
1. CMBs and iron deposits are hypo-intense on SWI, hyper-intense on QSM and have some hypo-
intensity on T2, 
2. CMBs are rounded in shape and can appear anywhere in the brain, 
3. Non-hemorrhage iron deposits do not have any specific shape but are generally larger than CMBs 
and are mainly located in the gray matter of the basal ganglia, particularly the globus pallidus  
4. Similar to the characteristics of CMBs and iron deposits described in MARS, if a hypo-intensity 
on SWI occurs unilaterally, i.e. on one side of the basal ganglia then it is more likely to be a 
CMB, and if the hypo-intensity is bilateral, then it is assumed to be non-hemorrhage iron 
deposits.  
The annotation protocol is as follows: For each axial SWI slice having a rounded hypo-intense region 
(candidate region) similar to CMBs:  
1. Inspect the previous and next few slices to ensure that the rounded hypo-intense region is not a 
part of other structures such as blood vessels or sulcus. If it is a part of a blood vessel or similar 
elongated linear structure, then the rounded hypointense region will be prevalent in several 
adjacent axial slices (more than 5 slices). If the rounded hypointense region is part of the sulci, 
then the hypointense region will seem to join with the sulci in subsequent slices. It may be 
necessary to inspect the candidate region in sagittal and coronal slices to verify.  
2. Once it has been confirmed that the rounded hypo-intense region is separate and not part of other 
structures, check the region’s corresponding intensities on the T2 and QSM images.  
a. If the corresponding region is hyper-intense on the T2 image, and shows no appreciable 
change in intensity on the QSM compared to surrounding voxels, then the region likely 
represents an enlarged perivascular space.  
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b. If the corresponding region is hypo-intense or does not show any discernable changes in 
intensity on the T2 compared to surrounding voxels, and hyperintense on the QSM 
image, then the region likely represents a CMB.  
3. If the region within the globus pallidus section of the basal ganglia is hypo-intense on the SWI, 
hyper-intense on the QSM, and show some hypo-intensity on the T2 image compared to 
surrounding voxels, then the region represents non-hemorrhage iron deposits. On the other hand, 
if the region is hypo-intense on the QSM, then the region likely represents calcium deposits.  
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S 1: Flowchart for labeling cerebral microbleeds, iron deposits, basal ganglia calcifications and enlarged perivascular spaces. 
 
Within 
Basal Ganglia? 
Intensity on 
T2? 
Intensity on 
QSM? 
Has rounded shape? 
 (check neighboring 
slices) 
Hypo-intense region 
 separate from neighboring 
structures? 
Separable from Sulcus?  
(Check sagittal and coronal 
slices) 
Intensity on 
T2? 
Intensity on 
QSM? 
Start 
Next axial 
SWI slice 
Label region as 
Cerebral 
Microbleed 
Label region 
as  
Iron Deposit 
Enlarged 
Perivascular Space 
(Do nothing) 
Yes 
No 
Found hypo-intense 
voxels/region  
in slice? 
Hypo-intense 
Yes 
Hyper-intense 
Hyper-intense 
Yes 
Hypo-intense 
Yes 
No 
No 
Hyper-intense 
Hyper-intense Basal Ganglia 
Calcification 
(Do nothing) 
No 
Hypo-intense 
Hypo-intense 
Hypo-intensity 
unilateral or 
bilateral? 
Bilateral 
Unilateral 
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Supplementary Materials 2 - 2D U-Net 
S 2.1 2D U-Net with Padded Convolutions 
Our lesion prediction models are based on the U-Net [3]. Both single and multi-class models consist of a 
analysis path (down-sampling operations) with five stages of convolution blocks and pooling, followed 
by a five synthesis path (up-sampling) with five stages of up-convolutions, plus a convolutional block. 
Each downsampling block consists of two layers of a 2D padded convolution layer having kernel size of 
3x3 and stride of 1x1, followed by Batch Normalization and ReLU activation. The downsampling block 
ends with a 2x2 max pooling layer which reduces the resolution feature map by half in every spatial 
direction. The central block consists of two instances of padded 2D convolution with kernel size 3x3 and 
stride 1x1, followed by Batch Normalization and ReLU activation. Each upsampling block passes its 
input data through a 2D transpose convolution with kernel size of 2x2 and stride 2x2 in order to double 
the size of the feature map. This doubled feature map is then concatenated with the feature map (same 
size) of the corresponding analysis stage (i.e. the feature map before max pooling layer), followed by two 
instances of a padded 2D convolution layer having kernel size 3x3 and stride 1x1, followed by Batch 
Normalization and ReLU activation. Due to the use of padded convolutions throughout the model, the 
input and output image sizes are the same (256x256). The smallest downsampled image size is 8x8 in the 
central convolution block.  
In the case of the single class prediction model, the output of the final upsampling stage passes through a 
2D convolution layer with kernel size 1x1, stride 1x1 and Sigmoid activation function. For the multi-class 
prediction model, the output of the final upsampling block is passed through a 2D convolution layer with 
kernel size 1x1, stride 1x1 and ReLU activation function, and then through a SoftMax layer to generate 
class probabilities. The model architecture is depicted in Supplementary Figure S 2. We employed, 
random translations, random rotation, and flipping along the left-right axis during training. The network 
was trained with the cross-entropy loss. 
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S 2: U-Net architecture using padded convolutions for both single class and multi-class predictions. 
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Supplementary Materials 3: Additional Details on Experimental Pipeline 
S 3.1 Image Preprocessing 
Each input image was normalized to have zero mean and unit variance. For QSM images, an additional 
prior step truncated the overall intensity such that the intensity was within the range [−𝑘 ∗ 𝜎𝑄𝑆𝑀 ≤
𝑉𝑄𝑆𝑀 ≤ 𝑘 ∗ 𝜎𝑄𝑆𝑀], where k = 5 and 𝜎𝑄𝑆𝑀 is the standard deviation for the QSM image. This step is 
necessary because QSM images contain high intensity noise (especially around the boundary of the brain 
and the region proximate to the sinus cavity) which may de-emphasize the intensity of the rest of the 
brain.  
S 3.2 Data Augmentation 
To improve the robustness of the deep learning network and include more training data we enriched the 
training and validation datasets with augmentation. Axial slices containing CMBs and iron deposits are, 
for the most part, few compared to the remaining slices in a given brain volume. This type of class 
imbalance may bias the training process. To address this, data augmentation was performed on slices 
selectively instead of all slices, inspired from the concept of random over-sampling (ROS) and random 
under-sampling (RUS) [4]. First, all slices containing the labels of interest (i.e. CMBs and/or iron 
deposits) are augmented. Then a number of the remaining slices are randomly selected and augmented in 
the same manner until the total number of slices containing the labels of interest and the total number of 
slices that do not contain any labels of interest is similar. 
 Data augmentation consisted of geometric transforms such as translations, rotations and image mirroring. 
In each experiment, the axial SWI slice (along with the corresponding axial QSM and T2 slices) and 
corresponding axial reference annotation slice was augmented. For translations, a set of two random 
integers tx and ty (representing the amount of shift per axis) were generated within the range [-45, 45] and 
used to translate the image slice(s) and corresponding slice of the reference annotation. This range was 
chosen empirically so that most of the brain would be visible in the translated image. For practical 
purposes, for single class segmentations a total of 6 random integers were generated for each set of 
translations per axis, and 10 random integers per axis were generated for multi-class segmentations. 
For rotations, a set of random integers d (representing the rotation in degree) were generated within the 
range [1, 60], and the image slice(s) and the slices with reference annotations were rotated using both +d 
and -d. The regions of the crops that were located outside the image matrix were padded with edge values. 
For single class segmentation, a total of 6 random integers were used for practical purposes and a total of 
16 random integers were used for multi-class experiments.  
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S 3.3 Experiment with Combined CMB U Iron Deposit Labels 
As discussed previously, both CMBs and non-hemorrhage iron deposits have similar MR signal 
characteristics in SWI, QSM and T2. The only readily observable difference between CMBs and iron 
deposits is their shape: CMBs have a distinctive spherical/ellipsoidal shape whereas non-hemorrhage iron 
deposits do not. An experiment was performed where both CMBs and iron deposits were set to the same 
label value, i.e. CMBs U iron deposits.  
In the case of combined CMB and non-hemorrhage iron deposit labels, the best performing model was the 
one trained with SWI and QSM with average sensitivity, precision and magnitude accuracy of 0.74, 0.60 
and 0.98, respectively with 6.04 FPs per participant. The model trained with SWI, QSM and T2 had the 
next best performance in terms of magnitude accuracy (0.91), with average sensitivity and precision of 0.74 
and 0.47, respectively with 7.25 FPs per participant. When compared against the baseline model, both 
precision and magnitude accuracy for the model trained with SWI and QSM were better (p = 0.003 and p 
= 0.021, respectively). The results of all the experiments using combined CMB and non-hemorrhage iron 
deposit labels is detailed in Table S3.1. Figure S3 show the joint scatterplots of the sensitivity vs precision, 
and Figure S4 show the histogram of the magnitude accuracy, for all the experiments where the combined 
CMB and non-hemorrhage iron deposit labels were used. 
 
Table S3.1: Experimental results with single class prediction using combined CMB and iron deposit labels. The performance 
measures reported here are average sensitivity, average precision, average magnitude accuracy and false positives per participant, 
along with their respective standard errors of the mean (SEM) and the lower and upper bounds of the 95% confidence intervals 
(CI).  
Labels Modalities Used 
Avg Sensitivity ± 
SEM 
[CI: lower, upper] 
Avg Precision ± 
SEM 
[CI: lower, upper] 
Avg Magnitude 
Accuracy ± SEM 
[CI: lower, upper] 
False Positives per 
Participant 
Single 
Class  
CMB U 
Iron 
Deposits 
SWI (baseline) 0.75 ± 0.04 
[0.68, 0.83] 
0.38 ± 0.04 
[0.31, 0.45] 
0.87 ± 0.03 
[0.81, 0.93] 
10.00 
SWI and QSM 0.74 ± 0.04 
[0.66, 0.82] 
0.60* ± 0.05 
[0.50, 0.70] 
0.98* ± 0.04 
[0.91, 1.05] 
6.04 
SWI and T2 0.74 ± 0.04 
[0.67, 0.82] 
0.39 ± 0.05 
[0.30, 0.48] 
0.87 ± 0.04 
[0.79, 0.94] 
10.54 
SWI, QSM and T2 0.74 ± 0.04 
[0.66, 0.83] 
0.47 ± 0.04 
[0.39, 0.55] 
0.91 ± 0.04 
[0.83, 0.99] 
7.25 
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S 3: (Left) Joint scatterplots of the sensitivity vs precision for experiments where the combined iron deposit and CMB labels were used. In each subplot, the round points indicate the individual 
participants’ sensitivity and precision evaluated with leave-one-out cross-validation, and the X indicates the mean sensitivity and precision. The legend at the upper left corner of each subplot shows 
the coordinates of X. In each subplot, histograms of the sensitivity and precision are displayed along the upper and right axes. (Right) Histogram of the magnitude accuracy of all single class experiments 
where the combined iron deposit and CMB labels were evaluated. The legends in each subplot indicate the mean magnitude accuracy and standard error of the mean.  
 
Joint Scatterplot for Iron Deposits U CMB Histogram for Iron Deposits U CMB 
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Supplementary Materials 4: Additional Experimental Results 
S 4.1 Outlier Detection 
In our training and testing dataset, there is a single participant with more than 100 CMBs. As shown in 
Figure S3, a beta distribution fitted to the number of CMBs in this dataset indicates that the 99th percentile 
of the distribution is approximately 16 CMBs. The participant with more than 100 CMBs is clearly an 
outlier by this definition.  
It should be noted that under different circumstances this participant may not be considered an outlier in 
terms of the number of CMBs. Large numbers of CMBs have been observed in patients with vascular 
pathologies such as cerebral amyloid angiopathy (CAA) [5] or hypertension [6].  
S 4.2 Experiments Results 
In this series of experiments, model training and testing using leave-one-out cross-validation is conducted 
with the participant with more than 100 CMBs being treated as an outlier and excluded from the dataset. 
All other training and testing parameters were kept the same as the experiments in the main paper. The 
non-parametric two-tailed Wilcoxon rank sum test to check for statistical significance statistical 
significance in the sensitivity, precision and magnitude accuracy for each type of experiment. 
Comparisons were made against the model trained with only SWI. All statistical testing was performed 
using MATLAB R2017b.  
S 4.2.1 Single Class Model 
The results for experiments based on the single class models are reported in Table S4.1. For detecting only 
CMBs the best model in terms of magnitude accuracy (1.09) was the one trained with SWI, QSM and T2, 
having an average sensitivity and precision of 0.85 and 0.45 respectively and false positives (FPs) per 
participant of 3.04. A comparison against the baseline model (the model trained with only SWI) revealed 
that the magnitude accuracy for this model was statistically significant (p = 0.046).  
For the task of detecting iron deposits only, the best model was the one trained with SWI and QSM having 
an average sensitivity and precision of 0.80 and 0.64, respectively, with a magnitude accuracy of 1.12 and 
1.61 FPs per participant. Statistical testing against the baseline model did not reveal any statistically 
significant differences for the sensitivity, precision or magnitude accuracy.  
Figure S5 shows the joint scatterplots of the sensitivity and precision for all the single class experiments 
involving CMBs only and non-hemorrhage iron deposits only. Figure S8 (top row) shows the histograms 
of the magnitude accuracy of the single class experiments involving CMBs only and non-hemorrhage iron 
deposits only.  
In the case of combined CMB and iron deposit labels, the best performing model was the one trained with 
SWI, QSM and T2 with average sensitivity, precision and magnitude accuracy of 0.70, 0.51 and 0.895, 
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respectively and 6.30 FPs per participant. Statistical testing against the baseline model did not reveal any 
statistically significant differences for the sensitivity, precision or magnitude accuracy. Figure S6 (left) 
shows the joint scatterplot of the sensitivity vs precision and Figure S6 (right) shows the histogram of the 
magnitude accuracy of all experiments where the combined CMB and iron deposit labels were evaluated.  
 
S 4.2.2 Multi-class Model 
In this analysis, CMBs and iron deposits were treated as individual types of lesions and predicted/evaluated 
simultaneously. The corresponding results are reported in Table S4.2. In the case of CMB detection, the 
model trained with SWI and T2 had the best performance in terms of average magnitude accuracy of 1.18, 
with average sensitivity and precision of 0.86 and 0.62, respectively with 1.22 FPs per participant. A 
comparison against the baseline model (the model trained with only SWI) revealed that the magnitude 
accuracy for this model was statistically significant (p = 0.016).  
For detecting iron deposits with the multi-class models, the best performing models in terms of average 
magnitude accuracy (1.17) were the ones trained with SWI and T2, and SWI and QSM. Both models 
achieved similar precisions of 0.66, however the model trained with SWI and T2 had the higher average 
sensitivity of 0.87. However, statistical testing against the baseline model did not reveal any statistically 
significant differences for the sensitivity, precision or magnitude accuracy. Figure S7 shows the joint 
scatterplots of the sensitivity and precision for the multiclass experiments. Figure S8 (bottom row) shows 
the histograms of the magnitude accuracy of the multiclass experiments.  
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Table S4.1: Table 4: Experimental results with single class and multiclass prediction models without outlier. The performance 
measures reported here are average sensitivity, average precision, average magnitude accuracy and false positives per participant, 
along with their respective standard errors of the mean (SEM) and the lower and upper bounds of the 95% confidence intervals 
(CI). 
Labels Modalities Used 
Avg Sensitivity ± 
SEM [CI: lower, 
upper] 
Avg Precision ± 
SEM [CI: lower, 
upper] 
Avg Magnitude 
Accuracy ± SEM 
[CI: lower, 
upper] 
False Positives 
per Participant 
Single 
Class 
CMB 
Only 
SWI (baseline) 0.76 ± 0.09 
[0.59, 0.93] 
0.30 ± 0.06 
[0.18, 0.43] 
0.86 ± 0.10 
[0.67, 1.05] 
4.57 
SWI and QSM 0.81 ± 0.08 
[0.65, 0.96] 
0.43 ± 0.07 
[0.29, 0.57] 
0.97 ± 0.09 
[0.79, 1.14] 
2.00 
SWI and T2 0.86 ± 0.07 
[0.72, 1.00] 
0.35 ± 0.07 
[0.22, 0.49] 
0.98 ± 0.09 
[0.81, 1.15] 
4.26 
SWI, QSM and T2 0.85 ± 0.07 
[0.71, 0.99] 
0.45 ± 0.08 
[0.29, 0.60] 
1.09* ± 0.07 
[0.94, 1.23] 
3.04 
 
     
Single 
Class 
CMB U 
Iron 
Deposits 
SWI (baseline) 0.70 ± 0.05 
[0.60, 0.81] 
0.49 ± 0.06 
[0.39, 0.60] 
0.89 ± 0.06 
[0.77, 1.01] 
6.35 
SWI and QSM 0.73 ± 0.04 
[0.64, 0.81] 
0.47 ± 0.03 
[0.41, 0.54] 
0.89 ± 0.04 
[0.82, 0.96] 
6.17 
SWI and T2 0.68 ± 0.04 
[0.59, 0.76] 
0.46 ± 0.05 
[0.37, 0.55] 
0.83 ± 0.05 
[0.72, 0.94] 
6.09 
SWI, QSM and T2 0.70 ± 0.03 
[0.63, 0.76] 
0.51 ± 0.05 
[0.40, 0.61] 
0.89 ± 0.04 
[0.82, 0.97] 
6.30 
 
     
Single 
Class Iron 
Deposits 
Only 
SWI (baseline) 0.80 ± 0.06 
[0.68, 0.93] 
0.54 ± 0.07 
[0.40, 0.68] 
1.05 ± 0.08 
[0.90, 1.20] 
2.87 
SWI and QSM 0.80 ± 0.06 
[0.68, 0.92] 
0.64 ± 0.07 
[0.50, 0.77] 
1.12 ± 0.05 
[1.01, 1.22] 
1.61 
SWI and T2 0.74 ± 0.07 
[0.60, 0.89] 
0.51 ± 0.07 
[0.37, 0.65] 
0.99 ± 0.08 
[0.83, 1.16] 
3.13 
SWI, QSM and T2 0.76 ± 0.07 
[0.62, 0.90] 
0.56 ± 0.08 
[0.41, 0.71] 
1.06 ± 0.07 
[0.92, 1.20] 
2.78 
 
     
Multiclass 
CMB 
SWI (baseline) 0.72 ± 0.08 
[0.56, 0.88] 
0.46 ± 0.06 
[0.34, 0.59] 
1.03 ± 0.04 
[0.96, 1.11] 
1.61 
SWI and QSM 0.85 ± 0.07 
[0.71, 0.98] 
0.55 ± 0.08 
[0.39, 0.71] 
1.11 ± 0.08 
[0.96, 1.26] 
1.52 
SWI and T2 0.86 ± 0.06 
[0.74, 0.98] 
0.62 ± 0.07 
[0.48, 0.77] 
1.18* ± 0.04 
[1.10, 1.27] 
1.22 
SWI, QSM and T2 0.89 ± 0.06 
[0.78, 1.00] 
0.48 ± 0.07 
[0.34, 0.61] 
1.07 ± 0.07 
[0.93, 1.21] 
2.17 
 
     
Multiclass 
Iron 
Deposits 
SWI (baseline) 0.84 ± 0.05 
[0.74, 0.93] 
0.65 ± 0.07 
[0.51, 0.79] 
1.16 ± 0.05 
[1.07, 1.26] 
1.39 
SWI and QSM 0.80 ± 0.07 
[0.67, 0.94] 
0.66 ± 0.07 
[0.52, 0.80] 
1.17 ± 0.05 
[1.07, 1.27] 
2.00 
SWI and T2 0.87 ± 0.04 
[0.78, 0.95] 
0.66 ± 0.07 
[0.52, 0.79] 
1.17 ± 0.05 
[1.08, 1.26] 
1.57 
SWI, QSM and T2 0.77 ± 0.08 
[0.62, 0.93] 
0.56 ± 0.07 
[0.42, 0.71] 
1.06 ± 0.09 
[0.89, 1.23] 
2.22 
* – Performance measure is statistically significant compared to the baseline (i.e. model trained with only SWI) 
CI – lower, upper bounds of 95% confidence interval  
SEM – Standard error of the mean 
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S 4: A histogram of the number of CMB lesions. The blue columns represent the number of lesions. A beta distribution is fitted to 
this histogram (red dashed curve). The 99th percentile of this distribution (orange dotted line) is approximately 16 CMBs. The 
blue bar towards the right of the figure is the participant with more than 100 CMBs.  
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S 5: Joint scatterplots of the sensitivity vs precision of all single class experiments predicting CMBs and non-hemorrhage iron deposits when excluding the outlier participant. (Left) all CMB only 
experiments and (Right) all iron deposits only experiments. In each subplot, the round points indicate the individual participants’ sensitivity and precision evaluated with leave-one-out cross-validation, 
and the X indicates the mean sensitivity and precision. The legend at the upper left corner of each subplot shows the coordinates of X. In each subplot, histograms of the sensitivity and precision are 
displayed along the upper and right axes.  
 
Single Class CMB Only Single Class Iron Deposits Only 
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S 6: (Left) Joint scatterplots of the sensitivity vs precision for experiments where the combined iron deposit and CMB labels were used and the outlier participant was excluded. In each subplot, the 
round points indicate the individual participants’ sensitivity and precision evaluated with leave-one-out cross-validation, and the X indicates the mean sensitivity and precision. The legend at the upper 
left corner of each subplot shows the coordinates of X. In each subplot, histograms of the sensitivity and precision are displayed along the upper and right axes. (Right) Histogram of the magnitude 
accuracy of all single class experiments where the combined iron deposit and CMB labels were evaluated and the outlier participant was excluded. The legends in each subplot indicate the mean 
magnitude accuracy and standard error of the mean.  
 
Joint Scatterplot for Iron Deposits U CMB Histogram for Iron Deposits U CMB 
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S 7: Joint scatterplots of the sensitivity vs precision of all multiclass experiments predicting CMBs and non-hemorrhage iron deposits when excluding the outlier participant. (Left) all evaluations for 
CMBs and (Right) all evaluations for iron deposits. In each subplot, the round points indicate the individual participants’ sensitivity and precision evaluated with leave-one-out cross-validation, and 
the X indicates the mean sensitivity and precision. The legend at the upper left corner of each subplot shows the coordinates of X. In each subplot, histograms of the sensitivity and precision are displayed 
along the upper and right axes.  
 
 
Multiclass CMB  Multiclass Iron Deposits  
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S 8: Histogram of the magnitude accuracy of all single class CMB only and non-hemorrhage iron deposits only experiments (top 
row) and multiclass CMB and non-hemorrhage iron deposit (bottom row) experiments where the outlier participant was 
excluded. The legends in each subplot indicate the mean magnitude accuracy and standard error of the mean.  
 
Multiclass Iron Deposits Multiclass CMB 
Single Class Iron Deposits Only Single Class CMB Only 
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