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ABSTRACT
Based on spectroscopy and multiband wide-field observations of the gravitationally lensed
quasar HE 0435−1223, we determine the probability distribution function of the external
convergence κext for this system. We measure the under/overdensity of the line of sight to-
wards the lens system and compare it to the average line of sight throughout the Universe,
determined by using the CFHTLenS (The Canada France Hawaii Lensing Survey) as a control
field. Aiming to constrain κext as tightly as possible, we determine under/overdensities using
various combinations of relevant informative weighting schemes for the galaxy counts, such
as projected distance to the lens, redshift and stellar mass. We then convert the measured
under/overdensities into a κext distribution, using ray-tracing through the Millennium Sim-
ulation. We explore several limiting magnitudes and apertures, and account for systematic
and statistical uncertainties relevant to the quality of the observational data, which we further
test through simulations. Our most robust estimate of κext has a median value κmedext = 0.004
and a standard deviation σκ = 0.025. The measured σκ corresponds to 2.5 per cent relative
uncertainty on the time delay distance, and hence the Hubble constant H0 inferred from this
system. The median κmedext value varies by ∼0.005 with the adopted aperture radius, limiting
magnitude and weighting scheme, as long as the latter incorporates galaxy number counts,
the projected distance to the main lens and a prior on the external shear obtained from mass
modelling. This corresponds to just ∼0.5 per cent systematic impact on H0. The availability of
a well-constrained κext makes HE 0435−1223 a valuable system for measuring cosmological
parameters using strong gravitational lens time delays.
Key words: gravitational lensing: strong – methods: statistical – quasars: individual:
HE 0435−1223 – cosmological parameters – distance scale.
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1 IN T RO D U C T I O N
When a source with time-varying luminosity is multiply-imaged
by strong gravitational lensing, the time delays between its images
can be used to measure cosmological distances and the Hubble
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constant H0 (Refsdal 1964). In particular, for a lens system with a
strong deflector at a single redshift, one may infer the ‘time-delay
distance’
Dt = (1 + zd)DdDs
Dds
, (1)
where zd denotes the redshift of the foreground deflector, Dd the
angular diameter distance to the deflector, Ds the angular diameter
distance to the source and Dsd the angular diameter distance between
the deflector and the source. The time-delay distance is primarily
sensitive to the Hubble constant, i.e. Dt ∝ H−10 (see Treu & Mar-
shall 2016, for a recent review).
Inferring cosmological distances from measured time delays also
requires accurate models for the mass distribution of the main de-
flector and its environment, as well as for any other matter structures
along the line of sight that may influence the observed images and
time delays (Suyu et al. 2010). Galaxies very close in projection
to the main deflector often cause measurable higher-order pertur-
bations in the lensed images and time delays and require explicit
models of their matter distribution. The effect of galaxies more dis-
tant in projection is primarily a small additional uniform focusing of
the light from the source. Furthermore, matter underdensities along
the line of sight such as voids, indicated by a low galaxy number
density, cause a slight defocusing. For a strong lensing system with
a main deflector at a single redshift, the net effect of the (de)focusing
by these weak perturbers is equivalent (to lowest relevant order) to
that of a constant external convergence1 term κext in the lens model
for the main deflector (Suyu et al. 2010). This implies on the one
hand that the weak perturbers’ effects, i.e. the external convergence
they induce, cannot be inferred from the observed strongly lensed
image properties alone due to the ‘mass-sheet degeneracy’ (MSD;
Falco, Gorenstein & Shapiro 1985; Schneider & Sluse 2013). On the
other hand, if the external convergence is somehow determined from
ancillary data, and a time-delay distance D(0)t has been inferred us-
ing a model not accounting for the effects of weak perturbers along
the line of sight, the true time-delay distance Dt can simply be
computed by:
Dt = D
(0)
t
1 − κext . (2)
This relation makes clear that any statistical and systematic uncer-
tainties in the external convergence due to structures along the line
of sight directly translate into statistical and systematic errors in the
inferred time delay distance and Hubble constant:
H0 = (1 − κext)H (0)0 , (3)
where H (0)0 denotes the Hubble constant inferred when neglecting
weak external perturbers. With reduced uncertainties on other com-
ponent of the time delay distance measurement from state-of-the-art
imaging, time-delay measurements, and modelling techniques of
strong lens systems, the external convergence κext is now left as an
important source of uncertainty on the inferred H0, contributing up
to ∼5 per cent to the error budget on H0 (Suyu et al. 2010, 2013).
Moreover, the mean external convergence may not vanish for an
ensemble of lens systems due to selection effects, causing a slight
preference for lens systems with overdense lines of sights (Collett
& Cunnington 2016). Thus, an ensemble analysis simply assum-
ing κext = 0 is expected to systematically overestimate the Hubble
constant H0.
1 The external convergence κext may be positive or negative depending on
whether focusing or defocusing outweighs the other.
Accurately quantifying the distribution of mass along the line of
sight requires wide-field imaging and spectroscopy (e.g. Keeton &
Zabludoff 2004; Fassnacht et al. 2006; Momcheva et al. 2006; Fass-
nacht, Koopmans & Wong 2011; Wong et al. 2011, see Treu & Mar-
shall 2016 for a recent review). Suyu et al. (2010) pioneered the idea
of estimating a probability distribution function P(κext) by (i) mea-
suring the galaxy number counts around a lens system, (ii) compar-
ing the resulting counts against those of a control field to obtain rela-
tive counts and (iii) selecting lines of sight of similar relative counts,
along with their associated convergence values, from a numerical
simulation of cosmic structure evolution. To this end, Fassnacht
et al. (2011) measured the galaxy number counts in a 45 arcsec
aperture around HE 0435−1223 [α(2000): 04h38m14.s9, δ(2000):
−12◦17′14.′′4; Wisotzki et al. 2000, 2002; lens redshift zd = 0.455;
Morgan et al. (2005); source redshift zs = 1.693; Sluse et al.
(2012)], and found that it is 0.89 of that on an average line
of sight through their ∼0.06 deg2 control field. Both Greene
et al. (2013, hereafter G13) and Collett et al. (2013) find that
P(κext) can be most precisely constrained for lens systems along
underdense lines of sight, making HE 0435−1223 a valuable
system.
Recent work has focused on tightening the constraints on P(κext)
with data beyond simple galaxy counts. Suyu et al. (2013) used the
external shear inferred from lens modelling as a further constraint,
which significantly affected the inferred external convergence due to
the large external shear required by the lens model. G13 extended the
number counts technique by considering more informative, phys-
ically relevant weights, such as galaxy redshift, stellar mass and
projected separation from the line of sight. Both of these works
used ray-tracing through the Millennium Simulation (MS; Springel
et al. 2005; Hilbert et al. 2009) in order to obtain P(κext). For lines
of sight which are either underdense or of common density, G13
found that the residual uncertainty σκext on the external convergence
can be reduced to 0.03, which corresponds to an uncertainty on
time delay distance and hence H0 comparable to that arising from
the mass model of the deflector and its immediate environment.
Furthermore, Collett et al. (2013) considered a reconstruction of
the mass distribution along the line of sight using a galaxy halo
model. They convert the observed environment around a lens di-
rectly into an external convergence, after calibrating for the effect
of dark structures and voids by using the MS.
We have collected sufficient observational data to implement
these techniques for the case of HE 0435−1223. We choose to
adopt the G13 approach, with several improvements. We first aim
to understand and account for various sources of error in our ob-
servational data for HE 0435−1223, as well as that of CFHTLenS
(The Canada France Hawaii Lensing Survey; Heymans et al. 2012),
which we choose as our control field. Secondly, we incorporate our
understanding of these uncertainties into the simulated catalogues
of the MS, in order to ensure a realistic estimate of P(κext). Thirdly,
we use the MS to test the robustness of this estimate for simulated
fields of similar under/overdensity.
This paper is organized as follows. In Section 2 we present the
relevant observational data for HE 0435−1223 and its reduction. In
Section 3 we present an overview of our control field, CFHTLenS.
In Section 4 we present our source detection, classification, pho-
tometric redshift and stellar mass estimation, carefully designed
to match the CFHTLenS fields. In Section 5 we present our tech-
nique to measure weighted galaxy count ratios for HE 0435−1223,
by accounting for relevant errors. In Section 6 we use ray-tracing
through the MS in order to obtain P(κext) for the measured ratios, and
present our tests for robustness. We present and discuss our results in
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Table 1. Summary of observations.
Telescope/instrument FOV [arcmin]/scale [arcsec] Filter Exposure (s) Airmass Seeing (arcsec) Observation date
CFHT/MegaCam 58 × 56/0.187 u 41 × 440 1.2–1.5 ∼0.8 2014 Aug. 31–Sept. 2
Subaru/Suprime-Cam 34 × 27/0.200 g 5 × 120 1.7–1.8 ∼0.7 2014 Mar. 1
Subaru/Suprime-Cam 34 × 27/0.200 r 16 × 300 1.2–1.6 ∼0.7 2014 Mar. 1
Subaru/Suprime-Cam 34 × 27/0.200 i 5 × 120 2.0–2.2 ∼0.8 2014 Mar. 1
Gemini North/NIRI 3.4 × 3.4/0.116 J 44 × 42.2 1.2–1.3 ∼0.4 2012 Aug. 22
Subaru/MOIRCS 4 × 7/0.116 H 12 × 78 1.7–2.1 ∼0.7 2015 Apr. 1
Gemini North/NIRI 3.4 × 3.4/0.116 Ks 32 × 32.2 1.2–1.3 ∼0.4 2012 Aug. 22
Spitzer/IRAC 5.2 × 5.2/0.6 3.6 72 × 30 – – 2006 Feb. 8, 2006 Sept. 20
Spitzer/IRAC 5.2 × 5.2/0.6 4.5 72 × 30 – – 2006 Feb. 8, 2006 Sept. 20
Spitzer/IRAC 5.2 × 5.2/0.6 5.8 72 × 30 – – 2006 Feb. 8, 2006 Sept. 20
Spitzer/IRAC 5.2 × 5.2/0.6 8.0 72 × 30 – – 2006 Feb. 8, 2006 Sept. 20
Note. For NIRI, where the instrument FOV is just 2 × 2 arcmin2, ‘FOV’ refers to the effective field of view on the sky, after dithering. For IRAC, the filters
denote the effective wavelengths in µm.
Section 7, and we conclude in Section 8. We present additional de-
tails in the Appendix.
The current work represents Paper III (hereafter H0LiCOW Pa-
per III) in a series of five papers from the H0LiCOW collaboration,
which together aim to obtain an accurate and precise estimate of H0
from a comprehensive modelling of HE 0435−1223. An overview
of this collaboration can be found in H0LiCOW Paper I (Suyu
et al. 2017), and the derivation of H0 is presented in H0LiCOW
Paper V (Bonvin et al. 2017).
Throughout this paper, we assume the MS cosmology,m = 0.25,
	 = 0.75, h= 0.73,σ 8 = 0.9.2 We present all magnitudes in the AB
system, where we use the following conversion factor between the
Vega and the AB systems: JAB = JVega + 0.91, HAB = HVega + 1.35
and Ks AB = Ks Vega + 1.83.3 We define all standard deviations as the
semi-difference between the 84 and 16 percentiles.
2 DATA R E D U C T I O N A N D C A L I B R AT I O N
In order to characterize the HE 0435−1223 field, we require a cat-
alogue of galaxy properties, such as galaxy redshifts and stellar
masses. To this end, we have obtained multiband, wide-field imag-
ing observations of HE 0435−1223, from ultraviolet to near/mid-
infrared wavelengths. The observations are detailed in Table 1, and
were obtained with the Canada–France–Hawaii Telescope (CFHT;
PI. S. Suyu), the Subaru Telescope (PI. C. Fassnacht) and the Gem-
ini North Telescope (PI. C. Fassnacht). We also use archival Spitzer
Telescope data (PI. C. Kochanek, Program ID 20451). In addition,
we make use of a number of secure spectroscopic redshifts (374 and
43 objects inside an ∼17- and 2-arcmin-radius circular aperture, re-
spectively, not counting the lens itself), obtained with the Magellan
6.5-m telescope (Momcheva et al. 2006, 2015), the VLT (PI: Sluse),
the Keck Telescope (PI: Fassnacht), and the Gemini Telescope [PI:
Treu; see H0LiCOW Paper II (Sluse et al. 2017) for details on the
spectroscopic observations]. Those data provide a spectroscopic
identification of ∼90 per cent (∼60 per cent) of the galaxies down
to i = 21 mag (i = 22 mag) within a radius of 2 arcmin of the lens,
namely the maximum radius within which we calculate weighted
number counts in this work (see fig. 3 of H0LiCOW Paper II for
spectroscopic completeness as a function of radius/magnitude).
2 We estimate the impact of using a different cosmology in Appendix D.
3 Results based on the MOIRCS filters, available at http://www.astro.yale.
edu/eazy/filters/v8/FILTER.RES.v8.R300.info.txt
We reduced the imaging data using standard reduction tech-
niques. We obtained the CFHT MegaCam (Boulade et al. 2003)
and Spitzer Infrared Array Camera (IRAC; Fazio et al. 2004) data
already pre-reduced and photometrically calibrated. We used SCAMP
(Bertin 2006) to achieve consistent astrometric and photometric cal-
ibration, and SWARP (Bertin et al. 2002) to resample the data on a
0.2 arcsec pixel scale, using a tangential projection. This is the na-
tive pixel scale of Subaru Suprime-Cam (Miyazaki et al. 2002), and
the largest among the available data, with the exception of IRAC
(0.600 arcsec pixel scale).
We reduced the Subaru MOIRCS (Ichikawa et al. 2006; Suzuki
et al. 2008) data using a pipeline provided by Ichi Tanaka, based
on IRAF.4 For the Gemini NIRI (Hodapp et al. 2003) and Subaru
MOIRCS data we calibrated the photometry using 2MASS stars in
the field of view (FOV). For Subaru Suprime-Cam, we used obser-
vations of a Sloan Digital Sky Survey (SDSS) star field, taken the
same night. We excluded stars with nearby companions that can
affect the SDSS photometry, and used colour transformations pro-
vided by Yagi Masafumi [private communication; also described in
Yagi et al. (2013a,b)], in order to calibrate the photometry to the
AB system. We corrected for galactic and atmospheric extinction
following Schlafly & Finkbeiner (2011) and Buton et al. (2012),
respectively. We present our strategy for source detection, classifi-
cation, redshift and stellar mass estimation in Section 4.
3 T H E C O N T RO L FI E L D : C F H T L E N S
In order to apply the weighted number counts technique, we need
a control field against which to determine an under/overdensity.
We require the field to be of a suitable depth, as well as larger
in spatial extent than the ∼0.06 deg2 field used by Fassnacht
et al. (2011), or the 1.21 deg2 Cosmic Evolution Survey (COS-
MOS; Scoville et al. 2007), which is known to be overdense (e.g.
Fassnacht et al. 2011, and references within). The field should con-
sist of several fields spread across the sky, in order to account for
sample variance, and should also contain high to medium resolu-
tion, well-calibrated multiband data for object classification, and to
infer photometric redshifts and stellar masses reliably.
4 IRAF is distributed by the National Optical Astronomy Observatory, which
is operated by the Association of Universities for Research in Astron-
omy (AURA) under cooperative agreement with the National Science
Foundation.
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Such a field is provided by the wide component of the CFHT
Legacy Survey (CFHTLS; Gwyn 2012). It consists of ugriz imag-
ing over four distinct contiguous fields: W1 (∼63.8 deg2), W2
(∼22.6 deg2), W3 (∼44.2 deg2) and W4 (∼23.3 deg2), with typical
seeing ∼0.7 arcsec in i band. The data have been further processed,
and are available in catalogue form from CFHTLenS (Heymans
et al. 2012). We provide here a summary of the CFHTLenS data
quality and products that are relevant to our analysis. CFHTLenS
reaches down to 24.54 ± 0.19 5σ limiting magnitude in a 2.0 arcsec
aperture in the deepest band, i (Erben et al. 2013). The photom-
etry has been homogenized through matched and Gaussianized
point-spread functions (PSFs) (Hildebrandt et al. 2012), leading
to well-characterized photometric redshifts. The CFHTLenS cata-
logue includes best-fitting photometric redshifts derived with BPZ
(Benı´tez 2000), and best-fitting stellar masses computed with LE
PHARE (Ilbert et al. 2006). The final product has a spectroscopic to
photometric redshift scatter σ|zspec−zphot|/(1+zspec) of 0.04 for i < 23
(0.06 for i < 24). The outlier fraction5 is 5 per cent for i < 23
(15 per cent for i < 24) (Hildebrandt et al. 2012).
The object detection and measurement are summarized by Erben
et al. (2013): SEXTRACTOR (Bertin & Arnouts 1996) is run six times
in dual-image mode. In five of the runs, the detection image is the
deeper image band (i), and the measurement images are the PSF-
matched images in each of the five bands; in the sixth run, the
measurement image is the original lensing band image. This last
run is performed to obtain total magnitudes (SEXTRACTOR quantity
MAG_AUTO) in the deepest band, whereas the first five runs yield
accurate colours based on isophotal magnitudes (MAG_ISO).
The galaxy–star classification is summarized by Hildebrandt et al.
(2012), who also estimate its uncertainty, quantified in terms of
incompleteness and contamination, based on a comparison with
spectroscopic data from the VVDS F02 (Le Fe`vre et al. 2005,
reaching down to i = 24 mag) and VVDS F22 (Garilli et al. 2008)
surveys. In brief, for i < 21, objects with size smaller than the
PSF are classified as stars. For i > 23, all objects are classified as
galaxies. In the range 21 < i < 23, an object is defined as a star
if its size is smaller than the PSF, and in addition χ2star < 2.0χ2gal,
where χ2 is the best-fitting goodness-of-fit χ2 from the galaxy and
star libraries given by LE PHARE.
4 M E A S U R I N G P H Y S I C A L P RO P E RT I E S O F
G A L A X I E S
4.1 Detecting and measuring sources with SEXTRACTOR
In order to avoid introducing biases in measuring weighted number
counts, it is important to adopt detection, measuring and classifi-
cation techniques for the HE 0435−1223 field that are as close as
possible to those of CFHTLenS, while also assessing the similarities
between the two data sets.
The HE 0435−1223 ugri data are similar in terms of seeing to
those from CFHTLenS (Table 1). The pixel scales of the two data
sets differ by only 6.5 per cent. In terms of depth, the limiting mag-
nitude of the HE 0435−1223 data in i band, following the definition
in Erben et al. (2013),6 is 24.55 ± 0.17, thus virtually indistinguish-
5 The outliers are defined as galaxies with |zspec − zphot|/(1 + zspec) < 15.
6 mlim = ZP − 2.5 log
(
5
√
Npixσsky
)
, where ZP is the magnitude zero-
point, Npix is the number of pixels in a circle with radius 2.0 arcsec, and
σ sky is the sky-background noise variation. We derive the uncertainty as the
standard deviation of the values in 10 empty regions across the frame.
able from the counterpart band in CFHTLenS (Section 3). The
limiting magnitudes in the other bands are, respectively, 25.55 ±
0.06 (u), 25.43 ± 0.20 (g), 25.94 ± 0.28 (r), 22.71 ± 0.13 (J),
21.20 ± 0.28 (H), 21.82 ± 0.28 (Ks), and can be compared with the
available counterparts in table 1 of Erben et al. (2013). In particular,
our deepest image (r band) is ∼1 mag deeper than the CFHTLenS
r band.
To infer accurate photometry, we matched the PSFs in the
griJHKs images to that in the u band, which has the largest see-
ing. We combined bright, unsaturated stars across the FOV in each
band, in order to build their PSFs. We replaced the noisy wings
with analytical profiles, and computed convolution kernels using
the Richardson–Lucy deconvolution algorithm (Richardson 1972;
Lucy 1974).
Our primary region of interest is a 4 × 4 arcmin2 area around
HE 0435−1223, as for this area we have (for the most part) uniform
coverage in all bands, including IRAC. However, it is important to
also consider a larger area, in order to use as many spectroscopically
observed galaxies as possible for calibrating photometric redshifts.
In addition, a wider area is necessary for identifying groups/clusters
(H0LiCOW Paper II), and performing a weak lensing analysis (Ti-
hhonova et al., in preparation). As a result, we are also interested in
the whole coverage of the ugri frames.
Before using SEXTRACTOR in a similar way to CFHTLenS on the
4 × 4 arcmin2 images, we masked bright stars that are heavily
saturated in r band. We found that by fitting and subtracting a
Moffat profile to these bright stars, we can reduce the contamination
of nearby objects by the bright stars, and improve the detection
parameters; this minimizes the area that needs to be masked in
the r band, but which is unaffected in most of the other bands.
We convolve the masks with a narrow Gaussian, in order to smooth
their edges, which would otherwise produce spurious detections. We
also set a mask of 5 arcsec radius around the HE 0435−1223 system
itself, in order to account for the fact that the external convergence
of the most nearby galaxy is accounted for explicitly in the lens
mass modelling in H0LiCOW Paper IV.
Despite our r band being deeper, given the fact that CFHTLenS
performed detections in i, and the similarity of our i-band frame to
the CFHTLenS i band, we first performed detections in the uncon-
volved (pre-PSF matching) i image. For this, we ran SEXTRACTOR
with the same detection parameters used by CFHTLenS (Jean
Coupon, private communication). The purpose of this run is to
estimate total magnitudes MAG_AUTO in this band, which we use
when performing magnitude cuts at our faint threshold. However,
for the purpose of extracting reliable photometry to be used for pho-
tometric redshift and stellar mass estimation, since measurements
are expected to be more reliable in r band (with an exception being
around bright objects, which appear brighter than in i), we also per-
form detections in this band, using optimized SEXTRACTOR detection
parameters. As for measurements, we perform them as described
for CFHTLenS in Section 3. We infer final MAG_ISO magnitudes,
corrected for total magnitude, following CFHTLenS, as MAG_ISOx
+ (MAG_AUTOr − MAG_ISOr), where the subscript refers to the mea-
surement band (x = u, g, r, i, J, H, Ks). We make an exception for
∼17 per cent of objects, which have a SEXTRACTOR flag indicative
of unreliable MAG_AUTO, and for which we replace MAG_AUTO with
MAG_ISO. For the FOV outside 4 × 4 arcmin2, which is used for
separate purposes by H0LiCOW Paper II and Tihhonova et al. (in
preparation) we performed all detections in the r band only. We find
that galaxies with i  24 mag are typically detected in all bands,
with the exception of 18 per cent in JKs, where the spatial coverage
is also reduced, and ∼6 per cent in u band.
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Figure 1. 4 × 4 arcmin2 FOV for HE 0435−1223 in the deepest band, r. North is up and East is to the left. The i < 24 objects identified by SEXTRACTOR inside
a 120 arcsec aperture are marked: star symbols for stars, circles for galaxies without spectroscopic redshift and squares for galaxies with spectroscopic redshift.
HE 0435−1223 is at the centre of the field. Brown regions represent masks outside the aperture, around the lensed system and around bright, saturated stars.
The two concentric black circles mark the 45 and 120 arcsec apertures, respectively. The nearest galaxy to the centre, towards SE, is located inside the mask,
as it is modelled explicitly in H0LiCOW Paper IV (Wong et al. 2017). For an extended FOV in i band, see H0LiCOW Paper II.
We use T-PHOT (Merlin et al. 2015) to extract MAG_ISO magni-
tudes, and thus measure colours between optical and IRAC filters,
as the latter have vastly different pixel scale and PSFs. For this, we
use the r-band image as position and morphology prior. Finally, we
apply the same star–galaxy classification used by CFHTLenS.
Table A1 compiles the i < 23 galaxies detected in a 45-arcsec-
radius aperture around HE 0435−1223, along with their measured
photometry. The i < 24 galaxies in a 120-arcsec-radius aperture can
be found in the accompanying online material, and are marked in
Fig. 1.
4.2 Galaxy–star separation, redshifts and stellar masses
Using the PSF-matched photometry measured with SEXTRACTOR,
we infer photometric redshifts and stellar masses, which we will
later use as weights. We further calibrate our magnitudes by finding
the zero-points which minimize the scatter between photometric
and spectroscopic redshifts of the 17 < i < 23 mag galaxies with
available spectroscopy. Finally, we perform a robust galaxy–star
classification using morphological as well as photometric informa-
tion. For measuring redshifts, we primarily use BPZ, which was also
employed by CFHTLenS. However, we also use EAZY (Brammer,
van Dokkum & Coppi 2008), to assess the dependence on a partic-
ular code/set of templates.
For the purpose of estimating photometric redshifts we ignore
the IRAC channels, as e.g. Hildebrandt et al. (2010) note that the
use of currently available mid-IR templates degrades rather than
improves the quality of the inferred redshifts. For both BPZ and
EAZY, we obtained the best results when using the default set of tem-
plates (CWW+SB and a linear combination of principal component
MNRAS 467, 4220–4242 (2017)
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Figure 2. Comparison of spectroscopic and photometric (BPZ) redshifts
for all galaxies with robust spectroscopic redshifts within the Suprime-
Cam FOV (top, ugri), as well as for the galaxies within 120 arcsec
(bottom, ugriJHK). The blue dashed line represents the best-fitting off-
set. We define the outliers, located outside the red dashed line, as
|zspec − zphot|/(1 + zspec) > 0.15, and mark this with red dashed lines.
On the bottom plot, error bars refer to 1σ uncertainties determined with BPZ.
spectra, respectively), with the default priors. Fig. 2 compares the
available spectroscopic redshifts with the inferred photometric red-
shift for the ugriJHKs and ugri filters, and galaxies with i < 24 mag.
There is negligible bias, and the scatter/outlier fractions are com-
parable to or smaller than the ones for CFHTLenS (Section 3). In
addition, Fig. B1 compares the BPZ- and EAZY-estimated redshifts,
for the i < 24 galaxies inside the 4 × 4 arcmin2 region around
HE 0435−1223, showing a good overall match. We also tested
whether our choice of different templates and prior, compared to
those used to determine photometric redshifts for CFHTLenS, can
potentially introduce systematics. For this, we recalculated pho-
tometric redshifts for ∼400 000 galaxies in CFHTLenS, down to
i < 24 mag. After imposing the condition z < zs, where zs is the
HE 0435−1223 source quasar redshift, this resulted in a negligible
0.03 offset compared to the CFHTLenS-derived values, with scat-
ter and outlier fractions similar to those found by Hildebrandt et al.
(2012) (see Section 3).
For estimating stellar masses, we followed the approach by
Erben et al. (2013), which was also used to produce the CFHTLenS
catalogues. This uses templates based on the stellar population syn-
thesis package of Bruzual & Charlot (2003), with a Chabrier (2003)
initial mass function [see Velander et al. (2014) for additional de-
tails], and fits stellar masses with LE PHARE, at fixed redshift. We
performed the computation twice, without and with using the IRAC
photometry. In the latter case, we boosted the photometric errors to
account for the template error derived by Brammer et al. (2008).
We find only small scatter (∼0.05 in log M) and no bias, in agree-
ment with the results of Ilbert et al. (2010) for a similar redshift
range. The resulting redshifts and the stellar masses are given in
Table A2. We used the median of the mass probability distribution
as our estimate, except for a few per cent of galaxies where LE PHARE
fails to give a physical estimate for this, and we use the best-fitting
value instead. This is also the case for the CFHTLenS catalogues,
where we recomputed stellar masses in order to fix the ∼6 per cent
of objects with missing estimates. In fact, we recomputed stellar
masses for the whole CFHTLenS catalogues, in order to use the
same cosmology employed by the MS.
Finally, following the recipe from Section 3, we performed
a galaxy–star classification. As described in more detail by
Hildebrandt et al. (2012), we estimated the PSF size as the 3σ upper
cut half light radius estimated by SEXTRACTOR in r band, and we used
all available bands when computing the goodness-of-fit. Comparing
to the available spectroscopic data, we find that all spectroscopically
confirmed galaxies are correctly classified as galaxies, whereas three
spectroscopically confirmed stars, with blended galaxy contami-
nants, are incorrectly classified as galaxies. We therefore removed
them.
5 D E T E R M I N I N G L I N E - O F - S I G H T U N D E R /
OV ERDENSI TI ES U SI NG WEI GHTED NUMBER
C O U N T S
5.1 Description of the technique
Fassnacht et al. (2011) computed lens field overdensities as galaxy
count ratios by first measuring the mean number counts in a given
aperture through their control field, and then dividing the counts in
the same aperture around the lens to the mean, i.e. ζgal ≡ Ngal/Ngal.
The situation is more complicated for us because (1) we are inter-
ested in using weights dependent on the particular galaxy position
inside the aperture, and (2) the CFHTLenS control fields contain
a large fraction of masks throughout. These masked areas are due
to luminous haloes around saturated stars, asteroid trails, flagged
pixels, etc. (Erben et al. 2013).
Therefore, to implement our galaxy weighting schemes, we
first divide each of the W1–W4 CFHTLenS fields into a two-
dimensional, contiguous grid of cells, of the same size as the
apertures we consider around HE 0435−1223. We apply the
CFHTLenS masks, at their particular position inside the cell, to
the HE 0435−1223 field as well. Thus, when measuring weighted
counts, we test whether each galaxy in the HE 0435−1223 field is
located at a position which is covered by a mask in a particular cell.
Conversely, we also test whether a galaxy in the cell is covered by
a mask in the HE 0435−1223 field. This technique is depicted in
Fig. 3.
We divide the weighted counts measured around HE 0435−1223
to those measured in the same way around the centre of each of
the cells in the CFHTLenS grid, and consider the median of these
divisions as our estimate of the overdensity. We justify the use of the
median in Section 5.2 and Appendix C. Formally, ζ gal then becomes
ζWXgal ≡ median(N lens,maskigal /NWX,igal ), where X = 1, ..., 4 and i spans
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Figure 3. Schematic of the way masking is applied when matching the
HE 0435−1223 and various CFHTLenS subfields, on a grid. The 2-arcmin-
radius i-band frame (grey), masks around bright stars and outside the aperture
of HE 0435−1223 (blue), and masks in the CFHTLenS fields (red) are
depicted. Only the grey area which is not covered by any masks is used.
the number of cells in a CFHTLenS field. Following the notation
in G13, we generalize from number counts to weighted counts by
replacing Ngal with Wq =
∑Ngal
i=1 qi , where q refers to a particular
type of weight. Therefore ζ gal generalizes to ζ q.
Following G13 we adopt these weights: qgal = 1, i.e. simple
galaxy counting; qMn = Mn (n = 1, 2, 3), i.e. summing up powers
of galaxy stellar masses; and qz = zs × z − z2, i.e. weighting by
redshift. In addition, we also consider weights incorporating the
distance to the lens/centre of the field: q1/r, qMn /r , and qz/r, as well
as the weighted counts WMn,rms = n
√∑Ngal
i=1 M
n
,i and WMn /r,rms , (n =
2, 3).
In addition to the weights from G13, we define an additional
weight, M/rn, where n= 2, 3 corresponds to the tidal and the flexion
shift, respectively, of a point mass, as defined in McCully et al.
(2017). We have simplified the definition of these two quantities
by removing the explicit redshift dependence. This is because the
lensing convergence maps of the MS are not designed to account
for this dependence (Hilbert et al. 2009). Another weight, √M/r ,
corresponds to the convergence produced by a singular isothermal
sphere. We supplement this with a final related weight,
√
Mh/r ,
where Mh stands for the halo mass of the galaxy, derived from the
stellar mass by using the relation of Behroozi, Conroy & Wechsler
(2010).
Finally, in addition to the summed weighted counts used by G13,
we introduce an alternative type of weighted counts, which as we
will later show, produces improved results. We refer to Wq defined
above as W sumq , and we define Wmedsq = Ngal × median(qi), i =
1, ..., Ngal. All of the weights and weighted counts defined above
are summarized in Table 2. Separately from these, we will also use
a supplementary constraint when selecting lines of sight from the
MS: the shear value at the location of HE 0435−1223, γ ext = 0.030
± 0.004, as measured in H0LiCOW Paper IV for the fiducial lens
model.
Table 2. Types of weights and weighted counts.
q W sumq Wmedsq
1 Ngal Ngal
z
∑Ngal
i=1
(
zs × zi − z2i
)
Ngal × med
(
zs × zi − z2i
)
Mn
∑Ngal
i=1 M
n
,i Ngal × med
(
Mn,i
)
1/r
∑Ngal
i=1 1/ri Ngal × med(1/ri)
z/r
∑Ngal
i=1
(
zs × zi − z2i
)
/ri Ngal × med
(
zs × zi − z2i
)
/ri
Mn /r
∑Ngal
i=1 M
n
,i/ri Ngal × med
(
Mn,i/ri
)
Mn,rms
n
√∑Ngal
i=1 M
n
,i
n
√
Ngal × med
(
Mn,i
)
Mn /r,rms
n
√∑Ngal
i=1 M
n
,i/ri
n
√
Ngal × med
(
Mn,i/ri
)
M/rn
∑Ngal
i=1 M,i/r
n
i Ngal × med
(
M,i/r
n
i
)
√
M/r
∑Ngal
i=1
√
M,i/ri Ngal × med
(√
M,i/ri
)
√
Mh/r
∑Ngal
i=1
√
Mh,i /ri Ngal × med
(√
Mh,i /ri
)
Note. Here ‘med’ refers to the median, and n = 1, 2, 3 for weights not
including ‘rms’ or r to powers larger than 1, n = 2, 3 otherwise.
Following G13, we only consider galaxies of redshift z < zs. For
r ≤ 10 arcsec we replace 1/r in all weights incorporating 1/r with
1/10, in order to limit the contribution of the most nearby galaxies,
which are accounted for explicitly in the mass model (paper IV).
For the HE 0435−1223 field, where available, we use spectroscopic
redshifts for every galaxy, and photometric redshifts for the rest.
For CFHTLenS, we impose a bright magnitude cut of i = 17.48,
corresponding to the brightest galaxy in the HE 0435−1223 field.
The final quantities that remain to be chosen are the aperture size
and depth that we consider, both for the field around HE 0435−1223,
and for CFHTLenS. Fassnacht et al. (2011) used a single aperture
of 45 arcsec radius and galaxies down to 24 mag in F814W (Vega-
based), mainly motivated by the size and depth of the HST/ACS
chip used for their observations. G13 also adopted the same aperture
and depth. Using their galaxy halo-model approach to reconstruct
the mass distribution along the line of sight, Collett et al. (2013)
determined using the MS that the majority of the κext comes from
galaxies inside an aperture of 2-arcmin-radius and brighter than
i = 24 mag. Although our relative counts technique may reduce
the sensitivity to the choice of aperture and depth, our observation
campaigns were thus designed to reach i = 24 over a 2-arcmin-
radius aperture, in light of the Collett et al. (2013) results.
Finally, in Fig. 4 we show the relative weight of each galaxy in the
HE 0435−1223 field, where we mark our magnitude and aperture
limits.
5.2 Resulting distributions for ζ q
In this section we present our results, regarding the distribution of
overdensities. The results are robust to different sources of system-
atic and random uncertainties, as we show in detail in Appendix B.
The uncertainties discussed in the appendix include the choice of
different aperture radii (45 and 120 arcsec) and limiting magnitudes
(i < 23 and i < 24), using CFHTLenS cells with at least 75 or
50 per cent of their surface free of masks, considering the W1–W4
CFHTLenS individually in order to assess sample variance, and
sampling from the inferred distribution of redshift and stellar mass
for each galaxy.
We plot ζWXq ,X = 1, 2, 3, 4 for all weights q as well as a selec-
tion of aperture radii and limiting magnitudes, in Figs 5, B2 and B3.
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Figure 4. The relative weights of the galaxies around HE 0435−1223, represented by circles with areas proportional to their weights. Blue circles refer to i
≤ 23 mag galaxies, whereas red circles refer to 23 < i < 24 mag galaxies. A constant minimum circle radius is used for legibility.
These are known as ratio distributions, or, more approximately, in-
verse Gaussian distributions. There are two reasons why we take
the medians of these distributions as an estimate of the field un-
der/overdensity, ζWXq ≡ median
(
ζWXq
)
, instead of the mean. First,
because the median is robust to the long tails displayed by some of
the distributions, whereas the use of means would imply that the
field is of unphysically large overdensity. Secondly, so that we can
use a numerical approximation which decreases significantly the
computation time when estimating weighted count ratios in the MS
(see Section C for details). This approach is much faster and more
robust than clipped averages.
By comparing the ζWXq distributions for different magnitude and
aperture limits (Figs 5 and B2), it is apparent that the distributions
corresponding to brighter limiting magnitude and smaller aperture
are wider. This is due to larger Poisson noise when computing
weighted counts, since fewer galaxies are included. In Figs 5 and B3
we show the distributions for ζmedsq and ζ sumq , respectively. ζ sumq
shows more scatter between W1 and W4, and as we will show in
Section 6, it is also more noisy. It also shows more clearly that
fields W1 and W3 are relatively more similar to each other, and
different from W2 and W4, as expected from the fact that these two
latter fields have a larger fraction of star contaminants (see Sec-
tion B). We find that distributions using cells with masked fractions
<50 per cent and <25 per cent are very similar, at ∼1 per cent level.
The scatter in ζmeds,WXq for a given weight q (hereafter we only
consider W1 and W3, given the result above) is also very small,
indicating that sample variance in CFHTLenS is not an issue. The
distributions are virtually unchanged if we compute stellar masses
with or without the IRAC bands, and very similar whether EAZY or
BPZ are used to compute redshifts. We find the largest differences
when using different SEXTRACTOR detection parameters (in particu-
lar for the deeper magnitude limit of i < 24 mag), and when compar-
ing the 10 distributions obtained from sampling from the redshift
and stellar mass distributions of each galaxy (see Section B). In
Table 3, we give the measured weighted ratios, where we include
when computing the medians all the source of scatter discussed
above.
Fig. 6 shows a radial plot of the measured overdensity for
each weight, for four different aperture radii: 45 arcsec, 60 arcsec,
90 arcsec and 120 arcsec. The HE 0435−1223 field is comparatively
more overdense for the brighter limiting magnitude (i ≤ 23) and, at
the brighter limiting magnitude, for the 45 arcsec aperture.
We note that the 1.27 ± 0.05 unweighted count overdensity
we measure inside 45 arcsec, for i ≤ 24, is larger than the un-
derdensity of 0.89 (±0.12, assuming simple Poisson noise), mea-
sured by Fassnacht et al. (2011) inside the same aperture. This
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Figure 5. Normalized histograms of weighted ratios for all ζmeds,WXq weights, where X = 1 (blue), X = 2 (green), X = 3 (red), X = 4 (black), for galaxies inside
a 120-arcsec-radius aperture and i ≤ 24. We only plot the distributions obtained from using CFHTLenS apertures with at least 75 per cent of their surface free
of masks, as the 75 per cent–50 per cent limit distributions appear virtually identical. The vertical dashed lines mark the medians of the distributions.
Table 3. Weighted galaxy count ratios ζq for HE 0435−1223.
45 arcsec 45 arcsec 45 arcsec 45 arcsec 120 arcsec 120 arcsec 120 arcsec 120 arcsec
Weight q i < 24 i < 24 i < 23 i < 23 i < 24 i < 24 i < 23 i < 23
sum meds sum meds sum meds sum meds
1 1.27 ± 0.05 1.27 ± 0.05 1.35 ± 0.04 1.35 ± 0.04 1.15 ± 0.04 1.15 ± 0.04 1.23 ± 0.03 1.23 ± 0.03
z 1.25 ± 0.05 1.20 ± 0.05 1.43 ± 0.04 1.31 ± 0.03 1.20 ± 0.04 1.16 ± 0.04 1.27 ± 0.03 1.21 ± 0.03
M 0.88 ± 0.03 0.66 ± 0.10 1.23 ± 0.05 2.01 ± 0.17 0.61 ± 0.03 0.76 ± 0.04 0.71 ± 0.05 0.97 ± 0.08
M2 0.70 ± 0.09 0.34 ± 0.12 1.17 ± 0.16 2.95 ± 0.45 0.24 ± 0.13 0.51 ± 0.06 0.32 ± 0.19 0.76 ± 0.14
M3 0.67 ± 0.17 0.18 ± 0.10 1.38 ± 0.35 4.3 ± 1.0 0.11 ± 0.26 0.34 ± 0.06 0.16 ± 0.40 0.60 ± 0.15
1/r 1.47 ± 0.05 1.31 ± 0.05 1.71 ± 0.03 1.30 ± 0.02 1.25 ± 0.04 1.17 ± 0.04 1.40 ± 0.02 1.27 ± 0.02
z/r 1.52 ± 0.06 1.17 ± 0.05 1.90 ± 0.04 1.26 ± 0.05 1.30 ± 0.04 1.22 ± 0.05 1.47 ± 0.06 1.33 ± 0.03
M/r 1.25 ± 0.04 0.61 ± 0.05 1.77 ± 0.06 2.03 ± 0.19 0.74 ± 0.03 0.86 ± 0.05 0.92 ± 0.04 1.06 ± 0.07
M2 /r 0.76 ± 0.07 0.35 ± 0.06 1.28 ± 0.12 3.1 ± 0.7 0.28 ± 0.08 0.58 ± 0.05 0.38 ± 0.11 0.76 ± 0.11
M3 /r 0.56 ± 0.11 0.16 ± 0.08 1.15 ± 0.20 4.7 ± 1.6 0.11 ± 0.15 0.36 ± 0.06 0.17 ± 0.24 0.57 ± 0.11
M2,rms 0.84 ± 0.05 0.59 ± 0.09 1.08 ± 0.07 1.72 ± 0.14 0.49 ± 0.11 0.71 ± 0.04 0.57 ± 0.13 0.87 ± 0.08
M3,rms 0.87 ± 0.07 0.56 ± 0.09 1.11 ± 0.09 1.62 ± 0.13 0.48 ± 0.18 0.70 ± 0.04 0.55 ± 0.22 0.84 ± 0.07
M2 /r,rms 0.87 ± 0.04 0.59 ± 0.05 1.13 ± 0.05 1.75 ± 0.20 0.53 ± 0.06 0.76 ± 0.04 0.62 ± 0.08 0.88 ± 0.06
M3 /r,rms 0.82 ± 0.05 0.54 ± 0.07 1.05 ± 0.07 1.68 ± 0.18 0.48 ± 0.13 0.71 ± 0.04 0.56 ± 0.15 0.83 ± 0.05
M/r3 3.8 ± 0.2 0.56 ± 0.08 6.2 ± 0.3 1.8 ± 0.3 3.25 ± 0.16 0.82 ± 0.09 5.05 ± 0.25 1.31 ± 0.13
M/r2 2.2 ± 0.1 0.61 ± 0.08 3.25 ± 0.15 2.07 ± 0.25 1.46 ± 0.06 0.87 ± 0.05 2.02 ± 0.09 1.21 ± 0.08√
M/r 1.46 ± 0.03 0.89 ± 0.06 2.00 ± 0.04 1.68 ± 0.10 1.05 ± 0.02 1.00 ± 0.04 1.26 ± 0.02 1.23 ± 0.04√
Mh/r 1.18 ± 0.02 1.01 ± 0.05 1.67 ± 0.04 1.42 ± 0.07 0.76 ± 0.04 1.08 ± 0.04 0.92 ± 0.06 1.21 ± 0.04
Notes. Medians of weighted galaxy counts for HE 0435−1223, inside various aperture radii and limiting magnitudes. The errors include, in quadrature, scatter
from 10 samplings of redshift and stellar mass for each galaxy in HE 0435−1223, scatter from W1 and W3, BPZ–EAZY, and two different SEXTRACTOR detections.
is likely due to the deeper magnitude limit they used, their
much smaller control field, as well as possibly the use of a less
careful masking technique. The present result supersedes the earlier
analysis.
5.3 Computing simulated ζ q in the MS
Here, we compute weighted count ratios ζ q from simulated fields
obtained from the MS (Springel et al. 2005), trying to closely
reproduce the data quality of the HE 0435−1223 and the CFHTLenS
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Figure 6. Radial plot of the measured weighted count ratios ζmedsq , calculated for aperture radii of 45 arcsec, 60 arcsec, 90 arcsec and 120 arcsec, using the
combined CFHTLenS W1 and W3 fields. The blue line refers to i ≤ 24, and the red line to i ≤ 23. The solid line refers to redshifts estimated with BPZ, and
the dotted line refers to redshifts determined with EAZY. The ranges of the vertical axes are different. Error bars include the scatter between W1 and W4, and
sampling from the galaxy magnitudes, redshifts and stellar masses (see text). They do not include scatter between different SEXTRACTOR parameters, which are
included in Table 3.
fields. We do this for two main reasons: first, since we will infer
P(κext) by selecting lines of sight of specific overdensities from the
MS, we need to ensure that it is fair to compare the overdensities in
the MS to those in the real data. Secondly, by using the MS we can
compare the overdensities we measure with their ‘true’ values, and
thus assess the quality of our estimates.
The MS is an N-body simulation of cosmic structure forma-
tion in a cubic region ∼680 Mpc of comoving size, with a halo
mass resolution of 2 × 1010 M
 (corresponding approximately to
a galaxy with luminosity 0.1L). Catalogues of galaxies populating
the matter structures in the simulation were generated based on the
semi-analytic galaxy models by De Lucia & Blaizot (2007), Guo
et al. (2011) and Bower et al. (2006). Furthermore, 64 simulated
fields of 4 × 4 deg2 were produced from the MS by ray-tracing
(Hilbert et al. 2009). These simulated fields contain, among other
information, the observed positions, redshifts, stellar masses and
apparent magnitudes (e.g. in the SDSS ugriz and 2MASS JHKs fil-
ters) of the galaxies in the field, as well as the gravitational lensing
convergence κext and shear γ ext as a function of image position and
source redshifts.
We use each of the MS fields, in turn, as fields whose overden-
sities we want to measure (‘HE 0435−1223-like fields’), as well
as fields against which we measure those overdensities (‘control
fields’). For the HE 0435−1223 like fields we consider only their
ugriJHKs photometry, whereas for the calibration fields we use
their ugriz photometry. Based on these, we compute photometric
redshifts and stellar masses for all ∼70 million i < 24 mag galax-
ies, using the same techniques we employed for the real data. This
is because the stellar masses and redshifts in our real data suffer
from observational uncertainties, which are not present in the avail-
able synthetic catalogues. For each galaxy, we randomly sample its
‘observed’ magnitude in a given band from a Gaussian around its
catalogue magnitude, with a standard deviation given by the typical
photometric uncertainty of galaxies of similar magnitude in the real
data. In Fig. 7 we compare the redshifts and stellar masses esti-
mated for the galaxies in the MS with the catalogue values, using
photometry based on the De Lucia & Blaizot (2007) semi-analytic
models. We find better results compared to the catalogues based
on Guo et al. (2011) and Bower et al. (2006), and therefore we
use the De Lucia & Blaizot (2007)-based catalogue throughout this
work. The photometric redshift bias, scatter and fraction of outliers
are generally comparable to the ones measured for CFHTLenS and
HE 0435−1223 field galaxies, the only exception being that the
fraction of outliers measured for CFHTLenS is larger (15 per cent
compared to 2 per cent). We stress here that the superiority of
the De Lucia & Blaizot (2007) semi-analytic models is likely a
consequence of these models being more similar to the templates
used by BPZ and LE PHARE. However, we are only interested in the
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Figure 7. Performance of the photometric redshift and stellar mass estimation in the MS, using the mock galaxy catalogue based on the De Lucia & Blaizot
(2007) semi-analytic models, for galaxies inside a 4 × 4 deg2 field. Two different combinations of filters are used, as well as simulated photometric errors
representative of the HE 0435−1223 and CFHTLenS data. The bias for the photometric redshift when only z < 1 objects are included decreases to −0.029
and −0.011 for the ugriJHKs and the ugriz bands, respectively. For the lower plots, we define the outliers as |log M| > 0.5.
empirical result that by using these models we obtain similar uncer-
tainties in the simulations, and in the real data. We thus conclude
that we can indeed use the MS galaxy catalogue to estimate over-
densities with uncertainties similar to those found in the real data.
We consider the same apertures and limiting magnitudes we used
in the real data. In addition, we use the fact that a specific fraction of
galaxies in the real HE 0435−1223 field have spectroscopic redshift,
as a function of magnitude and aperture radius. For these galaxies,
we use their ‘true’, catalogue redshifts. We calculate stellar masses
with LE PHARE, in the same way we did for the real data, in particular
using the same templates. There are, however, several differences
to our approach, compared to the real data, which we present in
Appendix C.
Next, we test how the ‘measured’ overdensities compare to ‘true’
overdensities, obtained by using the ‘true’ values of redshift and stel-
lar mass for each galaxy, readily available in the catalogue for the
whole MS. We show the comparisons for ζ i∈MS,sumq and ζ i∈MS,medsq in
Figs 8 and 9, respectively. ζ i∈MS,sumq is a much noisier estimate than
ζ i∈MS,medsq , and this is particularly obvious for all weights incorpo-
rating stellar mass, due to the high dynamic range of this quantity.
This justifies our definition of ζ i∈MS,medsq as a better estimate.
We have also checked that a larger aperture radius and fainter
magnitude limit produce smaller scatter, which is expected because
they include more galaxies, resulting in less Poisson noise; the
improvement is much more dependent on radius than on magnitude.
Finally, in Fig. 10 we show the relations between the different
ζ q. We find that the different ζ q are correlated, as expected from
their definitions, and that the specific values we determined for the
HE 0435−1223 field are realistic in the sense that they are expected
at ∼1–2 σ . We have checked that this result is robust to changing
the aperture radius and limiting magnitude.
By this point, we have related the κiext points (centres of each
cell) in the 64 fields of the MS, where i refers to each available
cell, to their corresponding ζ i∈MS,medsq . In addition, we have also
recorded the corresponding values of the shear γ exti, to use as an
additional constraint. H0LiCOW Paper IV measured a constant
external shear strength (in addition to the shear stemming from
explicit mass models of the strong-lens and nearby galaxies), which
is close to the median of the shear distribution through the MS.
This is helpful for ruling out high values from the κext distribution
(see fig. 8 in Collett & Cunnington 2016). Our use of all available
κiext points in the MS (most of which are not strong-lensing lines
of sight) is justified by Hilbert et al. (2009) and Suyu et al. (2010),
which showed that the distribution of κext from lines of sight to
a strong lens is very similar to, and can be approximated by, the
distribution for normal lines of sight (i.e. without a strong lens).
We note that the redshift of the source quasar in HE 0435−1223,
z = 1.69, lies between two redshift planes in the MS, at z = 1.63
and z = 1.77. We therefore adopted the mean of the two planes for
each value of the convergence κext and shear γ ext.7
6 D E T E R M I N I N G P(κext)
In the previous sections, we have explained how we estimate
weighted count ratios for the real data, and analogously for the
MS, and we have related every κext point in the MS to the cor-
responding weighted count ratio around its line of sight. We now
7 While there are noticeable differences between individual values, we have
determined P(κext) separately for a single plane, and found that the impact
on the distribution is negligible, as the median of inferred P(κext) changes
by only ∼0.002 if we assume the source is at z = 1.63.
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Figure 8. Catalogue versus computed weighted ratios from the MS, using the mock galaxy catalogue based on the De Lucia & Blaizot (2007) semi-analytic
models, for galaxies inside a 4 × 4 deg2 field. Each point represents ζ i∈MS,sumq for 120-arcsec radius, i ≤ 24 mag. Black, dark and light grey filled contours
encompass regions of 1σ , 2σ and 3σ , respectively. The black line represents the diagonal.
present the mathematical formalism and implementation necessary
to obtain the distribution of κext given our knowledge of weighted
count ratios around HE 0435−1223.
6.1 Theory and implementation
We aim to estimate P(κext) using the MS catalogue of κext points,
in a fully Bayesian framework. By P(κext) we refer to p(κext|d),
where d stands for the available data, and we have made our de-
pendence on the data explicit. The data refer to our catalogue of
galaxies inside a given aperture and magnitude threshold, for both
the HE 0435−1223 and the CFHTLenS fields. It includes the galaxy
number, galaxy positions in their respective apertures, as well as red-
shifts and stellar masses. In the sections given above, we used these
data in order to infer ζWXq , which we denote below as ζ q, and is
by construction a noisy quantity. We use ζ q as a random variable,
whose connection to the data and the external convergence can be
expressed by a joint distribution p(κext, ζq, d). Then, p(κext|d) can
be expressed as:
p(κext|d) = p(κext, d)
p(d) =
∫
dζq
p(κext, ζq , d)
p(d) . (4)
Next, we make the assumption that
p(d|κext, ζq ) = p(d|ζq ) , (5)
i.e. the likelihood of the data does not explicitly depend on the
external convergence, for fixed ζ q. This is justified, since we have
defined ζ q based solely on the data, without reference to the external
convergence. From this,
p(κext, ζq , d) = p(κext, ζq )p(d|κext, ζq )
= p(κext, ζq )p(d|ζq ) = p(κext, ζq )p(ζq, d)
p(ζq )
, (6)
and thus
p(κext|d) =
∫
dζq
p(κext, ζq )p(ζq, d)
p(ζq )p(d)
=
∫
dζqp(κext|ζq )p(ζq |d). (7)
That is, given our estimate of ζ q from the data, by using a correspon-
dence between ζ q and κext, we obtain the κext distribution. Here, we
consider p(ζq |d) ≡ Nq
(
ζq ; σζq
)
to be a Gaussian with mean and
standard deviation given in Table 3, and we make use of the MS by
replacing p(κext|ζ q) with pMS(κext|ζMS,medsq ≡ ζq ).
As mentioned in Section 1, G13 showed that the standard devia-
tion of P (ζq |d), which we denote as σκ , can decrease when infor-
mation is added by using multiple conjoined weights. They found
the best improvement when using combinations of three weights,
including qgal and q1/r. We make use of this result, and consider
a third weight from those in Section 5.1, in addition to the shear
constraint. Thus, our distribution becomes
p(κext|d) =
∫
dζ1 dζ1/rdζq =1,1/rdζγ extpMS(κext|ζ1, ζ1/r ,
...ζq =1,1/r , ζγ ext)p(ζ1, ζ1/r , ζq =1,1/r , ζγ ext|d) . (8)
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Figure 9. Same as Fig. 8, but for ζ i∈MS,medsq .
We determined p(ζq |d) from the data independently for each q
as Gaussians much narrower than the distributions whose medians
they represent (e.g. Figs 5 and B2). We can thus factorize
p(ζ1, ζ1/r , ζq =1,1/r , ζγ ext|d)
 p(ζ1|d)p(ζ1/r |d)p(ζq =1,1/r |d)p(ζγ ext)|d). (9)
We remind the reader that in general (i.e. over the whole extent of
their distribution) the ζ q are correlated, as we have seen in Sec-
tion 5.3, and not independent.8
G13 showed that simply adding up κext points corresponding
to lines of sight with Ngal ∈ ζqgalNgal ± Eqgal (this generalizes to
(Wq/Wq )Ngal ∈ ζqNgal ± Eq ) would bias P(κext). Here Ngal is the
median number of galaxies in an aperture of interest around a given
line of sight from the MS, and Eq we choose to be twice the width
of p(ζq |d). The bias comes from the fact that, e.g. for a relatively
overdense field, the number of lines of sight NLOS available with
a galaxy count Ngal will be larger than that with a galaxy count
Ngal + 1 (i.e. there are comparatively fewer fields more overdense
than a field which is already overdense). A larger number of lines
of sight means that their respective κext distribution will be over-
represented, and the overall P(κext) will be biased towards those
values. The solution adopted by G13 is to divide the 2Eq interval
8 We tested that the approximation in equation (9) is justified by measuring
the correlation coefficients between ζ 1, ζ 1/r, and ζ q = 1, 1/r to be ∼0 (at
most ∼0.2, in rare cases), for the relevant narrow range of interest.
into 2Eq bins of individual length 19 (for ζqgal = 1 this corresponds
to incrementing Ngal by 1), and weight the κext distribution in each
of the bins by 1/NLOS, where NLOS is the number of lines of sight
in that particular bin. This way, each of the 2Eq κext distributions
carries equal weight into the combined distribution. In our case, we
typically use four conjoined constraints {qi, qj, qk, ql}= {qgal, q1/r,
q = {1, 1/r}, qγ ext}, and therefore have 2Eqi × 2Eqj × 2Eqh × 2Eqk
multidimensional bins.
We account for the bias discussed above and compute p(κext|d)
as a series of nested sums
ζqi Ngal±Ei∑
i∈
ζqj Ngal±Ej∑
j∈
ζqk Ngal±Ek∑
k∈
ζql Ngal±El∑
l∈
pMS(κext|ζqi ,
...ζqj , ζqk , ζql )
∏
x=i,j ,k,l Nx
(
ζqx ; σζqx
)
N
(i,j ,k,l)
LOS
, (10)
where N (i,j ,k,l)LOS is the number of lines of sight in each multidimen-
sional bin with indices (i, j, k, l), and pMS is the distribution of κext
corresponding to each of these lines of sight.
For brevity, we refer to p(κext|d) implemented by equation (10)
as P(κext|ζ 1, ζ 1/r, ζ q = 1, 1/r, ζ γ ext). We also consider selected distri-
butions with fewer constraints. There are two practical limitations
in not using more than four conjoined constraints. First, applying
9 In practice, in order to reduce dimensionality, we allow the bins to be
as large as 2. G13 (see their fig. 1) showed that this introduces negligible
differences.
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Figure 10. Relation between number count ratios ζ 1 and weighted number count ratios ζ q, from the MS, using observational uncertainties similar to those of
the HE 0435−1223 field. The cells inside a 4 × 4 deg2 simulated field were used to construct the plot. The black, dark grey and light grey regions surround
the 1-, 2- and 3-σ intervals, respectively. The black line represents the diagonal. The red error bars mark the measured overdensities for HE 0435−1223, and
the associated 1-σ error bars.
equation (10) is computationally intensive, and scales quickly with
the number of dimensions. Secondly, the MS contains a limited
number of κ points, and the number of such points included in a bin
decreases as additional constraints are added.
6.2 Testing for biases using simulated data
It is possible to use the MS itself to estimate the accuracy of our
p(κext|d) estimation, and test for biases. First, we randomly select
5000 cells from the MS, which are similar in terms of overdensity
to HE 0435−1223. We then estimate p(κext|d) for each of them.
However, since this estimation would be computationally expen-
sive, we consider very small uncertainties around the computed
overdensities, so that equation (10) reduces to the computation of
a single distribution, in one bin. For each of the 5000 distributions,
we record its median, κmedext . We then determine the distribution of
κmedext − κ trueext , where κ trueext is the true value at the centre of each cell.
We plot in Fig. 11 the median and standard deviation of this dis-
tribution, for each weight combination, as well as aperture radius
and limiting magnitude. We find that κmedext is typically an unbiased
estimate of κ trueext , to better than 0.0025. In the 45 arcsec aperture
κmedext seems to slightly overestimate κ trueext , whereas in the 120 arcsec
aperture there is the opposite tendency. These estimates are noisy,
with a standard deviation of ∼0.020–0.025. This is to be expected:
being the median of a distribution of κ trueext values, κmedext cannot vary
too much, compared to the individual κ trueext points. However, the
standard deviations of the 5000 individual distributions are also
∼0.025, which means that κ trueext is typically well-contained inside
the individual distributions.
Next, we follow the example of Collett et al. (2013) in assessing
the presence of biases in our estimation of the full p(κext|d) distribu-
tion. In the absence of biases,p(κext − κ trueext |d) is centred on zero. For
different cells, these offset distributions can be multiplied together,
resulting in a narrower distribution PN =
∏N
i=1 pi(κext − κ trueext |d).
Offsets from zero in the centroid of this distribution would be in-
dicative of biases. We show the results of this approach in Fig. 12,
where we adopt N = 100, and find no indication of offsets for any
of the weights we consider. We conclude that, for fields of over-
density similar to HE 0435−1223, our technique is not affected by
biases.
7 R ESULTS AND DI SCUSSI ON
We first present the results on the distribution of external con-
vergence in Fig. 13. The HE 0435−1223 field is slightly over-
dense in terms of unweighted galaxy counts for aperture radius
45 arcsec, i < 24 mag, and therefore P (κext|ζqgal ) results in a more
positive κmedext of 0.006, compared to −0.010 in the case that no
constraints are used. The addition of the radial dependence con-
straint, P (κext|ζqgal , ζq1/r ), in terms of which the field is slightly
more overdense, moves the distribution further to slightly more
positive κmedext . On the other hand, since the measured shear is simi-
lar to the median one through the MS, adding the shear constraint
P (κext|ζqgal , ζq1/r , ζγ ext) has the effect of narrowing the distribution,
and moving it back towards lower κmedext of 0.004.
We show the resulting medians and standard deviations of the
distributions for all weight combinations, as well as aperture radii
and limiting magnitudes, in Fig. 14, and summarize the results in
Table 4 . We find that the addition of weighted count constraints,
on top of the constraints from shear, unweighted number counts
and distance to the lens, only moves the peak and width of the
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Figure 11. Medians and standard deviations of the κ − κmed distributions for a variety of aperture radii, limiting magnitudes and conjoined weights (1, γ ext,
1/r, +). Each point in the distribution represents one of 5000 cells from the MS, which are similar in overdensity to HE 0435−1223.
Figure 12. Products of 100 P(κ − κmed) distributions, computed in a similar
way to that of HE 0435−1223 for cells of similar overdensities, using as
constraints 1 + γ ext + 1/r + one other weight, within a 120 arcsec aperture,
i < 24 mag. The plots for other apertures and magnitude limits are similar.
distributions by ∼0.005. This is expected, since G13 find that the
use of weighted count constraints does not yield much improvement
for fields of typical overdensities, such as HE 0435−1223. As a
result, we do not expect further improvement if using more than
four conjoined constraints. The standard deviations of each of the
distributions are ∼0.025, which is similar to the values G13 find for
Figure 13. Example of the variation of P(κext) with the addition of con-
straints, for aperture radius 45 arcsec, i < 24 mag.
fields of comparable overdensities; we note, however, that G13 did
not use shear as a constraint.10
The shift value at which the distributions are consistent with each
other, ∼0.005, even if different apertures and limiting magnitudes
10 We also checked that changing the shear constraint by ∼0.025 towards
lower values lowers κext by ∼0.005.
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Figure 14. Medians and standard deviations of the P(κ|1, γ ext, 1/r, +) distributions for a variety of aperture radii, limiting magnitudes and conjoined weights,
for HE 0435−1223. Here 1 − 1/r refers to P(κ|1, γ ext).
Table 4. κmedext and σκ for conjoined weights 1 + γ ext + 1/r + q.
45 arcsec 45 arcsec 120 arcsec 120 arcsec
q i < 24 i < 23 i < 24 i < 23
1 − 1
r
+0.002, 0.025 −0.001, 0.025 +0.002, 0.024 +0.002, 0.025
z +0.003, 0.025 −0.004, 0.024 +0.001, 0.025 +0.002, 0.025
M −0.001, 0.023 +0.001, 0.025 −0.002, 0.023 −0.000, 0.024
M2 −0.002, 0.023 +0.002, 0.025 −0.002, 0.023 −0.000, 0.024
M3 −0.001, 0.023 +0.002, 0.025 −0.002, 0.023 −0.000, 0.024
1
r
+0.004, 0.025 −0.003, 0.024 +0.000, 0.025 +0.002, 0.025
z
r
+0.003, 0.025 −0.004, 0.024 +0.004, 0.026 +0.007, 0.027
M
r
−0.002, 0.023 +0.002, 0.025 −0.002, 0.023 +0.000, 0.024
M2
r
−0.002, 0.023 +0.002, 0.025 −0.002, 0.023 −0.001, 0.024
M3
r
−0.002, 0.023 +0.002, 0.025 −0.002, 0.023 −0.001, 0.024
M2,rms −0.002, 0.023 +0.002, 0.025 −0.002, 0.023 −0.000, 0.024
M3,rms −0.002, 0.023 +0.001, 0.025 −0.002, 0.023 −0.001, 0.024
M2
r ,rms
−0.002, 0.023 +0.002, 0.025 −0.002, 0.023 −0.001, 0.024
M3
r ,rms
−0.002, 0.023 +0.002, 0.025 −0.002, 0.023 −0.001, 0.024
M
r3
−0.002, 0.023 +0.001, 0.025 −0.002, 0.023 +0.002, 0.025
M
r2
−0.002, 0.023 +0.002, 0.025 −0.002, 0.023 +0.002, 0.025
√
M
r
−0.002, 0.023 +0.002, 0.025 −0.002, 0.023 +0.002, 0.025
√
Mh
r
−0.001, 0.023 −0.001, 0.024 −0.001, 0.024 +0.001, 0.025
Note. The pairs on each column represent (κmedext , σκ ). Here q = 1 − 1/r refers to conjoined weights 1 + γ ext.
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are considered, corresponds to ∼0.5 per cent impact on H0, accord-
ing to equation (3). Combined with the result from Section 6.2,
that our technique is free of biases, this means that our approach is
insensitive to the exact choice of aperture and limiting magnitude,
among those we explored, at this level. That is, our small, bright
limit is already large and deep enough for our analysis. In contrast,
as we consider larger and larger apertures, we would expect that
we wash away signal, unless we weigh by something steeper than
1/r, because we include larger numbers of galaxies which may be
too distant to contribute to κ trueext . Given large enough apertures, they
will tend to an unweighted count ratio of unity regardless of the
field. The same argument would hold for deeper magnitudes, ex-
cept that we implement a cut at the redshift of the source quasar,
so going deeper does not imply that we contaminate the signal. The
consistency of our results indicates that our large, deep limits are
still sensitive to the desired κ trueext . Finally, the mutual consistency of
the distributions for the two limiting magnitudes also ensures that
our results are not affected by possible incompleteness.11
We note that the small κext value we measure, well consistent
with zero, is also in agreement with the weak lensing upper limit
on convergence <0.04 for this system (Tihhonova et al., in prepara-
tion), and the unlikely existence of large structures such as groups,
significant enough to boost the convergence (H0LiCOW Paper II).
8 C O N C L U S I O N S A N D F U T U R E WO R K
In this work, we aimed to estimate a robust probability distribution
function of the external convergence for HE 0435−1223, in order
to enable the use of this lens system as an accurate probe of H0.
We used spectroscopy and multiband images of the HE 0435−1223
field, and we used the wide component of CFHTLenS as a control
field. Building on the work by G13, we refined the method in order
to cope with the large fraction of masks in our control field, and we
also used more robust medians rather than sums in order to compare
weighted counts. We thoroughly explored sources of error in our
data sets, such as mask coverage, galaxy–star classification, detec-
tion efficiency etc.; we propagated these into the computation of
weighted count ratios, finding that the HE 0435−1223 field is more
overdense, in terms of number counts, than previously estimated.
We used the whole extent of the MS to simulate photometric data of
the same quality, and connect the MS lensing convergence catalogue
to synthetic weighted count ratios estimated in a similar way. We
then estimated the probability distribution function of the external
convergence for fields similar in overdensity to HE 0435−1223, in
a Bayesian, unbiased way.
We considered multiple aperture radii and limiting magnitudes,
and tested them using the MS, finding that a 45 arcsec aperture and
a limiting magnitude of i ≤ 23 provide enough spatial coverage
and depth to estimate the distribution of external convergence via
the weighted counts technique. We find that our different estimates
are consistent with each other at a level of ∼0.005, correspond-
ing to ∼0.5 per cent impact on H0. Our estimate which is least
affected by photometric redshifts and stellar mass uncertainties,
P (κext|ζqgal , ζq1/r , ζγ ext), has a median of 0.004, and a standard devi-
ation of 0.025. This uncertainty contributes ∼2.5 per cent rms error
to the value of H0. We intend to employ the techniques developed
11 Though an estimate of completeness is not available for CFHTLenS, for
the shallower CFHTLS parent catalogue this is 80 per cent for extended
sources of i ∼ 23.4 mag, according to http://www.cfht.hawaii.edu/Science/
CFHLS/T0007/T0007-docsu12.html
in this paper for the analysis of the other H0LiCOW lens systems.
In particular, HE 0435−1223 is a rather typical line of sight, and
we expect that lenses residing in comparatively overdense fields
will benefit more from the use of additional constraints including
photometric redshifts and stellar masses.
Throughout this work, we have made extensive use of the MS.
The weighted count ratios technique is designed to minimize our
reliance on a particular simulation, but it will be useful to repeat this
analysis by using simulations for different cosmologies and galaxy
models to test any remaining dependencies. However, we expect
such dependencies to be small, given that the external convergence
we measure is close to zero. Assuming a simple linear deterministic
galaxy bias model, the convergence inferred from a given relative
galaxy number overdensity scales roughly with the mean matter
density parameter m and the matter density fluctuation ampli-
tude σ 8 (see Appendix D). Therefore, for example, κmed,P lanckext ∝
κmed,MSext 
Planck
m σ
P lanck
8 /(MSm σMS8 ) ∼ 1.13κmed,MSext . For κmed,MSext =
0.004, this corresponds to 0.001 impact. We leave further checks
for future work, as other simulations with convergence maps be-
come available.
Recently, McCully et al. (2017) presented a technique of recon-
structing the external convergence without relying on a particular
simulation, through a direct modelling of the field. This has the
potential of further reducing the uncertainty on the external con-
vergence. This work has produced the galaxy catalogues necessary
for a future implementation of that technique. While we have ac-
counted in this work for the presence of voids, groups and clusters
statistically, through the use of the MS, our catalogue products are
also used in separate works (H0LiCOW Paper II and Tihhonova
et al., in preparation) to directly identify such structures.
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Figure B1. Comparison of photometric redshift estimated with BPZ and
EAZY from ugriJHKs photometry, for the i ≤ 24 galaxies within 120 arcsec,
without available spectroscopic redshifts.
APPEN D IX B: EXPLORING SYSTEMATICS
A N D S O U R C E S O F N O I S E I N T H E
E S T I M AT I O N O F W E I G H T E D C O U N T R AT I O S
When measuring the weighted count ratios as described in Sec-
tion 5.1, we account for several factors and estimate how much they
contribute to the total uncertainty:
(i) Sample variance. To test the extent to which we are affected
by sample variance, as well as by different fractions of stars in
the CFHTLenS fields, we do not combine the W1–W4 fields, but
measure overdensities for each of them separately. W4 is known to
contain a larger fraction of stars (Hildebrandt et al. 2012), and this
may impact our results, given our galaxy–star classification, which
assumes that all faint objects are galaxies (Section 3). We also expect
this to be the case for W2, given its low galactic latitude.12
(ii) Fraction of masks. Using CFHTLenS cells with a substantial
fraction of their areas covered by masks may introduce large Pois-
son noise. To estimate this effect, we exclude all cells that have more
than 25 and 50 per cent, respectively, of their areas masked. This
results in eliminating 40 per cent, 32 per cent of the cells (45 arcsec
apertures), and 36 per cent, 24 per cent of the cells (120 arcsec aper-
tures), respectively.
(iii) Limiting magnitude and aperture radius. To quantify the
dependence of our results on the aperture radius and limiting mag-
nitude, we also consider limits of 45-arcsec radius (used by G13)
and i ≤ 23 mag (S/N ∼30), in addition to 120 arcsec and i ≤ 24.
(iv) Detection efficiency. In order to avoid biases when estimating
weighted counts relative to CFHTLenS, and in view of the similarity
12 We used the plots available at http://www.iac.es/proyecto/frida/
skyCoverage.html to estimate the relative number of stars, given the galactic
coordinates of each field.
between our i-band data for HE 0435−1223 and the CFHTLenS i
band, we used the same detection parameters employed for the latter.
However, galaxy counts at the limiting magnitude are sensitive
to the detection parameters, and we found that by changing the
DETECT_THRESHOLD parameter in SEXTRACTOR from 1.5 to 2.5, we
obtain more robust detections. We therefore consider the scatter
between the two detection runs, where for each one we compute
weighted ratios for all weights.
(v) Detections at the limiting magnitude. Due to uncertainties
in the photometry at the limiting magnitude, some galaxies above
the magnitude cut are in fact wrongly included in the cut, and
vice versa. This may bias the results. Therefore for all galaxies
in the HE 0435−1223 field we consider a Gaussian around their
SEXTRACTOR-measured i-band magnitude, with a standard devia-
tion equal to the size of the photometric error bar, and randomly
sample from this to test if the galaxy survives the colour cut. We
do this for each i cell in a CHFTLenS WX field, as we com-
pute ζWXq ≡ {W lens,maskiq /Wi∈WXq }. It is unnecessary to do the same
for the galaxies inside CFHTLenS, due to the large number of
cells.
(vi) Cell number dependence on the aperture radius. When con-
sidering a larger aperture radius around the lens system, and there-
fore a larger cell size, there are comparatively fewer contiguous
non-overlapping cells spanning CFHTLenS. As a result, the ζ q dis-
tribution will look noisy. To avoid this, we allow cells to partially
overlap, with larger overlapping fraction for larger apertures. In
practice, we use two equally spaced overlaps along each dimension
of the 45-arcsec-length cells (i.e. along each dimension in the grid,
we consider cells centred at length/2, 2 × length/2, 3 × length/2
etc.), and five overlaps for the 120-arcsec-length cells, respectively.
(vii) Different photometric redshift codes, and the importance
of the IRAC bands. We include the scatter in the overdensities
measured when using BPZ and EAZY separately, to compute photo-
metric redshifts. This potentially affects more than just the weights
explicitly incorporating redshift, since we do a cut at the source
redshift, and the redshift values also affect the goodness-of-fit used
to separate stars from galaxies. We also compute weights for stellar
masses calculated with the inclusion of the IRAC channels, as well
as without.
(viii) Accounting for the P(z) and P(M|z) of an individual
galaxy. Instead of just using the best-fitting photometric redshift
and median stellar mass for each galaxy in the HE 0435−1223
field, we sample 10 times from the galaxy’s redshift probability
distribution, and compute the associated stellar mass (for which we
also sample from the distribution returned by LE PHARE). We then
compute ζWXq for each of these. Again, it is not necessary to do this
for the galaxies inside CFHTLenS, due to the large number of cells,
which are only used once.
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Figure B2. Histograms of weighted count ratios for all ζmeds,WXq weights, for galaxies inside a 45-arcsec-radius aperture and i ≤ 23. We use the plotting range
and colours from Fig. 5. The q = 1 distribution appears discrete because of the small range of (positive integer) galaxy counts inside this small aperture and
bright magnitude limit.
Figure B3. Histograms of weighted count ratios for all ζ sum,WXq weights, for galaxies inside a 120-arcsec-radius aperture and i ≤ 24. We use the plotting range
and colours from Fig. 5.
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A P P E N D I X C : D E TA I L S O N I N F E R R I N G
W E I G H T E D C O U N T R AT I O S F RO M T H E MS
Even though we have made every effort to analyse the simulated data
in the same manner as the real data, this was not always possible, due
to inherent differences and computational reasons. Here we present
details of our weighted count ratios estimation from the MS, and
the way the approach differs from the real data.
(i) The MS catalogues represent a pure and complete sample of
galaxies, whereas this is not the case in the real data. As a result, we
randomly inject stars and remove galaxies, mirroring the contami-
nation and incompleteness found in the real data. For this, we use
the contamination and incompleteness fractions estimated in fig. 9
of Hildebrandt et al. (2012) for the CFHTLenS W1 field, as a func-
tion of magnitude. We considered 500 real stars for each 0.5 mag
bin from CFHTLenS, and computed for these stars ‘redshifts’ with
BPZ, as well as ‘stellar masses’ with LE PHARE. We then selected
from these based on the contamination fraction, and inserted them
at random positions into each aperture of the simulation.
(ii) It is important to use all the complete spatial extent of the
MS (i.e. all MS fields), as our use of multiple conjoined weights
when selecting lines of sight of similar overdensities (which we
describe in Section 6) implies that we are limited by the number
of available κext points found in the simulation. Each of the 64
MS fields has a corresponding 4096 × 4096 grid of convergence
values (we refer to these as κext points), with ∼3.5 arcsec spacing.
In Section B we described how we use overlapping cells across the
CFHTLenS fields. Here we use even higher fractions of overlaps, as
we centre one cell on each of the κext points. The only exceptions are
at the edges of the fields, where the apertures would fall outside the
field.
(iii) Given the ∼109 κext points in the simulation, it is computa-
tionally expensive to estimate the weighted count ratios of each of
the 45 arcsec or 120 arcsec aperture cells relative to every other cell,
and take the median. In addition, the MS fields do not contain masks,
in contrast to the HE 0435−1223 and CFHTLenS fields. However,
as we have seen in Section 5.2, where we compared results after
eliminating fields with different fractions of masks, the effect is
negligible. The only masks we employ are the 5 arcsec radius inner
masks around the centre of each cell (to account for the fact that
in the real data we masked the HE 0435−1223 system itself, and
its most nearby perturber), and the outer 45 arcsec or 120 arcsec
radius representing the circular apertures. As a result, we can make
an approximation in computing weighted count ratios. We com-
pute the overdensity for each cell i simply as ζ i,MSq ≡ Wiq/Wi∈MSq ,
where Wi∈MSq = median(Wi∈MSq ). We have checked that this redefi-
nition is numerically indistinguishable from the one in Section 5.1,
given the range spanned by Wq. We note, however, that the same
approximation would not hold if we used the mean instead of the
median.
(iv) Due to the JKs FOV being slightly smaller than the 120 arcsec
aperture, ∼15 per cent of the galaxies around the edge of the
HE 0435−1223 field do not have coverage in these bands. We
neglect this in the simulations.
(v) The MS catalogues do not contain synthetic magnitudes in the
IRAC bands. However, as discussed in Section 5.2, the effect that
the exclusion of these bands has for the computation of weighting
count ratios incorporating stellar masses is negligible.
(vi) Since we have a large number of cells, it is unnecessary to
repeatedly sample from the magnitudes of the galaxies at the faint
limit, like we did for the HE 0435−1223 field. We also do not sample
from the P(z) and P(M) of each galaxy in the HE 0435−1223 like
fields. Finally, we limit ourselves to the use of BPZ for estimating
photometric redshifts.
(vii) The mass resolution limit of the MS means that towards
the low-mass end, the distribution of galaxy masses is different
in the MS, with respect to the Universe (represented here by the
CFHTLenS and HE 0435−1223 fields). For example, we find
that in CFHTLenS, ∼35 per cent of galaxies have stellar masses
<109M
, and ∼18 per cent have stellar masses <108M
. In the
MS, these fractions are 12 and 2 per cent, respectively. How-
ever, our approach of using ratios of weighted counts as opposed
to absolute weighted counts is designed to minimize the impact
of this difference on our results. That is, we compute ratios of
weighted counts for the HE 0435−1223 field galaxies with respect
to the CFHTLenS galaxies, and similarly for the MS, where we
have simulated HE 0435−1223 field-like galaxies and CFHTLenS-
like galaxies (i.e. in terms of the number of filters used to compute
the stellar masses). Therefore, both in the case of the real galax-
ies and the MS galaxies, the distributions of galaxy masses in the
numerator with respect to the denominator correspond to the same
‘universe’.
A P P E N D I X D : C O S M O L O G Y D E P E N D E N C E O F
T H E E X T E R NA L C O N V E R G E N C E E S T I M AT E S
Using a simple galaxy bias model, we can obtain a rough estimate
of the cosmology dependence of the external convergence inferred
from weighted galaxy counts. To first order in matter density fluc-
tuations, the convergence κ(θ , zs) for sources with angular image
position θ and redshift zs can be expressed by a weighted projection
of the matter density contrast δm along the line of sight:
κ(θ , zs) = 3H
2
0 m
2c2
∫ χs
0
dχd (1 + zd) fdsfd
fs
× δm (fdθ , χd, zd)
= 3m
2
∫ zs
0
dzd (1 + zd) H0
H (zd)
fdsfd
fsχH0
× δm (fdθ , χd, zd) . (D1)
Here, c denotes the speed of light, χd = χ (zd), χ s = χ (zs),
fd = fK(χd), fs = fK(χ s) and fds = fK(χ s − χd), where χ (z) de-
notes the comoving line-of-sight distance for sources at redshift z,
and fK(χ ) the comoving angular diameter distance for comoving
line-of-sight distance χ . Furthermore, δm(x, χ, z) denotes the mat-
ter density contrast at comoving transverse position x, comoving
line-of-sight distance χ , and cosmic epoch expressed by the red-
shift z. Moreover, χH0 = c/H0 denotes the Hubble distance, and
H(z) denotes the Hubble parameter at redshift z.
In a simple linear deterministic galaxy model, the galaxy den-
sity contrast δg is related to the matter density contrast δm by the
relation:
δg (fdθ , χd, zd) = bgδm (fdθ , χd, zd) (D2)
with the galaxy bias parameter bg as proportionality factor (assumed
independent of redshift for simplicity). Assume that the large-scale
galaxy correlations and/or power spectra have been observed and
their amplitude has been quantified, e.g. by a galaxy fluctuation
amplitude parameter σ g defined as the standard deviation of the
galaxy density contrast δm averaged over spheres of 8 Mpc. The
analogous quantity for the matter density contrast is the cosmic
matter fluctuation amplitude σ 8. For a given cosmological model
and observed galaxy clustering amplitude, the bias parameter can
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thus be expressed as bg = σ g/σ 8. Hence,
κ(θ, zs) = 3mσ82σg
∫ zs
0
dzd (1 + zd) H0
H (zd)
fdsfd
fsχH0
× δg (fdθ , χd, zd) . (D3)
For all considered cosmologies, fs, fd and fds are proportional to
H−10 , and weakly varying with the cosmic mean density parame-
ters m, 	, etc. and equation-of-state parameters w, w0, or wa.
Furthermore, H(z) ∝ H0 and weakly varying with m, 	, w, etc.
Thus, to lowest order in cosmological parameters, the convergence
inferred from an observed galaxy density contrast δg (or similar
relative galaxy density quantities such as the weighted counts ζ q
considered in this paper) can be expressed by
κ(θ, zs) = m

(0)
m
σ8
σ
(0)
8
κ (0)(θ , zs), (D4)
where κ (0)(θ, zs) denotes the inferred convergence assuming cosmo-
logical parameters (0)m and σ
(0)
8 instead of parameters m and σ 8,
respectively. Therefore, for an arbitrary function F which depends
on the external convergence κext, this implies∫
dκextF (κext, . . .) =
∫
dκ (0)extF
(
m

(0)
m
σ8
σ
(0)
8
κ
(0)
ext , . . .
)
, (D5)
where κ (0)ext denotes the external convergence inferred assuming (0)m
and σ (0)8 .
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