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On a Mean Field Optimal Control Problem
Jose´ A. Carrillo∗, Edgard A. Pimentel†, Vardan K. Voskanyan‡
Abstract
In this paper we consider a mean field optimal control problem with an aggregation-
diffusion constraint, where agents interact through a potential, in the presence of a
Gaussian noise term. Our analysis focuses on a PDE system coupling a Hamilton-Jacobi
and a Fokker-Planck equation, describing the optimal control aspect of the problem and
the evolution of the population of agents, respectively. The main contribution of the
paper is a result on the existence of solutions for the aforementioned system. We notice
this model is in close connection with the theory of mean-field games systems. However,
a distinctive feature concerns the nonlocal character of the interaction; it affects the
drift term in the Fokker-Planck equation as well as the Hamiltonian of the system,
leading to new difficulties to be addressed.
Keywords: Mean field games; Nonlocal Fokker-Planck equations; Nonlocal Hamilto-
nians; Existence of solutions.
MSC 2010: 35K10; 35B45; 35A01.
1 Introduction
The multi-agent framework has been used to model swarming or collective behavior in a
number of applications. Those include animal herding or flocking [36, 16, 28, 53, 64], cell
movement [54, 65, 66], cell adhesion [44, 10, 9], alloy clustering [55], opinion formation [37],
robotics [70], among others.
Controlling these collective-behavior models, both at the microscopic and macroscopic
levels, has recently become a very popular research direction [17, 41, 18, 14, 40, 67, 7]. Of
particular interest is the mean-field limit of a system of N -agents interacting through a
potential W in presence of Gaussian noise. It leads to the control problem of a density ρ
solving an aggregation-diffusion equation of the form:

∂ρ
∂t
= div ((∇W ⋆ ρ)ρ+ Fρ) + ∆ρ in Td × (0,∞)
ρ(x, 0) = ρ0(x) in T
d
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where the control F is chosen to minimize the functional:
inf
ρ,F
{
E(F ) +
∫
Td
φT (x)ρ(x, T )dx
}
(2)
with
E(F ) =
∫ T
0
∫
Td
[
L(x, ρ) +
|F |2
2
]
ρdxdt. (3)
A distinctive feature in (1) regards the drift term. In addition to the optimal control
component F , it depends on ρ itself through the interactions driven by W . Perhaps more
involving is the fact that such a dependence is nonlocal; this character of the drift term
poses important mathematical difficulties to the program developed in this paper.
Typical potentials used in applications are radially symmetric W (x) = w(|x|) in the
whole space chosen to be repulsive in the short range and attractive in the long range. Some
examples include the Morse or power-law potentials
w(r) = −CAe−
r
lA + CRe
− r
lR
or
w(r) =
ra
a
− r
b
b
,
for well-prepared parameters Cld < 1, with C := CA/CR and l := lA/lR, and a > b > −d
respectively. See [36, 72, 29] and the references therein. Many other biological applications
use finite range potentials, i.e. compactly supported, but with local behaviors near the origin,
similar to the Morse or power-laws potentials above. We refer the reader to [33, 10, 9, 27],
to name just a few. Notice that these potentials can be used in the periodic setting x ∈ Td,
see [33, 10, 9].
The optimal control problem in (2)-(3) can be written as
inf
ρ,F∈(1)
sup
φ
{
E(F ) +
∫
Td
φT (x)ρ(x, T )dx −
∫ T
0
∫
Td
φ
[
∂ρ
∂t
− div ((∇W ⋆ ρ)ρ+ Fρ)−∆ρ
]}
,
reminiscent of optimal transport problems [15]. By changing the order of the infimum and
the supremum, we obtain the dual problem
sup
φ
inf
(ρ,F )∈(1)
{∫ T
0
∫
Td
[
L(x, ρ) +
|F |2
2
+
∂φ
∂t
− (∇W ⋆ ρ) · ∇φ− F · ∇φ+∆φ
]
ρ(x, t)dxdt
}
.
At least heuristically, this optimization problem leads to a system of PDEs of the form

−φt + |∇φ|
2
2
+ (∇W ⋆ ρ) · ∇φ+∇W ⋆ (ρ∇φ)− U(x, ρ) = ∆φ in Td × (0, T )
ρt = div ((∇W ⋆ ρ)ρ+ ρ∇φ) + ∆ρ in Td × (0, T )
φ(x, T ) = φT (x), ρ(x, 0) = ρ0(x) in T
d,
(4)
where U(x, ρ) = L(x, ρ) + δL
δρ
(x, ρ)ρ, F = −∇φ, and
∇W ⋆ (ρ∇φ) =
d∑
i=1
∂W
∂xi
⋆
(
ρ
∂φ
∂xi
)
.
It is worthy noticing that the system in (4) can be regarded as a first order condition
associated with (2)-(3). These first-order optimality conditions were obtained both formally
and rigorously in [7]. We pose the problem in the d-dimensional torus Td to focus on the
main difficulties related to the regularity of the Hamilton-Jacobi equation in the system (4).
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Remark 1. Throughout the paper we use the convention to identify functions on the torus
T
d with 1-periodic functions on the cube Qd = [− 12 , 12 ]d. Hence, since the function |x| has
periodic boundary data on that cube it can be considered as function on the torus, and there-
fore radial potentials can be considered in the torus as well. Furthermore, the convolution
∇W ⋆ ρ is defined by:
∇W ⋆ ρ(x) :=
∫
Qd
∇W (x− y)ρ(y)dy =
∫
Qd
∇W (y)ρ(x− y)dy,
where the values ∇W (x − y), ρ(x − y) are defined by periodicity.
The contribution of the present paper concerns the existence and regularity of the solu-
tions to (4). Our main result is the following:
Theorem 2 (Existence of solutions). Let the following assumptions hold:
(A1) Regularity of the potential: W ∈W 2,∞(Td) = C1,1(Td).
(A2) Regularity of the coupling: U : Td×L2(Td)→ R is uniformly bounded in x in C2 norm
and continuous in m in L2 norm, i.e., there exists a constant C > 0 such that
‖U(·,m)‖C2, ‖φT ‖C2 ≤ C, ∀m ∈ L2(Td),
for every m ∈ L2(Td), and
|U(x,m1)− U(x,m2)| ≤ C‖m1 −m2‖L2(Td),
for every x ∈ Td × (0, T ) and for all m1, m2 ∈ L2(Td).
(A3) Initial-terminal boundary conditions: ρ0 ∈ L2(Td) with
∫
ρ0 = 1, ρ0 ≥ 0, and φT ∈
C1(Td).
Then, there exists a solution (φ, ρ) to the optimal control system (4) with ρ ∈ L∞(0, T ;L2(Td))
and φ ∈ C1,2(Td × [0, T ]).
Remark 3. Typical potentials with power law behavior satisfying our assumptions are
W (x) ≃ |x|
a
a
− |x|
b
b
, with a, b ≥ 2,
to be understood in the sense of Remark 1.
The system in (4) relates to the mean-field games (MFG, for short) introduced by Jean-
Michel Lasry and Pierre-Louis Lions [59, 60, 61, 62], and, independently, by Minyi Huang,
Roland P. Malhame´, and Peter E. Caines [56, 57]. Indeed, it couples a Hamilton-Jacobi
equation describing an optimization problem, with the Fokker-Planck equation accounting
for the evolution of the population. An interesting feature of (4) regards the lack of an
adjoint structure, which yields further difficulties from the regularity viewpoint.
In the recent years, the MFG theory developed in a number of directions. The existence
and uniqueness of solutions is the topic of [22, 20, 23, 24, 21, 48, 49, 47, 34, 35, 8, 30],
whereas the study of numerical methods is the object of [1, 6, 4, 5], to name just a few. In
[25, 12, 13, 26, 31, 43] the authors examine the master equation. Applications of the MFG
framework to social sciences can be found in [3, 58, 42, 2]. We also refer the reader to the
monographs [19, 11, 50] and the lists of references therein.
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An important toy-model in the context of time-dependent mean-field games has the form

−ut − ν∆u +H(Dxu, x, θ) = 0 in Td × (0, T )
θt − ν∆θ − div(DpH(Dxu, x, θ)θ) = 0 in Td × (0, T )
u(x, T ) = ψ(x, θ(T )), θ(x, 0) = θ0 in T
d.
This class of systems consists of a Hamilton-Jacobi equation coupled with a Fokker-Plank
equation; the latter is the formal adjoint, in the L2-sense, of the linearization of the former
one. This (adjoint) structure was exploited in proving the existence of classical solutions
[46, 51, 52, 68] through the so-called non-linear adjoint methods, introduced by L.C. Evans
[38]. The system in (4) does not present this adjoint structure because of the additional
term ∇W ⋆ (ρ∇φ), which substantially complicates the arguments. However, the non-linear
adjoint method is still useful in proving the Lipschitz continuity of a solution φ to the
Hamilton-Jacobi equation in (4).
The nonlocal interaction among agents affects the PDE system accounting for the opti-
mality conditions of the model. Here, the drift term in the Fokker-Planck equation becomes
nonlocal. A similar phenomenon takes place in the Hamilton-Jacobi counterpart of the
system: the Hamiltonian becomes nonlocal with respect to the gradient of the solutions.
In this context, at least two genuine difficulties appear. First, the existence and unique-
ness of the solutions to the Fokker-Planck equation becomes a nontrivial matter. Also the
(uniform) compactness of the solutions to the Hamilton-Jacobi equation does not follow from
the usual techniques. At first, one could resort to semiconvexity/semiconcavity properties to
bypass this issue - however, we notice the equation falls short in preserving those conditions.
To circumvent the first question, we resort to an argument in [69], combined with a
fixed-point strategy performed in an appropriate space of measures. As for the compactness
for the solutions to the Hamilton-Jacobi, we reason through a nonlocal Lp-regularity theory,
together with (compact) embedding results. We believe our techniques are flexible enough
to produce information on a larger class of problems.
The remainder of this article is structured as follows: in Section 2 we present a brief
outline of the proof of Theorem 2. Section 3 establishes the well-posedness for the Fokker-
Planck equation in (4), whereas in Section 4 we produce a number of a priori estimates for
the solutions of the Hamilton-Jacobi. Finally, a section reporting the proof of Theorem 2
closes the paper.
2 Set up and outline of the proof
In what follows, let us introduce the general lines along which we establish Theorem 2. Let
us start with the definition of (weak) solution used in the paper.
Definition 4 (Weak solution). A pair (φ, ρ) is a solution to (4) if
1. φ ∈ C(Td × (0, T )) satisfies the first equation in (4) in the viscosity sense;
2. ρ ∈ L∞(0, T ;L2(Td)) satisfies the second equation in (4) in the sense of distributions.
Throughout the paper, we denote by C1,2(Td× [0, T ]) the space of functions defined over
T
d × [0, T ] that are of class C1 with respect to time and class C2 with respect to space.
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Similarly, for any α ∈ (0, 1), Cα,1+α(Td × [0, T ]) stands for the functions that are α−Ho˝lder
continuous in time, C1 with respect to space with α−Ho˝lder continuous derivative.
We establish Theorem 2 by using a fixed-point argument. The argument starts by taking
an element φ in C0,1(Td× [0, T ]). To such a function φ ∈ C0,1(Td× [0, T ]), we can assign the
unique weak solution ρ ∈ L∞(0, T ;L2(Td)) to the Fokker-Planck equation
∂ρ
∂t
= div ((∇W ⋆ ρ)ρ+∇φρ) + ∆ρ, (5)
equipped with initial condition ρ(x, 0) = ρ0(x) in the d-dimensional torus.
Then, standard results in the literature ensure the existence of a unique solution, Φ ∈
C1,2(Td × [0, T ]) to
−Φt +
|∇Φ|2
2 + (∇W ⋆ ρ) · ∇Φ+∇W ⋆ (ρ∇φ) = ∆Φ+ U(x, ρ) in Td × (0, T )
Φ(x, T ) = φT (x) in T
d × (0, T );
(6)
see, for instance, [19, Section 3.2]. This procedure induces a mapping φ → ρ → Φ, which
we denote
F : ∩α∈(0,1)Cα,1+α(Td × [0, T ]) −→ ∩α∈(0,1)Cα,1+α(Td × [0, T ]),
and define as
F(φ) := Φ.
To prove the existence of a solution (φ, ρ) to problem (4) is tantamount to verify that
the mapping F has a fixed point. To that end, we start with the definition of an appropriate
subset Kα ⊂ Cα,1+α(Td × [0, T ]). For some constants A, B, and C > 0 to be determined
further, we define
Kα =
{
φ ∈ Cα,1+α(Td × [0, T ]) | ‖Φ‖Cα,1+α ≤ C and ‖Φ(·, t)‖Lip ≤ AeB(T−t)
}
.
Remark 5. We remark here that the set Kα is nonempty, since for any smooth function φ
appropriately rescaled φ(λx, λt) is in Kα. Furthermore, the set of smooth function C∞(Td×
[0, T ]) is dense in Kα, this can be proved by a simple mollification argument.
The first step towards the proof of Theorem 2 is a result on the well-posedness for the
Fokker-Planck equation in (4).
Proposition 6 (Well-posedness for the Fokker-Planck equation). Suppose the assumptions
(A1)-(A3) hold and φ ∈ Kα is fixed. Then, there exists a unique solution to (8).
Once the existence and uniqueness for the Fokker-Planck equation (8) is assured, we turn
our attention to the compactness of the solutions to the Hamilton-Jacobi equation (6). We
proceed with the following proposition.
Proposition 7. Let the assumptions (A1)-(A3) hold. Then, there exists a choice of con-
stants A, B, C depending only on T , φT , ρ0, ‖W‖W 2,∞(Td) and U , such that for any
φ ∈ C(Td × [0, T ]), satisfying
|φ(x, t) − φ(y, t)| ≤ AeB(T−t)|x− y|,
we have
‖Φ(·, t)‖Lip ≤ AeB(T−t), ‖Φ‖∞ ≤ C,
for every solution Φ to (6).
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From now on, the set Kα is defined with the constants A and B given by Proposition
7. We now turn to fix C. The Lp-regularity theory for the Hamilton-Jacobi equation is
pivotal in proving uniform bounds for the solutions in appropriate Ho¨lder spaces. This is
the content of the next proposition.
Proposition 8. Let Φ be a solution to (6) corresponding to φ ∈ Kα. Suppose the assump-
tions (A1)-(A3) hold true. Then, Φ ∈ Cα,1+α(Td × [0, T ]) for some α ∈ (0, 1). Moreover,
there exists C > 0 depending solely on T , φT , ρ0, ‖W‖C2(Td) and U , such that
‖Φ‖Cα,1+α(Td×[0,T ]) ≤ C.
From now on, the setKα is fixed with the definition ofC given in the previous proposition.
We detail next the proof of Proposition 6.
3 Well-posedness for the Fokker-Planck equation
In this section, we prove Proposition 6 on the existence and uniqueness of solutions to
ρt = div [((∇W ⋆ ρ) + ∇φ) ρ] + ∆ρ in T
d × [0, T ]
ρ(x, 0) = ρ0(x) in T
d,
(7)
provided W and φ are well-prepared. We reason through a fixed-point argument; the next
proposition details the functional space we work. Before proceeding let us recall the 1-
Wasserstein metric on the space of probability measures P(Td):
Definition 9 (Wasserstein metric). The 1-Wasserstein metric between probability measures
µ, ν ∈ P(Td) is given by
d1(µ, ν) := inf
pi∈Γ(µ, ν)
∫
Td×Td
|x− y|dπ(x, y),
where Γ(µ, ν) is the collection of all measures on Td × Td with marginals µ and ν.
Recall that the d1 distance in bounded sets is the same as the bounded Lipschitz distance
defined via duality with respect to Lipschitz functions, see [71].
Proposition 10. Define the function
N(t) :=
∫
Td
|(∇W ⋆ µ) +∇φ|2 dµ(x, t).
Take C > 0 to be determined later. Set
M :=
{
µ ∈ C([0, T ],P(Td)) : d1(µ(s), µ(t)) ≤ C|t− s| 12 , ‖N‖L∞([0,T ]) ≤ C
}
.
Then, M is a convex and compact subset of C([0, T ],P(Td)).
The proof of the Proposition 10 follows along the same lines as in [19, Lemma 5.7], except
for minor modifications, and is omitted here.
In what follows, we define a mapping T : C([0, T ],P(Td))→ C([0, T ],P(Td)). Let φ ∈ Kα
be fixed and take ρ0 ∈M. Solve
ρt = div
[((∇W ⋆ ρ0) + ∇φ) ρ] + ∆ρ in Td × [0, T ] (8)
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equipped with initial condition ρ(x, 0) = ρ0. By [19, Lemma 3.3], we know that there exists
a solution ρ1 to (8). Notice, that
∣∣(∇W ⋆ ρ0) + ∇φ∣∣2 ρ1 ∈ L1(Td × (0, T )).
In fact, ∫ T
0
∫
Td
∣∣(∇W ⋆ ρ0) + ∇φ∣∣2 dρ1(x, t) ≤ C(W,φ, T ).
Therefore, it follows from [69, Theorem 1.1] that (8) has at most one solution, which is
precisely ρ1. As a consequence, we define
T (ρ0) := ρ1. (9)
Next we examine properties of the mapping T which are related to the fixed-point arguments
presented further in this section.
Proposition 11. Let T : C([0, T ],P(Td))→ C([0, T ],P(Td)) be defined as in (9). Then, T
maps M into itself. In addition, T is a continuous mapping when restricted to the set M.
Proof. First, we verify the inclusion T (M) ⊂M. Let µ ∈M and σ := T (µ). We have
d1(σ(t), σ(s)) ≤ E(Xt, Xs),
where 
dXt = [(∇W ⋆ µ) + ∇φ] dt +
√
2IdWt
X(0) = X0,
(10)
and Wt is a d-dimensional Brownian motion. Because the vector field (∇W ⋆ µ) + ∇φ
is Ho¨lder continuous with respect to space, there exists a unique solution to (10); see, for
example, [32]. Hence, using the Lipschitz continuity of W and φ, we obtain
d1(σ(t), σ(s)) ≤ E
[∫ t
s
|(∇W ⋆ µ) + ∇φ| dτ +
√
2 |Wt − Ws|
]
≤ C1 |t − s|
1
2 ,
with C1 = C1(W,φ, T ). Moreover, once more from the Lipschitz continuity of W and φ, we
infer ∫ T
0
∫
Td
|∇W ⋆ σ + ∇φ|2 dσ(x, t) ≤ C
∫ T
0
∫
Td
σ(x, t)dxdt ≤ C2,
where C2 = C2(W,φ, T ). Finally, by choosing the constant C > 0 in the definition of M as
C := max {C1, C2} , we have T (M) ⊂M.
It remains to prove that T is continuous. However, it follows from standard results in
stability theory for the Fokker-Planck equation in the presence of Ho¨lder-continuous drift
terms [69].
Remark 12. We notice that the constant C > 0 in the definition of M depends solely on
W and φ.
We close this section with the proof of Proposition 6.
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Proof of Proposition 6. We start by noticing that T has a fixed point. In fact, Proposition
10 ensures that M is a convex and compact subset of C([0, T ],P1). From Proposition 11
we infer that T (M) ⊂ M and that this mapping is continuous. Therefore, the Schauder’s
Fixed Point Theorem yields the existence of a fixed point for T . The uniqueness is ensured
by a straightforward application of [69, Theorem 1.1] and the proposition is established.
Proposition 13 (Propagation of L2 regularity). Let the assumptions of Proposition 6 hold,
then ρ ∈ L∞(0, T ;L2(Td)).
Proof. We take a standard radially symmetric mollifier ϕε ∈ C∞(Td) and a smooth function
ψ ∈ C∞c ([0, T )× Td), and consider ϕε ⋆ ψ(t, ·) as test function for the weak solution ρ:∫ T
0
∫
Td
(ϕε ⋆ ψt − ∆ϕε ⋆ ψ + bDϕε ⋆ ψ)ρ dxdt =
∫
Td
ρ0ϕε ⋆ ψ(0)dx,
where b(x, t) := ∇W ⋆ ρ + ∇φ. Using the identity∫
Td
(ϕε ⋆ g)(x) f(x) dx =
∫
Td
g(x) (ϕε ⋆ f)(x) dx,
we get ∫ T
0
∫
Td
(ψt − ∆ψ)(ϕε ⋆ ρ) + Dψ(ϕε ⋆ (bρ)) dxdt =
∫
Td
ϕε ⋆ ψ ρ0dx ,
implying ϕε ⋆ ρ is weak solution to
(ϕε ⋆ ρ)t = div [ϕε ⋆ (bρ))] + ∆(ϕε ⋆ ρ) in T
d × [0, T ]
ρ(x, 0) = ϕε ⋆ ρ0(x) in T
d.
Since t 7→ ρ dx is continuous with respect to d1 and ∇W is in C1(Td), then ∇W ∗ ρ is
continuous in time and is in C1(Td). Since ∇φ ∈ Cα(Td) the vector field b is continuous in
time and is in Cα(Td). This implies that the first term of the right hand side of the above
equation, div [ϕε ⋆ (bρ)], is a bounded function, hence ρε := ϕε ⋆ ρ is a classical solution due
to classical regularity of the heat equation.
Multiplying it by ρε and integrating in space we get by integration by parts
d
dt
‖ρε(·, t)‖2L2(Td) =2
∫
Td
[−|∇ρε|2 − ϕε ⋆ (bρ) · ∇ρε] dx
≤1
2
∫
Td
(ϕε ⋆ (bρ))
2dx ≤ 1
2
‖b‖∞
∫
Td
(ϕε ⋆ ρ)
2dx.
Since ‖b‖∞ ≤ ‖∇W‖∞ + ‖∇φ‖∞ < +∞, Gronwall’s inequality implies
‖ρε(·, t)‖2L2(Td) ≤ e
1
2
Ct‖ρε(·, 0)‖2L2(Td).
By taking the limit ε→ 0 we finally obtain ‖ρ‖L∞([0,T ],L2(Td)) < +∞.
4 Lipschitz continuity and Ho¨lder regularity
In this section we detail the proofs of Propositions 7 and 8. Under the assumptionW ∈ W 2,∞
the coefficients of the equation (6) are C1 in the x variable. As a consequence, we have that
Φ is C2 in the x variable. This fact can be verified through a Hopf-Cole transformation; see
e.g. [19, Section 3.2].
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We resort to the nonlinear adjoint method, introduced by L. C. Evans in [39]. For a
detailed discussion on the application of this method to the theory of mean field games, we
refer the reader to [46, 50].
Start by fixing (x0, t0) ∈ Td × [0, T ] and consider two adjoint variables η, ζ given by the
equations
Optimal Flow:

ηt = div ((∇W ⋆ ρ)η + ∇Φη) + ∆η in T
d × (0, T )
η(·, t0) = δx0 in Td
and
Zero velocity Flow:

ζt = div ((∇W ⋆ ρ)ζ) + ∆ζ in T
d × (0, T )
ζ(·, t0) = δx0 in Td.
(11)
The first one represents the evolution of the distribution of the optimal trajectories in the
stochastic optimal control problem associated with the first equation in (4). The second one
accounts for the evolution of the distribution of the trajectory corresponding to the zero
velocity. Note that ∫
Td
η(x, t)dx =
∫
Td
ζ(x, t)dx = 1
and η, ζ ≥ 0.
Note that in general η and ζ are measure valued. However since the vector fields (∇W ⋆
ρ) + ∇Φ and (∇W ⋆ρ) are C1 in space, for times t > t0, η and ζ can be viewed as functions.
Alternatively, to make the rest of the arguments rigorous one can approximate the delta
distributions δx0 by smooth approximations of unity and pass to the limit at the end. Below
we will avoid these complications for simplicity.
Proof of Proposition 7. We split the proof of the proposition in several steps.
Step 1. An estimates on
∫ T
t0
∫
Td
|∇Φ|2
2 ηdxdt:
We integrate (6) against the measure ζ and use the equation (11) in the distributional
sense to obtain
Φ(x0, t0)−
∫
Td
φT ζT dx+
∫ T
t0
∫
Td
|∇Φ|2
2
ζdxdt+
∫ T
t0
∫
Td
∇W ⋆ (ρ∇φ)ζdxdt =
∫ T
t0
∫
Td
Uζdxdt.
Subsequently, we infer that
Φ(x0, t0) ≤ ‖∇W‖∞
∫ T
t0
‖∇φ(·, t)‖∞dt+ (T − t0)‖U‖∞ + ‖φT ‖∞. (12)
Similarly, multiplying (6) by η and using (4) in the distributional sense, we have
Φ(x0, t0)−
∫
Td
φT ηTdx −
∫ T
t0
∫
Td
|∇Φ|2
2
ηdxdt +
∫ T
t0
∫
Td
∇W ⋆ (ρ∇φ)ηdxdt =
∫ T
t0
∫
Td
Uηdxdt.
Thus, we get∫ T
t0
∫
Td
|∇Φ|2
2
ηdxdt ≤ Φ(x0, t0)+‖φT ‖∞+‖∇W‖∞
∫ T
t0
‖∇φ(·, t)‖∞dt+(T−t0)‖U‖∞ . (13)
From (12) and (13) we deduce∫ T
t0
∫
Td
|∇Φ|2
2
ηdxdt ≤ 2‖φT ‖∞ + 2‖∇W‖∞
∫ T
t0
‖∇φ(·, t)‖∞dt+ 2(T − t0)‖U‖∞. (14)
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Step 2. Lipschitz continuity in space:
Fix ξ ∈ Rd and let u = ∇Φ · ξ := Φξ, then differentiating the equation for Φ, we get
−ut +∇Φ · ∇u+ (∇Wξ ⋆ ρ) · ∇Φ+ (∇W ⋆ ρ) · ∇u+∇Wξ ⋆ (ρ∇φ) = ∆u+ Uξ.
As above, integrating the equation for Φ against ζ and using integration by parts, we obtain
u(x0, t0)−
∫
Td
∇φT ηTdx+
∫ T
t0
∫
Td
(∇Wξ⋆ρ)·∇Φηdxdt+
∫ T
t0
∫
Td
∇Wξ⋆(ρ∇φ)ηdxdt =
∫ T
t0
∫
Td
Uξηdxdt.
Hence
|u(x0, t0)| ≤ ‖∇φT ‖∞+‖∇2W‖∞
∫ T
t0
(∫
Td
|∇Φ|ηdx + ‖∇φ(·, t)‖∞
)
dt+(T−t0)‖∇U‖∞+C.
Since ∫ T
t0
∫
Td
|∇Φ|ηdxdt ≤ 1
2
∫ T
t0
∫
Td
[1 + |∇Φ|2]ηdxdt,
we use (14) to produce
|u(x0, t0)| ≤ A+B
∫ T
t0
‖∇φ(·, s)‖∞ds
with
A = ‖∇φT ‖∞ + ‖∇2W‖∞
(
1
2
T + 2‖φT ‖∞ + 2T ‖U‖∞
)
+ T ‖∇U‖∞ + C
and B = ‖∇2W‖∞ (2‖∇W‖∞ + 1). Since x0 and t0 were arbitrary, we have proved
‖∇Φ(·, t)‖∞ ≤ A+B
∫ T
t
‖∇φ(·, s)‖∞ds, ∀t ∈ [0, T ].
Now it is easy to check that
‖∇φ(·, t)‖∞ ≤ AeB(T−t) =⇒ ‖∇Φ(·, t)‖∞ ≤ AeB(T−t).
This together with (12) and (13) yields ‖Φ‖∞ ≤ C1, where C1 depends on ‖W‖C2,‖U‖C2 ,‖φT ‖C1 ,
A and B.
Next we present the proof of Proposition 8.
Proof of Proposition 8. We observe that (6) can be written as
−Φt − ∆Φ = f(x, t) ∈ L∞(Td × [0, T ]),
with a bound on ‖f‖L∞ depending only on ‖W‖C2 ,‖U‖C2,‖φT ‖C1 , A and B. Therefore, by
standard elliptic regularity theory, we have
Φt, ∇2Φ ∈ Lp(Td × [0, T ]),
for every p > 1, see for example [63, Theorem D.1. and Remark D.1.4]. Morrey’s Embedding
Theorem implies the result.
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5 Proof of Theorem 2
In this section we present the proof of Theorem 2. In fact, we show that F restricted to
Kα is a continuous mapping. This fact builds upon Propositions 6-8 to cover the existence
of a fixed point of F under the scope of the Schauder’s Fixed-Point Theorem [45, Theorem
11.1].
Theorem (Schauder’s Fixed-Point Theorem). Let K be a compact convex set in a Banach
space B and let T be a continuous mapping of K into itself. Then T has a fixed point, that
is, Tx = x for some x ∈ B.
Proof of Theorem 2. Take 0 < β < α < 1, it is obvious that Kα is a closed and convex
set which is compact in Cβ,1+β(Td × [0, T ]). Its compactness follows from Propositions 7
and 8, together with the Arzela`-Ascoli Theorem. The fact that F(Kα) ⊂ Kα follows from
Proposition 7.
It remains to prove that the map F
∣∣
Kα
is continuous in Cβ,1+β(Td × [0, T ]). For that we
need to show that for any sequence (φn)n∈N ⊂ Kα with φn → φ in Cβ,1+β(Td × [0, T ]),
we have Φn := F(φn)→ F(φ), in Cβ,1+β(Td × [0, T ]). We split the proof in two steps.
Step 1 Stability property of the Fokker-Planck equation: Let (ρn)n∈N be such that
∂ρn
∂t
= div ((∇W ⋆ ρn)ρn +∇φnρn) + ∆ρn in Td × (0, T ),
under the initial condition ρn(x, 0) = ρ0(x).We will prove that ρn → ρ in L∞(0, T ;L2(Td)).
We have
‖φn − φ‖L∞(Td×[0,T ]) → 0, ‖∇φn‖L∞(Td×[0,T ]) ≤ AeBT and ‖∇φn(·, t)‖Cα(Td) ≤ C;
hence, we can conclude that ∇φn(·, t) → ∇φ(·, t), uniformly in Td. In particular, by the
Lebesgue’s Dominated Convergence Theorem∫ T
0
∫
Td
ρ2(∇φn −∇φ)2dxdt→ 0.
Now, denote mn = ρn − ρ; then
mnt − div((∇W ⋆ ρ)mn)− div((∇W ⋆mn)ρ)− div(∇φnmn)− div (ρ(∇φn −∇φ)) = ∆mn,
under the homogeneous initial condition mn(x, 0) = 0. Proceeding analogously to the pre-
vious section, we get
d
dt
‖mn(·, t)‖2L2(Td) =2
∫
Td
[−|∇mn|2 −mn∇mn · ∇φn − ρ∇mn · (∇φn −∇φ)] dx
+ 2
∫
Td
[(∇W ⋆ ρ)mn∇mn + (∇W ⋆mn)∇mnρ] dx .
Therefore, using the inequality a b ≤ εa2 + b24ε , with ε small enough and a = ∇mn, on each
term above starting from the second one , we obtain
d
dt
‖mn(·, t)‖2L2(Td) ≤ C(‖∇φn‖2∞+‖∇W‖2L2‖ρ‖2L2)‖mn(·, t)‖2L2(Td)+C‖ρ(∇φn−∇φ)‖2L2(Td).
Thus, by Gronwall’s inequality, we conclude
‖mn(·, t)‖2L2(Td) ≤ ‖ρ(∇φn −∇φ)‖2L2([0,t]×Td)eC(T−t) → 0.
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As a result,
ρn → ρ in L∞([0, T ], L2(Td)),
as desired.
Step 2 Stability and Uniqueness of viscosity solutions for the Hamilton-Jacobi equation: We
now examine the convergence Φn → Φ. We first observe that
‖(∇W ⋆ ρn)− (∇W ⋆ ρ)‖∞ ≤ ‖∇W‖L2‖ρn − ρ‖L2 → 0
and
‖U(·, ρn)− U(·, ρ)‖∞ ≤ C‖ρn − ρ‖L2 → 0.
Since ∇φn(·, t)→ ∇φ(·, t) uniformly due to our functional setting, then
∇W ⋆ ρ∇φn −→ ∇W ⋆ ρ∇φ
uniformly on [0, T ]× Td. Hence, the nonlocal terms
|∇W ⋆ (ρn∇φn)−∇W ⋆ (ρ∇φ)| ≤ ‖∇φn‖∞‖∇W‖L2‖ρn − ρ‖L2
+ |∇W ⋆ ρ(∇φn −∇φ)|
converge to zero uniformly. By the compactness of Kα there is a converging subsequence
Φnk → Φ˜, in Cβ,1+β(Td × [0, T ]), in particular ∇Φnk → ∇Φ˜ uniformly. Then Φ˜ is a weak
solution to
−Φ˜t + |∇Φ˜|
2
2
+ (∇W ⋆ ρ) · ∇Φ˜ +∇W ⋆ (ρ∇φ) = ∆Φ˜ + U(x, ρ), Φ˜(x, T ) = φT (x).
By parabolic regularity Φ˜ is also a classical solution. Thus Φ and Φ˜ solve the same equation,
to prove that Φ = Φ˜, we introduce two adjoint variables η, η˜ which solve the following
equations respectively 

∂η
∂t
= div ((∇W ⋆ ρ)η +∇Φη) + ∆η,
η(·, 0) = δx0 ,
and 

∂η˜
∂t
= div
(
(∇W ⋆ ρ)η˜ +∇Φ˜η˜
)
+∆η˜,
η˜(·, 0) = δx0 .
By subtracting the equation for Φ from the one for Φ˜, we deduce
−
(
Φ˜− Φ
)
t
+
|∇Φ˜|2
2
− |∇Φ˜|
2
2
+ (∇W ⋆ ρ) · ∇
(
Φ˜− Φ
)
= ∆
(
Φ˜− Φ
)
,
and similarly,
(η˜ − η)t = div
(
(∇W ⋆ ρ)(η˜ − η) +∇Φ˜η˜ −∇Φη
)
+∆(η˜ − η) .
Multiplying the first equation above by η˜−η and subtracting the second equation multiplied
by Φ˜− Φ and then integrating by parts on [0, T ]× Td, we obtain
∫
Td
(Φ˜−Φ)(η˜−η)dx
∣∣T
0
=
∫ T
0
∫
Td
[(
|∇Φ˜|2
2
− |∇Φ˜|
2
2
)
(η˜ − η)−
(
∇Φ˜η˜ −∇Φη
)
·∇(Φ˜− Φ)
]
dxdt.
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Recalling the terminal conditions on Φ, Φ˜ and initial conditions on η, η˜, we have that the
left hand side of the equality is zero, and thus
∫ T
0
∫
Td
|∇Φ˜−∇Φ|2
2
(η˜ + η)dxdt = 0.
Hence ∇Φ˜ = ∇Φ and then Φt = Φ˜t. Since Φ(T, x) = Φ˜(T, x) = φT (x), we obtain Φ = Φ˜.
The above arguments show that any subsequence of the sequence {Φn}n≥1 has a further
subsequence converging to Φ in Cβ,1+β(Td× [0, T ]). This proves that Φn → Φ in Cβ,1+β(Td×
[0, T ]). Thus we have proved that the conditions of Schauder’s Fixed-Point Theorem are
satisfied, we infer that F has a fixed point in Kα and the proof is complete.
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