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GREG MULLER
Abstract. This paper studies cluster algebras locally, by identifying a special
class of localizations which are themselves cluster algebras. A ‘locally acyclic
cluster algebra’ is a cluster algebra which admits a finite cover (in a geometric
sense) by acyclic cluster algebras. Many important results about acyclic cluster
algebras extend to local acyclic cluster algebras (such as finite generation,
integrally closure, and equaling their upper cluster algebra), as well as results
which are new even for acyclic cluster algebras (such as regularity when the
exchange matrix has full rank).
We develop several techniques for determining whether a cluster algebra
is locally acyclic. We show that cluster algebras of marked surfaces with at
least two boundary marked points are locally acyclic, providing a large class
of examples of cluster algebras which are locally acyclic but not acyclic. We
also work out several specific examples in detail.
1. Introduction
1.1. Cluster algebras. Cluster algebras were introduced by Fomin and Zelevin-
sky [FZ02] in the study of canonical bases of Lie algebras. Since then, cluster
algebras have been discovered in many contexts throughout mathematics. They
often arise as the coordinate rings of spaces (such as double Bruhat cells [BFZ05],
Grassmannians [GLS08], or decorated Teichmu¨ller space [GSV05]) where certain
special functions on that space (such as generalized minors, Plu¨cker coordinates or
Penner coordinates) correspond to special elements called cluster variables.
The distinguishing feature of a cluster algebra is that the full set of cluster vari-
ables can be recovered from special n-element subsets of the cluster variables called
clusters. A cluster variable in a cluster can be mutated to produce a new clus-
ter variable. Iterating in all possible ways reconstructs the complete set of cluster
variables. This generalizes known relations like the Desnanot-Jacobi identity, the
three-term Plu¨cker relation, and the Penner relation.
This paper will focus on skew-symmetric cluster algebras of geometric type. This
are less than completely general, but they can be encoded into an ice quiver ; a quiver
with some vertices declared as frozen. This turns a potentially complicated algebraic
object into a simpler and more visual combinatorial object. This is an expository
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2 GREG MULLER
choice; all the results in this paper remain true for skew-symmetrizable
cluster algebras.1
1.2. Acyclic cluster algebras. There is a curious dichotomy in the general theory
of cluster algebras. Cluster algebras seem to either be very well-behaved or very
poorly-behaved, with few examples in between. By way of illustration, a cluster
algebra A of rank 3 is either generated by 6 elements or is non-Noetherian.2 One
possible explanation for this is that a related algebra, called the upper cluster algebra
U , is the truly well-behaved object. However, the upper cluster algebra is defined
as an infinite intersection of algebras, and so it can be hard to work with directly.
In [BFZ05], Berenstein, Fomin and Zelevinsky defined acyclic cluster algebras.
These are cluster algebras which can come from a quiver with no directed cycle
of unfrozen vertices. They produce an explicit finite presentation of any acyclic
cluster algebra, and show that it coincides with its upper cluster algebra. Since
then, many results on cluster algebras have focused on the acyclic case.
1.3. Locally acyclic cluster algebras. Despite the success of working with acyclic
cluster algebras, there are still many examples of cluster algebras which are not
acyclic but which enjoy many of the same properties. We will try generalize acyclic
cluster algebras to capture more of these well-behaved algebras.
To do this, we consider localizations of cluster algebras where a finite set of
cluster variables has been inverted. Under additional conditions (Lemma 3.4),
this localization will again be a cluster algebra in a natural way; call this a cluster
localization. On the level of ice quivers, a cluster localization will amount to freezing
some vertices, and so the cluster localization will be a simpler cluster algebra.
Geometrically, a localization of a commutative algebra A defines an open sub-
scheme in the affine scheme Spec(A). Therefore, a cluster localization A′ of A
defines an open patch in XA := Spec(A), called a cluster chart. If XA can be
covered by smaller cluster charts, then any local property of XA or A can checked
on the cover.3
Since many properties are already known about acyclic cluster algebras, this
motivates the following definition.
Definition 1.1. A locally acyclic cluster algebra A is a cluster algebra such
that XA has a finite cover by acyclic cluster charts.
1However, if a reader feels that the skew-symmetrizable versions of the proofs merit publication,
they will receive no contention or competition from this author.
2Either A is acyclic, and generated by six elements by Lemma 2.3, or it behaves similarly to the
Markov cluster algebra (see Section 11.2).
3By a local property, we mean any property of a scheme or an algebra which is true if and only
if it is true on any finite open cover.
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1.4. Properties of locally acyclic cluster algebras. It is immediate that any
local property of acyclic cluster algebras is also true of locally acyclic cluster alge-
bras. We list these now.
Let U denote the upper cluster algebra of A.
Theorem (4.1). If A is locally acyclic, then A = U .
Recall that a commutative domain is integrally closed if it contains the root of
any monic polynomial which exists in its fraction field; and a commutative ring is
locally a complete intersection if it is locally a quotient of a regular ring by a regular
sequence.4
Theorem (4.2). If A is locally acyclic, then A is finitely-generated, integrally
closed, and locally a complete intersection.
In [GSV05], the authors define a 2-form ωWP on an open subset of XA called
the Weil-Petersson 2-form.
Theorem (4.4). If A is locally acyclic, the Weil-Petersson form ωWP extends to
a Ka¨hler differential 2-form on XA.
Given an ice quiver Q, the exchange matrix of Q is a matrix with a column for
each vertex and a row for each mutable vertex; in each entry, it counts the signed
number of arrows between vertices. It is known that the rank of this matrix is
an invariant of the cluster algebra [GSV03]. A cluster algebra is full-rank if any
exchange matrix has full rank.
Theorem (7.7). If A is a locally acyclic cluster algebra of full rank, then Q ⊗ A
is regular.
Corollary (7.9). If A is a locally acyclic cluster algebra of full rank, then XA(C) :=
Hom(A,C) is a smooth complex manifold, and XA(R) := Hom(A,R) is a smooth
real manifold.
This appears to be a new result even when A is acyclic.
One might consider taking a different class of cluster algebras and considering
those cluster algebras which are locally in that class.
• A cluster algebra A is tree-type if it can come from an ice quiver Q whose
mutable subquiver Qmut is a union of trees.
• A cluster algebra A is finite-type if it can come from an ice quiver Q whose
mutable subquiver Qmut is a union of Dynkin quivers.
5
4A variety is locally a complete intersections if it can be locally defined in affine space using the
minimal number of equations, given its dimension. It also implies other geometric properties, such
as being Gorenstein and Cohen-Macaulay.
5Finite-type cluster algebras are exactly those with finitely many clusters [FZ03].
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• A cluster algebra A is A-type if it can come from an ice quiver Q whose
mutable subquiver Qmut is a union of quivers of the form below.
• A cluster algebra A is isolated if it comes from an ice quiver Q in which
there are no arrows between unfrozen vertices.
In fact, these are all locally equivalent.
Theorem (6.5). Let A be a cluster algebra. Then the following are equivalent.
• (Locally acyclic) XA has a finite cover by acyclic cluster charts.
• (Locally tree-type) XA has a finite cover by tree-type cluster charts.
• (Locally finite-type) XA has a finite cover by finite-type cluster charts.
• (Locally A-type) XA has a finite cover by A-type cluster charts.
• (Locally isolated) XA has a finite cover by isolated cluster charts.
1.5. Examples. The results of the previous section are only as interesting as the
class of locally acyclic cluster algebras. Thankfully, there are many more locally
acyclic cluster algebras than acyclic cluster algebras. Explicit examples can be
found in Figure 2.
The main families of examples known are cluster algebras of marked surfaces,
which were introduced in [GSV05] and developed in [FST08]. A marked surface
(Σ,M) will be an oriented surface with boundary Σ together with a finite collection
of marked points M. Barring some small examples, every marked surface has an
associated cluster algebra A(Σ,M). These provide large classes of locally acyclic
cluster algebras.
Theorem (10.6). If (Σ,M) has at least two boundary marked points in each com-
ponent of Σ, then A(Σ,M) is locally acyclic.
Theorem (10.5). If Σ includes into a disc, then A(Σ,M) is locally acyclic.
Since a relatively small class of marked surfaces give acyclic cluster algebras, this
produces many examples of locally acyclic cluster algebras which are not acyclic
(see Remark 10.11).
Explicit examples of quivers of non-locally-acyclic cluster algebras can be found
in Figure 3. Marked surfaces also give families of cluster algebras which are not
locally acyclic.
Theorem (10.9). If ∂Σ is empty, then A(Σ,M) is not locally acyclic.
Theorem (10.10). If |M| = 1, then A(Σ,M) is not locally acyclic.
Examples are mostly from marked surfaces because there is a convenient topo-
logical method for constructing acyclic covers (Lemmas 10.1 and 10.2). There is
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no reason to suspect that local acyclicity is special to cluster algebras of marked
surfaces.
1.6. Constructing acyclic covers. We also present some general techniques for
constructing acyclic covers of XA, on the level of quiver manipulations. The most
fundamental technique is the idea of covering pairs.
Definition 1.2. A covering pair (a1, a2) in an ice quiver Q is a pair of mutable
vertices a1, a2 such that there is an arrow from a1 to a2 but this arrow is not in
any bi-infinite path of mutable vertices.
A covering pair (a1, a2) in a cluster algebra A is a pair of cluster variables such
that there is some seed (Q,a) containing a1, a2 and (a1, a2) a covering pair in Q.
Lemma (5.3). Covering pairs in A are relatively prime.
If (a1, a2) is a covering pair in A, then XA[a−11 ] and XA[a−12 ] cover XA. If A[a
−1
1 ]
and A[a−12 ] are also cluster localizations, then this is a cover by cluster charts.
This approach can be formally iterating by a branching, non-deterministic algo-
rithm we call the Banff algorithm. It takes as input a seed of A, and it either
fails, or produces the seeds of cluster localizations which define an acyclic cover of
XA.
Input: a seed (Q,a).
(1) If (Q,a) is equivalent to an acyclic seed, stop.
(2) Otherwise, mutate (Q,a) to a seed (Q′,a′) with a covering pair (i1, i2).
If this is impossible, the algorithm fails.
(3) Consider two seeds, which are the seed (Q′,a′) with either i1 or i2
frozen. Plug each of these seeds into Step 1.
Output: a finite set of acyclic seeds; or the algorithm failed.
Theorem (5.5). If the Banff algorithm outputs a finite set of acyclic seeds, these
seeds define a finite acyclic cover of XA, and so A is locally acyclic.
Figure 1 contains an example where the Banff algorithm is used to show a quiver
corresponds to a locally acyclic cluster algebra.
1.7. The structure of the paper. The structure of the paper follows.
(2) Preliminaries. The necessary definitions of ice quivers, seeds and cluster
algebras are given, as well as some standard results. It is mostly review
and notation-fixing.
(3) Locally acyclic cluster algebras. The ideas of cluster localization and
and locally acyclic cluster algebras are introduced.
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Acyclic
⇔
Acyclic
⇔
Acyclic Acyclic
Figure 1. An example of the Banff algorithm. The cluster vari-
ables have been surpressed, for space and because they do not affect
acyclicity. Circles denote mutable vertices, squares denote frozen
vertices, red indicates a covering pair defining the branching, and
⇔ denotes mutation equivalence.
(4) Properties of locally acyclic cluster algebras. The first properties of
locally acyclic cluster algebras are covered here.
(5) Covering pairs and the Banff algorithm. Covering pairs are intro-
duced as a method for producing covers. The Banff algorithm for construct-
ing acyclic covers is introduced, as well as a reduced version for checking
whether acyclic covers exist.
(6) Finite isolated covers. As a consequence of the Banff algorithm, any
locally acyclic cluster algebra can be covered by isolated cluster algebras.
(7) Regularity and rank. Using the existence of finite isolated covers, the
surjectivity of the exchange matrix implies the a locally acyclic cluster
algebra is regular.
(8) Failure of local acyclicity. This section explores how a cluster algebra
can fail to be locally acyclic, in terms of combinatorial data, algebraic maps,
and geometric behavior.
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(9) Cluster algebras of marked surfaces. This section reviews how to
associate a cluster algebra to a suitable marked surface. It mostly reviews
[FST08].
(10) Marked surfaces and local acyclicity. Covering pairs are reinterpreted
topologically. Several large classes of marked surface are shown to deter-
mine locally acyclic cluster algebras, and several other classes are shown to
detemine non-locally-acyclic cluster algebras.
(11) Examples and non-examples. Several concrete examples of locally
acyclic and non-locally-acyclic cluster algebras are worked out in detail.
1.8. Acknowledgements. The author would like to thank a great many people for
useful discussions and support; including A. Berenstein, M. Gekhtman, A. Knutson,
G. Musiker, D. Thurston, M. Yakimov, and A. Zelevinsky. Special thanks also goes
to the participants in LSU’s Cluster Algebras seminar 2010-2011, particularly Neal
Livesay, Jacob Matherne and Jesse Levitt; and to Frank Moore, for his patience
with the author’s constant questions about the computational algebra program
Macaulay 2.
2. Preliminaries
Cluster algebras considered will be skew-symmetric of geometric type.
2.1. Quivers. An ice quiver will be a quiver (without loops or directed 2-cycles),
together with a distinguished subset of the vertices called frozen vertices (drawn
as squares ). The unfrozen vertices are called mutable (drawn as circles ). The
number of vertices of an implicit ice quiver will often be denoted n.
For Q an ice quiver, Qmut will denote the induced subquiver on the mutable
vertices. An ice quiver Q is called...
• ...acyclic if Qmut has no directed cycles, and
• ...tree-type if Qmut is an orientation of a union of trees,
• ...finite-type if Qmut is an orientation of a union of Dynkin diagrams,
• ...A-type if Qmut is an orientation of a union of A-type Dynkin diagrams,
• ...isolated if Qmut has no arrows at all.
For an ice quiver Q with vertices i and j, let
Qij := #(arrows from i to j)−#(arrows from i to j)
This defines an n×n, skew-symmetric, integral matrix from which Q can be recon-
structed.
A seed (Q,a) of rank n will be an ice quiver Q on n vertices, together with
a cluster a: a map from the set of vertices of Q to Q(x1, ..., xn). Typically, the
vertices will be numbered from 1 to n, and so a can be defined as an ordered n-tuple
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{a1, ..., an} in Q(x1, ..., xn). A seed is initial if a = {x1, ..., xn}. A seed is acyclic,
isolated, etc. if its ice quiver is.
2.2. Cluster algebras. Given a seed (Q,a) with mutable vertices {1, ...,m}, the
mutation at k ∈ {1, ...,m} of (Q,a) is the new seed (µk(Q), µk(a)) defined by
• The new ice quiver µk(Q) is defined by, for all 1 ≤ i, j ≤ n,
µk(Q)ij :=
{
−Qij if k = i or j
Qij +
|Qik|Qkj+Qik|Qkj |
2 if k 6= i, j
}
A vertex in µk(Q) is frozen if the corresponding vertex in Q is frozen.
• For i 6= k, set µk(ai) := ai, and set
µk(ak) :=
 ∏
j, Qkj>0
a
Qkj
j +
∏
j, Qkj<0
a
−Qkj
j
 a−1k
Mutation may be iterated at any sequence of vertices, and mutating at the same
vertex twice returns to the original seed.
Given a seed (Q,a), the cluster algebraA(Q,a) is the subalgebra ofQ(x1, ..., xn)
generated by the cluster variables: the set of functions in Q(x1, ..., xn) which oc-
cur in any seed mutation equivalent to (Q,a). We will write A(Q) for A(Q,x),
where x = {x1, ..., xn} is an initial cluster. A cluster algebra is acyclic, isolated,
etc. if has a seed of that type.
2.3. The upper cluster algebra. For a cluster algebra A with seed (Q,a) and
a = {a1, ..., an}, there is a Laurent embedding [FZ02, Theorem 3.1]
A ⊂ Z[a±11 , ..., a±1n ] ⊂ Q(x1, ..., xn)
The ring Z[a±11 , ..., a±1n ] will be called the Laurent ring of the cluster a. The
upper cluster algebra U is the intersection of the Laurent rings of each cluster
in A. It follows that A ⊆ U .
Recall that a commutative domain is integrally closed if it is contains any root
of a monic polynomial which exists in its fraction field.
Proposition 2.1. The upper cluster algebra U is integrally closed.
Proof. Let f(x) be a monic polynomial in U , and a a root of f(x) in the fraction
field k(x1, ..., xn). For any cluster a, its Laurent ring is integrally closed because it
is a localization of a polynomial ring, so a ∈ k[a±11 , ..., a±1n ]. Therefore, a ∈ U . 
2.4. Krull dimension. Cluster algebras have been defined over Z, rather than
over a field. Some results are more natural over a field, and it will be convenient
to occasionally tensor with Q. One such result is the (Krull) dimension.
Proposition 2.2. For A rank n, Q⊗A and Q⊗ U have dimension n.
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Proof. This is true for any algebra R with
Q[x1, ..., xn] ⊆ R ⊂ Q[x±11 , ..., x±1n ]
Any prime ideal P in the Laurent ring is generated by its intersection with the
polynomial ring, and therefore by its intersection with R. It follows that no two
primes in the Laurent ring have the same intersection with R, and so any chain
of n prime ideals in the Laurent ring gives a chain of n prime ideals in R. Then
dim(R) ≥ n.
Assume R has a chain of n+ 1 prime ideals
P0 ( P1 ( ... ( Pn+1
Choose a sequence of elements ri ∈ Pi − Pi−1, and let S ⊂ R be the subalgebra
generated by {ri}. Then Qi := S ∩Pi gives a chain of n+ 1 prime ideals in S; they
are distinct because Qi contains ri but not ri+1. Then S is a finitely-generated
domain over Q with dimension n+ 1.
But the fraction field
K(S) ⊂ K(R) = Q(x1, ..., xn)
and so it has transcendence degree n over Q. By Theorem A [Eis95], this means
that S has Krull dimension n; this is a contradiction. So dim(R) = n. 
2.5. Acyclic cluster algebras. Acyclic cluster algebras have many strong prop-
erties which are false in general. For a seed (Q,a), define
pi+i :=
∏
j,Qij>0
a
Qij
j , pi
−
i :=
∏
j,Qij<0
a
−Qij
j
Lemma 2.3. [BFZ05, Corollary 1.21] Let (Q,a) be an acyclic seed of A, with frozen
vertices numbered m + 1 to n. For 1 ≤ i ≤ m, let a′i denote the mutation of ai in
A. Then
A = Z[a1, a2, ...am, a±1m+1, ..., a±1n , a′1, a′2, ...a′m]/〈a1a′1−pi+1 −pi−1 , ...ama′m−pi+m−pi−m〉
A commutative algebra is a complete intersection if it can be expressed as a
quotient of a regular ring by a regular sequence.
Corollary 2.4. Let A be an acyclic cluster algebra. Then A is finitely-generated
and a complete intersection.
Proof. Finite-generation is clear from the lemma. The ring
Z[a1, a2, ...am, a±1m+1, ..., a
±1
n , a
′
1, a
′
2, ...a
′
m]
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is a localization of a polynomial ring and so it is regular. The relations given form
a regular sequence in any order, because each one contains a unique variable of the
form a′i. 
Acyclic cluster algebras are known to coincide with their upper cluster algebra.
Theorem 2.5. [BFZ05, Theorem 1.18] Let A be an acyclic cluster algebra, and U
is upper cluster algebra. Then A = U .
2.6. The geometry of cluster algebras. The goal of this paper is to use geome-
try to study algebraic properties of A and U . This will done by studying the affine
schemes
XA := Spec(A) and XU := Spec(U).
Dual to the inclusion A → U , there is a map of schemes
XU → XA
In many ways, this map behaves like a normalization map. It is a dominant map
which is an isomorphism on an open subscheme, and XU is a normal scheme.
For each cluster a in A, we have embeddings
A ↪→ U ↪→ Z[a±11 , ..., a±1n ]
Geometrically, this is dual to an open inclusion of an algebraic torus.
(A∗Z)n ↪→ XU → XA
The image of this inclusion in XA or XU is called a cluster torus, and it is a
smooth, affine open subscheme. The union of all cluster tori will be denoted X ◦;
this is again a smooth open subscheme.6
This gives a geometric definition of the upper cluster algebra.
Proposition 2.6. The ring of global sections on the union of the cluster tori X ◦
is U .
Proof. As an open subscheme of XA, every function on X ◦ lives in the field of
fractions on XA, which is Q(x1, ..., xn). For a given cluster a, an element f ∈
Z(x1, ..., xn) is a regular function on the corresponding cluster torus exactly when
f ∈ Z[a±11 , ..., a±1n ]. Therefore, f is a regular function on all cluster tori exactly
when it is in the intersection of the Laurent rings of all clusters. 
From this perspective, XU is the affinization of X ◦; the universal affine scheme
with a map from X ◦.
6The subscheme X ◦ is called the cluster manifold; see [GSV03] and [GSV10]. However, this
terminology can be misleading, since the smooth locus of XA can be bigger. Note there is no
subscript on X o, since X ◦A = X ◦U and the notation risks being cluttered.
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The union of the cluster tori represents the well-behaved part of the cluster
scheme; it is a smooth quasi-affine variety. If A is bad in some way, then this
badness should be caused by the complement X ◦−XA. Therefore, careful analysis
of this complement can be used to prove that the scheme XA and the algebra A
have good properties.
The easiest way this can happen is when the complement is empty.
Question 2.7. When does XA = X ◦?
Surprisingly, this appears to be a difficult question. As an example, for coefficient-
free An, the union of the cluster tori and the cluster scheme coincide except when
n ≡ 3 (mod 4), when the complement is a singular point.
3. Locally acyclic cluster algebras
A cluster algebra will have special localizations (called cluster localizations)
which are again cluster algebras. On the level of quivers, these will correspond
to some freezings of the original quiver (but not all freezings). This enables the
study of cluster algebras locally, by passing to a finite cover by simpler cluster
algebras.
3.1. Freezing and cluster localization. For a seed (Q,a) of A, let
{a1, a2, ..., ai} ⊂ a
be a collection of mutable variables. Define the freezing of (Q′,a) at {a1, a2, ..., ai}
to be the same seed as before, except that the set {a1, ..., ai} is now frozen.
For the rest of this section, let A′ denote the cluster algebra associated to the
seed (A′,a); such a cluster algebra will be called a freezing of A. Let U ′ be the
upper cluster algebra of A′. Like A and U , the algebras A′ and U ′ are a subalgebras
of Q(x1, ..., xn).
Proposition 3.1. There are natural inclusions in Q(x1, ..., xn)
A′ ⊆ A[a−11 , a−12 , ..., a−1i ] ⊆ U [a−11 , a−12 , ..., a−1i ] ⊆ U ′
Proof. The cluster variables of A′ are a subset of the cluster variables of A. The
only new generators are the inverses of the newly-frozen variables, but those are in
the localization by construction. This gives the first inclusion. Similarly, A′ has
fewer clusters than A, so the intersection defining U ′ has strictly fewer terms than
U ; so U ⊆ U ′. Since U ′ also contains the inverses of {a1, ..., ai}, this gives the last
inclusion. The middle inclusion follows from the inclusion A ⊆ U . 
Lemma 3.2. Let A be a cluster algebra, and A′ the freezing of A at the set
{a1, .., ai}. Then the following are equivalent.
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(1) A ⊆ A′, as subalgebras of Q(x1, ..., xn).
(2) A′ = A[a−11 , ..., a−1i ], as subalgebras of Q(x1, ..., xn).
(3) Every cluster variable in A can be written as a polynomial in the cluster
variables of A′, divided by a monomial in the frozen variables of A′.
Proof. If A ⊆ A′, then A[a−11 , ..., a−1n ] ⊆ A′. The reverse inclusion is by the Propo-
sition, so (1) implies (2). Statement (2) immediately implies (1), and (3) is a
restatement of (1). 
Definition 3.3. A freezing A′ of A is called a cluster localization if any of the
equivalent conditions hold.
Proposition 3.1 gives a large class of freezings which are cluster localizations.
Lemma 3.4. If A′ = U ′, then A′ is a cluster localization and
A′ = A[a−11 , a−12 , ..., a−1i ] = U [a−11 , a−12 , ..., a−1i ] = U ′
A freezing A′ which is not a cluster localization is given in Proposition 11.12.
Geometrically, a cluster localization gives an open inclusion XA′ ⊆ XA of schemes,
which will be called a cluster chart. The subscheme XA′ is the subset of XA where
the cluster variables {a1, a2, ..., ai} are not zero.
Remark 3.5 (Warning!). In much of what follows, cluster charts will be treated
as a ‘good’ collection of open sets in XA. However, the intersection of two cluster
charts is not necessarily a cluster chart. Therefore, they cannot be used as the basis
of a topology on XA, resulting in some counter-intuitive facts (see Remark 3.11).
Remark 3.6 (Relation to Laurent embeddings). When {a1, ..., an} is a full cluster,
then A′ is the Laurent ring of that cluster, and the inclusion A ⊆ A′ becomes the
Laurent embedding. In this way, cluster localizations can be regarded as general-
izations of Laurent embeddings, and cluster charts generalize cluster tori.
3.2. Deleting vertices. Freezing vertices is closely related to another quiver oper-
ation: deleting vertices. Let (Q,a) be a seed, with {a1, .., ai} ⊂ a, and let (Q†,a†)
be the seed where the vertices corresponding to {a1, ..., ai} have been deleted (as
well as any incident arrows).
Proposition 3.7. If all the vertices {a1, ..., ai} are frozen, there is an isomorphism
A(Q,a)/〈a1 − 1, ..., ai − 1〉 ∼−→ A(Q†,a†)
Proof. There is a natural bijection from the cluster variables of A(Q,a) to the
cluster variables of A(Q†,a†). The mutations will differ by the deleting extra terms
in the products corresponding to frozen variables. Since setting a variable to 1 is
the same as deleting it from a product, and frozen variables only ever appear in
products, the induced map is an isomorphism. 
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However, if the variables are mutable, then the situation is similar to freezing.
Proposition 3.8. There are inclusions
A(Q†,a†) ⊆ A(Q,a)/〈a1 − 1, ..., ai − 1〉 ⊆ U(Q,a)/〈a1 − 1, ..., ai − 1〉 ⊆ U(Q†,a†)
Proof. Take Proposition 3.1 for freezing a1, ..., ai, and then set those variables to
1. 
These are all equality if A(Q†,a†) = U(Q†,a†), but an example where
A(Q†,a†) 6= A(Q,a)/〈a1 − 1, ..., ai − 1〉
is given in Proposition 11.12.
3.3. Local acyclicity. We arrive at the main definition of this note.
Definition 3.9. A locally acyclic cluster algebra A is a cluster algebra such
that XA has a finite cover by acyclic cluster charts.
Algebraically, this means there is a finite set of acyclic cluster localizations A ↪→
Ai such that A =
⋂
iAi and every prime ideal in A has a non-trivial extension
to some Ai. As we shall see, the key advantage of this approach is that any local
property which is true for acyclic cluster algebras is true for locally acyclic cluster
algebras.
This property is independent of any frozen variables in A.
Proposition 3.10. For Q an ice quiver, the cluster algebra A(Q) is locally acyclic
if and only if A(Qmut) is.
Proof. For an acyclic cover {Ai} of A(Q), deleting the frozen variables in Ai which
are frozen variables inA(Q) gives an acyclic cover ofA(Qmut). Similarly, any acyclic
cover of A(Qmut) gives an acyclic cover of A(Q) by adding frozen variables. 
Remark 3.11. If A is locally acyclic, it does not follow that a freezing or cluster
localization A′ is also locally acyclic. This is because cluster charts are not closed
under intersection, and so an acyclic cover of XA cannot be intersected with XA′
to give an acyclic cover of XA′ .
An example of a locally acyclic A with non-locally-acyclic freezing A′ is given
in Proposition 11.12. The author does not know of any examples locally acyclic A
with non-locally-acyclic cluster localizations A′.
3.4. Explicit examples and non-examples. For the reader’s benefit, here are
some examples (proofs and further investigation can be found in Section 11).
14 GREG MULLER
Figure 2. Some locally acyclic cluster algebras
Figure 3. Some non-locally-acyclic cluster algebras
4. Basic properties of locally acyclic cluster algebras
Locally acyclic cluster algebras will have many properties which follow from
locality.
4.1. The upper cluster algebra. The first, and perhaps most interesting, prop-
erty of locally acyclic cluster algebras is that they are equal to their own upper
cluster algebra.
Theorem 4.1. If A is locally acyclic, then A = U .
Proof. Let {XAi} be a collection of acyclic charts which cover XA, so that the Ai
are acyclic localizations of A. By Lemma 3.4,
Ai ⊗A U = A[a−11 , ..., a−1i ]⊗A U = U [a−11 , .., a−1i ] = Ui
Geometrically, there is a pullback diagram
XUi ↪→ XU
↓ ↓
XAi ↪→ XA
Since Ai is acyclic, XUi ∼−→ XAi by Lemma 3.4. Therefore, the map XU → XA is
locally an isomorphism in the target, so it is an isomorphism. 
4.2. Algebraic properties. Local acyclicity also implies several algebraic prop-
erties which are local in nature.
Theorem 4.2. If A is locally acyclic, then A is finitely-generated, integrally closed,
and locally a complete intersection.
Proof. Acyclic cluster schemes are finite-type over Spec(Z), by Lemma 2.3. Since
XA can be covered by finitely many finite-type schemes, it follows from [Har77,
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Exercise II.3.3(b)] that A is finitely-generated. Since A = U , A is integrally closed.
Being locally a complete intersection is a local property by definition. 
4.3. The Weil-Petersson form. In [GSV05], the authors define a natural 2-form
ωWP on the union of the cluster tori X ◦, called the Weil-Petersson form, which
encodes the information of the exchange matrix. For a = {a1, ..., an} a cluster with
exchange matrix A, the Weil-Petersson form is defined on the cluster torus of a by
ωWP :=
∑
i,j
Aij
dxi ∧ dxj
xixj
It can then be shown that this definition is independent of the choice of cluster
torus, and so it extends to all of X ◦.
One would hope that ωWP would extend to XA. However, XA may be singular,
even in the acyclic case, and so it is necessary to pass to a generalized notion of
differential form, which is well-defined at singularities. This is accomplished by
passing to Ka¨hler differential forms, whose definition can be found in [Har77, II.8]
or [Mul].
Lemma 4.3. [Mul, Theorem 5.2.2.] If A is acyclic, the Weil-Petersson form ωWP
extends to a Ka¨hler 2-form on XA.
Since Ka¨hler 2-forms form a sheaf on XA, they can always be patched together
from local data.
Theorem 4.4. If A is locally acyclic, the Weil-Petersson form ωWP extends to a
Ka¨hler 2-form on XA.
An algebraic interpretation of this says that it is possible to find ai, bi, ci ∈ A
such that
ω˜WP :=
∑
i
aidbi ∧ dci
agrees with ωWP on X ◦.
Remark 4.5. The paper [Mul] does not produce such an expression. It constructs
an explicit expression locally around any point in XA, but it fails to produce a
global expression (though such a form exists).
Remark 4.6. This fact is best appreciated in comparison with a similar form which
fails to extend. On any cluster torus, there are non-zero n-forms ωvol which are
invariant for the n-torus action, and such n-forms differ by a scaling. Such a form
extends to a well-defined n-form ωvol on X ◦. However, in the case of the A3 with
no frozen vertices, this 3-form does not extend to XA.
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5. Covering pairs and the Banff algorithm
This section develops some important techniques for producing covers of cluster
schemes.
5.1. Covering pairs. To cover XA with cluster charts, it will be necessary when
pairs of cluster variables are relatively prime to each other.
Let Q be an ice quiver. A (directed) bi-infinite path in Q is a sequence of
mutable vertices ik indexed by k ∈ Z such that Qik,ik+1 > 0 for all k; that is, there
is at least one arrow from ik to ik+1. We will say an arrow e is in a bi-infinite path
if there is a bi-infinite path {ik}k∈Z with i1 the source of e, and i2 the target. A
cycle determines a bi-infinite path, but an arrow can be in a bi-infinite path without
being in a cycle.
Proposition 5.1. An arrow e is in a bi-infinite path iff there is a cycle upstream
from e and a cycle downstream from e.7
Proof. Since the set of mutable vertices is finite, there must be 1 ≤ k ≤ l such that
ik = il; then {ik, ik+1, ..., il} is a cycle upstream from from e. The other direction
is similar. 
Definition 5.2. A covering pair (a1, a2) in an ice quiver Q is a pair of mutable
vertices a1, a2 such that there is an arrow from a1 to a2 but this arrow is not in
any bi-infinite path (in Qmut).
A covering pair (a1, a2) in a cluster algebra A is a pair of cluster variables such
that there is some seed (Q,a) with a1, a2 ∈ a and (a1, a2) a covering pair in Q.
The following is the key lemma for finding pairs of cluster variables which do
not simultaneously vanish on XA.
Lemma 5.3. Covering pairs are relatively prime in A.
Proof. Let (ai1 , ai2) be a covering pair. Assume for contradiction that P is a prime
ideal with ai1 , ai2 ∈ I. The mutation relation at i2 is
ai2a
′
i2 =
∏
j, Qi2j>0
a
Qi2j
j +
∏
j, Qi2j<0
a
−Qi2j
j
Since Qi1i2 > 0, the second term on the right hand side is in P . Since the left
hand side is in P , it follows that
∏
j, Qi2j>0
a
Qi2j
j ∈ P . By primality, there is some
mutable j with Qi2j > 0 such that aj ∈ P .
Set i3 := j, and repeat this argument for the pair (i2, i3). Iterating this pro-
duces a list of mutable vertices i1, i2, ... such that Qik,ik+1 > 0. Similarly, this
argument may be iterated in the opposite direction to produce a bi-infinite path
7These cycles may coincide.
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...i−1, i0, i1, i2, ... of mutable indices. This contradicts the second condition. There-
fore, if i1 and i2 are as above, then ai1 and ai2 cannot be in the same prime
ideal. 
Geometrically, for a covering pair (ai1 , ai2), at most one of ai1 and ai2 can
vanish at any point in XA. This means that XA is the union of the corresponding
localizations.
Corollary 5.4. Let (ai1 , ai2) be a covering pair. Then XA[a−1i1 ] and XA[a−1i2 ] are two
open subschemes which cover XA.
If A[a−1i1 ] and A[a−1i2 ] are cluster localizations, then these localizations are the
same as freezing ai1 or ai2 (respectively), and thus this would give two cluster charts
which cover XA. This will be our main technique for producing coverings by cluster
charts.
5.2. The Banff algorithm. The covering lemma gives a direct method of at-
tempting to produce a locally acyclic cover of a cluster algebra A. At each step,
one looks for a covering pair in any seed of the cluster algebra. If this is possible,
then one can refine the cover into simpler pieces, by consider the two quivers cor-
responding to freezing each part of a covering pair. Iterating this procedure will
either produce a locally acyclic cover of A, or it will hit a ‘dead end’ in the form of
a seed with no covering pairs.
We encode this in a branching algorithm, affectionately called the Banff algo-
rithm, which attempts to produce a finite acyclic cover of XA.
Input: a seed (Q,a).
(1) If (Q,a) is equivalent to an acyclic seed, stop.
(2) Otherwise, mutate (Q,a) to a seed (Q′,a′) with a covering pair (i1, i2).
If this is impossible, the algorithm fails.
(3) Consider two seeds, which are the seed (Q′,a′) with either i1 or i2
frozen. Plug each of these seeds into Step 1.
Output: a finite set of acyclic seeds; or the algorithm failed.
If the algorithm does not fail, it will terminate in finitely-many steps, since the
number of mutable indices drops at each iteration. However, this does not mean it
will take finite time, since the absence of a covering pair cannot always be checked
in finite time. Also, the algorithm is far from deterministic; that is, it can produce
different outputs from the same input.
Theorem 5.5. If the Banff algorithm outputs a finite set of acyclic seeds, these
seeds define a finite acyclic cover of XA, and so A is locally acyclic.
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x1 x2
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x4
x1 x2
x3
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Acyclic
x1 x2
x3
x4 ⇔
x1 x2
x1x4+x2
x3
x4
Acyclic
Figure 4. A successful implimentation of the Banff algorithm
Proof. The output of the algorithm is a finite set of seeds, {(Qi,ai)}, each of which
can be obtained from the original seed (Q,a) first by mutation, and then by freez-
ing a collection of vertices. Since (Qi,ai) is an acyclic seed, by Lemma 3.4, the
corresponding cluster algebra Ai is the localization of A at the set of newly-frozen
variables.
Now let P be a prime ideal in A. At each branch of the algorithm, at least one
of ai1 and ai2 is not in P . Inductively, there is some seed (Ai,ai) in the output
such that P does not contain any of the newly-frozen variables. Then XAi is an
open neighborhood of P in XA. Since P was arbitrary, the XAi cover XA, and so
A is locally acyclic. 
Example 5.6. Let Q be the quiver at the top of Figure 4. The arrow from x1 to x4
is not in any bi-infinite path, so (x1, x4) are a covering pair, and relatively prime in
A(Q) by Lemma 5.3. Each branch of the algorithm freezes one of these variables.
Since they are both equivalent to acyclic seeds, the algorithm produces a cover of
XA by two acyclic charts.
A more elaborate example was given as Figure 1 in the Introduction.
Remark 5.7. The converse of the theorem (the failure of the Banff algorithm implies
not locally acyclic) is not true. For an example of a locally acyclic cluster algebra
for which the Banff algorithm can fail, but does not always fail, see Remark 11.14.
Remark 5.8. One unfortunate complication is that, in general, freezing a cluster
variable is not the same as inverting it. At the intermediate steps of the Banff
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algorithms (when some vertices have been frozen but the seed is not yet acyclic),
it is not known that these describe cluster charts in XA (ie, localizations of cluster
variables). It is only when the seeds become acyclic that the two notions (freezing
and localization) are known to coincide. If the Banff algorithm does not fail, then
every intermediate seed which appeared corresponds to a locally acyclic cluster
algebra, and so by Lemma 3.4, they correspond to cluster charts in XA. However,
if the Banff algorithm fails, the seed (Q′,a′) at which it fails may not correspond
to an open subscheme in XA. This is an annoying conceptual stumbling block, but
it ultimately does not affect the effectiveness of the algorithm at producing acyclic
covers.
5.3. The reduced Banff algorithm. When simply checking if a cluster alge-
bra is locally acyclic (instead of explicitly producing the acyclic cover), the Banff
algorithm may be simplified. This is because the acyclicity of a seed (Q,a) only
depends on the mutable subquiver Qmut. Therefore,
• The cluster may be forgotten, leaving only the quivers.
• Frozen variables may be deleted.
Furthermore, if XA can be covered by locally acyclic cluster charts, it can be covered
by acyclic cluster charts. Therefore, it will suffice to stop the branches whenever a
quiver is known to determine a locally acyclic cluster algebra.
The simplified version of the algorith, the reduced Banff algorithm, is given
below.
Input: a quiver Q with no frozen vertices.
(1) If Q determines a locally acyclic cluster algebra, stop.
(2) Otherwise, mutate Q to a quiver Q′ with a covering pair (i1, i2). If this
is impossible, the algorithm fails.
(3) Consider two quivers, which are the quiver Q′ with either i1 or i2
deleted. Plug each of these seeds into Step 1.
Output: a finite set of locally acyclic quivers; or the algorithm failed.
Proposition 5.9. If the reduced Banff algorithm produces a finite set of locally
acyclic quivers, then A(Q) is locally acyclic.
The downside of this simplification is that it does not compute what the open
cover of XA(Q) is; merely that it exists.
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Acyclic
⇔
Acyclic
Figure 5. The reduced version of Figure 4
6. Finite isolated covers
As we will see, a finite acyclic cover of XA can be refined to a finite isolated
cover of XA. Since isolated cluster algebras are easy to work with, this will have
additional implications for locally acyclic cluster algebras.
6.1. Refining acyclic covers. It is not necessary to stop the Banff algorithm at
an acyclic seed. If Q is an acyclic quiver, it has no bi-infinite paths, so either it has
a covering pair or it is an isolated quiver. If we apply the Banff algorithm to Q,
stopping only when a seed is isolated, we can always produce a cover by isolated
cluster charts.
Lemma 6.1. Let (Q,a) be an acyclic seed for a cluster algebra A. Then there is
a finite collection of freezings {(Qi,ai)} of (Q,a) which are isolated, and such that
XA(Qi,ai) covers XA.
Proof. If Q is not isolated, there is some edge e in Q between two mutable vertices
i1 and i2 which is not in a bi-infinite path. Then by Lemma 5.3, ai1 and ai2 are
relatively prime in A. Therefore, XA is covered by the acyclic cluster localizations
XA[a−1i1 ] and XA[a−1i2 ].
Therefore, any acyclic, non-isolated cluster scheme can be covered by two acyclic
cluster scheme with fewer mutable vertices. Iterating this argument gives the de-
sired cover. 
Remark 6.2. The statement is slightly stronger than the existence of an isolated
cover. It asserts that an isolated cover may be obtained without mutating the
quiver, so that all freezings are of the same seed.
Corollary 6.3. If A is an acyclic cluster algebra, then XA has a finite cover by
isolated cluster charts.
Remark 6.4. In some cases, it is even possible to cover an isolated cluster algebra
by proper cluster localizations. For the quiver below (which is a cluster localization
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of A5), the three mutable vertices correspond to cluster variables which generate
the trivial ideal.
The corresponding scheme XA can be covered by three proper cluster charts, each
corresponding to freezing a mutable variable.
6.2. Relation to other local types. One might ask whether it is interesting to
take another class of cluster algebras (besides acyclics), and consider those cluster
algebras which are locally in this class. However, for many classes of cluster algebras,
these local definitions coincide.
Theorem 6.5. Let A be a cluster algebra. Then the following are equivalent.
• (Locally acyclic) XA has a finite cover by acyclic cluster charts.
• (Locally tree-type) XA has a finite cover by tree-type cluster charts.
• (Locally finite-type) XA has a finite cover by finite-type cluster charts.
• (Locally A-type) XA has a finite cover by A-type cluster charts.
• (Locally isolated) XA has a finite cover by isolated cluster charts.
Proof. Since each class of algebra is increasingly more restrictive, it suffices to know
that locally acyclic implies locally isolated (Corollary 6.3). 
One might be curious about what local properties can distinguish finite type
cluster algebras from more general acyclic cluster algebras, or A-type cluster alge-
bras from other Dynkin type cluster algebras. However, the theorem implies that
locally acyclic cluster schemes are locally indistinguishable from isolated cluster
schemes.
Corollary 6.6. Any local property of a locally acyclic cluster algebra occurs in
some isolated cluster algebra.
6.3. New proofs of acyclic results. All the properties of locally acyclic cluster
algebras proven so far have relied on existing proofs of the analogous results for
acyclic cluster algebras. However, by the above theorem, it would suffice to know
these results only for isolated cluster algebras. Since isolated cluster algebras are
exceedingly simple, these results can be proven more easily than the general acyclic
case. Therefore, this local approach gives new proofs of these results in the acyclic
case.
Remark 6.7. This can be extended to other results on acyclics, as well. For example,
it is possible to prove Lemma 2.3 locally. One first proves the lemma for isolated
cluster algebras, which is immediate. Then, because Lemma 6.1 guarantees the
existence of an isolated cover which are all freezings with respect to a given seed,
intersecting the algebras gives the presentation of Lemma 2.3.
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7. Regularity and full rank
A local property of schemes we have not yet addressed is regularity. This can be
a delicate question even in simple cases; the cluster algebra of coefficient-free An is
singular if and only if n ≡ 3 (mod 4). However, if the exchange matrix of A is ‘full
rank’ (ie, surjective over Q), and A is locally acyclic, then Q⊗A is a regular. This
appears to be a new result, even for acyclic cluster algebras.
7.1. Jacobian criterion for regularity. We recall the Jacobian criterion for reg-
ularity of a domain of dimension d. Let k be a perfect field, and let
R := k[x1, ..., xI ]/〈r1, ..., rJ〉
where the r1, ..., rJ ∈ k[x1, ..., xI ]. Assume that R is a domain of dimension d. The
Jacobian matrix is the J × I matrix with coefficients in R given by
Jij := ∂ri
∂xj
The Jacobian matrix is an invariant attached not just to a ring, but a specific
presentation of that ring.
Lemma 7.1. [Eis95, Theorem 16.19(b)] Let P be a prime ideal in R, and let
φ : R → κP be the map to the residue field at P . The local ring RP is regular if
and only if φ(J ) has rank I − d as a κP -linear map.
7.2. Exchange matrices. For an ice quiver Q with vertex set N and mutable
vertex set M ⊂ N , the exchange matrix Ex(Q) is the |M | × |N | matrix with
Ex(Q)ij = Qij = #arrows from i to j −#arrows from j to i
The exchange matrix records most of the information from Q; what is lost is the
number of arrows between frozen vertices.8
Lemma 7.2. [GSV03, Lemma 1.2] If Q and Q′ are mutation-equivalent, then
rank(Ex(Q)) = rank(Ex(Q′))
Therefore, the rank of Ex(Q) is an invariant of the associated cluster algebra.
We say an ice quiver Q or cluster algebra A(Q) has full rank9 if Ex(Q) is surjective
as a Q-linear map. This class of cluster algebras is stable under freezing (and thus
cluster localization).
Proposition 7.3. If Q has full rank, then any freezing Q′ of Q has full rank.
8The reason for the distinction between Ex(Q)ij and Qij is to emphasize that the rows of Ex(Q)
only correspond to mutable vertices.
9This is a distinct meaning of ‘rank’ than the rank of an ice quiver or cluster algebra. Given
Proposition 2.2, perhaps dimension is a better name for the rank of a cluster algebra?
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Proof. Freezing a vertex in Q amounts to discarding a row in Ex(Q). Discarding a
row cannot break surjectivity. 
7.3. Regularity lemma. The first step is a lemma which says that full rank iso-
lated cluster algebras cannot have singularities at any point where all mutable
variables vanish.
Lemma 7.4. Let (Q,a) be an isolated seed of A, and let P be a prime ideal in Q⊗A
containing the mutable variables {a1, .., am} in a. The exchange matrix Ex(Q) has
full rank if and only if (Q⊗A)P is a regular local ring.
Proof. As in Lemma 2.3, define
pi+i :=
∏
j,Qij>0
a
Qij
j , pi
−
i :=
∏
j,Qij<0
a
−Qij
j
Then Q⊗A has a presentation
Q⊗A = Q[a1, ...am, a±1m+1, ..., a±1n , a′1, ...a′m]/〈a1a′1 − pi+1 − pi−1 , ...ama′m − pi+m − pi−m〉
Let J be the Jacobian matrix of this presentation
For mutable i, and j corresponding to a frozen variable,
Jij = ∂ri
∂aj
= max(Qij , 0)
pi+i
aj
−min(Qij , 0)pi
−
i
aj
Let φ : A → κP be the map to the residue field. Since the kernel is P ,
φ(pi+i + pi
−
i ) = φ(aia
′
i) = 0
so φ(pi−i ) = −φ(pi+i ). Then
φ(Jij) = max(Qij , 0)φ(pi
+
i )
φ(aj)
−min(Qij , 0)φ(pi
−
i )
φ(aj)
= Qij
φ(pi+i )
φ(aj)
Since Q is isolated, pi±1i consist of monomials of frozen variables, and so they are
invertible. Therefore, the m× (n−m) submatrix of φ(J ) with only frozen columns
is related to the submatrix of Ex(Q) with only frozen columns by a multiplying
rows and columns by non-zero elements of κP .
For mutable i, and j mutable, φ(Jij) = δijφ(a′j) = 0. For mutable i and j
one-step mutated, φ(Jij) = δijφ(ai) = 0. Therefore, φ(J ) is related to Ex(Q) by
invertible row operations, invertible column operations and extending a matrix by
zero. Since none of these affect rank,
rank(φ(J )) = rank(Ex(Q))
The ring Q[a1, ...am, a±1m+1, ..., a±1n , a′1, ...a′m] has dimension m + n, and Q ⊗ A
has dimension n (Proposition 2.2). Therefore, by the Jacobian criterian, (Q⊗A)P
is regular if and only if Ex(Q) has full rank. 
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Remark 7.5. The cluster algebra A may have no non-trivial ideals containing the
mutable cluster variables in a, and so a non-full rank cluster algebra can still be
regular.
7.4. Regularity theorems. A ring is regular if every local ring is regular.
Lemma 7.6. If A is an isolated cluster algebra of full rank, then Q⊗A is regular.
Proof. Consider a prime ideal P in Q⊗A. Let (Q,a) be a seed for A, and let S be
the set of mutable cluster variables in a which are not in P . By Lemma 3.4, the
localization of A at S is a cluster localization A′ of A, corresponding to the freezing
(Q′,a) of (Q,a) at S. By Proposition 7.3, A′ is again an isolated cluster algebra of
full rank, and P generates a non-trivial prime ideal in Q⊗A′ containing all mutable
variables in (Q′,a). By Lemma 7.4, (Q⊗A′)P = (Q⊗A)P is regular. 
Theorem 7.7. If A is a locally acyclic cluster algebra of full rank, then Q⊗A is
regular.
Proof. By Theorem 6.5, XA may be covered by finitely many isolatd cluster charts
{XAi}, and by Proposition 7.3, the {Ai} are full rank. Changing base to Q,
Spec(Q ⊗ A) is covered by {Spec(Q ⊗ Ai)}. By the previous lemma, these open
subschemes are regular. Since regularity is a local property by definition, Q⊗A is
regular. 
Remark 7.8. This is not a sharp criterion for the regularity of Q⊗A. The isolated
cluster algebra in Remark 6.4 is not full rank, but it may be covered by isolated
cluster localizations which are full rank, and so it is regular.
This has the following standard geometric corollary.
Corollary 7.9. If A is a locally acyclic cluster algebra of full rank, then XA(C) :=
Hom(A,C) is a smooth complex manifold, and XA(R) := Hom(A,R) is a smooth
real manifold.10
Proof. Let k = R or C; note that
XA(k) = Hom(A, k) = Hom(Q⊗A, k)
For isolated A, the presentation in Lemma 2.3 gives an embedding XA(k) ⊂ kn. The
Jacobian criterion then becomes the inverse function theorem over k; in particular,
if A is full rank, then XA(k) is smooth. For locally isolated A, an isolated cover of
XA gives an cover of XA(k) by smooth k-manifolds, and so it is a smooth k-manifold.
(see e.g. [Har77, Example 10.0.3]) 
10The Hom here is in the category of ringsx.
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8. Failure of local acyclicity
This section explores how a cluster algebra can fail to be locally acyclic. The first
way to show A is not locally acyclic is to show that it lacks any of the properties
in Section 4. Since these can be difficult to check, we develop other techniques for
showing A is not locally acyclic.
8.1. Obstructions to coverings. The simplest way for the Banff algorithm to
fail for A is if A has no covering pairs. This is equivalent to the following condition
on quivers.
Proposition 8.1. A cluster algebra A has no covering pairs if and only if, for
every seed (Q,a) of A, the mutable subquiver Qmut has no sources or sinks.11
Proof. If Qmut has no sources or sinks, then any arrow between mutable vertices
in Q can be extended to a bi-infinite path. Therefore, if Qmut has no sources or
sinks for every seed, it cannot have any covering pairs. If Qmut has a source α,
then there is some β with an arrow from α. Since this arrow cannot be extended
to a bi-infinite path, (α, β) determine a covering pair in A. Symmetrically, a sink
guarentees a covering pair exists. 
There are then two fundamentally distinct ways that a cluster algebra A can fail
to have a covering pair.
• Every seed is isolated, or
• Every seed contains a bi-infinite path, and every arrow in Qmut is in a
bi-infinite path.
The first case corresponds to the minimal cluster charts for a locally acyclic cluster
algebra. In the second case, A has some irreducible complexity which cannot be
covered by simpler cluster algebras. As we will see, these algebras are never locally
acyclic.
Lemma 8.2. If there are no covering pairs for A, then either A is an isolated
cluster algebra, or A is not locally acyclic.
Proof. This will follow from Theorems 8.3 and 8.8. 
8.2. Non-negative and positive maps. The absence of covering pairs may also
be measured by the existence of a special algebra homomorphism.
Theorem 8.3. Let A be a cluster algebra. Then either A admits a covering pair
in some seed, or there is an algebra homomorphism ψ : A → Z which sends frozen
variables to 1, non-isolated mutable vertices to 0, and isolated vertices into {1, 2}.
11For the purpose of this paper, a sink is a vertex with at least one incoming arrow and no
outgoing arrows. A source is the dual notion. Hence, an isolated vertex is neither a source nor
a sink.
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Proof. Assume that A has no covering pairs. Then, for every seed, every mutable
vertex is either isolated or contained in bi-infinite path. For each pair of isolated
cluster variables related by a mutation, choose one for ψ to send to 1, and ψ sends
the other to 2.
We check that ψ is well-defined, by checking that it satisfies the cluster relations.
The cluster relation at a non-isolated mutable vertex will contain three monomials,
each of which contain non-isolated mutable cluster variables, so they are all sent to
0 by ψ. The cluster relation at an isolated vertex will equate the product of two
isolated variables to the sum of two monomials in the frozen variables. Both sides
of this are sent to 2 by ψ. Hence, ψ is well-defined on A.
Now, assume that A has a covering pair (ai1 , ai2) in some seed (Q,a). By the
covering lemma, ai1 and ai2 are relatively prime, so the ideal they generate contains
1. In particular, no algebra homomorphism can contain both variables in the kernel,
and so such a ψ is impossible. 
This map is a specific case of a general class which will be of interest.
Definition 8.4. An algebra map ψ : A → Z or R is called...
• positive if, for every cluster variable a, ψ(a) > 0, and
• non-negative if, for every cluster variable a, ψ(a) ≥ 0.
Positive maps are already an active area of interest in the study of cluster al-
gebras. The set of all positive maps can be naturally identified with the ‘positive
part’ of XA, which is important in connections to decorated Teichmu¨ller space
[GSV05],[FG06] and total positivity [FZ99].
Proposition 8.5. If a map ψ : A → Z or R is positive on some cluster a =
{a1, .., an}, then it is positive.
Proof. Let a′i be the mutation of ai in a. Then
ψ(a′i) =
∏
Qij>0
ψ(aj)
Qij +
∏
Qij<0
ψ(aj)
−Qij
ψ(ai)
Note the denominator is non-zero, so the expression is well-defined. The right
hand side is positive, so ψ(a′i) > 0. Then ψ is positive on every cluster variable
in the cluster µi(a) = {a1, ..., a′i, ..., an}. Iterating this argument, it is true for any
cluster. 
Non-negative maps have been less studied. As the next lemma shows, a non-
negative map will either be positive or send many cluster variables to zero.
Lemma 8.6. Let ψ be a non-negative map. Either ψ is positive, or in every seed
(Q,a) of A, there is bi-infinite path {aik}k∈Z of cluster variables in the kernel of ψ.
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Proof. Let (Q,a) be any seed of A. If ψ(a) > 0, then Proposition 8.5 implies ψ is
positive. Otherwise, there some ai ∈ a with ψ(ai) = 0.
The variable ai cannot be a frozen variable, since ψ(a
−1
i ) cannot exist. Let a
′
i
be the mutation of ai in a. The cluster mutation at ai gives∏
Qij>0
ψ(aj)
Qij +
∏
Qij<0
ψ(aj)
−Qij = ψ(ai)ψ(a′i) = 0
Since each term on the left is ≥ 0, they both must be zero. Therefore, there is some
ai+1 ∈ a with ψ(ai+1) = 0 and Ai,i+1 > 0, and some ai−1 ∈ a with ψ(ai+1) = 0
and Qi−1,i > 0. Iterating this argument gives the desired directed path. 
Corollary 8.7. If A is acyclic, every non-negative map is positive.
This can be generalized to locally acyclic cluster algebras.
Theorem 8.8. If A is locally acyclic, every non-negative map is positive.
Proof. Assume that A has a locally acyclic cover. Let Kψ be the kernel of ψ; it
is prime since Z and R are domains. By assumption, there is some acyclic chart
XA′ which contains Kψ; that is, the cluster variables which get frozen in A′ are not
in Kψ. By the previous lemma, each seed of A contains a direct path of cluster
variables in the kernel of ψ. Therefore, every seed of A′ contains a directed bi-
infinite path of unfrozen vertices. In particular, every seed contains a directed
cycle, this contradicts A′ being acyclic. 
Remark 8.9. The proof never uses the fact that the acyclic cover was finite. There-
fore, if XA has an infinite cover by acyclic cluster charts, then every non-negative
map is positive.
It is tempting to ask the converse.
Question 8.10. If A is not locally acyclic, is there always a non-negative map which
is not positive?
If this is true, then the converse to Remark 8.9 is true: A is locally acyclic if XA
has an infinite cover by acyclic cluster charts. In particular, if XA = X◦, then the
cluster tori themselves define an infinite cover by acyclic cluster charts, and so A
would be locally acyclic.
8.3. Geometric interpretation. Positive and non-negative maps have an impor-
tant geometric interpretation.
Let XA(R) denote the set of all homomorphisms ψ : A → R. Elements f ∈ A
give R-valued functions ef on XA(R), by ef (ψ) := ψ(f). The set XA(R) may
be made into a topological space, by equipping it with the weakest topology such
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that all the ef are continuous for the metric topology on R. This is called the
transcendental topology on XA(R).
Each cluster torus (A∗Z)n ⊂ XA determines an open manifold (R∗)n ⊂ XA(R).12
Each of these (R∗)n has a connected component Rn+ on which the ea are positive.
It follows from Proposition 8.5 that this subset Rn+ ⊂ XA(R) is the same for each
cluster torus,13 and it coincides with the set of positive maps ψ : A → R.
By continuity, any map ψ in the closure of Rn+ ⊂ XA(R) is non-negative.
Question 8.11. Is every non-negative map in the closure of the set of positive maps
in XA(R), in the transcendental topology?
This can be regarded as a question about the rigidity of non-negative maps and
whether they can be deformed to positive maps. If this question and Question 8.10
have positive answers, then local acyclicity is equivalent to the positive part Rn+
being closed in XA(R).
It is also tempting to wonder whether there is a geometric reason that all non-
negative maps on a locally acyclic cluster algebra are positive.
Question 8.12. Let ψ be a non-negative map which is not positive, and let ker(ψ)
be its kernel, thought of as a point in XA. Is there always some bad local geometric
behavior at ker(ψ) ∈ XA which is impossible in a locally acyclic cluster scheme?
Possibilities for this bad behavior could be a singularity which is not a local complete
intersection, or the Weil-Petersson form not extending to ker(ψ) (see Section 4.3).
Remark 8.13. A related question is whether the points of the form ker(ψ) ∈ XA
(for ψ non-negative but not positive) are always singular. If this and the converse
to Theorem 8.8 are true, then XA being smooth implies that A is locally acyclic.
Since the cluster algebras arising in many examples are smooth, such as double
Bruhat cells and Grassmannians, this would imply these are always locally acyclic.
9. Cluster algebras of marked surfaces
An important class of cluster algebras are those coming from marked surfaces
([GSV05], [FST08], [FG06]). This section briefly reviews this construction, largely
following [FST08].
9.1. Marked surfaces. A marked surface (Σ,M) will be an oriented 2-dimensional
real manifold14 Σ, with boundary ∂S, together with a finite set of marked points
12These are the maps ψ : A → R which factor through the corresponding Laurent embedding.
13Though the set is the same, the identification with Rn+ depends on a choice of cluster.
14In contrast with [FST08], we do not assume Σ is connected.
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M ⊂ Σ (some additional requirements will be imposed below). By the classifica-
tion of surfaces, any marked surface can be constructed by starting with a genus g
surface, cutting out a finite number of discs, and marking a finite number of points
on the boundary of each disc and on the interior of Σ. The boundary of an excised
disc will be called a hole, and a marked point in the interior of Σ will be called a
puncture.
It will be necessary to exclude certain small examples, and so we assume the
following of any marked surface (Σ,M).
• M is non-empty,
• each component of ∂Σ contains at least one marked point,
• and no component of (Σ,M) is one of...
– a sphere with at most three punctures,
– a disc with one boundary marked point and at most one puncture, or
– a disc with at most two boundary marked points and no punctures.15
9.2. Tagged arcs. Inside the marked surface, we will consider arcs which connect
marked points.
Definition 9.1. A tagged arc α in (Σ,M) is a curve in Σ such that,
• α is homeomorphic to the interval [0, 1];
• the endpoints are in M;
• each endpoint has a ‘tagging’ of either plain (denoted ) or notched
(denoted );
• α has no self-intersections, except the endpoints may coincide;
• if the endpoints coincide, they are either both plain or both notched;
• other than the endpoints, α is disjoint from M;
• any endpoint in ∂Σ is plain; and
• α does not cut out...
– a disc with one boundary marked point and at most one puncture, or
– a disc with two boundary marked points and no punctures.
Tagged arcs are defined up to endpoint-fixed homotopy. That is, two tagged arcs
α and β are equivalent if there is a continuously-varying family of arcs from α to β
(where the taggings are constant). Arcs should then be thought of as representing
flexible strands connecting their endpoints. Furthermore, they have no prefered
orientation.
15In [FST08], the authors prohibit the disc with three boundary marked points. It will be simpler
for us to allow this case, but note that it cannot have tagged arcs, and so it corresponds to the
empty quiver and the cluster algebra Z.
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9.3. Triangulations. A pair of tagged arcs α and β are compatible if
• α and β do not intersect (except possibly at the endpoints);
• if the untagged versions of α and β are different, and α and β share an
endpoint, then the taggings at that endpoint agree;
• if the untagged versions of α and β coincide, then at least one endpoint of
α must have the same tagging as β.
A collection of tagged arcs ∆ is compatible if it is pairwise compatible.
Definition 9.2. A tagged triangulation ∆ of (Σ,M) is a maximal compatible
collection of distinct tagged arcs.
Given a tagged triangulation ∆ and α ∈ ∆, there is exactly one other tagged arc
β such that (∆ − {α}) ∪ {β} is also a tagged triangulation. This is arguably the
purpose behind adding these taggings and the many rules they satisfy.
Remark 9.3. A triangulation of (Σ,M) gives a tagged triangulation (where all tag-
gings are plain) exactly when there are no triangles with two edges identified.
Remark 9.4. If (Σ,M) has no punctures, then every endpoint of a tagged arc must
be plain. In this case, ‘tagged arcs’ coincide with regular arcs, and ‘tagged trian-
gulations’ coincide with regular triangulations.
The number of tagged arcs in a tagged triangulation can be computed from the
genus g, the number of punctures p, the total number of marked points |M|, and
the number of holes h.
Proposition 9.5. [FST08, Proposition 2.10] Every tagged triangulation of (Σ,M)
is finite, with total number of tagged arcs given by
6g + 3h+ 2p+ |M| − 6
9.4. Cluster algebras of marked surfaces. Let (Σ,M) be a marked surface,
and let ∆ be a tagged triangulation. For simplicity, if α, β ∈ ∆ are homotopic, we
will treat them as if they are identical (except for taggings). We construct a quiver
Q∆ as follows. Notice that the taggings are ignored for the construction of Q∆.
• Q∆ has a vertex for each tagged arc in ∆.
• At each marked point m (which is not a puncture contained in two tagged
arcs in ∆), add an arrow from α to β whenever β appears immediately after
α when going counter-clockwise around m.16
This can be regarded as an ice quiver with no frozen vertices. As defined, Q∆ is
automatically loop and 2-cycle free.
16If β′ is homotopic to β except for taggings, there will also be an arrow from α to β′. Similarly,
if α′ is homotopic to α except for taggings, there will also be an arrow from α′ to β (and α′ to
β′).
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Remark 9.6. Punctures in two tagged arcs are ignored for simplicity. A puncture
in two arcs would create two opposite arrows which would cancel each other.
Example 9.7. Let (Σ,M) be the disc with two marked points on the boundary, and
three punctures.
Three tagged triangulations and their quivers are shown in Figure 6.
Figure 6. Sample triangulations and their quivers
The quivers coming from tagged triangulations can be used to defined cluster
algebras because of the following lemma.
Lemma 9.8. [FST08, Proposition 4.10] Let ∆ and ∆′ be two tagged triangulations
of (Σ,M). Then there is a canonical isomorphism
A(Q∆) ' A(Q∆′)
Define the cluster algebra of (Σ,M) by
A(Σ,M) := A(Q∆),
where ∆ is any triangulation of (Σ,M). By the lemma, this is independent of the
choice of tagged triangulation.
Theorem 9.9. [FST08, Theorems 5.6 and 7.11],[FST, Theorem 5.1]
• If M does not consist of one or two punctures, the cluster variables in
A(Σ,M) are canonically identified with tagged arcs in (Σ,M); and seeds in
A(Σ,M) are identified with tagged triangulations ∆ with quiver of the form
Q∆.
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• If M consists of exactly one puncture, the cluster variables in A(Σ,M) are
canonically identified with plain tagged arcs in (Σ,M); and seeds in A(Σ,M)
are identified with plain tagged triangulations ∆ with quiver of the form Q∆.
9.5. Cutting marked surfaces. Let α be a tagged arc in (Σ,M). The cutting of
(Σ,M) along α is the marked surface obtained by cutting Σ along α, compactifying
Σ by adding boundary along the two sides of α, and adding marked points where
the endpoints of α were. If (Σ′,M′) is the cutting along α, then there is a natural
map
(Σ′,M′)→ (Σ,M)
which is a bijection away from α ⊂ Σ, a 2-to-1 map over the interior of α, and such
that the preimage of M is M′. The three types of cut are pictured in Figure 7, but
note that the endpoints of α need not be distinct.
α α α
Figure 7. Types of cuts
Let ∆ be a tagged triangulation of (Σ,M), with α ∈ ∆. If (Σ′,M′) is the cutting
of (Σ,M) along α, then ∆ determines a tagged triangulation ∆′ of (Σ′,M′) as
follows.
• If there is a tagged arc α′ ∈ ∆ which is identical to α except for the taggings,
then there is exactly one endpoint m of α where the taggings of α and α′
match. Then ∆′ is the preimage of ∆− {α, α′} in (Σ′,M′) together with a
new tagged arc connecting the two preimages of m.
• If there is no such α′, then ∆′ is the preimage of ∆− {α}.
In each case, any notched ends of a tagged arc which touch the boundary are
changed to plain.
Cutting has a very simple effect on the corresponding quivers, it deletes the
vertex corresponding to α.
Lemma 9.10. Let ∆ and ∆′ be as above. Then Q∆′ is the induced subquiver of
Q∆ on the complement of the vertex corresponding to α.
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10. Marked surfaces and local acyclicity
We turn to the question of when cluster algebras of marked surfaces are locally
acyclic. The main result will be that a marked surface with ‘enough’ boundary
marked points (at least two per component of Σ) defines a locally acyclic cluster
algebra.
10.1. Covering pairs for marked surfaces. To produce acyclic covers of cluster
algebras of marked surfaces, we will need to be able to produce covering pairs. The
following two lemmas give simple topological methods for producing covering pairs.
Lemma 10.1. Let α and β be tagged arcs in (Σ,M) which cut out an unpunctured
triangle (Figure 8), with all endpoints in ∂Σ and the endpoints of β are distinct.
Then (α, β) are a covering pair in A(Σ,M).
βα
Figure 8. A covering pair (Type A)
Proof. Since the endpoints of β are distinct, we may consider the quadralateral
with diagonal β pictured below.
βα
γ
Despite the picture, it is possible that α and γ coincide or share endpoints. If γ is
a boundary segment, discard it. If γ cuts out a once-punctured monogon, replace
it with the pair of tagged arcs pictured below.
γ ⇒
Choose any triangulation ∆ of (Σ,M) which contains α, β and γ. There is an
arrow from α to β in Q∆. At each end of β, there will be no tagged arcs in ∆ which
are counter-clockwise to β, and so there are no arrows out of β in Q∆. 
Lemma 10.2. Let α be a tagged arc in (Σ,M) which cuts out a once-punctured
digon with radius β (Figure 9).17 Then (α, β) are a covering pair in A(Σ,M).
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β
α
Figure 9. A covering pair (Type B)
Proof. Let γ be the other plain tagged radius of the digon.
γ
α
β
Choose any triangulation ∆ of (Σ,M) which contains α, β and γ. There is an arrow
from α to β in Q∆. At each end of β, there will be no tagged arcs in ∆ which are
counter-clockwise to β, and so there are no arrows out of β in Q∆. 
10.2. Local acyclicity. We now prove several classes of cluster algebra of a marked
surface are locally acyclic by a topological version of the Banff algorithm.
Lemma 10.3. Let (α, β) be a covering pair in A(Σ,M), and let (Σα,Mα) and
(Σβ ,Mβ) be the cuttings along α and β, respectively. If A(Σα,Mα) and A(Σβ ,Mβ)
are locally acyclic, then so is A(Σ,M).
Proof. By Lemma 9.10, cutting along α or β amounts to deleting the corresponding
vertices in Q∆. IfA(Σα,Mα) andA(Σβ ,Mβ) are locally acyclic, then by Proposition
5.9, A(Σ,M) is locally acyclic. 
We now prove a succession of more general classes of surface are locally acyclic.
Each will be by induction on the rank of a cluster algebra, which here is the size of
any triangulation. Cutting a marked surface drops its rank by 1, by Lemma 9.10.
Lemma 10.4. If Σ is a disc, then A(Σ,M) is locally acyclic.
Proof. The two basic cases are the unpunctured triangle, which is the empty cluster
algebra; and the once-punctured digon, which is the cluster algebra on two isolated
vertices. Both are locally acyclic. Now, assume that A is locally acyclic for every
marked disc of rank strictly less than n, and let (Σ,M) be a marked disc of rank n.
If (Σ,M) has any punctures, it will have a covering pair (α, β) coming from
Lemma 10.2. The cutting of (Σ,M) along α is the union of a once-punctured digon
with a disc of smaller rank, and so its cluster algebra is locally acyclic. The cutting
of (Σ,M) along β is a disc of smaller rank, and so its cluster algebra is locally
acyclic. Therefore, by Lemma 10.3, A(Σ,M) is locally acyclic.
17The endpoints of α need not be distinct.
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If (Σ,M) has no punctures, A(Σ,M) is of type An and is acyclic. 
Theorem 10.5. If Σ includes into a disc, then A(Σ,M) is locally acyclic.
Proof. If the rank is small enough, (Σ,M) must be a disc, and is locally acyclic.
Now, assume the theorem is true for A(S,M) of rank strictly less than n, and let
(Σ,M) be a marked surface in a disc of rank n.
If (Σ,M) is not connected, then it is the union of two marked surfaces of smaller
rank which include into a disc, and so it is locally acyclic by the inductive hy-
pothesis. If (Σ,M) is connected by only has one boundary component, it is a disc
and is covered by the previous lemma. If (Σ,M) is connected and has more than
one boundary component, let α be a tagged arc which connects distinct boundary
components, and find a covering pair (α, β) as in Lemma 10.1. The cutting along
α or β will each be a marked surface of strictly smaller rank which includes into a
disc, and so they are locally acyclic by the inductive hypothesis. 
Theorem 10.6. If (Σ,M) has at least two boundary marked points in each com-
ponent of Σ, then A(Σ,M) is locally acyclic.
Proof. Assume the theorem is true for A(S,M) of rank strictly less than n, and let
(Σ,M) be a marked surface of rank n with at least two boundary marked points in
each component.
If (Σ,M) is not connected, then each component is a marked surface of strictly
smaller rank, and so A(Σ,M) is locally acyclic by the inductive hypothesis.
If (Σ,M) is connected, and ∂Σ has at least two components, then there is some
β connecting marked points on distinct components. Find an arc α as in Lemma
10.1, so that (α, β) is a covering pair. Then the cutting of (Σ,M) along α or β is a
connected marked surface with at least two marked boundary points, of rank < n.
Then A(Σ,M) is locally acyclic.
If (Σ,M) is connected, ∂Σ has a component with at least two marked points,
and the genus of Σ is not zero, then there is some arc β which connects distinct
marked points on the same component of ∂Σ, such that the cutting along β does
not disconnect Σ. Find an arc α as in Lemma 10.1, so that (α, β) is a covering pair.
Then the cutting of (Σ,M) along α or β is again a marked surface with at least
two marked boundary points in each component, of smaller rank. Then A(Σ,M) is
locally acyclic.
If the genus of Σ is zero, then Σ includes into a disc and A(Σ,M) is locally
acyclic by a previous theorem. 
Remark 10.7. Compare Theorem 10.6 with the following theorem.
Theorem 10.8. [FST08, Corollary 12.4] The cluster algebra A(Σ,M) is acyclic if
and only if it has a seed of finite-type or affine-type.
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Since most cluster algebras of marked surfaces are not finite-type or affine-type,
marked surfaces give a large class of examples of locally acyclic cluster algebras
which are not acyclic.
10.3. Marked surfaces and failure of local acyclicity. In this section, we show
that some marked surfaces give cluster algebras which are not locally acyclic.
Theorem 10.9. If ∂Σ is empty, then A(Σ,M) has no covering pairs and is not
locally acyclic.
Proof. Let ∆ be any triangulation of (Σ,M), and α ∈ ∆. Let m be the endpoint
of α which is in at least three tagged arcs. There will be tagged arcs immediately
clockwise and counter-clockwise of α, and so in Q∆ there are arrows in and out of
α. Therefore, there are no sources and sinks in any seed of A(Σ,M), and so there
are no covering pairs. By Lemma 8.2, A(Σ,M) is not locally acyclic. 
Theorem 10.10. If |M| = 1, then A(Σ,M) has no covering pairs and is not locally
acyclic.
Proof. Let ∆ be any triangulation of (Σ,M), and α ∈ ∆. Both ends of α are at
the unique endpoint, so at most one of them can be the most counter-clockwise arc
coming into that point. Then there is at least one arrow coming out of α in Q∆.
Similarly, there is at least one arrow coming into α. Therefore, there are no sources
and sinks in any seed of A(Σ,M), and so there are no covering pairs. By Lemma
8.2, A(Σ,M) is not locally acyclic. 
Remark 10.11. Together with the results of the previous section, the only unknown
case is when (Σ,M) has a component with
• ∂Σ connected with a single marked point,
• there is at least one puncture, and
• Σ has positive genus.
Here, covering pairs exist, but the Banff algorithm can be shown to always fail.
11. Examples and non-examples
11.1. A small example. Let Q be the quiver in Figure 10, and A = A(Q).18
Figure 10. A simple local acyclic
18This example is due to Jesse Levitt, a student in LSU’s Cluster Algebras seminar.
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The cluster algebra A is locally acyclic by Figure 4 and Theorem 5.5. This
quiver is likely not acyclic; however, this is difficult to check since this quiver is
equivalent to infinitely many other quivers. One can check, by hand or computer,19
that there are no acyclic quivers within eight mutations. Therefore is likely the
smallest example of a locally acyclic cluster algebra which is not acyclic.
11.2. The Markov cluster algebra. Let Q be the quiver in Figure 11, and A =
A(Q) be the Markov cluster algebra.
Figure 11. The Markov quiver
The Markov cluster algebra is famous for its many pathologies, and for its use-
fulness in disproving general facts that might be true about cluster algebras. It
was introduced in [BFZ05] as an example of a cluster algebra distinct from its
own upper cluster algebra. The Markov cluster algebra is the smallest example of
a non-locally-acyclic cluster algebra, which will follow from any of the following
propositions.
The quiver Q has the property that every mutation of Q is itself. Moreso is true;
for any pair of cluster variables a, b, there is an automorphism of A which sends
cluster variables to cluster variables, clusters to clusters, and a to b.
Furthermore, every vertex of Q has two incoming arrows, and two outgoing
arrows. Because of this, every cluster relation in A is homogenous of degree 2 in
the cluster variables. Therefore, A is an N-graded algebra, with the degree of the
cluster variables equal to 1.
The Markov cluster algebra arises as the cluster algebra of a marked surface.
Proposition 11.1. Let (Σ,M) be the torus with no boundary, and a single punc-
ture. Then A = A(Σ,M).
Proof. Triangulate (Σ,M) with three arcs as follows, where opposite sides of this
square have been identified.
This triangulation gives the quiver Q. 
19The applet at [Kel] is highly recommended.
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Remark 11.2. All triangulations of this surface are diffeomorphic; this gives an
explanation why every mutation of Q is equivalent to itself.
By Theorem 10.9, A is not locally acyclic. We now show that A lacks many
of the nice properties of locally acyclic cluster algebras.
Proposition 11.3. A is infinitely generated and non-Noetherian.
Proof. Since Q is not finite-type, there are an infinite number of cluster variables.
Therefore, A1 is an infinitely-generated module over A0 = Z, and so A cannot be
finitely generated. Now, let {Si}, i ∈ N be collections of cluster variables such that
i < j implies that Si ⊂ Sj . Then {ASi} define an ascending sequence of ideals
which do not stabilize. 
Remark 11.4. The prime ideal A≥1 has infinite Zariski tangent dimension, so A is
infinitely generated even to first order around that point in XA.
Proposition 11.5. [BFZ05, Proposition 1.26] The Markov cluster algebra A 6= U .
Proof. For (x, y, z) any cluster, the elementm = x
2+y2+z2
xyz is Laurent in each cluster,
so it is in U . However, it has graded degree −1, so it is not in A. 
11.3. The torus with one boundary marked point. Let Q be the quiver in
Figure 12, and A = A(Q).
Figure 12. The torus with one boundary marked point
This quiver is closely related to the Markov quiver. Every mutation of Q is itself,
and for any pair of cluster variables a, b, there is an automorphism of A which sends
cluster variables to cluster variables, clusters to clusters, and a to b.
Proposition 11.6. Let (Σ,M) be the torus with a disc cut out, and one marked
point on the boundary. Then A = A(Σ,M).
Proof. Triangulate (Σ,M) with four arcs as follows, where the two dashed circles
have been identified (with opposite orientation).
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This triangulation gives the quiver Q. 
Remark 11.7. All triangulations of this surface are diffeomorphic; this gives an
explanation why every mutation of Q is equivalent to itself.
By Theorem 10.10, A is not locally acyclic. Much like the Markov cluster
algebra, it exhibits several pathological behaviors; we focus on where it differs from
the Markov cluster algebra.
Every vertex in every seed has both incoming and outgoing arrows. This implies
that the ideal P generated by the cluster variables is non-trivial.
Proposition 11.8. P 2 = P .
Proof. Consider a generic seed of A given below.
a1 a2
a3
a4
The mutation relation at a1 is
a1a
′
1 = a2a3 + a4
and so a4 ∈ P 2. Because there is a cluster automorphism of A which takes a4 to
any other cluster variable, they are all in P , and so P 2 = P . 
Remark 11.9. The prime ideal P in XA has zero Zariski tangent dimension. How-
ever, it is not an isolated point, because A is a domain and so XA is irreducible. The
interpretation is that P is a singularity in XA so twisted, there are no first-order
deformations of P . This is a necessarily infinite-dimensional phenomenon.
Corollary 11.10. A is not finitely-generated.
Proof. If A is finitely generated, then P is also finitely-generated. Then P · P = P
and Nakayama’s lemma imply that there is a non-zero element in A which kills P .
Since A is a domain, this is a contradiction. 
11.4. The torus with two boundary marked points. Let Q be the quiver in
Figure 13, and A = A(Q).
Proposition 11.11. Let (Σ,M) be the torus with a disc cut out, and two marked
points on the boundary. Then A = A(Σ,M).
Proof. Triangulate (Σ,M) with five arcs as follows, where the two dashed circles
have been identified (with opposite orientation).
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Figure 13. Torus with two boundary marked points
This triangulation gives the quiver Q. 
By Theorem 10.6, A is locally acyclic and all that this implies. In particular,
A is finitely generated.
Let i be the vertex in Q with only two incident arrows (the bottom-most one, as
drawn). Let Q′ be the freezing of Q at i, and let Q† be the deletion of i in Q.
Proposition 11.12. The natural inclusions
A(Q′) ⊂ A[a−1i ], A(Q†) ⊂ A/〈ai − 1〉
are not equalities. In particular, A(Q′) is a freezing which is not a cluster localiza-
tion.
Proof. The quiver Q† is the quiver in Figure 12, so by Corollary 11.10, A(Q†) is not
finitely-generated. Since A is finitely generated, A(Q†) 6= A/〈ai − 1〉. If A(Q′) =
A[a−1i ], then quotienting both sides by ai − 1 would give A(Q†) = A/〈ai − 1〉, so
this is impossible. 
Corollary 11.13. A(Q′) 6= U(Q′)
Proof. Since A(Q′) is a freezing which is not a cluster localization, Lemma 3.4
implies that A(Q′) 6= U(Q′). 
Remark 11.14. This is an example of a cluster algebra for which the Banff algorithm
can fail, but does not always fail.
11.5. Sphere with four punctures. Let Q be the quiver in Figure 14, and A =
A(Q).
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Figure 14. Sphere with four punctures
Proposition 11.15. Let (Σ,M) be the sphere with four punctures. Then A =
A(Σ,M).
Proof. Triangulate (Σ,M) with six arcs as follows, where the dashed circle denotes
a single point at infinity which has been blown up to allow for a planar embedding.
This triangulation gives the quiver Q. 
By Theorem 10.9, A is not locally acyclic.
For a given puncture p in (Σ,M), there is an involution of A which changes each
plain tagging at p to notched, and each notched tagging at p to plain. The four
punctures of (Σ,M) then give an action of the group Γ = (Z2)4 on A.
Let ∆ be the triangulation of (Σ,M) in the proof of the proposition, and let
Γ(∆) be the collection of 24 tagged arcs in the orbit of ∆ under the group Γ.
Proposition 11.16. The set of cluster variables Γ(∆) generates A.
The key lemma in the proof will be the following.
Lemma 11.17. Let α, β, γ, δ be tagged arcs in (Σ,M) be as pictured below (the
endpoints of α need not be on the boundary or distinct).
γ
β
α δ
Then α = βγ − δ in A(Σ,M).
42 GREG MULLER
Proof. Let β′ be β with a notch at the puncture. Then α, β, β′, δ can be extended
to a tagged triangulation ∆ of (Σ,M). In this triangulation, γ is the mutation of
β, and the corresponding cluster relation is βγ = α+ δ. 
Proof of Proposition 11.16. Let R ⊂ A be the subalgebra generated by Γ(∆). Since
the generators of R are closed under Γ, R is closed under Γ. Therefore, it will suffice
to show that R contains every plain tagged arc in A.
For any plain tagged arc α, let i be its intersection number with ∆. If i = 0,
then α ∈ ∆, and α ∈ R. If i = 1, then there are β, γ′, δ ∈ Γ(∆) as in the picture
below.
α
β
γ
δ
Then α = βγ − δ ∈ R.
Now, assume that every tagged arc which intersects ∆ fewer than i times is in
R, and let α be a plain tagged arc which intersects ∆ i times, with i ≥ 2. Since α
intersects at least two arcs in ∆, there will be a puncture in (Σ,M) around which
α looks like the figure on the left (where the dashed lines represent arcs in ∆, and
the picture only denotes a small disc around that puncture).
α α
β γ
δ
Let β, γ, δ be as in the figure on the right. Each of β, γ and δ intersect ∆ fewer than
i times, so each are in R. Then α = βγ − δ ∈ R. By induction, every plain tagged
arc is in R, and by Γ-invariance, every tagged arc is in R, and so A = R. 
Then, A is an example of a cluster algebra which is finitely generated, but is not
locally acyclic.
11.6. A locally acyclic, non-surface cluster algebra. Let Q be the quiver in
Figure 15, and A = A(Q).
This quiver (called X6) was introduced by Derksen and Owen in [DO08] as an
example of a mutation-finite quiver which does not come from a surface.
Proposition 11.18. A is not acyclic, but is locally acyclic.
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Figure 15. X6
Proof. The five quivers mutation-equivalent to Q can be found in [DO08, Proposi-
tion 4]; each contains a cycle. Local acyclicity is shown by the Banff algorithm in
Figure 1. 
Remark 11.19. The related X7 quiver of Derksen and Owens (Figure 16) has no
covering pairs and is not locally acyclic. This can be verified by checking the two
possible quivers obtained by mutation have no sinks or sources.
Figure 16. X7
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