Introduction
Satellite image analysis is a key role for detecting land use/cover changes in different biomes. The extensive amount of remote sensing data, combined with information from ecosystem models, offers a good opportunity for predicting and understanding the behavior of terrestrial ecosystems (BORIAH, 2010) . As satellite products have a repetitive data acquisition and its digital format is suitable for computer processing, remote sensing data have become the main source for application of change detection and observation of land use and land cover during the last decades (LAMBIN and LINDERMAN, 2006) .
If the image analysis is performed using only pixelwise techniques, inherent information of the objects in the scene are discarded, such as shape, area and statistical parameters. In order to exploit this information, there are segmentation algorithms, which partition images into regions whose pixels present similar properties (BLASCHKE, 2010; BINS et al., 1996) . Using a homogeneity criterion between the image pixels, the identified segments are treated as regions from which features can be extracted to be used in the image analysis. Consequently, the result of segmentation process reduces the volume of data to be studied in the analysis, regarding the number of elements to be analyzed.
Several segmentation techniques applied in change detection are still derived from the traditional snapshot model (DEY et al., 2010) , that analyzes each time step independently. However, a thorough literature review revealed a record of few studies that adapted methods based on objects for applications with multitemporal data (THOMPSON and LEES, 2014) .
Change detection based on time series is advantageous compared to the pure observation of image sequences, since the series takes into account information regarding temporal dynamics and changes in the landscape rather than just observing the differences between two or more images collected on different dates (BORIAH, 2010) . Continuous observations from remote sensors provide high temporal and spatial resolution imagery, and better remote sensing image segmentation techniques are mandatory for efficient analysis (SCHIEWE, 2002; DEY et al., 2010) . Nonetheless, a large amount of temporal data has been generated over the past years, which forces the remote sensing community to rethink processing strategies for satellite time series analysis and visualization (FREITAS et al., 2011) .
In this paper, we describe a segmentation method applied to time series of Earth Observation data. The method integrates regions in order to detect objects that are homogeneous in space and time. This approach aims to overcome the limitations of the snapshot model, adapting the well-known segmentation method based on spatial region growing (ADAMS and BISCHOF, 1994) . Study cases were conducted using time series of MODIS and Landsat-8 OLI scenes by applying spatio-temporal segmentation using the Dynamic Time Warping measure (SAKOE and CHIBA, 1971) as the homogeneity criterion. This paper is an extended version of Costa et al., (2017) , presented in XVIII Brazilian Symposium on GeoInformatics (GEOINFO 2017).
Remote Sensing Image Segmentation
One of the first steps in every remote sensing image analysis, segmentation is a basic and critical task in image processing whereby the image is partitioned into regions, also called objects, whose pixels are similar considering one or more properties (HARALICK and SHAPIRO, 1985) .
Overall, it is expected that the objects of interest are automatically extracted as a result of segmentation. Features can be extracted from these objects and used later for data analysis.
However, segmentation algorithms generally do not yield a perfect partition of the scene, producing segments that divide the targets of interest into several regions (over-segmentation) or generate regions containing more than one target (under-segmentation). By applying segmentation methods for remote sensing data, both aforementioned results may happen within a single scene, depending on the heterogeneity of the objects that are taken into account (SCHIEWE, 2002) . In addition, many segmentation algorithms are directed to a simplified class of problems or data. Errors and distortions in the segmentation process are reflected in the subsequent steps, including classification.
The region growing algorithm (ADAMS and BISCHOF, 1994 ) is one of the most applied segmentation techniques in remote sensing image processing. The method groups pixels or sub-regions into larger regions depending on how they are similar or not, using some similarity criteria. The technique starts with a set of pixels called seeds and, from them, grows regions by adding neighbor pixels with similar properties.
Parameters tuning and threshold definitions in region growing segmentation are key steps due to their direct influence on the accuracy of the output. For example, if the difference between the seed pixel and its neighbor pixel values is less than a given threshold (usually defined as similarity threshold), the neighbor pixel is considered similar and it is added to a region. This value supports the user to control the segmentation result in an interactive way, depending on the goal and study area (OLIVEIRA, 2002) .
Furthermore, it is reported that there is not an optimal parameters tuning, since it depends on the image type, land cover, the period in which the data was collected and research purposes. For instance, the similarity threshold is reached after several tests among possible combinations of the algorithm. The tests continue until the result of the segmentation is suitable for a particular purpose (OLIVEIRA, 2002) .
Many of the recent segmentation processes have paid attention to high image spatial resolutions whereas, so far, there are few studies adapted to multitemporal data (THOMPSON and LEES, 2014) . Most of the change detection analysis uses the well-known snapshot model (HARALICK and SHAPIRO, 1985) , observing only the differences between discrete dates (DEY et al., 2010; DURO et al., 2013; GÓMEZ et al., 2011) . Additionally, most of the multitemporal analysis performs inferences about the nature of the changes after the image processing, that is, the understanding of the phenomenon changes is inferred by measuring the number and the magnitude of the observed differences in the objects after the change.
Some change detection techniques aim at performing the segmentation generating one output for each instant of time and then comparing the region changes over time (IM et al., 2008; NIEMEYER et al., 2008; GÓMEZ et al., 2011) . In other studies, the objects are defined in the first image, and then their differences are analyzed in subsequent image (BLASCHKE, 2005; PAPE and FRANKLIN, 2008; DURO et al., 2013) .
Another approach has included the time as an additional factor within the segmentation, being used with the spatial and spectral image features (THOMPSON and LEES, 2014) . However, many studies that apply this segmentation approach have used a limited number of multitemporal images (BONTEMPS et al., 2008; DESCLÉE et al., 2006; DRĂGUŢ et al., 2010; DRĂGUŢ et al., 2014) and they did not make use of time series of high temporal resolution images (DEY et al., 2010) . A direct characterization of changes in a phenomenon requires that the observations are done during the change process (THOMPSON and LEES, 2014) , which can be exploited through high temporal resolution images. 
Dynamic Time Warping
Dynamic Time Warping (DTW) is one of the most used measures to quantify the similarity between two time series (PETITJEAN et al., 2012) .
Originally designed to treat automatic speech recognition (SAKOE and
GeoInformatics", 2018. pp. 1779 -1801. CHIBA, 1971; SAKOE and CHIBA, 1978) , DTW measures the optimal global alignment between two time series and exploits temporal distortions.
The choice for a good similarity measure plays a key role since it defines the way to treat the temporality of data. The main change detection analysis in remote sensing images consists in comparing the data to estimate the similarity between them (PETITJEAN et al., 2011) . In many cases, the similarity is computed using a distance measure observing two instances.
Among the known distances, DTW has the ability to realign two time series, so that each element of the first series is associated with at least one of the second series. With DTW, two time series out of phase can be aligned in a nonlinear form (Figure 2 ). Providing the cost of this alignment, DTW highlights similarities that the Euclidean distance is not able to capture, comparing shifted or distorted time series (PETITJEAN et al., 2011) . 
Methodology
The proposed spatio-temporal segmentation by region growing is diagrammed in Figure 3 The core of our methodology is using DTW distance as the homogeneity criterion for growing regions in the study cases. These time series were used in DTW calculation between the seeds and its neighboring pixels. The segmentation algorithm was written using R language.
For the acceptance or rejection of a given threshold in a remote sensing image segmentation result, the resulting segments were compared with a remote sensing image at the same location of the scene in the end of the time series. The seed set, processing order and location of the seeds were set randomly by the algorithm. The segmentation result can also be visually compared with a reference map, previously set by photo-interpretation.
Results and Discussion
Our technique is used to evaluate two central-western areas in Brazil.
The first test is conducted using NDVI MODIS scenes, with spatial resolution of 250 m. The study area is located in the state of Mato Grosso (MT) and covers 250,000 km 2 , as illustrated in Evaluating the segmentation result is difficult because there is no standard assessment techniques (EECKHAUT et al., 2012) . For this test, we compared the segmentation result to a Landsat-8 image, evaluating the output based on photointerpretation of the satellite image. As shown in Figure 5 , the segmentation distinguished regions corresponding to native vegetation, croplands and urban areas. Visually, the image objects represented similar-sized groups of geo-objects, such as trees, residential areas and agricultural fields.
In the second test, the study area covers a central area in the state of In this test, we use 10 reference polygons as ground truth provided by Brazilian Agricultural Research Corporation (EMBRAPA) (BRAZIL, 2011) .
This subset of 10 polygons were chosen because they were regions with homogeneous properties in the described period, also according to information provided by EMBRAPA (see Table 1 ). The similarity threshold was chosen so that the agricultural, pasture and forest areas could be separated from the other neighboring targets.
Also, in this experiment, the similarity threshold was defined empirically, as 0.045. The processing time was 183 seconds. The segmentation result is shown in Figure 7 . Visually, the proposed method was able to create similar-shaped segments compared to the reference polygons. To evaluate this result, the segmented regions were visually compared to reference polygons. Visually, the segmented polygons represented regions of similar size to the reference polygons P3, P4, P5, and F1. However, the segmented polygon that corresponds to P1 presented similar behavior to its neighboring polygon during the two analyzed years. The algorithm considered the two polygons as a single area with homogeneous properties in the observed period. A similar case occurred with polygons A1 and A4. As can be seen in Table 1 , the two areas have the same type of land use, differing only in the harvest (2014/2015) . The method considered the two areas as a single region.
However, the references A2 and A3 were the ones that most diverged from the algorithm result, since each one of them were separated into two distinct regions. In order to compare the efficiency of DTW distance in handling noisy data, the proposed method is compared with segmentation results that used other metrics as criterion of homogeneity. The segmentation results are generated using Manhattan (Figure 8 ) and Euclidean distances (Figure 9) instead of applying DTW as homogeneity criterion, using the same seed set.
The similarity threshold was reached using the same seed set and processing order of the seed in all tests. The similarity thresholds are also defined empirically, in this case set to 2.4 and 0.6 for Manhattan and Euclidean results, respectively. Visually, the proposed method (using DTW) is able to create better segments compared to the results using Manhattan and Euclidean distances. It can be seen clearly, especially the segmented polygons that corresponds to F1, that the segmentation using other distances over-segmented the labeled references in comparison with the proposed method. Most of sliver polygons are derived from cloud cover presence in Landsat-8 images, which demonstrates the effectiveness of the DTW distance in treating temporal and noisy data in comparison with the other distances.
Both tests are encouraging and demonstrate the potential of the proposed spatio-temporal segmentation in dealing with time series generated by images of different sensors and spatial resolutions. However, one factor that reduces the quality of the segments is the noise in the time series derived from cloud cover, especially in the second test with Landsat-8 OLI scenes.
Once the proposed method is based on region growing technique, the algorithm contains some disadvantages. Different seed sets, for example, cause different results in segmentation. In addition, DTW calculation demands a high computational cost.
Conclusion
In this paper, we proposed a multitemporal methodology for segmentation. The use of efficient segmentation algorithms represents an important role because they provide homogeneous regions in space-time and hence simplify the data set. In addition, the spatio-temporal segmentation 
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