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Abstract
A basic problem in machine learning is to find a mapping f from a low dimensional latent
space to a high dimensional observation space. Equipped with the representation power of
non-linearity, a learner can easily find a mapping which perfectly fits all the observations.
However such a mapping is often not considered as good as it is not simple enough and
over-fits. How to define simplicity? This paper tries to make such a formal definition of
the amount of information imposed by a non-linear mapping. This definition is based on
information geometry and is independent of observations, nor specific parametrizations. We
prove these basic properties and discuss relationships with parametric and non-parametric
embeddings.
1 Introduction
A basic problem in machine learning is to derive a non-linear mapping, sometimes referred to as
an embedding, so as to find latent representations of the observed data.
A commonly seen embedding is a non-linear mapping fθ parametrized by a multilayer
perceptron, which applies identical non-linear transformation to each row xi of a coordinates
matrix Xn×m and obtain Yˆn×d, where a row is yˆi = fθ(xi). Then Yˆn×d is aligned with a given
Yn×d based on a dissimilarity measure D with respect to (wrt) an embedding geometry. The
paradigm to optimize fθ is given as follows:
Yn×d ↘
Xn×D
θ−→ Yˆn×d → D(Yˆ : Y ) (embedding geometry)
Another type of embedding is based on pairwise proximities. A distance matrix DXn×n (DYn×n)
or a similarity matrix PXn×n (P Yn×n) is computed for the input (output) space. Then these pairwise
information is preserved by aligning the corresponding matrices. The paradigm becomes:
Yn×d
embedding geometry−−−−−−−−−−−−−→DYn×n normalize−−−−−−→P Yn×n↘↑θ D(PX : P Y )
Xn×m
input geometry
DXn×n
normalize PXn×n↗ (information geometry)
where the dashed arrows means optional components. The learned Y can be either free or
parametrized by a neural network transformation of X (see e.g. [5]). The squared distance
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matrix DYn×n and DXn×n (or kernel Gram matrix) can be computed based on certain assumptions
of the underlying geometry. Then it can be transferred to positive similarity measures P Yn×n
and PXn×n through a mapping, e.g. pij = exp(−dij). The cost D is usually measured by some
information theoretic disagreement between P Yn×n and PXn×n. This framework spawned a family
of methods [10, 7, 20, 4] (most of which can be referred to as “neighbourhood embeddings”), which
give state-of-the-art performance in non-linear dimensionality reduction and data visualization.
In these related works, three geometries are involved: (data geometry) the usually high
dimensional observation space enclosing X denoted as X ; (embedding geometry) the embedding
space of Y denoted as Y ; (information geometry) the model space, such as the space of pair-wise
probability matrices P Yn×n. It is a fundamental and unsolved problem on how these geometries
interacts and affects learning, and which one of these geometries is intrinsic and can be uniquely
defined. Past works on manifold learning [10] and metric learning [13] tries to define a “data
manifold”. However a “standard solution” is still to be discovered.
This paper aims at a conceptual and theoretical contribution on this basic problem: “what is
a complexity/simplicity of the embedding f between X and Y”? We will try to define the amount
of information carried by a non-linear mapping based on information theoretic quantities. We
made the following contributions
• A formal definition of α-discrepancy that can be used to measure the information carried
by a mapping f : Y → X ;
• Proof of its invariance and other basic properties;
• Analysis to show that neighbourhood embeddings converge to the optimal α-discrepancy as
the sample size n→∞;
• Analysis of autoencoders and pull-back metrics.
In the rest of this paper, we first review some basics of information geometry (section 2); then
we formally define the α-discrepancy of an embedding (section 3) and prove its basic properties;
then we show how it connects with existing learning methods such as the neighbour embeddings
(section 4); we discuss possible extensions (section 5) and concludes (section 6).
2 Information geometry and α-divergence
Information geometry [2] is a discipline where information theoretic quantities are endowed with
a geometric background, so that one can study the “essence of information” in an intuitive way.
It has broad connections with statistical machine learning [1, 19, 22].
As an important concept in information geometry, the α-divergence [2] is a uni-parametric
family of divergence (dissimilarity that is asymmetric and disobeying triangle inequality). It
measures the dissimilarity between two given positive measures (that are not necessarily normalized
into probability distributions) p and q as
Dα(p : q) =
1
α(1− α)
∫ [
αp(y) + (1− α)q(y)− pα(y)q1−α(y)] dy (1)
for α ∈ < \ {0, 1}. If p and q are normalized, then eq. (1) is simplified to
Dα(p : q) =
1
α(1− α)
[
1−
∫
pα(y)q1−α(y)dy
]
. (2)
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Figure 1: The basic subjects in this paper: a mapping f and two Riemannian manifolds Y and X .
It is easy to show from L’Hôspital’s rule that
lim
α→1
Dα(p : q) = KL(p : q) =
∫ [
p(y) log
p(y)
q(y)
− p(y) + q(y)
]
dy
is the KL divergence, and limα→0Dα(p : q) = KL(q : p) is the reverse KL divergence. Therefore α
divergence is extended to α ∈ <, encompassing KL, reverse-KL along with several commonly-used
divergences [2]. We can easily verify that Dα(p : q) ≥ 0, with Dα(p : q) = 0 if and only if p = q.
The α-divergence has wide applications in machine learning. See e.g. [17, 15] for recent examples.
We need the following property of α-divergence in our developments.
Lemma 1 (auto-normalizing). Given a probability distribution p(y) and a positive measure s(y),
the optimal γ ∈ (0,∞) minimizing Dα(p : γs) has the form
γ? =
(∫
pα(y)s1−α(y)dy∫
s(y)dy
)1/α
,
and the corresponding divergence reduces to
Dα(p : γ
?s) =
1
1− α
[
1−
(∫
pα(y)q1−α(y)dy
)1/α]
, (3)
where q(y) = s(y)/
∫
s(y)dy is the normalized density wrt the positive measure s(y).
Remark 1.1. For a given α, minimizing Dα(p : γs) wrt γ and certain parametric forms of
p and s is equivalent to minimizing Dα(p : q) as both problem has exactly the same solution,
and they all reduce to optimize (minimize or maximize depending on α) the Hellinger integral∫
pα(y)q1−α(y)dy.
Therefore γ plays the role of an “auto-normalizer” in the parametrization. If y = i is a discrete
random variable, then minimizing Dα(p : γs) boils down to minimizing the α-divergence between
pi and the normalized similarity qi = si/
∑
i si.
3 α-discrepancy of an embedding
How to measure the amount of imposed information, or complexity, of a mapping f : Y → X
between two manifolds Y and X , in such a way that is independent to the observations? This is
a fundamental problem in information science and learning. For example, the central problem
in dimensionality reduction is to find such a “good” mapping f , that not only fits well the
observations but is also somehow simple. In this case, f is from a latent space Yd, which is
usually a low dimensional Euclidean space1, to a data manifold XD (d D), which is usually a
1A manifoldM of dimension d is denoted byMd, where the superscript can be omitted.
3
high dimensional space. As an example, the “index mapping” i→ xi is not usually considered as
“good” for dimensionality reduction, because all information of xi is carried by the highly curved
f rather than by the corresponding embedding points.
α-discrepancy
In this section, we will define such an intrinsic loss and discuss its properties. For the convenience
of analysis, we made the following assumptions:
¶ The latent space Y is a smooth manifold endowed with a positive similarity sy0(y): Y2 → <+,
where y0 is a reference point and ∀y0,
∫
sy0(y)dy <∞. This measure is usually isotropic
and in simple closed form.
· X is equipped with a Riemannian metric2 M(x);
¸ there exists a smooth embedding3 f : Y → X , whose Jacobian J has full column rank
everywhere on Y4. Therefore we exclude neural network architectures which reduce Y’s
dimensionality in some hidden layer between Y and X .
¹ The following generation process: A latent point y0 is drawn from a prior distribution U(y)
defined on Y. Its corresponding observed point is x0 = f(y0) ∈ X . This U(y) can be
Gaussian, uniform, etc. In order to define the uniform distribution, the volume of Y must
be finite, and the probability measure is given by the Riemannian volume element. This is
a minor technical issue as we choose Y be a ball with a large enough radius.
The mapping f : Y → X induces a Riemannian geometry of Y, given by the pull-back
metric [11] M(y0) = J>M(x0)J , where J = J(y0) = ∂x∂y |y=y0 is the Jacobian matrix at y0 and
is abused here to ignore its dependency on y0. Informally, it means that the geometry of Y is
based on how Y is curved “inside” X following the embedding f . Such a pull-back metric was
used in machine learning [13, 19].
In order to apply information geometric measurements, we consider a probability density
defined wrt this induced geometry, given by py0(y) = G(y |y0, J>M(x0)J), where G(· |µ, Σ)
denotes the multivariate Gaussian distribution centered at µ with precision matrix Σ. As the
Gaussian distribution is a local measure on Y , we can consider py0(y) as a soft neighbourhood of
y0 on Y. Here we define similarities based on a given Riemannian metric, which is the reverse
treatment of inducing metrics based on kernels (see 11.2.4 [2]).
On the other hand, by assumption ¶ the latent space is endowed with a positive similarity
measure sy0(y), whose typical choices can be sy0(y) = exp(− 12‖y− y0‖2) or sy0(y) = 11+‖y−y0‖2 .
Both of those choices are isotropic and decreasing as the distance ‖y − y0‖ increases. Such a
measure implicitly defines a geometric structure of Y.
We try to align these two geometries by comparing these local positive measures py0(y) and
sy0(y), which can be gauged by the α-divergence introduced in section 2, which is a “distance”
between positive measures. Essentially we measure how Y’s pull-back geometry is different from
its intrinsic geometry. Therefore the imposed information of f : Y → X can be defined as follows.
2Informally, a Riemannian metric [11] is an inner product varying from point to point and the geometry is not
“uniform” on such curved spaces.
3In Riemannian geometry the “embedding” is from the low dimensional Y to the high dimensional X , but not
the other way round. This is slightly different the term “embedding” in machine learning.
4Such an embedding is called an “immersion” [11].
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Definition 2 (Embedding α-discrepancy). With respect to the assumptions ¶, ·, ¸ and ¹, the
α-discrepancy of f : Y → X is
Dα(f) = Ey0∼U(y)
[
inf
γ(y0)
Dα(py0 : γ(y0)sy0)
]
. (4)
As Dα(f) is measured against the embedding f : Y → X instead of two probability measures,
we use the term “discrepancy” instead of “divergence”. We call y0 the reference point. U(y) gives
some prior weights to y0 ∈ Y so that Dα(f) is a weighted average of the point-wise discrepancy
infγ(y0)Dα(py0 : γ(y0)sy0). It is obvious from the non-negativity of α-divergence that Dα(f) ≥ 0.
According to lemma 1, minimizing Dα(py0 : γ(y0)sy0) is equivalent to minimizing Dα(py0 :
qy0). If sy0(y) = exp
(− 12‖y − y0‖2) and qy0(y) is the standard Gaussian distribution shifted
to y0, then minimizing Dα(f) is equivalent to aligning the induced metric J>M(x0)J to I,
when Dα(f) will achieve its minimal value 0. Therefore we have the following basic property of
α-discrepancy.
Proposition 3. Assuming that sy0(y) = exp
(− 12‖y − y0‖2), then any isometric embedding
f : Y → X is an optimal solution of minf Dα(f).
The proof is straightforward by noticing that an “isometric embedding” is defined by such
mappings where the induced metric J>M(x0)J is everywhere equivalent to the intrinsic metric I.
To gain some intuitions of Dα(f), consider the special case that dim(X ) = dim(Y) and f is a
change of coordinates, then minimizing Dα(f) will find a “good” coordinate system where the
metric J>M(x0)J is best aligned to identity. Consider M(x) is non-isometric and is small along
the directions of the data point cloud [13], then minimizing the α-discrepancy means to transform
the coordinate system so that the unit ball is like a “pancake” along the data manifold.
The α-divergence belongs to the broader f -divergence [8] family and therefore inherits the
primitives. By the invariance of f -divergence [2], its value does not change with respect to
coordinate transformation of the support. We have the following property of definition 2.
Proposition 4. Dα(f) is invariant wrt any re-parametrization of the observation space X or
the latent space Y.
Indeed, consider the observation space is re-parametrized to a new coordinate system, where the
Jacobian x→ x′ is given by Jx. Then the pullback metric becomes M(y0) = J>J>x M(x′0)JxJ =
J>M(x0)J . Therefore, the α-discrepancy is an intrinsic measure solely determined by f , U and
the geometry of X and Y and is regardless of the choice of the coordinate system.
In order to examine the analytic expression of the α-discrepancy, we have the following
theorem.
Theorem 5. If sy0(y) = exp
(− 12‖y − y0‖2) and qy0(y) = G(y |y0, I), then
Dα(py0 : qy0) =
1
α(1− α)
[
1− |J
>M(x0)J |α/2
|αJ>M(x0)J + (1− α)I|1/2
]
.
In particular,
D0(py0 : qy0) = −
1
2
log |J>M(x0)J |+ 1
2
tr
(
J>M(x0)J
)− d
2
,
D1(py0 : qy0) =
1
2
log |J>M(x0)J |+ 1
2
tr
(
(J>M(x0)J)−1
)− d
2
.
If sy0(y) = 1/
(
1 + ‖y − y0‖2
)
, then
D1(py0 : qy0) ≈
1
2
log |J>M(x0)J |+ tr
(
(J>M(x0)J)−1
)
+ constant.
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The proof is not difficult from the definition of α-discrepancy. Note for the second case, we
need the approximation log(1 + x) ≈ x for small enough x, which is from L’Hôspital’s rule.
Remark 5.1. If sy0(y) = exp
(− 12‖y0 − y‖2), it is easy to see that Dα(py0 : qy0) is a dissimi-
larity measure between J>M(x0)J and I, while D0(py0 : qy0) and D1(py0 : qy0) simply reduce to
the LogDet divergence [6], up to constant scaling and shifting, between two psd matrices A and B:
LogDet(A,B) = tr(AB−1)− log |AB−1|.
In the case sy0(y) = 1/
(
1 + ‖y − y0‖2
)
, D1(py0 : qy0) is the LogDet divergence between 2I and
J>M(x0)J up to constant scaling and addition.
Empirical α-discrepancy
In theorem 5, Dα(f) has to be computed based on the Jacobian matrix J , which could be
difficult to obtain in practice. However, the original definition 2 is designed in such a way that
Dα(f) can be easily approximated by Monte Carlo sampling. We first draw m reference samples
{yi0}mi=1 ∼ U(y). If we already have a set of observed points {xi}mi=1 whose latent points are
{yi}mi=1, then we can simply use the empirical distribution so that U(y) = 1m
∑m
i=1 δ(y − yi),
where δ(·) is the Dirac delta function.
For each of these references, we draw a set of n neighbours {yij}nj=1 ∼ Ri(Y), where Ri(Y) is
a reference probability distribution. Therefore
Dα(f) ≈ 1
m
m∑
i=1
min
γi
Hα(y
i
0),
Hα(y
i
0) =
1
n
n∑
j=1
[
1
1− α
pyi0(y
i
j)
Ri(yij)
+
γisyi0(y
i
j)
αRi(yij)
−
pα
yi0
(yij)γ
1−α
i s
1−α
yi0
(yij)
α(1− α)Ri(yij)
]
, (5)
where “≈” becomes “=” when n→∞ and m→∞ by the large number law. This holds regardless
of the choice of the reference distribution Ri(Y). However different Ri(Y) may result in different
variance of Hα(yi0). Let
pˆyi0(y) =
pyi0(y)
Ri(y)
, sˆyi0(y) =
syi0(y)
Ri(y)
.
Then we have
Hα(y
i
0) =
1
n
n∑
j=1
[
1
1− αpˆyi0(y
i
j) +
1
α
γisˆyi0(y
i
j)−
1
α(1− α) pˆ
α
yi0
(yij)γ
1−α
i sˆ
1−α
yi0
(yij)
]
. (6)
The above eq. (6) is the α-divergence between the two discrete positive measures {pˆyi0(yij)}nj=1
and {γisˆyi0(yij)}nj=1. As {yij} ∼ Ri(y), we have that if n→∞ then
1
n
n∑
j=1
pˆyi0(y
i
j)→
∫
Ri(y)pˆyi0(y
i
j)dy =
∫
Ri(y)
pyi0(y)
Ri(y)
dy = 1
We can simply choose Ri(y) = pyi0(y) so that the first term in eq. (6) has the smallest variance.
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Therefore we get
Hα(y
i
0) =
1
1− α +
1
n
n∑
j=1
[
1
α
γisˆyi0(y
i
j)−
1
α(1− α) pˆ
α
yi0
(yij)γ
1−α
i sˆ
1−α
yi0
(yij)
]
=
1
1− α +
1
n
n∑
j=1
1
pyi0(y
i
j)
[
1
α
γisyi0(y
i
j)−
1
α(1− α)p
α
yi0
(yij)γ
1−α
i s
1−α
yi0
(yij)
]
, (7)
where {yij}nj=1 are sampled from the distribution pyi0(y). The above eq. (7) can be easily extended
to the following limit cases (see appendix for proof):
H0(y
i
0) = 1 +
1
n
n∑
j=1
1
pyi0(y
i
j)
[
−γisyi0(yij) + γisyi0(yij) log
γisyi0(y
i
j)
pyi0(y
i
j)
]
, (8)
H1(y
i
0) = −1 +
1
n
n∑
j=1
1
pyi0(y
i
j)
[
γisyi0(y
i
j) + pyi0(y
i
j) log
pyi0(y
i
j)
γisyi0(y
i
j)
]
. (9)
We call the estimation in eqs. (7) to (9) the empirical α-discrepancy.
Different values of α
It is well known (see e.g. [9]) that the minimization of the α-divergence will present different
properties wrt different values of α. In our case, qyi0 is fixed and does not contain free parameters.
Minimizing Dα(pyi0 : qyi0) with α → −∞ will make qyi0 fitting a mode of pyi0 . In other words,
the contractive mappings Y → X are favored. On the other hand, if α → ∞, qyi0 will try to
cover the support of pyi0 . In other words, such mappings which covers the data distribution is
favored. Note, when α = 0 the α-divergence becomes the Hellinger distance, which is a bounded
metric. It maybe favored when as it is well defined for pyi0 = 0 or qyi0 = 0, and therefore has
better numerical stability.
4 Connections to Existing Methods
In this section we show that learning based on the α-discrepancy encompasses some well-studied
techniques, and thus we uncover a hidden connection in between those existing methods.
Neighbourhood Embeddings
Without loss of generality, we consider H1(yi0) in the empirical α-discrepancy discussed in section 3.
We made further assumptions that
º pyi0(y
i
j) is already given and does not contain free parameters.
After abandoning all constant additions and multiplications, we get the cost function
E1(y
i
0) = −
n∑
j=1
log γisyi0(y
i
j) + γi
n∑
j=1
syi0(y
i
j)
pyi0(y
i
j)
. (10)
By differentiating the rhs wrt γi, it is clear that the optimal γi is given by
γ?i =
∑n
j=1 pyi0(y
i
j)∑n
j=1 syi0(y
i
j)
.
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Plugging γ?i into eq. (10) we get
E1(y
i
0) = −
n∑
j=1
pyi0(y
i
j) log
syi0(y
i
j)∑n
i=1 syi0(y
i
j)
+ constant, (11)
which, depending on the parametric form of syi0(y
i
j), is exactly the cost function of stochastic
neighbour embedding (SNE) [10] or t-SNE [20]. If {yij} are free points on Y, the first term in
eq. (10) imposes an attraction strength between {yij} and yi0 as it tries to maximize the similarity
syi0(y
i
j). The second term is a sample-independent background repulsion [4], in the sense that it
does not depend on the input pyi0(y
i
j). On the other hand, if we consider γ as a hyper-parameter
which is set by hand, eq. (10) becomes elastic embedding (EE) [4], where γ
∑n
j=1 syi0(y
i
j) is a
“hand-crafted” repulsion term. In eq. (10), if we replace D1 with Dα, where α is considered
as a hyper-parameter instead of fixed to 1, then we get neighbour embeddings based on the
α-divergence [21, 14, 22]. This may further extend to broader families of embeddings [17].
In practice, we only get assess to a set of observed samples {xi}. Minimizing the empirical
α-discrepancy can be implemented by re-using each xi as the reference point xi0, and using all the
other samples as the neighbours, and then minimizing the expected value of E1(yi0) in eq. (10).
We need further approximations to evaluate the input pyi0(y
i
j). Let M(xi0) = λiI, then
pyi0(y
i
j) ∝ exp
(
−1
2
(yij − yi0)>J>M(xi0)J(yij − yi0)
)
≈ exp
(
−λi
2
‖xi0 − xij‖2
)
.
based on the approximation J(yij − yi0) ≈ (xi0 −xij). If n is finite, λi = λi(ρ) is computed by line
searching to make pˆyi0 satisfy a prescribed entropy, or “perplexity” ρ, as stated in assumption
». Given ρ, the approximation becomes accurate if n→∞. The treatment in » is important
for SNE’s cost function converging to α-discrepancy. When n→∞, it forces λi →∞, and the
distance measurement on X and Y is local. The similarities pyi0(y
j
i ) on Y measured by J>M(xi0)J
is exactly the similarity on X measured by M(xi0).
Theorem 6. If the sample size n→∞ and all samples are generated by the uniform distribution
U(Y), then the cost function of SNE (KL on the simplex) converges to the α-discrepancy given by
D1 in theorem 5, up to constant scaling and shifting.
As SNE is a non-parametric method, it will optimize the Jacobian matrix of an implicit
mapping, (or parameter mapping if the parametric approach is applied [5]) to force J>J to be
close to I. By theorem 5, t-SNE will force the implicit mapping f to have J>J → 2I. By noting
the Riemannian volume element [11] is given by
√
|J>J |, we got a more intrinsic explanation of
t-SNE providing more “volume” to accommodate the embedding points.
Auto-encoders
Various auto-encoder networks try to learn both an embedding fθ : Y → X (the decoder) and its
corresponding projection gϕ : X → Y (the encoder), so as to represent a set of observations {xi}.
We have the following theorem, which is important for understanding the intrinsic geometry of
autoencoders.
Theorem 7. Assume ¶,·,¸ are true. In any autoencoder network X g−→ Y f−→ X , the decoder f
induces a Riemannian metric in the latent space Y, given by M(y) = J>f M(x)Jf ; the encoder
g : X → Y induces a Riemannian metric in the data manifold Z = X/ ∼g (defined as the quotient
space wrt the equivalent relation ∼g: two points in X are projected into the same point in Y
following g) given by M(z) = J>g M(y)Jg.
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Note that similar analysis was done [19, 3] with different settings. Theorem 7 is straightforward
from the definition of pull-back metrics. Note f has to be smooth (infinitely differentiable) and
therefore is not satisfied by ReLU networks [16].
Let’s assume the input space X is Euclidean and M(x) = I, ∀x ∈ X . The decoder-induced
metric is simply J>f Jf . Previous works on regularizing autoencoders [18] based on Jacobian
matrix can therefore be connected with our definition. In the general case, minimizing the
α-discrepancy will push J>f M(x)Jf to I up to constant scaling, this will mainly penalize the
Jacobian of the mapping that is orthogonal to the data manifold, where the metric M(x) has
a large value (think M(x) as a precision matrix of the Gaussian “pancakes”). This agrees with
existing approaches [18].
As a popular deep generative model, variational autoencoders [12] learns a parametric model
pθ(x,y) by minimizing a variational bound, which is equivalent to minimizing the KL divergence
(or α-divergence as in [15]) between the true posterior distribution pθ(y |x) and a parametric
variational distribution qϕ(x |x). We have the following theorem to connect pull-back metric
with the Bayesian rule.
Theorem 8. Consider a generative model given by p(x,y), where p(y) is a smooth density on
Y. If p(x |y) = G(x | f(y), λI) is the Gaussian distribution on the Riemannian manifold X 5,
then as λ→∞ (the conditional distribution p(x |y) tends to be deterministic), then the Bayesian
posterior distribution is given by p(y |x) = G(y | f−1(x), λI), where the Gaussian distribution is
defined wrt the pull-back metric J>f M(x)Jf .
Note log p(x,y) = log p(y)− λ2 (x− f(y))>M(x)(x− f(y)). As the second term on the rhs.
will dominate as λ→∞, the above theorem is simple to prove. In this special case, minimizing
the α-divergence of the posterior p(x |y) with a prior distribution is very close to minimizing the
α-discrepancy.
In general, variational autoencoders are mainly used to learn a generative model, and the
variational bound highly depends on the assumptions of the priors. Comparatively, the proposed
α-discrepancy is an intrinsic loss function, which is independent to observations and specific
parametrizations.
5 Extensions
Essentially, the proposed embedding α-discrepancy measures how “far” an embedding f : Y → X
is from an isometry, when the α-discrepancy achieves 0. We can further extend its definition to
measure how “far” an embedding is from a conformal mapping. We have the following definition
Definition 9 (Conformal α-discrepancy). With respect to the assumptions ¶, · and ¸, the
conformal α-discrepancy of f : Y → X is
Cα(X ,Y, f) = Ey0∼U(Y)
[
inf
γ(y0),λ(y0)
Dα
(
py0 : γ(y0)sy0,λ(y0)
)]
. (12)
where sy0,λ(y0)(y) = exp
(
−λ(y0)2 ‖y − y0‖2
)
.
Here each point y0 ∼ U(Y) has a free parameter λ(y0) to align the two densities. Consider
M(x) = I, then Cα(X ,Y, f) = 0 iff J>J is I up to scaling, meaning that f is a conformal
5 A Gaussian distribution G(x |µ, λI) on a Riemannian manifold X has the density G(x |µ, λI) =
1
Z
exp
(
−λ
2
(x− µ)>M(µ)(x− µ)
)
, where Z =
∫
X exp
(
−λ
2
(x− µ)>M(µ)(x− µ)
)
dx.
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mapping. Such a definition is useful to explore theoretical objectives of conformal manifold
learning.
Consider the empirical α-discrepancy in section 3. We can choose the reference distribution
Ri(yij) = qyi0(y
i
j), then we have another approximation of definition 2 (as an alternative empirical
α-discrepancy):
Hα(y
i
0) =
1
α(1− α)
1
n
n∑
j=1
[
α
pyi0(y
i
j)
qyi0(y
i
j)
+ (1− α)−
(
pyi0(y
i
j)
qyi0(y
i
j)
)α]
. (13)
This approximation could be favored as yij is sampled according to a simple latent distribution,
e.g. a Gaussian distribution centered around yi0. This can be easily implemented by the re-
parametrization trick [12] as yij = yi0+, where  follows standard Gaussian distribution. Therefore
it leads to potential implementations based on state-of-the-art deep learning methods.
Notice that here we assume X and Y are both real vector spaces. In certain applications,
it may be reasonable to assume that X and/or Y is a statistical manifold (space of probability
distributions), such as the simplex ∆d = {∑d+1i=1 yi = 1; yi > 0,∀i}. The unique metric of
statistical manifold is given by the Fisher information metric. Thus we can extend the definition
of α-discrepancy by using such a geometry.
6 Conclusion
We studied the fundamental problem on how to measure the information carried by a non-linear
mapping between two manifolds. We defined the concept of α-discrepancy based on the geometry
of these two manifolds as well as information geometry. We showed that the definition is invariant
to re-parametrization and is therefore intrinsic. Both neighbourhood embeddings and deep
learning methods are connected with this concept. It provides theoretical insights and leads to
new methods.
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In the following we provide outline proofs of the theoretical results.
A Lemma 1
We have
Dα(p : γs) =
1
α(1− α)
∫ [
αp(y) + (1− α)γs(y)− pα(y)γ1−αs1−α(y)] dy. (14)
Therefore the optimal γ? can be obtained by solving
∂Dα(p : γs)
∂γ
=
1
α(1− α)
∫ [
(1− α)s(y)− (1− α)pα(y)γ−αs1−α(y)] dy = 0, (15)
which reduces to ∫
s(y)dy = γ−α
∫
pα(y)s1−α(y)dy. (16)
Therefore
γα =
∫
pα(y)s1−α(y)dy∫
s(y)dy
, (17)
and
γ =
(∫
pα(y)s1−α(y)dy∫
s(y)dy
)1/α
. (18)
From the above derivation, we have∫
γs(y)dy = γ1−α
∫
pα(y)s1−α(y)dy. (19)
Therefore eq. (14) becomes
Dα(p : γs) =
1
α(1− α)
∫
[αp(y) + (1− α)γs(y)− γs(y)] dy (20)
=
1
α(1− α)
∫
[αp(y)− αγs(y)] dy (21)
=
1
1− α
∫
[p(y)− γs(y)] dy (22)
=
1
1− α
∫ [
p(y)−
(∫
pα(y)s1−α(y)dy∫
s(y)dy
)1/α
s(y)
]
dy (23)
=
1
1− α
[
1−
(∫
pα(y)s1−α(y)dy∫
s(y)dy
)1/α ∫
s(y)dy
]
(24)
=
1
1− α
[
1−
(∫
pα(y)s1−α(y)dy
(
∫
s(y)dy)1−α
)1/α]
(25)
=
1
1− α
1−(∫ pα(y)( s(y)∫
s(y)
)1−α
dy
)1/α . (26)
13
B Theorem 5
px0(x) =
|M(x0)|1/2
(2pi)D/2
exp
(
−1
2
(x− x0)>M(x0)(x− x0)
)
p(y) =
|J(x0)M(x0)J(x0)>|1/2
(2pi)d/2
exp
(
−1
2
(y − y0)>J(x0)M(x0)J(x0)>(y − y0)
)
q(y) =
1
(2pi)d/2
exp
(
−1
2
‖y − y0‖2
)
Let β = 1− α, then
Dα(p : q) =
1
αβ
[
1−
∫
pαy0(y)q
β
y0(y)dy
]
=
1
αβ
[
1− |J(x0)M(x0)J(x0)
>|α/2
(2pi)d/2
× exp
(
− 1
2
(y − y0)>
(
αJ(x0)M(x0)J(x0)
> + βI
)
(y − y0)
)]
=
1
αβ
[
1− |J(x0)M(x0)J(x0)
>|α/2
|αJ(x0)M(x0)J(x0)> + βI|1/2
]
D0 and D1 is simple to prove based on the expression of KL and reverse KL.
To prove the case that sy0(y) = 1/(1 + ‖y − y0‖2), one need to note by Taylor’s expansion,
log sy0(y) = − log(1 + ‖y − y0‖2) ≈ −‖y − y0‖2, (27)
where the approximation becomes accurate when y → y0.
C Theorem 6
As n→∞,
By assumption f is smooth. Therefore as n → ∞, a fixed perplexity neighbourhood of x0
becomes an infinitesimal path on X . We have dx = Jdy, and thus
dx>M(x0)dx = dy>J>M(x0)Jdy. (28)
Therefore
pxi0(x
i
j) = pyi0(y
i
j). (29)
Plugging into eq.(5), we get the cost function of SNE, which is exactly the empirical α-discrepancy.
D Theorem 7
The proof is straightforward from the definition of pull-back metric.
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E Theorem 8
By assumption log p(y) is bounded. Therefore
log p(x,y) = log p(y) + log p(x |y) = log p(y)− λ
2
(x− f(y))>M(x)(x− f(y))>. (30)
If λ→∞, the second term will dominate. A Taylor expansion of f(y) as a linear function of y
yields the pull-back metric.
F Invariance of f-divergence
Any f -divergence in the form ∫
p(x)f
(
q(x)
p(x)
)
dx (31)
satisfies the invariance so that under coordinate transformation x → x′, the f -divergence is
invariant, and x′ is called a sufficient statistics.
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