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Abstract—Telecommunication networks make extensive use of
power amplifiers to broaden the coverage from transmitter to
receiver. Achieving high power efficiency is challenging and
comes at a price: the wanted linear performance is degraded
due to nonlinear effects. To compensate for these nonlinear
disturbances, existing techniques compute the pre-inverse of the
power amplifier by estimation of a nonlinear model. However,
the extraction of this nonlinear model is involved and requires
advanced system identification techniques.
We used the plant inversion iterative learning control algo-
rithm to investigate whether the nonlinear modeling step can be
simplified. This paper introduces the iterative learning control
framework for the pre-inverse estimation and predistortion of
power amplifiers. The iterative learning control algorithm is used
to obtain a high quality predistorted input for the power amplifier
under study without requiring a nonlinear model of the power
amplifier. In a second step a nonlinear pre-inverse model of the
amplifier is obtained. Both the nonlinear and memory effects
of a power amplifier can be compensated by this approach.
The convergence of the iterative approach, and the predistortion
results are illustrated on a simulation of a Motorola LDMOS
transistor based power amplifier and a measurement example
using the Chalmers RF WebLab measurement setup.
I. INTRODUCTION
To maximize their power efficiency current-day power am-
plifiers are most often operating close to saturation. This
introduces nonlinear disturbances in the amplified signals.
Such nonlinear disturbances introduce unwanted effects such
as: spectral spreading, intersymbol interference, and constel-
lation warping [1], [2]. Digital predistortion (DPD) allows to
linearize the overall system behavior by predistorting the input
of the amplifier such that the desired, linearized, output is
obtained.
The inversion of the response of a power amplifier is of
critical importance for power amplifier linearization using
DPD techniques. The two most common frameworks to obtain
an inverse model of an high frequency power amplifier are
the direct and the indirect learning architectures [3], [4]. The
direct learning architecture (DLA) estimates the pre-inverse
of the system directly [5]–[8], often using adaptive parameter
estimation routines. The indirect learning architecture (ILA)
first estimates the post-inverse of the system, which is used as
a pre-inverse in a second step [9].
This paper proposes a two-step approach instead. First,
iterative learning control (ILC) [10] is used to obtain the
predistorted input u(t) of the power amplifier. In a second
step a predistorter is estimated from the reference input r(t)
to the predistorted input u(t) of the amplifier. This approach
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Figure 1. Simplified DPD schematic: the reference signal r(t) is predistorted
by the DPD, resulting in the predistorted input signal u(t), such that the
desired output y(t) is obtained.
has the advantage that the pre-inverse estimation problem is
transformed to a standard nonlinear model estimation problem,
by applying the ILC algorithm first.
The ILC algorithm works on the signal level directly, it
is not necessary to use the adaptive nonlinear parameter
estimation approaches from the DLA framework (such as the
Least Mean Square (LMS) and Recursive Least square (RLS)
algorithms [8], [11]). Nor is it required to approximate the
pre-inverse of the system by its post-inverse as is the case in
the ILA framework [9].
Such an iterative approach has been employed before to
compensate for undesired memory effects that are present in
a power amplifier [12]. The resulting signals can be used to
act as references for adaptive control approaches, and give
an indication on the importance of the memory effects in the
power amplifier. Furthermore, an iterative approach can be
used to obtain compensated input signals on a symbol level
[13]: different blocks of input signal symbols are predistorted
using an iterative algorithm. Both approaches do not compute
an actual predistorter based on the iteratively predistorted sig-
nal, neither do they introduce the mature ILC framework from
the control community to obtain these predistorted signals.
In the remainder of this paper the DPD approach using
ILC is introduced first (Section II). A high-quality simulation
example in Section III, and the measurement example in
Section IV demonstrate the robustness and practical value of
the proposed approach. Finally, some conclusions are drawn
in Section V.
II. DPD USING ILC
A. Iterative Learning Control
Iterative learning control designs the input of a dynamic
system in an iterative way to lower the tracking error of
a repetitive task [10]. The ILC algorithm is visualized in
Figure 2. The output yj(t) of iteration j is subtracted from
the desired output yd(t) to obtain the tracking error ej(t) of
iteration j:
ej(t) = yd(t)− yj(t). (1)
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2Figure 2. Iterative Learning Control schematic. The output yj(t) of iteration
j is subtracted from the desired output yd(t) to obtain the tracking error
ej(t). This tracking error is used to obtain the input uj+1(t) of the next
iteration using the Q-filter Q and learning filter L.
In the frequency domain this becomes:
Ej(jω) = Yd(jω)− Yj(jω), (2)
where Ej(jω), Yd(jω), and Yj(jω) are the Fourier transform
of ej(t), yd(t), and yj(t) respectively. The tracking error is
used to update the input Uj+1(jω) of the next iteration:
Uj+1(jω) = Q(jω) [Uj(jω) + L(jω)Ej(jω)] , (3)
where Q(jω) and L(jω) are called the Q-filter and the learning
filter respectively. They determine the evolution of the tracking
error over the different iterations.
The goal of this paper is to obtain a good estimate of the
pre-inverse of the system. Therefore, the plant inversion ILC
algorithm is used [14], [15]:
Q(jω) = 1, (4)
L(jω) = Pˆ−1(jω), (5)
where Pˆ−1(jω) is an uncertain estimate of the inverse of the
system. This results in the following ILC update equation:
Uj+1(jω) = Uj(jω) + Pˆ
−1(jω)Ej(jω). (6)
Monotonous convergence over the different iterations of ILC
can be obtained under weak conditions [10], even when the in-
verse model Pˆ−1(jω) of the system is only an approximation
of the true system inverse.
B. Pre-Inverse Estimation
In a first step, a (nonparametric) linearized model of the PA
is obtained. To do so, the Best Linear Approximation (BLA)
of the system is estimated [16]. This results in a linear model
Gbla(jω) of the nonlinear PA which is best in least squares
sense, given a class of input signals (e.g. OFDM modulated
input signals with a given power spectral density). The inverse
of the BLA is used in the plant inversion ILC algorithm:
Pˆ−1(jω) =
1
Gbla(jω)
. (7)
The ILC algorithm is now used to obtain the intermediate
signal labeled u(t) (or equivalently U(jω)) in the simplified
DPD representation in Figure 1. The desired output is obtained
as:
Yd(jω) = G(jω)R(jω). (8)
G(jω) can be chosen equal to the BLA if one wants to
compensate for the nonlinearities only, or it can be chosen
equal to a constant gain if both the system dynamics and the
system nonlinearities need to be compensated. R(jω) is the
Fourier transform of the reference signal r(t), which is the
input of the DPD block of Figure 1.
The ILC algorithm is initialized with u0(t) = r(t). The
algorithm typically converges in very few iterations, this is
illustrated in the simulation example (see Section III). For
each iteration a measurement needs to be performed with the
updated signal uj+1(t) applied as an input.
The ILC algorithm results in a high-quality intermediate
predistorted signal u(t) = uJ(t), where J denotes the last
ILC iteration. Obtaining a pre-inverse of the PA is now reduced
to estimating a high-quality model with r(t) as an input and
u(t) as a target output. This is a standard behavioral modeling
problem, which can be solved by a wide variety of approaches
[17].
C. Strong and Weak Points of the Proposed Method
The proposed approach combines some of the strong points
of both the direct and the indirect learning architectures.
It is shown that the exact post- and pre-inverse of a Volterra
system are identical [18]. However, behavioral models are not
exact models in practice due to significant model errors and
noise distortions. In this case it becomes important to make
the best possible approximation. The optimal model depends
on the input signals that are considered, thus if the model will
be used as a pre-inverse, it should best be estimated as a pre-
inverse. It should also depend as little as possible on any other
approximate models of the system or its post-inverse.
The direct learning architecture estimates the pre-inverse
of the system directly. However, it often does so by relying
on a forward model of the system [5]–[8]. This often leads
to more involved estimation algorithms. The indirect learning
architecture estimates the pre-inverse of the system based on
the post-inverse of the same system [4]. It has the advantage
to be more straightforward, and in many cases, it is easier to
try out different model structures for the DPD.
The proposed ILC estimation approach has similarities
with the LMS estimation algorithm [8], [11], [12]. The main
difference is that with the ILC algorithm, it is the input signal
itself that is iteratively updated such that the desired output is
obtained. The actual predistorter is obtained in a second step.
The LMS algorithm iteratively updates the model parameters
of the predistorter directly, making it more dependent on a
prior choice of the structure of the pre-inverse.
The proposed ILC approach provides a high-quality esti-
mate of the predistorted input signal of the PA. The quality
of that estimate is robust with respect to model errors, the
quality is affected by the noise present in the measurements,
and by the considered bandwidth of the signal. It allows one
to estimate the pre-inverse of the system directly, without
3Figure 3. The PA under test is an example from Keysight’s Designguide. The
signals are generated and processed in a dataflow simulation. The upconverter
and downconverter are both ideal blocks (shown in blue). The internals of the
power amplifier are simulated using an envelope simulation.
the involvement of a complex optimization scheme. It is
very easy for the users to try out many different model
structures for the DPD. The ILC based pre-inverse estimation
will typically require more measurements than a simple post-
inverse estimation algorithm due to the iterative nature of the
approach. However this number of measurements still remains
quite low, as is shown in Section III.
It can occur that the ILC algorithm does not converge to
a high-quality solution when the system is very nonlinear. In
this case the linear approximation is too different from the
true, nonlinear, system behavior. However, this does not pose
a problem for the mildly nonlinear behavior that is observed
in most power amplifiers.
III. SIMULATION RESULTS
A. Simulation Setup
The simulation example is taken from an example
workspace of Keysight’s Advanced Design System [19]. The
amplifier is built using a Motorola LDMOS transistor similar
to the MRF9742 operating around 850MHz (Figure 3).
An envelope simulation combined with a dataflow simu-
lation [20] was set-up to obtain the response of the circuit
to modulated signals. The underlying harmonic balance sim-
ulation was performed with 10 harmonics of 850MHz. The
reference signals have a bandwidth of 40 MHz and were
simulated with a fixed sample frequency of 640 MHz. The
obtained simulation results were processed in MATLAB.
B. Applying ILC
In a first step a linear approximation of the PA is estimated
over the frequency range on which the ILC algorithm will be
performed. This approximation is used as plant filter P (jω) in
the ILC. Here, the BLA is estimated over the frequency range
[670, 930] MHz using multisine input signals (see Figures 4
and 5).
In a second step, the ILC algorithm is applied on 20
realizations of a 1921 samples long OFDM input signal with
a 40 MHz bandwidth around a 850 MHz carrier frequency.
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Figure 4. Multisine input signal used to estimate the BLA (red) and OFDM
input signal before predistortion (blue). The multisine signal also contains
energy outside the excited band of the OFDM signal such that an out-of-band
linear approximation of the PA can be estimated.
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Figure 5. Estimated BLA of the power amplifier under study. Both the in-band
and out-of-band FRF are estimated.
The OFDM signals have 121 excited tones, an input power of
10 dBm and a PAPR between 9.40 dB and 9.97 dB. During
the ILC G(jω) is chosen equal to the BLA, as discussed in
Section II-B. The input power is chosen such that the nonlinear
distortions are approximately 30 dBm lower than the output
power. The desired output Yd is obtained as:
Yd(jω) = Gbla(jω)R(jω), (9)
resulting in the compensation error:
Ec(jω) = Yd(jω)− Yc(jω), (10)
where R is the reference input before predistortion and Yc is
the predistorted output.
The ILC obtains a high-quality estimate of the compensated
input, typically after only 6-8 iterations (see Figure 6). The
compensated output, using the ILC algorithm, has an error of
approximately -80 dB as can be seen in Figure 7. The errors
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Figure 6. Convergence of the ILC algorithm for 20 different input signal
realizations. Convergence is reached typically after only 6-8 iterations.
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Figure 7. Frequency-domain error Ec between the desired output Yd (thin
full line) and the compensated output before (triangles) and after (bottom
thick line) ILC.
of the uncompensated output are both due to the nonlinear
PA behavior and due to the mismatch between the desired in-
band PA dynamics and the actual PA dynamics. This is an
improvement of 60-70 dBm compared to the uncompensated
output within the excited band, and an improvement of 50 dBm
compared to the uncompensated output outside the excited
frequency range. Note that this improvement is limited in real-
life measurements by the noise floor of the measurement setup.
C. Inverse Estimation
A generalized memory polynomial (GMP) [17], [21] is
estimated between the reference input r(t) and the predistorted
input u20(t) (the input after 20 ILC iterations):
u20(t) =
nm∑
m=0
np∑
p=0
ng∑
g=0
αm,p,gr(t−m) |r(t−m− g)|p
+
nm∑
m=0
np∑
p=0
ng∑
g=1
βm,p,gr(t−m− g) |r(t−m)|p ,
(11)
where αm,p,g and βm,p,g are the parameters of the model, nm
is the memory depth, np is the degree of the model, and ng
is the cross-term depth of the GMP.
Both the pre-inverse and the post-inverse are estimated.
The optimal model orders are determined using a cross-
validation approach, 19 realizations are used for estimation
and one signal realization is used as a validation sequence.
This resulted in a pre-inverse GMP model with a memory
depth of 5 samples of degree 7 and with a cross-term depth
of 5. The post-inverse GMP model has a memory depth of 6
samples of degree 7 and with a cross-term depth of 5.
Note that the presented approach is not restricted to GMP
models. On the contrary, the ILC-based predistortion approach
is model structure independent. The estimation of a pre-inverse
boils down to a standard nonlinear model estimation problem
which allows for a very flexible choice of model structures.
D. DPD Results
The obtained predistorters are validated using a different
OFDM signal with the same properties as before, there is only
one difference: the PAPR of the signal is now limited between
9.54 dB and 9.83 dB.
The clear improvement of the pre-inverse ILC-based predis-
torter w.r.t. the uncompensated output is visualized in Figure 8.
Note that the obtained error in Figure 8 is about 20 dB higher
than the error shown in Figure 7. This illustrates that the pre-
inverse ILC-based model can still be improved significantly
using a more appropriate model structure. However, the search
for such a model structure is not the focus of this paper.
The predistortion quality is represented by the normalized
rms-error between the desired output yd(t) and the compen-
sated output yc(t):
erms =
√√√√∑Nt=1 (yd(t)− yc(t))2∑N
t=1 (yref (t))
2
. (12)
The uncompensated output results in a relative rms-error of
0.12, the post-inverse predistorter obtains a relative rms-error
of 0.0089, while the pre-inverse ILC-based predistorter obtains
a relative rms-error of 0.0056.
IV. MEASUREMENT EXAMPLE
The fast convergence of the proposed ILC-based predis-
tortion algorithm is illustrated using the RF WebLab setup,
provided by the GHz Centre, Chalmers University of Tech-
nology and National Instruments [22]. A Cree CGH4006-TB
[23] power amplifier is studied in this section. A schematic
and a picture of the measurement setup are shown in Figure
9. The philosophy of the RF WebLab setup is described in
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Figure 8. Frequency-domain error Ec between the desired output Yd (thin
full line) and the compensated output before (triangles) and after (bottom
stars) predistortion.
Figure 9. Schematic representation and picture of the RF WebLab measure-
ment setup (source: [24]).
[22], a detailed and up to date description of the current setup
is given by [24].
The power amplifier under test is excited by a multi-band
input signal containing 4 excited bands of 4 MHz each, and
a spacing of 8 MHz between each of them, as is shown in
Figure 10. The input signal has an RMS input power of -30.1
dBm, a PAPR of 9.29 dBm, and a peak input power of -20.1
dBm.
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Figure 10. Multiband input signal used for the ILC-based predistortion.
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Figure 11. Frequency-domain error Ec between the desired output Yd (top
blue) and the compensated output before (middle red) and after (bottom
orange) ILC. The estimated noise floor is depicted by the purple triangles.
The ILC obtains a high-quality estimate of the compensated
input, typically after only 2-3 iterations (see Figures 11 and
6). The compensated output, using the ILC algorithm, has
an error of approximately -60 to -70 dB as can be seen in
Figure 11. This is an improvement of 40-50 dBm compared to
the uncompensated output. The compensated output is almost
coinciding with the noise floor, which indicates that little
further improvement can be made.
V. CONCLUSION
The proposed ILC-based predistortion algorithm allows one
to obtain a high-quality predistorted input of a nonlinear power
amplifier. This predistorted input can be used in a second step
to estimate the pre-inverse of the the power amplifier directly,
without the need for a forward model of the power amplifier.
It is illustrated both with a simulation and measurement
example that the ILC algorithm convergence in only a few
iterations, even for a more challenging multiband input. The
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Figure 12. Convergence of the ILC algorithm. Convergence is reached after
only 2-3 iterations.
obtained pre-inverse based predistorter is of high quality in the
simulation example, and slightly better than the post-inverse
based predistorter. The ILC algorithm is independent of the
chosen predistorter model structure of the pre-inverse. This
allows a user to easily try out many different predistorter
model structures in an easy and flexible manner.
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