Abstract-In this paper, a decision model of fusion classification based on HMM-DS is proposed, and the training and recognition methods of the model are given. As the pure HMM classifier can't have an ideal balance between each model with a strong ability to identify its target and the maximum difference between models. So in this paper, the results of HMM are integrated into the DS framework, and HMM provides state probabilities for DS. The output of each hidden Markov model is used as a body of evidence. The improved evidence theory method is proposed to fuse the results and encounter drawbacks of the pure HMM for improving classification accuracy of the system. We compare our approach with the traditional evidence theory method, other representative improved DS methods, pure HMM method and common classification methods. The experimental results show that our proposed method has a significant practical effect in improving the training process of network attack classification with high accuracy.
I. INTRODUCTION
With the development and popularity of Internet, the network environment in today's society is more and more complex. Security of network has become a very important problem in the network. Intrusion detection system which attempts to use data mining and machine learning methods to detect and classify intrusion activities plays an important role in detecting and preventing network attacks [1] . However, intrusion detection systems can be split into two groups: 1) anomaly-based detection system and 2) misuse-based detection system [2] . Each of them has a different way in detecting and protecting data security and has both advantages and disadvantages. The misuse-based detection system, especially the reasoning system based on model matching, can achieve high classification accuracy for known attacks. Scholars proposed various classifier models to solve classification problem in network intrusion detection, including Bayesian network, fuzzy logic, k-nearest neighbor, decision tree, neural networks, support vector machine, the hidden Markov model. Cheng Xiang [3] proposed a multiple-level hybrid classifier, a novel intrusion detection system, which combined supervised tree classifiers and unsupervised Bayesian clustering to detect intrusions. The performance of this approach was shown to have high detection and low false alarm rates. In [4] , a multiple classifier intrusion detection model was presented, which was based on a new data mining method called hidden Naive Bayesian. This method was better than other models, but it only had a high detection rate for the DoS (the denial of service) attack while the other attack detection accuracy was not high. Yuk [5] applied intelligent dynamic swarm based rough set for feature selection and simplified swarm optimization for intrusion data classification. The performance of the hybrid intrusion detection system on KDD Cup 99 dataset is better than others with high classification accuracy.
Some researchers use machine learning methods to design intrusion detection systems. Most of them are based on SVM technology which has a solid theoretical basis and can classify data records into multiple classes. Horng et al. [6] proposed an SVM-based intrusion detection system based on a hierarchical clustering algorithm to preprocess dataset before training. The simple feature selection procedure was applied to eliminate unimportant features from the training set so that the obtained SVM model could classify the network traffic data more accurately. However, this system showed better performance in the detection of DoS and Probe attacks but not very good in U2R and R2L attacks. In [7] , a pipeline of the data preprocess and data mining was put forward in IDS to choose critical features. With the combination of clustering method and support vector machine, an efficient and reliable classifier was developed to judge a network. The performance of SVM was good in data classification, but not suitable for large scale dataset. Training complexity is deeply dependent on the data volume of training dataset, and the greater amount of data will lead to higher training complexity. However, many data mining applications involve millions or even billions of pieces of data records. The system failure caused by the lack of memory makes the SVM can't run such a large dataset.
The Markov model and hidden Markov model which are initially used for speech recognition (Rabiner,1989) intrusion detection systems. Warrender et al. (1999) made a pioneering work in this area and they use HMM for system modeling. HMM can also be used in network security. Ariu [8] proposed a novel solution where the HTTP payload is analyzed using hidden Markov model. The proposed system, named HMMPayl, had high classification accuracy and was very effective on most common attacks of the Web application. The core idea of attack classification is pattern recognition. Hidden Markov model can effectively describe the hidden Markov process containing unknown parameters. HMM can get hidden parameters of the process from observable feature parameters, and use these parameters to make further analysis for attack classification [9] . However, when the dimension of feature parameters space is high, the training structure is complex, the training time is very long, and the classification recognition accuracy is quite low. In intrusion detection, several attacks may show some similar features. That is, under certain features, the attacks are likely to have a certain probability of occurrence. Fusion all kinds of feature information to obtain the occurrence probability of each attack and the maximum probability of occurrence can be judged as the main attack. Therefore, the use of evidence theory [10] [11] is particularly suitable for classification and recognition of information fusion.
The study of neural biology showed that the information process of biological sensing system can be divided into two relatively independent processing procedures: information unit decomposition and fusion. Such way of early decomposition and late fusion with high ability in information processing and intelligent decision [12] . According to this, the idea of multifeatures fusion and decision making can be used in the classification of attacks to achieve the purpose of improving classification accuracy. Assume that there is a classification problem of N kinds of attacks. The whole attack feature parameters space is divided into K subspaces according to certain rules. Then decision model of each feature subspace is constructed to achieve the mapping of feature subspace. If use hidden Markov model, K feature subspace will lead to K hidden Markov models process, and K diagnostic results will be obtained. This process is equivalent to the decomposition of information unit. K diagnostic results of K sub hidden Markov models are then used as K bodies of evidence. By using the evidence theory to combine K bodies of evidence, the fusion of information units can be realized, and the final decision can also be made. Therefore, in this paper, the hidden Markov model and the evidence fusion theory are applied to network security. A new information fusion system based on HMM and DS evidence theory is proposed which can effectively achieve the target of network attack classification and recognition. At the same time, a new method of evidence fusion based on entropy weight is proposed. By calculating the information entropy of source data to obtain weight of evidence, and modify the basic probability assign (BPA) of original evidence. Finally, the rule of combination is used to combine the modified BPA.
The rest of the paper is organized as follows: Section II briefly describes the principal theory of hidden Markov model and DS evidence theory. Section III presents the improved DS evidence theory and explains the details of the theoretical concept of the proposed HMM-DS system. The analysis of experimental results for KDD CUP99 using HMM-DS has been compared with C4.5, LibSVM, Naïve Bayes, which are presented in section IV. In Section V, the study concludes with a summary of the research undertaken.
II. RELATED WORK

A. Hidden Markov Model
A hidden Markov model is a statistical model which is used to describe a Markov process containing unknown parameters. It is mainly used to determine the hidden parameters of the process from the observable parameters, and then use these parameters to make a further analysis. Figure 1 shows the general architecture of an instantiated HMM. The random variable x i is the hidden state, y i is possible observation, a ij is transition probability matrix, and b ij is emission probability matrix. An HMM can be described as five elements, which is {Q, O, π, A, B}.Q is the number of hidden states which is accurately known or guessed. O represents the number of observable states which can be achieved by training datasets. A is the matrix of state transition probabilities, B is probability distribution in each of the states which is also called the mixture matrix and π is the initial state of probability distribution. In state transition matrix and mixture matrix, each probability is independent of time. Namely, when the system is in an evolution, these matrices do not change over time. Therefore, we can use the compact notation λ= {π, A, B} to denote an HMM with discrete probability. HMM can solve three problems [13] :
For a large number of sequences of HMMs (λ 1 , λ 2 , λ 3 …λ k ) and observation sequence O= {o 1 ,o 2 ,…,o T }, Forward algorithm is used to calculate the probability of a given observation sequence, and then an HMM is chosen that best matches the observations.
2) Decoding problem. For a given model λ and observation sequence O, Viterbi algorithm is used to calculate the most likely sequence of hidden state.
3) Learning problem. For a given observation sequence and the related set of hidden states, Baum-Welch or ForwardBackward algorithm is applied for parameter estimation. www.ijacsa.thesai.org
B. DS evidence theory
The evidence theory was first put forward by Dempster and developed by Shafer. In evidence theory, elements in the frame of discernment Θ are exclusive and exhaustive. Define m: 2 Θ → [0, 1] as basic probability assignment (BPA, also called mass function) satisfying: ∀A⊂Θ, m(Φ)=0,
where A is called the focal element [14] .
The core of DS evidence theory is the rule of combination. Two mass function m 1 and m 2 , based on the evidence of two independent and reliable sources, can be combined into a new mass function by the use of conjunctive combination. Dempster's rule of combination satisfies the associative law and the commutative law. There are n mass function (m 1 , m 2 ,…m n ) in the frame of discernment, the conjunctive combination is calculated as
As a kind of uncertain reasoning method, DS has attracted more and more attention. DS evidence theory can not only solve the problem of unknown and uncertainty, but also provides a very useful rule of combination which can help us fuse the evidence provided by multiple sources of evidence. Two key problems need to be solved in the process of DS evidence theory applied in data fusion classification. On the one hand, how to construct the basic probability assignment function of DS evidence theory, which is an important issue that must be solved in the process of combination and is not easy to determine. On the other hand, when the bodies of evidence to be combined are highly conflicting, counterintuitive results may be obtained based on Dempster's rule of combination.
Scholars have proposed a variety of solutions to solve the issue. Some of them think that counter-intuitive results are caused by Dempster's rule, so they modified Dempster's rule to build a new combination rule. Yager [16] proposed an algorithm to distribute conflict belief to unknown proposition completely. This algorithm is more reasonable than that of D-S evidence theory in dealing with the combination paradox. However, the combination results are undesirable in combining multiple sources of evidence. In [17] , Yager proposed a very interesting approach which made use of a weighted aggregation of the belief structures where the weights were related to the degree of dependence. It is too theoretical to be used in real applications. However, how to define the degree of dependence is not given. Sun [18] allocated part of the basic probability assignment of the conflict to the set of propositions supported by the evidences by a certain proportion. The difference between Yager and Sun is the proportion of the conflicts allocated. Thierry [19] presented a modified combination rule with mass function of dependent information sources. This rule used a special description of the body of evidence to ensure the combination, but the results given are very strange, and it does not consider the degree of confidence in the source of evidence. Destercke and co-workers [20] generalized the minimum rule of possibility theory, but did not respect the fundamental equivalence between belief functions and their empty set.
Some researchers deal with conflict evidences based on the method of modifying evidence source while keeping the combination rule unchanged. Haenni [21] thought it may not be the problem of combination rule when results were not matched with the real situation. However, the evidence of conflict should be modified. The rule of combination proposed by Murphy [22] was just to average all the BPAs of relevant hypothesis to get new belief assignments. This method can get good convergence effect, but the weight of each sensor in practical system is not the same. Yong Deng [23] put forward a novel sequence weighted evidence combination approach by using the variances of BOE sequences to generate the weights. In [24] , the proposed method used training data to build a normal distribution model for each attribute of the data. Then, a nested structure BPA function was constructed by using the relationship between the test data and normal distribution model. To deal with the outer dependence, Su [25] proposed a model based on the intersection of influencing factors identified during the information propagating and evaluating process. The relative weights of BPAs for a specific element in the outer dependence phase and the relative weights of elements in the inner dependence phase were used as the discount coefficient in the discounting operator.
III. DECISION MODEL OF INFORMATION FUSION CLASSIFICATION BASED ON HMM-DS
A. Improved DS evidence theory
In this paper, the feature space is divided into K subspaces according to the character of the feature space, and the function of each subspace is different. Some features of KDD CUP99 may be irrelevant and some others may be redundant. The importance of each feature subspace is also different. The result is more accurate by obtaining the importance coefficient of features to get new basic probability assignment. In this paper, based on the information entropy of the specific features of data source, the entropy weight to determine the importance coefficient as the weight of the fusion feature is obtained.
The basic idea of entropy method is depended on the variability of indices to determine the objective weight. The smaller the information entropy of the index is, the greater the degree of variation of the index value, and the more information it will provide. In the comprehensive evaluation, the index can play a bigger role with high weight. On the contrary, the greater the information entropy of the index is, the smaller the degree of variation of the index value, and the less information will be provided. Then the index just plays a smaller role with low weight [26] . www.ijacsa.thesai.org
The following procedure has been used in building the weight vector.
1)
Assume that all the features of the source data are: (X 1 ,X 2 ,X 3 ,…,X n ), and X j ={x 1j ， x 2j ,…x mj },which represents m record of evaluating data with n features. Equation (9) is used for data standardization and a data matrix R=(r ij ) m×n will be get after standardization of all indexes. { }, r ij represents the data value of j -th index of the i -th record.
2) Calculate the proportion of the index value of the j -th index of the i -th item ∑ ⁄
. If p ij =0, define =0.
3) The information entropy of the j -th feature index is:
4)
According to the calculation formula of information entropy, the information entropy of each index is calculated like 
5)
Based on weight coefficients of each evidence, weight vector can be obtained. (5), j=1,2,…,n, n is the number of focal elements in the frame of discernment except for Φ. But the sum of basic probability assignment m i *(A j ) value after adjustment is not 1 which does not meet the requirements of basic probability assignment function definition. In order to satisfy the definition of basic probability assignment, a definition is in need.
The basic probability distribution function is defined by (5) and (6) . Finally, the combination in (2) is used to combine the modified evidences.
B. HMM-DS System Design
The whole feature parameter space is divided into several sub parameter spaces, and then a HMM model is designed for each feature parameter subspace. Parameters of each HMM model will be constructed with training data. After that, the models have the ability to learn. Meanwhile, these sub-models can form the preliminary judgment layer. Outcome probabilities based on every sub-HMM model can be obtained and these probabilities will act as basic probability assign of evidences in the frame of discernment. In the meantime, considering the problem of consistency variation among evidences, the improved evidence theory is used to fuse them to get the result of the cooperation of each sub model, and to improve the recognition accuracy of attack classification.
The combination of HMM and DS evidence theory can have complementary advantages, and it is beneficial to improve the speed and accuracy of classification identification. In this paper, the HMM-DS attack fusion classification decision model is shown in Figure 2 . In this model, the whole classification process is divided into two layers: a preliminary identification layer based on HMM; a fusion decision layer based on HMM-DS evidence theory. 
1) Preliminary identification layer based on HMM
Firstly, the feature parameter space S is divided into K subparameter space S i , According to the definition of the parameter space, the corresponding learning dataset of sub HMM is obtained. Secondly, each independent sub hidden Markov model H i is constructed and trained with learning dataset, and is capable of learning. Finally, the corresponding test samples are used to test the trained hidden Markov model, and the results obtained are the basis for the fusion decision layer in the next step.
2) Fusion decision layer based on HMM-DS theory
In the fusion decision layer, the output of each sub model in the preliminary recognition layer is used as a body of evidences E i . The improved evidence combination method is used to fuse the evidence and obtain the final decision results
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35 | P a g e www.ijacsa.thesai.org to achieve the attack classification. The creative process consists of the following five steps: a) Establish a framework of discernment. According to expert experience and previous history records, establish an identification framework of discernment, Θ= {A 1 ,A 2 , …, A M }. In this paper, the proposition in the framework of recognition is corresponding to the attack type: Normal, Probe, Dos, U2R, R2L.
b) Construction of evidence. The output of each sub-HMM model is used as a body of evidence.
c) Calculate BPA of every element in the frame of discernment. DS evidence theory does not give the general calculation method of basic probability assignment, and methods used in relative papers were also different. The evaluation problem of HMM can obtain probability according to the observation sequence. Therefore, the BPA can be directly obtained by the probability calculated by the forward algorithm. As DS requires the sum of BPA of all elements must be 1, the probability gotten from HMM need to be normalized. The evidence H i assigns to the BPA of proposition A j can be expressed as follows: Where A 1 is the result of the decision. Among them, ε 1 and ε 2 are the predefined thresholds. Θ is the uncertainty set.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
The experiments run in an Intel Pentium 2.7 GHz computer with 2.0G memory running Windows7.The code for data processing and data mining is written in MatlabR2014a.
A. KDD Cup99 Dataset description
The experiment data used in this paper is a benchmark database downloaded from KDD Cup99 [27] . This dataset contained a wide variety of intrusion simulated in a military network environment. It consists of two dataset, the training dataset and test dataset. Each network connection record is marked as Normal or Attack. The classification of attack behavior is a 5-class problem, and each network connection belongs to one of the following behavior: normal, denial of service (DOS), unauthorized access from a remote machine (U2R), unauthorized access to local supervisor privileges (R2L), probing. The test dataset includes some specific attacks that do not appear in the training dataset to make the task more difficult and realistic, which contains 24 training attack types, with additional 14 types in the test dataset only. KDD CUP99 is mainly used for binary classification (normal and attack) and multiple classification (normal and four kinds of attack).
The following data shows the connection record data format, and each feature records separated by a comma. Each record in the KDD Cup99 data set contains 41 various quantitative and qualitative features which can be divided into three groups: basic features of the network connection, features based on the content of the network connection and features based on time flow in 2 second. The last feature is the label. The data has been preprocessed before using for training and testing of the classification model. The preprocessing of dataset has been explained in section 4.B.
B. Data preprocessing
The standard KDD Cup99 dataset is in text format. Some of the 41 features are irrelevant, and some others may be redundant, which can reduce efficiency and lead to wrong results. In this paper, after use of general feature selection techniques for feature simplification, features with the same value and less value are deleted. Finally, features that can improve the classification accuracy and running efficiency of the algorithm are selected. With this, data size reduction by reducing a number of features from 41 to 35 is shown in Table  1 . As the dimension of the dataset is quite different which makes the running time longer, it needs to be standardized. The most common standardization method is Z-score which is called zero-mean normalization. After preprocessing, the data conform to the standard normal distribution that the mean is 0 and standard deviation is 1. This is given by: www.ijacsa.thesai.org
Where x is the original data, ̅ is the mean of all data, and n is the number.
C. Results in preliminary identification layer
After feature selection, 35 features are used to form attack feature set S, which represents the type of attack. According to the classification of features, 35 features can be divided into three groups: Basic, content based, time-based features. According to the four attack types and normal of KDD Cup99, the sample set of each feature subspace is formed. Table 2 shows the number of records for each attack type in the training and test datasets, respectively. The network attack sample set we used is established as R. The network connection feature parameter space S is divided into three sub spaces S j (j=1, After training the parameters, the model has the ability to learn, and is tested by test sample data. A test data of DoS attack is chosen to be evaluated with four kinds of sub-HMMs respectively. The results are shown in Table 3 . Log likelihood(loglik) represents the match value between the test data and the HMM (three parameters: prior1, transmat1, obsmat1). The bigger loglik value means matching better. In table 2, the maximum of the sum of the loglikelihood probability of all sub features is DoS. So, the initial judgment for the test sample is DoS.
D. Results in fusion decision layer
The frame of attack discernment is established as Θ = {A 1 ,A 2 ,A 3 ,A 4 ,A 5 },where A i is attack type : Normal, Probe, Dos, U2R or R2L.The forward algorithm of evaluation function of HMM is used to calculate the probability of an observed sequence with the given hidden Markov model. The output of each feature model H ij is as the body of evidence. The equation (7) is used to obtain basic probability assign of the proposition www.ijacsa.thesai.org A i distributed by all evidences. From the table, it can be concluded that this evidence fusion method has the best classification accuracy with different thresholds compared with other methods. The time required for classification is almost the same. When ε 1 =0.8 and ε 2 =0.1, the classification accuracy can reach 88.42%, while ε 1 =0.6 and ε 2 =0.2, the accuracy can reach 95.83%. In addition, in order to compare with the classification results of pure HMM method, traditional hidden Markov model method is applied to classify attacks. Here, the model is trained with training samples from training data set as in the above case. Results of training process is in Figure 4 , and Table 5 shows the comparison between HMM-DS and HMM. Compare Figure 3 and Figure 4 , log likelihood of feature sub space after training is less than the value of the whole feature space. Therefore, parameters are better optimized, and the total training time of HMM-DS is lower than of pure HMM with improved accuracy. Select test samples from each attack test data set. The classification performance of each attack type is shown in Table 6 and Table 7 . Compared with pure HMM, HMM-DS system proposed in this paper can significantly improve the classification accuracy and speed. Other evidence fusion methods can improve the speed, but the classification accuracy is low. The comparison results of several common classification methods with the proposed approach are shown in Table 8 . As shown in Table 8 , all methods have high classification accuracy of Probe and DoS attack, but common methods are lower of R2L and U2R attack. For some business, and government networks, U2R and R2L attack have more damage than Probe and DoS attack. Thus, higher detection rate of U2R and R2L is equally important with the whole detection rate. Moreover, from the above discussion, it can be noticed the superiority of the proposed HMM-DS over other methods.
In conclusion, reasons for the above results are: 1) The network attack feature parameters space S is divided into several sub spaces which can reduce the dimension of the input vector for hidden Markov model. The training speed of each sub-model is accelerated, thus the classification speed of the HMM-DS method is improved.
2) The output results of each sub hidden Markov model are used as bodies of evidence. Some evidences are consistent www.ijacsa.thesai.org while some are conflicting. The evidence method proposed in this paper can effectively fuse these evidences.
3) The input of traditional HMM and other classification methods is ultra-high dimensional feature space. As some features interfere with each other, the speed and accuracy of classification is very low.
V. CONCLUSION
In this paper, the original feature parameters space of attacks were divided into several sub-feature spaces and a corresponding sub hidden Markov model for each sub-feature space was built. DS evidence theory method was applied to fuse the output of sub hidden Markov model, which can classify attacks effectively. The results show that this fusion system based on HMM-DS is obviously superior to the pure HMM or DS method, and combined the advantages both of HMM and DS. Hence, the proposed approach take advantage of HMM dealing with continuous dynamic signal, and calculate the match value between HMM model and unclassified data to form basic probability assignment which is provided for DS fusion decision. The advantage of DS can make up the shortage of HMM in making maximum probability judgment. the proposed approach proved to work well in combination of all kinds of evidence and to outperform other techniques in terms of classification accuracy. Experiments results show that the proposed approach can improve accuracy and speed of classification.
Although the proposed HMM-DS classification approach looks promising, there is still a large room to improve the classification accuracy for unknown attacks. In order to apply this scheme to other types of classification and recognition problems, a general framework for this approach needed to be constructed.
