Abstract. In this paper, we give a characterization of the two weight strong and weak type norm inequalities for the bilinear fractional integrals. Namely, we give the characterization of the following inequalities,
Introduction and Main Results
By a weight we mean a positive locally finite Borel measure on R n . We begin with the definition of the bilinear fractional integral I α (·σ 1 , ·σ 2 ). For suitable functions f 1 and f 2 , define I α (f 1 σ 1 , f 2 σ 2 )(x) = R 2n f 1 (y 1 )f 2 (y 2 ) (|x − y 1 | + |x − y 2 |) 2n−α dσ 1 dσ 2 . Observe that |x − y 1 | + |x − y 2 | ≃ |y 1 − x| + |y 1 − y 2 | ≃ |y 2 − x| + |y 2 − y 1 |.
We know that I α is equivalent to its duals I 1, * α and I 2, * α . In this paper, we concern the following strong type weighted norm inequality, (1.1)
and the weak type weighted norm inequality,
where N and N weak are the best constants such that the above inequalities hold, respectively. We aim to give a characterization of (1.1) and (1.2) using Sawyer type test conditions. In the linear case, the characterization of weighted norm inequalities have attracted many authors. For the maximal operators, we refer the readers to the works of Sawyer [25] and Moen [21] . For the fractional integrals, we refer the readers to [8, 26, 27, 30] . And for the Calderón-Zygmund operators, this problem is referred to as the Nazarov-Treil-Volberg conjecture [31] . This conjecture has been solved for the Hilbert transform, see the remarkable work of Lacey [10, 11] and the recent work of Hytönen [6] . For the vector Riesz transform, it was partially solved by Sawyer, Shen and Uriarte-Tuero in [28] , where they gave a characterization under the assumption that at least one of the two weights is supported on a line. And in [15] , Lacey and Wick gave a characterization under the hypotheses that the two weights separately are not concentrated on a set of codimension one, uniformly over locations and scales. There is also another approach on this topic, namely, finding a minimal sufficient condition of the weights such that the two weight inequality holds. We refer the readers to [1, 2, 4, 5, 9, 16] and references therein. For other related works, we refer the readers to [17, 18, 19, 20, 22, 23] . Now the story goes to the multilinear case. In [18] , we studied the characterization of two weight norm inequalities for the multilinear fractional maximal operators using Sawyer type test conditions. Recall that the multilinear fractional maximal operators are defined by
where 0 ≤ α < mn.
In this paper, we give a characterization of the two weight strong and weak type norm inequalities for the bilinear fractional integrals. Specifically, we prove the following. 
Moreover, N ≃ T + T * 1 + T * 2 . And (1.2) holds if and only if
This paper is organized as follows. In Section 2, we reduce the problem to the dyadic bilinear fractional integral and give some preliminary estimates. In Section 3 and Section 4, we give a proof for Theorem 1.1.
Preliminaries
In this section, as in [3] , we define two dyadic versions of the bilinear fractional integral. We show that they are equivalent with the bilinear fractional integral pointwise. Firstly, we introduce the following result, which can be found in [7, Proof of Theorem 1.7].
Proposition 2.1. There are 2 n dyadic grids D t , t ∈ {0, 1/3} n such that for any cube Q ⊂ R n there exists a cube Q t ∈ D t satisfying Q ⊂ Q t and l(Q t ) ≤ 6l(Q), where
Given a dyadic grid D, we define the dyadic bilinear fractional integral
Analogue to the argument in [3] , we have the following result.
Proposition 2.2. Given 0 < α < 2n, positive locally finite Borel measures σ 1 , σ 2 and non-negative functions f 1 , f 2 , then for any dyadic grid D,
Conversely, we have
Notice that with Proposition 2.2, we can get the following (2.1)
Proof. Fix some x ∈ R n . Denote by {Q k } k∈Z the unique sequence in D such that x ∈ Q k and l(Q k ) = 2 k . Fix N ≥ 1. We have
Since α < 2n, by rearranging the terms and letting N → ∞, we get
For the second inequality, we refer the readers to [17, 20] . This completes the proof.
Next, we define a sparse version of I D α . We call S ⊂ D a sparse family if for every Q ∈ S,
Now we can define the sparse dyadic bilinear fractional integral by
Next we show that I S α and I D α are equivalent in some sense. Proposition 2.3. Given 0 < α < 2n, positive locally finite Borel measures σ 1 , σ 2 and bounded, non-negative, compactly supported functions f 1 , f 2 , then for any dyadic grid D, there exists a sparse family S ⊂ D such that
Notice that S is a subfamily of D. So we have
The proof of Proposition 2.3 is not essentially different from the linear case, which can be found in [3, 12, 24, 29] .
Proof. Let a = 2 2(n+1) . We split D to the following subfamilies,
Then for every Q with
there is a unique k such that Q ∈ P k . Therefore, we can write
Denote by S k the collection of maximal dyadic cubes P ∈ D such that
Since σ 1 and σ 2 are locally finite and f 1 and f 2 are bounded and compactly supported, such a collection exists. Notice that the cubes in
. It remains to demonstrate that S is sparse. In fact, fix some P ∈ S k . Let {P λ } λ∈Λ be the collection of the maximal dyadic cubes in S which are strictly contained in P . Then for any λ ∈ Λ,
It follows that
where in the last step we use the fact that
thanks to the maximal property. Recall thatP denotes the father cube of P .
Now we reduce the problem to show the following result.
Theorem 2.4. Let D be a dyadic grid and S ⊂ D be a sparse family. Suppose that σ 1 , σ 2 , w are positive Borel measures and q ≥ p 1 , p 2 > 1 with
holds if and only if the following test conditions hold
holds if and only if T
In the following, we give some elementary estimates. Assume that f 1 and f 2 are non-negative. By the monotone convergence theorem, it suffices to consider
where R is a cube. In fact, we can further assume that the side-length of any cube in S(R) is at least 2 −m . To avoid miscellaneous subscripts, we omit the index m in the rest of the paper. Let
where {Q k j } j ⊂ S(R) is the collection of maximal dyadic cubes in Ω k and we denote this collection by Q k . We have the following dyadic maximum principle:
Therefore, for any x ∈ E(Q k j ),
Now we have
. By letting δ be sufficiently small, it suffices to estimate (2.5)
In the following, we assume that all k are in the same parity. Without loss of generality, we further assume that all k are even. Then E(Q k j ) will be pairwise disjoint. Denote K := {k : k is even and w(E(Q k j )) > δw(Q k j )}. In the rest of this paper, all the sum on k will be understood as on k ∈ K. Notice that for k ∈ K, w(E(Q k j )) = 0, which means that Q k j / ∈ Q k+2 .
3. Proof of Theorem 1.1: The Strong Type 3.1. The special case. First, we investigate the special case f 1 = 1 Q and supp f 2 ⊂ Q, where Q ∈ S. We have the following result.
Lemma 3.1. Let σ 1 , σ 2 , w be positive locally finite Borel measures and q ≥ p 2 . Then for any sparse family S ⊂ D and cube Q ∈ S,
Proof. Without loss of generality, we can assume that f 2 is non-negative. First of all, notice that
Therefore, by the previous arguments, it suffices to estimate
We have
First, we estimate J 1 . We have
. Next we estimate J 2 . We can write
Notice that for x ∈ R, I
To estimate the above sum we need the tool of principal cubes. Since Q k j ⊂ Q, we denote by G 0 the collection of the maximal cubes in ∪ k∈2Z Q k . We define G n inductively. That is,
, where the dyadic system in the above is ∪ k∈2Z Q k . Then the collection of principal cubes is G = ∪ n≥0 G n . By the definition, we immediately have the following (3.3)
.
Denote by G(Q) the minimal principal cube contains Q. We see from the definition that E
For J 21 , we have
. And for J 22 , we have
, where the fact that k ∈ K and therefore any R appears only once is used.
3.2. The general case. In this subsection, we investigate the general case. Again, we can assume that f 1 and f 2 are non-negative. By the arguments in Section 2, we only need to estimate the following
where we use Lemma 3.1 in the last step. The summation on the first term is easy to estimate. In fact,
. It remains to estimate the summation on the second term. LetG be the principal cubes associated to f 1 and σ 1 . We have
First, we estimate I 1 . We have
. Next we estimate I 2 . We have
Proof of Theorem 1.1: The Weak Type
In this section, we focus on the weak type inequality (1.2). Again, we only need to consider (2.3) and we assume that f 1 and f 2 are non-negative. Notice that q > 1. If (2.3) holds, we see from the Kolmogorov inequality that 1
where Q ∈ S. It follows that (4.1)
Now we assume that (4.1) holds for any Q ∈ S. For any R ∈ D, we have
Denote F k j = Q k j ∩ Ω k+1 . By the discussion in Section 2, we have
Therefore, by letting δ be sufficiently small and using the monotone convergence theorem, we get that (2.3) holds, regardless a constant independent of the weights. We see from the above arguments that (2.3) and (4.1) are equivalent. So we only need to give a characterization for (4.1). By the duality argument, it is easy to see that (4.1) is equivalent to the following,
Therefore, the necessity part follows immediately, i.e., T 
