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4Resumen
En este trabajo de grado se presenta un ajuste al modelo de series de tiempo
DTGARCH con ruido blanco t-Student usando los retornos diarios del ln del
índice BOVESPA y del índice Dow-Jones desde el 12 de diciembre de 2000
hasta el 02 de junio de 2010. La estimación de parámetros del modelo se
realizó a través de la metodología Bayesiana propuesta por Chen, Gerlach y
So (2006) y técnicas MCMC. Un experimento de simulación muestra que la
metodología utilizada es muy efectiva. Por otro lado se realizó una compara-
ción de la función de varianza condicional del modelo DTGARCH obtenido
con la que se obtuvo en los articulos de Zhang y Nieto (2015) donde con-
sideran los modelos autorregresivo de umbrales (TAR) con datos faltantes
cuando el proceso del ruido sigue una distribución t-Student, y Moreno y
Nieto (2014), donde consideran un modelo TAR cuando el proceso del rui-
do sigue una distribución Gaussiana. Finalmente se evidenció que el modelo
DTGARCH tiene un buen ajuste y una mejor captura del aspecto heteroce-
dástico contenido en los datos financieros.
Palabras clave: Modelos DTGARCH, estadística Bayesiana, función de va-
rianza condicional, técnicas MCMC, series de tiempo financieras, volatilidad.
Objetivos
Objetivo General
Aplicar la metodología Bayesiana propuesta por Chen, Gerlach y So (2006)
para modelos DTGARCH con errores t-student, a series de tiempo financieras
derivadas de los índices Bovespa y Dow-Jones.
Objetivos Específicos
• Estimar los parámetros desconocidos de un modelo DTGARCH.
• Chequear la validación del modelo DTGARCH con los residuales es-
tandarizados.
• Ilustrar la metodología considerada con un ejemplo simulado.
• Aplicar la metodología considerada para comparar la captura de la
volatilidad entre modelos DTGARCH con errores t-Student y TAR con
errores t-Student y Gaussianos en series de tiempo financieras derivadas
de los índices Bovespa y Dow-Jones.
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6Introducción
Los modelos TAR (Threshold Autoregressive Models) tienen una interpreta-
ción simple en comparación con otros modelos no lineales, propuestos inicial-
mente por Tong (1978), asumiendo que los valores de un proceso (denominado
el proceso de umbrales) {Zt} determinan la dinámica del proceso de interés
{Xt}. Estos modelos han sido usados en campos tan diversos como la econo-
mía, la meteorología, las finanzas, la biología, entre otros.
Nieto (2005) diseñó una metodología Bayesiana para la identificación y la es-
timación de los modelos TAR en presencia de datos faltantes y Nieto (2008)
desarrolla la fase de cálculo de pronósticos con modelos TAR. Posteriormente
Moreno y Nieto (2014) compararon el ajuste de los modelos TAR con rui-
dos Gaussianos siguiendo la metodología de Nieto (2005) con los modelos
GARCH con ruidos t-Student en series financieras de indicadores de bolsas
de valores, y encontraron que los modelos TAR con ruidos Gaussianos pueden
tener dificultades para capturar la heterocedasticidad marginal de la serie.
Zhang y Nieto (2015) modelan un TAR con datos faltantes cuando el pro-
ceso del ruido blanco tiene una distribución t-Student. El supuesto de que
los errores siguen una distribución normal no se ajusta muchas veces a la
realidad, tal es el caso de las series financieras que debido a la presencia
de colas pesadas podrían ajustarse mejor a una distribución t-Student, o de
datos que por su naturaleza no presentan un buen ajuste a la distribución
normal. Finalmente, el funcionamiento de la metodología desarrollada es sa-
tisfactorio en datos simulados, sin embargo, los modelos GARCH parecen
captar mejor el aspecto heterocedástico contenido en los datos financieros,
por tanto, proponen en futuras investigaciones usar el modelo TAR junto al
modelo GARCH dado que puede existir la posibilidad de mejores pronósticos
y una mejora en el ajuste de los datos.
Los modelos ARCH y GARCH iniciados por Engle (1982) y Bollerslev (1986)
respectivamente, se han desarrollado a tal punto de abarcar una amplia gama
de especificaciones, cada una diseñada para capturar ciertas características
de los datos financieros y permitir una predicción precisa. En la actualidad
se ha convertido en el estándar, utilizar modelos tipo GARCH para describir
las características de las series financieras, ya que son más sensibles a la hora
de captar el aspecto heterocedástico contenido en los datos financieros. Li y
7Li (1996) propusieron el ARCH de doble umbral (DTARCH), permitiendo
también respuestas de media asimétrica, que se extendió al modelo de doble
umbral GARCH (DTGARCH) de Brooks (2001). Chen, Gerlach y So (2006)
propone un procedimiento Bayesiano en el que comparan el GJR-GARCH
con varias especificaciones del modelo de doble umbral GARCH, diseñando
un algoritmo Monte Carlo de Cadena de Markov de salto reversible. Un expe-
rimento de simulación ilustra un buen desempeño en estimación y selección
de modelos con tamaños de muestra razonables y en un estudio de siete mer-
cados se encuentra una fuerte evidencia de que el DTGARCH, con el mercado
EstadoUnidense como variable umbral, supera a los modelos GJR-GARCH y
tradicionales auto-estimulados DTGARCH. Chen, So y Gerlach (2005) pre-
sentan evidencias claras de que el modelo GARCH de doble umbral, supera
al modelo asimétrico GARCH para los mercados de valores del G7.
En el presente trabajo de grado se usa la metodología Bayesiana propuesta
por Chen, Gerlach y So (2006) y técnicas MCMC para estimar los parámetros
de un modelo DTGARCH cuando el proceso del ruido sigue una distribución
t-Student. Se empleó a dos series de tiempo financieras, el retorno diario del
ln del índice BOVESPA (Índice de la bolsa de valores de Sao Paulo) como la
serie de interés y el retorno diario del ln del índice Dow-Jones como la serie de
umbrales, considerando las etapas de análisis de una serie de tiempo (identi-
ficación del modelo, estimación de parámetros y chequeo de diagnóstico del
modelo). Se realiza una comparación de la función de varianza condicional
con lo obtenido en los articulos Zhang y Nieto (2015) y Moreno y Nieto
(2014), respectivamente.
El presente trabajo está organizado como sigue. En el capítulo uno se es-
pecifica el modelo DTGARCH, su función de verosimilitud condicional, sus
densidades a priori y a posteriori, la validación del modelo y la función de va-
rianza condicional, se describe el esquema muestral para estimar parámetros
desconocidos del modelo propuesto asumiendo conocidos los hiperparáme-
tros, el número de regímenes y los órdenes autorregresivos. Resultados de
simulación y aplicaciones del modelo a series de tiempo financieras, son mos-
tradas en el capítulo dos para determinar la eficiencia de la metodología
descrita en el capítulo uno.
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Capítulo 1
Consideraciones Teóricas
1.1. Especificación del modelo DTGARCH
Sean {Xt} y {Zt} procesos estocásticos, la formulación del modelo DT-
GARCH está dada por:
Xt = φ
(j)
0 +
kj∑
i=1
φ
(j)
i Xt−i + at donde at =
√
htεt, {εt} i.i.d∼ D(0, 1)
ht = α
(j)
0 +
pj∑
m=1
α(j)m a
2
t−m +
qj∑
n=1
β(j)n ht−n (1.1)
si rj−1 < Zt−d ≤ rj, para todo t ∈ Z y algún j = 1, . . . , l, siendo l el número
de regímenes a considerar; {Xt} es el proceso de interés con {Zt} como su
proceso umbral; ht representa la volatilidad condicional de xt|x1, . . . , xt−1; d
es un entero no negativo llamado parámetro de rezago; D(0, 1) es una dis-
tribución con media 0 y varianza 1 donde también se admiten parámetros
desconocidos.
En este trabajo para el proceso del ruido {εt} se asume una distribución
t-Student con ν grados de libertad divididos por su desviación estándar√
ν/(ν − 2), esto es, {εt} i.i.d∼ tν√
ν/(ν−2) , donde {εt} y {Zt} son mutuamente
independientes. Adicionalmente, se asume que {Zt} es exógena a {Xt} en el
sentido de que {Xt} no retroalimenta a {Zt}.
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Los parámetros del modelo están divididos en dos grupos:
• Parámetros estructurales: El número de regímenes l, los valores umbra-
les r1, . . . , rl−1, los órdenes autorregresivos de los l regímenes k1, . . . , kj,
p1, . . . , pj, q1, . . . , qj con j = 1, . . . , l y el parámetro de rezago d.
• Parámetros no estructurales: Los coeficientes autorregresivos φ(j)i con
i = 0, . . . , kj, α
(j)
m con m = 0, . . . , pj, β
(j)
n con n = 1, . . . , qj, donde
j = 1, . . . , l y ν grados de libertad de la t-Student.
La ecuación de la media representa un sistema dinámico sin retroalimenta-
ción con entrada observable {Zt} y salida observable {Xt}, se asume que
{Zt} es un proceso estocástico estacionario con distribución contínua; para
denotar el modelo, se utiliza el símbolo: DTGARCH(l ; k1, . . . , kl ; p1, . . . , pl ;
q1, . . . , ql) y se dice que {Xt} es un modelo TAR con un GARCH de umbrales.
Si en la ecuación (1.1) ht es constante, en cada régimen se tiene el modelo
autorregresivo de umbrales (TAR) y si además el {εt} i.i.d∼ tν√
ν/(ν−2) se tiene
el modelo TAR considerado por Zhang y Nieto (2015), y si {εt} i.i.d∼ N(0, 1)
se tiene el modelo TAR considerado por Moreno y Nieto (2014).
1.2. La función de verosimilitud condicional del
modelo
Sean x1,k = (x1, . . . , xk) con k = ma´x{k1, . . . , kl; p1, . . . , pl; q1, . . . , ql; d} y
z1,T = (z1, . . . , zT ) vectores de datos observados para los procesos {Xt} y
{Zt}, respectivamente, en el periodo t = 1, . . . , T , con T el número de obser-
vaciones totales de la serie y sea σ2 = ht.
Se procede a estimar los parámetros del modelo DTGARCH considerando la
función de verosimilitud condicional:
f(xk+1,T |x1,k, z1,T ,Θ) = f(xk+1|x1,k, z1,T ,Θ) · . . . · f(xT |x1,k, xk+1,T−1, z1,T ,Θ)
donde Θ = (φ1, . . . ,φl,α1,α2, . . . ,αl, r, d, ν) con φj = (φ
(j)
0 , φ
(j)
1 , . . . , φ
(j)
kj
),
αj = (α
(j)
0 , α
(j)
1 , . . . , α
(j)
pj , β
(j)
1 , . . . , β
(j)
qj ), para j = 1, . . . , l , r = (r1, . . . , rl−1).
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Como {εt} ∼ tv√
ν/(ν−2) para t = k + 1, . . . , T , la variable xt|xt−1, . . . , x1,
z1,T se distribuye como una variable tν multiplicada por
h
(jt)
t√
ν/(ν−2) , añadiendo
φ
(jt)
0 +
∑Kjt
i=1 φ
(jt)
i donde jt = j si Zt−d ∈ (rj−1, rj] para algún j = 1, · · · , l.
en consecuencia, la función de verosimilitud condicional está dada por
f(xk+1,T |x1,k, z1,T ,Θ) =
T∏
t=k+1
{
Γ
(
ν+1
2
)
Γ
(
ν
2
)√
pi(ν − 2)
1√
ht
[
1 +
(xt − µt)2
(ν − 2)ht
]− ν+1
2
}
con µt = φ
(j)
0 +
kj∑
i=1
φ
(j)
i xt−i y ht = α
(j)
0 +
pj∑
m=1
α
(j)
m a2t−m +
qj∑
n=1
β
(j)
n ht−n,
1.3. Estimación de parámetros
En la estimación de parámetros se usa la metodología Bayesiana propuesta
por Chen, Gerlach y So (2006), se asume independencia a priori, se asumen
conocidos los hiperparámetros. Se conocen o se estiman en forma preliminar
el número de regímenes l y los órdenes autorregresivos.
Definimos a I(·) como la función indicadora para lo que sigue del documento,
dada por:
I(x) =
{
1 si x ∈ B
0 en otro caso
1.3.1. Densidades a Priori
Las densidades a priori para los coeficientes autorregresivos φj , αj con
j = 1, . . . , l, los valores umbrales r = (r1, . . . , rl−1)′, el parámetro de rezago
d y los grados de libertad del proceso de ruido ν∗ = 1
ν
, estarán dadas como
sigue:
• La densidad a priori del vector φj es una distribución normal multi-
variada con el vector de media φ0,j y la matríz de covarianza V
−1
0,j ,
denotado como φj ∼ N(φ0,j,V −10,j).
• Adoptamos la densidad a priori del vector αj de la siguiente manera
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αj ∼ I
(
α
(j)
0 > 0 ; α
(j)
m , β
(j)
n ≥ 0 ;
(
pj∑
m=1
α
(j)
m +
qj∑
n=1
β
(j)
n
)
< 1
)
Estas condiciones sobre los parámetros aseguran volatilidad positiva.
• La densidad a priori para el valor umbral r es la inversa de la integral
C =
∫
· · ·
∫
A
dr1 . . . drl−1
con A una región en la que se satisface que
• Pa < r1 < · · · < rl−1 < Pb, y
• Cada regimen contiene al menos H % de los datos de la variable
de umbrales rezagada Zt−d, para asegurar inferencia válida.
Así, queda denotada como
r ∼ I (Pa < r1 < · · · < rl−1 < Pb, r ∈ A) , k = 1, . . . , l − 1
con Pa y Pb, el percentil a y el percentil b respectivamente de la variable
de umbrales Zt−d
• La densidad a priori para el parámetro de rezago d es una unifor-
me discreta sobre (0, 1, . . . , d0), es decir Pr(d = i) = 1(d0+1) para
i = 0, 1, . . . , d0, así, queda denotada como:
d ∼ I(d ∈ 0, 1, . . . , d0) con d0 : un rezago máximo considerado.
• Restringimos ν ≥ 4 de manera que la varianza sea finita y asegurando
que la curtosis sea mayor que 3, luego, la densidad a priori se denota
como sigue:
ν∗ ∼ I( 1
ν
∈ [0, 0.25])
Los hiperparámetros considerados son φ0,j = 0¯,V
−1
0,j = w·I donde I es la
matríz identidad, w un valor real pequeño y 0¯ un vector de ceros, Pa, Pb
percentiles de Zt−d y d0 un rezago máximo a considerar.
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1.3.2. Densidades a Posteriori
Para obtener la densidad a posteriori de los parámetros no estructurales y
siguiendo a Chen, Gerlach y Lin (2009), y Zhang y Nieto (2015), se hace un
producto entre la función de verosimilitud condicional del modelo encontrada
anteriormente y la densidad a priori de los parámetros, permitiendo estimar
a través de métodos MCMC los parámetros del modelo DTGARCH.
Proposición 1. Para cada j = 1, . . . , l, la distribución condicional a poste-
riori de φj, dados los parámetros φi con i 6= j, αj, ν∗, r = (r1, . . . , rl−1)′ y
d es de la forma:
f(φj|φi, i 6= j,αj, x1,k, z1,T , r, d, ν∗) ∝
T∏
t=k+1
[
1 +
(xt − µt)2
(ν − 2)ht
]− ν+1
2
× exp
{
−1
2
(
φj − φ0,j
)′
V 0,j
(
φj − φ0,j
)}
Proposición 2. Para cada j = 1, . . . , l, la distribución condicional a pos-
teriori de αj, dados los parámetros φj, con j = 1, . . . , l, αi con i 6= j, ν∗,
r = (r1, . . . , rl−1)′ y d es de la forma:
f(αj|αi, i 6= j,φj, x1,k, z1,T , r, d, ν∗)
=
T∏
t=k+1
{
Γ
(
ν+1
2
)
Γ
(
v
2
)√
pi(ν − 2)
1√
ht
[
1 +
(xt − µt)2
(ν − 2)ht
]− ν+1
2
}
× I
(
α
(j)
0 > 0 ; α
(j)
m , β
(j)
n ≥ 0 ;
(
pj∑
m=1
α(j)m +
qj∑
n=1
β(j)n
)
< 1
)
Proposición 3. Sea r = (r1, . . . , rl−1)′ el vector de valores umbrales, la
distribución condicional a posteriori dados los parámetros φj,αi con j =
1, . . . , l, ν∗ y d es de la forma:
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f(r|φj,αj, x1,k, z1,T , d, ν∗)
=
T∏
t=k+1
{
Γ
(
ν+1
2
)
Γ
(
v
2
)√
pi(ν − 2)
1√
ht
[
1 +
(xt − µt)2
(ν − 2)ht
]− ν+1
2
}
× I (Pa < r1 < · · · < rl−1 < Pb, r ∈ A)
Proposición 4. La distribución condicional a posteriori del parámetro d
dados los parámetros φj, αj, ν∗, r = (r1, . . . , rl−1)′ es una distribución mul-
tinomial.
f(d = j∗|φj,αj, x1,k, z1,T , r, ν∗) =
f(xk+1,T |d=j∗,φj ,αj ,, z1,T , r, ν
∗)Pr(d = j∗)
d0∑
i=0
f(xk+1,T |d=i,φj ,αj ,, z1,T , r, ν
∗)Pr(d = i)
Proposición 5. La distribución condicional a posteriori de los grados de
libertad del proceso del ruido {εt}, dado los parámetros φj = (φ1, . . . , φl)′,
αj = (α1, . . . , αl)
′, d y r = (r1, . . . , rl−1)′ es:
f(ν∗|φj,αj,x1,k, z1,T , r, d)
=
T∏
t=k+1
{
Γ
(
ν+1
2
)
Γ
(
ν
2
)√
pi(ν − 2)
1√
ht
[
1 +
(xt − µt)2
(ν − 2)ht
]− ν+1
2
}
× I
(
1
ν
∈ [0, 0.25]
)
1.4. Algoritmo
Estas distribuciones posteriores en general no son de una forma estándar y
requieren que empleemos técnicas como el método de Metropolis Hastings de
caminata aleatoria e independiente para lograr la muestra deseada.
Cuando se ejecuta un algoritmo MCMC, es importante examinar si los valores
simulados, θt, han convergido aproximadamente a la distribución f(θ∗|θt−1),
para ello es recomendable examinar gráficamente las cadenas usando la tra-
za, el acf (función de autocorreación muestral), y las secuencias acumuladas
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(Cumuplot) de los valores generados, entre otras.
Se toma un tamaño muestral MCMC lo suficientemente grande descartando
un periodo de calentamiento inicial, las iteraciones que queden se usan para
el análisis como se detalla a continuación.
Algoritmo
• Fijar los valores iniciales para φj ,αj con j = 1, . . . , l, r = (r1, . . . , rl−1),
d0 y ν∗.
• Para la iteración g = 1, . . . , G, donde G es la longitud de la cade-
na MCMC, se simula un valor para φj , αj con j = 1, . . . , l, r =
(r1, . . . , rl−1), d y ν∗ como sigue:
1. Para φj,g usando Metrópolis Hastings (Caminata Aleatoria).
2. Para αj,g usando Metrópolis Hastings (Caminata Aleatoria e In-
dependiente).
3. Para rg usando Metrópolis Hastings (Caminata Aleatoria).
4. Para dg usando la distribución multinomial.
5. Para ν∗g usando Metrópolis Hastings (Caminata Aleatoria).
• Tomar g = g + 1 y volver al paso 1.
La elección del tamaño de paso a para cada vector de parámetros es im-
portante para asegurar una buena convergencia. Estos tamaños de paso se
ajustan al monitorear la tasa de aceptación de Metrópolis Hastings para que
se encuentre entre 25% y 50% en el periodo de calentamiento.
Puede haber una convergencia lenta en la cadena de Markov, especialmente
cuando
pj∑
m=1
α
(j)
m +
qj∑
n=1
β
(j)
n ' 1 con j = 1, . . . , l. Para mejorar la convergencia
MCMC se emplea un Metrópolis Hastings Independiente después del periodo
de calentamiento. Chen, Gerlach y So (2006).
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Las estimaciones puntuales y por intervalo de los parámetros de cualquier
función excepto la del rezago d se obtienen promediando la función en todas
las iteraciones de muestra después del período de calentamiento. La estima-
ción del parámetro de rezago d se obtiene con la moda de todas las iteraciones
obtenidas después del periodo de calentamiento.
Los algoritmos se describen a continuación:
Metrópolis Hastings de Caminata Aleatoria
El algoritmo Metrópolis Hastings caminata aleatoria simula una cadena de
Markov cuya distribución es f(θ∗|θt−1) siendo f(·) una densidad de probabi-
lidad simétrica centrada en el origen.
Algoritmo. Dado un valor inicial θ0, la t-ésima iteración consiste en:
1. Generar una observación θ∗ apartir de la caminata aleatoria.
θ∗ = θt−1 + a ∗N(0, 1)
Donde θt−1 es la (t− 1)-ésima iteración y a es el tamaño de paso.
2. Generar una variable u ∼ U(0, 1).
3. Calcular la probabilidad de aceptar el valor generado:
α = mı´n
{
1,
f(θ∗|x)
f(θt−1|x)
}
4. Si u ≤ α, hacer θt = θ∗, en caso contrario, hacer θt = θt−1.
5. Volver a 1.
Metrópolis Hastings Independiente
Sea f(θ∗|θt−1) la función objetivo, el algoritmo Metrópolis Hastings Indepen-
diente simula una cadena de Markov cuya distribución es g(θ∗|θt−1) siendo
g(·) la función instrumental.
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Algoritmo. Dado un valor inicial θ0, la t-ésima iteración consiste en:
1. Generar una observación θ∗ de g(θ∗|θt−1).
2. Generar una variable u ∼ U(0, 1).
3. Calcular la probabilidad de aceptar el valor generado:
α = mı´n
{
1,
f(θ∗|x)g(θt−1|x)
f(θt−1|x)g(θ∗|x)
}
Donde g(·) en nuestro caso es la distribución normal multivariada con
vector de medias α¯ = (α¯0, α¯1, . . . , α¯pj , β¯1, . . . , β¯qj) y matriz de cova-
rianzas Σˆ de α¯.
4. Si u ≤ α, hacer θt = θ∗, en caso contrario, hacer θt = θt−1.
5. Volver a 1.
1.5. Validación del modelo
La etapa de validación del modelo es una etapa importante de cualquier ana-
lisis de series de tiempo.
En esta etapa para el modelo DTGARCH se utilizan residuales estandariza-
dos et = (Xt −Xt|t−1)/
√
ht si rj−1 < Zt−d ≤ rj, con j = 1, . . . , l, donde
Xt|t−1 = φ
(j)
0 +
kj∑
i=1
φ
(j)
i xt−i y ht = α
(j)
0 +
pj∑
m=1
α
(j)
m a2t−m +
qj∑
n=1
β
(j)
n ht−n
siendo Xt|t−1 el predictor un paso adelante para Xt con t = k + 1, . . . , T ,
k = ma´x{k1, . . . , kl; p1, . . . , pl; q1, . . . , ql; d} y T el número de observaciones
totales de {Xt}. Se usa el gráfico CUSUM-SQ para verificar que hay una
especificación correcta del modelo, el diagrama de caja para chequear asime-
tría, la función de autocorrelación muestral y autocorrelación parcial para
observar autocorrelación, las estadísticas de normalidad de Shapiro-Wilk y
Kolmogorov-Smirnov, y la función de autocorrelación muestral para eviden-
ciar independencia.
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1.6. La función de varianza condicional
Para obtener la función de varianza condicional de los modelos DTGARCH
se tomó como referencia a Nieto y Moreno (2016).
Siguiendo la proposición 3 de dicho artículo la función de varianza condicional
para un modelo autorregresivo de umbrales (TAR), está dada como sigue.
Considerese x˜t−1 = {xt−1, . . . , x1}, la función de varianza condicional del
proceso {Xt} es:
V ar(Xt|x˜t−1) =
l∑
j=1
pt,j[h
j]2 +
l∑
j=1
pt,jµ
2
t−1,j −
(
l∑
j=1
pt,jµt−1,j
)2
(1.2)
donde pt,j = Pr(Zt−dˆ ∈ (rj−1, rj]), µt−1,j = a(j)0 +
kj∑
i=1
a
(j)
i xt−i, aquí a
(j)
i y h(j)
para i = 1, . . . , kj, j = 1, . . . , l, y t = k + 1, . . . , T , con k = ma´x{k1, . . . , kl}
son números reales.
Para el caso del modelo DTGARCH, se considera ht como un modelo GARCH
para explicar la volatilidad, luego, se deduce la varianza condicional como
sigue:
V ar(Xt|x˜t−1) =
l∑
j=1
pt,j[h
j
t ]
2 +
l∑
j=1
pt,jµ
2
t−1,j −
(
l∑
j=1
pt,jµt−1,j
)2
(1.3)
Donde pt,j = Pr(Zt−dˆ ∈ (rj−1, rj]), µt−1,j = φ(j)0 +
kj∑
i=1
φ
(j)
i xt−i y ht = α
(j)
0 +
pj∑
m=1
α
(j)
m a2t−m +
qj∑
n=1
β
(j)
n ht−n, para j = 1, . . . , l, y t = k + 1, . . . , T , con k =
ma´x{k1, . . . , kl; p1, . . . , pl; q1, . . . , ql; d}.
Capítulo 2
Ejemplos Ilustrativos
En esta sección, se aplica el algoritmo propuesto para datos simulados y para
series de tiempo financieras con el fin de ilustrar la metodología propuesta.
Como se mencionó en la sección 1.4, se ejecuta un muestreador de Gibbs con
Metrópolis Hastings de 10.000 iteraciones, donde el 25 % de las muestras se
toma como periodo de calentamiento y lo restante, para la inferencia. Para
el caso de los αj ′s, las primeras 2.500 iteraciones son tomadas como muestra
de calentamiento mediante un Metrópolis Hastings de caminata aleatoria y
7.500 iteraciones de Metrópolis Hastings independiente para la inferencia,
con el fin de mejorar la convergencia.
2.1. Un ejemplo simulado
Se toma una serie de tiempo {xt} de tamaño T=1000 del siguiente modelo
DTGARCH(2;1,1;1,1;1,1):
Xt =
{ −0.5− 0.6Xt−1 + at si Zt < 0
0.9− 0.7Xt−1 + at si Zt > 0 (2.1)
con at =
√
htεt,
ht =
{
0.5 + 0.1a2t−1 + 0.02ht−1 si Zt < 0
0.1 + 0.3a2t−1 + 0.08ht−1 si Zt > 0
donde {εt} i.i.d∼ t6√
6/4
, Zt = 0.5Zt−1 + t, el cual es un proceso estacionario
con distribución contínua y {t} es un proceso de ruido blanco Gaussiano de
19
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media 0 y varianza 1, con {εt} y {t} independientes.
En la siguiente figura, se presentan las últimas 200 observaciones de la serie
simulada anteriormente, donde se pueden apreciar conglomerados de baja y
alta volatilidad:
Figura 2.1: (a)Variable de interés del ejemplo simulado
(b)Variable de umbrales del ejemplo simulado
Xt Zt
Mínimo -4.1022 -4.9672
Máximo 6.1071 6.1591
Media 0.2581 0.2824
Desv. Est. 1.0243 1.3888
Curtosis (Exceso) 2.2267 0.2381
Asimetría -0.1789 -0.0938
Valor p (Test Shapiro-Wilk) 4.79 ×10−12 0.0041
Tabla 2.1: : Algunas estadísticas descriptivas de las series simuladas.
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Figura 2.2: Gráfica Boxplot del ejemplo simulado.
En la Tabla 2.1 se observa que en ambos casos la media es lejana a cero,
un comportamiento asimétrico para las series, en las cuales, se rechaza la hi-
pótesis de normalidad. En la gráfica Boxplot se confirma el comportamiento
asimétrico.
Para la estimación de los parámetros, se ejecutan 100 réplicas, de aquí, se
promedian las estimaciones obtenidas, con esto se obtienen las medianas, de-
viaciones estándar y los intervalos creíbles al 95% , siguiendo el algoritmo
descrito en la sección 1.4.
Los hiperparámetros utilizados para las densidades a priori de los parámetros
no estructurales fueron φ0,j = 0¯,V
−1
0,j = 0.01·I, donde 0¯ es un vector de ceros
y I es la matriz identidad, y para el rezago, d0 = 3 como el rezago máximo
a considerar.
Para la identificación de los parámetros no estructurales, se toman como va-
lores iniciales φ(j)0 = φ
(j)
1 = α
(j)
0 = α
(j)
1 = β
(j)
1 = 0.5 para j = 1, 2 y para los
ν grados de libertad de la t-Student se toma como valor inicial ν = 5. Para
los parámetros estructurales, se toma como valor inicial del valor umbral r,
la mediana de la distribución empírica de Zt−d cuyo valor es 0.2824 y d = 0
como valor inicial para el rezago.
Los resultados se presentan en el Tabla 2.3, en la que se observa que la
variable de umbrales apropiada debe ser la misma Zt sin rezagar, que es
donde se obtiene el mayor valor de frecuencias.
2. Ejemplos Ilustrativos 22
Como estimador puntual de cada parámetro, se elige la media de las 100
repeticiones, la desviación estándar (D.E.), el intervalo creíble al 95%, la
cobertura (Cob.), es decir, el porcentaje de veces que el valor verdadero cae
en el intervalo creíble, junto con el sesgo se muestran en la Tabla 2.3.
Parámetro Real Estimado D.E. I.C. 95% Cob. Sesgo
φ
(1)
0 -0.5 -0.4374 0.0057 -0.5095,-0.4901 91 -0.0742
φ
(1)
1 -0.6 -0.6183 0.0022 -0.6034,-0.5953 98 0.0183
α
(1)
0 0.5 0.4660 0.0060 0.4541,0.5736 94 -0.0340
α
(1)
1 0.1 0.1202 0.0017 0.0135,0.1292 97 0.0202
β
(1)
1 0.02 0.0309 0.0034 0.0188,0.0393 99 0.0109
φ
(2)
0 0.9 0.9901 0.0048 0.8033,0.9197 96 0.0901
φ
(2)
1 -0.7 -0.6201 0.0030 -0.7985,-0.6888 89 -0.0799
α
(2)
0 0.1 0.0831 0.0036 0.0800,0.1921 94 -0.0169
α
(2)
1 0.3 0.2852 0.0060 0.2743,0.3233 99 -0.0148
β
(2)
1 0.08 0.0763 0.0015 0.0711,0.18 70 99 0.0037
r 0 -0.0427 0.0416 -0.1133,- 0.0074 96 -0.0427
ν 6 6.1054 0.0010 5.9975,6.2012 96 0.2410
d 0 0 100
Tabla 2.3: Estimaciones para el ejemplo simulado.
El método utilizado para la estimación arroja un sesgo y una desviación es-
tándar muy próxima a cero, lo cual es muy razonable.
Estas estimaciones están cerca de los parámetros verdaderos, además, todos
los intervalos de credibilidad al 95% contienen los parámetros verdaderos.
Para evaluar la convergencia de las cadenas MCMC, se producen los gráficos
de las secuencias acumuladas (Cumuplot) para las primeras 4.000 iteraciones
en algunos parámetros en la Figura 2.3.
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Figura 2.3: Gráficas Cumuplot de las muestras simuladas MCMC de las primeras
4000 iteraciones
Las gráficas Cumuplot muestran un decaimiento rápido, lo que indica una
rápida convergencia.
Con el gráfico CUSUM-SQ de los residuales estandarizados, veremos si el
modelo ajustado es apropiado.
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Figura 2.4: Gráfico CUSUM-SQ de los residuos estandarizados del modelo esti-
mado
La Figura 2.4 muestra que no hay evidencia de una especificación incorrecta
del modelo y la Figura 2.5 evidencia que los residuos estandarizados presentan
simetría y colas pesadas, además, la prueba de bondad de ajuste Kolmogorov-
Smirnov arroja un valor p de 0.006064, luego, se rechaza la hipótesis nula, lo
cual descarta la posibilidad de que los residuos estandarizados se distribuyan
como una normal, lo que nos da indicios de una distribución t-Student para
los residuales.
Figura 2.5: Gráfica Q-Q de los residuales estandarizados.
En la Figura 2.6 se observa una comparación de la variable de interés y la
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función de varianza condicional, la cual, se estima con los promedios de las
100 repeticiones.
Figura 2.6: Ejemplo simulado versus Función de varianza condicional de las últi-
mas 200 observaciones.
La Figura 2.6 muestra cómo la metodología para el modelo DTGARCH es
capaz de capturar el aspecto heterocedástico en la serie simulada.
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2.2. Una aplicación en finanzas
A continuación, se utilizan los retornos diarios del ln del promedio industrial
Dow Jones como la variable de umbrales, y los retornos diarios del ln del
índice BOVESPA (Índice de la bolsa de valores de Sao Paulo) como la variable
de interés, desde el 12 de diciembre de 2000 hasta el 02 de junio de 2010.
Figura 2.7: Datos financieros.
(a) Xt = ln(BOV ESPAt)− ln(BOV ESPAt−1).
(b) Zt = ln(DOWJONESt)− ln(DOWJONESt−1).
En la Figura 2.7 se aprecia claramente los llamados conglomerados de baja
y alta volatilidad, bien conocidos en el ámbito financiero como un hecho
estilizado.
La Figura 2.8 muestra correlaciones ligeramente significativas en los rezagos
3 y 7 para la serie de retornos del BOVESPA.
En la Tabla 2.4 se observa que en ambos casos la media es muy cercana a
cero, un exceso de curtosis que es mayor en el caso del DOWJONES, un
comportamiento asimétrico para la serie de rendimientos del BOVESPA y en
las dos series, bajo la prueba estadística Shapiro-Wilks, se rechaza la hipótesis
nula de normalidad. En la Figura 2.9 se evidencia presencia de colas pesadas.
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Figura 2.8: Función de autocorrelación y de autocorrelación parcial de la serie de
retornos del BOVESPA
BOVESPA DOWJONES
Mínimo -0.1209 -0.0820
Máximo 0.1368 0.1051
Media 5.8 ×10−4 -1.8 ×10−5
Desv. Est. 0.0194 0.0127
Curtosis (Exceso) 4.37 8.67
Asimetría -0.1181 0.0373
Valor p (Test Shapiro-Wilk) 2.2 ×10−16 2.2 ×10−16
Tabla 2.4: : Algunas estadísticas descriptivas de las series de rendimientos.
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Figura 2.9: Gráfica Boxplot de los retornos de las series financieras.
Ajuste del modelo AR-GARCH a la serie de rendimientos del BO-
VESPA
Se ajusta un modelo AR(p) a la media condicional de los datos, un mode-
lo GARCH(m,s) para la varianza condicional y finalmente se estiman to-
dos los parámetros del modelo usando el comando garchF it de la librería
"fGarch"del programa estadístico R.
En la Figura 2.8 se observa correlación parcial significativa en el tercer re-
zago, lo que nos indica un posible AR(3) y siguiendo a Moreno E.(2010) se
adopta un GARCH(1,1) para la volatilidad con una distribución t-Student
para el proceso {εt} y la estimación para los grados de libertad fue de 7.
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El modelo estimado es el siguiente:
Xt =0.0014− 0.0388Xt−3 + at
at =εtσt
σ2t =7.480× 10−6 + 0.0735a2t−1 + 0.9066σ2t−1
En este modelo todos los parámetros son significativos al 5%. Los valores de
la estadística t y el valor p para la constante en la ecuación de la media y
el coeficiente autorregresivo son 4.53 (5.69 × 10−6) y -1.89 (0.057), para la
ecuación de la varianza estos valores son, respectivamente, de 3.06 (0.0021) ,
6.01 (0.00), 57.89 (0.00).
Figura 2.10: Diagnóstico del modelo AR-GARCH para la serie de retornos del
BOVESPA. ACF para los residuales estandarizados, los residuos
estandarizados al cuadrado y los valores absolutos de los residuos
estandarizados
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Figura 2.11: CUSUMSQ para los residuos estandarizados del modelo AR-
GARCH para el BOVESPA
La Figura 2.10 muestra no correlación serial en los residuos, residuos al cua-
drado y en sus valores absolutos, indicando que los modelos para la media y
la varianza son adecuados.
Además, la gráfica CUSUMSQ (Figura 2.11), muestra una especificación in-
correcta del modelo, con lo cual, optamos por ajustar las series financieras al
modelo no lineal DTGARCH.
Figura 2.12: Gráfico Q-Q para los residuos estandarizados del modelo AR-
GARCH para el BOVESPA
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La Figura 2.12 refleja colas pesadas y simetría en los residuales estandariza-
dos para el la serie BOVESPA ajustada a un modelo AR-GARCH, además,
la prueba de bondad de ajuste Kolmogorov-Smirnov arroja un valor p de
6.56 × 10−8, por ende, se rechaza la hipótesis nula, es decir, los residuos
estandarizados no provienen de una distribución normal.
Ajuste del modelo DTGARCH a la serie de rendimientos del BO-
VESPA
Los órdenes autorregresivos a considerar son k1 = k2 = k3 = 3, p1 = p2 =
p3 = 1 y q1 = q2 = q3 = 1, valores dados por los órdenes autorregresivos
resultantes de ajustar un AR-GARCH a los retornos diarios del ln del índice
BOVESPA de la sección anterior.
Para la postulación del número de regímenes, se asume como un valor co-
nocido, en este caso l = 3, con el fin de comparar con los modelos TAR
obtenindos en Zhang y Nieto (2015) y Moreno y Nieto (2014).
Los tres regímenes hacen referencia a los retornos negativos, retornos peque-
ños y retornos grandes positivos en la serie Dow Jones.
En lo que sigue, será necesario especificar las densidades a priori para los
parámetros no estructurales, dadas en la sección 1.1. Los hiperparámetros
utilizados para estas densidades a priori fueron φ0,j = 0¯,V
−1
0,j = 0.01·I donde
0¯ es un vector de ceros y I es la matriz identidad. Para el máximo de rezagos
a considerar se toma d0 = 3
Para la identificación de los parámetros no estructurales, se toman como
valores iniciales φ(j)0 = φ
(j)
1 = φ
(j)
2 = φ
(j)
3 = α
(j)
0 = α
(j)
1 = β
(j)
1 = 0.5 para
j = 1, 2, 3 y para los ν grados de libertad de la t-Student se toma como valor
inicial ν = 5.
Para los parámetros estructurales, se tomaron como posibles candidatos de
los valores umbrales r1 y r2 los percentiles 25 y 75 de la distribución empírica
de Zt−d cuyos valores son -0.0054 y 0.0057 respectivamente, y para el rezago,
se establece d = 1 como valor inicial.
Los resultados se presentan en el Tabla 2.6, donde se presentan los paráme-
tros del modelo ajustado DTGARCH que resultaron significativos, junto con
sus respectivos errores estándar e intervalos de credibilidad del 95 % y donde
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se observa que la variable de umbrales apropiada debe ser la misma Zt sin
rezagar, que es donde se obtiene el mayor valor de frecuencias.
Parámetro Media D.E. Inf. 95 Sup. 95
φ
(1)
0 -0.0119 0.0034 -0.0175 -0.0045
φ
(1)
1 0.1233 0.0030 0.1181 0.1298
α
(1)
0 0.0135 0.0033 0.0079 0.0207
α
(1)
1 0.0012 0.0029 3.1 ×10−6 0.0047
β
(1)
1 0.0081 0.0029 0.0022 0.0120
φ
(2)
0 0.0007 0.0033 7.9 ×10−5 0.0049
φ
(2)
1 0.0078 0.0033 0.0022 0.0150
α
(2)
0 0.0195 0.0029 0.0137 0.0235
α
(2)
1 -0.0034 0.0029 -0.0093 -0.0012
β
(2)
1 0.0096 0.0029 0.0037 0.0135
φ
(3)
0 0.0131 0.0033 0.0075 0.0203
φ
(3)
1 -0.0024 0.0033 -0.0080 -0.0004
φ
(3)
2 -0.0445 0.0032 -0.0499 -0.0374
φ
(3)
3 -0.1217 0.0030 -0.1270 -0.1153
α
(3)
0 0.0254 0.0029 0.0197 0.0294
α
(3)
1 0.0017 0.0029 6.2 ×10−5 0.0042
β
(3)
1 0.0238 0.0029 0.0181 0.0278
r1 -0.0051 0.0029 -0.0110 -0.0012
r2 0.0054 0.0029 -0.0005 0.0093
ν 5 0.0010 4.9975 5.0013
d 0
Tabla 2.6: Estimación de parámetros para los datos financieros.
Para evaluar la convergencia de las cadenas MCMC, se producen gráficos
de las secuencias acumuladas (Cumuplot) de las primeras 4.000 iteraciones
de algunos parámetros como se muestra en la Figura 2.13, asegurando la
convergencia de las muestras MCMC.
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Figura 2.13: Gráficas Cumuplot de las muestras MCMC de las primeras 4000
iteraciones
Finalmente, con los parámetros estimados, se llega al siguiente modelo para
los datos:
Xt =

−0.0119 + 0.1233Xt−1 + at si Zt < −0.0051
0.0007 + 0.0078Xt−1 + at si − 0.0051 ≤ Zt < 0.0054
0.0131− 0.0024Xt−1 − 0.0445Xt−2 si Zt > 0.0054
−0.1217Xt−3 + at
(2.2)
donde,
ht =

0.0135 + 0.0012a2t−1 + 0.0081ht−1 si Zt < −0.0051
0.0195− 0.0034a2t−1 + 0.0096ht−1 si − 0.0051 ≤ Zt < 0.0054
0.0254 + 0.0017a2t−1 + 0.0238ht−1 si Zt > 0.0054
con at =
√
htεt.
Para validar el modelo, usamos el gráfico CUSUM-SQ de los residuales es-
tandarizados, también algunos gráficos para chequear la normalidad, la in-
dependencia y asimetría de los mismos.
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Figura 2.14: Gráfico CUSUM y CUSUMSQ de los residuos estandarizados del
modelo estimado (2).
La gráfica CUSUMSQ (Figura 2.14) indica que no hay evidencia de una
especificación incorrecta del modelo. Con lo anterior, el modelo tiene un
ajuste apropiado.
Figura 2.15: Gráfico Q-Q para los residuos estandarizados del modelo DT-
GARCH para el BOVESPA
La Figura 2.15 refleja colas pesadas y simetría en los residuales estandarizados
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para la serie BOVESPA ajustada al modelo DTGARCH.
La Figura 2.16 muestra comportamiento estable en los residuales, así como
también un comportamiento simétrico y colas pesadas.
Figura 2.16: Traza, histograma y boxplot de los residuales del modelo DT-
GARCH.
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Figura 2.17: ACF de residuos y residuos estandarizados del modelo (2.1).
En la Figura 2.17, podemos observar el ACF de los residuales y los residuos
estandarizados del modelo DTGARCH con ruido t-Student, donde muestran
una fuerte evidencia de independencia .
Finalmente, se presenta la varianza condicional descrita en la ecuación 1.3 de
la sección 1.6 para el ajuste del modelo DTGARCH a la serie de rendimientos
BOVESPA.
Figura 2.18: Función de varianza condicional del modelo DTGARCH con ruido
t-Student.
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donde se aprecia una captura aceptable de la volatilidad de la serie en estudio.
Comparación de la función de varianza condicional de los modelos
ajustados a la serie de rendimientos del BOVESPA
La gráfica CUSUM-SQ (Figura 2.11) ilustra una especificación incorrecta del
modelo, sin embargo, se observa que el modelo AR-GARCH parece explicar
de manera adecuada los conglomerados de volatilidad de la serie como lo
indica la Figura 2.19.
Figura 2.19: Función de varianza condicional del modelo AR-GARCH
Moreno y Nieto (2014) encontraron un modelo TAR similar para los mismos
datos, asumiendo la distribución Gaussiana para el proceso de ruido, sin
considerar el modelo GARCH:
Xt =

−0.0127 + 0.1113Xt−1 − 0.0685Xt−2 + 0.0198εt si Zt < −0.0054
6.81× 10−4 + 0.0137εt si − 0.0054 ≤ Zt
Zt < 0.0057
0.0135− 0.0837Xt−1 − 0.0684Xt−2 − 0.1687Xt−3 si Zt > 0.0057
−0.0633Xt−4 + 0.0191εt
Se puede ver que los dos umbrales son bastante similares. Por otro lado, los
órdenes autorregresivos son distintos en cada uno de los regímenes, aún así,
los coeficientes autorregresivos en común son similares.
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Figura 2.20: Función de varianza condicional del modelo TAR con ruido blanco
Gaussiano.
Zhang y Nieto (2015) encontraron un modelo TAR similar para los mismos
datos , asumiendo la distribución t-Student para el proceso de ruido, sin
considerar el modelo GARCH::
Xt =

−0.0106 + 0.1296Xt−1 + 0.0355εt si Zt < −0.0051
0.0009 + 0.0099Xt−1 + 0.0259εt si − 0.0051 ≤ Zt < 0.0054
0.0128− 0.0054Xt−1 − 0.0201Xt−2 si Zt > 0.0054
−0.0917Xt−3 + 0.0354εt
con 2.3 grados de libertad para el proceso {εt}.
Se observa que los dos umbrales son iguales. Además, en nuestro caso, hemos
considerado la varianza condicional como un modelo GARCH. Por otro lado,
los órdenes autorregresivos fueron tomados iguales en los dos modelos, donde
se observa que los coeficientes autoregresivos en común son similares.
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Figura 2.21: Función de varianza condicional del modelo TAR con ruido t-
Student.
Las varianzas condicionales de los modelos mencionados anteriormente de-
jan al descubierto que el modelo DTGARCH tienen una mejor captura del
aspecto heterocedástico contenido en los datos.
Conclusiones
En este trabajo, se propuso el modelo DTGARCH cuando el proceso de ruido
sigue una distribución t-Student, en la que se aplicó la metodología propuesta
por Chen, Gerlach y So (2006), desarrollando un procedimiento Bayesiano
para la estimación en simultánea de los parámetros del modelo, asumiendo
los órdenes autorregresivos y el número de regímenes conocidos.
El desarrollo de la metodología propuesta es satisfactorio tanto en datos si-
mulados como en los datos financieros, permitiendo un mejor ajuste de los
datos al modelo DTGARCH, además, según las comparaciones con trabajos
realizados anteriormente, se evidencia una mejor captura del aspecto hetero-
cedástico contenido en los datos.
En futuras investigaciones, se recomendaría estudiar modelos DTGARCH
con otro tipo de distribuciones para los errores y otros modelos que capturen
volatilidad.
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