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PENDAHULUAN LATAR BELAKANG
2016
• CV. Gemilang Indonesia merupakan perusahaan yang bergerak dibidang jasa
percetakaan yang terletak di Sidoarjo. Produk yang dihasilkan antara lain, Cetak
Nota, Cetak Faktur, Cetak Stiker dll
• Daerah pemasaran produk CV.Gemilang Indonesia tersebar di Jawa Timur, Bali,
Sumatera dan Kalimantan dengan pelanggannya terdiri dari 90% perusahaan dan
10% dari perorangan
• Terdapat produk yang dipesan dengan design tertentu namun juga terdapat produk
yang memiliki design umum
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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PENDAHULUAN PERMASALAHAN
2016
Permasalahan
• Permintaan pasar yang tidak menentu
• Barang atau produk sering mengalami Out of Stock (kehabisan stok)
• Barang atau produk sering mengalami Over Capacity (kelebihan produk)
• Keterbatasan gudang penyimpanan material dan produk jadi
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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PENDAHULUAN LATAR BELAKANG
2015
• Melakukan Peramalan Penjualan Nota Di CV. Gemilang Indonesia
Solusi
Metode ANN
Backpropagation
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
7
PENDAHULUAN RUMUSAN MASALAH
2016
1. Model seperti apakah yang cocok untuk meramalkan penjualan nota dalam
periode waktu ke depan di CV.Gemilang Indonesia ?
2. Bagaimana Backpropagation Neural Network dapat menyelesaikan permasalahan
penjualan di CV.Gemilang Indonesia ?
3. Bagaimanakah performa atau kinerja Backpropagation Neural Network dalam
melakukan peramalan ?
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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PENDAHULUAN 
2016
BATASAN MASALAH
1. Data yang digunakan dalam penelitian tugas akhir ini merupakan data penjualan
nota selama periode waktu (time series) mingguan selama tahun 2014-2015
2. Metode peramalan yang digunakan yaitu Backpropagation Neural Netwok
3. Penelitian dilakukan di CV.Gemilang Indonesia.
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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PENDAHULUAN 
2016
TUJUAN
Untuk meramalkan jumlah penjualan nota untuk beberapa periode waktu yang akan
datang dengan melibatkan beberapa faktor atau variabel yang mempengaruhinya.
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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PENDAHULUAN 
2016
MANFAAT
1. Dapat mengetahui pola penjualan nota di CV. Gemilang Indonesia
2. Dapat mengetahui jadwal produksi yang tepat agar produk yang tersedia dapat
memenuhi permintaan pelanggan.
3. Dapat mengetahui kebutuhan material untuk setiap produk yang akan diproduksi.
4. Dapat mengetahui jadwal pengadaan material
5. Dapat mengelola stock material maupun produk jadi yang terdapat di gudang
(inventory)
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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PENDAHULUAN RUMUSAN MASALAH
2016
BATASAN MASALAHTUJUANM F T
1. Model seperti apakah yang cocok untuk meramalkan penjualan nota dalam
periode waktu ke depan di CV.Gemilang Indonesia ?
2. Bagaimana Backpropagation Neural Network dapat menyelesaikan permasalahan
penjualan di CV.Gemilang Indonesia ?
3. Bagaimanakah performa atau kinerja Backpropagation Neural Network dalam
melakukan peramalan ?
Data yang digun k n dalam penelitian tugas akhir ini merupakan data penjualan
nota selama perio waktu (tim series) mingguan selama tahun 2014-2015
2. Metode peramalan yang digunakan yaitu Backpropagation Neural Netwok
3. Penelitian dilakukan di CV.Gemilang Indonesia.
1. Dapat mengetahui pola penjualan nota di CV. Gemilang Indonesia
2. apat m nge ahui jadwal produksi y g epat gar produk yang tersedi d pat
memenuhi permintaan pelanggan.
Untuk meramalkan juml pe jualan nota ntuk beberap periode wak u y g kan
datang d gan m liba k b berap faktor atau vari bel yang mempengaruhinya.
3. D p t mengetahui kebutuhan material untuk setiap produk yang akan diproduksi.
4. Dapat mengetahui jadwal pengadaan material
5. Dapat mengelola stock material maupun produk jadi yang terdapat di gudang
(inventory)
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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PENDAHULUAN RELAVANSI
2016
domain INTELLEGENCE SYSTEM
topik ARTIFICIAL INTELLEGENCE
TEKNIK PERAMALAN
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TINJAUAN 
PUSTAKA 
PENELITIAN 
SEBELUMNYA
2016
Judul Hasil Penelitian Kelebihan Kekurangan
Penerapan Jaringan Saraf Tiuran
untuk Prediksi Biaya Pelayanan
Rumah Sakit pada Pasien
Peserta BPJS di Rumah Sakit Jiwa
Menur Surabaya,
(Sondang,2015) [8]
Prediksi untuk biaya pelayanan
Rumah Sakit Jiwa Menur bagi
pasien pesert BPJS dengan
menggunakan jaringan saraf
tiruan memiliki tingkat akurasi
yang sangat baik karena nilai
kesalahan rata-rata kurang dari
2% yang, dimana rata-rata
tersebut masih sangat jauh dari
batas MAPE sebesar 10%
Kesalahan atau error dalam
peramalan masih sangat jauh
dibawah batas MAPE sebesar
10%
- Proses pelatihan yang
cukup lama karena
menggunakan kode
program yang terpisah.
- Hasil peramalan masih
terbatas dalam bentuk
angka, sehingga masih
kurang merepresentasikan
hasil secara lebih jelas
(meaningless)
Judul Hasil Penelitian Kelebihan
Time Series Sales Forecasting For Short
Shelf-Lif Food Products
Based On Ar ificial Neural N tworks And
Evolutionary Compu ing (Philip
Doganis,2006) [9]
Membandingk n hasil prediksi penjualan
produk yang mempunyai masa kadaluars
r ndah yaitu susu segar di Atena dan Yunani
menggu akan metode Artificial Neural Network
dan Evolution ry Computing memiliki tingkat
akurasi y ng cukup tinggi dengan error hanya
sekit r 4-10% . Metode paling akurat yaitu
Adaptive Neural Ne work dengan error 4,61%
Me iliki akurasi yang cukup tinggi
dengan error rendah dibawah 10%.
Judul Hasil Penelitian Kelebihan Kekurangan
Perbandingan Peramalan
Permintaan Keripik Nanas
Menggunakan Metode
Jaringan Syaraf Tiruan dan
Time Series di UKM “So
Kressh” Malang (Shinta, 2014)
[10]
Membandingkan hasil
peramalan permintaan produk
kripik nanas UKM “So Kressh”
menggunakan metode Jaringan
Syaraf Tiruan dengan metode
time series (Winter Adaptive).
Eror dari hasil peramalan
dengan JST adalah 3.71%
sedangkan untuk Time Series
adalah 49.58%. Hasil peramalan
menggunakan JST menunjukkan
service level 4% lebih efektif
dibandingkan dengan aktual
Peramalan dengan
menggunakan JST lebih akurat
dibandingkan dengan metode
Time Series.
Data yang digunakan pada
metode Time Series (Winter
Adaptive) sebaiknya
menggunakan pola data
seasonal dan memiliki trend.
l
Peramalan penjualan Produk
Susu Bayi dengan Metode Grey
System Theory dan Neural
Network [11]
me iliki pola data acak dengan
menggunakan berbagai metode
peramalan. Dari hasil penelitian
terbukti bahwa metode Neural
Network cocok untuk peramalan
penjualan dengan pola data
yang tidak menentu (acak) yang
menghasilkan peramalan lebih
akurat.
penjualan dengan pola data
acak lebih akurat disbanding
metode lainnya
terendah dan terbesar pada
data.
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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TINJAUAN 
PUSTAKA
DASAR TEORI
2016
Peramalan
Kualitatif KuantitatifPeramalan merupakan perkiraan atau prediksi di masa depan berdasarkan data di 
masa lalu atau data historis
digunakan pada saat data
masa lalu cukup tersedia.
Beberapa teknik kuantitatif
yang sering dipergunakan:
Time Series Model dan Causal
Model.
peramalan yang melibatkan
pendapat para ahli, biasanya
menggunakan metode Delphi
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TINJAUAN 
PUSTAKA
DASAR TEORI
2016
Perhitungan Error
MAD
MSE
MAPE
(Mean Absolute Deviation) merupakan metode
perhitungan error dimana nilainya dihitung dengan
mengambil jumlah nilai aboslut dari setiap kesalahn
peramalan dibagi dengan jumlah periode data (𝑛)
(Mean Squared Error) merupakan perhitungan error 
dengan menggunakan rataan selisih kuadrat antara
nilai yang diramalkan dan yang diamati
(Mean Aboslute Percentage Error) meruapakan
perhitungan error dengan menggunakan rataan
deferensial absolut anatar nilai yang diramalkan dan
aktual, dinyatakan sebagai persentase nilai aktual, jika
memiliki nilai yang diramalkan untuk 𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑒
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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TINJAUAN 
PUSTAKA
DASAR TEORI
2016
N
sebuah sistem untuk pemrosesan informasi dengan“meniru” cara kerja system 
saraf biologis. ANN terinspirasi dari sistem kerja saraf manusia yang disebut neuron
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
17
TINJAUAN 
PUSTAKA
DASAR TEORI
2016
ANN
Dasar pemikiran :
• Membutuhkan data training
• Variabel input dan output
• Membutuhkan pembobotan
Backpropagation
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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METODOLOGI
2016
Tahap Persiapan
Menggali kelebihan dan kelemahan
dari studi literatur, kesesuaian
dengan topik permasalahan yang 
diangkat dan data yang ada
Mencari variabel-variabel terkait
antara lain data penjualan dan
time series yang digunakan dalam
peramalan
• PEMBUATAN STANDARD OPERATING 
PROCEDURE (SOP)
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METODOLOGI
2016
Tahap Pengumpulan 
Data
Data yang diambil
berdasarkan model 
system yang dibuat, 
kemudian dikumpulkan
dari hasil wawancara
dan observasi dokumen
CV. Gemilang Indonesia 
Dimodelkan berdasarkan
Backpropagation dengan input 
data penjualan, hidden layer 
menggunakan sigmoid dan output 
menggunakan aktivasi linear
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METODOLOGI
2016
Tahap Peramalan
Data yang digunakan untuk peramalan yaitu data
penjualan nota CV.Gemilang Indonesia. Data test
digunakan untuk mengetahui keakuratan kegiatan
peramalan terhadap data baru di luar data sampel
Metode yang digunakan untuk
mengevaluasi hasil peramalan, yaitu
MAPE. Dari perhitungan error
tersebut akan diketahui seberapa
akurat hasil peramalan penjualan
nota di CV.Gemilang Indonesia.
(SOP)
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PERANCANGAN
2016
Gambaran Data 
Masukan
Pengumpulan
Data 
WawancaraSekunder
(hardcopy)
Data masukan berupa data penjualan nota dalam mingguan
selama Juni 2014 – Februari 2016. 
(SOP)
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PERANCANGAN
2016
Pra-Processing 
Pada minggu 57 terdapat nilai 0 (kosong yang artinya pada minggu tersebut tidak
terdapat record penjualan). Hal ini dikarenakan pada tanggal minggu tersebut
merupakan hari libur lebaran dan perusahaan diliburkan sehingga record penjualan
dilaporkan pada minggu berikutnya.
Metode menghilangkan data kosong secara manual dari data penjualan nota. Hal ini
dilakukan karena hanya terdapat 1 nilai saja yang kosong yaitu ada Minggu 57
merupakan tanggal 19-25 Juli 2015, sehingga jika data tersebut dihilangkan tidak akan
terlalu mempengaruhi pola data.
(SOP)
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PERANCANGAN
2016
Pola Data 
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(SOP)
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PERANCANGAN
2016
Model Jaringan Saraf
Tiruan
Model JST 
Time Series (melihat beberapa
minggu kebelakang)
input layer 
Hidden layer = 2*input layer
1 output layer
𝑦 𝑡 = 𝑓 (𝑦 𝑡−1 , … 𝑦 𝑡−𝑛 )
Dengan 8 model 
Dan 6 produk K1, K2, K3, K4, 
K5 dan K6
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PERANCANGAN
2016
Model Jaringan Saraf
Tiruan
26
IMPLEMENTASI
2016
Penentuan Data 
Masukan
1. Menggunakan 79 entri data penjualan nota
2. Membagi data menjadi dua bagian yaitu data 
training dan data testing
3. Menggunakan perbandingan 70:30 
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IMPLEMENTASI
2016
Normalisasi
Normalisasi digunakan untuk meng-skalakan data (range sama) dengan mean = 0 
dan standar deviasi = 1
Dimana :
p = matriks input training
t = matriks target
pn = matriks input yang ternormalisasi
tn = matriks target yang ternormalisasi
meanp = rata rata pada mtriks input (p)
stdp = standard deviasi pada matriks input (p)
meant = rata rata pada matriks target (t)
stdt = standard deviasi pada matriks target (t)
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IMPLEMENTASI
2016
Pembentukan Model 
JST
Dimana :
pn = matriks input yang ternormalisasi
x = node hidden layer
y = node output layer
Logsig = fungsi aktivasi sigmoid bipolar
Purelin = fungsi aktivasi linear
Traingdx = mengkombinasikan learning rate dengan momentum saat training
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IMPLEMENTASI
2016
Pembentukan
Paramater JST
dimana 
a : diisi dengan jumlah iterasi (epoch)
b : diisi dengan nilai learning rate (lr)
c : diisi dengan nilai momentum (mc) 
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IMPLEMENTASI
2016
Proses Pelatihan
dimana
net : model jaringan saraf yang sudah dibangun
pn : matriks input jaringan saraf yang ternormalisasi
tn : matriks target jaringan saraf yang ternormalisasi
Proses training dilakukan sebanyak 3 kali karena bobot pada masing-masing
parameter pasti berubah. Kemudian dipilih performa terbaik pada proses 
pelatihan yang dilihat berdasarkan nilai MAPE terkecil
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IMPLEMENTASI
2016
Simulasi Pelatihan
Simulasi bertujuan untuk menghasilkan output jaringan dari model jaringan dan
input matrik
dimana
s : output jaringan saraf
net : model jaringan saraf
pn = matriks input jaringan saraf yang ternormalisasi
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IMPLEMENTASI
2016
Denormalisasi pada
Pelatihan
Output yang dihasilkan pada proses simulasi training perlu diubah ke bentuk
denormalisasi, proses ini disebut Postprocessing
dimana
d : nilai output denormalisasi training
s : nilai output simulasi
meant : rata rata matriks target asli (t)
stdt : standar deviasi pada matriks target asli (t).
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IMPLEMENTASI
2016
Proses Pengujian
Data testing di normalisasi terlebih dahulu dengan fungsi trastd.
dimana
qn :data testing ternormalisasi
q : data testing
meanp : mean dari proses normalisasi data pelatihan
stdtp : nilai standar deviasi dari proses normalisasi data pelatihan
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IMPLEMENTASI
2016
Simulasi Pengujian
Data testing yang sudah ternormalisasi di simulasi dengan perintah sim
menggunakan model jaringan pada proses training untuk menghasilkan output 
yang diinginkan
dimana
sq : data output hasil testing
net : jaringan pada proses training
qn : data testing
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IMPLEMENTASI
2016
Denormalisasi
Pengujian
Data testing di normalisasi terlebih dahulu dengan fungsi trastd.
dimana
dq : data output testing yang ternormalisasi
sq : data output hasil testing
meant : nilai mean dari proses normalisasi
stdt : nilai standar deviasi dari proses normalisasi
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PEMBAHASAN
2016
PRODUK AKUMULASI
0
0,0001
0,0002
0,0003
0,0004
0,0005
0,0006
0,0007
MC 0.1
LR 0.9
MC 0.2
LR 0.9
MC 0.3
LR 0.9
MC 0.4
LR 0.9
MC 0.5
LR 0.9
MC 0.6
LR 0.9
MC 0.7
LR 0.9
MC 0.8
LR 0.9
MC 0.9
LR 0.9
Dari diatas terlihat bahwa nilai MAPE untuk KUM8 berubah secara fluktuatif. Nilai
MAPE yang paling tinggi yaitu parameter dengan (mc 0.3 lr 0.9) sebesar
0.000575218≅0.058%. Sedangkan nilai MAPE yang paling kecil yaitu parameter
dengan momentum 0.6 dan learning rate 0.9 sebesar 1.56E-09≅0.00000016%.
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PEMBAHASAN
2016
PRODUK K1 (Nota 1 
Layer )
Pada Gambar 6.16 dapat diketahui bahwa nilai MAPE pada produk K1 (Nota 1 Layer )
mengalami kenaikan dan penurunan secara fluktuatif. MAPE paling kecil yaitu pada JST 5.
Namun pada JST 6 nilai MAPE naik kembali, sehingga model yang paling
optimal pada produk K1 yaitu model K1M5 (JST 5) parameter momentum 0.8
dan learning rate 0.9 dengan nilai MAPE sebesar 0.000109859≅0.011% .
0
0,02
0,04
0,06
0,08
0,1
0,12
0,14
0,16
0,18
0,2
MC 0.1 LR
0,.9
MC 0.2 LR
0.5
MC 0.3 LR
0.5
MC 0.4 LR
0.5
MC 0.5 LR
0.6
MC 0.6 LR
0.6
MC 0.7 LR
0.5
MC 0.8 LR
0.6
MC 0.9 LR
0.6
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PEMBAHASAN
2016
PRODUK K2 (Nota 2 
Layer )
Pada gambar diatas dapat diketahui bahwa untuk produk K2 (Nota 2 Layer ) nilai MAPE
semakin turun dari JST 1 ke JST 5, namun mengalami kenaikan pada JST 6.
Sehingga model yang paling optimal K2M5 (JST 5) parameter momentum 0.7
dan learning rate 0.9 dengan nilai MAPE sebesar 0.016558448 ≅1.65%.
0
0,2
0,4
0,6
0,8
1
1,2
1,4
1,6
MC 0.2 LR 0.5 MC 0.8 LR 0.9 MC 0.9 LR 0.9 MC 0.8 LR 0.9 MC 0.7 LR 0.9 MC 0.1 LR 0.6
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PEMBAHASAN
2016
PRODUK K3 (Nota 3 
Layer )
Pada Gambar 6.30 dapat diketahui bahwa untuk produk K3 (Nota 3 Layer) nilai MAPE
semakin turun dari JST 1 ke JST 5, sehingga hasil peramalan semakin mendekati target.
Namun, nilai MAPE pada JST 5 ke JST 6 naik kembali. Sehingga, model yang paling
optimal pada produk K3 yaitu model K3M5 (JST 5) parameter momentum 0.6 dan
learning rate 0.9 dengan nilai MAPE sebesar 3.51017E-08 ≅0.0000035% .
0
0,2
0,4
0,6
0,8
1
1,2
1,4
MC 0.9 LR
0.7
MC 0.5 LR
0.9
MC 0.8 LR
0.9
MC 0.9 LR
0.9
MC 0.6 LR
0.9
MC 0.5 LR
0.6
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PEMBAHASAN
2016
PRODUK K4 (Nota 4 
Layer )
Pada gambar diatas dapat diketahui bahwa untuk produk K4 (Nota 4 Layer) nilai MAPE
semakin turun dari JST 1 ke JST 5, sehingga hasil peramalan semakin mendekati target.
Namun, nilai MAPE pada JST 5 ke JST 6 mengalami kenaikan. Sehingga model yang
paling optimal pada produk K4 yaitu model K4M5 (JST 5) parameter dengan momentum
0.9 dan learning rate 0.9 dengan nilai MAPE
sebesar 7.99998E-06 ≅0.0008% .
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0,4
0,6
0,8
1
1,2
1,4
MC 0.5 LR
0.5
MC 0.9 LR
0.3
MC 0.4 LR
0.9
MC 0.9 LR
0.9
MC 0.9 LR
0.9
MC 0.4 LR
0.5
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PEMBAHASAN
2016
PRODUK K5 (Nota 5 
Layer )
Pada diatas dapat diketahui bahwa untuk produk K5 (Nota 5 Layer) nilai MAPE
semakin turun dari JST 1 ke JST 5, sehingga hasil peramalan semakin mendekati target.
Namun nilai MAPE naik pada JST 6. Sehingga, model yang paling optimal pada produk K5
yaitu model K5M5 (JST 5) parameter momentum 0.8 dan learning rate 0.9 dengan nilai MAPE
sebesar 0.000125351≅ 0.0125%
0
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0,2
0,3
0,4
0,5
0,6
0,7
0,8
MC 0.1 LR
0.6
MC 0.7 LR
0.9
MC 0.4 LR
0.9
MC 0.7 LR
0.9
MC 0.8 LR
0.9
MC 0.4 LR
0.5
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PEMBAHASAN
2016
PRODUK K6 (Nota 6 
Layer )
Pada diatas dapat diketahui bahwa untuk produk K6 (Nota 6 Layer) nilai MAPE
semakin turun dari JST 1 ke JST 5,sehingga hasil peramalan semakin mendekati target.
Namun, nilai MAPE pada JST 6 kembali naik . Sehingga model yang paling optimal pada
produk K6 yaitu model K6M5 (JST 5) parameter momentum 0.9 dan learning rate 0.9
dengan nilai MAPE sebesar 1.40459E-09≅0.00000014%
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0,25
0,3
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0,4
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0,5
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MC 0.9 LR
0.9
MC 0.9 LR
0.9
MC 0.3 LR
0.6
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PEMBAHASAN
2016
Uji Coba Akumulasi
Model MC LR Training Testing
KUM1 0.4 0.5
0.6084677581
≅ 60.84%
0.155916323 ≅ 15.59%
KUM2 0.8 0.6
0.45273929
≅ 45.27%
0.027086971 ≅ 2.71%
KUM3 0.9 0.5
0.157582005 ≅
15.75%.
4.20582E − 06
≅ 0.000421%
KUM4 0.4 0.7
0.066133689
≅ 6.61%
6.59969E − 05
≅ 0.007%
KUM5 0.1 0.5
0.039498302
≅ 3.94%.
6.04606E − 05
≅ 0.006%
KUM6 0.2 0.5
0.01125293870
≅ 1.1218%
3.51021E − 06
≅ 0.000351%
KUM7 0.5 0.7
0.001299218
≅ 0.1299%.
1.02555E − 10
≅ 0.0000000103%
KUM8 0.6 0.9
1.56𝐸 − 09
≅ 0.00000016%
7.65758𝐸 − 11
≅ 0.0000000077%
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Uji Coba Produk K1
Model MC LR Training Testing
K1M1 0.7 0.9
0.4016107368
≅ 40.16%
0.240734651
≅ 24.07%
K1M2 0.5 0.7
1.146031251
≅ 114.603%
0.097823278
≅ 9.78%
K1M3 0.9 0.9
0.401302282
≅ 40.13%
0.000607107
≅ 0.061%
K1M4 0.8 0.9
0.034227311
≅ 3.42%
1.02708E − 05
≅ 0.00103%
K1M5 0.8 0.9
0.000109859
≅ 0.011%
7.98594E − 08
≅ 0.000008%
K1M6 0.1 0.9
0.015796036
≅ 1.58%
0.000134645
≅ 0.013%
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Uji Coba Produk K2
Model MC LR Training Testing
K2M1 0.2 0.5
1.423189387
≅ 142.32%
0.55489353 ≅ 55.49%
K2M2 0.8 0.9
0.89854733
≅ 89.85%
0.286241455
≅ 28.62%
K2M3 0.9 0.9
0.486589698
≅ 48.6%
0.020020567
≅ 2.002%
K2M4 0.8 0.9
0.192708186
≅ 19.27%
2.34705E − 09
≅ 0.00000023%
K2M5 0.7 0.9
0.16558448
≅ 16.55%
4.32248E − 08
≅ 0.00000432%
K2M6 0.1 0.6
0.229941264
≅ 22.99%
0.001428461 ≅ 0.14%
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Uji Coba Produk K3
Model MC LR Training Testing
K3M1 0.9 0.7
1.216305481
≅ 121.63%
0.007982772
≅ 0.798%
K3M2 0.5 0.9
0.62459656
≅ 62.45%
0.118542531
≅ 11.85%
K3M3 0.8 0.9
0.156712342
≅ 15.67%
0.004665399
≅ 0.47
K3M4 0.9 0.9
0.002990031
≅ 0.299%
0.001121924
≅ 0.11%
K3M5 0.6 0.9
3.51017𝐸 − 08
≅ 0.00000351%
2.7492E − 05
≅ 0.0027%
K3M6 0.5 0.6
0.001603827
≅ 0.16%
2.46379E − 07
≅ 0.000025%
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Uji Coba Produk K4
Model MC LR Training Testing
K4M1 0.5 0.5
1.192126142
≅ 119.21%
0.701320137
≅ 7.13%
K4M2 0.9 0.3
0.508732399
≅ 50.87%
0.292263973
≅ 29.23%
K4M3 0.4 0.9
0.184927041
≅ 18.49%
0.074674542
≅ 7.47%
K4M4 0.9 0.9
0.0097916622
≅ 0.98%
0.005810863
≅ 0.58%
K4M5 0.9 0.9
7.99998𝐸 − 06
≅ 0.000799%
2.1733E − 05
≅ 0.0022%
K4M6 0.4 0.5
0.02031934
≅ 2.03%
3.36115E − 05
≅ 0.00336%
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Uji Coba Produk K5
Model MC LR Training Testing
K5M1 0.1 0.6
0.715835814
≅ 71.58%
0.726992711
≅ 72.70%
K5M2 0.7 0.9
0.429053143
≅ 42.90%
0.123670959
≅ 12.37%
K5M3 0.4 0.9
0.12142197
≅ 12.14%
0.071667901
≅ 7.17%
K5M4 0.7 0.9
0.011938037
≅ 1.19%
0.006594905
≅ 0.66%
K5M5 0.8 0.9
0.000125351
≅ 0.0125%
0.000268682
≅ 0.027%
K5M6 0.4 0.5
0.029246984
≅ 2.92%
0.000716206
≅ 0.07%
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Uji Coba Produk K6
Model MC LR Training Testing
K6M1 0.4 0.5
0.444706276
≅ 44.47%
0.396648777
≅ 39.66%
K6M2 0.7 0.9
0.261070141
≅ 26.10%
0.207785531
≅ 20.78%
K6M3 0.6 0.9
0.167104027
≅ 16.71%
0.120365341
≅ 12.04%
K6M4 0.9 0.9
0.031161651
≅ 3.11%
0.154490772
≅ 15.45%
K6M5 0.9 0.9
1.40459𝐸 − 09
≅ 0.00000014%
0.079135192
≅ 7.91%
K6M6 0.3 0.6
0.007095486 ≅
0.709%
0.08000342
≅ 8.00%
50
KESIMPULAN
2016
Berdasarkan proses penelitian yang telah dilakukan, berikut ini merupakan
kesimpulan yang dapat diambil :
a) Model terbaik yang dapat digunakan dalam peramalan penjualan produk-
produk nota di CV. Gemilang Indonesia adalah dengan variabel input sebanyak
5 node, variabel hidden layer sebanyak 10 node dan output layer sebanyak 1
node dengan parameter optimal yaitu epoch sebesar 1000.
b) Belum terdapat model yang paling optimal pada produk Akumulasi
dikarenakan nilai MAPE terus mengecil.
c) Parameter yang paling optimal untuk peramalan yaitu sebagai berikut :
- produk K1 (Nota 1 Layer) yaitu momentum 0.8 dan learning rate 0.9
- produk K2 (Nota 2 Layer) yaitu momentum 0.7 dan learning rate 0.9
- produk K3 (Nota 3 Layer) yaitu momentum 0.6 dan learning rate 0.9
- produk K4 (Nota 4 Layer) yaitu momentum 0.9 dan learning rate 0.9
- produk K5 (Nota 5 Layer) yaitu momentum 0.8 dan learning rate 0.9
- produk K6 (Nota 6 Layer) yaitu momentum 0.9 dan learning rate 0.9
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d) Proses training dan testing perlu dilakukan setidaknya 3-5 kali pada setiap
parameter untuk mengetahui hasil terbaik. Hal ini dikarenakan bobot pada
neural network berubah-ubah.
e) Semakin banyak jumlah input maka hasil peramalan akan semakin optimal.
Namun jika nilai MAPE telah konvegen atau nak kembali maka proses
training dihentikan
f) Metode Artificial Neural Network dapat diterapkan untuk peramalan
penjualan nota di CV. Gemilang Indonesia.
g) Model Yang paling optimal yaitu dengan 5 input (5 minggu sebelumnya)
h) Tingkat akurasi yang didapatkan dari rata rata error perbandingan data
aktual dan data peramalan(MAPE) menggunakan ANN untuk semua produk
yaitu kurang dari 8%.
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Saran yang dihasilkan dari penarikan kesimpulan dan batasan masalah dari
pengerjaan tugas akhir ini adalah sebagai berikut :
1. Dalam penelitian ini , proses pelatihan dan pengujian menggunakan tools
matlab dengan kode terpisah sehingga memerlukan waktu yang cukup
lama dalam prosesnya. Selain itu, metode mencari nilai MAPE masih
dilakukan secara manual menggunakan MS.Excel. untuk itu, pada
penelitian selanjutnya dapat dikembangkan sebuah aplikasi untuk
peramalan sekaligus untuk mecari nilai MAPE nya.
2. Dapat digunakan Metode Neural Network selain backpropagation, seperti
adaptive smoothing neural network atau feed forward neural network
dalam penelitian selanjutnya untuk mengetahui perbandingan performa
dalam hasil peramalan.
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