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KHOVANSKII’S THEOREM AND EFFECTIVE RESULTS ON SUMSET STRUCTURE
MICHAEL J. CURRAN AND LEO GOLDMAKHER
ABSTRACT. A remarkable theorem due to Khovanskii asserts that for any finite subset A of an
abelian group, the cardinality of the h-fold sumset hA grows like a polynomial for all sufficiently
large h. Currently, neither the polynomial nor what sufficiently large means are understood. In this
paper we obtain an effective version of Khovanskii’s theorem for any A ⊂ Zd whose convex hull is
a simplex; previously, such results were only available for d = 1. Our approach gives information
about not just the cardinality of hA, but also its structure, and we prove two effective theorems
describing hA as a set: one answering a recent question posed by Granville and Shakan, the other a
Brion-type formula that provides a compact description of hA for all large h. As a further illustration
of our approach, we derive a completely explicit formula for |hA|wheneverA ⊂ Zd consists of d+2
points.
1. INTRODUCTION
Given a finite set A ⊂ Zd, a central object of study in arithmetic combinatorics is the h-fold
sumset
hA := {x1 + · · ·+ xh : xi ∈ A}.
Both the structure and the cardinality of sumsets can be quite complicated, but Khovanskii made
the beautiful discovery that once enough copies of A are added together, the behavior stabilizes:
Theorem 1.1 (Khovanskii [7]). Given a finite set A ⊂ Zd, there exists a polynomial p ∈ Q[x] of
degree at most d such that |hA| = p(h) for all sufficiently large h. Moreover, if the difference set
A− A generates all of Zd additively, then deg p = d and the leading coefficient of p is the volume
of the convex hull of A.
Khovanskii’s original proof interprets |hA| as the Hilbert function of a finitely generated graded
module over the ring of polynomials in several variables. This approach is elegant but ineffective:
it yields no information about p(h) apart from its degree and leading term, nor any indication of
where the phase transition occurs (i.e. what “sufficiently large” means). There have been other
proofs of Khovanskii’s theorem since, including a purely combinatorial proof by Ruzsa [11], but
to our knowledge no effective version of Khovanskii’s theorem is known for subsets of Zd for
any d > 1. In this paper we give a different approach to Khovanskii’s theorem that yields more
information than previous approaches about the structure of the polynomial and where the phase
transition occurs. In some cases, our approach produces a complete description of the cardinality
of hA for all h.
The special case A ⊂ Z has received a fair bit of attention (see e.g. [3, 4, 10, 13]), sometimes
under the name of the Frobenius coin problem or the chicken nugget problem. By shifting and
dilating A, we may assume that its minimal element is 0 and that the greatest common divisor of
its elements is 1. It follows that ⋃
h≥0
hA = N \ E(A)
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for some finite exceptional set E(A).1 Very recently, Granville and Walker [4, Theorem 1] proved
that if b is the largest element of A, then for any h ≥ b− |A|+ 2 we have
hA = {0, 1, . . . , bh} \
(
E(A) ∪ (bh− E(b− A))), (1)
and moreover that the bound h ≥ b − |A| + 2 is sharp. This result on the structure of hA can be
used to produce a more explicit version of Khovanskii’s theorem for subsets of Z. For example,
suppose A = {0, a, b} where 0 < a < b and (a, b) = 1. Classical work of Sylvester [12] implies
that
|E(A)| = 1
2
(a− 1)(b− 1),
which in combination with (1) yields
|hA| = bh− 1
2
b2 +
3
2
b ∀h ≥ b− 1.
This leaves open the question of whether b − 1 is the true location of the phase transition, as well
as what the behavior of |hA| is for small values of h.
The approach we introduce in the present work allows us to completely resolve this question:
we will show that
|hA| =
{
1
2
h2 + 3
2
h+ 1 if 0 ≤ h < b− 2
bh− 1
2
b2 + 3
2
b if h ≥ b− 2.
Moreover, we can generalize this to arbitrary dimension and describe the growth of hA for any
A ⊂ Zd containing d+ 2 elements:
Theorem 1.2. Suppose A ⊂ Zd consists of d + 2 elements, and further that A − A generates Zd
additively. Let ∆A denote the convex hull of A. Then
|hA| =
(
h+ d+ 1
d+ 1
)
whenever 0 ≤ h < vol(∆A) · d!− d− 1
and
|hA| =
(
h+ d+ 1
d+ 1
)
−
(
h− vol(∆A) · d! + d+ 1
d+ 1
)
whenever h ≥ vol(∆A) · d!− d− 1.
Remark. One counterintuitive consequence of this is that for small h, the cardinality of hA is
independent of the specific elements of A. This is because for small values of h each element in
hA has a unique representation as a sum of elements of A.
For a general set A ⊂ Zd with d > 1, the structure of the sumset of hA is less well understood.
Granville and Shakan [3] recently proved a higher dimensional but ineffective analogue of (1), and
asked for an explicit bound on the phase transition. We are able to deduce such a bound in the case
that the convex hull of A is a d-simplex:
Theorem 1.3. Let A ⊂ Zd be a finite set such that A − A generates Zd additively and ∆A is a
d-dimensional simplex. Then for all non-negative integers h ≥ vol(∆A) · (d+1)!−2−2d we have
hA =
d+1⋂
i=1
(
hvi +
⋃
h≥0
h(A− vi)
)
(2)
where v1, . . . ,vd+1 are the vertices of ∆A.
1Here and throughout we define N to be the set of non-negative integers.
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Theorem 1.3 gives an expression for hA but can be difficult to use in practice. It turns out that
by translating the problem into the language of power series, one can describe the elements of hA
more explicitly. To any set A ⊆ Z, associate the power series ∑
a∈A
xa; for example, A = {0, 2, 5}
would correspond to 1 + x2 + x5. For this choice of A, we will show that for all h ≥ 3 the power
series associated to hA is given by
1 + x2 + x4 + x6 + x8 − x5h−7(1 + x3 + x6 + x9 + x12)
1− x5 .
This may appear complicated at first glance, but for large values of h it produces a compact de-
scription of the set hA. In Theorem 5.1 we generalize this phenomenon, proving that for any A
the power series associated to hA is the ratio of two explicit (and easy to compute) polynomials
associated to A.
If rather than associating a power series to hA in the manner described above one studies the
standard generating function of |hA|, it’s possible to obtain an effective version of Khovanskii’s
theorem for simplicial sumsets, i.e. those A whose convex hull is a simplex:
Theorem 1.4. If A ⊂ Zd is a finite set such that A − A generates Zd additively and ∆A is a
d-dimensional simplex, then there exists a polynomial p ∈ Q[x] such that |hA| = p(h) for all
non-negative h ≥ vol(∆A) · (d+ 1)!− 1− 3d.
The key new idea that allows us to prove all our results on iterated sumsets is that rather than
studying the structure of hA individually for each h, we embed them all into a higher-dimensional
space and study the geometry of the resulting object (called a cone). This idea is essentially a
geometric version of a generating function, and is inspired by work of Ehrhart [2] on counting
lattice points in dilates of polytopes. More precisely, Ehrhart used this approach to prove that for
any convex polytope P ⊂ Rd whose vertices are lattice points, there exists a polynomial p ∈ Q[t]
such that the number of lattice points in the tth dilate of P is precisely p(t) for all t ∈ N (see
[1] for more background on Ehrhart theory, including a proof of this theorem). A key difference
between our proof and the proof of Ehrhart’s theorem is that for sumsets the associated cone is not
simplicial, meaning that the cardinality of its minimal generating set is greater than its dimension.
It is this difference that causes difficulty in obtaining information on the phase transition when ∆A
is not a simplex.
We are not the first to connect Khovanskii’s theorem to Ehrhart theory; in 2008, Jelı´nek and
Klazar [6] proved a common generalization of Khovanskii’s theorem and Ehrhart’s theorem. In
their work Jelı´nek and Klazar employ Dickson’s lemma to show that a certain set has finitely many
minimal elements, a tool which is implicit in Ruzsa’s combinatorial proof of Khovanskii’s theorem
in [11]. While very clean, this has the disadvantage of rendering their results ineffective. Indeed,
not only does Jelı´nek and Klazar’s main theorem not yield an effective version of Khovanskii’s
theorem, it only implies an ineffective version of Ehrhart’s theorem (the original version of which
is effective).
The structure of this paper is as follows. In section 2 we illustrate our approach using some
explicit examples; generalizing these, we deduce Theorem 1.2 in the special case that the convex
hull of A is a simplex. Next, in section 3, we use our approach to prove Theorem 1.4, an effective
version of Khovanskii’s theorem that holds for all sets A whose convex hull is a simplex. In
section 4 we build on these ideas to prove Theorem 1.3, an effective structure theorem on iterated
sumsets. We explore the structure of hA further in section 5 and obtain an explicit and compact
formula capturing the structure of hA which holds for any A ⊂ Z. In section 6 we extend the work
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of section 2 to the case of non-simplicial sumsets, thus completing the proof of Theorem 1.2. We
conclude with section 7, which contains a few conjectures and empirical observations that we hope
will inspire the reader.
Acknowledgements. We’re grateful to Andrew Granville and Aled Walker for sharing their work
with us, as well as for pointing out a subtle difficulty in our initial approach. We’d also like to
thank Ben Logsdon and Ralph Morrison for providing helpful feedback on early versions of this
paper.
2. WARM UP: EXPLICIT FORMULAE FOR |hA|
To illustrate our approach, we start by computing |hA| for some simple setsA = {a1, . . . ,ak} ⊂ Zd.
Throughout this section, we’ll assume that the convex hull of A is a simplex, and that A contains
the origin and generates Zd additively.
Our primary object of study will be the cone over A, a (d + 1)-dimensional object that captures
the structure of hA for all h simultaneously. To define this precisely, we first need a bit of notation.
Given a = (a1, . . . , ad) ∈ Zd, define its lift a˜ ∈ Zd+1 to be a˜ = (a1, . . . , ad, 1). More generally, if
a = (a1, . . . , ad) ∈ Zd and h ∈ N, we will write (a, h) instead of (a1, . . . , ad, h), and refer to h as
the height of this point. The following notions are fundamental to our work:
Definition 1. Define the cone over A to be
CA := spanN{a˜1, . . . , a˜k} = {n1a˜1 + · · ·+ nka˜k : n1, . . . , nk ∈ N}. (3)
To the cone CA we associate a generating series CA(t) ∈ QJtK:
CA(t) :=
∑
a∈CA
theight(a). (4)
It may be more intuitive to think about CA geometrically: the points at height h in CA form a
copy of hA, embedded into Zd+1. Viewed from this perspective, we see that CA(t) is simply the
generating function of hA:
CA(t) =
∑
h≥0
|hA|th. (5)
Our goal is to partition CA into simple geometric pieces, and then use this to decompose CA(t) into
a sum of nice rational functions. Once this is accomplished, we’ll be able to determine |hA| for all
values of h.
The following example captures the key components of our approach. Let A = {0, 1, 7, 8}; the
first few levels of CA are illustrated in Figure 1. Note the two boundary rays are spanned by the vec-
tors (0, 1) and (8, 1), which are linearly independent. Therefore the lattice Λ = spanZ{(0, 1), (8, 1)}
has finite index in Z2, so we can partition CA into finitely many equivalence classes modulo Λ.
Given 0 ≤ m < 8, let Sm denote the points of CA lying in the residue class of (m, 1). The equiv-
alence class S0 is simple to understand: it is just the set Λ+ := spanN{(0, 1), (8, 1)}, represented
by bold circles in Figure 1. By the geometric series formula, the generating series of S0 is simply∑
a∈S0
theight(a) =
1
(1− t)2 .
The residue class S4 consists of the hollow squares in Figure 1, and can be viewed as a union of
two translates of Λ+:
S4 =
(
(4, 4) + Λ+
)
∪
(
(28, 4) + Λ+
)
.
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FIGURE 1. The cone CA over A = {0, 1, 7, 8}. Elements lying above the residue
class 0 mod 8 are labeled with bold circles, elements lying above the residue class
4 mod 8 are labeled with hollow squares, and the other elements are simply dots.
These two cones are not disjoint, with intersection at (28, 7) + Λ+. Inclusion-exclusion implies∑
a∈S4
theight(a) =
t4
(1− t)2 +
t4
(1− t)2 −
t7
(1− t)2 =
2t4 − t7
(1− t)2 .
Making similar calculations for the remaining residue classes of CA and adding the corresponding
generating functions together, one finds
CA(t) = 1 + 2t+ 2t
2 + 2t3 + 2t4 + 2t5 + 2t6 − 5t7
(1− t)2 .
Expanding this as a power series, we conclude∑
h≥0
|hA|th = CA(t) = −5t− 8t2 − 9t3 − 8t4 − 5t5 +
∑
h≥0
(8h+ 1)th.
We deduce from this a totally explicit version of Khovanskii’s theorem for the set A = {0, 1, 7, 8}:
|hA| = 8h + 1 for h ≥ 6. Our goal in the sequel will be to adapt this approach to more general
sets A.
As a first step, consider any 3-element set A ⊂ Z; after translating and dilating, we may assume
A = {0, a, b} where 0 < a < b and a and b are relatively prime. Since a and b are relatively prime,
all of the elements (ma,m) for 0 ≤ m < b are distinct modulo the lattice spanned by (b, 1) and
(0, 1). Furthermore, they necessarily generate the residue class modulo Λ they lie in:
Sma = (ma,m) + spanN{(0, 1), (0, b)}.
Now because the number of residue classes modulo Λ is exactly b, it follows that
CA(t) = 1 + t+ t
2 + · · ·+ tb−1
(1− t)2 =
1− tb
(1− t)3
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Expanding CA(t) as a power series gives that∑
h≥0
|hA|th = 1− t
b
(1− t)3 =
∑
h≥0
(
h+ 2
h
)
th −
∑
h≥0
(
h+ 2
h
)
th+b
=
∑
h≥0
(
h+ 2
2
)
th −
∑
h≥b
(
h− b+ 2
2
)
th.
Equating coefficients, we find
|hA| =
(
h+ 2
2
)
whenever 0 ≤ h < b− 2
and
|hA| =
(
h+ 2
2
)
−
(
h− b+ 2
2
)
whenever h ≥ b− 2.
These formulas generalize to arbitrary dimension, as was stated in Theorem 1.2. We conclude this
section by proving Theorem 1.2 in the special case that ∆A is a simplex.
Proof of Theorem 1.2 for simplicial sumsets. Denote the vertices of ∆A by v1, . . . ,vd+1, and with-
out loss of generality suppose the (d + 2)nd element of A is 0. Set Λ := spanZ{v˜1, . . . , v˜d+1} and
Λ+ := spanN{v˜1, . . . , v˜d+1}. It is a well-known result in the geometry of numbers that Zd+1/Λ can
be identified with the set of lattice points in the fundamental domain of Λ, and that the number of
lattice points lying in the fundamental domain of Λ is the determinant of the matrix whose columns
are v˜i [9, Ch. 6, Sec. 1]. Thus,
|Zd+1/Λ| = vol(∆A) · d!.
BecauseA generates Zd it follows that all the vectors (0,m) with 0 ≤ m < vol(∆A)·d! are distinct
modulo Λ, whence
CA =
vol(∆A)·d!−1⊔
m=0
(
(0,m) + Λ+
)
.
This implies
CA(t) = 1 + t+ · · ·+ t
vol(∆A)·d!−1
(1− t)d+1 =
1− tvol(∆A)·d!
(1− t)d+2 .
Now observe that
1
(1− t)d+2 =
∑
h≥0
(
h+ d+ 1
h
)
th =
∑
h≥0
(
h+ d+ 1
d+ 1
)
th
while
tvol(∆A)·d!
(1− t)d+2 =
∑
h≥0
(
h+ d+ 1
d+ 1
)
th+vol(∆A)·d! =
∑
h≥vol(∆A)·d!
(
h− vol(∆A) · d! + d+ 1
d+ 1
)
th.
The claim follows. 
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3. EFFECTIVE KHOVANSKII FOR SIMPLICIAL SUMSETS: PROOF OF THEOREM 1.4
In the last section we proved a completely explicit version of Khovanskii’s theorem over Zd in
the special case that A consists of d + 2 points and the convex hull of A is a simplex. In this
section we drop the condition on the size of A and try to push our methods further. This comes at a
cost—the geometry of the cone CA becomes more complicated—but we will still be able to obtain
an effective bound on the phase transition (i.e. what ‘sufficiently large’ means) in Khovanskii’s
theorem.
Let A ⊂ Zd be a finite set such that A−A generates Zd additively and ∆A is a simplex. Denote
the d+ 1 vertices of ∆A by v1, . . . ,vd+1. These span a lattice
Λ := spanZ{v˜1, . . . , v˜d+1} ⊂ Zd+1
of finite index in Zd+1. (Recall that v˜ denotes the lift of v to height 1 in Zd+1.) We will also be
interested in the subset
Λ+ := spanN{v˜1, . . . , v˜d+1} ⊂ Λ.
Finally, we denote by Π the set of lattice points lying in the fundamental domain of Λ; in symbols,
Π :=
{
d+1∑
i=1
λiv˜i : 0 ≤ λi < 1
}
∩ Zd+1.
We now partition CA according to the residue classes (mod Λ), each of which can be represented
by an element of Π. Given pi ∈ Π, define Spi to be the set of elements of CA that are congruent to
pi modulo Λ. We call (g, N) ∈ Spi a minimal element if (g, N)− v˜i does not lie in CA for any i.
Remark. The set Spi can be given the structure of a partially ordered set, where (a, N) ≤ (b,M) if
and only if (b,M)− (a, N) ∈ Λ+. Our definition of minimal element coincides with the minimal
elements of Spi as a poset.
As in the previous section, we associate to each residue class pi ∈ Π a generating series
Spi(t) =
∑
a∈Spi
theight(a).
In the examples from the previous section, Spi(t) was a rational function of the form P (t)/(1− t)d,
and we will soon see (Lemma 3.2) that this is always the case. In order to obtain an effective version
of Khovanskii’s theorem, it will be necessary to obtain bounds on the degree of P . We do this in
two steps: first, we control the heights of the minimal elements, and then we relate the degree of
P to the minimal elements of Spi.
Lemma 3.1. If (α,M) is a minimal element of Spi, then
M ≤ vol(∆A) · d!− 1.
In particular there are finitely many minimal elements.
Proof. Without loss of generality assume that 0 is a vertex of ∆A, say vd+1 = 0. By assumption
we may write α = a1 + · · ·+ aM with each ai ∈ A. We claim that the M subsums
a1, a1 + a2, a1 + a2 + a3, . . . , a1 + · · ·+ aM
are all distinct modulo Λ; since the number of nonzero residue classes modulo Λ is vol(∆A)·d!−1,
the claim follows.
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Suppose instead that a1 + · · · + am and a1 + · · · + an were congruent modulo Λ for some
m < n. Then am+1 + · · ·+ an ∈ Λ. Since each ai lies in ∆Λ+ and ∆Λ+ is convex, we must have
am+1 + · · ·+ an ∈ ∆Λ+ ∩ Λ = Λ+. It follows that there exist ki ∈ N such that
am+1 + · · ·+ an =
d∑
i=1
kivi.
Writing each aj in barycentric coordinates aj =
∑d
i=1 λi,jvi with λi,j ≥ 0 and
∑d
i=1 λi,j ≤ 1, we
see that
am+1 + · · ·+ an =
d∑
i=1
(
n∑
j=m+1
λi,j
)
vi =
d∑
i=1
kivi.
Since the nonzero vertices of ∆A are linearly independent we deduce
d∑
i=1
ki =
n∑
j=m+1
d∑
i=1
λi,j ≤
n∑
j=m+1
1 = n−m.
But this contradicts the minimality of (α,M)! To see this, set β := α − (am+1 + · · · + an) and
note that
(α,M)− (β,M − (n−m)) =
(
d∑
i=1
kivi, n−m
)
∈ Λ+
since
∑
i ki ≤ n−m and 0 is a vertex of ∆A. This implies (α,M) is not minimal. 
Lemma 3.2. Suppose the minimal elements of Spi are (g1, H1), . . . , (gn, Hn). Then we can write
Spi(t) = P (t)
(1− t)d+1
for some P ∈ Q[t] with degP ≤ (d+ 1) ·maxi(Hi)− d.
Remark. When n = 1, we simply have P (t) = tH1 .
Proof. As before assume vd+1 = 0. Furthermore, we may assume that the elements gi are not con-
gruent to 0 (mod Λ) since the origin in Zd+1 is the unique minimal element of S0. By assumption
we may write
Spi =
n⋃
i=1
(
(gi, Hi) + Λ
+
)
.
Inclusion-exclusion implies that Spi(t) is a weighted sum of the generating series of all possible
intersections of the sets (gi, Hi) + Λ+. Now observe that for each I ⊆ {1, . . . , n}, we can write⋂
i∈I
(
(gi, Hi) + Λ
+
)
= (gI , HI) + Λ
+
for some gI ∈ CA and HI ∈ N. Since the generating series of (gI , HI) + Λ+ is simply t
HI
(1− t)d+1 ,
it suffices to bound HI as I varies over all subsets of {1, . . . , n}. In fact, we only need to bound
HI with I = {1, . . . , n}, since (g, H) + Λ+ ⊂ (g′, H ′) + Λ+ implies H ≥ H ′.
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Without loss of generality assume that maxiHi = H1. Since vd+1 = 0, for each i > 1 there
exist integers mi,1, . . . ,mi,d such that
gi − g1 =
d∑
j=1
mi,jvj.
Observe that gi and g1 lie in the convex hull of H1A but gi does not lie in Λ, whence
d∑
j=1
|mi,j| ≤ H1 − 1.
Now for each j, let mj = maxi(|mi,j|). In particular, 0 ≤ mj ≤ H1 − 1 for each j. Set
α := g1 +
d∑
i=1
mjvj
and observe that α ∈ ((d+ 1)H1 − d)A. We claim in fact that
(α, (d+ 1)H1 − d) ∈
n⋂
i=1
(
(gi, Hi) + Λ
+
)
.
It suffices to show that α− gi ∈ Λ+ for each i. Clearly α− g1 ∈ Λ+, and otherwise
α− gi =
d∑
j=1
(mj −mi,j)vj ∈ Λ+
because mj ≥ mi,j for each i. Therefore
(α, (d+ 1)H1 − d) + Λ+ ⊆
n⋂
i=1
(
(gi, Hi) + Λ
+
)
= (gI , HI) + Λ
+,
so HI ≤ (d+ 1)H1 − d. 
With these results in hand, it’s not too difficult to establish an effective version of Khovanskii’s
theorem for the case that the convex hull of A is a simplex:
Proof of Theorem 1.4. By the previous lemmas, we can write
CA(t) = P (t)
(1− t)d+1
where degP ≤ vol(∆A) · (d + 1)! − 1 − 2d. The division algorithm furnishes R,Q ∈ Q[t] with
degR ≤ d and degQ = degP − d− 1 such that
CA(t) = P (t)
(1− t)d+1 = Q(t) +
R(t)
(1− t)d+1 .
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Write R(t) = a0 +a1t+ · · ·+adtd where ai are (possibly zero) rational numbers, and observe that
R(t)
(1− t)d+1 = (a0 + a1t+ · · ·+ adt
d)
∑
n≥0
(
n+ d
d
)
tn
= a0
∑
h≥0
(
h+ d
d
)
th + a1
∑
h≥1
(
h− 1 + d
d
)
th + · · ·+ ad
∑
h≥d
(
h
d
)
th
=
∑
h≥0
(
d∑
k=0
ak
(
h+ d− k
d
))
th.
The final equality holds since
(
h+d−k
d
)
vanishes for 0 ≤ h ≤ k. In particular, it follows that there
is some p ∈ Q[x] such that
R(t)
(1− t)d+1 =
∑
h≥0
p(h)th.
This agrees with CA(t) for all terms beyond tdegQ, and the claim follows. 
4. A LOCAL-GLOBAL STRUCTURE THEOREM FOR SUMSETS: PROOF OF THEOREM 1.3
In the previous section we proved results about the structure of the cone CA and deduced infor-
mation about the cardinality of hA for all sufficiently large h. The goal of this section is to deduce
information about the structure of hA instead. For example, one consequence of our work will be
an explicit description of hA for all h ∈ N in terms of the minimal elements of the cone CA:
Proposition 4.1. Suppose A ⊂ Zd has convex hull ∆A a simplex. Say the vertices of ∆A are
v1,v2, . . . ,vd+1, and denote the minimal elements of the cone CA by (g1, H1), (g2, H2), . . . Then
for all h ∈ N,
hA =
⋃
j
{
gj +
∑
i≤d+1
kivi : ki ∈ N for all i and
∑
i≤d+1
ki = h−Hj
}
.
Remark. We are slightly abusing our terminology, since we previously defined minimal element
only for a given residue class Spi. The collection of all the minimal elements from all the Spi is
what we mean by the minimal elements of CA.
While this proposition completely describes all iterated sumsets of A, it does so in terms of the
minimal elements of CA, whose structure remains elusive. (Computationally the minimal elements
can be determined without much difficulty in view of Lemma 3.1.) Nonetheless, the fact that we
are able to prove such a result for all h ∈ N will prove critical in our proof of Theorem 1.3, the
main goal of this section.
Our first step is to rephrase Theorem 1.3 in a geometric form. To this end, we introduce a new
tool to our kit:
Definition 2. Given a vertex v of the convex hull of A, define the tangent cone at v by
Tv(A) :=
⋃
h≥0
h(A− v). (6)
Thus, for example, T0(A) =
⋃
h≥0 hA, the projection of the cone CA onto Zd that deletes the final
coordinate.
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Starting with the identity hA = hv + h(A− v), notice that in order for a ∈ Zd to lie in hA for
some h, it must lie in hv + Tv(A) for each vertex. Thus, in a sense, the tangent cones take into
account local obstructions near each vertex of ∆hA to writing an element of Zd as a positive linear
combination of elements of A. For the rest of this section, we will denote the vertices of ∆A by
v1, . . . ,vd+1; without loss of generality, vd+1 = 0. It is immediate that
hA ⊆
d+1⋂
i=1
(
hvi + Tvi(A)
)
.
The content of Theorem 1.3 is that the reverse inclusion holds for large h. In other words, for large
h, the global structure of hA is completely determined by the local structure at each vertex of ∆hA.
Our approach will follow that of the previous section, except that we will consider not just the
single cone CA but rather the d + 1 different cones Ci := CA−vi . To each of these cones we can
associate quantities analogous to those in section 3: let Λi denote the lattice in Zd+1 spanned by
(vj−vi, 1) with 1 ≤ j ≤ d+1, denote by Λ+i the set of nonnegative integer linear combinations of
(vj−vi, 1) with 1 ≤ j ≤ d+1, and let Πi denote the set of lattice points in the fundamental domain
of Λi. For any given i and each pi ∈ Πi, let Spi,i denote the elements of Ci that are congruent to pi
modulo Λi.
This notation allows us to describe the tangent cones Tvi(A) in terms of the minimal elements
of Ci. Let m(pi, i) be the total number of minimal elements of Spi,i, and enumerate these minimal
elements in the form
(
g1pi,i, H
1
pi,i
)
,
(
g2pi,i, H
2
pi,i
)
, . . . In particular,
Spi,i =
m(pi,i)⋃
j=1
( (
gjpi,i, H
j
pi,i
)
+ Λ+i
)
,
whence
Tvi(A) =
⊔
pi∈Πi
m(pi,i)⋃
j=1
{
gjpi,i +
d+1∑
k=1
nk(vk − vi) : nk ∈ N
}
. (7)
One of the difficulties in working with tangent cones is that distinct sets may have the same
tangent cone. For example, if A = {0, 1, 3, 4} and B = {0, 1, 2, 3, 4} then T0(A) = T0(B) = N
and Tb(A) = Tb(B) = −N, so the tangent cones lose some information about the underlying set.
In particular, the tangent cones only determine the long term behavior of hA. In order to obtain
the explicit bound on the phase transition in Theorem 1.3, it turns out we will need insight into the
structure of hA for all h ∈ N. In the example of A = {0, 1, 3, 4}, even though the elements (2, 2)
and (6, 2) are both minimal elements of residue class (2, 2) in CA, all of the elements of T0(A)
equivalent to 2 mod 4 can be expressed in the form 2 + 4n so we can think of 2 as a minimal
element of the points in T0(A) congruent to 2 mod 4. In other words, the tangent cone at 0 fails
to recognize 6 as a minimal element mod 4 (see Figure 2). In one dimension, the natural ordering
on Z lets one get away with only knowing the smallest minimal elements. For higher dimensions,
however, one must keep track of all of the minimal elements, which the cones Ci allow us to do;
this is what permits us to make the structure theorem given in [3] effective for dimensions greater
than 1.
It turns out that for any choices of index i, j, the minimal elements of Ci and Cj are closely
related to one another. To state this as transparently and concretely as possible, we adopt our
notation from section 3: let Λ be the lattice in Zd+1 generated by 0˜, v˜1, v˜2, . . . , v˜d, fix a lattice
point pi in the fundamental domain of Λ, and let Spi be the collection of all points of CA equivalent
to pi (mod Λ). Denote the minimal elements of Spi by (g1, H1), (g2, H2), . . . , (gn, Hn).
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FIGURE 2. The cone CA over A = {0, 1, 3, 4} lying above the tangent cone T0(A)
at 0. The points lying above the residue class 2 mod 4 are labeled with boxes, and
the minimal elements are labeled with shaded boxes. In CA, it is clear that there are
two minimal elements, but we lose this distinction upon projecting onto T0(A).
Lemma 4.2. For any 1 ≤ i ≤ d, the number of minimal elements in Spi−v˜i,i is precisely n, and
(after suitably permuting the order of the minimal elements) we have
gjpi−v˜i,i = gj −Hjvi and H
j
pi−v˜i,i = Hj
for all j ≤ n.
Proof. Observe that h(A−vi) = hA−hvi furnishes a bijection between hA and h(A−vi). Thus
if (gj, Hj) is a minimal element of Spi, then (gj −Hjvi, Hj) must be a minimal element of Ci
congruent to pi − (vi, 0) modulo Λi and vice versa. The claim now follows since 0˜ ∈ Λi for each
1 ≤ i ≤ d+ 1, so pi − (vi, 0) is equivalent to pi − v˜i modulo Λi. 
With this in hand, we can now prove our structure theorem for hA:
Proof of Theorem 1.3. Our goal is to show that for all h ≥ vol(∆A) · (d+ 1)!− 2− 2d,
d+1⋂
i=1
(
hvi + Tvi(A)
) ⊆ hA. (8)
Let Γ = spanZ{v1, . . . ,vd} ⊆ Zd and Γ+ = spanN{v1, . . . ,vd} ⊂ Zd. Fix any lattice point
pi in the fundamental domain of Λ, and consider the set Spi consisting of all points of CA that are
equivalent topi modulo Λ. Denote the minimal elements of Spi by (g1, H1), (g2, H2), . . . , (gn, Hn).
Note that the assumption that 0 is a vertex of ∆A implies that 0˜ ∈ Λ, so every residue class of Zd+1
modulo Λ contains a representative in Γ. In particular, gi ≡ gj (mod Γ) for any i, j.
Having set the notation, we turn to the proof. Let
Lpi(h) :=
(
d+1⋂
i=1
(
hvi + Tvi(A)
)) ∩ (g1 + Γ)
and
Rpi(h) := hA ∩ (g1 + Γ).
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Informally, Lpi(h) is the “pi-part” of the left hand side of (8), andRpi(h) is the “pi-part” of the right
hand side. Since pi was arbitrarily chosen, to prove (8) it suffices to prove that Lpi(h) ⊆ Rpi(h) for
all h ≥ vol(∆A) · (d+ 1)!− 2− 2d.
We rewrite these two quantities, beginning with Lpi(h). Combining (7) with Lemma 4.2, we
deduce
Lpi(h) =
⋂
i≤d+1
m(pi−v˜i,i)⋃
j=1
{
hvi + g
j
pi−v˜i,i +
d+1∑
k=1
ni,k(vk − vi) : ni,k ∈ N
}
=
⋂
i≤d+1
⋃
j≤n
{
hvi + gj −Hjvi +
d+1∑
k=1
ni,k(vk − vi) : ni,k ∈ N
} (9)
Next we turn to Rpi(h). Note that any point of Rpi(h) has the form gj +
∑d
i=1 kivi, which lives in
hA whenever Hj +
∑d
i=1 ki ≤ h. Since (gj, Hj) is a minimal element, we deduce
Rpi(h) =
⋃
j≤n
{
gj +
d∑
i=1
kivi : ki ∈ N and
d∑
i=1
ki ≤ h−Hj
}
. (10)
Our strategy from here will be to dissect Lpi(h) into two pieces, one that only depends on pi and
lives in Rpi(h) for sufficiently large h, the other depending on h in a tame enough way that it lives
in Rpi(h) for all h ∈ N.
Exactly as in the proof of Lemma 3.2, we may write⋂
j≤n
(
(gj, Hj) + Λ
+
)
= (gpi, Hpi) + Λ
+ (11)
with Hpi ≤ vol(∆A) · (d+ 1)!− 1− 2d. Set
Ppi :=
{
gpi −
d∑
i=1
nivi : ni ∈ Z>0
}
∩ Lpi(h).
It immediately follows thatPpi ⊆ Rpi(h) whenever h ≥ Hpi−1. We claim thatLpi(h) \ Ppi ⊆ Rpi(h)
for all h ∈ N, thus completing the proof.
Pick a ∈ Lpi(h) \ Ppi. Since a 6∈ Ppi, we may write
a = gpi +
d∑
k=1
mkvk
where mk are integers with at least one non-negative, say m1 ≥ 0. On the other hand, since
a ∈ Lpi(h), the identity (9) implies the existence of j such that
a = hv1 + gj −Hjv1 +
d+1∑
k=2
nk(vk − v1). (12)
Comparing these two expressions for a, we deduce
gpi − gj =
(
h−Hj −m1 −
d+1∑
k=2
nk
)
v1 +
d∑
k=2
(nk −mk)vk.
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But from (11) we know gpi − gj ∈ Γ+, whence
h−Hj −m1 −
d+1∑
k=2
nk ≥ 0.
Since m1 ≥ 0, it follows that
d+1∑
k=2
nk ≤ h−Hj.
Keeping this inequality in mind and regrouping the terms in (12), we conclude from (10) that a
satisfies the membership requirements of Rpi(h). This concludes the proof. 
Remark. Proposition 4.1 isn’t a corollary of Theorem 1.3; its conclusion is stronger (holding for
all h ∈ N), and its hypotheses more relaxed (there’s no assumption about A − A generating Zd
additively). It is, however, a porism: after shifting A by one of the vertices in its convex hull we
may assume that 0 is a vertex of ∆A, and the proposition follows from (10) by taking the union
over all lattice points pi in the fundamental domain of Λ.
5. A BRION-TYPE FORMULA FOR SUMSETS
Recall that in section 3 we proved results on the cardinality of hA, essentially by realizing the
generating function of |hA| in two different ways and comparing the coefficients. In section 4
we explored the structure of hA by other means, exploiting the relationship among the tangent
cones of A. The goal of this section is to demonstrate a hybrid of these approaches: to explore the
structure of hA by associating a generating function to the tangent cones of A. The outcome will
be a compact formula for computing the elements of hA for all large h. For simplicity we shall
restrict ourselves to the dimension 1 case, but with more effort we expect our approach should
generalize to arbitrary dimension. We give an indication of how to do so in section 7, and invite
the motivated reader to carry this out.
For the rest of this section we assume that 0 is the smallest element ofA ⊂ Z and that gcdA = 1,
and denote the largest element of A by b. The cardinality |hA| can be viewed as assigning to each
point of hA a weight of 1 and summing all the weights, and we can obtain more refined information
about the structure of the sumset hA by assigning different weights to its elements. Introducing a
formal variable x, we assign to any set S ⊆ Z the generating function
σS(x) =
∑
a∈S
xa. (13)
For example, if A = {0, 3, 4, 7}, then σA(x) = 1 + x3 + x4 + x7.
Recall that the tangent cone of A at v is defined by
Tv(A) =
⋃
h≥0
h(A− v).
To each tangent cone Tv(A) we may associate the generating function σTv(A)(x), but for brevity
we abuse notation and simply write
σv(x) =
∑
a∈Tv(A)
xa. (14)
We shall prove that the structure of hA can be simply and compactly described in terms of σ0(x)
and σb(x). More precisely:
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Theorem 5.1. Given A ⊂ Z with minA = 0, maxA = b, and gcdA = 1. Define σv(x) as in
(14). Then both σ0(x) and σb(x) are rational functions in x, and for all non-negative h ≥ 2b − 4
we have
σhA(x) = σ0(x) + x
hbσb(x). (15)
Remark. See section 7 for a generalization of this to higher dimension.
Before presenting the proof of Theorem 5.1 we build intuition by applying it to the simple ex-
ample A = {0, 2, 5} mentioned in the introduction. Observe that
T0(A) = {0, 2, 4, 5, 6, 7, 8, 9, . . .} = N \ {1, 3}.
Since every element of T0(A) can be written uniquely in the formm+5n wherem ∈ {0, 2, 4, 6, 8}
and n ∈ N, we find
σ0(x) =
1 + x2 + x4 + x6 + x8
1− x5 .
On the other hand, note that
T5(A) = {0,−3,−5,−6,−8,−9,−10, . . .} = −N \ {−1,−2,−4,−7},
and it follows that
σ5(x) =
1 + x−3 + x−6 + x−9 + x−12
1− x−5 .
Theorem 5.1 therefore implies that for all h ≥ 6,
σhA(x) =
1 + x2 + x4 + x6 + x8
1− x5 + x
5h · 1 + x
−3 + x−6 + x−9 + x−12
1− x−5
=
1 + x2 + x4 + x6 + x8 − x5h−7(1 + x3 + x6 + x9 + x12)
1− x5
a compact way to express the elements of hAwhenever h is large. (In fact, one can manually check
that this identity holds for all h ≥ 3.)
A key role in the proof of Theorem 5.1 is played by a generalization of the sumset generating
series (4). Any point in CA can be written in the form (a, h), where a ∈ hA. We define the formal
power series CA(x, t) ∈ QJx, tK by
CA(x, t) :=
∑
(a,h)∈CA
xath. (16)
From the definition, we immediately obtain the formula
CA(x, t) =
∑
h≥0
σhA(x)t
h. (17)
As in the proof of Theorem 1.4, we will proceed by expressing CA as a rational function in x and
t. Recall that Λ is defined to be the vectors spanned by the lifts of the convex hull of A; in this
case, we simply have Λ = {(bn,m + n) : m,n ∈ Z}, and Λ+ = {(bn,m + n) : m,n ∈ N}. For
brevity we denote the points of CA congruent to (a, 1) modulo Λ by Sa, following our convention
from section 2.
Recall that one of the technical difficulties in our proof of Theorem 1.4 was the possibility of
multiple generators (minimal elements) of Sa. We circumvent this here by introducing the concept
of a virtual generator, a single point that generates all of Sa plus possibly a few extraneous points.
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Proposition 5.2. Given a ∈ {0, 1, . . . , b − 1}, there exists a unique (ga, ha) ∈ N2 such that
Sa ⊂ (ga, ha) + Λ+ and the extraneous set
Ea :=
(
(ga, ha) + Λ
+
)
\ Sa
is finite. We call (ga, ha) the virtual generator of Sa.
Before proving this, we briefly apply the proposition to the example A = {0, 1, 7, 8} from section
2. Recall (see Figure 1) that
S4 =
(
(4, 4) + Λ+
)
∪
(
(28, 4) + Λ+
)
,
i.e. S4 has two minimal elements (4, 4) and (28, 4). Examining Figure 1, we see that (4, 1) is a
virtual generator of S4, generating all of S4 plus the extraneous set
E4 :=
(
(4, 1) + Λ+
)
\ S4 = {(4, 1), (4, 2), (4, 3), (12, 2), (12, 3), (12, 4), (20, 3), (20, 4), (20, 5)} .
With this intuition in hand, we prove the proposition.
Proof of Proposition 5.2. First we prove existence. It is immediate that Sa ⊂ (a, 1) + Λ+. Choose
maximal m,n ∈ N such that
Sa ⊂ (a+ bn, 1 +m+ n) + Λ+,
i.e. such that Sa 6⊂ (a+bk, 1+j+k)+Λ+ whenever j > m or k > n; such integers are guaranteed
to exist since Sa has finitely many minimal elements. We claim (ga, ha) = (a+ bn, 1 +m+ n) is
a virtual generator of Sa.
Suppose for contradiction that Ea were infinite. Since (a, h) + Λ+ ⊂ Sa whenever (a, h) ∈ Sa,
we must have either {(ga, ha + n) : n ∈ N} ⊂ Ea, in which case Sa ⊂ (ga, ha) + (b, 1) + Λ+, or
{(ga + bn, ha + n) : n ∈ N} ⊂ Ea, in which case Sa ⊂ (ga, ha) + (0, 1) + Λ+. Either way we
reach a contradiction to the definition of (ga, ha). This concludes the proof of existence.
Uniqueness immediately follows because if (a, h) 6= (b, k) then (a, h) + Λ+ and (b, k) + Λ+
differ by infinitely many points. 
Note that in the exampleA = {0, 1, 7, 8}we considered following Proposition 5.2, all the heights
appearing in the extraneous set were quite small, as was the height of the virtual generator. Our
previous work implies that this is a general phenomenon. First, observe that the height of any
virtual generator is bounded by the heights of the minimal elements, which we have a bound for
thanks to Lemma 3.1:
ha ≤ b− 1. (18)
To bound the heights appearing in the extraneous set, note that Proposition 5.2 implies
Sa(x, t) = x
gatha
(1− t)(1− xbt) −
∑
(n,h)∈Ea
xnth =
xgatha − (1− t)(1− xbt) ∑
(n,h)∈Ea
xnth
(1− t)(1− xbt) .
Specializing this to x = 1 and applying Lemmas 3.1 and 3.2, we deduce:
Corollary 5.3. For all (n, h) ∈ Ea we have h ≤ 2b− 5.
It follows that
CA(x, t) = Q(x, t) + 1
(1− t)(1− xbt)
b−1∑
a=0
xgatha (19)
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where Q ∈ Q[x, t] has t-degree less than or equal to 2b− 5.
To prove Theorem 5.1 we need to understand the structure of the tangent cones, which admit a
simple expression in terms of the virtual generators of A.
Proposition 5.4. The tangent cone T0(A) can be written as
T0(A) =
b−1⋃
a=0
(
ga + b · N
)
where b · N = {0, b, 2b, . . .}.
Proof. First, observe that ga ∈ T0(A). Indeed, (ga, k) ∈ (ga, ha) + Λ+ for all k ≥ ha, and only
finitely many of these can live outside of Sa; it follows that Sa, and hence Ca, must contain a point
of the form (ga, h) for some h ∈ N. By construction, ga ≡ a (mod b). Thus the claim boils down
to showing that ga is the smallest element of T0(A) congruent to a (mod b).
Pick any m ∈ {n ∈ T0(A) : n ≡ a (mod b)}. Since m ∈ T0(A), we deduce (m,h) ∈ CA for
some h ∈ N, andm ≡ a (mod b) then implies that (m,h) ∈ Sa. By definition, Sa ⊂ (ga, ha)+Λ+,
so m ≥ ga. 
Furthermore, the virtual generators possess a similar symmetry to the minimal elements of CA.
Proposition 5.5. Given 0 ≤ a < b, let (ga, ha) denote the corresponding virtual generator of A
and (g′a, h
′
a) denote the virtual generator of b− A. Then ha = h′b−a and g′b−a = ga − bha
Proof. Write
Ea = {(ga, ha) +m(0, 1) + n(b, 1) : (m,n) ∈ Ia}
where Ia ⊂ N×N is some finite set. If we denote the elements of CA−b congruent to b− a (mod b)
by S ′b−a, then since h(b− A) = hb− hA,
S ′b−a =
(
(ga − bha, ha) + spanN{(0, 1), (−b, 1)}
)
\ E ′b−a
where
E ′b−a = {(ga − bha, ha) +m(0, 1) + n(−b, 1) : (m,n) ∈ Ia} .
The claim now follows by uniqueness of virtual generators. 
Proof of Theorem 5.1. By propositions 5.4 and 5.5, we obtain the following expressions for the
power series corresponding to the tangent cones T0(A) and Tb(A):
σ0(x) =
1
1− xb
b−1∑
a=0
xga and σb(x) =
1
1− x−b
b−1∑
a=0
xga−bha
where (ga, ha) are the virtual generators corresponding to each 0 ≤ a < b. From (19) we know the
existence of some Q ∈ Q[x, t] of t-degree less than or equal to 2b− 5 such that
CA(x, t) = Q(x, t) + 1
(1− t)(1− xbt)
b−1∑
a=0
xgatha
= Q(x, t) +
(
b−1∑
a=0
xgatha
)(∑
h≥0
th
)(∑
j≥0
xjbtj
)
= Q(x, t) +
(
b−1∑
a=0
xgatha
)∑
h≥0
(
h∑
j=0
xjb
)
th.
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We can rearrange the product of sums above as follows:∑
h≥0
[
1
1− xb
b−1∑
a=0
xgatha +
xhb
1− x−b
b−1∑
a=0
xgatha
]
th =
∑
h≥0
[
1
1− xb
b−1∑
a=0
xgatha
]
th +
∑
h≥0
[
xhb
1− x−b
b−1∑
a=0
xga−bhatha
]
th.
Setting H = max{h0, . . . , hb−1}, we may further rewrite this in the form
P (x, t)+
∑
h≥H
[
1
1− xb
b−1∑
a=0
xga
]
th+
∑
h≥H
[
xhb
1− x−b
b−1∑
a=0
xga−bha
]
th = P (x, t)+
∑
h≥H
(σ0(x)+x
hbσb(x))t
h,
where P (x, t) ∈ (Q(x))[t] has t-degree strictly less than H . Putting this all together, we’ve shown
that
CA(x, t) = P (x, t) +Q(x, t) +
∑
h≥H
(σ0(x) + x
hbσb(x))t
h.
On the other hand, recall from (17) that
CA(x, t) =
∑
h≥0
σhA(x)t
h.
It follows that σhA(x) = σ0(x) + xhbσb(x) for h > max{degtQ,H − 1}. Since degtQ ≤ 2b− 5
by (19) and H ≤ b− 1 by (18), we conclude that
σhA(x) = σ0(x) + x
hbσb(x) ∀h ≥ max{2b− 4, b− 1}.
If b ≥ 3 this implies the claim. The only remaining case is b = 1 and b = 2, i.e. A = {0, 1} and
A = {0, 1, 2}, respectively. In either case, (15) trivially holds for all h ∈ N. 
6. EXPLICIT KHOVANSKII FOR NON-SIMPLICIAL SUMSETS: PROOF OF THEOREM 1.2
Recall that in section 2 we obtained an explicit formula for |hA| when A ⊂ Zd consists of
precisely d + 2 points and the convex hull of A is a simplex. Remarkably, the same explicit
formula holds in general, without making any further assumptions about the convex hull; proving
this is the goal of this section. The idea of the proof is divide the convex hull ∆A into two almost
disjoint simplexes (sharing only a face), and then to compute the generating function of the cone
CA by brute force.
This proof only works because ∆A is nearly a simplex, and can be cleanly cut into two simplexes;
we were unable to find a way to analogously extend our other results (Theorems 1.3 and 1.4)
beyond the simplicial case. We hope you, dear reader, will take up this challenge!
Proof of Theorem 1.2 for non-simplicial sumsets. We henceforth assume that A ⊂ Zd contains
d+ 2 points, one of which is the origin, and that A generates Zd additively. Moreover, by our
work in section 2, we may assume that ∆A isn’t a simplex. In particular, we restrict ourselves to
the case d ≥ 2.
There is exactly one vertex, label it b, such that the line between 0 and b intersects the interior of
∆A. Label the remaining vertices by v1, . . . ,vd. We divide ∆A into two simplexes: σ, the convex
hull of 0, b,v1,v2, . . . ,vd−1, and τ , the closure of ∆A \ σ. By relabeling the vertices vi, we may
assume that the vertices of τ are 0, b,v2,v3, . . . ,vd. Let Vσ denote the volume of σ and Vτ the
volume of τ , and assume without loss of generality that Vσ ≤ Vτ . Modulo the lattice Λσ generated
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by the lifts of the vertices of σ, there are exactly Vσd! residue classes. Similarly there are exactly
Vτd! residue classes modulo the lattice Λτ generated by the lifts of the vertices of τ . Now if we let
γi = iv1 + ivd for 0 ≤ i ≤ Vτd!− 1, then the vectors γ1, . . . ,γVσd!−1 are minimal elements of all
of the residue classes of Zd/Λσ, and the vectors γ1, . . . ,γVτd!−1 are minimal elements of all of the
residue classes of Zd/Λτ . We’ll use these to partition the cone CA into disjoint sets, each of whose
generating functions are simple to describe.
For 0 ≤ i ≤ Vσd!− 1, define
Si =
{
γi +
d−1∑
j=1
njv˜j : nj ∈ N
}
∪
{
γi +
d∑
j=2
njv˜j : nj ∈ N
}
,
and similarly for Vσd! ≤ i ≤ Vτd!− 1 define
Si =
{
γi +
d−1∑
j=1
njv˜j : nj ∈ N, n1 ≤ Vτd!− i
}
∪
{
γi +
d∑
j=2
njv˜j : nj ∈ N
}
.
Since γi = iv1 + ivd, it follows that
CA =
Vτd!−1⊔
i=0
Si.
For 0 ≤ i ≤ Vσd!− 1, the generating series of Si is given by
t2i(1 + t)
(1− t)d+1 ,
while for Vσd! ≤ i ≤ Vτd!− 1 the generating series of Si is
t2i
[
1
(1− t)d+1 +
1
(1− t)d
Vτd!−i−1∑
k=1
tk
]
.
Putting all this together, we deduce that
CA(t) = 1
(1− t)d+1
Vσd!−1∑
i=0
ti +
Vτd!−1∑
j=Vσd!
(
t2j
[
1
(1− t)d+1 +
1
(1− t)d
Vτd!−j−1∑
k=1
tk
])
=
1 + t+ t2 + · · ·+ t(Vσ+Vτ )d!−1
(1− t)d+1
=
1− t(Vσ+Vτ )d!
(1− t)d+2
=
1− tvol(∆A)·d!
(1− t)d+2 .
The proof now follows exactly as in the simplicial case given in section 2. 
7. CONCLUSIONS: RECAP, CONJECTURES, AND OBSERVATIONS
Recall that Khovanskii’s theorem asserts that for anyA ⊂ Zd there exists some integerH (which
we called the phase transition) such that the cardinality of hA is given by some polynomial in h
for all h ≥ H . Our work improved on this in several ways:
• in Theorem 1.4 we gave an explicit upper bound on the phase transition,
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• in Theorem 1.3 we obtained an analogous result on the structure of hA, again with an
explicit upper bound on the phase transition,
• in Theorem 5.1 we demonstrated that for any A ⊂ Z one can give a compact expression
capturing the structure of hA for all sufficiently large h, and gave an explicit upper bound
on the phase transition, and
• in Theorem 1.2 we gave a complete description of hA for all h in the case that A is small.
All but the last of these offer room for improvement. The goal of this section is to make some
conjectures and share some curious empirical observations.
In section 5, we proved Theorem 5.1, a Brion-type formula in dimension 1. We expect that one
can generalize this theorem to higher dimensions by associating to the point a = (a1, . . . , ad) ∈ Zd
the monomial weight
xa := xa11 · · ·xadd .
Defining the generating functions (13) and (14) with xa in place of xa, we expect the following
analogue of (15) to hold for all sufficiently large h:
σhA(x) =
d+1∑
i=1
xhviσvi(x).
(This can also be thought of as a generating function analogue of Theorem 1.3.) We conjecture
that this formula is valid whenever
h ≥ vol(∆A) · d!− |A|+ 2. (20)
One reason we did not pursue this theorem in the general case is an additional technical difficulty:
in dimension 1 the extraneous sets are finite collections of points, but in higher dimensions they
are instead finite unions of hypersurfaces. We invite the motivated reader to carry out this strategy
and obtain a general version of Theorem 5.1.
Our bound on the phase transition in Khovanskii’s Theorem is likely not optimal. Over Z it is
known that Theorem 1.3 holds for h ≥ b − |A| + 2, thanks to work Granville and Walker [4].
For higher dimensions, we conjecture that Theorem 1.4 holds under the assumption (20) and that
Theorem 1.3 holds under the assumption that
h ≥ vol(∆A) · d!− |A|+ d+ 1
without any assumption on the convex hull ofA; note that this specializes to Granville and Walker’s
bound in the case d = 1.
Our conjecture on the phase transition is borne out by computations, but in sometimes unex-
pected ways. For example, for the set A = {(0, 0), (−1, 1), (1, 2), (4, 0)} one can show that
CA(t) = 1− t
11
(1− t)4 ,
despite the presence of minimal elements of CA with heights as large as 14. The fact that the
degree of CA(t) is smaller than 14 comes from a seemingly miraculous cancellation that occurs
when adding together the generating series of the sets Spi. Perhaps even more surprising is that
this miraculous cancellation persists even when computing the structural generating functions as
in Theorem 5.1. For example, using the same set A as above but keeping track of the positions in
CA with weights x and y, one finds that
CA(x, y, t) = 1− x
4y8t11
(1− t)(1− x4t)(1− x−1yt)(1− xy2t) . (21)
20
We conclude our discussion with some tantalizing numerology. Consider the set
B = {(0, 0), (1, 2), (2, 1), (3, 1)},
whose convex hull is a simplex. The method from section 2 produces
CB(x, y, t) = 1− x
10y5t5
(1− t)(1− xy2t)(1− x3yt)(1− x2yt) . (22)
The remarkably similar form of (21) and (22) suggests that there may be a unified approach to prov-
ing Theorem 1.2 without treating the simplicial and non-simplicial cases separately. The x10y5t5
term of the numerator of (22) admits a nice interpretation: it is the weight assigned to the lift of
the interior point (2, 1) of B raised to the power 5, the volume of the fundamental domain of CB.
Unfortunately, the corresponding term x4y8t11 in (21) does not seem to have such a nice interpre-
tation. The volume of the fundamental domain of CA is 11, so x4y8t11 would correspond to the
weight of the lift of the point (4/11, 8/11), which does not lie in A, and moreover isn’t even a
lattice point! A proper interpretation of the term x4y8t11 appearing in (21) may well be the key to
extending our results to arbitrary A ⊂ Zd.
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