Abstract. Let F be a polyhedral terrain with n vertices. We show how to preprocess F such that for any two query points on F it can be decided whether there exists a path on F between the two points whose height decreases monotonically. More generally, the minimum total ascent or descent along any path between the two points can be computed. It is also possible to decide, given two query points and a height, whether there is a path that stays below this height. All these queries can be answered with one data structure which stores the so-called height-level map of the terrain. Although the height-level map has quadratic worst-case complexity, it is stored implicitly using only linear storage. The query time for all the above queries is O(log n) and the structure can be built in O(n log n) time. A path with the desired property can be reported in additional time that is linear in the description size of the path.
Introduction.
Polyhedral terrains (mountain landscapes) are important concepts in several application areas of computational geometry, including Geographic Information Systems. For that reason they are well studied in computational geometry and efficient algorithms have been given for, e.g., hidden surface removal, ray shooting, and intersections of terrains [1] , [4] , [6] , [10] , [12] . The problem of computing shortest paths in the Euclidean metric on polyhedral terrains has also received attention. See, for instance, [13] and [5] , which solve the shortest-path problem on the surface of a simple polyhedron in O(n 2 ) time. For a fixed target, they obtain a data structure such that the shortest path from a given query point to the target can be found in O(log n) time.
However, the Euclidean length is not the only important measure when walking in terrains. Indeed, the shortest path is probably not advisable if it involves going to great height, with the risk of freezing to death. Furthermore, it is well known that walking in mountainous terrain can be very tiring, so it is wise to take a path that is as level as possible. These considerations have led us to study the following questions for a polyhedral terrain F:
1. Given two points s and t in F and a height z, is there a path between them that stays below height z? 2. Given two points s and t in F, what is the minimum total ascent of any path between them?
Observe that the second question has some interesting special cases. The question whether there is a path of monotonically decreasing height is the same as the question whether the minimum total ascent is 0. The question whether there is a constant height path is the same as the question whether the minimum total ascent is 0 and the heights of s and t are the same. Furthermore, minimizing the total ascent automatically implies minimizing the total descent. For both of the questions above, we develop an optimal data structure that requires linear storage and answers queries in O(log n) time. An actual path can be found in additional time proportional to the description size of the path.
It turns out that in these questions the saddle vertices play an important role. (A vertex is called a saddle vertex if it has four incident edges that are going up, down, up, and down, when they are visited in cyclic order. See the next section for a more formal definition.) Imagine drawing for each saddle vertex all paths of constant height emanating from it. Project these paths onto the x y-plane and add the projections of all peak vertices and valley vertices (that is, the local maxima and minima). We call the resulting planar map the height-level map of the terrain and we prove that this map contains all the information that is necessary to answer the above questions. Unfortunately, the complexity of the heightlevel map can be quadratic. Therefore our data structure is an implicit representation of the map; it uses only linear storage and point-location queries in the map can still be answered in logarithmic time.
The remainder of this paper is organized as follows. In Section 2 we give the necessary definitions. Properties of the height-level map are proved in Section 3. In Section 4 we present the data structure that underlies the solution to both query problems. The actual query algorithms are given in Section 5. Section 6 extends to the situation that vertices may have the same height. In Section 7 the concluding remarks are given.
Preliminaries. Let F
* be a polygonal terrain-the graph of a piecewise linear, continuous, bivariate real function-defined over the entire x y-plane. We restrict our attention to the part of this terrain defined on some rectangular area of the x y-plane. We denote this part by F and we define n to be the number of vertices of F, including vertices that arise because edges of F * are clipped. The boundary of F, that is, the rectangle enclosing F, is denoted by ∂ F. Vertices on ∂ F are called boundary vertices; the remaining vertices are called interior vertices. We denote the height of a point p on F (that is, its z-coordinate) by h( p), and we assume that no two vertices of F have the same height. In a later section we remove this restriction, but for the present it makes the description of our solution much simpler. Because we can triangulate every face of the terrain in linear time [3] we may assume without loss of generality that every face of F is a triangle. With a slight abuse of notation, we denote by F both the (clipped) polyhedral terrain in 3-space and its projection. 3 For a vertex v of F, we denote by N 1 (v), . . . , N i (v) the cyclic sequence of neighbor vertices of v, ordered counterclockwise, where i is the degree of v in F. If v is a boundary vertex, then we order its neighbors such that N 1 (v) and N i (v) are also boundary vertices. A vertex v is a local maximum if all neighbors of v have smaller height than v. A vertex v is a local minimum if all neighbors of v have greater height than v. A vertex that is a local maximum or local minimum is a local extremum.
An interior vertex v is a saddle vertex if v has two higher neighbors and two lower neighbors which alternate around v. More precisely, there are four neighbors N i 1 (v) ,
A boundary vertex v is a saddle vertex if there are three neighbors
A vertex that is a local extremum or a saddle vertex is a special vertex.
For a height h, the h-map of F is defined to be the intersection of F with the horizontal plane z = h. Any h-map consists of cycles and paths. By nondegeneracy, it contains at most one vertex of F. Moreover, there is at most one point shared by two or more cycles or paths. If there is such a point, then it must be a saddle vertex v of F, and h = h(v). Note that any path (which is not a cycle) starting at v must end at the boundary of F. Let v be a saddle vertex of F and consider the h(v)-map of F. We call the cycles and paths that contain v the main component of v, denoted M v . Finally, we define the height-level map of F to be the planar map consisting of the main components of all saddle vertices of F, to which are added all local extrema, see Figure 1 . We denote the height-level map by M F . In the next section we will prove that M F contains all the necessary information to solve the above two problems efficiently. Since any h-map has linear size, it follows that M F has size O(n 2 ). Unfortunately, there exist polyhedral terrains for which M F really has quadratic size, see Figure 2 . Therefore, we devise a data structure that stores the height-level map implicitly: using only linear storage, we can find the region of M F that contains a given query point in O(log n) time.
A second structure we use is a directed graph G F of which the nodes correspond to the saddle vertices and local extrema of F. For convenience, for any special vertex v of F, we denote the corresponding node in G F also by v. There is a directed arc (v, w) in G F if and only if h(v) > h(w), and there is a region in M F with v and w on the boundary of that region (a local extremum, which appears as an isolated vertex in M F , also bounds the region it lies in). We prove later that the undirected version T F of G F is actually a tree and that the degree of a node v in G F is the number of regions incident to v. Hence, the local extrema correspond to the leaves of G F . Furthermore, every region of M F corresponds to one edge of G F , and vice versa.
3. The Height-Level Map. In this section we prove several important properties of the height-level map M F and the corresponding graphs G F and T F .
Consider the regions in M F . They are bounded by pieces of the main components M v of some saddle vertices v and by pieces of ∂ F, and may have isolated boundary points (local extrema) in their interior. We define the border of any region R to be the boundary of R minus the pieces of ∂ F that are not parts of main components; thus the border of R consists of pieces of the main components M v of some saddle vertices v and of the local extrema in R. The following lemma shows that the border of a region is actually defined by exactly two special vertices. PROOF. Let R be any region of M F . Let v min be the vertex inside or on the boundary of R with minimum height. If v min is a local minimum, then v min is a special vertex by definition. We claim that if v min is not a local minimum, then it must be on the border of R and, hence, a saddle vertex. Indeed, if v min is interior to R (or on ∂ R ∩ ∂ F) but not a local minimum, then v min must have some edges going down and crossing the border of R. However, then v min is higher than this part of the border of R and the corresponding saddle vertex. Similarly, we can show that the highest vertex v max of R is a local maximum or saddle vertex. So there are at least two special vertices in R. Since all vertices have a unique height, these vertices cannot be on the same component of the border of R.
Suppose that there exists a third special vertex w in R. Assume without loss of generality that w is locally maximal inside R, that is, w is a local maximum if we restrict our attention to the points in R. (Observe that a special vertex in R is always locally extreme inside R.) Let be a path in R from w to v max such that the minimum height on is maximal. Since v max and w are both local maxima in R, path must contain a lowest point u distinct from w and v max . This point must be a saddle vertex, otherwise we obtain a contradiction with the fact that we chose the lowest point on as high as possible. Now consider the main component M u . If we can "walk around" on M u , as in Figure 3 , then we also obtain a contradiction with the definition of , because we can push a small distance ε away from M u to obtain a higher path . However, if we cannot walk around, then v max and w are not incident to the same region. PROOF. Suppose there is a constant height path between s and t. Obviously we must have h(s) = h(t). Moreover, such a path cannot cross an edge of some main component and, hence, s and t are in the same region. Now suppose for a contradiction that s and t lie in the same region R and h(s) = h(t), but they cannot be connected with a constant-height path. Assume without loss of generality that there is a path in R between s and t such that for the lowest point u on the path we have h(u) < h(s). Let be such a path where h(u) is maximal. As in the proof of Lemma 3.1, we can now show that u must be a saddle vertex and derive a contradiction.
For any region R of M F , the lower border is the component of the border of R with height smaller than the interior of R. The lower-border vertex of R is the saddle vertex or local minimum on the lower border of R. The lower border and lower-border vertex of a point p are the lower border and lower-border vertex, respectively, of the region R in which it lies. If p lies on the border of R, then the lower-border vertex of p is the saddle vertex that also lies on that border. Similarly, we define the higher border and the higher-border vertex of R and of p. For any point p, we denote the lower-border vertex by lbv( p) and the higher-border vertex by hbv( p).
LEMMA 3.3. Two points s and t on F with h(s) > h(t) can be connected with a path of monotonically decreasing height if and only if s and t lie in the same region of the height-level map or there exists a directed path in G F from the node corresponding to lbv(s) to the node corresponding to hbv(t).
PROOF. We first show that any directed arc (u, v) in G F implies the existence of a monotonically decreasing path from the special vertex u to the special vertex v on F. First, observe that there exists a region R for which u is the upper-border vertex and v is the lower-border vertex. Since the region R does not contain any local minima except v, we can find a monotonically decreasing path inside R from u to the main component of v. From such an intersection point, follow the main component using a constant-height path until it reaches v. This path is clearly monotone and decreasing. For the same reason, there is a monotonically decreasing path from any point inside R to the lower-border vertex and a monotonically increasing path to the higher-border vertex. Now, if s and t lie in the same component, then a decreasing path starting at s to the lower-border vertex will contain some point in R on height h(t). By the previous lemma, there is a constant-height path between this point and t.
On the other hand, suppose that there exists a monotonically decreasing path from s to t. Let R 1 , . . . , R k be the sequence of regions in M F that crosses. Since, for every region R i , there is an arc from the higher-border vertex to the lower-border vertex, it follows that is represented in the graph G F .
LEMMA 3.4. Let s and t be two points on F. If s and t lie in the same region of M F , then the minimum total ascent and descent on any path from s to t is |h(s) − h(t)|. Otherwise the minimum total ascent and descent is the minimum, over all four choices
is the sum of the height differences over the edges of the path from v to w in T F .
PROOF. The first part of the lemma-where s and t lie in the same region-follows directly from the previous lemma. Now consider the case where s and t lie in different regions. We have seen in the proof of the previous lemma that there are monotone paths from s to lbv(s) and to hbv(s), from t to lbv(t) and to hbv(t), and between any two special vertices v that define an edge in T F . Hence, for every choice v ∈ {lbv(s), hbv(s)}, w ∈ {lbv(t), hbv(t)} there really exists a path from s to t whose total ascent and descent
On the other hand, any path from s to t is represented in T F , since for every region R i that is crossed by the path there is an arc in T F between the higher-border vertex and the lower-border vertex.
Using a similar argument as in the previous two lemmas it is easy to show the following.
LEMMA 3.5. Two points s and t on F can be connected with a path that has height at most z, with z ≥ h(s) and z ≥ h(t), if and only if s and t lie in the same region of the height-level map, or the path in T F from the node corresponding to lbv(s) to the node corresponding to lbv(t) does not contain any nodes with height greater than z.
4. The Point-Location Data Structure. In this section we describe the data structure for point location in the height-level map. More precisely, we prove the following theorem. In the next subsection we describe the search tree T in which the point-location query is performed, and the query algorithm. After that we describe how the preprocessing is performed.
The Structure and the Query Algorithm.
Below we describe the data structure for point location in the height-level map M F . For simplicity we start by assuming that every node in the tree T F has degree O (1) . In other words, every main component consists of a constant number of distinct paths and cycles. After we have described the data structure we give the query algorithm. Conceptually, the query algorithm is very simple. However, it uses a somewhat complicated subroutine, which we describe separately. At the end of this subsection we show how to deal with saddle vertices that have nonconstant degree in M F .
The Search Tree T . Before we describe the search tree, recall that the arcs of the tree T F correspond one-to-one with the regions of M F . The hbv and lbv of that region are the two nodes incident to that arc.
We construct a constant degree search tree T as follows. Let δ be the root of T , and let it correspond to the whole polyhedral terrain F. Find a node u in the graph T F such that the removal of u from T F gives c subgraphs 4 with at most n/2 nodes each. We add a copy of node u back to all c subgraphs, so that every arc in T F appears in exactly one subgraph. Therefore, the subgraphs correspond exactly to the regions into which F is partitioned by the main component of u. We associate the saddle vertex u with δ. However, we do not store the main component explicitly, since it may have large complexity. For every subgraph that arises in the above way (or, equivalently, every region defined by M u ) we make a child node γ of δ which is the root of a recursively defined subtree for that subgraph (or that region). If the subgraph consists of one single arc, then γ is a leaf of T . The leaf γ represents the region of M F that corresponds to the single arc. We store lbv(R) and hbv(R)-the two nodes incident to the arc-explicitly at γ . See Figure 4 for an example of T F and the search tree T . The following lemma follows immediately from the definition of T .
LEMMA 4.1. The tree T has linear size and it has depth O(log n).
The Conceptual Query in T . Let q be a point on F. We wish to know the region of M F that contains it. In particular, we wish to know lbv(q) and hbv(q). The search with point q starts at the root δ of T . Each of the children corresponds to a region in the plane separated by the paths and cycles of the main component corresponding to δ. We use a subroutine, which we denote as the oracle ω(q, δ), to determine in which of the regions q lies. Then the search continues recursively in the subtree corresponding to that region, until a leaf is reached. At the leaf hbv(q) and lbv(q) are stored. We obtain the following lemma.
LEMMA 4.2. The query time in the search tree T is O(log n) times the time needed for the oracle.
The Oracle for Decisions in T . We now explain how to implement the oracle ω(q, δ). The oracle uses two data structures. First, we need a planar point-location structure on the x y-projection of the terrain F. This structure also stores for every vertex v of F its hbv and lbv, which we have precomputed. (How this precomputation is done is discussed later.) Second, after assigning an arbitrary node of T F to be the root, we preprocess T F for O(1) time lowest common ancestor queries [9] .
We now show how to answer the oracle ω(q, δ) using these two data structures. Recall that the oracle must determine in which region q lies with respect to the cycles and paths corresponding to node δ. At the start of the query with q, we determine the triangle t q of F that contains q. (If q lies on an edge, than we take one of the two triangles containing this edge. If q is a vertex then we are ready, since we know for each vertex its hbv and its lbv.) Let v max be the vertex of triangle t q with maximal height, and let v min be the vertex of t q with minimal height. We have precomputed lbv(v max ), hbv(v max ), lbv(v min ), and hbv(v min ), which correspond to nodes in the tree T F . See Figure 5 (i).
Let γ 1 , . . . , γ c be the children of δ in T . We recall our convention that we denote special vertices in F and their corresponding nodes in T F and in T by the same identifier. Also recall that the term "subtree" is reserved for the search tree T and that we use the term "subgraph" for T F . Finally, recall that a subtree of δ corresponds to a region defined by the main component of the saddle vertex δ. To determine the subtree of δ in which to continue the search, we should determine which region contains q. To this end we first determine which of the subtrees of δ contains hbv(v max ) as follows. Observe (see also Figure 5 (ii)) that only one of the children γ i of δ in T is not a descendant of δ in T F . We can decide which child this is by computing the lowest common ancestor in T F of each γ i with δ; the unique γ j (γ 2 in Figure 5 (ii)) for which the answer is not δ is the one that is not a descendant in T F . We first test if hbv(v max ) lies in the subtree of T rooted at this γ j ; this is the case if and only if the lowest common ancestor of δ and hbv(v max ) is not δ. If hbv(v max ) does not lie in the subtree of γ j , then we test the other children of δ: hbv(v max ) lies in the subtree of T rooted at γ i if and only if the lowest common ancestor of hbv(v max ) and γ i is not δ. (This last test is correct because we already know that hbv(v max ) is a descendant of δ in T F .)
In the same way we compute the subtree of T that contains lbv(v min ). If hbv(v max ) and lbv(v min ) lie in the same subtree, then q must lie in a region to be found in that subtree as well and we have solved the oracle. (If either one of hbv(v max ) or lbv(v min ) is δ, then q must lie in the subtree chosen by the other of hbv(v max ) and lbv(v min ).) The reason that q must lie in that subtree is the following. The regions corresponding to the subtrees are separated by curves of the main component M δ that contains the saddle vertex δ. Recall that M δ contains edges on one height only. Therefore, the triangle t q of F intersects M δ in at most one edge. Since hbv(v max ) and lbv(v min ) lie in the same region of M δ , so must the whole triangle t q .
On the other hand, if hbv(v max ) and lbv(v min ) lie in different subtrees, then t q intersects M δ and we do not know yet which of the two subtrees contains the region with q. There are two candidates: the subtree that contains hbv(v max ) and the subtree that contains lbv(v min ). However, we know the height of q, the height of the saddle vertex δ and the heights of hbv(v max ) and of lbv(v min ). Accounting for Saddle Vertices with Nonconstant Degree. Let v be a node in the unrooted tree T F with degree k > 3. We replace v with a binary tree T (v) of k − 2 nodes v 1 , . . . , v k−2 . The k edges that were incident to node v are now used to connect T (v) to the rest of T F , as in Figure 6 . After this augmentation we proceed in the same way as before: we assign an arbitrary node of the augmented tree T F to be the root, preprocess it for lowest common ancestor queries, and construct the search tree T from this graph. A connection of the nodes of T with the geometry of the main components in the height-level map has become less clear. Still, every leaf node represents a part of the height-level map which may either be a region or a (part of a) main component. Notice that the augmentation can be done in linear time, so it does not influence the asymptotic preprocessing time.
There is another matter to deal with: we stored for every vertex u its hbv and lbv and we should be careful if one or both of these nodes is split. If, for example, hbv(u) is split we have to decide which node in T (hbv(u)) is going to be the representative of hbv (u) . To see what happens we must go back to the oracle, where the hbv's and lbv's are used. Recall that the oracle ω(q, δ) uses the special nodes hbv(v max ) and lbv(v min ), where v max is the highest vertex of the triangle t q containing the query point q and v min is the lowest vertex of t q . The oracle determines the position of hbv(v max ) and lbv(v min ) with respect to δ in T F , and it uses this information to decide the position of q in M δ . In our augmented tree T F we may have replaced, say, hbv(v max ) by a subtree T (hbv(v max )). Clearly, if δ = hbv(v max ), then the position with respect to δ is the same for each of the nodes in T (hbv(v max )). So in this case it does not matter which node in T (hbv(v max )) is chosen as the representative of hbv(v max ). However, when δ = hbv(v max ), then the answer to the oracle is determined by the position of lbv(v min ). So in this case also we can take any node as representative. In both cases the query algorithm remains correct.
We conclude that we can handle nodes with nonconstant degree without affecting the query or preprocessing times.
The Preprocessing.
In the preprocessing phase we have to construct the search tree T and the data structures for the oracle. The oracle uses two data sturctures: a point-location structure for the terrain F with the hbv and lbv sorted at every vertex and the tree T F preprocessed for lowest common ancestor queries. The point-location structure for F can be constructed in linear time [7] , [11] once the hbv and lbv are known and preprocessing T F for lowest common ancestor queries also takes linear time [9] . Furthermore, T can be constructed in linear time once T F has been computed [8] .
Hence, the most difficult tasks during the preprocessing are to compute the tree T Fwhich amounts to computing for every saddle vertex v which other special vertices are incident to the regions incident to v-and to compute hbv(u) and lbv(u) for every vertex u of the terrain. To this end we first present a divide-and-conquer algorithm that computes for every vertex u of the terrain-except for the local maxima and saddle vertices-the lowest vertex of the terrain which can be reached from u with a path whose height is (strictly) monotonically increasing. We call this vertex the next higher vertex for u. The algorithm also computes for each saddle vertex v the next higher vertices, one for each region incident to and higher than v. After that we show how to use this information to compute T F and the hbv and lbv of each vertex u.
Let F be a terrain with n vertices and let d be the number of distinct heights of the vertices in F. (Initially, all vertices of F have different heights, but the algorithm will create new vertices with the same height as vertices in F.) If all vertices have the same height-that is, d = 1-then we are finished: none of the vertices can reach any other vertex with a strictly monotonically increasing height path. When d > 1 we compute a value h mid , different from the heights of the vertices, such that the number of distinct heights less than h mid and the number of distinct heights greater than h mid are both at most d/2 . We delete all the edges which intersect the plane z = h mid . This splits F into a number of connected components, the "subterrains" F 1 , F 2 , . . . . The idea is to recurse on these subterrains. This will tell us for every vertex u its next higher vertex in the subterrain containing u. The next higher vertex in any other subterrain is found in a "merging step." We have to exercise some care, however, so that each vertex in a subterrain can still reach every vertex in the subterrain (with a path of monotonically increasing height) that it could reach before. We make sure that this is the case by adding to every subterrain some new vertices in a way to be described next.
We call two edges that are intersected by the plane z = h mid and that are edges of the same triangle neighbors. Observe that any triangle has either zero or two edges intersected by the plane z = h mid . Hence, if we group the set of intersected edges by taking the transitive closure of the neighbor relation, we obtain a number of groups E 1 , E 2 , . . . , E k Fig. 7. (i) A terrain F that is split by a path of edges and a cycle of edges (dashed) into three components.
(ii) The three components and how they are restored.
where every E i consists of a sequence (or a cycle) of edges such that the adjacent edges in the sequence (cycle) are neighbors. Note that the removal of the edges in some group E i splits the terrain into two subterrains. Hence, the groups E 1 , E 2 , . . . , E k split the terrain into k + 1 subterrains F 1 , . . . , F k+1 . See Figure 7 (i).
Consider one group E i of edges. Let v 1 , . . . , v m be the sequence (or cycle) of endpoints of the edges in E i which are higher than the split value h mid , where duplicates of the same vertex that are adjacent in the sequence have been removed. Let F j be the subterrain that contains the vertices v 1 , . . . , v m . For some vertices in F j the path to the next higher vertex-even if this vertex is also in F j -may have passed through triangles that are incident to the edges in E i . These triangles are destroyed by the removal of E i . To make sure that these vertices can still reach their next higher vertex inside F j we add a new vertex u to F j with an edge from u to every v 1 , . . . , v m . The height of u is chosen equal to the height of the lowest of v 1 , . . . , v m . This creates m − 1 triangles if E i is a sequence (and m triangles if E i is a cycle). See Figure 7 (ii). Note that in the resulting graph the sequence of neighbors around any vertex is fixed, and that it is planar and triangulated (except the outer face). However, it may contain multiple edges between two vertices. Consequently, a straight line embedding does not exist, but this is of no concern to us, since we only work with the underlying graph of the terrain and the heights of its vertices. For convenience we view the new subterrain F j as a terrain with faces that can be bounded by curves. Notice that multiple edges are never adjacent, so the graph has complexity linear in the number of vertices.
For the sequence w 1 , . . . , w m of endpoints incident to the edges in E i that lie lower than h mid we use a similar strategy. Thus we add a new node u to the subterrain F j that contains the nodes w 1 , . . . , w m . The height of u is equal to the maximum height among the w 1 , . . . , w m and it has edges to each of these vertices.
We claim that after this has been done for every group E i , each vertex can reach the same set of vertices within its subterrain as it could in the whole terrain F. We denote the subterrain F j augmented with the extra vertices byF j . PROOF. Suppose that there is a path from v to w in F whose height is monotonically increasing. If remains inside F j , then there trivially exists a path from v to w inF j whose height is monotonically increasing. Otherwise, let be a maximal subpath of that is outside F j . It is easily verified that the choice of the height of the extra vertex implies that there exists an increasing path through the new triangles that replaces . The reverse is proved in a similar way.
The above lemma implies that the next higher vertex of some vertex v will be found if it is in the same subterrain F j . The next lemma states that the vertices for which this is not the case are easily identified and handled correctly. The proof is easy and therefore omitted. Summarizing, our algorithm works as follows. We split F into subterrains by deleting the edges that intersect the plane z = h mid . We augment the subterrains F j to obtain new subterrainsF j by adding two extra vertices for each of the deleted groups E i of edges as described above. Inside eachF j we find the next higher vertices recursively. After returning from all recursive calls, we compute for each vertex v whose next higher vertex is not in the same subterrain as its correct next higher vertex, according to the lemma above. This can be done in linear time. Observe that a subterrain may contain added vertices, which are not on the original terrain F but were added to restore paths after previous splits, and real vertices, which are on F. So strictly speaking the lowest vertex in W i mentioned in Lemma 4.5 is not unique. Of course we should assign a real vertex as the next higher vertex. Because all real vertices have distinct heights this vertex is uniquely determined.
The recurision ends when all vertices in a subterrain have the same height. For such a subterrain we do not have to do anything. The vertices will be assigned the correct next higher vertex when we return from the recursion.
Notice that the algorithm finds more than one next higher vertex for each saddle vertex, since a saddle vertex is adjacent to several groups of deleted edges. (See, for example, the vertices w 3 and w 4 in Figure 7 , of which one could be a saddle vertex.) In fact, it is easily verified that a next higher vertex is found for each incident region that is higher than the saddle vertex, which is exactly what we needed.
LEMMA 4.6. The time required to compute for every vertex the next higher vertex (or next higher vertices for a saddle vertex) is O(n log n).
PROOF. The number of extra vertices created during the preprocessing is O(n), and the depth of recursion is O(log n). Now the lemma follows since the divide and merge steps take linear time.
Once we have computed for every vertex the next higher vertex, the higher-border vertex hbv can be found easily. Consider the graph on all vertices, with directed arcs from every vertex to the next higher vertex (or to the next higher vertices in case of a saddle vertex). This graph is a directed acyclic graph with a distinguished set of special vertices, namely, the saddle vertices and local maxima. To compute the hbv of every vertex, we have to determine the first special vertex that can be reached with a directed path. To compute for a saddle vertex v all special vertices that are incident to a region that is incident to and higher than v, we have to find the first special vertex that can be reached via each outgoing edge of v. All of this can be done in linear time by a standard graph-traversal algorithm.
We have shown how to compute for every vertex its hbv, and for every saddle vertex the other special vertices that are incident to one same region but higher than v. In the same way we can compute the lbv of every vertex of F, and for each saddle vertex v all special vertices that are incident to one same region but lower than v. This gives us all the information needed to construct T F , leading to the following lemma. This finishes the proof of Theorem 4.1.
Answering the Queries.
In this section we describe the query algorithms to the two problems stated in the introduction of this paper. The solutions are based on the properties of the height-level map M F that were given in Section 3 and they make use of the data structures described in the previous section.
Constant-Height Paths. Given two points s and t with equal height, we wish to determine whether there exists a path between them that stays on the height h(s) = h(t). By Lemma 3.1, such a path exists if and only if s and t lie in the same region of M F . Therefore, to solve the query, we determine hbv(s), lbv(s), hbv(t), and lbv(t). Since the hbv and lbv of any point determines uniquely the region of M F that contains it, we conclude that there is a constant-height path between s and t if and only if hbv(s) = hbv(t) and lbv(s) = lbv(t).
The Other Queries. We now discuss monotone paths, minimum total ascent paths, and paths below a given query height z. The solutions to these problems turn out to be very similar.
Consider the minimum total ascent query. To be able to answer these queries we preprocess T F for so-called weighted subpath queries: given two nodes in T F , compute the sum of the weights of the arcs on the path between the two nodes. Such queries can be answered in O(α(n)) time after O(n) preprocessing [2] (see also [14] and [15] ). In fact, the function sum can be replaced by any other function which, together with the weights, forms a commutative semigroup (for instance, the function maximum).
To solve the minimum total ascent problem on F, we let the arcs in T F be weighted by the height difference of their endpoints. Given two query points s and t, we first perform a point location in the height-level map M F using the data structure described in the previous section. This will give us the vertices s 1 = hbv(s), s 2 = lbv(s), t 1 = hbv(t), and t 2 = lbv(t). Then we determine the weights of the subpaths of s 1 
where i, j ∈ {1, 2}. Note that this also solves the monotone path problem: we simply check whether the total weight is equal to the absolute height difference |h(s) − h(t)| of s and t.
To solve the paths below height z problem, we take a similar approach. However, we weight the arcs of T F with the maximal height of their two endpoints. Furthermore, we do not compute the sum of the weights of a subpath, but the maximum. With the above notation, we need only test the weight (maximum height) of the subpath between s 2 and t 2 in T F . See Lemma 3.5. If the weight is at most z, then there exists a path between s and t with height at most z. The theorem above assumes a RAM model of computation for the lowest common ancestor queries needed for the oracle.
Reporting a Path. In this section we explain how to report a path with the desired property in time proportional to the complexity of the path. From the preceding discussion it should be clear that we only need one new subroutine: given two points s and t in the same region R of M F (possibly on the boundary), report a monotone path between them. Next we show how to implement this subroutine.
First, consider the case where h(s) = h(t) and we want to find a constant-height path. Because all vertices are at different heights there are only two ways to leave point s if we want to stay on the same height, unless s is a saddle vertex. We explore these two constant-height paths using a tandem search: we go one step on one path, one step on the other path, one step on the first path, and so on. Here taking one step means crossing one triangle. At some point one of the two paths must reach t (this is true because s and t are in the same region) and we are done. Notice that it may happen that one of the two paths gets stuck at the boundary ∂ F; in that case we only continue with the other path. In this way the time that we have spent is proportional to the number of triangles crossed by the path to t. It takes only constant time to cross a triangle: we simply go with one single link from a point on one edge of the triangle to the unique point on another edge with the same height. If this second point is on the interior of the edge, then we immediately know the next triangle to cross. If, however, this other point is a vertex, then we need some extra information. So we determine in the preprocessing phase for every nonspecial vertex the two incident triangles on which constant-height paths through v must pass. The time needed during the preprocessing to compute this extra information is O(n). Now we can find a constant-height path from s to t in time proportional to its complexity. If s is a saddle vertex, then we start a tandem search from t to find the saddle vertex.
Next we look at the case where s and t have different heights. First, assume that s does not lie on the boundary of region R and h(s) > h(t). We choose a path from s that goes down across triangles and edges of F until it reaches the height h(t). Then a constant-height path is found as before. If s does not lie on the boundary of R and h(s) < h(t) we choose a path that goes up in a similar way. Next, assume that s lies on a main component that bounds the region R. The discussion of constant-height paths shows how to go from s to the saddle vertex v i of that main component. Assume first that h(s) = h(v i ) > h(t) and let v i+1 be the lower boundary vertex of R. We must choose the correct path from v i that goes down, because otherwise we might enter the wrong region. For example, in Figure 1 , if v i is the saddle vertex with height 20, then there are two different regions in which a path from v i could descend.
During the preprocessing, we store with every arc of T F between saddle vertices v and w one edge of F incident to v and one incident to w. These two edges enter the region bounded by the main components of v and w. Using this extra information, we can easily decide how to leave v to get to w and thus enter R. The rest is as before. If Note that we have not made any claim on the value of k-indeed, our method may report a path with many links when there exists a path with only few links that also satisfies the height properties.
6. Dealing with Vertices of the Same Height. Let F be a polyhedral terrain, but this time without the restriction that all vertices have different heights. We discuss in what way to adapt the definitions and techniques so that our results are still valid.
Firstly, we remove all vertices v for which all neighbors have the same height as v. We retriangulate the face in which v was contained, and observe that the new terrain is another graph of the same continuous bivariate real function as the old terrain. We adapt our definitions as follows. A vertex v is a local maximum (resp. minimum) if no neighbor of v is strictly higher (resp. lower) than v. Figure 8 for a height-level map in which vertices have the same height. Notice that-although there may be a constantheight path between a local maximum and a local minimum-one vertex cannot be a local maximum and a local minimum at the same time. However, it is possible that a vertex is classified as local maximum and saddle vertex at the same time; but this does not impose any problems. Any region of the height-level map is still bounded by two borders, the higher border and the lower border. However, both borders may contain many special vertices of the same height, which implies that the lower-and higher-border vertices are not necessarily unique for a region. However, it still holds that for any region in the height-level map, the two main components bounding it uniquely determine that region (i.e., there cannot be two regions bounded by the same main components). For the definition of T F , we let its nodes correspond one-to-one to the main components rather than the special vertices on them. If we use hbv and lbv to denote the higher and lower main component that bound a region, then all results in the paper remain valid.
We briefly discuss the consequences of this slightly different definition of hbv and lbv. First, the formulation of Lemma 3.1 has to be changed according to the remark above. The proof of this lemma and all the other results of Section 3 now go through almost verbatim. In Section 4.1 only the oracle uses some geometric information (refer to Figure 5 ) to decide in which subtree of T to continue. It is easily checked that the oracle still decides correctly when there are more vertices with the same height. The preprocessing algorithm in Section 4.2 has to be changed slightly; the way this has to be done is rather straightforward, so we leave the details to the reader. To report a path some adaptations also need to be made, but we do not think it is worth the effort to describe any details here.
7.
Conclusions. This paper dealt with several path problems in polyhedral terrains, in which the height of paths played the most important role. We captured the structure of a polyhedral terrain by means of a height-level map, and showed that it contains all necessary information. Then we showed how the height-level map could be stored implicitly for point location, using only linear storage and O(n log n) preprocessing time. Path queries between any two points on the terrain can be answered in O(log n) time. We also showed how to report a path with the desired height properties, but no bound on the combinatorial or Euclidean length of the path could be given. This is an interesting open problem that remains. It would also be interesting to combine the work of this paper with the results from [5] and [13] , to obtain paths that are good both with respect to total ascent and to Euclidean length. Furthermore, in some applications it is required that very steep parts of the terrain are avoided. This is also well worth studying.
