Let X = M × E where M is an m-dimensional Kähler manifold with negative first Chern class and E is an n-dimensional complex torus. We obtain C ∞ convergence of the normalized Kähler-Ricci flow on X to a Kähler-Einstein metric on M . This strengthens a convergence result of Song-Weinkove and confirms their conjecture.
Introduction
Let M be an m-dimensional Kähler manifold with negative first Chern class and let E be an n-dimensional complex torus. Independently from Yau and Aubin, there exists a unique Kähler-Einstein metric g M on M [Yau, Au] . Fix a flat metric g E on E. Recall that we can associate a (1, 1)-form ω to a Kähler metric g by defining
Throughout this paper, we will relate Kähler metrics g, g M , . . . with their Kähler forms ω, ω M , . . . using the obvious notation. We will also refer to ω as a Kähler metric since ω and g uniquely determine each other. Additionally, a uniform constant C, C ′ , . . . will be a constant depending only on the initial data whose definition my change from line to line. Let X = M × E and define projection maps π M : X → M and π E : X → E. Let ω 0 be any Kähler metric on X and consider the normalized Kähler-Ricci flow
Observe that Ric (π
Estimates
First we establish reference metrics and reduce the flow to a parabolic complex This can be verified by substituting in to the normalized Kähler-Ricci flow. Note that we have written ω M in place of π * M ω M to simplify notation and we will continue to do so for the remainder of this paper.
We define a family of reference metricsω t in the class of ω(t) bŷ ω t = e −t ω 0 + 1 − e −t ω M .
Pick a smooth volume form Ω on X such that √ −1 2π
This is possible since ω M represents the negative of the first Chern class of X. Consider the parabolic complex Monge-Ampère equation
Then the solution ϕ to (4) exists for all time and ω(t) =ω t + √ −1 2π ∂∂ϕ solves the normalized Kähler-Ricci flow (2).
We derive uniform estimates for the Kähler potential ϕ. The result of Lemma 2.1 and Lemma 2.2 were proved in more general settings in the work of Song and Tian [ST1] . See also [FZ] in the case of a holomorphic submersion X → Σ. Following the notation in [SW4] , we provide a proof for the reader's convenience.
Proof. We begin by calculating
To obtain the upper bound for ϕ, assume that ϕ attains a maximum at a point (z 0 , t 0 ) with t 0 > 0. At that point, the maximum principle implies
Thus we find ϕ ≤ log C, giving the upper bound. Similarly, we obtain a lower bound giving (a).
To prove (b), we calculate the evolution equation ofφ to be
Note that by the definition ofω t there exists a constant C 0 > 1 such that ω M ≤ C 0ωt (however it is not true that there exists C 0 > 0 such that
Then at the maximum of the quantity
Hence Q 1 is bounded above, and so isφ by (a).
To obtain the lower bound forφ, we define the quantity Q 2 =φ + (m + 1) ϕ. Working at a point where Q 2 achieves a minimum,
Using the arithmetic-geometric mean inequality and (6),
This gives a uniform lower bound forφ at (z 0 , t 0 ), and hence a uniform lower bound forφ. Finally, for (c), using (a), (b) and (4) we have
completing the proof of the lemma.
Recall that we say two metrics ω 1 and ω 2 are uniformly equivalent if there exists a constant C > 0 such that
We now show that ω is uniformly equivalent toω t . Although the following lemma is known in more generality (see [ST1] , [FZ] ), we provide a proof for the reader's convenience. We introduce another family of reference metrics
By writingω 0 = ω M + ω E andω t = e −tω 0 + 1 − e −t ω M , it is easy to see thatω t andω t are uniformly equivalent. We chooseω t so that its curvature tensor vanishes on E which will be useful for the remainder of this paper.
Lemma 2.2. The metrics ω andω t are uniformly equivalent, i.e. there exists C > 0 such that on
We remark that sinceω t is uniformly equivalent toω t , we also have the following corollary.
Corollary 2.3. The metrics ω andω t are uniformly equivalent. Now we will prove the above lemma using a method similar to Song and Weinkove. The main difference in the proof is that we need to be careful with the curvature tensor ofω t due to the increase in dimension.
Proof. By Lemma 2.1 part (c), the lemma will follow by bounding trω t ω from above. We begin with the evolution equation for the quantity log trω t ω from [SW4] . This is analogous to Cao's [C] second order estimate, which is the parabolic version of an elliptic estimate from Yau and Aubin [Yau, Au] :
To control the Riemann curvature tensor ofg, we choose product normal coordinates for g M and g E . In these coordinates,
We recall that an inequality of tensors T klij ≤ S klij in the Griffiths sense is defined as follows. For any vectors X and Y of type T 1,0 , we have
This gives the following inequality in the Griffiths sense
Applying (16) and (18) to (15) gives
Recall that there exists C 0 > 1 such that ω M ≤ C 0ωt . Now we define the quantity Q 3 = log trω t ω − (C 0 C 1 + 1)ϕ. Then at the maximum of Q 3 ,
To get the last line we use the fact thatφ is bounded from Lemma 2.1 part (b), thatω t andω t are uniformly equivalent, and Lemma 2.1 part (c). Using Lemma 2.1 part (a) and the maximum principle shows that Q 3 is bounded, hence so is trω t ω.
By choosing product normal coordinates for g M and g E , ∂ k (g t ) ij = 0 for all i, j and k and for all t ≥ 0. This implies that the Christoffel symbols forω t do not depend on t, hence we may writẽ ∇ for both ∇g t and ∇g 0 without ambiguity. This also implies that the curvature tensor R(g t ) ijk l does not depend on time. Using these facts, we prove the following lemma which we will make heavy use of for the remainder of the paper. We remark that the proof of the following lemma uses the product structure of the manifold in a very strong way.
where |·| denotes the norm with respect to g(t) and where∇ R is the covariant derivative with respect tog 0 as a Riemannian metric.
Proof. Recall thatg t is a product metric on X = M × E. Using the fact that Rm(g t ) does not depend on time and Lemma 2.2,
Then because g E is a flat metric on E,
We will now bound the first derivative of the metric ω following the method of [SW4] .
Lemma 2.5. There exists a uniform C > 0 such that on X × [0, ∞),
where | · | and | · |g 0 denote the norms with respect to g(t) andg 0 respectively. Moreover,
for some uniform C ′ > 0 and where Rm(g) denotes the Riemann curvature tensor of g, R ijk l .
Proof. We will derive the evolution equation of S using a formula of Phong-Sesum-Sturm [PSS] . We follow the notation of [PSS, SW4] . Let Ψ k ij = Γ k ij −Γ k ij = gl k∇ i g jl , where Γ andΓ are the Christoffel symbols for g(t) andg 0 respectively. Then we have
Before computing the evolution equation of S, we need the evolution equation of Ψ k ij .
We also compute the rough Laplacian of Ψ k ij :
Hence we have
Now we calculate the evolution of S.
Taking the Laplacian of S,
We have the following commutation formula:
Substituting (32) into (31) and combining with (30), we obtain
Now we need to control the final term in (33) to complete the proof. By choosing normal coordinates forg 0 ,
We bound the first term in (34) using Lemma 2.4:
Similarly for the remaining terms in (34),
Using (34), (35) and (36), we obtain the estimate
We combine (37) with (33) to obtain
Define the quantity Q 4 = S + A trω t ω where A is a large constant to be determined later. The evolution equation of trω t ω is (see [SW4] ),
Using (39) and (38) we have
To handle the fourth term in (40), we again work in product normal coordinates for g M and g E . Using the same argument to control the curvature as in Lemma 2.2 and the fact that g andg t are uniformly equivalent,
We combine (40), (41) and again use the uniform equivalence of g andg t , giving
where on the last line we choose A large enough so that C − A/C ′′′ ≤ −1 and throw away the term |∇Ψ| 2 . Also ignoring the term |∇Ψ| 2 gives an upper bound for Q 4 by the maximum principle. Using Lemma 2.2 then shows that S is bounded above as well. Since g ≤ Cg 0 we also have an upper bound for |∇g| 2 g 0 . Now we derive (25) . Notice that by definition |∇Ψ| 2 = | Rm(g)−Rm(g 0 )| 2 where we use Rm(g 0 ) for the Riemann curvature tensor ofg 0 , R(g 0 ) ijk l . By Lemma 2.4,
Substituting (43) into (42) along with the bound on S gives (25).
Following [SW4] , we bound the curvature tensor of g.
Lemma 2.6. There exists a uniform C > 0 such that on X × [0, ∞),
Proof. We have the following evolution equation for curvature along the Kähler-Ricci flow (see [SW4] ):
Define the quantity Q = | Rm(g)| + (C 0 + 1)S. Then using (25), (45) and the maximum principle, we have the estimate
obtaining a bound for | Rm(g)| 2 .
Using Shi's derivative estimates, we obtain bounds for the derivatives of curvature. For a proof of the following lemma, please see [Sh] (or [SW4] Theorem 2.15).
Lemma 2.7. There exists uniform C(k) for k = 0, 1, 2, . . . such that on X × [0, ∞),
where ∇ R is the covariant derivative with respect to g as a Riemannian metric.
Higher order estimates for the metric ω(t)
We will now use the curvature bounds and the maximum principle to obtain higher order estimates for g. Examples of higher order estimates using similar quantities and the maximum principle can be found in [Ch, DH, LSY] .
Lemma 3.1. There exists uniform C(k) > 0 for k = 0, 1, 2, . . . such that on X × [0, ∞),
Proof. We observe that a uniform bound on |∇Ψ| 2 will give a uniform bound on |∇∇g| 2 . We begin by calculating
Applying the Laplacian to |∇Ψ| 2 ,
where on the last line we use a commutation formula similar to (32). Putting together (49) and (50), we obtain the evolution equation
Choose coordinates so thatg 0 is the identity and ∂ ig0 = 0 and ∂ i 1 ∂ i 2g 0 = 0 at a point as in [T] . To deal with the fourth term in (51), we calculatẽ
We now bound all of the terms arising from (52) using Lemmas 2.4 and 2.5. For the first term in (52),
We bound the second, and similarly the third and fourth terms in (52):
Calculating similarly for the remaining terms in (52), we obtain the following bound for the fourth term of (51):
Using the same coordinates as above, we compute the commutation relation for ∇ r ∆ − ∆∇ r Ψ p ik to handle the last term in (51),
Using (58) and Lemmas 2.4, 2.5 and 2.7, we can bound all the terms resulting from the final term of (51). Starting with the first term from (58):
We bound |∇ Rm(g)| by observing that
and so
where to get the last inequality we use Lemmas 2.5 and 2.7. Substituting (61) into (59) gives the bound 2 Re gs
For the second term from (58), using Lemmas 2.4 and 2.5,
Similarly, we bound the remaining terms arising from (58) and obtain the estimate
Substituting (55) and (64) into (51),
By the definition of Ψ,
Using this with the Lemma 2.5, we have
Define the quantity Q 1 = |∇Ψ| 2 + 2(C 1 + 1)|Ψ| 2 . Then using (38), (65), (67) and Lemma 2.5,
This gives a uniform bound for |∇Ψ| 2 and hence a uniform bound for |∇g| 2 . Now we may proceed inductively to derive estimates of any order. As in the case when k = 1, it will suffice to bound |∇ k Ψ| 2 by induction. Computing as in (51), the evolution equation of |∇ k Ψ| 2 is
where ·, · denotes the inner product with respect to g and where T is the tensor T k ij = ∇bR ibj k . We work in coordinates whereg 0 is the identity and ∂ ig0 = 0, ∂ i 1 ∂ i 2g 0 = 0, . . . , ∂ i 1 ∂ i 2 . . . ∂ i k+1g 0 = 0 at a point as in [T] . Using these coordinates,Γ = 0, . . . ,∇ kΓ = 0 and Γ = Ψ, . . . ,∇ k Γ =∇ k Ψ. Proceeding as we did to obtain (55), we bound the fourth term in (69) by C|∇ k Ψ| 2 + C since all lower order derivatives of Ψ are bounded by induction. As in (58), the final term is made up of terms involving derivatives of curvature tensors and derivatives of Ψ of order less than or equal to k. All terms here are good, since a k-th order derivative of Ψ is what we are estimating, and by induction lower order derivatives of Ψ are bounded. Derivatives of order less than or equal to k of Rm(g) are bounded by induction and Lemma 2.7 since differentiation with respect to g andg 0 differ by terms involving lower order derivatives of Ψ as in (61). Any derivatives of Rm(g 0 ) are bounded by Lemma 2.4. As above, we obtain the estimate
We define the quantity
We have the inequality
since (∇ −∇)∇ k−1 Ψ is made up of terms involving Ψ and∇ k−1 Ψ and hence is bounded by the induction hypothesis. Then using this and (70), we have
giving us a bound for |∇ k Ψ| 2 .
Because of the symmetries of the metric tensor g ij , we obtain the following lemma bounding the barred derivatives of the metric.
Lemma 3.2. There exists uniform C(k) > 0 for k = 0, 1, 2, . . . such that on X × [0, ∞),
Using Lemmas 3.1 and 3.2, we construct estimates for all possible covariant derivatives of the metric.
where∇ R is the covariant derivative with respect tog 0 as a Riemannian metric.
Proof. Let a = (a 1 , a 2 , . . . , a k ) be a k-tuple with symbolic entries z orz. We define∇ a i to be the operator∇ if a i = z or∇ if a i =z. Then we define∇ a to be the operator∇ a 1 . . .∇ a k (if a is a 0-tuple, define∇ a to be the identity). To prove the lemma, it suffices to bound the quantity |∇ a g| 2 . We will proceed by induction on k. The case where k = 1 is handled by Lemmas 3.1 and 3.2. For the general k we may assume that there exists an index l such that a l = z, otherwise we are done by Lemma 3.2. Choose l to be the greatest index such that a l = z and define a ′ to be the (l − 1)-tuple containing the first l − 1 entries of a. If l = k, we observe that a bound on |∇ a g| 2 will follow from a bound on |∇ a ′ Ψ| 2 .
We will introduce some notation: if A and B are tensors, let A * B denote any linear combination of products of A and B formed by contractions with the metric g. If l is not equal to k, by commuting the covariant derivatives, we havẽ
Hence a bound on |∇ a g| 2 follows from a bound on |∇ a ′∇ k−l Ψ| 2 since the other terms are bounded by Lemma 2.4 and induction. We will now complete the proof by bounding |∇ a ′ Ψ| 2 for a general (k − 1)-tuple a ′ . Notice that if every entry of a ′ is z or if every entry of a ′ isz, the proof is complete by Lemmas 3.1 and 3.2. Now let r be the greatest index such that a ′ r =z and define a ′′ to be the (r − 1)-tuple containing the first r − 1 entries of a ′ . If r = k − 1, then
Notice that the second term in the right hand side of (76) is bounded by Lemma 2.4. We observe that∇ a ′′ Rm(g) differs from ∇ a ′′ Rm(g) only by terms involving Rm(g), . . . , ∇ k−3 R Rm(g) and Ψ, . . . ,∇ k−3 R Ψ. By induction and Lemma 2.7, we have a bound for∇ a ′′ Rm(g) and hence
If r < l − 1, we commute the covariant derivatives, 
Notice that the norm of the first term of (78) is bounded as in (77) and the norms of the other terms are bounded by induction and Lemma 2.4, completing the proof.
Proof. Using Lemma 3.3, Lemma 4.1 and the definition of ω(t), we immediately see that ω(t) → ω M in C ∞ as t → ∞ proving part (a). We will restrict Lemma 2.5 to E(z) using a method similar to that in [To] . Choose complex coordinates x m+1 , . . . , x m+n on E so that g E is the identity and g| E is diagonal with entries λ m+1 , . . . , λ m+n . Then choose complex coordinates x 1 , . . . , x m on X such that at a point p the space spanned by 
