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ABSTRACT
One of the biggest questions in modern electrical and computer engineering
is that of computational intelligence. Can an artificially created mechanism,
such as a humanoid robot, become intelligent, adaptable, and possess the
ability to learn to classify the world in terms of language as humans do?
This thesis discusses an effort to explore one small piece of this puzzle, the
use of sensory-motor interaction with the physical world. We postulate that
the ability to manipulate and interact with the environment around oneself
is integral to achieving intelligence and language. The first part of this study
employs a sophisticated iCub humanoid robot and classical control techniques
to determine if the robot is capable of performing the necessary fine-motor
controlled tasks. The second part of this study goes on to determine if
machine reinforcement learning techniques are able to give this robot the
same capability.
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CHAPTER 1
INTRODUCTION
1.1 Motivations
One of the important requirements for the intelligent structure of humans,
including the learning of representing abstract ideas with language, is the
ability to physically interact with the environment. We postulate that essen-
tial to such physical interaction is sensory-motor function. If a robot is to
acquire language, it must possess sensory-motor function and learn how to
use it in order to interact with its environment. The iCub robot is ideal for
studying sensory-motor function as it has 53 individual motors, or 53 degrees
of freedom located in the hands, arms, legs, and head (eyes), simulating the
allowable movements of a human being. To further understand sensory input
and motor control using the iCub robot, we posed the question “Could the
iCub robot learn to balance a ball on a plate?” While ball balancing prob-
lems have been studied in depth on many robotic platforms, they have never
been performed on the iCub robot. Therefore, computer vision and classical
control techniques are appropriate to begin research for feasibility analysis.
The goal of this sensory-motor control research is to evolve classical control
techniques into controls that the iCub robot can adapt to different problems
by pulling them out of its associative memory. The robot could then learn
to solve a problem like balancing a ball on a plate on its own without any
pre-programmed control for that particular problem.
The overarching goal of this research is to evolve classical control tech-
niques into a control that the robot can adapt to different problems by pulling
it out of its associative memory. Associative memory works in the follow-
ing manner: If you were to hear the word “apple”, you might think of the
taste of an apple, or the appearance of a red apple, or the smell of an apple
pie. These are all possible reactions one might have to the word “apple”,
1
because human beings associate actions/objects in their environment with
words. Association is what we postulate to be fundamental to language and
understanding. A future goal of this research will be to demonstrate that
through associations and learned fine-motor skills, a humanoid robot will be
able to learn how to solve problems such as balancing a ball on its own with-
out any type of pre-programmed control. In order to do this, the robot will
have to be able to understand how to interact with its environment.
1.2 Research Approach
To evolve classical controls into controls that a robot can adapt, one must
first develop classical controls. A sample task of balancing a ball on a plate
was chosen. To develop this or any control, the dynamics of the system must
first be understood, and then a control can be derived that asymptotically
stabilizes the ball. After this is accomplished, a learned controller can be
investigated. The research goals outlined in this thesis are as follows:
(i) Research previous literature for control, machine learning, and ball
balancing problems
(ii) Derive dynamics for the ball on a beam system (a similar problem, with
reduction in dimensionality)
(iii) Derive dynamics for the ball on a plate system
(iv) Analyze specific motor and sensor properties for the iCub robot
(v) Develop computer vision on iCub for ball tracking on the beam
(vi) Construct a classical controller to achieve asymptotic stability (to bal-
ance the ball on the beam)
(vii) Perform experiment, analyze results
(viii) Develop computer vision on iCub for ball tracking on a plate
(ix) Construct a classical controller to achieve asymptotic stability (to bal-
ance the ball on the plate)
(x) Perform experiment, analyze results
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(xi) Research different learning techniques for controllers
(xii) Develop a reinforcement learning controller to achieve asymptotic sta-
bility (for both systems)
(xiii) Perform experiment, analyze results
Chapter 2 will detail item (i), as well as similar work done. Chapter 3
will detail items (ii)-(v) and (viii). Chapter 4 will detail items (vi) and (ix).
Chapter 5 will detail items (xi)-(xii). The experiments done ((vii),(x),(xiii))
are shown in Chapter 6, as well as a discussion of results and final conclusions.
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CHAPTER 2
BACKGROUND
2.1 Ball Balancing
The task of asymptotically stabilizing an object (e.g. a ball) at some point
against a gravitational field is a very well-studied problem. Human beings
have been solving this problem since the days of the first human standing
upright, balancing on two feet. It is a concept that is now intuitive to all
humans, something we learn at a very young age. Today, we can correctly
describe this concept with a mathematical framework. This section will
specifically focus on balancing a ball on a platform, a process that is fully
described in Chapter 3.
There are several very recent examples of work done on a multitude of dif-
ferent robotic systems balancing a ball on a plate (two degrees of freedom).
Many examples can be seen just in the past twenty years. These different
robotic systems utilize a wide variety of different control schemes, such as a
linear proportional-integral-derivative type control [1, 2], to a neural network
type of control [3, 4]. It is important to point out that in many studies of
ball balancing, a specific robotic system was developed for the pure purpose
of solving just this task. There are very few humanoid robots that have at-
tempted this task, although a few examples can be found in current literature
[5]. However, this task has never been presented to the 53 degree-of-freedom
fully anthropomorphic iCub robot, built specifically for the purpose of study-
ing cognition [6]. This robot is depicted in Figure 2.1, and will be discussed
in further detail in chapter 3. We postulate that a robotic system such as the
iCub is necessary if one wishes to provide the machine with the full range of
abilities that a human being has. While the plate balancing task is just one
example of sensory-motor interaction with the world, we eventually wish to
give this robot the ability to expand and perform many additional tasks.
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Figure 2.1: iCub Humanoid Robot [7]
2.2 Controller Schemes
In the previous section it was pointed out that several different types of con-
trol can be used to solve the multi-dimensional balancing task. Since there
are many methods of control, one had to be selected in this research to per-
form a feasibility test. The proportional-integral-derivative (PID) feedback
controller was specifically selected as it has been widely used in this and
many other applications, and it has been one of the most predominant forms
of feedback controllers in the world for many years ever since its first docu-
mented use in 1922 by Minorsky [8]. This type of control has been studied
extensively, and there is a wide array of literature detailing how to create
and implement it [9, 10, 11]. Since the proposed task can be easily linearized
with a few reasonable assumptions (see Chapter 3), this type of control was
selected to explore the iCub robot’s capabilities of balancing.
Once the feasibility of balancing is shown, the next step is to evolve to a
learned controller. This is necessary if the iCub robot is to learn sensory-
motor tasks independently of direct human guidance. The idea of machines
learning has been around in academia ever since Alan Turing developed his
famous test for determining if a computer was intelligent [12]. Since then an
entire field of research has been launched, as well as a multitude of literature
sources detailing the work that has been accomplished in the field [13, 14].
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Through this literature, one can find a several methods of machine learning,
ranging from artificial neural networks and genetic programming, to support
vector machines and Bayesian networks. In order to find the type of learning
that best suits the need for learning fine-motor control on the iCub, a wish
list of how the envisioned final system would perform was made. The robot
was desired to take appropriate actions based on only what it observed in
the environment around it. The robot was also desired to make mistakes
(i.e. failing to put the ball in the middle of the plate), and then learn from
these failed trials to continually improve. Installed in the robot would be a
sense of right and wrong (an internal reward structure). After taking into
account all of these factors, it was decided that this most closely matched the
definition of reinforcement learning [14, 15]. Thus it was decided to study
this in greater detail (discussed in Chapter 5).
6
CHAPTER 3
ICUB PLATFORM AND SYSTEM
DYNAMICS
The iCub humanoid robot was selected as the platform to conduct all exper-
iments. This platform was deemed appropriate to study learned fine motor
control due to the fact that it has the remarkably similar ability to human
beings regarding interaction with the surrounding environment [6]. The iCub
contains 53 individual motors in six major body parts: right and left arms,
right and left legs, torso, and head. For the experiments performed, the only
body parts utilized were the right arm and head. The head contains two
stereo cameras, which were used to observe the system and collect feedback
information for any desired controller. In the right arm, there are 16 dif-
ferent motors (including motors in the right hand). The arm was set up in
a configuration (by setting motor primitives) to grasp the beam such that
the beam was initialized perpendicular to the downward gravity vector. The
robot was also set up in such a way that a single motor (the wrist roll) was
affecting the angle of the beam (as seen in Figure 3.1) or plate.
Figure 3.1: The iCub Robot Holding the 1-D Balancing Platform
All code implemented on the robot was done in C++ programming lan-
guage [16]. The code ran on an Intel Core 2 Duo Dual processor machine,
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with 3.2 GB of memory and each core running at 2.93 GHz. Communication
between the program and the robot was done through a server computer
with an Intel Centrino 2 core, each operating at 2.26 GHz. Low level control
was provided on board the robot by a PC104 card with dual 2.16 MHz core
2Duo Intel processors. Data transfer to and from the robot was handled via
a G bit/s Ethernet port.
3.1 iCub Motor Dynamics
Each motor onboard of the robot takes as an input a value in degrees. This
drives each specific joint of the robot to a specified angle. Ideally, once a
motor receives a signal to move to a specific angle, it would move to that
angle instantaneously. In practical use, it is impossible for a motor to move
like this. Onboard the iCub robot are preprogrammed hardware controllers
that drive each motor. They take the desired angle value as input (sent via
software from another networked computer) and output a smooth path for
the motor to take. An experiment was set up to detect the type of response
the motor has to these inputs. The experiment was as follows:
3.1.1 Experiment to detect motor response
The wrist roll angle was set to zero. Through software, the speed of the
motor response was set to 2 degrees/second. Encoder values (which record
joint angles in degrees) were set to record data at 100 Hz. A command was
then sent just once to the wrist roll motor to move to an angle of 20 degrees.
The result received (over time t) is displayed in Figure 3.2.
Based on data shown in Figure 3.2, it appeared the reference signal r(t)
being generated on the hardware onboard the iCub followed some type of
polynomial trajectory. After some investigation, it was determined that this
closely matched a fifth order polynomial curve with zero velocity and acceler-
ation at the beginning and termination of the trajectory. Such a polynomial
can be represented as (3.1).
r(t) = ρ5t
5 + ρ4t
4 + ρ3t
3 + ρ2t
2 + ρ1t+ ρ0 (3.1)
8
Figure 3.2: Motor Response
The constraints were established by realizing the following boundary condi-
tions:
r(t0) = y0
r˙(t0) = 0
r¨(t0) = 0
r(t0 + T ) = y1
r˙(t0 + T ) = 0
r¨(t0 + T ) = 0
where t0 = starting timestamp, T = ending timestamp, y0 = initial angle,
and y1= final angle. Using these constraints in combination with equation
(3.1), each variable could be solved [17] to receive:
ρ0 =
T 5y0+(10T 2t30+15Tt
4
0+6t
5
0)(y0−y1)
T 5
ρ1 = −30t
2
0(T+t0)
2(y0−y1)
T 5
ρ2 =
30t0(T+t0)(T+2t0)(y0−y1)
T 5
ρ3 = −10(T
2+6Tt0+6t20)(y0−y1)
T 5
ρ4 =
15(T−2t0)(y0−y1)
T 5
ρ5 = −6(y0−y1)T 5
This fifth order polynomial approximates the actual trajectory the motor
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maps out, as shown in the error analysis in Figure 3.3. The error ranges
between +/- 0.1 degrees when compared to the actual data recorded.
Figure 3.3: Error Analysis of Fifth Order Polynomial
To thoroughly ensure this model of motor response was accurate, the speed
and range was increased greatly. The speed was set to 30 degrees/sec and
the range was set from -20 degrees (start) to 20 degrees (end). The data was
recorded and the same fifth order polynomial was mapped over the data.
Results are shown in Figure 3.4.
Figure 3.4: Fifth Order Polynomial Fit with Increased Angle Range and
Speed
The motor was observed to dependably track the fifth order polynomial at
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speeds up to 30 degrees/sec at a range of -20 degrees to 20 degrees. This fifth
order polynomial fit could then be used in establishing the dynamics model
of the robot.
3.2 iCub Computer Vision
3.2.1 Single Dimensional Vision
Direct ball position and velocity of the planed experiment was not available
as input to the controller of the robot. Instead, the cameras in the head of
the robot were used to visually approximate the position and velocity of the
ball. To detect the length of the beam, two different colored markers (pink
and orange) were placed on the end of the beam. A green ball was then
placed on the beam that would be free to run along the length of the beam.
This became the object to asymptotically stabilize in the center of the beam.
Figure 3.1 gives a photographic description of this.
The robot’s right camera was placed in such a fashion so that it was facing
approximately straight on to the ball on a beam system. Because of this,
the image plane coordinates in pixels were not transformed to correct for
projection error. The projection error was assumed to be minimal in this
circumstance. To pick out the ball and markers, the camera ran with a
resolution of 320x240 pixels per frame and a frame rate of 20 frames per
second. For each frame, color thresholding was done as a means of object
detection [18], since each ball had a unique RGB value that was not found in
the background. Each pixel was assigned to either the green, pink, or orange
ball on an initial raster scan. A second raster scan then proceeded, and if
a pixel was flagged as a certain color, a 7 pixel neighborhood around it was
sampled (+/-7 pixels up/down and left/right). If a sufficient number of the
pixels in the neighborhood were also flagged as the same color (a threshold
value set to 20 pixels), this pixel was then assigned to be part the object
of that color ball. This extra neighborhood step was done to produce an
accurate measurement and reduce noise. Next, the total number of pixels
assigned to each object were summed up in position value and then divided
by the total number of pixels found to be in that object. This procedure
finds the centroid of each color ball in units of pixels.
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Once each centroid was detected, the Euclidean distance between the green
ball and each of the two colored balls on either end was calculated. The
difference between these two distances then represented the offset yt the
green ball had from the center of the beam at some time t. Using the fact
that the beam was exactly 33.5 cm from one end to another (using center
positions of the orange and pink balls), it was possible to convert pixels into
actual length measurements of centimeters. A depiction of what was seen in
the right camera is shown in Figure 3.5.
Figure 3.5: Image Plane View of Ball on Beam System
Velocity could also be calculated discretely via this vision system position
measurement. Given some offset of the ball in time yz (where z is a discrete
measurement of time t determined by the sampling rate of the vision system),
and given the previous offset an instant in time before yz−1, the velocity v(z)
could be calculated via the discrete time derivative given in (3.2).
v(z) =
yz − yz−1
z − (z − 1) (3.2)
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3.2.2 Higher Dimensional Vision
When wishing to expand into another dimension to balance a ball on a plate,
more sophisticated computer vision procedures are required to accurately
gather ball position information. The robot camera sees a skewed image of
a flat rectangular surface, similar to that in Figure 3.6. In order to take the
skewed image of the plate and turn it into a perfectly rectangular plate, a
projection mapping must be applied to the image plane.
Figure 3.6: Ball on a Plate System
A homography projection transformation was selected to be used with one
camera view (the right eye) to correct the view [18, 19]. Homography is a
mapping between points of one plane to another under projective transfor-
mation through a single point. It creates a three by three transformation
matrix H such that
x′ = Hx (3.3)
where x is an image plane point (in pixels), x′ is the correctly projected
coordinate (in centimeters), and the matrix H has 8 degrees of freedom (when
dealing with a two dimensional image surface). This type of transformation
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is widely used to rectify images, as shown in Figure 3.7.
Figure 3.7: Uncorrected (Left) and Corrected (Right) Images [19]
Utilizing two dimensions x and y, (3.3) can be expanded and represented
as: x
′
i
y′i
1
 =
h00 h01 h02h10 h11 h12
h20 h21 h22

xiyi
1
 (3.4)
which can further expand and be rewritten as:
[
xi yi 1 0 0 0 −x′ixi −x′iyi −x′i
0 0 0 xi yi 1 −y′ixi −y′iyi −y′i
]

h00
h01
h02
h10
h11
h12
h20
h21
h22

=
[
0
0
]
(3.5)
In this particular two dimensional platform, there are four correlating cor-
ner points to the plate which form a square. If these four points are selected
to be the basis for the rectification to be done (as shown in Figure 3.7), then
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one ends up with (3.5) turning into the following:

x1 y1 1 0 0 0 −x′1x1 −x′1y1 −x′1
0 0 0 x1 y1 1 −y′1x1 −y′1y1 −y′1
...
...
...
...
...
...
...
...
...
x4 y4 1 0 0 0 −x′4x4 −x′4y4 −x′4
0 0 0 x4 y4 1 −y′4x4 −y′4y4 −y′4


h00
h01
h02
h10
h11
h12
h20
h21
h22

=

0
0
0
0
0
0
0
0

(3.6)
which can be represented by Ah = [0]. Since there is a singular value (one
less equation than unknown), it is possible to solve for all unknowns using
a normalized direct linear transform (DLT) [20]. First, for the four points
in each plane, normalization was done so that there was zero mean, and
average distance to the origin was
√
2 cm such that x˜ = Tx and x˜′ = T ′x′.
Then, using these transformed coordinates, a singular value decomposition
was applied such that A = UDV T . Then h˜ corresponds to the column of
V with the smallest singular value, where h˜ = [h˜00 h˜01 · · · h˜21 h˜22]T .
These are the (transformed) values for the homography matrix H seen in
(3.4). All that then remains is to unnormalize by performing the operation
H = T ′−1H˜T . This successfully corrected and rectified the image.
Utilizing similar color thresholding techniques discussed earlier, four pink
objects were placed at the corners of the flat plate. Once pixel locations were
identified for the centroid of these four points, they were used along with the
edges of a standard 8.5x11 inch sheet of paper (the exact size of the plate
constructed for this experiment) to create a homography transformation.
This effectively corrected the image and reported accurate an accurate (y1, y2)
position on the plate.
3.2.3 Visual Noise Analysis
To investigate how accurate the visual position signal was, the following
experiment was set up: The platform was held level perpendicular to the
direction of gravity, and the green ball was placed at the center of the plat-
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form. The vision algorithm was then run for sixty seconds and a multitude
of position data (nCount) was collected and analyzed. If the data collected
was totally accurate, all data collected would show the ball sitting at the
0cm mark. However, this was not what was observed. A histogram of the
observed position data is shown in Figure 3.8.
Figure 3.8: Position Error Histogram
The noise received was clearly Gaussian with a mean zero, and it was
apparent that we could dependably return the position with a noise error of
+/- 0.1cm. Since each data point collected can be interpreted as a stochastic
variable, this is an expected result as described by the central limit theorem
of random numbers [21]. There may be some error associated with distortion,
since a correct transformation was not applied to the image plane. This error
was assumed to be small and not to affect the system greatly. However, when
the robot computes the velocity of the ball from position, the effects of noise
could increase greatly. Since the instantaneous difference in position (3.2)
will be a small number, this would clearly magnify any noise error present
in the position of the ball. A low pass exponential filter of the frequency
domain was added to the velocity measurement in attempt to compensate
for this error. This filter took the form of:
Ws
s+W
(3.7)
where s is frequency and W is the desired corner frequency of the low pass
filter.
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3.3 Dynamics of the Balancing Task
The sensory-motor task probed in this research was to balance a ball. The
robot was given a platform on which to balance a spherical object perfectly in
the center. To begin, the robot must balance a ball on a beam (a one-degree
of freedom system). Once this is complete, the robot will then advance to
balancing a ball on a plate (a two-degree of freedom system). The primary
reason for solving the one dimensional problem is to use it as a stepping
stone to get to a two dimensional system. The motivation for performing
the two dimensional task is founded on a larger goal: the desire to construct
a learned multi-dimensional fine motor controller. Once a sufficient learned
motor controller has been constructed, the goal will then be to develop this
into an associative memory framework (see description of future work in
conclusions, Chapter 6). To reach this point, one has to first fully understand
classical control. Therefore, controlling a ball on a plate represents a well
understood but sufficiently interesting sensory-motor task to tackle.
3.3.1 1-Dimension: Ball on a Beam
Research began with the iCub robot balancing a ball on a beam, which is the
simplified version of balancing a ball on a plate. This simplified the initial
problem by removing one dimension compared to the ball on a plate system.
The motivation for solving this simpler system first was that it allowed us to
examine any potential issues that may occur before moving on to a higher-
dimensional (and therefore more complex) problem. Once the dynamics were
determined, a control algorithm could then be adapted and applied to both
the ball on a beam and the ball on a plate system.
The concept for balancing a ball on a beam is straightforward: a ball is
limited to motion in one dimension (on a beam). This beam rotates about its
central axis, and gravitational forces drive the ball in either direction along
the beam. The goal was to asymptotically stabilize the ball. The accepted
stability point was when the ball was resting at the center of the beam. The
angle θ was the only value that was able to be changed by some controller.
Explanation of the variables is given in Table 3.1.
Newtonian mechanics were utilized to determine the dynamics of how the
ball would move on the beam [22]. There are two forces that are conserved,
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Table 3.1: Variable Descriptions of Ball on a Beam System
Symbol (Value) and Units Description
φ radians Rotation angle of the ball
θeq (nominally 0) radians Angle of beam perpendicular to the gravity vector
θ radians Roll angle of beam
g (9.81) meters/second2 Gravitational constant
y meters Distance of the ball center from the center of the beam
m kilograms Mass of the ball
R meters Radius of the ball
J kilograms meters2 Rotational inertia about the center of the ball
rotational (FR) and translational (FT ) .
FR + FT = 0 (3.8)
FT = my¨ −mg sin(θ − θeq) (3.9)
For rotational force, the assertion was made that the ball would not slip on
the beam, so thus:
y = φR⇒ φ¨ = y¨
R
Another assertion was that the ball to be used was hollow. This assertion
was made due to the fact that a ping-pong ball was used in the physical
system. The inertia for a hollow sphere is defined [23] as:
JHollowSphere =
2
3
mR2
A sum of torques in the system reveals that:
Jφ¨ = FrR⇒ FR = J(y¨/R2)
FR = my¨ (3.10)
Since force is conserved, all that remained was to solve equation (3.8)
utilizing equations (3.9) and (3.10) and the small angle approximation to
receive the motion dynamic (3.11):
y¨ ≈ g
1 + 2
3
(θ − θeq) (3.11)
18
3.3.2 2-Dimensions: Ball on a Plate
The method for balancing a ball on a plate was as follows: a ball was placed
on a level plate and was free to move in two dimensions (left to right, front
to back). The plate was able to rotate about the center point of the plate in
two directions (roll and pitch). Gravitational forces drive the ball in either
the y1 or y2 direction along the plate (as depicted in Figure 3.6). The goal
was to asymptotically stabilize the ball. The accepted stability point was
when the ball was resting at the center of the plate. The two angles which
the plate rotates about were the only values that were able to be changed by
some controller.
The ball dynamic for the plate turns out to be identical when adding
another dimension to the beam problem. Since gravity acts along each vector
independently, the system is decoupled [23], and each direction y1 and y2
behaves exactly as the ball on a beam model. Therefore the dynamics of
motion in each direction independently mirror that of the system depicted
in Figure 3.9.
Figure 3.9: Ball on a Beam Free Body Diagram
The equations of motion in this system were:
y¨1 ≈ g
1 + 2
3
(θ1 − θ1eq) (3.12a)
y¨2 ≈ g
1 + 2
3
(θ2 − θ2eq) (3.12b)
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CHAPTER 4
PRE-PROGRAMMED CONTROL
Before any research could be done on a closed system learned fine motor
control task, it was necessary to first show the feasibility of the balancing
tasks. Can the robot balance a ball in both one and two dimensions when
using established classical control techniques? The discussion of control in
this chapter is geared towards establishing that such a task can be done.
4.1 Creating a Control Model
After deriving the dynamics of motion, the control input u had to be deter-
mined in order to asymptotically stabilize the ball in the center of the two-
dimensional platform. There were two independent controllers that operated
on the two perpendicular vectors of which the ball could move (as shown in
Figure 3.6). Each controller drove the appropriate angle θ of the iCub wrist
that the platform rotated about. In both dimensions, this generalized to:
u = θ − θeq (4.1)
We can define the constant b as the following:
b =
g
1 + 2
3
(4.2)
Thus from (4.1) and (4.2) comes the equation of motion (3.11) of the ball in
terms of the control u:
y¨ = bu (4.3)
In order to make the controller robust, it was assumed that θeq 6= 0. This
allows the model to account for some sort of constant disturbance, which
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shall be denoted as w. This revises equation (4.3) as:
y¨ = bu+ bw (4.4)
This equation of motion can be transformed into a state space representa-
tion of either of the two dimensions of the ball on plate system by defining
the states (in each dimension) as:
x1 = y − yr (4.5)
x2 = y˙ − y˙r (4.6)
where yr can be some reference signal that is can be added to the system.
This gives the following state space representation:[
x˙1
x˙2
]
=
[
0 1
0 0
][
x1
x2
]
+
[
0
b
]
u+
[
0
b
]
w −
[
0
1
]
y¨r (4.7)
The scope of this problem involves tracking quadratic functions, thus at
the most y¨ = α , where α is some constant. To correctly control the system
with constant disturbance w, an integrator state x˙3 = x1 is added to the
state space, modifying (4.7) to:x˙1x˙2
x˙3
 =
0 1 00 0 0
1 0 0

x1x2
x3
+
0b
0
u+
0b
0
 (w − α
b
) (4.8)
The only thing that remains is to determine if the system is controllable. If
not, there is no guarantee that the system can be stabilized. While controlla-
bility is an established concept for linear systems [24] [10], for thoroughness
controllability will be demonstrated for this particular system. To determine
if a control can stabilize our linear system approximation, the use of a con-
trollability matrix may be used. This controllability matrix for the linear
system (4.8) is found as follows:
A =
0 1 00 0 0
1 0 0
 , B =
0b
0
 , C = [B AB A2B] =
0 b 0b 0 0
0 0 b

If the system is controllable, this matrix C will be full rank. This is then
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evaluated:
rref(C) =
1 0 00 1 0
0 0 1
⇒ rank(C) = 3
Since the rank matches the dimension of the controllability matrix C, we
say the controllability matrix is full rank. Therefore, by definition [24], this
system is fully controllable.
4.2 State Feedback Control
The method chosen to stabilize this system in both dimensions was to use a
state feedback control approach. The concept of feedback is diagrammed in
Figure 4.1.
Figure 4.1: General Feedback Control Loop
In the case of state feedback, the feedback F would simply be equivalent
to the current state output y of the system (F = 1), which is the distance
from the ball to the center of the beam. P represents the plant, or in this
system’s case, the dynamic equations of motion (3.12). The controller C will
take into it the error signal e, which is the difference between some reference
signal r (a signal to track, disturbance, etc.) and the output y as its input.
It then outputs the appropriate control law u (in degrees) to the plant to
drive it to track r.
Choosing the setup of (4.8) allows for the use a proportional-integral-
derivative (PID) type of feedback control. This type of controller performs
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constant disturbance rejection, and can track quadratic functions well [11].
The functionality of a PID controller takes the difference between the out-
puts of the plant (the distance from the ball to the center of the platform) and
subtracts that from any reference input to the system. For our experiments,
the reference input to the system was zero; that is, it was desired for the
distance from the ball to the center of the beam to be zero. The controller
then takes this error signal and calculates the integral of the error signal as
well as the derivative of the error signal. This translates in the system to
calculating the velocity of the ball (derivative) and the accumulating error
of the position of the ball over time (integral). The controller then places
some appropriate weights K on the error signal, the integral of the error
signal, and the derivative of the error signal. It sums up these three signals
and passes this information to the plant. In the ball balancing system, the
PID would output the angle θ that the platform should rotate to (for each
angle of actuation). A graphical depiction of this control scheme is shown in
Figure 4.2
Figure 4.2: PID Feedback Control Loop
The control u can then be generalized with constant gains K based on
each state of the balancing system
u = −Kx =
−K1x1−K2x2
−K3x3
 (4.9)
Plugging in the state feedback control (4.9) into the balancing system of
the robot (4.8) yields:
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x˙1x˙2
x˙3
 =
 0 1 0−bK1 −bK2 −bK3
1 0 0

x1x2
x3
+
0b
0
u+
0b
0
 (w − α
b
) (4.10)
This can be simplified by assigning
A =
 0 1 0−bK1 −bK2 −bK3
1 0 0
 , B =
0b
0
 (w − α
b
)
to represent this linear system as x˙ = Ax+B. This linear system is defined
to be asymptotically stable if the matrix A is Hurwitz. Since it has been es-
tablished that this system is controllable, we can place the poles (eigenvalues
of A) to have any value desired. Therefore we can design the controller such
that A is Hurwitz, and therefore asymptotic stability is achievable. The final
design of a controller was constructed by selecting appropriate values for K.
4.3 LQR Pole Placement
All that remained for this system was to find the appropriate gains K. This
was done using a linear quadratic regulator (LQR) as a heuristic design tool
for pole placement. This type of tool is normally found in the field of optimal
control; however, it is important to point out that no particular performance
goals were specifically required of the system. The primary goal was simple
asymptotic stability. To utilize LQR, Each gain K1, K2, and K3 is found by
minimizing a cost function J as such:
J =
∫ ∞
0
(xTQx+ uTRu)dt = xTPx (4.11)
It can be shown that if the state feedback u = −Kx is being used, that K
is given by K = R−1BTP [25] , which can be determined by differentiating
(4.11) with respect to u and setting the equation equal to zero. Note that
P here was assumed to be non-time varying. All that needs be done is to
discover P , which was done by substituting the optimal u back into (4.11)
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and then reworking the problem (recalling x˙ = Ax + B). After this process
was done, one ends up with the algebraic Ricatti equation:
0 = Q+ PA+ ATP − PBR−1BTP (4.12)
Thus P can be determined, and therefore an optimal control law u was
achieved. In our problem, we do not mathematically guarantee overall opti-
mality of the system by using LQR, but rather it was used to simply place
poles. The following assignments were made for the parameters:
Q = I3x3
R = ρ
ρ is the parameter varied for a desired performance. It was decided empiri-
cally that ρ = 100, and solving the LQR problem, the following gains were
received:
K1 = 0.1559 K2 = 0.1834 K3 = 0.0573 (4.13)
These gains were then used in both a computer simulation of the system, as
well as the physical system itself.
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CHAPTER 5
LEARNED CONTROL
The feasibility of the balancing task for the robot platform was shown in
Chapter 4. The task was shown to be accomplished using established classical
control techniques (see Chapter 6). The next logical step to make on the path
to exploring intelligence and language acquisition is to have the robot learn
how to perform the task independently. The robot should be able to perform
the same exact balancing task without explicitly defining any control scheme.
This chapter will explore the learning method implemented to achieve this.
5.1 Re-Framing into an MDP
In order to adapt the robot to learn to accomplish the balancing task, the
task itself was re-framed as a Markov decision process (MDP). A Markov
decision process is defined as a controlled stochastic process satisfying the
property that outcomes are determined partly by random and partly by the
decision maker [26]. Formally, there are five pieces necessary to form an
MDP:
1. A state space (S), where the process if fully described in terms of what
‘state’ the system is in.
2. An action space (A), which contain the set of all possible actions that
can take place within the process.
3. A reward function (r()), which that governs immediate rewards the
system may have upon reaching a new state.
4. A state transition probability function (p()).
5. A set of (discrete) time steps (T ), where a decision is made.
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An MDP flows as follows: A system is in a certain discrete state st ∈ S at
time t, where t ∈ [0, 1, · · · , T ]. The current state is observed, and an action
at ∈ A is performed. Once the action is performed, the state transitions
to st+1, and a reward r(st, at) is obtained for the transition from st to st+1.
This immediate reward can then influence the state transition probability
function p(st+1|st, at).
Adapting the balancing task to an MDP was done by first performing a
discretization of the system. Each time t was sampled at a resolution of ∆,
and thus each time step can be defined as ∆t. From here, the state space itself
was discretized. Each state (the position and velocity of the ball along an
axis) has a separate resolution. The position state information would have a
resolution of ∆y, and the velocity state information would have a resolution
of ∆y˙. A maximum and minimum value for each state were necessary to
have a finite state space; therefore, the values ymax, ymin, y˙max, y˙min were
established. These values were found experimentally, given the specifics of the
physical platform (see Chapter 6 for numerical specifications). The complete
discretized state space S for each state can thus be viewed as:
y = {ymin, ymin + ∆y, · · · , ymax −∆y, ymax} (5.1a)
y˙ = {y˙min, y˙min + ∆y˙, · · · , y˙max −∆y˙, y˙max} (5.1b)
where {y, y˙} ∈ S. The action space A was the discretized angles of the
robot’s wrist θ. An interval of ∆θ was used, in concert with the maximum
(θmax) and minimum (θmin) angle, to get the complete set of actions:
A = {θmin, θmin + ∆θ, · · · , θmax −∆θ, θmax} (5.2)
Next, a reward function r() needed to be established. A parabolic function
was used, with the highest value of the function placed at the value where
y = 0 and y˙ = 0. The specific parabolic function used was the negative
definite quadratic as follows in (5.3).
r = −
[
yt y˙t
]
R
[
yt
y˙t
]
(5.3)
The matrix R can be placed as desired. The only requirement for R is that it
must be a positive definite square matrix. This will ensure that the highest
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possible reward will occur when the ball is in the middle of the platform, and
at rest.
What remains to be determined is the state transition probability function
p(). This function will be used to make the appropriate action space deci-
sions needed to perform the balancing task. It has been established that the
immediate reward function r can be used to influence this transition proba-
bility function and help form it. The details in this process are given in the
following section.
5.2 Discovering a Policy
Once the system has been formulated into an MDP, it is possible to figure
out a policy, which is a path of states to traverse to reach the desired goal
state. Solving this problem involves searching for a policy which optimizes
some performance criterion (e.g. the shortest possible path to stabilizing a
ball on a plate).
5.2.1 Dynamic Programming
One way to find this optimal policy is through dynamic programming, as
presented by Richard Bellman. Dynamic programming is a way to treat and
solve mathematical problems arising from various multi-stage decision pro-
cesses [27]. Bellman goes on to explain that the way to do this is to partition
the overall larger problem into smaller subproblems, solve the subproblems,
and then string these solutions together to solve the overall larger problem.
Bellman put forth a specific equation (known as Bellman’s equation) [28]:
f(p) = max
q
[g(p, q) + h(p, q)f(T (p, q))] (5.4)
Where: p is some state; q is some action; f(p) is a value function which
describes the total cumulated reward of the current state p; g(p, q) is an
instantaneous reward function for the current state transition; h(p, q) is the
current discount factor, and T (p, q) is a translation which maps the current
state/action pair to the next state/action pair. Once a value function has
been fully realized, it is then possible to generate an optimal policy. This can
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be done by selecting the correct states/actions from any starting state, and
perform a gradient descent of the value function space. Bellman’s equation
(5.4) will become very useful in the upcoming learning algorithm used on the
balancing system.
5.2.2 Reinforcement Learning: Q-Learning
It is important to note that in the dynamic programming approach to solving
an MDP, both the state transition function p() and the reward function (5.3)
are known to the system a priori. Reinforcement learning is an extension of
dynamic programming, but differs in one major area: The dynamics of the
system are not known in advance [29]. This is precisely the type of problem
posed to the robot balancing system: Can the robot balance the ball without
a mathematical model of exactly how the ball moves?
The first type of reinforcement learning considered to solve the problem
was a method known as Q-Learning [30]. Here, the optimal policy P ∗ value
function of the robot balancing task is exactly of the form given by Bellman’s
equation (5.4):
P ∗ = max
a
[r(st, at) + γV
∗(st+1, at+1)] (5.5)
where V ∗ is a value function that specifies the maximum cumulative reward
that the robot would receive starting from some state s that follows the path
P ∗. γ is a discount factor, given as h in (5.4). One can define an additional
function that computes these discounted rewards and the current rewards r.
This function is called the Q function.
Q(st, at) = r(st, at) + γV
∗(st+1, at+1) (5.6)
The maximum reward value function V ∗ really can be defined recursively at
this point, expanding (5.6) into (5.7)
Q(st, at) = r(st, at) + γmax
at+1
Q(st+1, at+1) (5.7)
Given (5.7), (5.5) becomes:
P ∗ = max
a
[Q(st, at)] (5.8)
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Therefore, it is now almost possible to define how this optimal policy P ∗
will incrementally change with each trial as the robot attempts to balance.
A learning rate is desired to be applied, such that each additional reward
to the value function P ∗ is appropriately weighted. The incremental reward
accumulation that is desired is present in several Monte Carlo estimation
methods, which defines the update for some value function V (st) as:
V (st) = V (st) + α(st)(r1 + r2 + · · ·+ rN − V (st))
The above holds true so long as the learning rate α(st) <= 1 converges to
zero as the system progresses. It can be shown that the value function V (st)
converges to the optimal value function [31]. Given some functional learning
rate α applied to the Q function, the update equation for the Q function can
thus defined as:
Q(st, at) = Q(st, at) + α[rt+1 + γmax
at+1
Q(st+1, at+1)−Q(st, at)] (5.9)
Now that the update rule has been defined, the complete Q learning algo-
rithm can be stated.
Algorithm 1 Q-Learning
Initialize α, γ
for All actions a do
for All states s do
Q(s, a) = 0
end for
end for
Initialize some s, a
loop
Select action a and execute
Observe immediate reward, observe new state
Q(st+1, at+1) = Q(st, at) + αt(r(s, a)t+1 + γmax at+1Q(st+1, at+1) −
Q(st, at))
t = t+ 1
end loop
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5.3 Modified Q-Learning
A slightly modified version of Q-learning was implemented in the fully devel-
oped dynamic simulations for the robot balancing task. This was due to Q-
learning algorithm’s rather slow convergence [32] [33]. To further Q-learning,
an investigation of temporal difference (TD) learning, as first presented by
Sutton [34], was warranted. This method estimates incrementally a value
function, and changes this value function based on instantaneous reward and
expected reward from previous trials. This is much like Q-learning, but has
one important difference: Q-learning accounts for states and state transitions
in the context of successive trials. In TD learning, it is possible to take into
account discrepancies between state transitions each time a state is visited,
no matter when in time the visit occurred.
To account for the number of times a particular state/action pair is at-
tempted during the learning process, an additional matrix which kept a
state/action pair visit history was set up and initialized:
∀s ∈ S,∀a ∈ A, visits(s, a) = 0
For each time any state/action pair is selected throughout the learning trials,
the matrix visits(s, a) shall be incremented by 1. This new matrix allows for
a formulation of an appropriate learning rate α, as well as an action selection
algorithm. In this case, the learning rate selected was:
α(s, a) =
1
visits(s, a)
1
3
(5.10)
In order to ensure adequate exploration of the state space, a version of the
-greedy algorithm [35] was used. A pseudo-random number generator was
also used in assistance with Algorithm 2.
Now that an action selection procedure and learning rate have been estab-
lished, the changes to the Q learning algorithm (Algorithm 1) can be made.
These changes allow for temporal differences to be accounted for, such that
if a state is visited multiple times, the learning rate will decrease. This then
forces the system to take advantage of the learned performance of a state that
has been visited multiple times, as well as taking advantage of exploration
when a state has not been visited enough. The result is Algorithm 3.
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Algorithm 2 Action Selection
For a given s, a pair:
Initialize X ∈ [0, 1]
 = α(s, a)
if  ≥ X then
Action = random allowed action
else
Action = action corresponding to maxaQ(s, a)
end if
Algorithm 3 Modified Q-Learning
Initialize γ
for All actions a do
for All states s do
Q(s, a) = 0
visits(s, a) = 0
end for
end for
Initialize some s, a
loop
Select action a and execute
Observe immediate reward, observe new state
visits(s, a) = visits(s, a) + 1
α(s, a) = 1
visits(s,a)
1
3
Q(st+1, at+1) = Q(st, at) +α(s, a)t(r(s, a)t+1 + γmax at+1Q(st+1, at+1)−
Q(st, at))
t = t+ 1
end loop
This was the algorithm used for learning to balance the ball on the plat-
form. A detailed description of all states, actions, and times used, along with
their corresponding results, will be discussed in Chapter 6.
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CHAPTER 6
RESULTS AND CONCLUSIONS
The iCub robot balancing task was performed in both the full dynamic com-
puter simulation and the physical system utilizing the pre-programmed linear
PID control discussed in Chapter 4. Then, the task was performed in full
dynamic computer simulation utilizing the modified Q-learning algorithm
(Algorithm 3) discussed in Chapter 5. The results are shown and discussed
here. A short conclusion section will discuss this research and future possible
directions.
6.1 Pre-Programmed Control Results
6.1.1 Single Dimensional Balancing
A discrete time simulation was created with the exact physical constraints
and specifications detailed in Chapters 3 and 4. The iCub robot was given
the beam platform, which it held parallel to the ground (as depicted in
Figure 3.1). A green ping-pong ball was placed on the beam with an initial
displacement of 11 centimeters from the center of the beam. The experiment
was then performed on both the physical system and the discrete time model.
The results of these experiments are shown in Figure 6.1.
The red line (identified in Figure 6.1 as ∆x(t)) is the discrete-time dynamic
simulation. The blue line (identified in Figure 6.1 as xData) is the actual
iCub robot data. The green line (identified in Figure 6.1 as r(t)) is the
reference (denotes the center point of the beam at 0 cm). The physical
system was able to stabilize within approximately 10-15 seconds.
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Figure 6.1: PID Ball on Beam Balancing Results
6.1.2 Multi-Dimensional Balancing
The balancing task was given another degree of freedom by utilizing the ball
on the plate platform described in Chapter 3. The plate was considered
part of the end effector of the robot, utilizing motor primitives for just two
motors: the wrist roll and pitch. The roll motor directly affects the y1
position (depicted as in Figure 3.6), and the pitch motor directly affects y2
position (depicted as in Figure 3.6). Since the plate system is decoupled
along each axis, there were two independent PID controllers on each motor
with gains specified by (4.13). These controllers were identical to the one
developed in Chapter 4. All physical properties were set as described in
Chapter 3. The green ping pong ball was placed at a position approximately
9 cm back from the midpoint of the y1 axis, and approximately 8 cm above
the midpoint of the y2 axis. The simulation then ran for 60 seconds at a
sampling rate of roughly 10-15 Hz, and the data collected can be seen in
Figure 6.2.
As evident in Figure 6.2, the ball did asymptotically stabilize on the plate.
The gains used (4.13) in the ball on a beam system worked sufficiently well
for this system.
6.2 Learned Control Results
Using the fully formed model described in Chapter 3, a test of the closed
loop robotic system was performed with the modified Q-learning algorithm
(Algorithm 3) acting as the controller by finding a movement policy. Since
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Figure 6.2: PID Ball on Plate Balancing Results
it has been established that the ball on plate system is decoupled, there
were separate controllers each for the y1 and y2 axes. Specific parameters for
(5.1), (5.2), and (5.3) are required to be set for the robotic balancing system.
These parameters mirror the physical description of the platform, and are as
follows:
ymax = 15cm
ymin = −15cm
∆y = 0.25cm
y˙max = 85
cm
sec
y˙min = −85 cmsec
∆y˙ = 0.5 cm
sec
θmax =
5pi
180
rad
θmin =
−5pi
180
rad
∆θ = 1pi
180
rad
R =
[
3 1
2 1
]
The parameters for y above apply to both y1 and y2 (as seen in Figure 3.6).
A discount factor of γ = 0.9 was used. A simulation timestep of ∆t = 0.15
sec was utilized, and now the system could begin to train and update the
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action policy (Q matrix). Since a finite amount of time is desired for training,
a set of 300 data points was collected for each trial. There were a total of
2,000 trials ran. Once this training session was concluded and a Q matrix had
been formed, the ball was placed at a position of y1 = 10 cm, y2 = −5 cm,
with y˙1, y˙2 = 0. The simulated robot then was given 30 seconds to attempt
to balance the ball on the plate, utilizing only the learned Q matrix as a
method of control. The results of the robotic system simulation are shown
in Figure 6.3.
Figure 6.3: Q-learned Control on Plate Balancing Results
The zero position in Figure 6.3 denotes the center of the plate. This figure
demonstrates that in approximately 5 seconds, the simulated robot was able
to do exactly the task put forth to it (to place the ball in the center of the
plate). A graph of the explored state space for both y1 and y2 was created.
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The state space of y1 contained 121 possible position states, and 341 possible
velocity states. The same is true for the state space of y2. The amount of
states visited can be seen in Figure 6.4 (for y1) and Figure 6.5 (for y2).
Figure 6.4: Explored States of Q Matrix for y1
Figure 6.5: Explored States of Q Matrix for y2
A filled in space in Figures 6.4 and 6.5 denotes that this state pair has
been visited and appropriately learned. An unfilled space denotes that the
state pair was not visited.
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6.3 Results Discussion
It was shown through the pre-programmed PID control results (Figure 6.1
and Figure 6.2) that the balancing task was feasible on this complex robotic
system. These experiments done on both computer and physical simulations
show that the motors and vision system could work in unison to complete
the fine motor control task of balancing.
Both the computer simulation and physical simulation showed approxi-
mately the same results (Figure 6.1). A possible explanation for this dis-
crepancy is that friction was not considered on the beam, as there is some
viscous and coulomb friction in the system. Additionally, the physical ping
pong ball used is not perfectly round; it has a seam in it that causes the ball
to slightly favor one direction over another. Also the small angle approxima-
tion was used in the derivation of the dynamics of the model. However, the
expected results do mirror the actual results adequately.
When observing the two-dimensional pre-programmed balancing task, there
was some error that occurred at t ≈ 20 seconds during this experiment (seen
on Figure 6.2). This was due to the fact the uneven ping pong ball rocked
forward on its seam (since the ping-pong ball was not perfectly spherical).
However, showing this error demonstrates the controller’s robustness to dis-
turbances. It was still able to correct and center the ball at zero even though
the ball was not perfectly spherical.
Finally, the modified Q-learning approach was used to have the robot bal-
ance the ball on a plate. This was the last goal of the proposed research.
After observing the performance from simulations in Figure 6.3, it is reason-
able to conclude that this complex robotic system is able to learn through
trial and error (reinforcement learning). One can also observe from Figure 6.4
and Figure 6.5 that all position states were explored for most smaller velocity
states. The number of velocity states could have been reduced, as many of
the velocities allowed in the discretized state space were not needed.
The discrepancy in settling times between Figure 6.3 ( 10-15 seconds) and
Figure 6.2 ( 3-5 seconds) was largely due to the fact that in the computer
simulation of the Q-learning system, a perfect hollow spherical ball was mod-
eled. As previously pointed out, the ball used in the physical system does
have imperfections. To demonstrate the robustness of the Q-learned control
policy, the simulation was performed again with exactly the same parameters
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set in the experiment performed for Figure 6.3. At t = 15 seconds, a random
instantaneous disturbance was introduced to the ball. The results of this
experiment can be seen in Figure 6.6.
Figure 6.6: Q-Learned Control w/ Instantaneous Disturbance at t = 15 sec
As can be seen in this figure, there is a considerable amount of overshoot
in both y1 and y2 after the application of the instantaneous disturbance.
A rather large impulse was exerted on the ball during this instantaneous
disturbance, and the learned policy was at the limits of explored space for
this large y˙1 and y˙2. Also, this may be partly due to the limits of the robotic
system. A sampling rate of ∆t = 0.15 seconds may be just too slow to account
for such a large velocity change accurately. This rate cannot be decreased any
further due to motor response limitations and communication delay to and
from the robot. Other smaller disturbances were attempted, and showed zero
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percent overshoot. Further training of the Q-learned policy to account for
more explored velocity states would correct much of this overshoot, although
the physical limitations of the robot will only allow for so much correction.
Regardless of any overshoot, Figure 6.6 does show the robustness of the
learned control policy for balancing the ball in the center of the plate.
6.4 Conclusion
There were two goals of this research. The first goal was to show the feasi-
bility of the humanoid iCub robot to execute fine motor tasks. The second
goal was to show the feasibility of the humanoid iCub robot to learn how to
do these types of tasks without need for explicit instructions. Through this
work, it has been shown that both goals are attainable. Therefore, this robot
will be able to successfully interact and learn to manipulate the environment
it is placed in. As discussed earlier, we postulate that this is an essential
requirement for the development of an intelligent artificial humanoid robot.
The modified Q-learned control (Algorithm 3) is currently being imple-
mented on the physical iCub robot, and early results are very promising in
mirroring those of Figure 6.3. The next phase in this research will be to in-
corporate these types of learned fine-motor skills into an associative memory
framework, and this phase is currently in development by the other mem-
bers in the Language Acquisition and Robotics research group. From here,
research will continue on to explore how this robot will be able to interact
with its outside environment and learn from the interactions it experiences.
Ultimately, work will continue towards incorporating this into an associative
memory and mapping of the world around the robot, and then towards the
robot constructing symbolic and abstract ideas into a language framework.
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