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Abstract
Recent systems merge information from texts describing video content for video annotation by 
employing cross-document coreference techniques, mostly realised between the same text genres 
or in texts including restricted sets of events. We introduce a new, interesting and challenging 
scenario - film and the variety of collateral text genres narrating its content, including unrestricted 
sets of events. In particular, cross-document coreference between plot summaries and audio 
description is challenging, as these two texts differ significantly. The resulting cross-referencing 
can potentially enrich video annotation. We address the questions of how plot summaries and 
audio description refer to events depicted in films, whether the same events are expressed by 
lexical regularities in both texts and how solutions to the cross-document coreference task can be 
extended to deal with different text genres and unconstrained sets of events.
This thesis introduces a new research domain for information extraction and cross-document 
coreference, reports on a coipus based analysis of the language used in plot summaries and audio 
description focusing on how events are expressed, proposes and evaluates solutions to the cross­
document coreference task for an unconstrained set of events in different text types and provides 
two data sets for information extraction related research. We make three claims. First, plot 
summaries and audio description use lexical regularities, such as frequent open class words 
occurring more frequently than in general language, to describe film content. Second, these two 
texts use similar terms in referring to entities, but different terms in referring to events, i.e. 
different frequent- verbs. Frequent plot summary events are referred to by a very few lexical 
regularities in audio description. Third, the task of cross-document coreference between plot 
summary and audio description can be automated achieving at least 50% Precision and 33% 
Recall, by matching nouns, functional roles and some verbs, and taking into account the event 
temporal aspect. The Recall may be improved mostly by resolving all references to entities, while 
the Precision may be increased when treating a restricted set of events.
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Glossary o f Terms
Glossary of Terms
Audio description: acoustic depiction of events on screen for blind and visually impaired people 
by trained experts (ITC guidance, 2000)
Collateral text: text describing the content of still or moving images (Srihari, 1995)
Corpus: a corpus is a body of texts, a selection of texts that should “represent a language or some 
part of the language” (Biber et al, 1998)
Cross-document coreference: the task of deciding whether two linguistic descriptions from 
different sources refer to the same entity or event (Bagga, 1999)
Discourse: the way a story is presented (cinematic, verbal etc.) (Chatman, 1978)
Event: a process involving an agent or a happening involving a patient (Chatman, 1978)
Film: a cinematic narrative (Metz, 1974)
Information extraction: the name given to any process which selectively structures and 
combines data which are found, explicitly stated or implied in one or more texts (Cowie and 
Wilks, 2000)
Information integration: Information integration is the process of managing heterogeneous and 
geographically distributed data sources (Lamba and Rasillo, 2005)
Intelligent multimedia information retrieval: the process, in which, different media, such as 
text, audio, imagery and video are interpreted into elements with a specific structure according to 
their nature (for example sentence for a text etc.), and meaning (e.g. objects, events etc.) and 
satisfy certain intentions, such as informing, convincing etc (Maybury, 1997)
Narrative: a sequence of connected events linked temporally and causally (Chatman, 1978)
Plot summary: a plot summary is an overview of events (http://writingcenter.gmu.edu. 2005)
Plot: the plot comprises of a sequence of events connected by cause-effect relationships, where 
agents of cause are characters with goals and beliefs (Bordwell and Thompson, 1997).
xiv
Chapter 1. Introduction
1 Introduction
The change in the way information is made available in the present era, i.e. in the form of 
electronic multimedia data, can be compared with the advent of the printing press in the mid- 15th 
century in Europe and earlier in other parts of the world; it is an important change in the course of 
information dissemination throughout the world and has to be realised in effective ways so that 
information can be manageable and accessible. A common way of communicating information is 
in the form of stories. Consider for example the way in which information can be conveyed in 
history, current affairs, witness accounts, fiction and accounts of personal experiences. Stories 
can be used to inform, educate and entertain; the way in which they are expressed is both 
important and intellectually exciting to investigate. Interestingly, there are many cases in which 
several multimedia artefacts refer to the same story. The phenomenon of coreference exists, in 
real or fictional stories. For example, a news story about a fire involving a sequence of connected 
events, such as a building catching flames, the arrival of a fire brigade and finally the extinction of 
the fire, which can be read in different newspapers, heard on the radio or viewed on the television. 
Similarly, the fictional story of Oliver Twist, including events such as an orphan, running away 
from a workhouse and after he meets a pickpocket joining a gang of young thieves, can be read in 
Charles Dickens’ book, watched in the cinema, represented in the theatre or in pantomime. The 
challenge arising is to understand what is different and what is common in the representations of 
the same s.tory in multiple sources, especially how they order, select and present events.
The availability of different multimedia artefacts expressing the same story suggests the 
potential of automatically integrating the information conveyed by each source. This can be 
achieved by using information retrieval and information extraction techniques. Information 
retrieval is the process of matching of queries to documents (Maybury, 1997). Information 
extraction is the process of selectively structuring and combining data which are found, explicitly 
stated or implied in one or more texts (Cowie and Wilks, 2000). Information integration, which is 
the process of managing heterogeneous and geographically distributed data sources (Lamba and 
Rasillo, 2005), is important when dealing with multiple sources. Cross-document coreference, 
which is the process of deciding whether two linguistic descriptions refer to the same entity or 
event, is employed in order to manage multiple textual sources. Cross-document coreference is
1
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one of the steps followed for multiple text summarisation, information integration, as well as 
video retrieval and annotation etc. It can be applied in order to retrieve the pieces of information 
which refer to the same story; for example, it can be applied to multiple texts describing the same 
film. Cross-document coreference between texts accompanying films may be important for video 
annotation and retrieval, as texts are a rich source of knowledge concerning film plots, characters 
and settings. Such information is not captured by the analysis of pixels, colours, shapes and 
motion employed by computer vision approaches.
Amongst the variety of multimedia artefacts describing the same story are texts accompanying 
films and narrating film content, in other words collateral texts for films, which can be an 
interesting and useful scenario for cross-document coreference. Films are true or fictional stories 
with the purpose of entertaining, educating and sometimes informing. The term ‘collateral text’ 
has been introduced by Srihari (1995) to refer to texts describing the content of a still or moving 
image. Films are often narrated in different collateral texts such as novels, audio description, 
screenplays, reviews, plot summaries etc. All of them narrate the same events, using different 
vocabulary and grammar structures, kinds and amount of information, as the function they 
perform differs. Audio description is produced by experts describing what is happening on screen 
for visually impaired people, screenplays are the screenwriter’s instructions to the actors and 
camera crew, reviews are written to give information concerning the director’s and actors’ 
performance, whereas plot summaries narrate the major story events. These texts complete each 
other, as they include different information on the same events. They contain high-level semantic 
information on the events depicted in the moving image, such as cause and effect of connected 
events, desires and goals of characters etc. The fact that they describe films suggests that they 
may use lexical regularities to narrate film content.
Analysing collateral texts for feature films can be challenging, as fiction implies possible 
combinations of unconstrained sets of events. Moreover, it is intellectually exciting given the 
great variety of collateral texts for films which can be made available through the Web or by 
DVD, subtitling and audio description production companies. Plot summaries and audio 
description can be a challenging pair of collateral texts for films as they are two types of texts 
which differ significantly in the vocabulary used, the grammar structures, the amount and kinds of 
information. In order to enrich video annotation by merging information from these texts, it is 
important to extend and evaluate cross-document coreference on different types of texts referring 
to the same films, at the same time treating unrestricted sets of events.
This thesis investigates how different kinds of texts tell the same story in order to develop 
techniques for cross-document coreference. The following research questions are addressed:
2
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1. How do plot summaries and audio description refer to events depicted in films? In particular, 
how do they select, order and present events? Are there any regularities in the way stories are 
expressed by plot summaries and audio description?
2. Are there any regularities in the way the same events are expressed by both texts? What are the 
relations defining cross-document coreference between plot summaries and audio description?
3. How can cross-document coreference solutions be extended to deal with different kinds of texts 
referring to an unconstrained set of events?
This thesis claims that:
- Texts narrating films use lexical regularities, such as frequent open class words occurring more 
frequently than in general language to describe film content. In particular, two of these collateral 
texts, audio description and plot summaries use similar terms in referring to entities (characters 
and certain locations), but very different vocabulary in referring to events.
- Plot summaries and audio description refer to the same events using a) different amount of 
information, i.e. an event expressed in the plot summary can be referred to in multiple parts in the 
audio description and b) different kinds of information, i.e. different frequent verbs. Frequent plot 
summary events are referred to by a very few lexical regularities in audio description, such as 
frequent words occurring more frequently than in general language. As these two text genres 
complement each other, cross-document coreference between them has the potential to enrich 
video annotation and improve video retrieval.
- The task of cross-document coreference between plot summary and audio description can be 
automated achieving at least 50% Precision and 33% Recall, by matching nouns, functional roles 
and some verbs, taking into account the event aspect. The Recall may be improved by resolving 
all references to entities, retrieving neighbouring utterances in the audio description and resolving 
the temporal aspect in the plot summary, while the Precision may be increased when treating a 
restricted set of events.
What is an event?
Before introducing film and its collateral texts, it is important to discuss what we consider as 
‘event’ in the present study. The question of what is an event has been addressed in a number of 
different disciplines including narratology, linguistics, drama studies and information extraction. 
A dictionary definition suggests that an ‘event’ is a “happening” or “anything that happens, 
especially important or unusual” (Longman Dictionary of Contemporary English). The notion of 
event is central to this work as film stories include sequences of connected events. We 
acknowledge long-standing questions, such as ‘what the important components and attributes of 
an event are relative to other components of a story’ . We will now present some concepts, based
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on terms borrowed from narratology and systemic functional linguistics, which are significant for 
defining event in the present work.
In ‘Poetics’, Aristotle considers dramatic action as the fundamental narrative element, where 
characters are included to complement the plot (Aristotle, 384-322 B.C.). The function of the plot 
is to imitate events of the natural world. In tragedy, the sequence of events is more important than 
the characters to whom the events occur. In semiotics of tales or theatrical plays and drama 
studies, a play is mainly composed of an act, being stimulated by a source, including an actor 
realising the act, assistant/s, who may help in the realisation of the act, opponent/s, who prevent 
the realisation of the act and receivers of the act, who are the ones that benefit from it (see act 
diagram in Greimas, 1966). It seems that the main meaning communicated by a story or ‘act’ is 
realised by a series of connected events and states.
In narratology, Chatman talks about narrative statements, considering the opposition between 
an event and a state, in other words process and stasis (Chatman, 1978). Stasis statements tell 
readers what someone or something is; they describe characters and settings. These are the 
existents of the narrative. Process statements refer to actions and happenings. A process (DO) 
typically involves an agent and a happening (HAPPEN) involves a patient. These constitute the 
events. Events are connected in a particular order in the narrative discourse, which may not be the 
sequential order in which they happened in the story plot, consider for example flash-backs or 
anticipated events. Events can be logically essential, or not essential and thus are categorised in 
kernel and satellite. A  narrative account can present both major and secondary events forming the 
story; kernel events are necessary so that the story plot remains the same, while satellite events 
can be deleted without disturbing the logic of the plot. Kernel events cannot thus be omitted 
without changing the stoiy flow, while satellite events can. Narrative discourses such as plot 
summaries include only kernel events, whereas audio description includes satellite events and 
kernel events or sub-events referring to kernel events.
In systemic functional linguistics, the ideational meanings are realised in the lexicon and 
grammar through the system of transitivity, which expresses events and states and their 
participants as well as other notions such as time, space and other circumstances, such as location 
etc. In Halliday, the ideational activities are organised in six processes, including different kinds 
of participants and circumstances (Halliday, 1994), typically realised in language by verbs. 
Processes can be material -processes of ‘DO’, having an agent or an agent or actor and a patient 
or goal-, mental -processes referring to cognition, affection and perception involving a senser and 
a phenomenon-, behavioural -referring to the physiological and psychological behaviour, 
including a behaver-, verbal -processes of ‘SAY’, including a sayer and target/recipient-, 
relational -processes of ‘BE’ involving an identifier and identified or ‘HAVE’ including a carrier
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and an attribute- and existential -processes of ‘THERE IS’ including an existent-. The 
participants of processes are usually expressed in grammar by nouns, having the role of 
grammatical subject or object, which coincide with the so-called ‘logical’ ‘or ‘typical’ subject and 
object, relating to the ‘functional’ roles of agent and patient, with the exception of passive voice 
sentences.
In Information Extraction, an event belongs to a specified class of events with predefined 
‘template elements’ (people, organisations, and artefacts) which apply to a wide variety of 
different event types (MUC, 2001). Information extraction of events is mostly realised in news 
texts for restricted sets of events, such as elections including entities such as politicians names or 
terrorist events, including the type of terrorist action, e.g. ‘bombing’, the location and names of 
terrorists and victims. Extracting events for video retrieval has been realised for a class of 31 
football events, such as ‘goal’, ‘ free-kick’ and ‘substitution’, with entities such as names of 
football players, teams, referees (Kuper et al., 2003).
In the present thesis, we are interested in extracting information from events in films. We 
consider that an event involves a process including characters, objects and circumstances, such as 
time and location. We will now define how we consider and analyse the major plot events and 
how these are expressed in plot summaries and audio description. An event expressed by a plot 
summary clause includes a process expressed by a verb, and entities such as participants or 
circumstances expressed by noun phrases. One plot summary event can be referred to in one or 
multiple parts of the audio description by different verbs, which can express multiple sub-events 
composing the major plot summary event. For example, the plot summary event fight can be 
expressed in audio description by a series of other events or sub-events, such as kick, punch, fire 
at, or the plot summary event murder can be expressed in audio description as she shoots him... 
he falls off the exercise machine. It is also possible that an audio description time-coded utterance 
can refer to more than one plot summary events. From this classification of processes we only 
exclude the verbs be and have as main verbs which can either denote relational processes 
expressing identification (IS) and attribution (HAS) or existential processes (THERE IS) referring 
to stasis. Many scholars argue that mental processes such as know, love, believe etc. are events. 
However, here we consider them as mental events, as they can be realised in films by a series of 
actions denoting a certain behaviour; for example, believing in God may be considered as a 
mental event as it is realised by a series of actions, such as going to church, praying, or love 
entails a broad range of behaviour including caring, listening, attending to or preferring to others.
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1.1 Film and Collateral Texts
Many films are created to tell a story, conveying narrative. Collateral texts for films appear to 
convey a written form of narrative, which, however, refers to a film narrative. According to 
Chatman (1978) narrative is communicated by plot and discourse. The plot comprises of a 
sequence of events connected by cause-effect relationships, where agents of cause are characters 
with goals and beliefs (Bordwell and Thompson, 1997). The discourse is the way narrative is 
communicated, i.e. whether it is verbal, such as collateral texts expressed by words, or cinematic, 
such as films represented by moving images and sound etc. Verbal narrative discourses can be 
written, such as plot summaries, and/ or acoustic, such as audio description, which is written to be 
spoken.
Narrative communicates a sequence of causally and temporally connected events. Different 
narrative discourses can select and order story events differently. Events and states can be 
expressed in the form of sentences in written narratives, in the form of utterances in acoustic 
narratives, or in the form of shots and scenes in cinematic narratives. Although events and states 
of the same story can be represented differently in different narrative discourses, they 
communicate the same plot; in the story of Cinderella, the heroine is a poor girl being transformed 
into a princess that goes to the ball and loses her shoe when leaving in a rush before midnight, 
whether we can watch the story in a film or cartoons (shots/ scenes), read the book (sentences), or 
listen to an acoustic narration (utterances).
Figure 1-1: Graphical representation of narrative according to the terminology used in Chatman 
(1978), having added the separation into written and acoustic discourses.
Events
Plot
Narrative
‘States
Cinematic (shots/ scenes)
etc.
In Figure 1-1, we present narrative terms borrowed by Chatman (1978) which are relevant to 
this study, and we have added the division of verbal discourses into ‘textual’ and ‘acoustic’ , as
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well as the structure of these different discourses, i.e. ‘sentences’, ‘utterances’, ‘shots/ scenes’ . 
What do these different discourses have in common so that we understand they convey the same 
story?
Film content is described by a range of collateral texts available on the internet or from post 
production, subtitling and audio description companies. Collateral texts for films appear to 
convey a form of written narrative. Borrowing the terminology from Metz (1974), it appears that 
collateral texts for films communicate narrative whose vehicle is articulated language, although 
they refer to moving images, which are the vehicle of film narratives. Collateral texts differ in the 
way they describe the story and they all contain important information for a more objective 
account of the film story. A story told, in a novel can be turned into a film. Novels can total 
100,000’s words and give detailed descriptions of scenery, objects and characters, including the 
characters’ cognitive states, cause-effect relations between events and sometimes direct speech. 
Screenplays are the screenwriter’s scripts written to be feature films, including dialogue, character 
and setting descriptions as well as instructions to the camera totalling 10,000’s words. They are 
divided into scenes, including details on the characters’ interaction on scene. Audio description is 
intended for visually impaired people and the scripts are detailed descriptions of the characters’ 
appearance and facial expressions, settings and what is happening on screen at the moment of 
speaking totalling 1,000’s words. Audio description is scripted before it is recorded and includes 
time-codes to indicate when each utterance is to be spoken. Reviews are analyses or evaluations 
of films, including personal opinions on the directors’ and actors’ performance, as well as a 
summary of the plot, totalling 100’s words. Plot summaries narrate the major events of the film 
story in 100’s words, including the character’s desires and goals. Each source is different in text 
genre, using different amount and kinds of information. The challenge is to understand what is 
common in different collateral descriptions representing the same film events and what 
information each text can add. Consider for example, how the same characters Hana or nurse and 
patient, as well as the event tend are described in different collateral texts for the film ‘The 
English Patient’, Figure 1-2. Each text provides an additional piece of information on the same 
characters and events; we know that the nurse washes the patient every day for months from the 
novel, whereas the characters are identified in the screenplay as Canadian nurse Hana and 
English patient/ pilot. The plot summary informs that Hana has ghosts on her own, the audio 
description notifies how she tends him, holding a cup to his mouth and finally we learn from the 
review that she takes him to an isolated church.
In the present thesis, we focus on the analysis and cross-document coreference between plot 
summaries and audio description, as these are two heterogeneous genres of collateral texts, 
performing different function and selecting, ordering and presenting events differently.
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F igure 1-2: A  range o f  co lla tera l texts d escrib in g  the event tend in the film  ‘ T h e  English Patient’
1.1.1 Plot Summary
Plot summaries are collateral texts produced by film viewers, who decide to publish their 
summary on the W eb, without follow ing any guidelines. Several websites, such as the Internet 
M ovie Database, include large collections o f  freely available plot summaries, covering all film 
genres. A plot summary usually concerns one central character o f  the film surrounded by major 
events o f  the story, in relation to locations, time and other characters, assistants or opponents to 
the main character’ s actions. For example, the plot summary for the film ‘ The English Patient’ 
tells the story o f  an English mapmaker, who got burned in a plane crash in the Sahara Desert 
during W W II, in relation to other characters, such as a Canadian nurse, who tends him etc., Figure 
1-3.
Plot su m m ary  fo r  English Patient
T he m ovin g  story o f  an English m apm aker and his dying m em ories o f  the rom ance that tragically  
alters his life. Burned horribly in a fiery crash after being shot dow n w hile crossing the Sahara 
Desert during W W I I , he is tended to by  a Canadian nurse with ghosts o f  her ow n and haunted by  a 
th ief seeking answ ers for a crim e from  his past.
Figure 1-3: An example of a plot summary for the film ‘The English Patient’
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Often, along with the main character, plot summary authors describe cognitive and mental 
states such as goals and desires, which may or may not be realised throughout the stoiy, beliefs, 
which may or may not change etc. The corpus analysis later in this thesis will show how plot 
summaries usually tell stories about people who help, fall in love, murder, find someone or 
discover something. They are a great source of information concerning which events are usually 
represented in film stories, and can identify which events the viewers select to summarise as 
major points of a story plot.
1.1.2 Audio Description
Audio description is an additional narration track for blind and visually impaired viewers of visual 
media, including television and cinema, dance, theatre, opera, museums and visual art in general. 
Audio description for films can be produced by trained experts and is spoken in the dialogue gaps, 
narrating what is happening on screen at the moment of speaking. The spoken version is available 
as an option on DVDs, some television channels and selected screenings at the cinema. There are 
three major audio description producers only in the UK; the RNIB (Royal National Institute for 
the Blind), ITFC (DVD, subtitling and audio description production company) and the BBC 
channel. Audio description is a relatively new kind of collateral text, being produced during the 
last decade in Europe, the US and Canada and increasingly available, as hundreds of films are 
being audio described eveiy year. Moreover, it is taught in post graduate levels, along with 
subtitling practice.
An audio description script for a film totals around 8,500 words, including the description of 
the characters’ external appearance and facial expressions, the description of objects and places, 
as well as the characters’ motion in relation to space, objects and other characters, the lighting and 
other visual information. For example, the following excerpt from the audio description for the 
film ‘The English Patient’ describes a beachside hospital, an officer, a patient, and a nurse holding 
a cup to the patient’s mouth, Figure 1-4.
Audio description excerpt from English Patient
[00:08:36] Italy, October 1944. A beach-side hospital.
[00:08:42] Wounded soldiers convalesce beside the sea.
[00:08:46] An officer questions a badly scarred patient 
[00:09:23] A nurse, Hana, leans over and holds a cup to his mouth.
[00:09:31] He swallows with difficulty 
[00:09:54] The officer smiles.
Figure 1-4: An excerpt from the audio description for the film ‘The English Patient’
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Audio description narrates what can be seen on screen at the moment of speaking, assisting 
the visually impaired to create a mental moving image without revealing plot-related conclusions. 
Later on in this thesis, the corpus analysis presents how audio description talks about people 
walking, standing, smiling at other people etc. It is an important collateral text to analyse as it is 
time-coded and can be easily used for video annotation and retrieval.
1.2 Processing Collateral Text for Video Retrieval
The variety of collateral texts for films convey narrative, including high-level semantic 
information on the moving images. They can be analysed in order to retrieve video data in an 
intelligent multimedia information retrieval system. Information Extraction and Cross-Document 
Coreference can be used for effective and objective video retrieval.
1.2.1 Intelligent Multimedia Information Retrieval
Intelligent multimedia information retrieval is focused on enabling more efficient and effective 
multimedia information access repositories and structured databases including graphics, audio, 
imagery and video (Maybury, 1997). Consider an Intelligent Multimedia Information retrieval 
system, processing collateral texts for films; according to Maybury’s representation of analysis, in 
an Intelligent Multimedia Information Retrieval (IMIR) process, different media, such as text, 
audio, imagery and video are inteipreted into elements with a specific structure according to their 
nature (for example words and numbers for a text etc.), and meaning (e.g. objects, events etc.) and 
satisfy certain intentions, such as informing, convincing etc. The same process can be interpreted 
as a ‘top-down’ process; generated by the creators’ intentions, as the higher level of 
representation, and resulting in the multimedia elements, as the lower level of the hierarchy. In 
our case, we analyse films in the form of video data, i.e. the combination of moving images and 
sound, which are the low level elements, carrying a semantic structure such as ‘narrative* that 
conveys the meaning of stories, including characters and objects that participate in a sequence of 
temporally and causally connected events, created to represent the intentions of the authors, such 
as entertaining and/ or educating the audience, as the higher level elements, Figure 1-5. In 
addition, collateral texts are generated in order to inform of the meaning of the moving image, and 
the media elements are the sound-speech or written/ typed symbols. In this perspective, we 
explore ‘collateral’ media, i.e. video (films) and speech data/ collateral texts (audio descriptions 
and plot summaries), which are also collateral to one another.
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Intention:
Meaning:
Structure:
Elements: ▼
educate, inform, entertain
stories: characters, objects, events, states
narrative
collateral media
video data (films), collateral texts (audio description/ plot summaries)
Figure 1-5: Representation of ‘Intelligent Multimedia Information Retrieval’ according to Maybury’s 
hierarchy (1997), as films and their collateral texts. Now we have added ‘narrative’ as the media 
structure and ‘ films’ and their collateral texts, ‘audio description’ and ‘plot summaries’ as the media
form
1.2.1 Information Extraction
Information Extraction is a combination of natural language technologies applied to documents 
and has immediate applications to finance companies, research activities, governments, banks, 
publishers, libraries as the extracted information can involve dates, names, actions and numbers, 
covering a wide lexico-semantic range. An information extraction process searches the document 
structure and the relationships among the elements of a text and generates a template according to 
them, Figure 1-6.
t e x t  s t r u c t u r e
N L P  t e c h n o lo g ie s
te m p la t e  g e n e r a t io n
Category Element
C H A R A C T E R nurse
E V E N T <tend>
C H A R A C T E R patient
Figure 1-6: An example of the process of template generation in an information extraction system
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Hobb’s division of an information extraction generic system (1992) describes ten natural 
language processing technologies, such as text segmentation, parsing, semantic interpretation etc., 
which are employed by most information extraction systems. The generation of the final output is 
in the form of templates, which consist of two types of slots: the selected strings of text and the 
‘set fills’ selected from the existing categories that actually assign the text string with an attribute 
that characterises it. In the Message Understanding Conference (MUC), the evaluation of 
information extraction systems is being accomplished using the methods of ‘Precision’, which is 
the percentage of correctness of selected information, and ‘Recall’ , which is the percentage of 
relevant information found in the texts.
Until now, information extraction technology has mainly concerned the extraction of entities, 
(Pustejovsky, 2002). Grammatically, the ‘entities’ can be nouns or reduced relative clauses. 
Nowadays, applications developed with platforms such as the General Architecture for Text 
Engineering (GATE, Cunningham et al, 2004) or Inxight (KMWorld, 2005) can automatically 
extract with success companies’, products’ and people’s names (e.g. ‘Compaq’, ‘John’), email 
addresses, dates (e.g. ‘Monday’) and locations (e.g. ‘Guildford’) or custom entities such as 
chemical compound names etc. Events can be expressed by a verb form or a nominalisation. An 
event has a complex structure and can involve entities and other kinds of information. Efforts are 
being made to standardise the annotation terms for event categories, for instance, in TimeML 
(2002), five event categories are distinguished: aspectual, reporting, perception, occurrence and 
action, hi the TDT project (Topic Detection and Tracking, 2004), two hundred and fifty event- 
based topics, such as crimes, natural disasters, scientific discoveries, accidents, scandals etc. were 
selected and labelled by annotators across three languages. Automatic event extraction is still in 
its infancy. This is due to the fact that annotating events is a hard task even for annotators; in the 
last message understanding conference MUC 7, “the filling of the slots in the scenario template 
was generally a difficult task for systems and a relatively large effort was required to produce 
ground truth, as reasonable agreement between annotators was possible for 80%” (MUC 7, 2001). 
However, progress has been made in specific sets of events in limited domains such as the 
biomedical domain discovering patterns in the way specific events are expressed in related papers 
(Semantic Mining in Biomedicine Symposium 2005). In the MUMIS project, thirty-one types of 
events such as goal, free lack etc. have been detected in texts about football matches (Kuper et al,
2003). The Automatic Content Extraction (ACE) program, deals with automatic event extraction 
for newswire texts for events concerning life, movement, transaction, business, conflict, contact, 
personnel, and justice (Mitchell et al, 2005).
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1.2.2 Cross-Document Coreference
Cross-document coreference is the process of deciding whether two linguistic descriptions from 
different sources refer to the same entity or event and has been applied to specific sets of events, 
such as elections and terrorist events (Bagga and Baldwin, 1999). Recent systems associate 
entities, extracting nouns and pronouns from different news texts and matching them (Radev 
2000). Cross-document coreference is a sub-task of cross-document summarisation and 
information integration by selecting and matching of the crucial information in multiple texts 
before summarising multiple documents. For example, extraction and matching of a set of 
specific entities, such as football players’ names etc. from different texts, such as tickers (time- 
coded minute-by-minute brief free text descriptions of the most remarkable things that happened 
during the match), radio commentaries etc. (Kuper et al, 2003).
The task of selecting candidate phrases is expressed in the Document Understanding 
Conference (DUC, 2004) and is based on the principle of relevance: syntactic patterns are 
significant, as they describe either a precise and well-defined entity or concise events or 
situations. Cross Document Structure Theory (CDST) describes several relations included in 
pairs of matched fragments tested on news articles (Zhang et al, 2004). Cross-document 
coreference has been mainly tested on relations between the same text types. An example of 
cross-document coreference between different genres, such as plot summary and audio 
description is shown in Figure 1-7;
Figure 1-7: Cross-document coreference between plot summary and audio description excerpts for
the film ‘The English Patient’
Stones are unfolded through narrative in chains of related events. In fictional stories, a large 
variety of events can be depicted. In addition, there is the need for observing the relations among 
the different constituents of an event, as well as the relations between events; these relations can 
be temporal, causal or other. Events, event-related information and event to event relations can be 
first annotated and then input in systems that can Team’ and ‘remember’ the annotations. Cross­
document event coreference can be a challenging task which automates the event annotation, 
partly depending on the kind of language included in the texts to be processed.
It is both important and challenging to investigate cross-document coreference between a pair 
of different types of texts, such as plot summary, which includes the major story points, and audio 
description, which includes a detailed time-coded narration of on screen characters, actions and
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settings. Table 1-1 portrays examples of cross-document coreference between the plot summary 
and the audio description for the film ‘The English Patient’ . Both texts include references to 
characters, such as an English mapmaker, a nurse, Hana, the patient etc. The plot summary 
includes less information, stating only the major points, whereas audio description provides 
details on the characters’ appearance and expressions, as well as more information on events. The 
plot summary event tended to by a Canadian nurse is referred to in the audio description as a 
nurse, Hana holds a cup to his mouth and Hana prepares a syringe. In this perspective, we need 
to investigate what is common in the language used in this pair of texts and which pieces of 
additional information are provided by each one of them.
Plot summary for ‘The English Patient’ Audio description utterances for ‘The English 
Patient’
The moving story o f  an English mapmaker and his 
dying memories o f  the romance that tragically alters his 
life.
[0 0 :0 1 :3 7 ] Alm asy does not answer. He holds her 
stiffly in his arms, gazing directly at her- finely 
sculpted features and pale blonde hair. . . .
[0 0 :0 3 :0 5 ] Alm asy carries Katharine along a mountain 
ledge. She lies in his arms, wrapped in a white silk 
parachute...
Burned horribly in a fiery crash [00 :0 3 :4 7 ] The plane catches fire.
[0 0 :0 3 :5 5 ] His clothes on fire he struggles desperately 
to escape from the burning aircraft...
after being shot down while crossing the Sahara Desert 
during W W II,
[00 :0 3 :2 7 ] German gunners spot the aircraft 
[00 :0 3 :4 0 ] Bullets tear holes in the fuselage...
he is tended to by a Canadian nurse with ghosts o f  her 
own
[0 0 :0 9 :2 3 ] a nurse, Hana holds a cup to his mouth 
[0 1 :1 4 :2 2 ] Hana prepares a syringe...
and haunted by a thief seeking answers for a crime 
from his past.
[0 0 :2 9 :5 8 ] The patient and Caravaggio are listening to 
records.
[0 0 :3 0 :2 5 ] His eyes closed Caravaggio nods in tim e...
Table 1-1: Examples of cross-document coreference pairs of plot summary clauses and audio 
description utterances for the film ‘The English Patient’
1.2.3 Extracting Information from Collateral Texts for Video Annotation
Video searches can nowadays be realised not only in individual databases but also online with the 
release of the Google and Yahoo video search engines. Users have online access in TV 
programmes, educational videos, personal productions etc., which are retrieved by extracting 
information from the closed captioned text, the subtitles and filenames of video material. At the 
moment, online video search and retrieval are in their infancy, as many retrieved videos do not 
correspond to the actual user’s search, hence the need for more textual collateral descriptions and 
more advanced language processing techniques.
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There are two ways to classify and retrieve pictures and moving images; one is by using 
image processing techniques, where the computer recognises pixels, i.e. colours, shapes, sizes or 
detects similar images and compares them, and the other is by analysing any text that describes 
the content of the still or moving image. The goal of TREC Video Retrieval Evaluation 
(TRECVID, 2001-2005) is to promote progress in content-based retrieval from digital video via 
open, metrics-based evaluation. Over the years researchers have developed algorithms for 
computer vision, extracting low-level features, such as lines, edges, colours and texture, and high- 
level features, such as objects, living beings and the actions they perform, from video sequences. 
Recently, in the TRECVID guidelines, the authors have expressed the need to create textual 
topics, including title and brief textual descriptions of the information needed with examples and 
references to video data. Over the last decade, several video retrieval systems started using 
collateral text, as well as computer vision techniques. The need to process text for video retrieval 
suggests the use of natural language processing techniques and the potential of applying them on a 
variety of collateral texts.
Extracting information from collateral texts for films can be used to annotate and retrieve 
video data effectively, as these texts include detailed descriptions of onscreen characters, objects 
and locations, events, cause and effect-related information, mental states, such characters’ goals 
etc. For example, characters can be detected throughout a film and retrieved by extracting 
character names from time-coded collateral texts, such as audio description, Figure 1-8;
Figure 1-8: Character retrieval through extracting characters names for the film English from time-
coded collateral text, such as audio description
Cross-document coreference can provide high level semantic information on the same 
characters and events, by integrating one or more collateral texts to the time-coded audio 
description and consequently to the video data. For example, in the film ‘The English Patient’, 
one of the main characters is the nurse who tends the patient. The plot summary includes the 
information that the nurse is Canadian and has ghosts of her own, whereas the audio description 
adds the information of her name Hana and of the way she tends the patient, holding a cup to his 
mouth, as well as the time-code, Figure 1-9;
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Plot Summary
...h e  is tended to 
by a Canadian 
nurse with ghosts 
o f  her own
Audio description
[00:09 :23] A  nurse. Hana, leans 
over and holds a cup to his mouth.
Figure 1-9: Cross-document coreference between plot summary and audio description for video
retrieval
1.3 Contributions
This thesis aims to make four contributions to the fields o f  information extraction and 
narratology:
1. Initiation of a new research domain for information extraction and in particular cross­
document coreference.
The variety o f  texts describing the same story suggests the need for information integration 
follow ing techniques, such as cross-document coreference. Cross-document coreference has been 
realised in previous literature between the same text types, or between texts including limited sets 
o f  events and has mainly concerned matching entities. The wide range o f  genres o f  collateral 
texts for films, in particular audio description, which is a new type o f  text, suggests cross­
document coreference between different types o f  texts involving unrestricted sets o f  events, 
providing the opportunity for richer video annotation, especially for film libraries. This thesis 
initiates research into information extraction from collateral texts for films, focusing on plot 
summary and audio description. Our research suggests that this is useful, given the variety o f  
information communicated by collateral texts for films, and challenging, given the difficulty o f  
matching information between different text types including an unconstrained set o f  events.
2. A corpus based analysis of the language used in plot summaries and audio description, 
focusing on how events are referred to in different text types.
Before attempting to suggest solutions to the cross-document coreference task between different 
text types, it is useful to learn whether lexical regularities occur in plot summaries and audio 
description and whether these two texts present different lexical regularities referring to the same 
events. The analysis o f  the corpus o f  audio description, totalling 356,394 words, and the corpus 
o f  plot summaries, totalling 13,761 words, was based on the term and collocation frequency and 
the correlation o f  the ten most frequent plot summary events with the corresponding audio 
description fragments. This analysis provides evidence to suggest (i) that collateral texts for films
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use lexical regularities to describe film  content and that (ii) events are expressed by different 
lexical regularities in audio description and plot summaries.
3. An evaluated solution to the cross-document coreference task between different text types 
involving an unrestricted set of events, such as film events.
Current solutions to cross-document coreference mostly match entities and specific sets o f  events, 
by matching nouns, functional roles and verbs as well as their synonyms. A ccording to the 
findings in the corpus analysis, we propose matching entities and an unconstrained set o f  events, 
by matching nouns, functional roles and some verbs and taking into account the number o f  
expected matches according to event aspect (punctual or durative). The task can be automated 
achieving at least 50%  Precision and 33%  Recall in comparison to the gold standard data set. 
Though these figures are low  compared to many information retrieval and extraction tasks, we 
believe that they may be close to what is possible given different text types and unconstrained set 
o f  events and they are high enough to be useful for some video retrieval/browsing applications. 
Moreover, the task o f  cross-document coreference between different types o f  text for films was 
proved to be challenging even for the human annotators, who had low  agreement amongst them 
and consolidated their matches to conclude to the gold standard data set.
4. Two data sets for information extraction related research.
Data set 1: A  corpus o f  audio description and a coipus o f  plot summaries for 54 films with 
manually identified cross-document coreference pairs, including events in plot summary clauses 
matched against audio description utterances, for the ten most frequent events expressed by the 
plot summary; help, meet, kill, bring, tell, force, find, discover, love and murder. The pairs were 
identified by the author.
Data set 2: A  gold standard data set o f  Cross-Document Coreference pairs o f  plot summary 
clauses and audio description utterances for two films, identified by five annotators and used for 
the evaluation o f  the automatic cross-document coreference approach.
1.4 Thesis structure
This thesis is structured in six chapters. Chapter 2 includes a review o f  systems processing 
collateral text for video retrieval, suggesting the potential o f  using Cross-Document Coreference 
applications for improved video retrieval. Section 2.1 presents current video retrieval systems 
processing collateral text, resulting in the conclusion that more collateral texts can be used for 
richer video annotations and improved video retrieval. M ore advanced information extraction 
solutions can be employed for video retrieval, such as cross-document coreference. Given the 
range o f  collateral texts for films describing the same stories, Section 2.2 presents the current state
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o f  the art in cross-docum ent coreference algorithms betw een the same text types. These 
algorithms are manually simulated and evaluated on a pair o f  different text types, such as plot 
summary and audio description, suggesting that they need to be extended, as the narrative 
discourses conveyed  in collateral texts for film s can differ significantly in the amount and kinds o f  
inform ation they include, although they tell the same story.
Texts describing a specific dom ain include special terms to refer to it. A s  collateral texts for 
film s describe film  content, they m ay include lexical regularities. Chapter 3 investigates whether 
lexical regularities are included by  collateral texts for films. T o  test this hypothesis, w e analyse 
and com pare the language used by  audio description and plot summaries. In Section 3.1, a corpus 
o f  45 audio description scripts for film s has been gathered, spread over nine genre categories 
according to the suggestions o f  expert audio describers, based on the kinds o f  inform ation 
included. The w ord frequency analysis o f  the language o f  audio description shows that audio 
description includes frequent w ords referring to entities, e.g. locations and characters and words 
referring to events related to sight and m otion. In Section 3.2, a corpus o f  a 111 p lot summaries 
has been collected, including the same and additional films to the corpus o f  audio description, 
d ivided into the same genre categories. The investigation o f  the language used in p lot summaries 
show s that these texts talk about central characters, their fam ily relations, their goals or beliefs 
and m ajor events o f  the story plot. The com parison o f  the tw o corpora in Section 3.3 presents the 
challenge o f  cross-docum ent coreference betw een tw o different text types for films. Both plot 
summary and audio description use the same w ords to refer to characters but different w ords to 
refer to the same events.
W e  hypothesise that since both texts use lexical regularities to describe film  content, they m ay 
present different lexical regularities to refer to the same frequent events. Chapter 4  discusses 
lexical regularities in the audio description referring to frequent p lot summary events. T o 
investigate this hypothesis, first the ten m ost frequent events are identified in a p lot summary 
corpus o f  54 texts and the same events are identified in an audio description corpus narrating the 
same film s, Section 4.1. The correlated fragments are also characterised according to cross­
docum ent structure theory relations and the event aspect. A  m ethod to identify lexical regularities 
is presented in Section 4.2, detecting w ords occurring m ore frequently in the corpora than in the 
general language included in the British National Corpus and appearing in m ore than 50%  o f  the 
correlated audio description fragments. The results in Section 4.3 show  that six out o f  ten m ost 
frequent p lot summary events presented lexical regularities in audio description, whereas the rest 
w ere found to be  irregular in the w ay they are described. The discussion in 4 .4  focuses on 
whether the findings can be used for general solutions to cross-docum ent coreference betw een 
different text types or on ly concern a closed  set o f  events.
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A n evaluated solution for C ross-D ocum ent C oreference on different types o f  collateral texts 
for film s is presented in Chapter 5. Four heuristics for C ross-D ocum ent C oreference, deriving 
from  the corpora analysis in Chapters 3 and 4, are described in Section 5.1, extending current 
algorithms for the same text types. In Section 5.2, the gold  standard data set o f  cross-docum ent 
coreference pairs populated b y  the answers o f  five annotators show s that cross-docum ent 
coreference is a hard and tim e-consum ing task for  humans, w ho review ed and consolidated their 
answers to finally produce the gold  standard data set. The evaluation o f  the four heuristics against 
the gold  standard data set in Section 5.3 show s that automating cross-docum ent coreference 
betw een different kinds o f  texts is a challenging task, w hich can at least achieve a R ecall o f  33%  
and a Precision o f  50% . The discussion in 5.4 shows that a com bination o f  all heuristics 
considering the event tem poral aspect is the best possible approach suggested b y  this thesis and 
suggests w ays o f  im proving the heuristics.
Chapter 6 includes the summary o f  what steps have been  fo llow ed  and what has been 
discovered in the previous chapters, Section 6.1, and future opportunities, Section 6.2. The future 
suggestions focus on applying the heuristics on  other kinds o f  collateral texts for film s, as w ell as 
other kinds o f  different text genres describing the same story. Future recom m endations also 
concern cross-m edia coreference w hich  takes advantage o f  cross-docum ent coreference for v ideo 
retrieval and summarisation. Finally the findings in Chapters 3 and 4  m ay be o f  im portance for 
narratologists and cognitive scientists, concerning the w ay events are expressed and conceived , as 
w ell as artificial intelligence applications concerning event representation for com puting narrative 
in multimedia systems.
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2 Cross-Document Coreference for Video 
Retrieval
V id eo  indexing and retrieval can be realised b y  applying com puter v ision  techniques, or by 
processing collateral text, w hich provides m ore inform ation than just colours and shapes. The 
aim o f  this chapter is to show  that cross-docum ent coreference on different kinds o f  collateral 
texts can provide rich v ideo annotations and in this w ay enhance v ideo retrieval and that 
current cross-docum ent coreference algorithms for the same text types can be extended to 
algorithms for different text types, including an unlimited set o f  events, such as texts narrating 
film s. W e  first investigate the current state o f  the art in systems processing collateral text for 
v ideo retrieval, Section 2.1. The systems review ed, analyse a variety o f  collateral texts, from  
H T M L  tags and closed  captions to dance interpretations etc. A  range o f  natural language 
processing applications are em ployed, from  string matching to inform ation extraction and 
cross-docum ent coreference. This review  shows that m ost systems extract inform ation about 
entities from  one collateral text, whereas recently there is a trend o f  using multiple collateral 
texts, w hich  provide rich v ideo  representations for enhanced video access and retrieval. 
C ross-docum ent coreference is an essential step in order to merge inform ation from  multiple 
collateral texts and is m ostly applied betw een the same types o f  texts. In Section 2.2, w e 
review  existing algorithms for cross-docum ent coreference betw een the same text types, and 
evaluate them on a sample o f  pairs o f  p lot summary and audio description data. A ll review ed 
cross-docum ent coreference algorithms m erge inform ation from  news articles and are part o f  
cross-docum ent summarisation systems. In particular, w e investigate the cross-docum ent 
coreference techniques they em ploy, such as matching n-grams, com m on  w ords, functional 
roles, synonym s etc. The exam ples o f  evaluated pairs o f  p lot summary and audio description 
show  that these algorithms can be extended for different kinds o f  texts, by  further analysing 
the language used.
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2.1 Systems for Video Retrieval trough Collateral Text Analysis
In this section w e describe and discuss existing systems w hich  retrieve v ideo  data b y  
processing the accom panying text describing them in order to show  that rich  v ideo 
representations can be achieved by  cross-docum ent coreference betw een multiple collateral 
texts, given the variety o f  inform ation they include. There is a w ide range o f  collateral texts 
processed, such as H T M L  code, subtitles, closed  captioned text, speech transcriptions turned 
into text, texts for hearing impaired people, manually added v ideo  annotations, dance 
interpretations, football accounts etc. These have different characteristics. Som e o f  them 
include tim e-codes and can be aligned to the v ideo data, e.g. the closed  captions, w hile others 
refer to what can be heard, e.g. subtitles, or seen, e.g. dance com m entaries etc. Som e 
collateral texts m ay include lexical regularities, as they are produced b y  experts, e.g. dance 
com m entaries, or because they refer to a specific dom ain, e.g. football, w hile m ost o f  the 
review ed systems retrieve news videos. The natural language processing techniques used by  
each system depend on the nature o f  collateral text processed and the intended applications 
and vary from  string matching, inform ation extraction and summarisation for single collateral 
texts, to cross-docum ent coreference for multiple collateral texts. A  variety o f  tools are used, 
e.g. taggers, such as the Brill tagger, stemmers, such as the Porter stemmer, and thesauri, such 
as the W ordN et. M ost presented systems focus on the extraction o f  entities, such as p eop le ’ s 
names, dates and locations and others on  limited sets o f  events, such as football events.
2.1.1 Systems Retrieving Image and Video Information with Collateral 
Text
Towards the end o f  1990’ s, the idea o f  linking text-based processing and content-based visual 
analysis o f  the im ages and videos was introduced in W E B seek  (Smith and Chang, 1997), 
Figure 2-1. W E B seek is an on-line system for retrieval o f  v ideo material or still images, 
which matches the user’ s query to any description in the H T M L  cod e  o f  the W ebPages that 
accom panies still or m oving im ages. O ver 650,000 images and 10,000 videos from  the W eb 
were catalogued according to H T M L  tags and can be retrieved b y  string matching. String 
matching is also used in ‘ Pictorial Transcripts’ (Shahraray, 1999), a digital multimedia library 
o f  television programmes. It was designed to investigate into h ow  to store and manage large 
volum es o f  multimedia inform ation for faster inform ation transfer on  the Internet, matching 
the user’ s queries to strings included in manually entered closed  captions created for hearing 
impaired people, w hich  accom pany the v ideo data.
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F igure 2-1 : Im age sim ilarity  con tent based retrieval and collatera l descriptions in W E B seek
(Sm ith  and C h an g, 1997)
2.1.2 Systems Extracting Information from Collateral Text for Video 
Retrieval
Information extraction can provide accurate representations and mainly concerns the 
extraction o f  entities and specific sets o f  events. It involves extracting elements belonging to 
different categories, e.g. element: ‘ 1914’ , category: date, and can be used not only for user 
queries but also for other applications, such as retrieval o f  specific information, 
summarisation etc. The concept o f  news video retrieval through extracting information from 
text is encountered in systems, such as the ‘ Xtrieve’ information retrieval system (Owen and 
Makedon, 1999), the ‘ Informedia Digital V ideo Library’ (Wactlar et al, 1999, 2000, 
Hauptmann 2005), the ‘ open source Internet Document Delivery’ system (IDD browser, Mani 
et al, 1997), the ‘ Desktop Program Production’ (DTPP, Kim and Shibata, 1996), the 
‘ Integrate-Relate-Infer-Share’ system (IRIS, Onalan et al, 2005) and the ‘ Automatic News 
Summarisation’ system (ANSES, Pickering and Riiger, 2003). Entity extraction is the 
dominant text processing technique, realised by different algorithms, gazetteers and 
thesauruses.
Xtrieve includes several hours o f  audio and video data; closed caption video, conference 
material in slides, dramatic presentations o f  theatre plays, as well as legal and political 
transcriptions com pose the collateral text processed. It applies word extraction, locating and
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scoring word matches in the documents. The criteria for the matching sets are defined 
according to a thesaurus o f  semantically related words (WordNet).
The Open Source Internet Document Delivery System (ID D) classifies news videos 
processing and summarising text produced by human operators for hearing impaired people 
for a small video collection o f  seventeen hours. The Alem bic name tagger is used to extract 
people’ s names, organisations and places. Informedia is a project running during the last 
decade, using the video collection, ‘News on Demand’ , including at present multiple terabytes 
o f  news video in MPEG-1 format. A long with face recognition techniques, the textual 
analysis involves text summarisation and information extraction o f  entities, such as names, 
locations, organisations, dates and percentage amounts. An example o f  a query is shown in 
Figure 2-2:
Figure I. Using Named Faces to identify an unknown face and 
to find a face for a name.
Figure 2-2 : C ollatera l descriptions fo r  persons and face recogn ition  in In form edia  system
(W a ctlar  et al, 1999)
The Desktop Program Production (DTPP) uses a classification system to index raw video 
materials according to their semantic content. The collateral texts used in this system, called 
‘Natural Language (N L) m em os’ , are in the form o f  ‘ natural language notes’ , i.e. precisely 
time-coded records kept manually by directors, in their personal computers or written notes, 
describing what is happening, who is the agent and where the action is taking place. The 
video data linked to the NL memos are twenty-six selected video segments related to a 
particular object from forty minutes o f  video data. The technique presented in this work is the 
extraction o f  ‘ descriptors’ , i.e. objects, actions, states, and their relations, expressed in NL 
with grammatical labels, such as nouns, verbs, adjectives etc., and ‘ structures’ that show the 
relations between the ‘ descriptors’ , represented in a tree-structure. The extracted objects are 
the ones assigned with different kinds o f  functional roles (subject, object etc.).
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IRIS ( ‘ Integrate-Relate-Infer-Share’ ) is a video retrieval project using content based 
analysis and collateral text, such as manually created video annotations and speech 
transcriptions turned into text, Figure 2-3. Except feature extraction for face recognition, 
infonnation is extracted from the 1998 A BC  and CNN news archive, which includes two- 
hundred and fifty-four videos for commercials, sports and news, using the Brill tagger, the 
Porter stemmer and WordNet for hierarchical constructions.
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Figure 2-3 : In form ation  extraction  fo r  v id eo  retrieval o f  news stories in the IR IS  p ro je c t (O nalan
et al, 2005)
The Automatic News Summarisation (ANSES) project captures television broadcast news 
with the accompanying subtitles, offering an online panel o f  video frames, keywords and text 
summary for daily news using the BBC archive, Figure 2-4. It extracts persons, 
organisations, locations etc. using G ATE (General Architecture for Text Engineering) and 
uses the theory o f  lexical chains for text summarisation.
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Figure 2-4: Extraction and summarisation for video retrieval of news stories in the ANSES
project (Pickering and Riiger, 2003)
Most systems reviewed extract information from news stories, sports accounts, scientific 
texts and commercials from a single source. Progress has been made in the extraction o f  
entities by the use o f  trained classifiers. Entities, however, should be regularly updated, as the 
data can historically change, for example politicians featuring in news articles ten years ago, 
such as Bill Clinton, do not appear as often in news stories anymore or footballers change 
teams over the years etc. As stories are sequences o f  connected events, the extraction o f  
specific sets o f  events, such as news or sports events etc. is emerging. Extracting information 
from multiple texts describing the same story with cross-document coreference can provide 
more information on the same entities and events and consequently richer video annotations 
and improved video retrieval.
2.1.3 Systems Extracting Information from Multiple Collateral Texts for 
Video Retrieval
Other systems process multiple collateral texts, investigating cross-document coreference for 
video retrieval. The KA B  (Knowledge-rich Annotation and Browsing) system processes 
collateral dance commentaries for video retrieval and browsing. The extraction o f
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information from multiple collateral texts is suggested in Salway (1999), analysing a range o f  
collateral texts for dance, Figure 2-5. Dance commentaries and descriptions produced by 
dance experts have been collected in a corpus and made available in the form o f  
interpretations or descriptions, including special language.
Figure 2-5: Moving image processed together with text surrogates in KAB system (Salway, 1999)
The M UMIS project (Kuper et al, 2003) focuses on ‘ merging’ multiple sources describing 
the same football events in English, German and Dutch. The collateral texts used in this 
project are available in various forms, such as formal texts, tickers, commentaries and audio 
transcriptions turned into text, Figure 2-6. The tickers present a specific textual structure, 
whereas the spoken transcriptions may include errors, but contain exact temporal information 
and are aligned to the video data. Taking into consideration the characteristics o f  the 
language used, the key events and the key players were identified and included in a hierarchy 
o f  300 concepts and 31 different event categories, such ‘ goal’ , ‘ free kick ’ , ‘ substitution’ , 
‘ yellow  card’ etc. Cross-document coreference o f  entities and events is used in order to 
merge information for video retrieval.
Forwml knelEngland I -UGcnnany Shoaror(52)Booking Bee kham (42)...____ _^__Tic kc r4l mins: Beckham la shown a yellow card For naaliating on UIFKirctcn sec­onds after he is denied a frec-kick._________________40’ Hockschop Engoland met David Beckham. Slcclrt getntpL Mctecn maakt
challenge on I----------------------rFaniftcrifdinii------------------...it’s gonna be a card here lor David Beckham it is yellow mmm well againhu was the name in the port match headlines..._________________David Beckham hiclt die Sohic noch drubcr sduuen S>ie mil dem Hintcrtcil auch barter Ein&atzgcgcn Kirsten und Collina zcigt ilim Gelb cine der UnartcnIcidcr von David Beckham___________________________
Beckham mctpx Kirsten dat is nou wecr dom war. die Beckham doer|s zal ic dat dan nooit leren Kirsten o vend rij ft nu hoornuur Kirsten ga.ii Tduel in geefi cn dan roagocrt Beckham op dczc manic r in icdcr geval lerijgt ic dan
Figure 2-6: Integrated accounts of the same football event in MUMIS project (Kuper et al, 2003)
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The M UM IS project applies cross-document coreference between different kinds o f  texts, 
such as tickers and transcriptions; however, it concerns a constrained set o f  events, such as 
thirty-one football events.
2.1.4 Discussion
Existing systems analysing collateral text for video retrieval apply language processing 
techniques vaiying from simple keyword retrieval, as in W ebSeek and Pictorial Transcripts, 
to Information Extraction, as in X-trieve, Informedia, Desktop Program Production, IDD 
Browser, IRIS and ANSES. Other systems analyse multiple collateral texts, such as a range 
o f  dance texts in K A B , and apply cross-document coreference on constrained sets o f  events 
depending on the domain language, such as football in M UM IS. The most popular tools are 
taggers and stemmers, as well as information extraction platforms such as GATE and 
thesauruses such as WordNet. The systems are summarised in Table 2-1 according to the 
collateral text they process and the natural language processing techniques they employ.
M any systems worldwide process news, as they are important and intended for the 
majority o f  people. Other systems process sport accounts or other T V  programmes. The 
collateral text describing the video data varies from simple H TM L tags to texts using special 
language, including or not time-codes. News can be accompanied by closed captioned text 
and speech transcriptions converted into text, football matches are described in tickers, 
transcriptions and formal text, whereas dance is expressed by dance descriptions or 
interpretations.
A  great deal o f  research has been conducted concerning entities; people’ s names, 
organisations, locations and dates identified in trained classifiers, gazetteers or hierarchies. 
Entities may differ from text to text; for example in news articles politicians’ names can 
occur, whereas in sports articles, footballers’ names may appear. These need to be updated 
from time to time as entities featuring in news and sports articles change in the real world 
through the years. Fewer advances have been noted concerning the identification o f  events; 
existing information extraction systems can extract particular event classes, such as ‘ terrorist’ 
events (M U C, 2001), ‘ resignations’ , ‘ elections’ and ‘ espionage’ events (Bagga, 1999), and 
football events. Different sets o f  events appear in different domains; this suggests that events 
should be categorised according to each domain tenninology, in football for example, events 
such as ‘ goal’ , ‘ free-kick’ appear, whereas in dance events such as ‘pirouette’ or ‘ arabesque’
27
Chapter 2. Cross-Document Coreference for Video Retrieval
can be identified. The NLP techniques followed by each system depend on the information 
included in the collateral text analysed and the way it is conveyed.
The existence of multiple sources referring to the same story suggests that each source 
may include additional information on the same entities and events. A piece of information 
missing from one text can be detected in another one. In this perspective, more collateral 
texts can be merged, for example news can be also described in newspaper articles and sports 
in sport magazines. This can be a challenging task as texts sometimes differ significantly in 
the amount and kinds of information they include although they convey the same story. 
Cross-document coreference may offer solutions for merging texts, which can be then aligned 
to video data. In this thesis, we propose cross-document coreference between different 
genres, such as plot summaries and audio description in an unconstrained set of events, such 
as film events. Recently, a lot of progress has been made by systems applying cross­
document coreference as an essential step for cross-document summarisation of news. The 
algorithms used by such systems can be adapted for video retrieval, if time-coded text is also 
involved.
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SYSTEM 
Type of 
Collateral 
Text
String
matching
Information
Extraction
Cross­
document 
coreference on 
a limited set of 
events
Cross-document 
coreference on an 
unconstrained set 
of events
Retrieving 
image and 
video 
inform ation 
with collateral
WEBseek
HTML tags
yf
text Pictorial
Transcripts
TV closed 
captions
yf
Extracting 
inform ation 
from  single 
collateral text
Xtrieve
Closed
captions,
transcriptions
yf J
Inform edia
News stories V J
IDD Browser
News closed 
captions J yf
DTPP
Natural
Language
Memos
V V
IRIS
News speech 
transcriptions J yf
ANSES
The BBC News 
archive J J
Extracting 
information 
from  multiple 
collateral
K AB
A range of 
dance texts J
texts M UM IS
A range of texts 
for football V J yf
Suggested
approach
A range of texts 
for films
J yf yf
Table 2-1: Summarising the text analysis techniques of current systems processing collateral text
for video retrieval
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2.2 Current Cross-Document Coreference Approaches
To investigate the current state of the art in cross-document coreference algorithms, we 
review three of the most recent cross-document coreference approaches which employ the 
most popular techniques and are used by cross-document summarisation systems intended for 
the summarisation of news stories merging multiple articles in the DUC (2004). Previous 
cross-document coreference algorithms concern limited sets of events for specific domains, 
such as football events, terrorist or election events etc. We will show an example of how the 
most recent algorithms work on texts such as plot summary and audio description, which may 
convey the same story plot but using different amount and kinds of information. Plot 
summary and audio description have a different function and differ significantly in the 
language used, as well as the amount and kinds of information. The n-gram algorithm, the 
event-centric algorithm and the Boosting algorithm are intended for cross-document 
coreference between the same types of texts and use approaches, such as scoring important 
words by their frequency, matching n-grams or common open class words, triples, i.e. verbs 
with another word in the role of object or subject, computing the semantic word distance etc. 
using part-of-speech (POS) taggers. Most existing approaches for cross-document 
coreference have been tested on news articles and between the same types of texts. The 
present study proposes cross-document coreference between different types of texts, such as 
plot summary and audio description, including an unlimited set of events, such as film events, 
by matching combinations of functional roles, such as subject and object, and considering the 
event temporal aspect for the number of expected matches.
2.2.1 N-gram  Algorithms
“An n-gram grammar is a representation of an N-th order Markov language model in which 
the probability of occurrence of a symbol is conditioned upon the prior occurrence of N-l 
other symbols” (Brown et al, 2001). N-gram matching algorithms can match single words, 
‘uni-grams’, or two or more consecutive words, ‘bi-grams’, ‘trigrams’ etc. including grammar 
tags, such as noun, adjective etc. N-gram algorithms are used by the LAKE system (D’ 
Avanzo et al, 2004), which extracts and scores key-phrases in a coipus of news articles, and 
by the News Story Gisting system (Doran et al, 2004) that generates short news story 
summaries, predicting which words should be in the resultant summary. The extraction of the 
candidate phrases is based on n-grams; uni or bi-grams for entity extraction (common noun or 
proper noun, or adjective + noun etc.) and tri or four-grams for events or situations (noun + 
verb + noun + adverb etc.). N-grams are scored according to statistical methods, involving
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the document term frequency (TF), the inverse document frequency (DDF, the log of the 
number of all documents divided by the number of documents containing the term), as well as 
the ‘first occurrence’ or ‘word distance’, which is the relative position of a candidate word 
with respect to the beginning of the document. The TF and IDF, as well as the word distance 
are computed to score important n-grams, Figure 2-7.
1. Match or fuzzy match n-grams
2. Compute TF
3. Compute IDF
4. Compute word distance
Figure 2-7. The n-gram algorithm as it appears in (D’ Avanzo et al, 2004, Doran et al, 2004)
Now, let us consider how well this works on plot summary and audio description. The 
selection of relevant phrases in the plot summary considers syntactic patterns describing an 
entity (uni/bigrams), or a concise event or situation (tri/four-grams), using the Penn Treebank 
tagset. The PS sentence would be then tagged as follows:
Vianne [NP] has [VBZ] been [VBN] helping [VBG] Josephine [NP] out [IN] of [IN] her 
[PP] abusive [JJ] marriage [NN]
Where, ‘NP’ = Proper noun singular, 'VBZ’ = Verb 3rd person singular present, ‘VBN’ = 
Verb, past participle, ‘VBG’ = Verb, gerund or present participle, ‘IN’ = Preposition or 
subordinating conjunction, ‘PP’ = Personal pronoun, ‘JJ’ = adjective and ‘NN’ = Noun, 
singular or mass.
Here we manually simulated the n-gram algorithm. As the important keywords are spread 
through the sentence, applying bi-grams tri-grams or four-grams does not detect any matches 
in audio description. Thus, we spot uni-grams, such as Vianne and Josephine, which describe 
entities, and the uni-gram helping describing an event, Table 2-2.
N-gram PS n-gram TF AD n-gram TF n-gram TF in 
the corpus of one 
PS and one AD
n-gram IDF
Vianne [NP] 2 /114 -1 .7% 75/5 ,916-1 .2% 77/6,030 - 1.2% 1
Josephine [NP] 1/114-0 .8% 35/5 ,916-0 .5% 36/6,030 -  0.5% 1
Help [VB-] 1 /114-0 .8% 4/5 ,916-0 .06% 5/6,030- 0.08% 1
Table 2-2: TF and IDF for plot summary and audio description matched n-grams for one event 
in the film ‘Spiderman’ (the n-grams were lemmatised)
The binary classifier decides if the sentence is relevant or not relevant based on two features, 
TF, showing whether the term is frequent in the specific document, and IDF, showing
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whether the term occurs in all texts of the corpus or not. For example, the frequency (TF) of 
the unigram Vianne in the corpus of a plot summary and an audio description is 77/6,030 (or 
1.2%), see Table 2-2. The inverse document frequency (IDF) of the n-grams Vianne, 
Josephine and helping is 1, as the n-grams occur in two documents in a corpus of one plot 
summary and one audio description, i.e. two divided by two equals one. The TF of all n- 
grams in a corpus of one plot summary and one audio description is very low, ranging from
0.08% for the lemmatised n-gram help to 1.2% for the n-gram Vianne, showing that they are 
not important. However, these statistics are not useful when matching a plot summary against 
the corresponding audio description spans, as the important words to be matched are proper 
nouns or head nouns detected in the plot summary. The word helping was fuzzy matched 
four times1. Here, the principle of word distance tends to consider words appearing close to 
the beginning of a document as important, introducing the theme of the article. Candidate 
matches of Vianne, Josephine and helping were selected in audio description but were 
erroneously matched, as the correct matches appear in later parts of the audio description and 
not in the beginning of the document.
N-grams can be restrictive in the pair of texts plot summary and audio description as 
keywords do not necessarily occur in the same order and longer n-grams would be needed, 
which are hard to be matched or even fuzzy matched. The TF is not important in our case as 
we consider nouns and verbs in the plot summary as the candidate keywords which may be 
infrequent. The IDF is not important in matching plot summary and audio description as 
information is matched in two texts only. These statistics are important to detect candidate 
keywords in more than two texts, when the selection is not based on one of the texts as in the 
case of plot summary. The uni-gram Vianne was found 75 times in the audio description but 
only four times referring to the event in which the character participated. The uni-gram 
Josephine was found 35 times in the audio description and only on two occasions it was 
included in the same event. The word help was found four times and all matches are 
incorrect. The candidate keywords need to be combined with the occurrence of other 
keywords to find the correct match. Lexical cohesion is included in News Story Gisting, 
based on the word repetition and synonymy relations according to WordNet. In our case it 
has not been applied as synonyms are not detected in plot summary and audio description.
1 Fuzzy match is a feature of News Story Gisting only
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2.2.2 Event-Centric Algorithm
The ‘event centric’ algorithm is part of the MSR -  NLP system (Vanderwende et al,
2004) and suggests a verb centred method, by tagging verbs and nouns, as well as time and 
syntactic relations (object, subject). The extracted fragments are divided into events and 
entities. First the event expressed by a verb is taken into account in combination with another 
word assigned with either the role of logical subject or object, called ‘triple’ . Using the 
Pagerank algorithm, the triples which have been cast a vote more than once are detected and 
marked as important, Figure 2-8.
1. Tag verbs and nouns, time, syntactic relations (subject, object)
2. Produce triples in the form  o f  LFNodei, rel, LFNodej
3. Score important triples
Figure 2-8: The event-centric algorithm (Vanderwende et al, 2004)
Here, we manually simulated and applied the event-centric algorithm to the pair of texts plot 
summary and audio description. We produce triples, which take the form of -LFNodei, rel, 
LFNodej- in the logical form of sentences, meaning that the tokens are assigned with a
functional role of subject or object, called ‘Tsubj’, i.e. ‘typical subject’, or ‘Tobj’, i.e. ‘typical
object’ . For example, spider is the ‘typical’ subject in the sentence Peter is bitten by a spider, 
while Peter is the grammatical subject. Here, we detect the typical subjects or objects of the 
verbs. We then score important triples in the plot summary, meaning triples including a word 
appearing in a functional role, in more than one phrases, for example, Vianne is the typical 
subject in two sentences; Vianne, Tsubj, help and Vianne, Tsubj, opens.
Two votes are cast on Vianne, which is the ‘Tsubj’ in both events, Vianne opens a 
chocolaterie and Vianne has been helping Josephine
Figure 2-9: The event-centric algorithm applied to plot summary data, casting two votes for the
node Vianne
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We then match the important plot summary triples to the audio description corresponding 
triples. The plot summary triple Vianne, Tsubj, help is matched against the same triple 
included in the audio description sentence Vianne helps Armande to her feet. However, this is 
a spurious match as the correct matches should include Vianne helping a different character, 
Josephine.
Plot summary triple Audio description triple/s
Vianne [PROPER NOUN], Tsubj, helping 
[VERB]
in
Vianne has been helping Josephine
Vianne [PROPER NOUN], Tsubj, helping 
[VERB]
in
Vianne helps Armande to her feet
Table 2-3: Plot summary and audio description matched triples for one event from the film
‘Chocolat’
Using triples can be restrictive in our data, as we are rather interested in who is participating 
in the event than the word referring to the event itself. Extending triples, taking into account 
all the event participants, or matching words in the roles of subject and object without 
matching the verb would perhaps be a more suitable approach for the pair of texts plot 
summary and audio description.
2.2.3 The Boosting Algorithm
The Boosting algorithm (Zhang et al, 2003) merges information in multiple news texts about 
the same stories, producing “a strong hypothesis combining ‘weak’ or ‘base’ hypotheses”. 
Taking advantage of lexical, syntactic and semantic features, the algorithm follows a binary 
classification scoring if two fragments are related or not by matching common lexical and 
syntactic features and computing the semantic distance. Without applying any stemming or 
stop-word deletion, only three lexical features are of interest for the authors of the algorithm:
1. The number of tokens in sentence 1
2. The number of tokens in sentence 2
3. The number of tokens in common
Figure 2-10: The lexical features analysis in the Boosting algorithm (Zhang et al, 2003)
We have manually simulated the Boosting algorithm for one example; Table 2-4 shows the 
application of the three lexical features rules on the pair of texts plot summary and audio 
description, analysing one event from the film ‘Chocolat’ . As the number of tokens in the 
audio description sentence must not diverge a lot one from the number of tokens included in
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the plot summary clause, we have collected the audio description sentences, which include +/- 
six tokens of the number of tokens included in the plot summary sentence and at least three 
tokens in common. Four tokens in common are the highest matches in this data set.
PS sentence AD sentence Number of 
tokens in 
the PS 
sentence
Number of 
tokens in 
the AD 
sentence
Number 
of tokens 
in
common
Vianne has
been
helping
Josephine
out of her
abusive
marriage
01:46:54 At the shop Josephine ladles out 
liquid chocolate - Vianne spreads it over a 
slab of white marble.
10 16 4
01:48:19 Vianne teaches Josephine the 
art of chocolate making.
10 7 3
02:20:40 Vianne helps Armande to her 
feet.
10 6 3
Table 2-4: The three lexical features for one event from the plot summary and audio description
for the film ‘Chocoiat’
Three audio description utterances have been retrieved and only the second match refers to 
the event help (Vianne teaches Josephine). In the other two sentences, pairs of closed class 
words such as of or out are matched, as a stop word list was not used to prevent the matching 
of closed class words.
The syntactic analysis features shows which words may be more important than others, 
having a Part-of-Speech (POS) tag x such as noun, proper noun, verb, adjective or adverb. 
Three syntactic features are of interest for the authors of the algorithm, Figure 2-11.
1. Number of tokens having POS x in the PS sentence
2. Number of tokens having POS x in the AD sentence
3. Number of common tokens having POS x
Figure 2-11: The syntactic features analysis in the Boosting algorithm
The same example can be analysed as shown in Table 2-5. Four audio description utterances 
have been detected including common words with POS open class word tags and again only 
one is correct. The verb help has been erroneously matched, as the participants of the event 
are different, in the plot summary the participants are Vianne and Josephine and in the audio 
description the participants are Vianne and Armande.
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PS sentence AD sentence Tokens 
having 
POS 
x in the 
PS
Tokens 
having 
POS 
x in the 
AD
Common 
tokens 
having 
POS x
Vianne [PN] has 
been helping 
[VBG1 Josephine 
[PN] out of her 
abusive [JJ] 
marriage [NN]
01:46:54 At the shop Josephine 
[PN] ladles out liquid chocolate - 
Vianne [PN] spreads it over a slab o f  
white marble.
5 9 2
01:48:19 Vianne |PN] teaches 
Josephine [PN] the art o f  chocolate 
making.
5 6 2
02:12:01 Copper pans gleam in the 
kitchen as Vianne [PN] and 
Josephine [PN] prepare the food for 
the party.
5 9 2
02:20:40 Vianne [PN| helps [VBZ]
Armande to her feet.
5 4 2
Table 2-5: The three syntactic features for one event from the plot summary and audio
description for the film ‘Chocolat’
In the semantic features analysis, the authors take advantage o f  the syntactic analysis first and 
then com pute the semantic distance between pairs o f  words to find out i f  the top level head 
nouns and verbs present any synonym s, estimating i f  tw o words are semantically related or 
not, using the W ordN et thesaurus. The same exam ple is shown in Table 2-6.
1. Find the top level NP and VP in sentence 1 and sentence 2
2. Find the head tokens of both NP and VP
3. Align the heads correspondingly (e.g. NP VS NP...)
4. For each head pair compute the semantic distance
Figure 2-12: The semantic features analysis in the Boosting algorithm
In the case o f  matching plot summary and audio description, it is more important to match all 
the participants o f  the event, i.e. both NPs Vianne and Josephine, taking into account the 
transitivity, rather than one participant with the verb. The semantic analysis points at the 
match with both heads having the least semantic distance. Here, the audio description 
utterance Vianne helps Armande to her feet is matched against the plot summary clause 
Vianne has been helping Josephine, which does not refer to the same event, including 
different participants. It is very rare to match the same verb, and com puting the semantic 
distance between words is not o f  importance in this data set, as no synonym s were found, 
which usually is the case in the specific pair o f  texts as we will later show  in Chapter 4.
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PS sentence AD sentences retrieved 
by syntactic features
Aligned heads Semantic
distance
Vianne [NP head] has 
been helping |VP 
head] Josephine out 
of her abusive 
marriage
01:46:54 Vianne [NP 
head] spreads [VP head] 
it over a slab o f  white 
marble.
PS NP head = Vianne 
PS VP head = help
AD NP head = Vianne 
AD VP head = spread
PS NP head 
Vianne VS AD 
NP head Vianne 
distance = 0
PS VP head help 
VS AD VP head 
spread not 
related
01:48:19 Vianne (NP 
head) teaches [VP head]
Josephine the art o f  
chocolate making.
PS NP head = Vianne 
PS VP head = help
AD NP head = Vianne 
AD VP head = teach
PS NP head 
Vianne VS AD 
NP head Vianne 
distance = 0
PS VP head help 
VS AD VP head 
teach not related
02:12:01 Vianne |NP 
head] and Josephine [NP 
head! prepare [VP headj 
the food for the party.
PS NP head = Vianne 
PS NP head = Josephine 
PS VP head = help
AD NP head = Vianne 
AD VP head = prepare
PS NP head 
Vianne VS AD 
NP head Vianne 
distance = 0
PS VP head help 
VS AD VP head 
prepare
02:20:40 Vianne [NP 
head] helps [VP head]
Armande to her feet.
PS NP head = Vianne 
PS VP head = help
AD NP head = Vianne 
AD VP head = help
PS NP head 
Vianne VS AD 
NP head Vianne 
distance = 0
PS VP head help 
VS AD VP head 
help
distance = 0
Table 2-6: The semantic features for one event from the plot summary and audio description for
the film ‘Chocolat’
2.2.4 Discussion
Recent cross-document coreference approaches are applied between the same types of text 
and involve newswire texts. We have reviewed three different algorithms, intended for the 
matching of the same types of texts. The n-gram algorithm matches consecutive words and 
scores important words by computing the term frequency in the document and in the corpus 
of documents and the word distance from the beginning of the document, as words mentioned 
close to the beginning are scored as significant. Matching n-grams is a popular technique 
used by different kinds of text retrieval systems, such as LAKE and News Stories Gisting. It 
is mostly realised by matching or fuzzy matching the words included. The event-centric 
algorithm matches ‘triples’ , i.e. a word in a functional role (subject/ object) and the verb. It is
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part of the Microsoft cross-document summarisation system and is the only algorithm from 
the ones presented in this section which matches functional roles, showing that syntactic 
features can be important. The Boosting algorithm matches common words and computes the 
semantic distance of the top level noun and verb phrases for the candidate pairs with 
WordNet.
These algorithms can be used as a starting point to match plot summary and audio 
description, but need to be extended for different kinds of texts. All methods presented use 
POS taggers to detect or extract important candidate phrases or in order to process other NLP 
tasks such as n-grams, Table 2-7. N-grams are not suggested in our work, as the words to be 
matched can be found in a different order, even in different sentences in the same text 
fragment. Important words to be matched can be scored by frequency statistics, which do not 
appear to be very useful in the pair plot summary and audio description, as first important 
keywords are detected in the plot summary and then matched against audio description 
fragments. The word distance principle that scores important words appearing close to the 
start of the document is not of importance in our data as important words can occur in any 
part of the text. As we will show in Chapters 3 and 4, lexical cohesion is not as important in 
our data set, as usually there are no synonyms referring to the same event, whereas repetition 
can be identified with the term frequency. Matching triples can be helpful in matching audio 
description and plot summary only when they include the same verb, which occurs in very 
few situations. In our data set, rather than matching the verb with a word in a functional role, 
we match all or most combinations of functional roles and keywords when the verb is 
transitive and requires two words in functional roles (subject and object) or just a word in a 
functional role, when the verb cannot be matched.
There are six audio description utterances referring to the plot summary event Vianne has 
been helping Josephine out of her abusive marriage and only one of them was found by the 
different algorithms. The five utterances were not detected as they included the personal 
pronouns she, her etc. instead of the proper nouns Vianne and Josephine. Coreference 
resolution algorithms may be used to pre-process the texts and resolve references to the same 
entities. The plot summary clause of the example shown in this section was matched against 
six audio description utterances in the gold standard that we created (more details are 
included in Chapter 5, Section 5.2), spread in different parts of the audio description. The 
analysis in Chapter 3 shows how other events are referred to only in a specific part of the 
audio description. To this end, the event temporal aspect should be investigated. The 
algorithms presented can be used as a starting point but need to be extended for a pair of texts 
such as plot summary and audio description, using different language to describe the same 
stories, suggesting an unconstrained set of events, such as film events. This can be achieved
38
by creating corpora of audio description and plot summary, analysing and comparing the 
language used by both texts.
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Chapter 3. The Language o f Audio Description and Plot Summaries
3 The Language of Audio Description and 
Plot Summaries
In this Chapter, we analyse the language used by two different kinds of collateral texts for 
films, audio description and plot summary. Texts with a certain function and referring to a 
specific domain use special terminology or lexical regularities; thus, collateral texts for films 
use lexical regularities to describe film content. To test this hypothesis, we created two 
corpora, one corpus of audio description scripts and one corpus of plot summaries, and apply 
a method which shows the ‘linguistic variance’ . This is a statistical analysis to identify 
idiosyncratic lexicogrammatical features in a specialist corpus, compared with a general 
language corpus and can be used to provide evidence for a special language (Ahmad and 
Rogers, 2001). The analysis was realised using System Quirk (University of Surrey). In 
Section 3.1, we investigate the language of audio description; we first specify the design 
criteria for a representative corpus of audio description scripts for films (3.1.1). Then, the 
coipus is analysed in terms of word and collocation frequency, the thirty most frequent verbs 
referring to events and time, showing the linguistic features and information included in audio 
description (3.1.2), concluding to a summary (3.1.3). The language used in plot summaries is 
then investigated in 3.2, where we describe the creation of the plot summary corpus (3.2.1) 
and investigate the information conveyed by plot summaries based on word and collocation 
frequency, the top thirty verbs referring to events and time (3.2.2). In Section 3.3, we 
compare the different language and information referring to events conveyed by both corpora, 
as the results in the previous sections suggest that the same words are used to refer to entities 
and different words to refer to events.
3.1 The Language of Audio Description for Films
To investigate the language of audio description we have gathered a corpus of audio 
description scripts provided by major producers of audio description in the UK, the RNEB and 
the ITFC, spread across nine categories, according to the judgment of expert audio describers
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based on the language used. The corpus is then processed in terms of word and collocation 
frequency, most frequent verbs and temporal expressions.
3.1.1 Surrey Audio Description Corpus Design
Audio descriptions are ‘conscious products’ and homogeneous in style, as they have been 
produced by trained experts following guidelines. In linguistic terminology, a corpus is a 
body of texts, a selection of texts that should “represent a language or some part of the 
language” (Biber et al, 1998). To design a corpus, one should first clarify what it is to 
represent and how it is to be used. In order to represent some part of a language, the design of 
a coipus must take into account variations within the language. For example, a corpus to 
represent the English language should include samples of spoken English and written English, 
samples of British, American and Australian English, and other varieties. When compiling a 
corpus, the aim is to include samples of all relevant varieties in order to make it as 
representative as possible.
3.1.1.1 Language variation and categorisation
hi compiling a corpus of audio description scripts for films, we were concerned with 
categorising different variants of audio description. Our approach to identifying these 
categories was to interview two expert audio describers. They gave their judgements about 
how audio description scripts vary according to film genres, different describers and different 
English-speaking countries. They were asked to consider characteristics including 
vocabulary, grammar and discourse styles, hi order to understand if and to what extent the 
language of audio description varies in different film categories, the following questions were 
asked to the experts Denise Evans, head of broadcasting in Talking Images and the Royal 
National Institute for the Blind (RNIB) until 2004, and Janies O’Hara, audio description 
manager at ITFC, during a two-hour interview:
1. How can you categorise different kinds of film based on variations in the language you use 
to describe them?
2. How do you think the language you use in audio description for films varies? For example 
does it vary in number / length of descriptions, choice of vocabulary, choice of grammatical 
constructions, etc.
3. To what extent do you think describers will vary in their language for the same film? Is 
there significant individual variation? Is there significant variation between different 
organisations?
4. Is there significant variation between English audio description in different countries?
5. Do you think that different sets of guidelines may lead to variations in the language used 
for audio description?
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The experts advised us that the only significant variation was between audio description 
scripts for different categories of film, though there may also be some variation between 
audio description in different English-speaking countries. There is no significant variation 
between different describers or different organisations that follow the Independent Television 
Commission (ITC) guidelines for audio description, in part because describers have received 
similar training and follow the same guidelines, and in part because all audio description 
scripts are edited and checked by senior audio describers.
A broad distinction was made between audio description for children and for adults. 
Children’s audio description uses simpler sentence structure and vocabulary and provides 
more detailed descriptions. The experts divided children’s films into two categories, based on 
how the audio description can vary: children live action and children animation. Other films 
were categorised, again based on how audio description may vary, into: action, comedy, dark, 
period drama, romantic, thriller and others.
3.1.1.2 Corpus size
As well as capturing the diversity of audio description scripts, the total size of the corpus is an 
important issue. Our corpus included audio description scripts for 45 films, totalling 356,394 
words. This may seem quite modest compared to many contemporary corpora. However it is 
important to remember that the amount of extant audio description is small. For example, the 
two major producers of audio description in the UK had described no more than five hundred 
films between them at the time that the corpus was gathered in 2002.
Film Category Number of audio 
description scripts
Number of words
Action 5 42,171
Children: animation 6 40,686
Children: live action 3 24,325
Comedy 3 20,620
Dark 7 56,647
Miscellaneous 12 78,339
Period drama 2 20,502
Romantic 3 29,694
Thriller 4 43,410
Total 45 356,394
Table 3-1: The Surrey audio description corpus is divided in nine categories including 45 
scripts for films, totalling 356,394 words
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Our corpus includes British English Audio Description (AD) scripts for films, which have 
been provided by organisations following the ITC guidelines. The organisations contributing 
audio description scripts for films are ITFC and RNIB. The corpus comprises a total of 45 
audio description scripts for films in .doc, .txt, .pdf format, divided across the nine categories, 
Table 3-1. Appendix A contains a full listing of films.
3.1.2 Audio Description Corpus Analysis
Audio description for films appears to convey narrative. The narration involves a story plot, 
unfolded in a series of causally connected events, including characters and other plot 
significant objects. The analysis of 45 audio description scripts suggested that the 
information included concerns characters and objects, events and states, space, time and 
cause. Consider for example the following excerpt from the audio description for the film 
‘The English Patient’ :
[06:00] An army Red Cross camp
[06:06] The young nurse, Hana, now in army fatigues, is making her way towards a hospital 
tent. Later she walks between the rows of wounded with her American friend, Jan.
[06:21] A doctor is tending a badly wounded young soldier.
[06:37] The doctor pulls open a curtain.
[07:01] Hana looks concerned.
[07:13] A shell hits the tent.
[07:18] Hana and Jan are resting. The doctor pushes Hana to the ground.
[07:24] As the shells continue to fall, she lies face-down in the mud weeping inconsolably.
Figure 3-1: An excerpt from the audio description for the film ‘The English Patient’
Characters are first introduced by an indefinite article and a noun, possibly identifying the 
social function or identity of the character and then referred to with the definite article, e.g. a 
doctor... the doctor:; they are later called with their names, e.g. the nurse, Hana... Hana... she 
as the audience becomes familiar with them. The narrators describe the characters’ external 
appearance, e.g. in army fatigues, facial expressions and features, e.g. young, or emotions, 
e.g. concerned. Objects are usually described in relation to the character, e.g. a doctor pulls  
open a curtain , or if they are plot significant, e.g. a shell, in the event a shell hits a tent. 
Characters and objects are often involved in a set of events or states. The events are usually 
related to the character’s body movements, e.g. walks, or interaction with other characters or 
objects, e.g. pushes. States are usually expressed by the verbs be and have or are related to 
the character’s facial expression, e.g. Hana looks concerned. Space is referred to in terms of 
different locations, e.g. an army Red Cross camp, a hospital tent. Time is included in
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temporal adverbs such as now and later, in the use of present tense, e.g. is tending, hits etc 
and in the relations between events, such as simultaneity, e.g. as the shells fall... she lies.... 
Finally the cause of an event can also be described in an explicit way through a temporal 
conjunction, e.g. As the shells continue weeping inconsolably to fall, she lies face-down in the 
mud, or in an implicit way through the context, e.g. A shell hits the tent... The doctor pushes 
Hana to the ground.
To investigate the language included in audio description, we first analyse the word 
frequency. The hundred most frequent words of the corpus were divided into open and closed 
class words, open suggesting nouns, verbs, adjectives and some adverbs. Concordances were 
processed for all instances of open class words that were found in the first hundred most 
frequent words. We then investigate the most interesting and most frequent collocations 
which include nouns or verbs suggesting events.
3.1.3 Frequent and Weird Open Class Words in Audio Description
The top hundred words in the audio description corpus for films include forty-one open 
class words (nouns, verbs, adverbs, adjectives), Table 3-2.
Position Token / o f
OCW
1-10 the, a, and, of, to, his, in, he, on, her 0
11-20 at, she, up, with, it, him, is, as, out, into 0
21-30 down, back, looks, from, they, over, by, door, you, through 2
31-40 off, then, I, man, them, turns, away, head, one, are 3
41-50 for, towards, eyes, hand, their, face, around, room, who, takes 5
51-60 two, walks, behind, car, sits, that, across, hands, white, stands 6
61-70 tom, other, men, open, john, side, pulls, smiles, stares, goes 9
71-80 look, round, onto, puts, steps, front, watches, another, along, all 5
81-90 water, again, opens, table, black, this, but, inside, window, runs 6
91-100 stops, has, way, me, outside, its, woman, bed, go, red 6
Cumulative frequency 41
Table 3-2: The top hundred words in the Surrey audio description corpus with the open class 
words (OCW) in bold (the wordlist is not lemmatised)
This suggests that audio description uses lexical regularities to narrate films, while comparing 
it with the general language, included in the 100 million word collection of samples of written 
and spoken language in the British National Corpus (BNC), which presents six open class 
words in the top hundred words, according to the BNC frequency list (produced by Kilgariff,
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2002), and with corpora using special language, such as the Surrey dance corpus including 
twenty-one open class words (Salway, 1999). In the BNC, the most frequent open class 
words are the words said, time, now, people, new and way, which do not suggest any special 
subject. In the Surrey dance corpus the first five open class words included in the top 
hundred words are the words dance, dancers, movement, music, work, which suggest the 
subject of dance.
The open class words include words referring to characters, objects and space, events, as 
well as colours. Characters are referred to by nouns and proper nouns, objects and space are 
expressed by nouns, events are described by verbs and colours by adjectives;
Kinds of information Audio description open class words
Words that refer to characters man, head, eyes, hand, face, hands, Tom, men, John, woman
Words that refer to objects and space room, car, side, table, window, bed, door, way
Words that suggest events looks, turns, takes, walks, sits, stands, open, pulls, smiles, 
stares, goes, look, puts, steps, watches, opens, runs, stops, go
Colours white, black, red
Miscellaneous water
Table 3-3: Open class words in the top hundred words of the Surrey audio description corpus
(the wordlist is not lemmatised)
The forty-one open class words include words such as man, men, woman, Tom and John 
referring to characters, and their body, such as head, eyes, hand, face, as in [1]:
[1] In  the fro n t cockpit lies a bareheaded young woman: her delicate features are defined by 
the evening sun, her eves are closed, her face pale and still. Behind her head a white silk  
sca rf flutters in the slipstream o f  the aircraft.
The words man and woman are used when introducing a character, who is then referred to as 
the man/ woman and then called by a name. Different films include different characters and 
consequently different character names. As the characters’ external appearance is described, 
words referring to body parts such as head, hand etc. are very frequent. Most of these words 
are used more frequently in the corpus of audio description, when comparing their relative 
frequency to the BNC, Table 3-4. This formula is called ‘weirdness’ (Ahmad et al, 2000) and
W s/
can be defined as Weirdness =  -  ts-
Wg/
/  tg
Where ws = frequency of word in specialist language corpus (here audio description corpus), 
wg = frequency of word in general language corpus, ts = total count of words in specialist 
language corpus, tg = total count of words in general language corpus.
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Word referring to 
characters
Absolute / Weirdness
man 1,016 2.10
head 933 3.16
eyes 813 3.51
hand 783 2.84
face 756 2.77
hands 574 3.88
Tom 536 12.26
men 529 1.74
John 508 1.98
woman 375 2.07
Table 3-4: Absolute frequency and weirdness of words referring to characters in the Surrey 
audio description corpus (the wordlist is not lemmatised)
Words referring to space, e.g. room, or to objects related probably to internal space, e.g. 
table, bed, or objects that separate rooms or indoor and outdoor space, such as door and 
window are also included and ‘weirdly’ used, mostly in combination with characters, as in [2].
[2] In the monastery> Hana opens the bedroom door and contemplates the empty room.
Word referring to 
objects and space
Absolute / Weirdness
door 1,365 6.91
room 714 2.96
car 615 2.83
table 426 2.70
window 407 4.93
bed 373 3.01
Table 3-5: Absolute frequency and weirdness of words referring to objects and space in the 
Surrey audio description corpus (the wordlist is not lemmatised)
Words referring to events are usually in the form of verbs and can refer to the sight, such 
as look, as in [3], or stare and watch, as in [4]. Other words referring to events can be related 
to the human body movement, e.g. turns, and change of space, such as walks, goes, steps, as 
in [5], whereas others can refer to movement related to the human body and an object, such as 
puts, pulls, open and sits, as in [6]. The verb stop is also included mostly as aspectual, [7]. 
Most words referring to events are used unusually, especially the words pull, watch and stare, 
appear in audio description more than a hundred times than in the BNC, Table 3-6.
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[3] He takes the paintings and looks at them.
[4] He collects his equipment. Tearfully, Hana watches him leave.
[5] Katharine turns and walks across the sand.
[6] He sits beside Katharine
[7] Cole stops playing.
Word referring to 
events
Absolute / Weirdness
looks 1,797 20.03
turns 994 34.15
takes 679 7.37
walks 645 44.65
sits 604 63.46
stands 538 19.10
open 522 2.21
pulls 497 106.79
smiles 494 65.17
stares 493 287.95
goes 488 4.21
look 486 1.14
puts 475 21.06
steps 472 8.74
watches 464 105.71
opens 426 31.77
runs 394 9.49
stops 388 31.14
go 370 0.52
Table 3-6: Absolute frequency and weirdness of words referring to events in the Surrey audio 
description corpus (the wordlist is not lemmatised)
Other open class words refer to colours, white, black and red, usually to describe what the 
characters wear, as in [8], or the colour of objects, as in [9]. The word water is also frequent, 
referring either to the water in lakes, the sea, rivers or ponds, as in [10] or water in glasses and 
cups, as in [11]. The words referring to colours are used more frequently than in common 
language, Table 3-7.
[8] She is wearing a simple white dress ...
[9] A piece o f  red and green fo il.
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[10] She gazes at her reflection in the water.
[11] Caravaggio fills a cup with water.
Word referring to 
colours/ 
miscellaneous
Absolute / Weirdness
white 541 2.83
water 429 1.57
black 420 2.16
red 367 3.11
Table 3-7: Absolute frequency and weirdness of words referring to colours and miscellaneous 
words in the Surrey audio description corpus
All these words suggest that, most of the time, characters (man, men, woman, Tom etc.) 
are described to be acting in relation to space (walk, go etc.) or moving in a certain way (turn) 
or looking at something in a certain way (look, stare, watch). Most open class words are used 
more frequently in the specific context than in common language, especially the words 
referring to events, with the words watches, stares and pulls presenting a weirdness of more 
than 100%. This suggests that events are important in audio description, which reminds us of 
the significance of events in narrative, as it comprises of a sequence of connected events in 
space and time. In the specific type of narrative, lexical regularities are used to describe 
events in films, in particular events referring to sight, body movement and change of space.
3.1.4 Frequent Collocations in Audio Description
The words referring to events should be investigated in terms of the context in which they 
appear. Analysing collocations can disambiguate the way in which certain words are used 
and give insights into what kinds of events are narrated by audio description. Frequent 
collocations may help us detect regularities in the language of audio description and 
disambiguate the meaning of certain lexical items. Among the 41 most frequent open class 
words in audio descriptions, of particular interest for the present research are words that refer 
to events, such as looks, watches, stares, stands, smiles, walks, turns, sits, takes, stands, steps, 
goes and go. We now show examples of the most interesting collocations, accounting for 
more than 15% of the word occurrence. To compute the collocations, we first processed the 
concordances where the frequent words appeared, using system Quirk (University of Surrey) 
and then manually counted the co-occurrence of the frequent words with other words or 
classes of words, such as [character] which can be expressed by a noun phrase, proper noun 
or personal pronoun, [action] expressed by a verb, [location], [object], [thing] usually
49
Chapter 3. The Language o f Audio Description and Plot Summaries
expressed by noun phrases, and [preposition]. The collocations are interpreted with the local 
grammar symbols following Grosz and Sidner (1986).
3.1.4.1 Collocations with looks
Looks is the most frequent open class word of the corpus occurring 1,797 times. It suggests 
what the character looks at and is sometimes important revealing plot significant objects or 
other characters. It was followed by adverbs characterising the look or an adjective changing 
its meaning describing how the character appears, and thus revealing the characters’ 
emotions, thoughts or goals. Looks collocated around 350 times with the preposition at, 
followed by a word referring to a character, an object or thing, as in [10], and 342 times with 
up describing where the character looks, as in [11]. Adverbs describe the character’s look, as 
in [12], whereas adjectives change its meaning, as in [13], possibly describing a state rather 
than an event. Often, an -ing form may follow to show a state or another action taking place 
at the same time as the looking at, as in [14].
[10] Standing beside a simple metal ra iling  she looks at her reflection in the murky water.
[11] The old man looks up as he hears a plane approaching.
[ 12] He looks at her questioninglv.
[13] Madox looks puzzled.
[14] She looks pensively at the bell-tower o f  the monastery standing outlined against the 
evening sky.
Collocation Collocation / Word /
[character] LOOKS AT vO-2 words [character] / [object] 350 1,797
[character] LOOKS UP 342
Table 3-8: Frequent collocations with looks
3.1.4.2 Collocations with turns
The word turns shows the character’s body movement in relation to another character or a 
following action. It is the second most frequent word referring to an event, occurring 994 
times. It collocated 295 times with the word to and another word referring to a character, as 
in [15], or an action, as in [16] and 141 times with the word and and another word referring to 
an action, usually the words sees, looks or walks, as in [17].
[15] Norman turns to Strom
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[ 16] Once again he simply nods and turns to watch her go. 
[ 17] Katharine turns and walks across the sand.
Collocation Collocation / Word /
[character] TURNS TO [action] / [character] 295 994
[character] TURNS AND [action] 141
Table 3-9: Frequent collocations with turns
3.1.4.3 Collocations with takes
The word takes can be important linking characters with objects, which are significant to the 
evolution of the story plot. It appears 679 times in the corpus, usually followed by out, as in
[18] and other words referring to objects or a possessive pronoun and an object, as in [19].
[ 18] Muller takes out a razor... The razor slices his flesh
[ 19] Almasy takes her suitcase from the boot and hands it to a porter.
Collocation Collocation / Word /
[character] TAKES OUT vO-2 words [object] 79 679
[character] TAKES HIS / HER [object] 65
Table 3-10: Frequent collocations with takes
3.1.4.4 Collocations with walks
The action of walking indicates body movement of the characters and is associated with the 
characters in relation to internal or external space and may be important to capture spatial 
information. Walks occured 645 times, usually collocating with the preposition into followed 
by a location, as in [20], or with the preposition off, as in [21], or with the adverb slowly 
followed by a preposition such as to/towards etc. and a word referring to a location, a thing or 
a character, as in [22]. The location is usually represented by words such as room, kitchen 
etc.
[20] As he does so, Harry, dressed in black, walks into the room.
[21] With a dejected look on his face, Peter walks off down the street.
[22] Peter, hands in pockets walks slowly over to his friend.
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Collocation Collocation / Word /
[character] WALKS INTO vO-1 words [location] 39 645
[character] WALKS OFF 41
[character] WALKS SLOWLY [preposition] vO-3 words 
[location] / [thing] / [character]
39
Table 3-11: Frequent collocations with walks
3.1.4.5 Collocations with sits
The word sits is quite frequent usually denoting the position of the character indoors or
externally, occurring 604 times in the corpus. It collocated with the preposition on and other
words referring to things or pieces of furniture, as in [23], or with prepositions such as down, 
as in [24].
[23] He sits on the edge o f  the bed
[24] Her hands on her lap, she sits down, next to her nephew, on the bed.
Collocation Collocation / Word /
[character] SITS ON THE vO-3 words [thing]/ [furniture] 88 604
[character] SITS DOWN 70
Table 3-12: Frequent collocations with sits
3.1.4.6 Collocations with stands
The action of standing denotes body movement and is usually followed by another action, 
collocating with up, forming a phrasal verb, and other words referring to actions 49 times, as 
in [25], and most of the time with different prepositions or words referring to space, as in 
[26],
[25] His ja w  set, he stands up and walks away
[26] In  the monastery Caravaggio stands in the sickroom
Collocation Collocation
/
Word /
[character] STANDS UP vO-1 words [action] 49 538
Table 3-13: Frequent collocation with stands
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3.1.4.7 Collocations with open/ opens
The action of opening is usually related to a door, as well as to the character’s body 
movement and mainly change of space and consequently change of scene or at least shot. 
The word open occured 522 times and the word opens 464 times, both collocating several 
times with the word door, as in [27] and [28].
[27] Katharine holds the heavy door open as Almasy helps the men climb to safety.
[28] He opens the front door of his home. Inside, sitting in the darkness is Aunt May, ...
Collocation Collocation / Word /
<door> OPEN 33 522
[character] OPENS v0-2 words DOOR 102 464
Table 3-14: Frequent collocations with open/ opens
3.1.4.8 Collocations with smiles
The action of smiling at a character is often described and can express the character’s 
thoughts or intentions. The word smiles was detected 494 times in the corpus, collocating 
several times with the preposition at and words referring to characters, as in [29], or different 
adverbs, as in [30], characterising the way of smiling, revealing the character’s state of mind.
[29] She smiles at a little girl sitting opposite who is regarding her curiously.
[30] Lady Hammond smiles delightedly as Katharine crosses the courtyard.
Collocation Collocation / W ord /
[character] SMILES AT vO-1 words [character] 33 494
Table 3-15: Frequent collocation with smiles
3.1.4.9 Collocations with stares
A character staring at someone or something is usually described to show a behavioural 
process. The word stares occured 493 times and collocated with the word at. A character 
staring at another character may reveal fondness, as in [31], but a character staring at an 
object or thing reveals that the character is thinking of an action related to them, as in [32].
[31 ] She stares at her super hero
[32] Peter stares at the brick building behind him, then one after the other places his hands 
on the surface and starts to climb.
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Collocation Collocation / Word /
[character] STARES AT vO-2 words [character] / [thing] 193 493
Table 3-16: Frequent collocation with stares
3.1.4.10 Collocations with goes
The action of going is related with the characters’ body movement and change of space. It 
appeared 488 times, collocating 188 times with the word to and words referring to characters, 
actions or locations, as in [33].
[33] H arry goes across to M ary Jane
Collocation Collocation / Word /
[character] GOES vO-1 words TO [character] / [action] / [location] 188 488
Table 3-17: Frequent collocation with goes
3.1.4.11 Collocations with puts
The word puts denotes the character’s body movement in relation to an object or a body part, 
such as arm or hand. It appeared 475 times, and usually refers to the action of placing an
object, as in [34]. It collocated 30 times with the words arm around her, as in [35], to show
fondness or consolation of a character.
[34] He puts his book beside her.
[35] He puts an arm around her.
Collocation Collocation f Word /
[character] PUTS [det] ARM AROUND HER 30 475
Table 3-18: Frequent collocation with puts
3.1.4.12 Collocations with steps
The action of stepping shows the character’s body movement and change of space, usually 
combined with other actions referring to movements. The word steps appeared 472 times, 
and collocated 56 times with fo rw a rd  and other words referring to actions, as in [36].
[36] Peter steps forward and puts one arm then the other...
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Collocation Collocation / Word /
[character] STEPS FORWARD AND [action] 56 472
Table 3-19: Frequent collocation with steps
3.1.4.13 Collocations with watches
The action of watching denotes a behavioural process related to the characters sight. The 
word watches occured 464 times usually describing characters who watch other characters 
moving or things happening, as in [37] and collocated 59 times with words referring to 
characters and the word go, to suggest a change of scene, as in [38].
[37] In the bedroom the patient watches Hana closely as she prepares a hypodermic needle.
[38] She watches him go
Collocation Collocation / Word /
[character] WATCHES <him> GO 59 464
Table 3-20: Frequent collocation with watches
3.1.4.14 Summary
All frequent verbs detected in the top hundred words of the audio description corpus can be 
classified according to the set of ‘generic human actions’ for the human movement in Gavrila 
(1999), into stand-alone actions, such as looks, walks, stands, interactions with objects, such 
as opens and takes and interactions with people such as puts in puts an arm around. Verbs 
implying complex human movement, such as murder, were not found. Thus, it appears that 
audio description includes mostly information about events related to the characters’ body 
movements. According to Gavrila’s set of generic human actions for visual analysis of the 
human movement (1999), frequent verbs or verb collocations referring to events in audio 
description could be classified as follows:
Type of generic human action Audio description verb collocation
Stand-alone actions looks (at), turns (to), walks (into), sits (down), stands (up), 
smiles (at), stares (at), goes (to), steps (forward), watches
Interactions with objects takes, puts, opens door,
Interactions with people puts an arm around
Table 3-21: Frequent collocations in audio description referring to human movement, classified 
according to Gavrila’s set of generic human actions (1999)
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The characteristics of these events discussed in the examples above show that they could 
possibly be further characterised into stand alone actions related to change of space, such as 
wal/cs, goes and steps or related to body movement without change of space, such as turns, or 
related to the character’s position in the scene, such as stands and sits. Takes and puts refer to 
interactions with objects, which may be plot significant. Interestingly, the interaction with an 
object opens door suggests change of space, from room to room, from indoors to outdoors or 
the opposite. Putting an arm around is an interaction with another character usually 
suggesting fondness or consolation. Looking at and sm iling at describe stand-alone actions, 
which when followed by adverbs, such as questioningly or fondly etc. can reveal the 
characters’ emotions or thoughts. Staring at another character can be ambiguous showing the 
characters’ fondness or the character’s intentions for a future event. Finally, the stand alone 
action watches usually refers to watching events involving other characters.
3.1.5 Classifying the Kinds of Processes Described by Audio Description
To investigate the nature of events referred to by audio description, we will now analyse the 
thirty most frequent verbs of the corpus, which are classified according to functional grammar 
processes (Halliday, 1994), Table 3-22. The counts were realised on lemmatised verbs and 
concordances were processed to confirm the verb sense in every case. All verb instances 
counted belong to a specific class of processes. For example, we have counted all instances 
of the verb look related to its behavioural sense related to perception and not to its relational 
sense (seems) which was infrequent.
Material processes or processes of ‘doing’ were found to be the majority of events. 
Mental processes or processes of ‘sensing’, ‘ feeling’ and ‘thinking’ are rare, as only two 
mental processes, related to sight, were detected. Relational processes or processes of 
‘ identifying’ (being) and ‘attributing’ (having) are infrequent as only the process of ‘being’ 
was detected among the frequent verbs. Behavioural processes or processes o f ‘behaving’ are 
infrequent as five verbs expressing behavioural processes were identified. Verbal processes 
or processes of ‘saying’ and existential processes or processes of ‘existing’ (there is...) were 
not detected.
On some occasions, it is difficult to distinguish between processes and one should observe 
whether the verb denoting the process is transitive or intransitive, as well as the type of 
action. When the verb is intransitive, one way to define whether it refers to a material or 
behavioural process is to observe the type of action. The process is material, when the verb 
refers only to an action. The process is behavioural, when the verb does not only refers to an
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action, but also depends on the person's emotive, sensory or cognitive responses. A verb 
expressing a mental process can either be transitive or the target of the mental activity 
indicated by the verb is either implicit, or mentioned in the adjunct that follows the verb. 
Usually, when a verb describing sensing, feeling or thought is transitive, it is more probable 
to express a mental and not a behavioural process. The behavioural processes stand between 
material and mental. As a consequence, sometimes it is difficult to distinguish between 
behavioural process verbs and material process verbs, or behavioural process verbs and 
mental process verbs. Most of the time, a verb expressing a behavioural process is 
intransitive and indicates an activity where both the physical and mental aspects are 
inseparable and essential to it. Verbs denoting a material process can either be transitive or 
intransitive. If a verb which describes physical action is transitive, it definitely refers to a 
material and not to a behavioural process.
Process Verbs in audio description
Material: turn, take, walk, sit, stand, open, go, put, step, hold, close, wear, carry, run, fall, 
lift, throw, kiss, lead, get, give, cross
Relational: be
Mental: watch, see
Behavioural: look, smile, stare, glance, nod
Table 3-22: The thirty most frequent verbs in the Surrey audio description corpus, categorised 
according to functional grammar processes (Halliday, 1994) - (the wordlist is lemmatised)
The category including the majority of the verbs is that of material processes. Verbs, such 
as turn and walk [39], involving one character and body movement, or take, involving two 
participants, are frequent material processes. Due to the great variety of events represented 
by this category, different types of classification can be employed on the basis of the desired 
analysis; they could be further categorised into stand-alone actions, such as walk or turn and 
interactions with objects, such as hold or take and interactions with people, such as kiss etc., 
according to Gavrila’s classification of visual analysis of the human movement (1999), or 
classified in terms of the participants involved in the process (e.g. transitive VS intransitive), 
or based on the inherent semantic verb meaning (e.g. sleep and snore) or according to the 
duration interpreted by the verbs (e.g. runs VS walks, carries VS picks up) etc.
[39] Katharine turns and walks across the sand.
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Two mental processes have been found referring to perception and specifically sight; watch 
and see, as in [40]. However, mental processes concerning affection (e.g. worry, like) and 
cognition (e.g believe, know) are hardly expressed in audio description, as the describers 
depict what can be seen relatively to the characters and not what the characters feel or think; 
this is implied by the rest of the context. A verb expressing a mental process can either be 
transitive or the target of the mental activity indicated by the verb is either implicit, or 
mentioned in the adjunct that follows the verb. Usually, when a verb describing sensing, 
feeling or thought is transitive, it is more probable to express a mental and not a behavioural 
process.
[40] In  the distance she sees ro lling  clouds o f  sand billow ing towards them
Only one relational process was detected amongst the thirty most frequent processes. The 
verb be is a frequent relational process and can be proved useful for the understanding of a 
story as it describes states, as in [41]. Other relational processes, not that frequent, are have 
and look (with the meaning of seem). However, in the present thesis we are interested in 
analysing events rather than states.
[41] Hana is intrigued
Five behavioural processes were identified with look, smile and stare the most popular 
ones. Some verbs can describe different processes in different context. For example the verb 
look is either behavioral, referring to sight, e.g. he loolcs at the sea, or relational with the 
meaning of ‘seem’, e.g. he looks puzzled. Here, we have separated the instances of look, 
referring to behavioural or relational processes. Looks mostly appears as a behavioural 
process and the instances which refer to a relational process were not enough to classify it as a 
relational process as well. These processes can give some insights on the way the characters 
are behaving and perhaps on their emotional state; for example sm iling at someone may 
reveal fondness towards a character, or different emotions according to the adverb following, 
as in [42]. Other behavioural processes can be described more explicitly by verbs not as 
frequent, such as cry, laugh etc.
[42] As the meal is served Almasy sips champagne and stares defiantly at Katharine.
The other two kinds of processes, verbal and existential, appear rarely in an audio 
description script. Verbal processes are not encountered, as the describers do not use quoting 
verbs or reported speech because of the existence of the dialogue in the film. Existential 
processes, as in [43], can be rarely encountered and may be found in audio description for
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children’s programmes, where the describer needs to give more information of the visual 
content with additional clarifications for children.
[43] There's spinach in her teeth.
3.1.6 A  Note about Temporal Information in Audio Description
Events are temporally connected to form the story; In audio description, they are 
connected in a way that events representing material processes can be followed by events 
expressing mental processes, e.g. Almasy turns and gazes into her eyes, or happening at the 
same time, e.g. Tearfully, Hana watches him leave etc. Temporal relations are important and 
show the order of events revealing cause and effect manifestations.
In this section, time and frequent temporal expressions will be investigated. A key feature 
of audio description scripts is that they can be easily linked to moving images, as every 
utterance is time-coded. A challenge presented is to associate the audio description fragment 
with the correct video interval in movie time. As an earlier study (Turner, 1998) shows that 
about 50% of shots were described and only 40% were exactly associated with the video shot 
the moment of speaking. Observations on the text suggested that the chronological order of 
the events is rather straightforward; however, event relationships should be identified. 
Relationships, like before / after / overlapping, borrowed from Allen’s 13 temporal 
relationships (1983), may be useful but not adequate, as the audience uses also ‘world 
knowledge’ to capture the semantic meaning. In the example Laughing, Jan falls back into 
her seat, the event falls back is included in the event laughing.
It is important to ascertain which video intervals the text fragments refer to, and the 
temporal relationships between the events depicted. In order to integrate audio description 
text with film at a semantic level it is necessary to deal with film in terms of the shots and 
scenes by which it is structured. Two timelines can be distinguished; (i) film time, i.e. the 
time it takes to watch the film; and, (ii) story time, i.e. the time in which the events depicted 
take place, Figure 3-2. The research summarised in the paper on ‘Extracting Temporal 
Information from Collateral texts for Video Indexing’ (Salway and Tomadaki, 2002) concerns 
the temporal information in audio description scripts. The ‘film time’ corresponds to the 
audio description utterances, which can be associated with video data in terms of scenes and 
shots. Events are depicted in the ‘story time’ that can imply specific dates, or the exact time 
in the duration of the day narrated.
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Time can be expressed in many ways in the language, using words including temporal 
aspect or including it in the verb tense etc. Audio describers use mostly present tense, either 
simple, continuous or perfective as they narrate what happens on screen at the moment o f 
speaking.
Events e2
e3
E...
E...
Story Time
Scenes
Shots
Video Data
Scenei Scene2 Scenen
Si S2 Sn
Collateral Text — •  i  #  ♦  E
Utterances p:.m Tim.
Ui U2 U3 Un Fllm Time
Figure 3-2: Two timelines are distinguished in films; film time and story time
Time is also included in several expressions. Table 3-23 presents the most frequent 
temporal expressions in audio description. The counts were made in raw text and all 
instances o f  the words were taken into account. The most frequent conjunction to indicate 
events happening at the same time in the audio description corpus is as appearing 1,750 
occurrences in the time sense. While is mostly used to indicate simultaneity in audio 
description and without implying further connection between events. When and until can be 
used to indicate the start and end o f  events in relation to other events or states, often showing 
that one event can lead to another one. Then occurs only in its time sense, implying the 
completion o f  the first event before the start o f  the next one. Now does not seem to indicate a 
change or contrast between two events across a passage o f audio description. After and 
before can be used to emphasise the sequence o f  events already conveyed by text order.
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Temporal expression Absolute / Weirdness
as 1750 0.55
then 1,081 0.86
again 426 0.97
slowly 363 5.89
now 361 0.33
still 357 0.61
after 278 0.33
later 260 0.84
before 225 0.32
night 195 0.68
while 156 0.35
when 148 0.08
day 111 0.22
morning 96 0.58
quickly 89 0.92
until 74 0.23
evening 48 0.44
Table 3-23: Absolute frequency and weirdness for the most frequent temporal expressions in the 
Surrey audio description corpus (counts were made in raw texts and all instances of the words
were taken into account)
Later is used to indicate change o f  time and to introduce a new scene. The adverb still is 
used with events that have inherent duration and have not finished at the time o f  speaking. In 
contrast the adverb again is quite frequent and implies the repetition o f  an event. Other 
frequent temporal expressions are adverbs with inherent temporal aspect such as slowly and 
quickly, or prepositional phrases, e.g. fo r  a moment etc. Interestingly, the adverb slowly is 
used five times in audio description than in the BNC, as the audio describers can express the 
duration o f  an event as well as the manner.
Time expressions can be used to locate a scene on the story timeline and are usually 
related to non-specific times o f  day: night, morning, day, evening etc. Less frequent are 
expressions for non-specific times o f  year, i.e. days, months, seasons and festival days. 
Specific times and dates, for instance ‘ 1944’ , are less frequent, in part because in many films 
the spectator needs only to understand a general time period, conveyed by costumes, props 
and lighting.
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Verbs such as stop, start, begin, finish etc. refer to the temporal aspect o f  a verb, denoting 
either the start or end time o f  an event, or the duration and can be called aspectual 
(Pustejovsky et al 2004, TimeML, 2002). Table 3-24 summarises the frequency o f  prominent 
aspectual verbs for the third person singular, and the ratio with the BNC frequency; for 
example, the absolute frequency o f  the process stops was 338 and its ratio with BNC was 
31.14, showing that it is used quite unusually in audio description.
Aspectual verb Absolute / Weirdness
stops 338 31.14
starts 258 8.12
begins 68 2.67
finishes 22 5.11
Table 3-24: Absolute frequency and weirdness of ‘aspectual verbs’ in the Surrey audio 
description corpus (counts were made only for the second singular person, the wordlist was not
lemmatised)
3.2 The Language of Plot Summaries
Plot summaries are the second collateral text for films, which will be analysed. A corpus o f 
111 plot summaries has been collected, classified in the same genre categories as the audio 
description corpus. The corpus is then investigated in terms o f  word and collocation 
frequency, as well as most frequent verbs and temporal expressions.
3 .2 .1  P lo t S u m m a ry  C o r p u s  D esign
A corpus o f  plot summaries was collected based on the design criteria o f  the audio 
description corpus and classified in the same nine categories, previously defined by the expert 
audio describers. Plot summaries from five different on-line sources have been collected; 
Internet Movie Database (imdb.com), Cinemas-online.co.uk, Movieweb.com, 
Ruinedendings.com and All Movie Guide in New York Times. They are not produced by 
experts following certain guidelines, but published by any individual who decides to publish a 
film summary on-line. As plot summaries are short texts, totalling around a hundred words, 
we have gathered plot summaries for the same 45 films as in the audio description corpus, as 
well as 66 additional plot summaries so that the amount o f  films per category was more than 
doubled, including 111 summaries, totalling 13,761 words, Table 3-25, in order to investigate 
more examples o f  plot summaries, as these are short texts. The film titles, the author names 
and the online sources can be found in Appendix B.
62
Chapter 3. The Language o f Audio Description and Plot Summaries
Film Category Number of plot 
summaries
Word /
Action 16 2,138
Children: animation 12 1,508
Children: live action 6 786
Comedy 8 918
Dark 15 1,860
Miscallenaous 24 2,887
Period drama 11 1,197
Romantic 11 1,264
Thriller 8 1,203
Total 111 13,761
Table 3-25: The plot summary corpus, including 111 plot summaries for films, spread across nine
categories, totalling 13,761 words
3.2.2 Plot Summary Corpus Analysis
Plot summaries include the culminant points o f  a film story. Interestingly, when people 
summarise a film story. They usually start with the main character, thus most plot summaries 
are character-centered. First, the major character is presented and then the main states and 
events that surround the protagonist are described. Consider for example the following plot 
summary for the film Harry Potter and the Philosopher’ s Stone, Figure 3.3. The plot is 
unfolded around the main character, Harry Potter. The main character’ s identity or 
characteristics are usually mentioned when the character is introduced, e.g. young Harry 
Potter. Along with the protagonist, other important characters are mentioned; these are either 
assistants to the protagonist’ s goals, e.g. Hagrid, Ron and Hermione who are Harry’ s friends, 
or opponents, e.g. Fluffy the three headed dog, which is the main obstacle to get to the desired 
object, or their relation to the main character may trigger other events, e.g. Harry’s parents, 
who died and Harry is being brought up by his uncle and aunt. Important states are described 
as they can determine the plot, for example the state e.g. Harry still has a lightning-shaped 
scar on his forehead  is described as it gives Harry a magic strength and is the cause why 
Voldemort was somehow deprived o f  his powers. The main events are narrated surrounding 
the protagonist. For example, Harry receives a letter, meets his teachers at Hogwarts, 
becomes friends with Ron and Hermione, overcomes obstacles to get to the guarded object 
etc. The character’ s desires, beliefs, goals and intentions are also revealed, as they shape the 
plot; for instance, Harry’s quest is to get to the guarded object, which expresses Harry’ s goal 
or intention and affects the course o f  some other events, such as overcome the three-headed
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dog etc. Spatial information is also included in plot summaries, for example Harry lives in a 
small chamber under the stairs, whereas later he goes to Hogwarts School o f  Witchcraft. 
Temporal information can be expressed with the choice of different verb tenses, present 
perfect for an action which has passed, e.g. his parents have died, or simple past for a state 
which is no longer true, e.g. when he was a baby and simple present for the main events 
taking place in the story, e.g. Harry receives a letter. The order in which the events are 
mentioned follows the order in which the events are shown in the film, although some events 
may happen at he same time as others in the film, such as Harry meets his teachers and Harry 
becomes friends with Ron and Hermione. However, there are films with flashbacks and 
mixed order, such as Pulp Fiction and Memento, which may be narrated in plot summaries in 
different order. Finally, the end of the story might sometimes not be revealed.
Young Harry Potter has to lead a hard life: His parents have died in a car crash when he was still a 
baby, and he is being brought up by his Uncle Vernon and Aunt Petunia. For some reason 
unbeknownst to the bespectacled ten-year-old, the Dursleys let him live in the small chamber under 
the stairs, and treat him more like vermin than like a family member. His fat cousin Dudley, the 
Dursley's real son, keeps bothering Harry all the time. On his eleventh birthday, Harry Potter finally 
receives a mysterious letter from a certain Hogwarts School of Witchcraft and Wizardry, telling him 
that he is chosen as one of the future students of that supposedly renowned school. Hagrid, the 
gigantic man who brought the letter, finally introduces Harry into the real circumstances of his life: 
His parents were a wizard and a witch, they were killed by the evil wizard Voldemort protecting 
him. Harry still has a lightning-shaped scar on his forehead from that event. Since he survived the 
attack as a baby, and also somehow deprived Voldemort from his powers, he has been famous in the 
wizarding world ever since. The Dursleys, strong disbelievers in that magical crap, never told Harry 
anything about his true self. So, Harry is strongly surprised, yet absolutely happy to start his 
training. At Hogwarts, Harry meets his teachers, and becomes friends with Ron Weasley and 
Hermione Granger. The three of them accidentally find out that the potions master, Severas Snape, 
seems to plot on stealing something that is guarded by a three-headed dog. Since nobody would 
believe some first years to have found out such important things that even would incriminate a 
Hogwarts teacher, they take it on themselves to find out what Snape is up to. Their quest for the 
truth leads across many obstacles, from keeping up the everyday school life, a bewitched Quidditch 
match, Fluffy, the three-headed monster dog and quite some tasks one has to overcome to get to the 
guarded object.
Figure 3-3: Plot summary for the film ‘Harry Potter’ (vvww.imdb.com)
Observation of the language used in plot summaries shows that there are words which 
can refer to the characters’ motivations, or actions or goals. This suggests that the same 
tokens can relate to several parts of the ‘act diagram’, which was first applied to Russian tales 
by Propp (1973), representing the story plot, and later on theatrical plays by Greimas (1966). 
The words showing family relations can give some insight about the motivation of the actor 
or can be the receiver of the act, or assistants of the act, helping the actor. The words that 
relate to characters can refer to the actor or to the assistants or opponents of the act.
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Motivation _____________________ Actor______________________ Receiver
Snape, seems to plot on stealing something Harry world of witchcraft
▼
Act
Figure 3-4: Act diagram applied to the plot summary for the film ‘Harry Potter’
3.2.3 Frequent and Weird Words in Plot Summaries
We now analyse the language used in the plot summary corpus to find out whether plot 
summaries lexical patterns to describe films. Following the same method as in the audio 
description analysis, we will detect the open class words in the top hundred words o f  the 
corpus and process word and collocation frequency. We then investigate the most interesting 
collocations appearing in more than 30% o f  the instances o f  the word.
Position Token No of 
OCW
1-10 the, to, a, and, of, his ,is, in, he, her 0
11-20 with, that, for, who, has, as, but, by, an, him 0
21-30 their, they, on, when, it, from, she ,be, are, one 0
31-40 after, life, man, at, all, into, up, have, will, about 2
41-50 can, out, only, now, so, time, new, not, this, been 3
51-60 then, was, get, family, does, himself, which, two, them, more 2
61-70 world, back, help, other, wife, men, also, love, while, do 5
71-80 father, first, way, years, war, there, son, day, own, being 6
81-90 if, like, woman, harry, some, young, tom, finds, must, than 5
91-100 little, over, what, story, before, doesn, discovers, named, against, earth 4
Cumulative frequency 27
Table 3-26: The top hundred words in the plot summaries corpus with the open class words 
(OCW) in bold (the wordlist is not lemmatised)
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The hundred most frequent words in the plot summaries corpus, Table 3-26, include 
twenty-seven open class words. This suggests that plot summaries use lexical regularities. It 
appears that the twenty-seven open class words refer to characters, events and time or to 
miscellaneous situations or things, Table 3-27.
Kinds of information Plot summary open class words
Words that refer to characters man, family, wife, men, father, son, woman, 
harry, tom
Words that suggest events/ states get, help, love, finds, discovers, named
Words that refer to time now, time, new, years, day, young
Miscellaneous life, world, way, war, story, earth
Table 3-27: Open class words in top hundred words of the plot summaries corpus (the wordlist is
not lemmatised)
Nouns or proper nouns are used to refer to characters, e.g. man, men, woman, Harry and 
Tom, as in [1]. Words such as father, family, wife, son refer to characters and family 
relations, probably because their relation to the main character triggers other events o f  the 
plot, such as in [2], where the murder o f  Sullivan’ s son and wife in the film Road to Perdition 
prompts the protagonist’ s goal for revenge.
[1] The motel is managed by a quiet young man called Norman...
[2] A hit man from the same mob is sent to kill Sullivan and his family, but only kills his wife 
and son, Peter.
Words referring 
to characters
Absolute / Weirdness
man 42 2.79
family 23 6.67
wife 19 6.34
men 19 2.38
father 18 2.85
son 16 5.89
woman 15 3.42
Harry 15 18.73
Tom 15 11.14
Table 3-28: Absolute frequency and weirdness of words referring to characters in the plot 
summary corpus (the wordlist is not lemmatised)
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All words are used in an uncommon way, when according to their weirdness values. In 
particular, the words wife and family are six times more frequent in plot summaries, while the 
proper nouns Harry and Tom are the most popular male protagonist names o f  the corpus, 
Table 3-28. Words such as help, love, finds etc. suggest events involving two participants, 
either characters, as in [3] or a character and an object, as in [4]. The word named refers to a 
state, such as in [5].
[3] Dr. Hannibal Lector (Hopkins), a brilliant, murderous cannibal who will only help 
Starling if she feeds his morbid curiosity with details about her own complicated life.
[4] On a little off-coast island, a clan o f  lemurs finds a dinosaur egg, hatching
[5] A few  months later he is hired to help a troubled boy named Cole Sear
Most words referring to events are used more than in common language, suggesting that plot 
summaries use lexical regularities to narrate films. Discover appears to be an important event 
as it is used 206 times more frequently in the context o f  plot summaries. Finds, which is 
semantically related to discovers, is around 27 times more frequently used than in the BNC; 
the unusual use o f  these words perhaps shows that discovering or finding something can be 
either a character’ s goal or an event affecting the course o f  later events. The words help and 
love are used more frequently, showing the characters’ relations. The word get, which is 
followed by different prepositions changing its meaning, does not present significant increase 
in frequency. Named expresses a state and is unusually repeated in the plot summaries 
corpus.
Words referring 
to events/ states
Absolute / Weirdness
get 24 1.99
help 20 5.50
love 18 4.17
finds 15 27.59
discovers 14 206.50
named 14 20.57
Table 3-29: Absolute frequency and weirdness of words referring to events in the plot summary
corpus (the wordlist is not lemmatised)
Words related to time, such as day, years, time, now, are also described, to show the evolution 
o f  the plot in the story time, as in [6]. The adjective young refers to the character’ s age, as in
[7], and the word new includes a temporal aspect. All words present a slight increase in their 
frequency in plot summaries when compared to their frequency in the BNC, with young being 
the most unusual word, Table 3-30.
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[6] A few years later Graham is approached by his former boss
[7] Authorities enlist the help o f  a brilliant young man named Tom Jericho
Word referring to 
time
Absolute f Weirdness
time 27 1.18
new 27 2.31
years 17 1.81
day 16 1.66
young 15 2.80
Table 3-30: Absolute frequency and weirdness of the most frequent temporal expressions in the 
plot summary corpus (the wordlist is not lemmatised)
Other words are war, life, world, story and earth that are probably included in general 
statements about the characters or situations. Especially the words life and story are mostly 
found in statements that suggest the story around the protagonist, as in [8] and [9]. The words 
war and earth are the most uncommonly used in this category, Table 3-31, with the word war 
referring usually to the second world war, as in [10] or fictional wars, and the word earth 
referring to fictional situations where the planet is in danger, as in [11].
[8] As the angels discuss George, we see his life in flashback
[9] The moving story o f  an English mapmaker and his dying memories o f  the romance that 
tragically alters his life
[ 10] During the heart o f  World War II...
[11] An asteroid the size o f  Texas is on a collision course with Earth
Miscellaneous
Words
Absolute / Weirdness
life 44 4.50
world 20 2.45
way 17 1.08
war 17 3.72
story 14 4.58
earth 14 6.52
Table 3-31: Absolute frequency and weirdness of miscellaneous words in the plot summary
corpus (the wordlist is not lemmatised)
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3.2.4 Frequent Collocations in Plot Summaries
As events are important to represent narrative, we are particularly interested in words that 
refer to events presenting significant weirdness in plot summaries, such as love, help, find and 
discover. The observation o f  frequent collocations can elucidate their usage. The words 
referring to events appear to be verbs with the exception o f  love, which most o f  the time is a 
noun, although usually belonging to a verb group such as fall in love with, and two 
occurrences o f  the word help as a noun. We now include the most obvious and frequent 
patterns that can be found after processing the concordances for the twenty-seven open class 
words o f  the first hundred words o f  the plot summaries corpus. We analyse collocations that 
account for more than 30% o f  the tokens’ occurrence. The collocations were computed by 
first processing the concordances o f  the frequent words with system Quirk and then manually 
counting their co-occurrence with other words or word classes, in the same way we calculated 
them in Section 3.1.4. In terms o f  events, most plot summaries talk about characters falling in 
love, characters that discover something, find something or someone and help someone. 
Interestingly, the words love, discovers, finds and helps can give an insight to the story plot; 
the same words can express the characters actions (finds, helps, love), or reveal the characters’ 
motivations or goals.
3.2.4.1 Collocations with love
The word love is quite frequent in the plot summary corpus and can suggest the event love 
collocating with verbs and prepositions; usually preceded by the words fall in and followed 
by with, as in [12] or occurring as a verb, as in [13], Table 3-32.
[12] As a young academic, teaching philosophy at Oxford, Murdoch meets and eventually 
falls in love with fellow professor John Bayley
[13] Kate Gulden loves her children and her husband.
Collocation Collocation / Word /
[character] LOVES v0-2 words [character] 5 25
IN LOVE WITH vO-1 words [character] 7
[character] v0-3 words <fall> IN LOVE WITH v0-3 words 
[character]
6
Table 3-32: Frequent collocations with love
3.2.4.2 Collocations with help
The word help is usually associated with a character and an assistant, as in [14].
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[14] She says that she will help him
Collocation Collocation / Word /
[character] v0-3 words HELP [character] 8 18
Table 3-33: Frequent collocation with help
3.2.4.3 Collocations with discovers
The word discovers is usually mentioned towards the start o f  the plot summaries, showing 
that it triggers the sequence o f  events following, as in [15].
[15] David Levinson, an ex-scientist turned cable technician, discovers that the aliens are 
going to attack major points around the globe in less than a day
Collocation Collocation / Word /
[character] DISCOVERS THAT vO-1 [character]/ [entity] 
[action]
7 17
Table 3-34: Frequent collocations with wants
3.2.4.4 Collocations with finds
35% o f  its instances the word finds collocates with him/  herself, as in [16] and 41% with a 
word showing something or someone, as in [17].
[16] One day she finds a small box containing a child's mementos and decides to set about 
finding its rightful owner...
[17] John Kelso a magazine reporter finds himself in Savannah
Collocation Collocation / Word /
[character] FINDS [thing] / [character] 7 17
[character] FINDS HIMSELF / HERSELF 6
Table 3-35: Frequent collocations with finds
3.2.5 Classifying the Kinds of Processes Described by Plot Summaries
The top thirty verbs in the plot summary corpus were classified according to functional 
grammar. Material processes occupying the majority o f  the processes with twenty verbs and
70
Chapter 3. The Language o f Audio Description and Plot Summaries
mental processes are the next dominant class, with seven verbs. The thirty most frequent 
verbs in the plot summary corpus are summarised in Table 3-36;
Process Verbs in plot summaries
Material- get, help, find, go, take, meet, become, kill, make, destroy, play, save, come, escape, 
move, lose, try, murder, die, leave
Relational: be, have
Mental: love, discover, want, know, see, decide, seem
Verbal: tell
Table 3-36: The thirty most frequent verbs in the plot summaries corpus, categorised according 
to functional grammar processes (Halliday, 1994)
The verbs referring to material processes have some different characteristics; there are 
verbs denoting movement and change o f  space, such as go, come, move, escape and leave, as 
in [18], verbs indicating death, such as kill, murder and, die, as in [19], verbs expressing 
interactions with people, such as meet etc.
[18] Vianne Rocher and her pre-teen daughter move into town and open a chocolate shop just 
as lent is beginning
[19] A psychopath known as Buffalo Bill is kidnapping and murdering young women across 
the midwest.
Seven mental processes were detected in the plot summary corpus. In contrast with 
mental processes found in audio description, in plot summaries there are mental processes o f 
cognition, such as discover, know and decide, mental processes o f  affect, such as love and 
want, and mental processes o f  perception, such as see and seem. All kinds o f  mental 
processes have been detected in this corpus. These may be important as processes o f  
‘ knowing’ , ‘ feeling’ and ‘ thinking’ may influence the course o f  later events, representing the 
characters’ knowledge, desires and goals, as well as beliefs or thoughts. For example, in [20], 
Milo Thatch knows that Atlantis was real and starts his journey to find it, in [21], Harry 
Osborn wants Spiderman dead and starts plotting against him, whereas in [22], a deaf man 
sees the killer and the killer tries to charge the murder on him.
[20] He knows that Atlantis was real, and he can get there if he has the mysterious Shephards 
journal,
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[21] Harry Osborn, who still blames Spiderman fo r  the death o f  his father, Norman Osborn, 
also the Green Goblin, wants him dead
[22] A blind man who hears the killer, and a deaf man who sees her.
Two relational processes were found, the verb be, as in [23], and have, as in [24]. These 
express states and will not be further investigated.
[23] The prisoner is psychiatrist, Dr. Hannibal Lector (Hopkins), a brilliant, murderous 
cannibal...
[24] David has never ever been hurt or sick in his life, his physical strength is larger than 
normal and he has a skill which others don't
Verbal processes constitute only the 3%, with the verb tell, which either appears as 
instructing someone do something, as in [25], or as informing, as in [26]. Finally, very few 
behavioural and existential processes were found in the corpus.
[25] Pelias tells Jason to travel to Colchis to find the Golden Fleece
[26] He then meets her and tells her what her brief is
3.2.6 A  Note about Time in Plot Summaries
Plot summaries present the events usually following the order that the events have been 
viewed in the film, except for flashbacks and events with no end, such as love, which may be 
mentioned once in the plot summary, but are represented in multiple film scenes. Plot 
summaries refer to events according to both film and story timelines. They describe the story 
events by reference to the film. The duration o f  events, their start and end time, as well as 
their relation to other events are expressed through temporal expressions and aspectual verbs.
A  few temporal expressions are amongst the most frequent words in the list o f  the plot 
summary corpus and aspectual verbs are amongst the 50 most frequent verbs o f  the corpus; 
these results, summarised in Tables 3-37 and 3-38 suggest that events are connected 
temporally with the use o f  words such as while, when, before and after. The words when, 
before and after denote that events happened in a certain order, whereas while suggests that 
there is an overlap between events either taking place at the same time, or one includes the 
other, as in [27]. The adverb now is simply used to express a future event in opposition with 
the previous one, as in [28]. All words are used slightly more frequently than in common 
language, with the word after being the most uncommonly used, expressing posterior actions, 
which can be mentioned in the sentence in the opposite order, as in [29], the predator attack 
happens first and then Marlin is a widower.
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[27] Burned horribly in a fiery crash after being shot down while crossing the Sahara Desert
[28] Now Murdoch must find a way to stop them before they take control o f  his mind and 
destroy him.
[29] Marlin (a clown fish) is a widower who only has his son Nemo left o f  his family after a 
predator attack
Temporal expressions Absolute / Weirdness
when 61 1.84
after 50 3.64
now 28 1.44
before 20 1.08
while 18 2.16
Table 3-37: Absolute frequency and weirdness of temporal expressions in the plot summary 
corpus (the counts have been realised on all instances of the words)
The aspectual verbs begins, stops, starts and ends also appeared in the plot summary 
corpus, with begin and start being used around ten times more than in common language, 
Table 3-38. These verbs are important as they include the start or end of main events, as in
[30] and [31].
[30] Once he loses another o f  his loved ones, William Wallace begins his long quest to make 
Scotland free  once and fo r  all
[31] When her suffering finally ends from an overdose o f  morphine, the District Attorney 
suspects Ellen o f  having helped her mother to end her life.
Aspectual verb Absolute / Weirdness
begins 14 9.24
stops 9 3.87
starts 8 11.26
ends 4 5.27
Table 3-38: Absolute frequency and weirdness of aspectual verbs in the plot summary corpus
3.3 Comparison of Audio Description and Plot Summaries
The lexical analysis of the corpora shows that both plot summaries and audio description use 
lexical regularities to narrate films; the audio description corpus includes 41 open class words
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in the hundred most frequent words o f  the corpus and the plot summary corpus includes 27 
open class words, whereas 6 open class words appear in the BNC. These open class words 
can compose the set o f  lexical regularities used to describe films. The open class words o f  the 
top hundred words o f  the two corpora are included in Table 3-39, with the tokens in common 
underlined;
Kinds of words Audio description frequent open 
class words
Plot summary frequent open 
class words
Words that refer to characters 
and the human body
man, head, eyes, hand, face, 
hands. Tom, men. John, woman
man, family, wife, men, father, 
son, woman, Harrv, Tom
Words that suggest events or 
states
looks, turns, takes, walks, sits, 
stands, open, pulls, smiles, stares, 
goes, look, puts, steps, watches, 
opens, runs, stops, go
get, help, love, finds, discovers, 
named
Words that refer to objects and 
space
room, car, side, table, window, 
bed, door, way
“
Colours white, black, red -
Words that refer to time - now, time, new, years, day, young
Miscellaneous water life, world, way, war, story, earth
Table 3-39: Different and common kinds of words in audio description and plot summaries
Both corpora include common information referring to characters; the words man, Tom, 
woman and men are common in both corpora and refer to characters. However, the rest o f  the 
words included in the top hundred words o f  both corpora are different, implying that the 
language used to describe films as well as the information conveyed by the two corpora 
differ. In audio description frequent words refer to the human body (head, eyes, hand, face), 
objects (door, window, table etc.) and colours, whereas in plot summaries, frequent words 
refer to family relations (father, wife etc.) and temporal aspect (day, years, now). In terms o f  
events, the tokens and collocations are completely different. In audio description, the 
frequent words and collocations suggesting events refer to the sight (look, stare, watch), to the 
human body movement (turns), or to movement and change o f  space (walks, goes, steps), and 
others can refer to interactions with people or objects (puts, opens) and to the character 
position in the scene (sits) etc. In plot summaries, the words suggesting events can give an 
insight to the story plot and the characters relations (helps, love) and to what triggers them 
(idiscovers, finds). Most o f  the open class words o f  the top hundred words o f  the audio 
description and plot summary wordlists were found to be weird in the specific context, when 
comparing their frequency to general language in the BNC. Especially words referring to 
events, such as stares, watches and pulls appear more than a hundred times more frequently in 
audio description than in the BNC and the word discovers is used more than two hundred
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times more frequently in plot summaries. This suggests that such events are significant in 
both audio description and plot summary.
The most interesting collocations referring to events suggest that audio description talks 
about characters looking at someone or something, sm iling at or putting an arm around other 
characters etc., while plot summaries talk about characters fa llin g  in love with other 
characters, find ing  something or someone, helping someone or discovering something, Table
3-40.
Audio description Plot summary
• Looking at a character or object • Falling in love with other characters
• Turning to a character • Finding something or someone
• Walking into a location • Helping someone
• Taking out things • Discovering something
• Sitting on furniture
• Standing up and doing something
• Opening doors
• Smiling at someone
• Staring at someone
• Going to someone or somewhere
• Putting an arm around someone
• Stepping forward and doing something
• Watching someone go
Table 3-40: Frequent collocations referring to events in audio description and plot summaries
Although the two corpora describe the same stories, the top thirty verbs referring to events 
are different. Words suggesting events in audio description show that audio description is an 
interpretation of the visual representation of events. In contrast, words suggesting events in 
plot summaries show that plot summaries are interpretations of what one understands and 
summarises of the visual representation of events. According to the classification of the thirty 
most frequent verbs in processes, audio description includes 73% material, 7% mental, 3% 
relational and 17% behavioural processes, and plot summaries use 67% material, 23% mental, 
7% relational and 3% verbal processes, Figure 3-5. The results of a preliminary analysis were 
summarised in the paper ‘Matching Verb Attributes for Event Cross-Document Coreference’ 
comparing the top thirty verbs in both corpora (Tomadaki and Salway, 2005).
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Audio description Plot summaries
Figure 3-5: The percentage covering the top thirty verbs in audio description and plot 
summaries, categorised according to functional grammar processes
Although both corpora contain material and mental processes, different verbs are included 
in audio description and plot summaries. The verbs are presented in detail in Table 3-41.
Process Verbs in audio description Verbs in plot summaries
Material: turn, take, walk, sit, stand, open, go. 
put, step, hold, close, wear, carry, run, 
fall, lift, throw, kiss, lead, get, give, 
cross
get, help, find, go, take, meet, become, 
kill, make, destroy, play, save, come, 
escape, move, lose, try, murder, die, leave
Relational: be be, have
Mental: watch, see love, discover, want, know, see, decide, 
seem
Verbal: tell
Behavioural: look, smile, stare, glance, nod
Table 3-41: Top thirty verbs in audio description and plot summaries, categorised according to
functional grammar processes
The verbs take, go and get were found in both corpora to be amongst the top thirty verbs. 
However, the concordances have shown that they are used in different ways. The verb take 
refers to events such as taking o ff or taking an object in audio description, whereas in plot 
summaries it represents events such as taking a character to a place. The verb get in audio 
description refers to events such as getting up, into etc., whereas in plot summaries it refers to 
events such as getting a job, getting fire d  etc. The verb go refers to reaching a location within
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the scene or getting out of the scene in the audio description, whereas in plot summaries it 
refers to going to different locations in the story. The rest of the verbs are different and thus 
material processes are represented with different colours. Audio description includes verbs 
such as walk, stand, sit etc., which interpret what can be seen in the moving image, whereas 
plot summaries are composed by material processes, such as escape, murder, help etc., which 
interpret what can be summarised giving infonnation on the story plot. Mental processes are 
detected in both corpora, with the verb see in common, referring 5/13 times to the process of 
seeing the same entities in both corpora. The rest of the verbs denoting mental processes are 
however different. Audio description includes the verb watch, which is not found at all in 
plot summaries, whereas plot summaries use verbs such as love and want referring to affect, 
discover and know referring to cognition or seem referring to perception. Audio description 
includes also behavioural processes, such as look, smile and stare, which are not included in 
plot summaries, whereas verbal processes found in plot summaries are not included in audio 
description due to the dialogue, which covers their function. Finally, relational processes are 
included in both corpora, representing states.
Time is expressed by both corpora with temporal expressions, adverbs and aspectual 
verbs associating events, suggesting that both texts communicate a kind of narrative. It 
appears that audio description utterances can be associated with all scenes in film time as they 
are time-coded and linked to the exact temporal interval, while plot summaries narrating 
major plot events refer to certain events shown in film time and represented in story time.
Some words referring to characters were the same, while different words were found 
referring to events. To find out more about what these two texts have in common, we 
compare the plot summary and audio description wordlists for two films and detect which 
words they have in common and whether these refer to the same entities, locations or events, 
Table 3-42. In the plot summary (64 words) and audio description (7,436 words) for the film 
‘The English Patient’, 12 lemmata were common. The words nurse, pilot, Hana, Canadian, 
patient, Kip, Caravaggio refer to the same characters, as well as the word desert refers to the 
same location in both texts. The lemma burn refers to the same event. However, the lemmata 
tend, cross and crash refer to different events of the film with different participants, for 
example the lemma tend refers to the event the doctor is tending a badly wounded soldier, 
whereas the plot summary describes the nurse tending the English patient. In the film 
Dinosaur, the plot summary (148 words) and the audio description (5,512 words) present 18 
lemmata in common. Again lemmata referring to characters, such as Aladar, the lemurs, the 
predators refer to the same characters and the words earth, island and valley refer to the same 
locations.
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Film Common open class word OCW /  in PS OCW /  in AD
English Patient Hana 1 73
Plot summary: 
64 words
Audio
description:
patient 1 33
Kip 1 31
Caravaggio 1 22
7,436 words desert 1 17
nurse 1 6
cross 1 3
pilot 1 2
burned 1 2
crash 1 1
Canadian 1 1
tend 1 1
Dinosaur dinosaur 4 52
Plot summary: 
148 words
Audio
description:
Aladar 3 108
lemur 2 29
island 2 6
5,512 words meteor 2 3
force 2 1
herd 1 26
egg 1 19
move 1 19
help 1 8
valley 1 6
find 1 4
earth 1 3
hatch 1 3
predator 1 3
panic 1 3
parent 1 1
later 1 1
Table 3-42: Common open class words in the wordlists of the plot summaries and audio 
description for the films ‘English Patient’ and ‘Dinosaur’
The lemma f in d  refers to a different event in the audio description, whereas only in one 
instance the lemmata hatch, move and fo rce  refer to the same events as the plot summary, 
including the same participants. Both plot summaries analysed include lemmata referring to
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events which were not detected in the audio description scripts. However, all lemmata 
referring to characters and locations were found. The same verbs may appear in audio 
description including different participants and referring to different events. It is thus the 
combination of most of the event components, especially the combination of characters, 
which is of more importance than detecting the same words referring to events, in order to 
identify the same event in different texts.
We have shown how a plot summary event can be referred to by different words in the 
audio description, for example the event Hana is tending the English patient, is described as 
Hana holds a cup to the pa tien t’s mouth, Hana prepares a syringe etc. Since both audio 
description and plot summaries include lexical regularities to narrate films, we assume that as 
audio description does not use the same words as plot summaries to refer to the same events, 
it may use different lexical regularities to represent events.
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4  C ro ss-D o cu m e n t C o re fe re n ce  betw een  
P lo t S u m m a ry  a n d  A u d io  D e sc r ip tio n
As shown in Chapter 3, both audio description and plot summaries use lexical regularities to 
convey narrative for films. These narrative discourses present distinct lexical regularities in 
the way they describe events. Each text presents different regularities in terms of the 
vocabulary and grammatical structures describing the same story events. The analysis has 
shown that the words referring to event participants and event circumstances can be nouns or 
proper nouns and are common in both corpora. On the contrary, words referring to the actual 
events are mainly verbs and sometimes nouns, which do not occur in both corpora. However, 
words referring to events were ‘weird’, suggesting that they are significant as they occur more 
frequently than in the BNC. Plot summaries and audio description convey different kinds of 
event-related information, although they refer to the same stories. In this context, an event 
frequently expressed in plot summaries is expected to be described by lexical regularities in 
audio description. We hypothesise that as audio description and plot summaries use lexical 
regularities to describe films, there are audio description lexical regularities (frequent open 
class words such as verbs and nouns or collocations of words) referring to the most frequent 
plot summary events. We test the hypothesis, by applying a method of cross-document 
coreference between plot summaries and audio descriptions and analysing the correlated data, 
Section 4.1. More specifically, we first identify all instances of the 10 most frequent events in 
plot summary corpus for 54 films -by instance we mean the plot summary clause including 
one verb or noun denoting the frequent event- (4.1.1). We then identify the same events in a 
corpus of audio descriptions for the same 54 films and manually correlate all plot summary 
instances with the audio description fragments referring to them -by fragment we mean one or 
up to twenty consecutive time-coded utterances, when a time-coded utterance can be 
composed of one or more sentences, or just a phrase- (4.1.2). In Section 4.2, we present a 
method to detect lexical regularities in the correlated audio description fragments, based on a) 
the word frequency and ‘weirdness’ of the most frequent open class words included in the
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correlated audio description fragments b) the comparison of the ‘ weirdness ’ of the frequent 
open class words included in the correlated audio description fragments with the ‘weirdness’ 
of the same words in the Surrey audio description corpus, c) whether these frequent and 
‘weird’ open class words occur in 50% or more of the correlated audio description fragments 
referring to plot summary instances for the ten most frequent events, and d) whether these 
words present synonyms or semantically related words in 50% or more of the correlated audio 
description fragments. The results are included in Section 4.3, showing that certain plot 
summaiy events are referred to by a few lexical regularities in audio description, while others 
are not. The discussion in Section 4.4 focuses on the fact that regularities can be detected for 
frequent events, which represent 13% of the corpus, while the rest of the events are only 
mentioned very few times and do not present many instances to identify possible patterns.
4.1 Cross-Document Coreference for Lexical Regularities 
Identification
In this section, we have to decide whether plot summary instances and audio description 
fragments refer to the same story events. Cross-document coreference of events is realised 
following two steps to collect correlated plot summaries and audio description data referring 
to major plot events. The aim is to find the regularities in both kinds of texts, which can be 
observed in frequent phenomena. Plot summaries include major events of the story plot, 
whereas audio description consists of human gesture and body movement actions. Plot 
summaries can thus be used as the starting point to identify major events in stories. The first 
step is to identify frequent words referring to events by processing word frequency in a plot 
summaiy corpus of 54 films (see Appendix C for the list of texts included). These 54 plot 
summaries are taken from the previous corpus including 111 plot summaries, in Chapter 3. 
The words referring to events can be transitive or intransitive verbs, excluding the verbs be 
and have or nouns denoting events, such as love, help and murder. After identifying the ten 
most frequent words referring to events, we gather all plot summary instances including these 
words and include them in ten plot summary sub-corpora, one sub-corpus for every frequent 
word denoting an event. The second step is to identify the audio description fragments 
referring to the same events in an audio description corpus narrating the same 54 films 
described by the plot summary corpus. This audio description corpus includes the same 45 
texts as the Surrey audio description corpus in Chapter 3 plus nine additional ones. For each 
plot summary instance containing one of the ten most frequent events, we manually gather the 
audio description fragments referring to it. The correlated audio description fragments are 
included in ten audio description sub-corpora in order to process the frequency and weirdness
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values and detect any possible lexical patterns, each sub-corpus referring to one of the ten 
most frequent events expressed in the plot summaries.
4.1.1 Identification of frequent plot summary events
The most frequent events in terms of words or collocations of words were detected after 
processing the wordlist frequency of the plot summary corpus. Events can be expressed in 
language by verbs (e.g. k ill) and sometimes nouns (e.g. murder), which involve participants 
(agent, patient) and sometimes circumstances (place, time). The words were counted in their 
base form, i.e. we counted all verbs and nouns expressing events in their base forms, for 
example the base form of the word murder appears six times, four times coming from a verb 
and twice from a noun. The verbs be and have were excluded as they represent a relational 
process or state and not an event. Without considering certain exceptions due to different 
word sense, idioms, titles, abstract or unknown participants and repetitions, we identify the 
following ten plot summary words referring to events ordered by frequency; help (12 
instances), meet (11 instances), k il l (10 instances), bring  (8 instances), te ll (8 instances), force  
(8 instances), f in d  (7 instances), discover (7 instances), love (6 instances), murder (6 
instances). These frequent events represent 14% (83/590) of all the events of the plot 
summary corpus of 54 films. The total of the sentences including the plot summary events 
compose the plot summary event sub-corpus for every frequent plot summary event. Table 4- 
1 presents the plot summary event subcorpus for the frequent plot summary event murder (see 
Appendix D for all plot summary event sub-corpora in hypertext format included in the CD 
attached to the thesis, which can be opened by double-clicking on index.htm).
Plot summary 
frequent event
Film Plot summary sub-corpus
Murder Silence of the lambs A psychopath known as Buffalo Bill is 
kidnapping and murdering vouns women 
across the midwest.
Spiderman but after his uncle is murdered at the 
hands of a criminal Peter failed to stop...
One Hot Summer Night When the businessman is murdered the 
police naturally eye the woman and her 
attorney as the top suspects.
See no Evil, Hear no Evil A man is murdered.
Midnight in the Garden of Good and 
Evil
the mysteries surrounding Billy's murder
Murder of Crows He gets arrested for the true life murders 
of the five lawyers in his book
Table 4-1: The plot summary sub-corpus for the event murder
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Certain plot summary events were excluded fro the annotation for various reasons (see 
Appendix E for the list of all excluded events); verbs can present ambiguities in their meaning 
and have more than one sense. Concordances were processed for certain verbs to detect 
whether their collocation with other words affects their meaning, e.g. phrasal verbs. The 
verbs take and get were excluded as they collocated with different words and presented a 
variety of senses as phrasal verbs. The clauses including a verb sense different than the 
frequent one were excluded, e.g. f in d  VS f in d  oneself in [1]. The events which were part of a 
film title have not been selected as they did not include explicit participants [2]. Events as 
part of idioms and expressions were not considered as they can be abstract or hard to identify, 
[3]. The events, whose participants are abstract concepts or notions as in [4] and unknown or 
non-specific participants as in [5] have not been selected. Other events were excluded as they 
were repeated, [6].
[1 ]  John Kelso a magazine reporter finds himself in Savannah amid the beautiful architecture 
and odd doings to write a feature on one o f  William's famous Christmas parties.
f  2 ] D ie hard with a vengeance
[3 ] The next day, Ike gets f ire d  by his publisher (and fo rm er wife), because he went too far 
and faked the facts
[4 ]  But after all, David's fa te  is not only to find his real place in the world.
[5 ] ...cast o f  supporting characters who each love someone else, but Emma doesn't know who 
loves who
[6 ]  A h it man from  the same mob is sent to Jail Sullivan and his fam ily  ... Michael, Sr. and 
Michael, Jr. then set out to get revenge on the man who killed Peter and Mrs. Sullivan.
There were cases where the corresponding audio description fragments were not found and 
consequently not matched (see Appendix E for the list of all the plot summary events not 
found in audio description), as some events were not included in the audio description scripts 
possibly because they were mentioned in the dialogue cues as in [7] or because the plot 
summary describes desires and goals of the characters, which may not be realised in the story 
and thus not shown and described as in [8].
[7 ]  Pelican brief: She then discovers that her place has been burglarized
[8 ]  H a n y  Potter: The Dursleys, strong disbelievers in that magical crap, never to ld H arry  
anything about his true se lf
We then identify the audio description fragments referring to each plot summary event 
included in the sub-coipora created.
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4.1.2 Identification of audio description fragments referring to the 
frequent plot summary events
A semantic template contains extracted entities, events and other kinds of information with 
their categories. Two textual units are considered to be related, whenever their semantic 
templates are related, i.e. when they share common entities and events. The relationships 
between textual units are the ones that attempt to describe the cross-document structure. 
Cross-Document Structure Theory (CDST) is described as a general theory of information 
fusion from multiple text sources (Radev 2000, 2003, Zhang 2004). It attempts to describe 
the relationships that exist between two or more sentences from different source documents 
that are related to the same topic, or in a single source document, e.g. a collection of news 
articles related to the same event or story collected over a period of a few days or weeks. 
Consider for example the following sentences;
[1 ]  Derek Bell is experiencing a resurgence in his career
[2 ]  Derek Bell is having a ‘comeback year’.
Sentence [1] and sentence [2] have the words ‘Derelc Bell5 in common and they communicate 
the meaning that Derek Bell is doing well again in his occupation by the phrases ‘resurgence 
in career’ and ‘comeback year’ . This is a relation of equivalence or paraphrase. The authors 
have named 18 different relations between two text spans, summarised with examples in 
Figure 4-1. Following the author’s terminology, the links between the texts can apply to 
textual spans, such as words (W), phrases (P), sentences or paragraphs (S), or entire 
documents (D). In the case of plot summary and audio description, the links apply to textual 
spans such as a plot summary clause, which can be a phrase or sentence, and an audio 
description fragment, which can be composed of one or up to twenty time-coded utterances, 
including a word, phrase, sentence or paragraph. Some of these relations are given the 
attribute of ‘directionality’ which indicates the textual span directing the relation, e.g., 
symbolised by the unidirectional arrow indicating the textual span which presents the relation, 
e.g. in Figure 4-1 example 4, in the relation of subsumption the arrow would be represented as 
Sl -> S2, directed from Sentence 1 to Sentence 2, as Sentence 1 contains all information plus 
additional information not included in Sentence 2.
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ITT Relationship Description All Span 3(52)
1 Identity The same text appears in more 
than one location
Tony Blair was elected for (Repetition) 
a second term today.
Ton)’ Blair was elected for 
a second term today.
' Equivalence 
(Paraphrase 1
two text spans hive the same 
rifomurion content
Derek Bell is expenencing a resurgence 
in his career.
Derek Bell is having a 
“comeback year.”
\ Translation Same information content 
ri different languages
Shouts of “Viva la revokicion!1 
echoed throigh the night.
The rebels could be heard shouting 
“Long live the revolution".
4 Subsumption SI contains all information in 57, 
plus additional information not in S2
With 3 wins this year, (jtecn Bay 
has the best record in the NFL.
Green Bay has 3 wins this year.
i Contradiction Conflicting 'information There were 122 people on the 
downed plane.
126 people were aboard the plane.
6 Historical
Background
SI gives historical context 
to information in S2
This was the fourth rime a member 
of the Royal Family has 
gotten divorced.
The Duke of Windsor was divorced 
from the Duchess of Windsor 
yesterday.
Citibon S1 explicitly cites document 57 Wince Albert then went on to say, 
“1 never gamble.”
An earlier article quoted Pnncc 
Albert as saying "I never gamble.”
5 Modality SI presents a qualified 
veraion of the information in S2, 
e.g.. using “allegedly''
5ean "Willy’ Combs is reported to 
own several multimillion dollar estates.
Puffy owns fourmuttrmillion dollar 
homes in the New York area.
’> Attnbution SI presents an attributeJ 
venion of information in S2. 
e.g. using “According to CNN "
According to a top Bush advisor, 
the President was alatmedat the news.
the Wesident was alatmed to hear 
of his daughter’s low grades.
10 Summiry SI summarizes S2. The Mets won the Title in seven 
games.
After a grading firat six games, 
the Mets came from behind 
tonight to take the Title.
II Follow-up 51 presents additional information 
which has happened since S2
102 casualties have been reported 
in the earthquake region
So far, no casualties from the quake 
have been confirmed.
1! Indirect speech SI indirectly quotes sometlnng 
which was directly quoted in S2
Mr. Cuban then gave
the crowd his personal guarantee
of free Chalupas.
Tllpereonally guarantee fiee 
Chalupas,” Mr. Cuban announced 
to the crowd
n Elaboration 
/ Refinement
SI elaborates or provides
details of some information 
given more generally in S2
50% of students are under 25; 
20% are between 26 and 30; 
the rest are over 30.
Most students at the University are 
under 30.
14 Falfil knent 51 asserts the occurrence 
of an event predicted in S2
After traveling to Austria Ihuraday,
Mr. Green returned home to New York.
Mr. Green will go to Austria 
Thursday.
15 Description
inS2
SI describes an entity mentioned 
and til her of two. has declined
Greenfield, a retired general
yesterday.
to comment.
Mr. Greenfield appeared in court
16 Header
Profile
SI and S2 provide similar information 
written for a different audience.
The Durian, a fruit used
in Asian cuisine, has a strong smell.
The dish is usually made with 
Durian.
17 Change of 
perspective
The same entity presents 
a differing opinion or presents a fact 
ri a different light.
Giuliani criticized the Officer's 
Union as "too demanding” 
in contract talks.
Giuliani praised tlie Officers 
Union, which provides legal 
aid and advice to members.
Ik Overlap (partial 
equivalence)
51 provides tacts X and Y while 57 provides 
tacts X and Z; X Y, and Z should 
all be non-trivial.
A small plane crashed into the 25ri 
floor o f  a skyscraper in donwltmn 
Milan today.
A small plane crashed into the tallest 
building in downtown Milan Thursday 
evening, causing smoke lo pour auI of 
the lop floors of Ihe skyscraper.
Figure 4-1: Cross-Document Structure Theory relations and examples (Radev, 2003)
Out of the 18 CDST relations, we are interested in the following eight, which were 
detected in correlated plot summary events and audio description fragments: Equivalence 
(paraphrase), subsumption, summary, elaboration, fulfilment, description, reader profile, and 
overlap, Table 4-2. We marked with the relation of equivalence all pairs of plot summary and 
audio description spans that appeared to convey exactly the same information using different 
vocabulary. We characterised the spans containing the same and additional information to 
other spans with the relation of subsumption, and spans describing in detail events expressed 
by other spans with the relation of elaboration. Spans expressing the realisation of events 
expressed by other spans can be marked with the relation of fu lfilm ent. The spans including
85
Chapter 4. Cross-Document Coreference between Plot Summary and Audio Description
detailed descriptions of entities mentioned in other spans were characterised with the relation 
of elaboration. The relation of reader p ro file  is detected on pairs of spans having different 
functions, although communicating the same meaning. Several audio description excerpts 
appear to refer to plot summary events, although none of the existing CDST relations seems 
to be appropriate in describing why and how they are related. Audio description fragments 
can include information implying the plot summary events, or in other words the plot 
summary includes information deducing the audio description meaning. We have thus added 
for this set of data another relation expressing inference. In this section, we detect these 
relations to justify why and how an audio description fragment is related to a plot summary 
event and to identify the exact pieces of information each fragment provides concerning a 
specific event, characterising at the same time the way information is conveyed by each text.
All the audio description scripts including the frequent plot summary events were read 
and the audio description fragments which appeared to be related in terms of Cross-Document 
Structure Theory relations, were collected for each frequent plot summary event. Some 
events, such as f in d  or te ll etc., were associated with one audio description fragment, whereas 
other events such as help, meet, love etc. were related to multiple audio description fragments. 
A fragment can vary from one up to twenty audio description consecutive utterances. The 
reason we analyse fragments is that a CDST relation refers usually to a sequence of utterances 
in audio description, which if separated, would not have the same meaning. These are the 376 
relations, which have been detected while identifying the audio description correlated 
fragments, Table 4-2.
CDST
Relation
f
Equivalence 6
Overlap 12
Elaboration 132
Other 169
Summary 25
Fulfilment 6
Description 18
Subsumption 8
Total 376
Table 4-2: 83 plot summary events correlated to 376 audio description fragments and the cross­
document structure theory relations characterising them
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Plot summary 
events
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
83 1,919 355 1,142 19,149
Table 4-3: Number of plot summary tokens for 83 instances and the corresponding audio 
description fragments, utterances and tokens
Examples of the relations are summarised in Table 4-4. All the fragments can be 
characterised by the relation of reader p ro file  as the texts analysed are written for different 
purpose and audience; plot summary can be authored by any film viewer, whereas audio 
description is authored by experts to narrate onscreen actions, which along with the dialogue 
and other audio signs can make sense for visually impaired people. Elaboration is the most 
frequent CDST relation (35%) and exists between a sentence which provides details 
concerning something given more generally in another sentence. Usually audio description 
elaborates the events conveyed by the plot summary, adding details to the way plot summary 
events happen. For example, the plot summary event murder is described in detail in audio 
description which adds the information of the instrument rope and the murderer’s name 
Khamel etc. Thus, the arrow of ‘directionality’ in this case goes from the audio description 
span to the plot summary span: audio description -> plot summary.
Another relation is also very frequent (45%) associating audio description fragments 
implying the plot summary events; this relation is based on inference of events and 
characterises the way stories are communicated. Sometimes the audio description can make 
sense only when accompanied by the dialogue and sound effects. For example a te ll event is 
included in the dialogue and can be implied by the audio description. Most of the time, a plot 
summary event is implied in audio description and later fragments confirm it. Consider for 
instance the inference example in Table 4-4; after having read the plot summary and audio 
description spans, one may infer that Judith is killed  as she fa lls , striking her head and her 
eyes close. However, she might be unconscious and still alive. Only later in the next scenes, 
it is confirmed that she is killed  as she does not appear anymore in the audio description.
Less frequent relations are those of summary (6.6%), description (5%), overlap (3.1%), 
subsumption (2.1%), fu lfilm ent (1.6%), and equivalence or paraphrase (1.6%). Some plot 
summary spans summarise a series of actions and states expressed by the audio description. 
Entities can be further described by both kinds of text. Summary is usually expressed by the 
plot summary. Description is expressed by both texts as both may describe an entity 
mentioned in the other text. Overlap appears as both texts include important information
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about the story plot. Subsumption can be directed by both texts, as both may express in more 
detail events generally described by the other text.
CDST relation Plot summary span Audio description span
Equivalence (Paraphrase):
the tw o spans have the same 
information content
A l a d a r . . .  H i s  w a y  o f  h e l p i n g  o t h e r s  
f i r s t
. . . A l a d a r  t r i e s  t o  h e l p
Subsumption:
The PS span gives all the 
information expressed in the A D  
span plus additional information
Directionality: PS -> AD
G r a c e  a n d  h e r  b e s t  f r i e n d  J u d i t h  g o  f o r  
a  r i d e  w i t h  t h e i r  h o r s e s
T h e  g i r l s  a r e  o u t  r i d i n g .
Description:
The PS span describes an entity 
m entioned in
the A D  span
Directionality: PS + AD
. . . p a t i e n t  t e n d e d  t o  b y  a  F r e n c h -  
C a n a d i a n  n u r s e ,  H a n a . . .
H a n a  h o l d s  a  c u p  t o  t h e  p a t i e n t s  ’ 
m o u t h . . .
Elaboration:
A D  elaborates or provides details 
o f  som ething m ore generally 
expressed in PS
Directionality: PS 4- AD
T w o  S u p r e m e  C o u r t  J u s t i c e s  h a v e  b e e n  
k i l l e d .
K h a m e l  p u l l s  t h e  l e n g t h  o f  s l i m  r o p e  c o r d  
o u t  o f  h i s  b e l t  l o o p s .  H e  w i n d s  a n  e n d  
a r o u n d  e a c h  h a n d ,  c l e n c h i n g  i t  t i g h t  i n  
h i s  f i s t s .  T h e n  l e a n s  t o w a r d s  J e n s o n ,  
h o o k i n g  i t  o v e r  h i m  a n d  p u l l i n g  b a c k  o n  
t h e  r o p e  w i t h  a  s h a r p  t u g g i n g  
m o v e m e n t . . .
Summary:
PS summarises A D  
Directionality: PS -> AD
A  m a n  i s  m u r d e r e d T h e  w o m a n  p u l l s  a  g u n .  T h e  b o o k i e  
g r a b s  i t .  S h e  s h o o t s  h i m .  A s  t h e  B o o k i e  
f a l l s  t o  t h e  f l o o r  D a v i d  c a r r i e s  o n  
r e a d i n g  t h e  D i g e l  p a c k e t  o b l i v i o u s l y .
T h e  w o m a n  p u t s  t h e  g u n  o n  t h e  b o o k i e s  
c h e s t ,  t a k e s  h i s  b r i e f c a s e  a n d  w a l k s  o f f  
w i t h  it .
Fulfilment:
A D  assets the occurrence o f  an 
event predicted in PS
Directionality: PS AD
h e l p i n g  s o l v e  t h e  m y s t e r i e s  
s u r r o u n d i n g  B i l l y ' s  m u r d e r
J i m  e m b r a c e s  h i s  m o t h e r  a s  S o n n y  a n d  
J o h n  e m b r a c e  a n d  s h a k e  h a n d s .  L a r g e n t  
a n d  h i s  l a w y e r s  c o n f e r .  J i m  s h a k e s  
J o h n ' s  h a n d  w i t h  b o t h  o f  h i s
Overlap:
PS provides facts X  and Y  and 
the A D  provides the facts X  and 
Z . X , Y  and Z  should all be non 
trivial
T h e y  d e c i d e  t o  b r i n g  h e r  b a c k  t h r o u g h  
h e r  d o o r  i n t o  h e r  r o o m
R a n d a l l  s c a m p e r s  a w a y  w i t h  h i s  t r o l l e y  
a s  t h e  o t h e r  w o r k e r s  r e t u r n .  S u l l y  s t a n d s  
u p ,  h o l d i n g  B o o ,  w h o ' s  s t i l l  i n  d i s g u i s e ,  
a n d  r u n s  o u t  o f  t h e  s c a r e  f l o o r  a f t e r  
R a n d a l l .
Reader profile:
A D  and PS provide similar 
inform ation written for different 
audience
A s  a  y o u n g  a c a d e m i c ,  t e a c h i n g  
p h i l o s o p h y  a t  O x f o r d ,  I r i s  M u r d o c h  
( K a t e  W i n s l e t / J u d i  D e n c h )  m e e t s  a n d  
e v e n t u a l l y  f a l l s  i n  l o v e  w i t h  f e l l o w  
p r o f e s s o r  J o h n  B a y l e y  ( H u g h  
B o n n e v i l l e / J i m  B r o a d b e n t ) ,
( C h a n g e  o f  s c e n e )  Y o u n g  I r i s  k i s s e s  J o h n  
a n d  t h e y  r u n  d o w n  t h e  p e b b l y  b e a c h  
t o w a r d s  t h e  s e a
Other ( I n f e r e n c e ) :
The A D  im plies the event 
expressed by the PS or the PS 
includes the information 
deducing the A D  m eaning
J u d i t h  a n d  h e r  h o r s e  a r e  k i l l e d I n  s l o w  m o t i o n ,  t h e  h o r s e s  r o l l  a n d  s l i d e  
d o w n  t h e  s l o p e  i n  a  t a n g l e  o f  l e g s  a n d  
h a r n e s s ,  a n d  f l u r r i e s  o f  s n o w .  J u d i t h  
f a l l s ,  s t r i k i n g  h e r  h e a d .  H e r  e y e s  c l o s e .
Table 4-4: The cross-document structure theory relations and the relation expressing inference 
with examples from pairs of spans of correlated plot summary and audio description
88
Chapter 4. Cross-Document Coreference between Plot Summary and Audio Description
The fu lfilm ent of events is mostly expressed by the audio description. Equivalence 
characterises two spans sharing the same information content and is quite rare as usually the 
sum of audio description fragments with multiple utterances can describe an event expressed 
in few words in a single sentence in the plot summary.
The events expressed in one plot summary clause are usually expressed in more than one 
audio description utterances. The top ten events have been separated in two main categories 
according to the temporal aspect they express, ‘punctual’, e.g. M ary sneezed, or ‘durative’, 
e.g. He bu ilt a house, following Comrie (Comrie, 1976), depending on the number of 
utterances they are correlated with in audio description, Table 4-5. The punctual/ durative 
opposition is based on perceived duration, as punctual events take place at a particular point 
in time and durative events require some period of time. The events discover, meet, murder, 
kill, f in d  and te ll are usually presented in one scene and are considered to be punctual as they 
are referred to in a few audio description utterances with five being the mean average number 
of utterances. The events help, love and fo rce  are presented in multiple scenes and in 
different parts of the audio descriptions and referred to in around 29 audio description 
utterances showing durativity. The remaining events have also been classified according to 
this scheme (see Appendix F). Although the events are categorised according to their 
temporal aspect, let us not forget the tense, which can change their aspect. For example, the 
event meet is characterised as punctual having a mean average of 9 utterances. However, it is 
expressed in 32 utterances in the audio description for the film ‘Midnight in the Garden of 
Good and Evil’ as it is iterative and expressed by a progressive tense in the plot summary:
‘ . . .meeting every eccentric in Savannah...’. A punctual event can take place repeatedly. 
Such events are called iterative events and they usually occur in different scenes and more 
than 5 utterances. On another occasion, the event meet is narrated in 21 utterances in the 
audio description for the film ‘Dinosaur’ as it is iterative and expressed by the simple present 
tense in the plot summary: ‘ There, A ladar and his fam ily  meet other dinosaurs fo r  the f irs t  
time as well as real dangers’. Thus, the tense may not always be a reliable source for 
characterising the aspect.
Based on their perceived duration, we have classified the events as punctual under the 
condition that they do not occur in a continuous tense, denoting repetition or durativity. This 
classification is basic and may not always be correct, but can be used to start automating the 
classification of events according to their aspect. Table 4-5 includes the event, the number of 
utterances detected per event instance, e.g. the event help is referred to by 13 utterances in 
one audio description, by 20 utterances in another, by 77 utterances in another etc., having a
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mean average2 of 34.58 utterances (the sum of all numbers of utterances divided by the 
number of events, e.g. 13 + 20 + 77.../12 events) The durative events could have been 
further divided into telic (having an end result) or atelic (not having an end result) according 
to the same classification. From this point of view, the event love appears to be atelic and the 
rest telic. The further division was not applied as there are no other distinctive groups of 
events.
Event Number of 
utterances 
per event
Sum Mean 
average 
of utterances
Median 
average of 
utterances
Mode 
average of 
utterances
Standard
deviation
DURATIVE EVENTS
HELP 13,20, 77, 25, 
36, 1,46, 17, 
64, 18, 29, 69
415 34.58 27.5 24.29
LOVE 37, 10, 18, 35, 
65,27
192 32 31 19.12
FORCE 45, 26, 23, 5, 
40, 8, 16, 5
168 21 19.5 5 15.45
Total 775 29.19 26 5/18 20.89
PUNCTUAL EVENTS
DISCOVER 5,2, 30, 1,3, 
10, 1
52 1A 3 1 10.4
MEET 21,2, 2,18,1, 
2, 13,3,32,4, 
1
99 9 3 2 10.51
BRING 4, 1,2, 6, 25, 
9,5,19
71 8.87 5.5 “ 8.6
MURDER 3,5,7, 8, 11,5 39 6.5 6 5 2.81
KILL 3,3, 1,4, 3, 4, 
3, 2, 18, 1
42 4.2 3 3 4.96
FIND 1, 1,3, 4, 5, 7, 
2
23 3.28 3 1 2.21
TELL 3, 1,3,3, 1,2, 
5,3,
21 2.62 3 3 1.3
Total 347 5.98 3.8 1/3 7.24
Table 4-5: Number of utterances per event for durative and punctual events
2 Mean average: the sum of all numbers of utterances divided by the number of events, e.g. 13 + 20 + 
77.../12 events for the event help, median average: the number in the middle after putting the values 
from lowest to highest, e.g. in the event bring the values in the middle are 5 and 6 and thus 5.5. is the 
median average, mode average: the number of utterances occurring the most often, e.g. the event tell 
has mode average 3 as it is described in 3 utterances in four different events
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To analyse the audio described information, we have created ten audio description sub­
corpora referring to the ten most frequent plot summary events. Each sub-corpus includes 6- 
12 sub-texts depending on the event and each sub-text is composed of the total of the audio 
description fragments referring to each instance of the plot summary frequent event. Table 4- 
6 presents an example of the audio description sub-corpus including six sub-texts composed 
of correlated audio description fragments referring to the six plot summary murder events 
(see Appendix D for all the audio description subcorpora):
Film A u d io  d escrip tion  corre la ted  fragm ents in sub-texts
Silence o f  the 
Lambs
... T h e  u n d e r t a k e r  l o o k s  u p  a t  h e r  w i t h  s u r p r i s e  a n d  C r a w f o r d  s t a r e s  d i s p a s s i o n a t e l y  a s  
C l a r i c e  a p p r o a c h e s  t h e  b o d y .  L e a n i n g  o v e r  t o  e x a m i n e  i t ,  s h e  p r e p a r e s  t o  s p e a k  i n t o  a  
r e c o r d e r .
. . .  T a k i n g  a  p a i r  o f  m e t a l  f o r c e p s  i n  h i s  g l o v e d  h a n d s ,  R a y  m o v e s  t o w a r d s  t h e  b o d y .  H e  l e a n s  
o v e r  t h e  m o u t h ,  w h i c h  i s  b e i n g  h e l d  o p e n  b y  L a m a r .
. . .  U s i n g  h i s  l e f t  h a n d  t o  h o l d  t h e  l o w e r  j a w  a n d  w i t h  t h e  f o r c e p s  i n  h i s  r i g h t  h a n d  R a y  p r o b e s  
i n s i d e  t h e  v i c t i m ' s  m o u t h .  T h e  o t h e r s  l o o k  o n .  E v e n t u a l l y  h e  l o c a t e s  w h a t  i s  s t u c k  i n  t h e  
t h r o a t  a n d  e x t r a c t s  a  b e a n - s h a p e d  o b j e c t  w i t h  a  c u r v e d  t e n t a c l e  o n  t o p .
. . .  S h e  s e e s  a  p u t r i f y i n g  b o d y  i n  a  b a t h ,  a s  t h e  l i g h t s  a r e  t u r n e d  o u t .
Spiderman P e t e r . . . h e  w a t c h e s  p o l i c e  c a r s  d r a w  u p .  U n c l e  B e n ' s  e y e s  c l o s e .
H i s  h e a d  l o l l s  t o  o n e  s i d e  a n d  h i s  g r i p  o n  P e t e r ' s  h a n d  l o o s e n s ,  u n t i l  h i s  h a n d  s l i p s  o u t  o f  t h e  
y o u t h ' s  g r a s p .  P e t e r ,  t e a r s  r o l l i n g  d o w n  h i s  c h e e k s ,  l o o k s  a t  t h e  p e a c e f u l  f a c e  o f  h i s  d e a d  
u n c l e .  T h e  y o u n g  m a n  s o b s
One Hot 
Summer 
Night
T h e  d r i v e r  p u l l s  a  g u n .
T h e  v a n  d r i v e r  s h o o t s  t h e  m i d d l e  a g e d  m a n  a n d  h e  s l u m p s  b a c k  f a l l i n g  o f f  t h e  e x e r c i s e  
m a c h i n e . . .
T h e r e  a r e  t e a r s  i n  M r s  B r o o k e s  y o u n g  e y e s  a s  t h e  p o l i c e  o f f i c e r s  g o .
See no Evil, 
Hear no Evil
T h e  w o m a n  p u l l s  a  g u n .  T h e  b o o k i e  g r a b s  i t
S h e  s h o o t s  h i m .  A s  t h e  B o o k i e  f a l l s  t o  t h e  f l o o r  D a v i d  c a r r i e s  o n  r e a d i n g  t h e  D i g e l  p a c k e t  
o b l i v i o u s l y .  T h e  w o m a n  p u t s  t h e  g u n  o n  t h e  b o o k i e s  c h e s t ,  t a k e s  h i s  b r i e f c a s e  a n d  w a l k s  o f f  
w i t h  i t .
D a v i d  l o o k s  r o u n d .  H e  c a n ' t  s e e  t h e  b o o k i e  w h o ' s  f a l l e n  o n  t h e  f a r  s i d e  o f  t h e  c o u n t e r ,  h e  
o n l y  s e e s  t h e  w o m a n  i n  r e d  w a l k i n g  c o o l y  a w a y .  S h e  p a s s e s  W a l l y  i n  t h e  d o o r w a y  a s  h e  
c o m e s  b a c k  i n .  H e  s n i f f s
U n a b l e  t o  s e e  t h e  b o o k i e s  b o d y  W a l l y  t r i p s  o v e r  i t  a n d  f a l l s .
T h e y  b o t h  c r o u c h  b y  t h e  b o d y  . . . t h e p o l i c e
M idnight in 
the Garden o f  
G ood  and 
Evil
J o h n  w a l k s  t o  a n o t h e r  r o o m  w h e r e  p h o t o g r a p h e r s  a r e  r e c o r d i n g  t h e  s c e n e .  B i l l y  i s  l y i n g  
f a c e  d o w n ,  b l o o d  o n  h i s  b a c k .  T w o  d e t e c t i v e s  k n e e l  b y  h i m . . .
B i l l y  f a l l s  f a c e  d o w n  o n  t h e  r u g ,  s t i l l  m o v i n g  s l i g h t l y .  J i m  w a l k s  a r o u n d  t h e  d e s k  a n d  s h o o t s  
B i l l y  i n  t h e  b a c k  < c u e >  " B A N G "  a n d  a g a i n  < c u e >  " B A N G "
B a c k  i n  t h e  p r i s o n  c e l l  J i m ' s  f a c e  i s  p a l e .  < c u e >  " h e  f e l l  d e a d "
J o h n  s t a r e s  t h e n  l e a n s  f o r w a r d ,  s c r e w i n g  u p  h i s  f a c e  a s  h e  t r i e s  t o  u n d e r s t a n d  < c u e > " n e v e r  
f i r e d ?  "
J i m  w i n c e s  < c u e >  " g o d  d a m m i t  w h a t  h a v e  y o u  d o n e ?  "
J i m  k n e e l s  o v e r  B i l l y ’s  b o d y ,  t h e n  t a k e s  t h e  g u n  f r o m  h i s  l i f e l e s s  f i n g e r s .  H e  s t a n d s  u p ,  
u n s u r e  o f  w h a t  t o  d o ,  t h e n  f i r e s  t h e  g u n  i n t o  t h e  w a l l  a n d  i n t o  t h e  d e s k .  < c u e >  " B A N G  
B A N G "
J i m  p u t s  t h e  g u n  b a c k  d o w n  b e s i d e  B i l l y
Murder o f  
C row s
E l i z a b e t h  s i t s  n e x t  t o  L a w s o n  a t  a  m i c r o - f i l m  r e a d e r  i n  a  l i b r a r y  4 < n o t e > ( r e c o r d s  o f f i c e ? ) .  
L a w s o n  s t o p s  t h e  f i l m  a t  a  p a g e  f r o m  t h e  D a i l y  C h r o n i c l e ,  t h e  h e a d l i n e  r e a d i n g  A t t o r n e y  
F a t a l l y  S t a b b e d  D u r i n g  R o b b e r y .  < c u e >  " a n  a c t u a l  k i l l i n g "
A n o t h e r  a r t i c l e :  P r o m i n e n t  A t t o r n e y  D r o w n s  i n  S w i m m i n g  P o o l .  < c u e >  " d i e d  o f  a  h e a r t  
a t t a c k "
S h e  f r o w n s .
Table 4-6: The audio description sub-corpus sample for the frequent plot summary event murder
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4.2 A  M ethod to Detect Lexical Regularities in Audio Description
The word and collocation frequency of the audio description sub-corpora for each plot 
summary event have been processed and the wordlists have been lemmatised. The analysis of 
the audio description collected fragments is based on the following:
-The lemma frequency and weirdness values; we collect the most frequent lemmata and note 
their weirdness.
-The number of the lemma occurrence in the sub-texts; we note whether the lemmata occur in 
S 50% of the sub-texts included in the specific event sub-corpus.
-The weirdness increase; we calculate whether the lemma weirdness was increased in the 
specific event sub-corpus when compared to the lemma weirdness in the Surrey audio 
description corpus
-The appearance of synonyms or occurrence of semantically related words in the sub-texts of 
each sub-corpus; we note the occurrence of any synonyms of the word representing the event 
or any semantically related words occurring in ^ 50% of the sub-texts in each sub-corpus.
The frequency and weirdness values were calculated with System Quirk (University of 
Surrey), which compares the relative frequency of the words in the corpus or sub-corpora and 
compares it with the relative frequency of the same word in the BNC. The collocations were 
manually identified after processing the concordances of frequent words with System Quirk. 
The wordlists were lemmatised with Connexor.
All the lemmata occurring in >50% of the audio description sub-texts referring to plot 
summary events were manually identified after processing the concordances of the lemmata. 
The occurrence of these words in >50% of the audio description sub-texts created shows that 
the film or story makers and consequently the audio describers tend to use these concepts and 
consequently words to express the realisation of certain events. The words car, head, eyes, 
hand, face, looks, door occur in the top open class words of the whole audio description 
corpus wordlist, as well as in the top ten open class words of the wordlists of most created 
audio description sub-corpora. These words appear frequently in the Surrey audio description 
corpus and are not considered as lexical regularities in the context of frequent events. These 
words are not analysed unless they present a significant weirdness increase in the context in 
question and collocate with another word ‘weirdly’ used in the sub-corpus.
To find out how many times more a word is used in the context of each sub-corpus in 
comparison with the Surrey audio description corpus, we divide the weirdness of the open
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class word in the sub-corpus by the weirdness of the same word in the Surrey audio 
description corpus: Word Weirdness in AD sub-corpus
Word Weirdness in Surrey AD corpus
The result can show if the word in question more frequently used in the context of a certain 
event.
We record all synonyms, hypemyms or troponyms, such as notice for the event find , 
according to WordNet. It is very uncommon to detect synonyms, for example, the synonym 
mouths appears only in one audio description sub-text referring to the event tell.
Groups of semantically related words occurring in >50% of the sub-texts of a sub-corpus 
may be significant in the event analysis. These can be words semantically related according 
to WordNet, for example, the group of words sword, bullet and gunshot are all related to the 
word gun and occur in >50% of the audio description excerpts referring to the plot summary 
event k il l; sword and gun are kinds of weapons, bullet is a projectile fired from a gun, 
whereas gunshot is the act of shooting a gun. Other semantically related words can be words 
expressing emotions, for example, the words sad, tears and unamused can express the 
emotion of ‘distress’ .
Patterns can also appear in terms of story elements; for example, instruments referring to 
the event, e.g. gun VS murder, roles combined with events, such as agent committing an 
action, e.g. in the event murder the agent shoots, or a patient succumbing the action, e.g. in 
the same event the patient fa lls . Finally, some CDST relations can be characterised by certain 
words; e.g. the word gun can elaborate a murder event, or the word body may imply it.
4.3 Results
The language used in the audio description sub-corpora for the ten top plot summary events is 
analysed in the order of the events frequency. For each event we present and discuss the 
cross-document structure theory relations which characterise the correlated pairs. These are 
the relations that we detected existing between plot summary instances including frequent 
events and audio description fragments. For example, 144 relations (Table 4-7) exist between 
12 plot summary instances of the event help and 97 audio description fragments referring to 
them (Table 4-8). We also present the numbers of plot summary instances which include the 
frequent event and the number of plot summary tokens, as well as the numbers of audio 
description correlated fragments, utterances and tokens; for example, in Table 4-8, the event
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help appears in 12 plot summary instances totalling 334 tokens, correlated with 97 audio 
description fragments, including 415 utterances totalling 8,496 tokens.
4.3.1 The Event Help
The event help is usually shown in multiple scenes in the films including it and consequently 
in multiple fragments, found in different parts of the audio description scripts. Many 
fragments were related in terms of elaboration, Table 4-7, as the audio description fragments 
are very detailed when referring to a help event, describing usually a series of actions, which 
compose the event. For example, in the plot summary for the film Enigma, Tom Jericho is 
enlisted by the British Authorities to help them break the Enigma code again; in the audio 
description correlated fragments he enters the Code-breakers ’ room , holds the Enigma 
M achine , compares the o rig ina l cyphers with the decoded sequence, looks fo r  possible 
matches and a series of other actions. Most plot summary help events are referred to in detail 
in the corresponding audio description fragments due to the nature of the event, possibly by a 
series of actions sparse in different parts of the scripts, until the realisation or failure of help. 
Many audio description fragments imply the help event whereas the most explicit relations 
between pairs of fragments are uncommon. Only one pair of correlated fragments shared the 
same information content presenting equivalence, whereas in a few cases the dialogue cues 
included the event in direct speech. The most interesting relation is that of fulfilment, 
showing that the realisation of a help event can be shown in the story and expressed by the 
audio description.
CDST
Relations
f
Equivalence 3
Overlap 2
Elaboration 59
Other 69
Summary 6
Fulfilment 5
Description 1
Total 144
Table 4-7: The cross-document structure theory relations detected in the audio description sub­
corpus for the event help
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Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
12 334 97 415 8,496
Table 4-8: Number of plot summary tokens for 12 instances of the event help and the 
corresponding audio description fragments, utterances and tokens
The event help is referred to by the same lemma in audio description in three instances 
and in two different texts, presenting the relation of equivalence. However, in the other ten 
texts remaining in the sub-corpus the event is referred to by different words. The words 
opens, pulls, lifts, tries and shakes occur in > 50% of the fragments of the audio description 
help sub-corpus, presenting a weirdness increase, being ‘weirdly’ used more than three times 
in the context of the event help than in the Surrey audio description corpus. The words looks, 
face, head, hand, takes, watches, turns, sits, stands, door, run and room , although occurring 
in > 50% of the help audio description sub-corpus texts, did not present a significant increase 
in weirdness when compared to its weirdness value in the Surrey audio description corpus, 
being used from one to three times more in the specific context, possibly because they are 
frequent words anyway, occurring in the top hundred words of the audio description corpus.
The word opens is used nearly five times more in the specific context, expressing the 
character’s movement in the scenes, Table 4-9. The verbs pu lls  and lifts both express the 
exertion of physical force for the commitment of the action. Pulls is ‘weirdly’ used in the 
specific context and pu lls  presents a dramatic increase in weirdness, in comparison with the 
whole audio description corpus. The verb tries is used more than a hundred times more 
‘weirdly’ in this context than in the Surrey audio description corpus and can express a way of 
helping physically or not, including the sense of making an attempt to realise an action. It 
shows the act of making an effort to achieve something. It also collocates with the word help 
in two different events (tries to help). All these verbs show relations of elaboration between 
the correlated fragments. They can be related to the event help as the latter expresses the 
sense of ‘making it possible for someone to do something’; pulls  and lifts  can represent 
physical help referring to the action of ‘making it possible’, whereas tries can refer to the 
actual realisation of the help. The verb shakes collocates with the words head/ hand 
appearing twelve times in six events. It appears that these collocations are quite special for 
the specific event, as they are not frequent collocations in the whole audio description corpus. 
Usually the characters shake hands in the end of the help event after a successful realisation 
of the characters’ goals, showing the relation of fu lfilm en t between the matched fragments. 
The characters can shake head when nodding affirmatively, either promising help or agreeing 
with the other character.
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Match Occurrence 
in A I) sub­
texts
/ Weirdness 
in AD sub­
corpus
Weirdness 
in Surrey 
AD corpus
Weirdness
increase
Words 
occurring 
in > 5 0 %  
o f  the AD 
sub- texts
opens 9 24 5.40 0.31 5.66
pulls 8 18 6.30 0.23 3.60
lifts 7 7 2.60 0.09 3.38
tries 7 9 1.95 0.08 4.10
shakes 6 9 2.53 0.08 3.16
Table 4-9: Lexical regularities for the event help
To conclude, the help plot summary event is expressed in audio description by multiple 
fragments dispersed in different parts of the scripts, showing a series of actions. The verbs 
pu lls  and lifts  refer to physical actions, whereas the verb tries refers to the attempt of ‘making 
it possible for someone to do something’ . The collocation shakes head can refer to an 
agreement of helping someone or helping someone by agreeing on something, whereas the 
collocation shake hands can refer to the fulfilment of the help event, where the participants 
congratulate each other for the successful realisation of the desired event.
4.3.2 The Event Meet
Most pairs of fragments are matched due to elaboration from audio description, Table 4-10, 
which adds details on the locations of the meetings, or the series of actions which can take 
place when people meet for the first time, e.g. Darby... approaches Kahmel. She gestures 
towards the paddlesteamer. Kahmel nods...
CDST
Relations
f
Overlap 1
Elaboration 10
Other 11
Summary 5
Description 3
Total 30
Table 4-10: The cross-document structure theory relations detected in the audio description sub­
corpus for the event meet
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Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
11 219 19 99 1,393
Table 4-11: Number of plot summary tokens for 11 instances of the event meet and the 
corresponding audio description fragments, utterances and tokens
Again many unknown relations where the meet event is implied, for example when the 
participants are mentioned in the script for the first time together in the same scene, but 
without the presence of any actions confirming that they know each other: John looks 
perplexed. B illy  swigs from  a bottle... The rest of the relations are not very common, such as 
summary and description which are characteristic of the kinds of language included in the two 
corpora anyway.
The lemma meet or its synonyms were not found in the wordlist of the meet audio 
description sub-corpus. The only re-occurring open class word of the meet audio description 
sub-corpus is the word smiles. It appears eleven times in six meet events and presents a very 
high increase of weirdness in the specific context. Only the word smile occurred in ^ 50% of 
the audio description sub-texts for the event meet, although smile is a very frequent word in 
the Surrey audio description corpus, it is used around twelve times more in the audio 
description sub-corpus of the event meet. We can thus conclude that the characters in films 
smile when they meet. In addition, audio description sometimes adds the information of 
location of meetings and elaborates actions in terms of gesture referring to the meet event.
Match Occurrence 
in AD sub­
texts
/ Weirdness 
in AD 
sub­
corpus
Weirdness 
in Surrey 
AD 
corpus
Weirdness
increase
Words
occurring in > 
50% o f  theAD 
sub- texts
smiles 6 11 0.79 0.06 12.46
Table 4-12: Lexical regularities for the event meet
4.3.3 The Event Kill
Most texts of the audio description sub-corpus include a single audio description fragment 
referring to the plot summary instance for the event k ill. Most of the time the audio 
description elaborates the event k il l , as it includes detailed information on the weapon or 
killing instrument, Table 4-13. The unknown relation expressing inference of the event k il l is 
the most frequent as usually in the audio description the event is not explicitly referred to, but
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implied by expressions such as fa lls  strik ing her head, referring to the cause of the killing, or 
eyes close (‘Horse Whisperer’ , ‘Spiderman’), bullet hole in his temple (Pelican Brief), head 
lo lls  etc., referring to the result of the killing. The rest of the relations are infrequent, with the 
most interesting one that of overlap, appearing only in one scene and based on the word dead, 
which explicitly refers to the effect of k illing , without however giving information on the 
cause, agent or realisation of the event.
CDST
Relations
f
Overlap 1
Elaboration 8
Inference 20
Summary 1
Subsumption 1
Description 1
Total 52
Table 4-13: The cross-document structure theory relations detected in the audio description sub­
corpus for the event kill
Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
10 128 21 42 1,355
Table 4-14: Number of plot summary tokens for 10 instances of the event kill and the 
corresponding audio description fragments, utterances and tokens
The word kill is not included in the sub-corpus wordlist, and only one word semantically 
related to the word k ill, the word dead was detected. According to WordNet, k il l is the action 
of putting someone to death, whereas dead is having the physical appearance of death and 
denotes a state. The lexical regularities detected in the audio description sub-texts of the 
event k il l are words occurring in ^ 50% of the sub-texts, as well as words semantically related 
between them occurring in > 50% of the sub-texts, Table 4-15.
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Match Occurrence in 
AD sub-texts
/ Weirdness 
in AD sub­
corpus
Weirdness in 
Surrey AD 
corpus
Weirdness
increase
Words
occurring in 
>50% o f  the 
AD sub-texts
head 6 6 0.49 0.11 4.09
eyes 6 6 0.49 0.10 4.71
Semantically 
related words 
occurring in 
>50% o f  the 
AD sub-texts 
(6/10)
gun 3 13 1.07 0.03 26.81
bullet 1 1 0.08 0.004 17.31
sword 1 2 0.16 0.009 17.07
pistol 1 2 0.16 0.006 230.88
gunshots 1 1 0.08 0.0002 311.28
Table 4-15: Lexical regularities for the event kill
The words eyes and head occur in > 50% of the k il l sub-corpus texts and their weirdness 
values are higher than in the Surrey audio description corpus. However, these words appear 
in the first percentile of the general audio description corpus; to decide whether they may 
especially refer to the k il l context, their collocations with other words and the context 
including them are observed. The word eyes collocates with the word close in three different 
texts of the k il l sub-corpus, implying that the character may have been killed. In the rest of 
the instances it collocates with different words referring to other actions, which may be 
included in the k il l event, without referring to it. The word head does not present any 
repeated collocations in the sub-corpus texts. However, in three out of ten texts, it implies 
again the kill event; in Sixth Sense, the character is described with a gun to his head, implying 
that there may be a k il l event, in ‘Horse Whisperer’ the character fa lls  s trik ing  her head 
implying the cause of the k il l event, and in ‘Spiderman’ the characters’ head lolls, which in 
combination with other phrases, such as eyes close, implies death, which can be the result of 
the k il l event. Similarly to the word eyes, in the rest of the texts the word head is related to 
actions which are included but do not refer to the event k ill. Therefore, both the words eyes 
and head can give information on the event k ill, but can also relate to other actions, as they 
are amongst the most frequent words in the language of audio description.
Several words semantically related to the word gun, according to WordNet, were found to 
occur in six out of ten texts of the k il l sub-corpus, all being used more than seventeen times in 
the context in question than in the whole AD corpus. Gun and sword are related as they both 
are kinds of weapons according to their first sense in WordNet, whereas bullet is a projectile
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fired from a gun, gunshot is a sound denoting the act of shooting a gun and p is to l is a 
handgun (see Appendix G).
We can conclude that audio description usually elaborates the event k il l adding 
information on the weapon involved by using words semantically related to gun or on the way 
the characters get killed, e.g. strik ing  her head. The event k il l can also be implied by words 
occurring in ^ 50% of the sub-corpus texts, which can refer to the effect of the event k il l (e.g. 
eyes close, head lo lls). Finally, words semantically related to k ill, such as dead, can appear.
4.3.4 The Event Bring
The audio description fragments include a few descriptions of the entities involved, such as 
Ita lian  infantry  describing the plot summary entity soldiers etc. In many cases, the event is 
elaborated in the audio description fragments, Table 4-16. In the plot summary for the film 
‘Harry Potter’, Hagrid brings a letter for Harry, and the same event is referred to in the audio 
description as he takes out and gives a letter to Harry. In the plot summary for Armageddon, 
Harry brings in his own crew to NASA, and the event is referred to in the corresponding 
audio description as contacting, find ing, meeting up and jo in in g  his crew at NASA. Many 
audio description utterances imply the event bring ; in the plot summary for Scooby-do for 
example, the group of friends are brought back, whereas in the audio description Bearded 
Shaggy, emerges, the computer animated Scooby leaps out etc.
CDST
Relations
f
Equivalence 2
Elaboration 7
Inference 7
Summary 4
Fulfilment 1
Description 4
Subsumption 1
Total 26
Table 4-16: The cross-document structure theory relations detected in the audio description sub­
corpus for the event bring
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Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
8 171 32 71 846
Table 4-17: Number of plot summary tokens for 8 instances of the event bring and the 
corresponding audio description fragments, utterances and tokens
The word bring  does not appear in the audio description sub-corpus. However, its 
synonym carry  was found four times in two different events. There are no words or 
semantically related words occurring in > 50% of the audio description sub-corpus texts. 
Usually, in the correlated fragments, the presence of the participants may be significant for 
the specific event as there are no other lexical patterns. The event bring  is mostly elaborated 
or implied in audio description without any lexical regularities referring to it, and very rarely 
(two out of eight events) it is expressed by its synonym carry.
4.3.5 The Event Force
Usually the characters are described to be fo rced  to do something they do not desire. The 
undesired event is dependent on the event fo rce  and is elaborated in parallel with it or 
inferred, Table 4-18. For example, in the plot summary for the film ‘Dinosaur’, the 
inhabitants of the island are fo rced  to flee  to the continent, and in the audio description 
excerpts, they cling  desperately, cry, leap frantica lly , look around nervously etc.; the words 
cling  and leap describe the event flee, whereas the words desperately, cry and nervously show 
the psychological and emotional state of the characters, referring to the event force. In the 
film ‘Captain Corelli’s Mandolin’, we can infer that both characters are fo rced  to live  under 
the same roof as described in the plot summary, by the occurrence of the words 
uncomfortable and subdued referring to them in the audio description.
CDST
Relations
f
Overlap 1
Elaboration 12
Unknown 13
Summary 3
Subsumption 3
Description 2
Total 34
Table 4-18: The cross-document structure theory relations detected in the audio description sub­
corpus for the event force
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Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
8 250 102 168 2,716
Table 4-19: Number of plot summary tokens for 8 instances of the event force and the 
corresponding audio description fragments, utterances and tokens
The word looks is the most frequent open class word of the general audio description corpus. 
In the context of the event fo rc e , the word looks occurs in > 50% of the audio description sub­
texts, being used three times more than in the Surrey audio description corpus, Table 4-20. 
The observation of its concordances shows that looks collocates with words revealing 
emotions, such as frowning, uncomfortable, subdued, sadly, nervously, fo rlo rn ly , sternly and 
apprehensively, revealing in this way the characters’ emotional states. Similarly, the word 
face  occurs in 50% of the sub-corpus texts with increased weirdness, although it also appears 
in the top 100 most frequent words of the general audio description corpus. Face collocates 
again with words including emotional content, such as serious, impassive, sad, sombre, tear 
and tears. Some of the words collocating with looks and face  can be classified according to 
Ortony’s classification of emotions in the categories of ‘fear’ and ‘distress’ (Ortony, 1988), 
occurring as groups in ^ 50% of the sub-corpus text. The words tear, tears, sadly, sad, 
sadness and unamused can be classified as ‘distress’ and the words desperately, nervously 
and apprehensively can be categorised as ‘fear’ . Interestingly, these words are used in the 
context of the event force, showing that when characters are forced, their emotional state can 
be either fear or distress. Therefore, the words looks and face  may collocate with words, 
which show the characters’ emotions in the context of the event force.
Match Occurrence 
in AD sub­
texts
/ Weirdnes 
s in A I) 
sub­
corpus
Weirdness 
in Surrey 
AD corpus
Weirdness
increase
Words 
occurring 
in >50% 
o f  the AD 
sub- texts
looks 5 14 0.81 0.23 3.51
<move> 4 12 0.44 0.07 5.74
face 4 8 0.41 0.09 4.22
Table 4-20: Lexical regularities for the event force
The word move occurs in 50% of the sub-corpus texts, being used five times more ‘weirdly’ 
in the specific context than in the Surrey audio description corpus, mostly to show movement 
of the character who is forced towards any direction. The words hands, holds and turns were
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excluded as they did not present a significant increase in their relative frequency in the 
context in question.
Audio description elaborates or implies the event fo rce , by series of actions either 
referring to the event fo rce  or its dependent event. The words looks and face  collocate with 
words revealing the emotions of fear or distress, showing in this way the emotional state of 
the fo rced  characters.
4.3.6 The Event Tell
The event te ll appears in eight plot summary instances, correlated with eight audio description 
fragments, including 21 utterances. The audio description sub-corpus mostly implies the 
event tell, which actually is a speech act, mostly included in the dialogue cues. Only in one 
case the relation of overlap occurs, Table 4-21.
CDST
Relations
f
Overlap 1
Inference 7
Total 8
Table 4-21: The cross-document structure theory relations detected in the audio description sub­
corpus for the event tell
Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
8 282 8 21 239
Table 4-22: Number of plot summary tokens for 8 instances of the event tell and the 
corresponding audio description fragments, utterances and tokens
There were no words or semantically related words occurring in ^ 50% of the texts in the 
te ll sub-corpus. Only the word mouths is semantically related to te ll in one event. The event 
te ll is usually implied in the audio description, as it is a speech act and is mostly expressed in 
the dialogue cues. Synonyms may occur, although very rarely.
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4.3.7 The Event Find
The audio description sub-corpus mostly elaborates the event f in d  by series of actions (Table,
4-23). In the plot summary for the film ‘Dinosaur’ for example, the lemurs f in d  a dinosaur 
egg, whereas in the audio description the event is narrated in detail; the lemurs’ eyes open 
wide with curiosity... and a flash  o f  lightn ing illuminates the egg. In three cases, the event 
f in d  is implied, for example in ‘Atlantis’, the plot summary event M ilo... finds  a woman, is 
expressed in audio description as lightn ing reveals a shapely blonde, implying that Milo who 
is previously mentioned at the scene consequently finds her.
CDST
Relations
f
Overlap 3
Elaboration 7
Total 10
Table 4-23: The cross-document structure theory relations detected in the audio description sub­
corpus for the event find
Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
7 145 10 23 456
Table 4-24: Number of plot summary tokens for 7 instances of the event find and the 
corresponding audio description fragments, utterances and tokens
The word finds  occurs once in the audio description, without referring to the same f in d  
event mentioned in the audio description. We thus cannot expect the same word to occur 
describing the event fin d . There are no words or semantically related words appearing in > 
50% of the sub-corpus texts. However, on three out of seven occasions, words such as reveal, 
notice and come across, which are semantically related to f in d  occur (see Appendix G for the 
WordNet senses). The event f in d  is mostly narrated in detail and sometimes implied by the 
audio description. On some occasions, it is referred to by words semantically related to the 
word find .
4.3.8 The event Discover
Discovering something may involve a series of actions and thus the event discover is 
mentioned in seven plot summary instances, which have been correlated with eleven audio
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description fragments, including 52 utterances in total. The audio description sub-texts for 
the event discover mostly elaborate the event, Table 4-25. For example, in the plot summary 
for the film ‘Enigma’, cryptoanalysts at Britain's code-breaking centre have discovered to 
their horror that Nazi U-boats have changed their Enigma Code, whereas in the audio 
description the same event is described in detail in a series of actions such as he points to a 
sea cha rt... The men in the room exchange glances... and Skynner sits, chagrined. On some 
occasions the event is implied; for instance, in ‘Tea with Mussolini’, we can infer that the 
character has discovered that her current Italian husband is really Italian Gestapo, as 
described in the plot summary, when the character has a tear strewn face  in the audio 
description. Some other CDST relations appear only once.
CDST
Relations
f
Overlap 1
Elaboration 4
Inference 6
Indirect speech 1
Summary 1
Total 13
Table 4-25: The cross-document structure theory relations detected in the audio description sub­
corpus for the event discover
Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
7 187 11 52 639
Table 4-26: Number of plot summary tokens for 7 instances of the event discover and the 
corresponding audio description fragments, utterances and tokens
There are no words or semantically related words occurring in ^ 50% of the sub-corpus 
texts. The words notices and finds, which are semantically related to the word discover, 
appear in two different texts in the audio description. The event discover does not present any 
lexical regularities, except semantically related words to the word discover on two occasions.
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4.3.9 The Event Love
There are many scenes elaborating the event love, Table, 4-27. For example, in most films 
characters are described to kiss, hold one another, pu t an arm around etc. In many scenes the 
characters’ behaviour implies the event love; they are described, for example, sm iling  or 
looking into each o ther’s eyes etc., which can suggest they love each other without, however, 
confirming it with another action.
CDST
Relations
f
Elaboration 21
Inference 30
Summary 8
Subsumption 2
Description 2
Total 63
Table 4-27: The cross-document structure theory relations detected in the audio description sub­
corpus for the event love
Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
6 130 45 192 2,479
Table 4-28: Number of plot summary tokens for 6 instances of the event love and the 
corresponding audio description fragments, utterances and tokens
The word love does not occur in the audio description, although it appears a few times in 
dialogue cues. Several lemmata occur in > 50% of the audio description sub-texts for the 
event love, Table 4-29. The words kiss and kisses appear in all the texts included in the audio 
description sub-corpus, being used 38 times more ‘weirdly’ in the context of love than in the 
Surrey audio description corpus. The words looks and smiles occur in the top hundred words 
of the general audio description corpus, but are used up to twelve times more ‘weirdly’ in the 
present sub-corpus than in the Surrey audio description, usually referring to the characters 
looking or smiling at each other. Similarly, the words eyes, hands and face  occur in the top 
hundred words of the audio description in general, but are used around 6 times more 
‘weirdly’ ; eyes appears in collocations with words such as look/gaze into each o the r’s eyes, 
whereas hand/s can occur in collocations with hold hands, takes/put a hand around . The 
word face  can collocate with emotional words, such as sad or anxious, or verbs such as 
stroke, hold, l if t  or cover. The words sits, stands and walks are used three times more
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‘weirdly’ than in the Surrey audio description corpus, showing the position of the characters 
in the scene and the distance between the participants of the event. The word give usually 
collocates with the word kiss. Finally, the word lips collocates with kiss and the word gently 
can accompany the words smile or kiss. Many words occurring in > 50% of the texts are used 
to express the event love in audio description. Characters who love each other usually kiss or 
hold hands elaborating the event, whereas sm iling  and looking into each o the r’s eyes can 
imply but not confirm their love.
Match Occurrence 
in AD sub­
texts
/ Weirdness 
in AD sub­
corpus
Weirdness 
in Surrey 
AD corpus
Weirdness
increase
Words
occurring in 
S: 50% o f  the 
AD sub- texts
kisses 6 16 0.65 0.01 38.92
kiss 6 15 0.61 0.01 40.66
looks 5 23 0.93 0.23 4.03
smiles 5 19 0.77 0.06 12.14
eyes 5 17 0.69 0.10 6.60
face 5 17 0.69 0.09 7.11
hand 5 14 0.56 0.10 5.57
sits 5 12 0.48 0.07 6.19
<hold> 5 8 0.32 0.08 3.86
<gaze> 5 8 0.32 0.03 8.96
<stand> 5 12 0.48 0.12 3.87
<give> 4 6 0.24 0.03 6.18
<walk> 4 10 0.4 0.11 3.57
gently 4 4 0.16 0.01 8.88
lips 4 10 0.4 0.01 21.16
hands 3 10 0.4 0.07 5.42
Table 4-29: Lexical regularities for the event love
4.3.10 The Event Murder
The event murder is usually shown in one scene and not in multiple parts of the film unless 
there is a flashback, such as in ‘Sixth Sense’ or in ‘Midnight in the Garden of Good and Evil’ . 
The audio description sub-corpus contains, implies or elaborates the event murder, Table 4- 
30, including several descriptions of the entities involved, such as a pu trify ing  body in a bath, 
the peaceful face o f  his dead uncle etc. Usually a murder is elaborated by expressing the 
weapon, such as gun or by a series of actions comprising it, such as shoots and fa lls . A 
murder also can be implied by the presence of a body. On one occasion, there is equivalence
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with the murder event of the plot summary for the film ‘Murder of Crows’, when the victim 
drowns in a swimming pool in the audio description.
CDST
Relations
f
Equivalence 1
Overlap 2
Elaboration 4
Inference 6
Summary 2
Subsumption 1
Description 5
Total 21
Table 4-30: The CDST relations detected in the audio description sub-corpus for the event
murder
Plot summary 
instances
Plot summary 
tokens
Audio
description
fragments
Audio
description
utterances
Audio
description
tokens
6 73 10 39 538
Table 4-31: Number of plot summary tokens for 6 instances of the event murder and the 
corresponding audio description fragments, utterances and tokens
The word murder does not appear in the wordlist of the audio description sub-corpus for 
the event murder. The semantically related words killing, died and dead occur in the wordlist 
but as part of the dialogue cues and not of the audio description. The word dead occurs only 
once in the audio description. However, there are several words occurring in ^ 50% of the 
sub-corpus texts, Table 4-32. Interestingly, the word police  appears in the end of four out of 
six texts including murders. The word body is used 52 times more in the context of the event 
murder and the word gun occurs 28 times more than in the language of audio description. 
The words shoots and fa lls  occur in 50% of the texts and are used 18=45 times more in the 
context in question. Interestingly, they collocate with each other. The word looks is excluded 
as it did not present a significant weirdness increase in this context.
To sum up, a murder is usually alluded to in audio description by the appearance of the 
police. In many cases there is a body implying there has been a murder, as well as a gun 
elaborating how it took place. Finally, other details can be mentioned in audio description, 
such as when the agent of the event shoots the patient fa lls .
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Match Occurrence 
in A I) sub­
texts
/ Weirdness 
in AD sub­
corpus
Weirdness 
in Surrey 
AD corpus
Weirdness
increase
Words 
occurring in 
^ 50 %o o f  the 
AD sub­
corpus texts
police 4 4 0.74 0.01 42.04
body 3 6 1.12 0.02 52.58
gun 3 6 1.12 0.03 28.07
falls 3 3 0.56 0.03 18.48
shoots 3 3 0.56 0.01 45.52
Table 4-32: Lexical regularities for the event murder
4 .4  D iscussion
The occurrence of the same word in audio description referring to the event as in plot 
summary is rare. In the sub-corpora created, only the event help is expressed by the 
occurrence of the same word (help) on three different occasions. It is very rare for synonyms 
or semantically related words to the events to occur; there are two occurrences of the word 
carry, referring to the event bring, one occurrence of the word mouth representing the event 
tell, the words reveal, come across, notice expressing the event f in d , the words f in d  and notice 
describing the event discover. Thus, three times the same word expresses the same event in 
plot summary and audio description, and nine times the plot summary event is referred to by 
synonyms or semantically related words in audio description. Only 12/376 times (3.2%) is 
the event referred to by the same word or by a synonym; the remaining 364 relations (96.8%) 
include other lexical characteristics.
The events help, meet, kill, force, love and murder include specific lexical regularities in 
the way they are referred to in audio description occurring in ^ 50%, Table 4-33, whereas the 
events bring, tell, find , discover did not present any words occurring in > 50% of the sub­
corpora texts. The event k il l includes words semantically related between them referring to 
the word gun occurring in > 50% of the sub-corpora texts. Emotion words expressing ‘fear’ 
and ‘distress’ have been found to occur in ^ 50% of the sub-corpora texts for the event force. 
The appearance of semantically related words, which occur in > 50% of the audio description 
sub-texts, should not be neglected, as sometimes there may be no other lexical regularities. 
For example, the words gunshot, sword, bullet, revolver, shotgun all related to the word gun, 
according to WordNet, occurring in > 50% of the k il l audio description texts as a group. The
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most common lexical regularities are words occurring in ^ 50% of the audio description sub­
corpora texts.
Event Words occurring in ^50%  of the sub­
texts of each audio description sub­
corpus
Semantically related words occurring 
in ^ 50%  of the sub-texts of each audio 
description sub-corpus
help opens, pulls, lifts, tries, shake hands
meet smiles
kill head, eyes Related to gun: gun, bullet, sword, pistol, 
gunshots
force looks, <move>, face
love kisses, kiss, looks, eyes, face, hand, sits, 
<hold>, <gaze>, <ostand>, <give>, 
<walk>, gently, lips, hands
murder body, gun, falls, shoots, police
Table 4-33: Lexical regularities in audio description for six out of ten most frequent events
narrated by plot summaries
Usually, the words occurring in ^ 50 % of the texts included in the sub-corpora for each 
event appear to be important for narrative, referring especially to certain events and forming 
somehow patterns of the same film event. To confirm the status of the ‘special’ use of certain 
lemmata in the context of certain events, we have also calculated whether their weirdness 
value increased in the context of the audio description sub-corpus, when compared to their 
occurrence in the Surrey audio description corpus. For instance, the word body occurs in 50% 
of the audio description texts referring to the event murder, and its weirdness increased 52 
times in the context of the murder sub-corpus than in the Surrey audio description corpus, 
showing that there may be a body to confirm a murder. Similarly the word kiss occurs in all 
the audio description texts, referring to the event love, showing that kiss is expected to appear 
100% in the context of the event love. Some words, such as looks, eyes, face  etc. may occur 
in 2: 50 % of most sub-corpora texts; these may or may not be important depending on the 
weirdness increase in the sub-corpora context and the words they collocate with; for example 
eyes close is an important collocation for the event murder, whereas look into each o ther’s 
eyes is characteristic of the event love. The increase of weirdness in the context of the events 
sub-corpora, when compared to the weirdness of the same word in the Surrey corpus of audio 
description has shown that some words are indeed used more times, justifying in this way the 
fact that they can form lexical regularities referring especially to certain events. For example, 
the word kisses not only appears in all the audio description sub-texts referring to the event 
love, but also its weirdness increased significantly in the context of love than in the Surrey 
audio description corpus, confirming that kiss is a lexical regularity referring to love.
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Finally, certain cross-document structure theory relations in specific events can be 
characterised by certain lexical regularities; for example the collocation shake hands occurs in 
the CDST relation offulfilment for the event help, the word gun or the series of action shoots 
and falls can elaborate the event murder and the words kisses and kiss give details concerning 
the event love. The word body implies a murder, and the word smiles can either elaborate a 
meet event or imply a love event.
In Chapter 3, we showed that audio description and plot summaries use lexical 
regularities to narrate films and that although the same words are used to refer to characters, 
different words are used to refer to events. In this Chapter, we have shown that certain 
frequent plot summary events are expressed by lexical regularities in audio description. 
These regularities can help us capture other narrative elements for computational applications. 
If these ten events are treated as a closed set of events, their lexical regularities can improve 
their retrieval. Nevertheless, their frequency suggests that only by increasing the size of the 
corpora, can the performance of automating cross-document coreference actually be improved 
for the rest of the events.
As lexical regularities appeared in several events, other lexical patterns may appear in 
several of the rest of the events. Observations in events occurring later in the list of events 
show that other events appear to be described by lexical regularities; e.g. the plot summary 
event solve is referred to in the audio description by the word body on 2/4 occasions, as the 
mystery to be solved had to do with a murder, as well as the collocation shake hands 
appearing towards last the audio description correlated utterances, after having successfully 
solved the mystery. Detecting more lexical regularities in as many events as possible can 
enhance their representation in terms of narrative; such information can be can be used for 
improving automatic cross-document coreference or other applications. For example, to 
compute the coreference of the event murder, lexical regularities such as the words body and 
gun can be considered. Other pieces of information can also be considered, for instance, 
participant roles, such as logical ‘subject’ or ‘object’, or combinations of information based 
on the special characteristics of certain events, such as gun is the ‘instrument’ for murder, or 
shake hands can denote the ‘fulfilment’ of a help event. To investigate the patterns that may 
appear in the remaining events, more instances of plot summary and correlated audio 
description utterances are necessary.
The top ten words referring to events represent the 20% (83/410) of all the events 
appearing in the plot summary corpus of 54 texts. Fexical patterns have been detected for six 
out of ten frequent events in the audio description correlated fragments, covering 13% of all 
events of the audio description corpus. We have increased the size of the plot summary
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corpus from 54 to 111 texts to find out whether these events occur again in similar frequency. 
We observed that the ten most frequent events identified in the 54 plot summary coipus 
covering 20% of all the events, cover 14% (139/1,021) of all the events appearing in the 
larger coipus of 111 plot summaries. The events presenting lexical patterns covered 13% in 
the 54 plot summary coipus and 10% in the 111 plot summary coipus, Figure 4-2. These 
events are again repeated when the corpus becomes larger, while a few other events occur 
more frequently in the 111 text corpus. The lexical regularities referring to the events 
covering the 10-13% of the corpora can be used to improve the performance of cross­
document coreference between different types of narrative texts, providing, nevertheless, 
computational solutions only for that percentage of events in the corpora investigated.
We have previously shown that in existing literature for information extraction (Chapter 
2) event extraction concerns closed sets of events, such as 31 football events. It appears that a 
classification for film events is even more challenging task, as there are 205 different events 
in the 54 plot summary coipus and 496 different events when the coipus size is increased to 
111 texts. Many events in plot summaries appear once and others occur two to five times; 
108/ 410 events in the 54 plot summary coipus and 399/1,021 events in the 111 summary 
corpus appear only once. The percentage of events appearing once has increased from 26% 
to 39%, by enlarging the coipus. This limits us from defining a set of events in films, 
showing that in films there is an unconstrained set of events. However, the ten most frequent 
plot summary events can either represent the ten top events that film creators have selected to 
present and emphasise in their stories or the top ten events that films viewers have opted to 
summarise in the present corpora mostly including Hollywood films.
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Chapter 5. Solutions to the Cross-Document Coreference Task
5  S o l u t i o n s  t o  t h e  C r o s s - D o c u m e n t  
C o r e f e r e n c e  T a s k
In this chapter, we are going to investigate how cross-document coreference can be automated 
between plot summary and audio description, suggesting in this way solutions to the cross­
document coreference task between two different types of narrative texts for an unconstrained 
set of events. We propose four heuristics for cross-document coreference based on the 
findings in Chapters 3 and 4, showing common words referring to entities and different words 
referring to events (Section 5.1). The first heuristic originates from the matching of words 
referring to entities common in both corpora, the second heuristic focuses on matching words 
referring to entities and events, the third heuristic matches words referring to entities and their 
functional roles as well as words referring to events and the fourth heuristic retrieves the five 
highest ranked matches if the event aspect is punctual or all of the detected utterances by the 
three heuristics if the event aspect is durative. A gold standard data set for cross-document 
coreference, based on the full agreement of results produced by five different annotators for 
two films, was created for the evaluation of the heuristics (Section 5.2). The task of cross­
document coreference between different types of texts is shown to be challenging as the 
annotators presented poor agreement on their first sets of annotations and had to reassess their 
views, considering additional annotations detected by the other annotators. The evaluation is 
realised in terms of Precision and Recall, comparing the results populated by the heuristics 
against the gold standard data set and a baseline (Section 5.3). The results suggest that the 
task of automating cross-document coreference is difficult when the types of texts differ but 
are encouraging in comparison with the baseline; a higher Precision can be achieved by 
following a strict approach matching nouns and functional roles and a higher Recall can be 
reached with a more general approach matching nouns and verbs. Both Precision and Recall 
can be balanced by the consideration of the event’s temporal aspect, punctual or durative. 
The discussion focuses on how the performance of the heuristics can be improved by 
resolving all references to entities, identifying accurately the event aspect and detecting 
lexical regularities for more events by increasing the corpora size, whereas it may be possible 
to detect more events by adding some previous or following utterances (Section 5.4).
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5.1 Proposed Heuristics for C ross-D ocum ent Coreference in 
Different Types o f  N arrative Text
According to the analysis in Chapters 3 and 4, plot summaries and audio description 
narrate the same events, using different vocabulary, grammatical structures, amount and kinds 
of information. Plot summaries and audio description select, order and present information 
differently. The order that the events are narrated can be the same for certain events in plot 
summaries and audio description with some exceptions, such as the film ‘Memento’, where 
the events in film time and the actual story time are presented in the opposite order. Several 
events appear in different parts of the audio description, while others are mentioned only in 
one part of the plot summary. This makes the order in which the events are mentioned a basic 
approach, which needs to be elaborated considering other factors, such as the temporal aspect 
of the event.
Recall that the same events are described in one clause in the plot summary and on 
average five utterances in the audio description if the aspect of the event is punctual or 29 
utterances if the event is durative. Usually punctual events are described in one part of the 
audio description or two parts when there is a flashback, whereas durative events are detected 
in multiple parts of the audio description script. The event aspect gives an indication of the 
number of utterances to be expected for each event. Punctual and durative events can be 
detected in the audio description by the presence of words referring to entities and events.
Words referring to entities, such as characters, plot significant objects and locations are 
common in plot summaries and audio description, whereas words referring to events are 
different. Only in 3.2% of the audio description subcorpora created, did the audio description 
utterances refer to the event expressed in the plot summary by the same word or by a 
synonym. This shows the difficulty of the task of cross-document coreference between 
different kinds of texts, as the entities can be matched between plot summaries and audio 
description, whereas words referring to events are different. In the 96.8% of the subcorpora, 
the event is referred to in different ways. It may be described by one or a series of related 
actions where at least one entity in the same functional role is present or a combination of 
entities can be identified. On other occasions it can be referred to by words especially used in 
the specific context.
The analysis in Chapter 4 has shown that six out of ten most frequent events in the plot 
summary corpus were referred to by lexical regularities, words repeated in > 50% of the sub­
texts in each sub-corpus, such as the word body, which is repeated in half of the sub-texts for 
the event murder, or the word kiss, which is repeated in all of the sub-texts for the event love.
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However, these lexical regularities can only he detected for certain events as other events do 
not present any similarities in the way they are expressed and on the condition that they are 
frequent enough to present examples providing solid evidence that they are repeated and 
especially used in specific contexts.
Taking into consideration only the order in which the events are mentioned in both texts is 
not enough. The results suggest that we can expect to match punctual events in the plot 
summary with five audio description utterances, which can possibly be found in one part of 
the audio description, and durative or sometimes iterative events with multiple utterances, 
which may appear in several audio description scenes. Matching words referring to 
characters appears to be the most feasible technique for computing cross-document 
coreference between plot summaries and audio description and matching words referring to 
events appears to offer a solution for a few cases. This analysis leads us to four heuristics 
which match lemmata detected in plot summary clauses against the same lemmata included in 
audio description utterances, summarised in Figure 5-1. We match lemmata found in the plot 
summary clause, which includes one verb and its participants, against the same lemmata 
found in one or more audio description utterances, which are time-coded and can include one 
phrase or sentence or multiple sentences. The matches are applied to lemmata and are formal. 
The four heuristics can be used for cross-document coreference between different types of 
collateral texts for films.
The first heuristic was inspired by the presence of words referring to characters or objects 
participating in the event, or words referring to locations where the event is taking place, in 
other words entities, which according to the results in Chapter 3, were common in both 
corpora. It returns matches only if at least two head nouns in the plot summary clause appear 
in the audio description utterance. The second heuristic originates from the presence of words 
referring to characters and locations and words referring to events. Although very few words 
referring to events were detected in the analysis in Chapter 3, it is important to investigate 
whether the matching of one participant and one word referring to the event is possible. This 
heuristic returns matches only if at least two nouns or a noun and a verb in the plot summary 
clause appear in the audio description utterance. The application of this heuristic will show 
whether matching verbs as well as nouns helps to detect more scenes than the previous 
heuristic. The third heuristic was motivated by the requirement of a more accurate 
representation of participants and their role in the event, i.e. whether they function as a 
subject/ agent committing an action or an object receiving an action. Such information is 
made available in the functional analysis of a clause. This heuristic returns matches if at least 
one noun in a functional role and another noun or verb in the plot summary appear in the
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audio description with the particular noun in the same functional role. There are events with 
only one participant expressed by intransitive verbs, or events where the second participant is 
not explicit. These are difficult to detect and thus the third heuristic returns at least one noun 
in the same functional role if no other combination is found.
The fourth heuristic derives from the temporal aspect of the events, defining in this way 
the expected number of audio description utterances for each event expressed in the plot 
summary. This heuristic checks if the event aspect is punctual or durative according to a 
manually edited list of punctual and durative events according to Comrie’s theory (Comrie, 
1976, see Appendix F). If the event is punctual, then the heuristic retrieves the five highest- 
ranked matches, as the analysis in Chapter 4 has shown that punctual events correspond to an 
average of five audio description utterances. To rank the matches, a match score algorithm is 
followed. The highest-ranked matched utterances are the ones found by the third heuristic, 
with two words in the same roles in both texts; then, the matches including any three words, 
according to the first and second heuristics; then, the matches including two words appearing 
within or close to the estimated temporal interval, according to the first and second heuristics; 
then, any two words, and finally one word within or at least close to the estimated temporal 
interval. If the event aspect is durative, then all matches included in the three heuristics are 
retrieved. In case no matches are found by the three heuristics, then the fourth heuristic 
should retrieve the utterances which include at least one of the nouns detected in the plot 
summary clause within or close to the time codes of the utterances of the corresponding 
temporal interval in the audio description. This interval is used in the baseline as well and can 
be estimated by dividing the number of audio description utterances to the number of plot 
summary clauses, and then dividing again the number of audio description utterances to the 
number previously found; the audio description is then separated in equal parts in order to 
estimate the time in which each event takes place, assuming that the events are ordered in the 
same way in both texts.
1 1 7
Chapter 5. Solutions to the Cross-Document Coreference Task
H E U R ISTICS F O R  C R O S S -D O C U M E N T  CO R E FER EN CE
Heuristic 1
If at least two head nouns in the plot summary appear in the audio description utterance (in 
any form), then MATCH = TRUE, else MATCH = FALSE
Heuristic 2
If at least two nouns or one noun and one verb in the plot summary appear in the audio 
description utterance, then MATCH = TRUE, else MATCH = FALSE
Heuristic 3
If at least two nouns in the plot summary appear in the audio description utterance in the 
same grammatical functional roles, or at least one noun and one verb in the plot summary 
appear in the audio description utterance with the noun in the same functional role, or at 
least two nouns in the plot summary appear in the audio description utterance with the one 
noun in the same functional role, then MATCH = TRUE, else
If at least one noun in the plot summary appears in the audio description utterance in the 
same functional role, then MATCH = TRUE, else MATCH = FALSE
Heuristic 4
If event = punctual, then chose X highest-ranked utterances, where X=5, else retrieve all 
utterances
M atch score algorithm, where utterances are ranked as follows:
1st: Match according to heuristic 3 with two keywords in the same roles 
2nd: Match according to heuristic 1 and 2 with three keywords
3rd: Match according to heuristic 3 with one keyword in the same role and another keyword
4th: Match according to heuristic 1, 2 and 3 with two keywords in utterances appearing 
within or close to the estimated temporal interval
5th: Match according to heuristic 1 and 2 with two keywords
6th: Match utterances appearing within or close to the estimated temporal interval including 
one keyword
7th: the rest
Figure 5-1: Four heuristics for cross-document coreference between plot summary and audio
description
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5.2  Creating a G old  Standard D ata Set for C ross-D ocum ent  
Coreference between Plot Sum m ary and A udio Description
Natural language processing approaches are usually evaluated by using a gold standard, 
which is a method, procedure or measurement that is widely accepted as being the best 
available (Bandolier Knowledge Library). In information extraction, a gold standard is used 
to evaluate automatically produced templates against gold standard data sets of human 
annotations. We created a gold standard data set for Cross-Document Coreference, such that 
every event in a plot summary is matched against one or multiple audio description 
utterances, while all annotators should agree on the same annotations. In summary, the 
method was to ask seven individuals to produce cross-document coreference pairs between 
the plot summary and the audio description for one or both of the films ‘Spiderman’ and 
‘Chocolat’ . The annotators were post graduate university students with an interest in cinema 
and films. Three individuals annotated the plot summary and audio description for both films, 
while two annotated only the texts for ‘Chocolat’ and two annotated only the texts for 
‘Spiderman’ . Thus, the gold standard includes the annotations of five individuals for the film 
‘Chocolat’ and five for the film ‘Spiderman’. The experiment was conducted in two phases. 
Five annotators were first asked to identify all events mentioned in the plot summary, 
following instructions, and comment on their choices. After discussion of their results, a 
common set of plot summary events was agreed. The second phase involved the 
identification of the agreed set of events in the audio description for the same film, again 
following again a set of guidelines. After comparing the five annotation sets of identified 
audio description utterances referring to plot summary events, we noted for each person the 
annotations which they did not include, but were mentioned by another annotator. We then 
asked the individuals to reassess their data set by considering the other subjects’ annotations, 
collected in the different files created for each annotator containing the answers they did not 
include. Finally, all common annotations were added to the gold standard data set. The task 
of identifying events in collateral texts for films appears to be based on each person’s 
conception of events. In this section, we present the guidelines to identify events in plot 
summaries and audio description, so that the task becomes more focused for the annotators 
and the decisions they had to make to conclude to a gold standard of commonly identified 
events in both texts.
The ‘pragmatic’ approach should be mentioned to understand how subjective an event 
representation can be in terms of human understanding and thus how challenging the 
agreement is between annotators. The way information is communicated by collateral texts
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concerns a process of exchange: two participants and one message to be communicated: the 
sender of the message that encodes the message, in our case the film creator or the audio 
describer or the author of the plot summaiy; the message, which represents information and 
knowledge in multiple media forms, in our case the film, represented in different discourses 
such as film audio description and plot summary; the receiver of the message, who can be the 
film viewers or the annotators that decode the message. In this exchange of information, 
there are other factors surrounding the message that should be taken into consideration, such 
as the code in which the message is communicated, the context that surrounds the message 
etc. (Jakobson, 1963), Figure 5-2;
context
sender message receiver
( film creator/ (audio description + dialogue/ (film viewers, annotators,
audio describer/ plot summary/film) ‘individual hearers')
plot summary author) code
contact
Figure 5-2: The process of message exchange and communication according to Jakobson (1963). 
Here we have added the film creator and collateral text author as the ‘sender’ , film data, audio 
description and plot summary as the ‘message’ , and the audience as the ‘ receiver’
In addition, the way information is conveyed is a process of exchange that can involve 
participants with different educational and linguistic backgrounds and psychological 
behaviour (ICerbrat-Orecchioni, 1980). Thus, successful communication depends on the 
attempt of the sender to be understood and on the level of adaptation of the hearers. The 
challenge appears when the beliefs of planner-speaker differ from those of the hearer-reader- 
viewer. Therefore the hearer has to ‘elicit’, ‘ infer’ the speaker’s beliefs (Webber, 2001). In 
the case of annotating events in audio description, the annotators were found many times in 
the situation of inferring events, not explicitly mentioned due to the lack of dialogue or due to 
the function of the text, i.e. describing only what can be seen and not interpreting the visual 
image. When comparing the pairwise agreement between annotators, we should have in mind 
all the parameters mentioned above.
5.2.1 Guidelines for Event Identification in the Plot Summary
The annotators were asked to read the plot summary carefully, detect the events expressed 
throughout the text and give them a unique identification number, according to certain
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guidelines (Appendix Q), by adding the word event and the corresponding number at the end 
of each clause. The guidelines to annotators include examples on what to ignore. First of all, 
clauses with be or have as main verbs and states explicitly denoting ‘attribution’ (HAS) or 
‘identification’ (IS) should not be included in the set of identified events, as in [1] and [2].
[1] Tom is a "horse whisperer"
[2] Lawyer Wakem takes away the mill on the river Floss from Edward Tulliver, whose 
ancestors owned it fo r  300 years
Some events are repeated throughout the plot summary; in this case, all clauses expressing the 
same event should be assigned with the same identification number, as in [3].
[3] His parents have died...event 2
His parents were a wizard and a witch, killed...event 2
Events which are part of a question and whose answer is not revealed by the plot summary 
should also be ignored, as in [4].
[4] But how shall they brin2  the news o f  failure to the Grand Councilwoman without being 
punished?
Finally, events not including explicit participants should be excluded as the annotators may 
have to infer or deduce other events to detect them in the audio description. For example, in
[5], the participants romance and life in the event alter are not explicit.
[5] . ..the romance that tragically alters his fife
Figure 5-2 shows an example of how the events appearing in the plot summary for the film 
‘Mill on the Floss’ should be identified:
Lawyer Wakem takes away the mill on the river Floss from Edward Tulliver, 
whose ancestors owned it fo r  300 years: event 1 and becomes the worst enemy 
o f  Tulliver's family: event 2 When Edward's daughter, Maggie, grows up, she 
falls in love with Wakem's son Philip: event 3 but her brother Tom, true to the 
memoiy o f  their father, forbids her to meet him again: event 4 When she visits 
her cousin, Lucy Deane: event 5 Lucy's fiance Stephen Guest falls in love with 
Maggie at first sight: event 6 further complicating matters.
Figure 5-3: Event identification in the plot summary for the film ‘Mill on the Floss’
In case of any uncertainty about how to identify an event, comments can be added to 
express possible dilemmata, as in [6].
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[6] .. .further complicating matters (not identified as the participant is abstract)
5.2.2 Inter-Annotator Agreement for Event Identification in the Plot 
Summary
The method followed to create a gold standard for the event identification in plot summaries 
is that all annotators have to agree on the same identified events. The task of annotating the 
plot summary seems to be relatively straightforward. Three out of five annotators had the 
same results for the plot summary for ‘Spiderman’ and the calculated pairwise agreement 
totals 85.3%. Four out of five annotators had the same results for the plot summary for 
‘Chocolat’ and the pairwise agreement totals 90%. The time taken to complete this task was 
ten to twenty minutes. During the collection of the results, two kinds of annotations appeared. 
Most annotators followed a detailed representation as recommended by the guidelines, 
separating the text into clauses, which still make sense if separated from the rest of the 
sentence. Some annotators divided the text into sentences, which sometimes include more 
than one verbs with different participants. For instance the events included in the following 
sentence can be identified in two ways:
P eter ’s body chemistry is mutagenically altered in that he can scale walls and ceilings and he 
develops a "spider sense" that warns him o f  approaching danger event 1
OR
... his body chemistry is mutagenically altered in that he can scale walls and ceilings: event 1 
and he develops a "spider sense" that warns him o f  approaching danger: event 2
All annotators were then asked to comment on the way of annotation they have selected 
and their opinion on the other one. The annotators concluded that both ways of annotating the 
plot summary can be equally correct. However, the detailed representation is more 
appropriate as it can be included in a more general one, whereas the opposite is not possible. 
Having computer applications in mind, the detailed event representation can be more useful, 
as it may satisfy more specified user queries. Finally, the annotators who selected the general 
event identification agreed to annotate the audio description according to the detailed 
representation.
5.2.3 Guidelines for Event Identification in the Audio Description
The same annotators read the audio description script for each film and whenever they 
detected an event previously identified in the plot summary, they added the event number
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identification after the end of each audio description utterance. The annotators were made 
aware of the fact that they often would need to match more than one audio description 
utterances with one plot summary clause. For example, event 7 of the plot summary for the 
film ‘Mill on the Floss’, previously annotated in example [5], Lucy's fiance Stephen Guest 
fa lls  in love with Maggie at f irs t  sight, has been related to the following audio description 
utterances, found in different parts of the audio description script, [8], [9], [10], [11] and [12].
[8] Lucy gives Maggie a conspirational smile, then moves away. Stephen is watching and 
approaches Maggie, he walks on, into the hall. Reluctantly Maggie fo llow s event 6, event 7
[9] Maggie looks round and sees Stephen. They walk together by the riverbank. ...Because I  
love you... Stephen gazes at her with wonder. He puts a finge r under her chin, and lifting  her 
face to his, kisses her on the lips, event 7
[10] Stephen lets himself in. Maggie looks anxious. He smiles, event 7 ? (no explicit reason 
for smiling or way of smiling)
[11] Stephen saunters across and sits beside her on the couch. He smiles teasingly. event 7
[12] Maggie sits with Stephen. He sleeps his lips against her ha ir event 7
The matched audio description utterances should explicitly refer to an event, i.e. include at 
least one word, which refers to the event, such as the audio description words approach, gaze, 
kisses, smiles, teasingly, lips found in the above utterances referring to the event Stephen fa lls  
in love with Maggie. In case of uncertainty about an event referred to in the audio 
description, a question mark can be added after the event identification number and if 
necessary a few comments to show the level of difficulty of the decisions, which had to be 
made, as in example [10] above. It is also possible that the same audio description utterance 
refers to more than one event. In this case, all the event identification numbers should be 
recorded, as in example [8]. In case one or more events are not found in the audio description, 
their identification numbers should be recorded at the end of the document.
5.2.4 Inter-Annotator Agreement on Event Identification in the Audio 
Description
The task of reading the audio description appears to be time-consuming, subjective and 
challenging. The time taken for the film ‘Spiderman’ was three to four hours and for 
‘Chocolat’ five to six hours. The hardest decisions made by the annotators in order to agree 
on including an audio description utterance previously missed out concern the level of 
inference that each annotator conformed to. The collection of the results has shown that there
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are several utterances common in all five annotators, whereas others were found by only some 
annotators. The utterances, which were not included but found by other annotators were 
gathered for each annotator personally, asking them to review what the other annotators had 
detected and consolidated their annotations to finalise the set of audio description utterances 
for each plot summary event (Appendix I). The reconciliation procedure is realised by adding 
a Y, if they agreed to include an utterance in the data set, or N  if they did not agree, with an 
explanation why it would not be wise to include it. In case of disagreement, the annotators 
were asked to add the reason for it to show the decisions which had to be made.
Before the data reconciliation, the pairwise agreement was low, totalling 58% for 
‘Spiderman’ with a 123 common utterances and 66% for ‘Chocolat’ with 42 common 
utterances, Table 5-1. After the data reconciliation the numbers have increased to 269 
common utterances and 93% pairwise agreement for ‘Spiderman’ and 95 common utterances 
for ‘Chocolat’ and 97% pairwise agreement. These sets of utterances compose the gold 
standard data set. Detailed results per events are shown in Tables 5-2 for ‘Spiderman’ and 5- 
3 for ‘Chocolat’ .
Film J of /  of common Pairwise Pairwise / o f
common utterances agreement agreement excluded
utterances in Gold utterances utterances utterances
before Standard before in Gold in Gold
reassessment reassessment Standard Standard
Spiderman 1 123 280 58% 93% 13
Chocolat 42 95 66% 97% 12
Overall 165 375 62% 95% 25
Table 5-1: The number of common utterances before reconciliation, the gold standard and the 
number of excluded utterances for the films ‘Spiderman’ and ‘Chocolat’
The pairwise agreement between five annotators was quite low before the data 
reconciliation, totalling 62% in both films. Event 9, Peter has to juggle his new job... in 
‘Spiderman’ was not initially detected by two out of five annotators, whereas the other three 
detected the scenes describing Peter with a camera taking pictures as he was working as a 
photographer/ reporter. The answers were quite different in events referred to in multiple 
utterances, such as event 2 in ‘Spiderman’, which totals one hundred utterances, where some 
annotators neglected adding in every utterance the event tag considering some of them as part 
of the same fragment. Some utterances refer to more than one events and the individuals 
overlooked several event identification numbers. All annotators noted that after the first 
couple of hours the task of annotating the audio description became laborious as they did not 
allow themselves to have multiple breaks. The annotators finally concluded that the task was
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subjective due to the different inferences made by each person. It is important to note that all 
annotators have not included some utterances found by others and after reassessment of their 
data sets they have agreed on most utterances found by others. Thus, the data reconciliation 
was an important step for the creation of the gold standard as the agreement on the common 
utterances was significantly increased.
Ev.
id
Ann.
1
Ann.
2
Ann.
3
Ann.
4
Ann.
5
Com m on
utterances
before
reassess.
Pairwise
agreement
before
reassess.
Com m on 
utterances 
in gold 
standard
Pairwise 
agreement 
in gold 
standard
1 4 5 3 3 3 3 75% 5 100%
2 104 81 62 51 85 46 68% 100 93%
3 9 7 6 5 11 5 61% 11 100%
4 3 2 4 1 2 1 54% 3 90%
5 13 9 10 4 8 4 53% 9 68%
6 10 13 8 7 10 7 65% 13 100%
7 15 8 9 10 12 8 67% 18 90%
8 23 23 21 21 14 14 72% 23 100%
9 7 - - 4 6 - 17% 7 100%
JO 42 28 19 15 48 16 55% 44 93%
11 51 41 22 20 57 19 56% 47 92%
Total 278 231 166 147 216 123 58% 280 93%
T a b le  5 -2 : In te r -a n n o ta to r  a g reem en t fo r  the film  ‘ S p id e rm a n ’ , n u m b e r  o f  c o m m o n  u tteran ces  
(o u t o f  449  a u d io  d e scr ip tio n  u tteran ces  in to ta l) b e fo r e  and  a fte r  d a ta  re co n cilia t io n
Ev.
id
Ann.
1
Ann.
2
Ann.
3
Ann.
4
Ann.
5
Com m on
utterances
before
reassess.
Pairwise
agreement
before
reassess.
Com m on 
utterances 
in gold 
standard
Pairwise 
agreement 
in gold 
standard
1 3 5 4 3 4 3 85% 5 100%
2 6 6 10 6 9 6 84% 10 100%
3 8 7 3 4 4 3 63% 7 93%
4 6 6 6 7 7 6 86% 9 100%
5 22 18 15 13 17 12 58% 19 88%
6 6 7 1 2 5 1 55% 7 100%
7 18 4 5 15 14 4 51% 16 92%
8 5 1 2 4 6 1 35% 6 100%
9 11 8 4 5 10 4 67% 11 100%
10 5 4 3 4 5 3 80% 5 100%
Total 88 64 50 63 79 42 66% 95 97%
T a b le  5 -3 : In te r -a n n o ta to r  a g reem en t fo r  the f ilm  ‘ C h o c o la t ’ , n u m b e r  o f  c o m m o n  u tteran ces  (o u t  
o f  408  a u d io  d e scr ip tio n  u tteran ces  in to ta l) b e fo r e  and  a fte r  d a ta  re co n c ilia t io n
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After the data reconciliation the pairwise agreement increases to 95% for both films. All 
annotators agreed on including most utterances found by the others in their final data set. The 
annotators finally disagreed on thirteen utterances for the film ‘Spiderman’ and twelve for 
‘Chocolat’ in the gold standard data set. This is because some times the event was implicitly 
stated in the utterance and the annotators had to infer it. For example, the audio description 
utterance [03 :04] Grabbing Peter by a leg, Bonesaw crashes the youth into the cage bars was 
matched by one out of five annotators, whereas the rest finally disagreed that it refers to the 
plot summaiy clause Peter f irs t  uses his newfound powers to make money (event 5), as one 
has to infer that Peter uses his newfound powers as in the audio description utterance his 
opponent (.Bonesaw) is described, hitting him. The annotators disagreed also on some 
utterances, which partly refer to the plot summary clause, by being related for example only 
to its cause or effect. For example, the plot summary clause Peter swears to f ig h t the evil that 
k illed his uncle (event 7) was matched against the audio description utterances such as The 
web attached to the balcony holds ju s t as they near the ground and they spring back up in the 
air. SpiderMan swings her to safety, to the applause o f  the crowds below, by three out five 
annotators. The other two annotators did not agree that the previous utterances refer to the 
plot summary event 7, as they refer to the fact that Peter/ Spiderman is fighting evil in 
general, which is the consequence of the murder of his uncle by a thief Peter failed to stop 
when he had the chance previously in the story.
5.3  Im plem enting and Evaluating the Heuristics
This section describes how the heuristics proposed in Section 5.1 were implemented and 
evaluated. First, we present the algorithm we used to identify events in the plot summary. 
Then, the four heuristics are presented, showing their application with an example followed 
by their evaluation, in terms of Precision and Recall, as well as the baseline algorithm. To 
calculate the Precision and Recall, the total score of objects is compared with the gold 
standard data set. The described methods have been borrowed from the evaluation procedure 
for Information Retrieval and Information Extraction. In the present case, to evaluate the 
proposed heuristics for cross-document coreference, we first compare the utterances retrieved 
by the heuristics (HRU) with the corresponding gold standard data set utterances (GSU) to 
find the correct utterances retrieved by the heuristics (CHRU). The measures have been 
adapted based on the measures found in Jurafsky and Martin (Jurafsky and Martin, 2000):
n r , „ J r r  C H R U  *1 0 0 n n „ „ r„ r M r  C H R U  *100
REC ALL - P R E C IS IO N  -
GSU H R U
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Usually, when one of these two measures is being improved by newer heuristics, the other 
one drops. The type of application should give insights in order to decide which of the two is 
more important for cross-document coreference between plot summaries and audio 
description. Among other applications, plot summary and audio description correlated data 
can be used to produce a video summary, or to detect the most representative shot describing 
an event read in the plot summary. In these cases, Precision is more important, as retrieving 
correct video shots is more significant than retrieving all corresponding shots. To improve 
the Precision, heuristics based on stricter representations of the sentence elements are 
investigated.
As the task of cross-document coreference between different types of texts has only 
recently been considered for information extraction, we have defined a baseline algorithm to 
compare the heuristics suggested. The baseline algorithm focuses on the concept of events 
appearing in the same order in plot summary and in the audio description, estimating the 
distance of the event from the beginning of each text. To apply the baseline algorithm we 
first divide the number of audio description utterances by the number of plot summary clauses 
to calculate the number x, and then separate the audio description to different parts equalling 
the utterances of number x previously calculated. For example, if the plot summary includes 
10 clauses and the audio description 400 utterances, then x = 40; starting from utterance 1, we 
add the number x  until the end of the text, and retrieve +-5 utterances:
1. x = Num of audio description utterances/ Num of plot summary clauses
2. Event 1 = utterances 1-10, for the rest of the events, add num x to utterance 1, 
and retrieve +-5 utterances (=10 utterances in total)
Figure 5-4: The baseline algorithm, including two steps
As shown in Chapter 3, considering the order that the events appear in both texts is not 
enough, as it can be the same for some events, whereas other events occurring once in the plot 
summary appear in multiple parts of the audio description. Also, sometimes plot summaries 
order events differently by the use of temporal expressions; e.g. the adverb after, in the event 
Burned horrib ly in a f ie iy  crash after being shot down while crossing the Sahara Desert 
during WWII, refers to the order of the events in story time, expressing that the character was 
first shot down and then burned in a crash, although the events are mentioned in the text in 
different order.
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5.3.1 Identifying Events in the Plot Summary
The following algorithm was used to identify events in each plot summary:
1. Parsing: grammatical, functional roles
2. Deletion of states: delete all clauses with be or have as main verb
3. Pronoun resolution: resolve all pronouns
4. Event identification: separate clauses ending in V  / ‘ and’/  ‘but’ 
including verbs, giving each PS clause a unique id
Figure 5-5: An algorithm for identifying events in the plot summary
First, we apply the algorithm for event identification in the plot summary, in order to separate 
the text into clauses expressing events. An example of applying the algorithm is shown using 
the plot summary for the film ‘Spiderman’ .
A rather odd thing has just occurred in the life o f  nerdy high school student Peter Parker; after 
being bitten by a radioactive spider, his body chemistry is mutagenically altered in that he can 
scale walls and ceilings, and he develops a "spider-sense" that warns him o f  approaching danger. 
Adopting the name "Spider-Man", Peter first uses his newfound powers to make money, but after 
his uncle is murdered at the hands o f  a criminal Peter failed to stop, he swears to use his powers to 
fight the evil that killed his uncle. At the same time, scientist and businessman Norman Osborn, 
after exposure to an experimental nerve gas, develops an alternate personality o f  himself, the 
super-strong, psychotic Green Goblin! Peter Parker must now juggle three things in his life; his 
new job  at the local newspaper under a perpetually on-edge employer, his battle against the evil 
Green Goblin, and his fight to win the affections o f  beautiful classmate Mary Jane Watson, against 
none other than his best friend Harry Osborn, son o f  Norman Osborn!
Figure 5-6: Plot summary for the film ‘Spiderman’
The application of the algorithm identifying events in the plot summary is presented in detail 
in four steps:
Step 1: Parsing
In this step, the text is parsed grammatically and the functional roles are added. Each word is 
now followed by a tag in dark blue letters, identifying its POS role, e.g. adverb, noun, verb 
etc., as well as its role in the clause in relation to the other words of the clause, e.g. nominal 
head, main verb, premodifier etc. The words, which play a functional role in the clause are 
also followed by a tag in light blue letters identifying whether the role is agent, subject or 
object. The text has been grammatically and syntactically parsed with the Connexor tagger, 
which is available online for evaluation purposes. The Connexor grammar tagger output was 
quite satisfactory, with only 1/174 words erroneously characterised3. The functional roles 
were also found by the Connexor syntax tagger, which can detect syntactic dependencies
3 The word criminal (see Figure 5 -5 ) was characterised as an adjective, while it is a noun (Appendix ...)
128
Chapter 5. Solutions to the Cross-Document Coreference Task
showing functional relations between words, such as agent subject (subj), object (obj) and 
agent (agt), where agent is the logical subject in passive sentences. Two errors were detected 
in the parser output4. A parsed excerpt from the plot summary is shown in Figure 5-7.
A cprcmodifier, determined rather <premodifier, adverb> odd <premodifier, adjective, noun phrase begins> thing 
d ioniinal bead, noun, noun phrase ends, subj > has occured> has <auxiliary verb, indicative present> just <adverbial 
head, advcrb> occurred d n ain  verb, participle perfcct> in <prcposed marker, preposition> the cprcmodifier, determined 
life <uominal head, noun, noun phrase begins> of <postmodifier, preposition, noun phrase continues> nerdy <premodifier, 
adjective, noun phrase continues> high <preinodifier, adjective, noun plirase continues> school <premodifier, noun, noun 
phrase conti»ues> student <nominal head, noun, noun phrase ends> Peter <prcmodifier, proper noun, noun phrase begins 
-  >  Parker cnominal head, proper noun, noun phrase ends> ; after <preposcd marker, preposition> being <auxiliary verb, 
participle progressive> bitten <main verb, participle perfect> by <preposed marker, preposition> a <preinodifier, 
determined radioactive <prcinodifier, adjective, noun phrase begins> spider cnominal head, noun, noun phrase ends -  agt 
>  ocairn-d>, his <premodifier, pro-nominal> body <premodifier, noun, noun phrase begins> chemistry cnominal head, 
noun, noun phrase ends -  subj >  afiereti> is <auxiliary verb, indicative present> mutagenically <adverbiai head, ndverb> 
altered <mnin verb, participle perfect> in <adverbiul head, adverb> that <preposed marker, clause m arke d  he cnominal 
head, pro-nominal -  subj >  scale> can <auxiliary verb, indicative present> scale <main verb, infinitive> walls cnominal 
head, plural noun, single-word noun phrase -  obj > scale> and ccoordination m arked  ceilings cnominal head, plural 
noun, single-word noun phrase -  obj >  scale >, and ccoordination m arked  he cnominal head, pro-nominal -  subj > 
develops > develops cniain verb, indicative present> a cprcmodifler, determined ""spider c  noun phrase begins, noun> 
sense" cnominal head, noun, noun phrase ends -  subj >  develops> that Cnominal head, pro-nominal> warns cmain verb, 
indicative presont> him Cnominal head, pro-nominal -  obj > warns >  of cprcposcd marker, preposition> approaching 
Cniain verb, participle progressive> danger cnominal head, noun, single-word nonn phrase -  obj >  approae.h>...
Figure 5-7: Step 1: An excerpt from the plot summary for the film ‘Spiderman’, parsed with tags 
showing the grammatical and functional roles for each word
I
Step 2: Deletion of states
Some states are expressed with the verbs be and have denoting relational processes of 
identification (IS) or attribution (HAS). In this step, all clauses with be or have as main verbs 
are deleted, as they are considered to express states and not events. In our example, the text 
remains the same as in the previous step, as no clauses including be or have as main verbs 
were detected. As we have seen in Chapter 3, in other summaries, there are clauses including 
these verbs as main verbs, for example in the plot summary for the film ‘Silence of the 
Lambs’, the prisoner is psychiatrist, Dr. Hannibal Lector (Hopkins), or in ‘Harry Potter’, 
H arry s till has a lightning-shaped scar on his forehead from  that event. In ease of processing 
such summaries, the states should be deleted.
4 The word spider (see Figure 5-5) was found to be the agent of occurred, whereas it is the agent of bitten (Figure 
5-6, and the word danger was found as the object of approaching, whereas it is its subject (Appendix ...).
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Step 3: Pronoun resolution
We now resolve all pronouns, replacing them with the proper noun or noun with which they 
co-refer. Characters are referred to in many utterances with personal pronouns, such she, he, 
it, they. Resolving the names they refer to is significant as the heuristics mostly depend upon 
matching entities, such as characters as well as their roles.
The pronoun resolution has been realised by using the coreference resolution function of 
the General Architecture for Text Engineering platform (GATE). The pronominal 
coreference module performs anaphora resolution using the JAPE grammar formalism 
(Cunningham et al, 2005). The software highlights with the same colour all words referring 
to the same entity. Two characters have been co-referenced in GATE in the plot summary for 
‘Spiderman’, Peter Parker and Norman Osborn, and GATE has correctly resolved all 
pronouns, Figure 5-8.
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Figure 5-8: The plot summary for ‘Spiderman’ with pronoun resolution by ANNIE in GATE, 
where two characters have been resolved, Peter Parker and Norman Osborn
In the plot summary for the film ‘Chocolat’, GATE did not resolve at first all proper 
nouns. This has happened as the proper nouns are French names, whereas GATE is English 
software and did not include them. We have added two proper nouns (Vianne and Roux) in 
the lexicon, and the performance of pronoun resolution was again satisfactory (Appendix J).
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The pronouns can thus be replaced with the appropriate proper noun or noun. However, 
different nouns referring to the same entity, such as Peter Parker and Spiderman cannot be 
automatically resolved. In this example the red-highlighted words are replaced by Peter 
Parker and the green-highlighted words by Norman Osbom. The same parsed first sentence 
o f the plot summary is now presented with the resolved pronouns in red bold letters, Figure 5- 
9. Finally, in case two events are included in the same sentence connected by ‘and’ and the 
subject is not mentioned in the second clause, then the subject o f the previous clause is added 
after the ‘and’ .
A  c p re m o d ifie r, d c tc rm in c r>  rather < p rc m o d ifie r. ad v erb >  odd < p re m o d ifie r, ad jective, noun phrase begins> thing 
<n o n iin a l head. noun, noun phrase ends, subj >  has occurcd> has < a u x ilia ry  verb , ind icative prescnt> just 
< a d \c rb ia l head. ad v crb >  occurred <n ia in  verb , p artic ip le  perfect>  in <preposcd m a rk e r, p reposition> the 
< p re m o d ific r, d e te rm in e d  life cn o m in a l head, noun, noun phrase bcgins> o f  <p o stm o d ifie r, preposition, noun 
phrase continucs> nerdy < p re n io d ifie r, ad jective, noun phrase continues> high < p re m o d ifie r, ad jective, noun phrase  
continucs> school < p re m o d ifie r, noun, noun phrase continues> student cn o m in a l head, noun, noun phrase ends> 
Peter c p re m o d ifie r , p ro p e r noun, noun phrase begins -  >  Parker cn o m in a l head, p ro p e r noun, noun phrase ends> ; 
after cpreposcd m a rk e r, preposition> being c a u x ilia ry  verb , p artic ip le  progressive> bitten c m a in  verb , p artic ip le  
perfeet>  by cpreposcd m a rk e r. p rcpo sitio n> a c p re m o d ifie r, d e tc rm in e r>  radioactive c p re m o d ifie r , adjective, noun 
phrase bcgins> spider cn o m in a l head, noun, noun phrase ends - agt >  oceurrett> , Peter P a rk e r ’s c p re m o d ifie r , p ro ­
n o m in a l  body c p re m o d ifie r, noun, noun phrase begins> chemistry cn o m in a l head, noun, noun phrase ends -  subj >  
uhereit> is c a u x ilia ry  xerb , ind icative present> m utagenically c a d v e rb ia l head, ad v erb >  altered c m a in  verb , 
p artic ip le  perfect>  in c a d v e rb ia l head, ad v e rb >  that cpreposed m a rk e r, clause in a rk e r>  Peter P a rk e r  cn o m in a l  
head, p ro -n o m in a l -  subj >  sc<ile> can c a u x ilia ry  verb , ind icative present> scale c m a in  verb , in fin itiv e >  walls 
cn o m in a l head, p lu ra l noun, s ingle-w ord noun phrase -  obj > seale> and c o o rd in a t io n  in a rk e r>  ceilings cn o m in a l 
head, p lu ra l noun, s ingle-w ord noun phrase -  obj >  scale > , and cco ord ina tion  m a rk e r>  Peter P a rk e r  cn o m in a l 
head, p ro -n o m in a l -  subj >  develops >  develops cm ain  verb , ind icative present> a c p re m o d ifie r , d e te rm in e r>  
""spider <  noun phrase begins. noun> sense” cn o m in a l head, noun, noun phrase ends subj >  de\elops> that c n o m in a l 
head. p ro -n o m in a l>  warns c m a in  verb , ind icative present> Peter P a rk e r cn o m in a l head, p ro -n o m in a l -  obj >  warns 
>  o f  cpreposed m a rk e r, p reposition> approaching c m ain  verb , p artic ip le  progressive> danger cn o m in a l head, noun, 
single-w ord  noun phrase - obj >  approach>...
Figure 5-9: Step 3: The same plot summary excerpt for the film ‘Spiderman’, with pronoun
resolution
Step 4: Event identification
In this step, we separate clauses including verbs ending in ‘ .7 ‘ ,7 ‘ and’/ ‘but’ , assigning each 
clause with a unique event identification number and deleting any repeated events (where 
repeated events are the events, which have same main verb and same nouns in the same 
functional roles). Clauses in between commas without including verbs are considered part o f 
the previous clause with a verb. Ten events were identified in the plot summary for the film 
‘ Spiderman’ , Figure 5-10. Following the detailed event representation o f the annotators, the 
algorithm for event identification in the plot summary has correctly detected 9/10 events, and 
the ninth event should be split to two events according to the gold standard. The error is due
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to the lack of verbs denoting the events, as the algorithm detects verbs and terminates the 
event in a comma or full stop following the verb. To evaluate this event, we have added the 
gold standard data referring to events 9 and 10 detected by the annotators and deleted the 
common utterances. Event 10 of the algorithm was evaluated against the Gold Standard data 
set of event 11. In the film ‘Chocolat’, the algorithm has correctly identified 10/10 events. 
The algorithm may be improved by the addition of nouns or nominalisations expressing 
events, e.g. battle etc.
A rather odd thing has just occurred in the life o f nerdy high school student Peter Parker; 
after being bitten by a radioactive spider, event 1
his body chemistry is mutagenically altered in that he can scale walls and ceilings, event 2
and he develops a "spider-sense" that warns him of approaching danger, event 3
Adopting the name "Spider-Man", event 4
Peter first uses his newfound powers to make money, event 5
but after his uncle is murdered at the hands of a criminal Peter failed to stop, event 6
he swears to use his powers to fight the evil that killed his uncle, event 7
At the same time, scientist and businessman Norman Osbom, after exposure to an 
experimental nerve gas, develops an alternate personality of himself, the super-strong, 
psychotic Green Goblin! event 8
Peter Parker must now juggle three things in his life; his new job at the local newspaper 
under a perpetually on-edge employer, his battle against the evil Green Goblin, event 9
and his fight to win the affections of beautiful classmate Mary Jane Watson, against none 
other than his best friend Harry Osborn, son of Norman Osborn! event 10
Figure 5-10: Step 4: Identifying events in the plot summary for the film ‘ Spiderman’
The next step is to apply the proposed heuristics in order to identify the same events in the 
audio description and evaluate their performance in terms of Precision and Recall. The audio 
description script is first parsed for pronoun resolution performed by the GATE platform and 
for the base form and functional roles of the words with the Connexor tagger.
5.3.2 Implementing and Evaluating Heuristic 1
Heuristic 1
If a t least 2 head nouns in the plot sum m ary ap p ear in the audio description  
utterance (in any form ), then M A T C H  = T R U E , else M A T C H  = F A LS E
Figure 5-11: Heuristic 1 matching head nouns
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Heuristic 1 has been designed to test if matching the combination o f  two head nouns or proper 
nouns performs with success, as the analysis in Chapter 3 has shown that words referring to 
entities appear in both texts. Head nouns and proper nouns are more likely to refer to 
characters, usually referring to the character’ s identity, e.g. student, Peter etc., and are 
extracted and included in a keyword list. We only maintain one instance o f  each keyword for 
the list and consecutive proper nouns are considered as the same character/ word, for 
example, the consecutive proper nouns Mary Jane Watson can be considered as the same 
word and be candidate in the forms Mary or Jane or Watson or their combination. The 
keywords are candidate in their base form.
EVENT 1: Peter Parker I PeterI Parker + thing +/ life +/ student +/ spider
F ig u re  5 -1 2 : L ist o f  k e y w o rd s  to  b e  m a tch ed  b y  h eu ristic  1 fo r  the first id en tified  even t in the p lo t
su m m a ry  fo r  the f ilm  ‘ S p id e rm a n ’
Heuristic 1 matched eleven audio description utterances, including at least two head 
nouns or proper nouns. Only three out o f  ten matches o f  the combination Peter and spider 
were correct as the word spider referred to other spiders as well and not only to the 
radioactive spider which bit Peter. The match Peter and student is incorrect (spurious) as 
both nouns refer to the same entity.
C o m b in a tio n  o f  w o rd s , 
n u m  o f  u tteran ces
E x a m p les
Peter -  spider (10) [10:20] The spider bites Peter
[22:57] Peter, with a spider and web emblazoned on his sweatshirt, looks 
up as the cage is slowly lowered around the ring, trapping him in.
Peter -  student (1) [15:25] Later Peter strides towards his locker, examining his wrist as he 
goes. Flash marches after him. pushing students out of his wav.
T a b le  5 -1 : R e tr ie v e d  m atches fo r  the even t 1 in ‘ S p id e rm a n ’ a c c o r d in g  to  h eu ristic  1
Five out o f  twenty events evaluated in total were not found at all, as none o f  the 
combinations o f  keywords were detected in the audio description. Most o f  these involved 
only one character and the rest o f  the keywords refer to the event or other entities. For 
example, event 4 in ‘ Spiderman’ refers to Peter adopting the name Spiderman and event 9 
refers to Peter juggling his job  at the newspaper, involving only one character, Peter, whereas 
the rest o f  the words describe the event taking place and are hard to match, as shown in 
Chapter 3. Finally, five utterances were not matched due to pronoun resolution failure by 
GATE, for example the coreference resolution task did not recognise spider and it as the same 
entity.
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Heuristic 1 has achieved an overall Recall o f  23.4%, Table 5-2. Less than a third o f  the 
utterances o f  the gold standard were identified (83/375). The rest were not detected for 
various reasons. Sometimes, in audio description entities, mostly characters and locations, are 
referred to by different words. For example, 42 utterances including the word Spiderman as a 
reference to the character Peter in the event Peter’s battle against the Green Goblin were not 
found. In the plot summary event Vianne opens a chocolate shop, the entity chocolate shop is 
referred to in the audio description as patisserie, or chocolaterie. Other matches were not 
detected due to failure o f  the pronoun resolution by GATE, for example, In addition, only 
head nouns and proper nouns were extracted, as the heuristic ignored matches including 
verbs, such as bite, or non head nouns, such as school.
Film Recall Precision
Spiderman 20.7% 52/280 33.4% 53/135
Chocolat 26.1% 31/95 27.5% 31/94
Overall 23.4% 83/375 30.4% 84/229
Table 5-2: Recall and Precision of heuristic 1 applied to two films
The Precision achieved 30.4%, showing that only a third o f the retrieved utterances are 
correct. This happens as sometimes the same nouns can be used to refer to different entities, 
for example, the match Peter and spider was detected in ten audio description utterances, 
whereas three o f  them are correctly retrieved, as the word spider also refers to other spiders, 
such as the one emblazoned in P eter ’s T-shirt, or the match Peter and student, where student 
refers to another student. In the film ‘Chocolat’ , the event Vianne helps Josephine out o f  her 
abusive marriage includes the combination o f  the participants Vianne and Josephine, which 
can also be found ten times, out o f  which only two refer to the specific helping event. It 
appears that matching only head nouns and proper nouns is not enough. Combining more 
nouns and verbs appearing in the plot summary clause may be important for matching more 
utterances.
5.3.3 Implementing and Evaluating Heuristic 2
Heuristic 2
If at least 2 nouns or one noun and one verb in the plot sum m ary ap p ear in the  
audio description utterance, then M A T C H  = T R U E , else M A T C H  = F A LS E
Figure 5-13: Heuristic 2 matching nouns and verbs
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Heuristic 2 has been designed to investigate whether the addition o f  verbs and all the nouns to 
the keyword list to be matched increases the Recall and Precision. All nouns and verbs o f  
each identified plot summary clause referring to an event are extracted and input in a keyword 
list. If the same keyword is found more than once in the same clause then only one o f  its 
instances is maintained in the list. Two or more consecutive proper nouns are considered as 
referring to the same character and are treated as the same name. In the first identified event 
o f  the plot summary for ‘ Spiderman’ , the following list o f  keywords was generated:
EVENT 1: thing -  occur - life - school - student - Peter Parker / Peter/ Parker -  bite - spider
F ig u re  5 -1 4 : L ist o f  k e y w o rd s  to  be  m a tch ed  b y  h eu ristic  2 fo r  the first id en tified  even t in the p lo t
su m m a ry  fo r  the film  ‘ S p id e rm a n ’
Fifteen audio description utterances were detected including the following matches, Table 
5-6. Four utterances were matched including keywords such as Peter, spider and bite and two 
o f  them were correct. The ones erroneously retrieved refer to another biting process (e.g. 
.. .on the front page: Big Apple dreads Spider bite). Six utterances including Peter and spider 
were also retrieved, with one o f  them being correct. The combination Peter and school was 
also detected in three utterances, as well as Peter and student in one utterance, with none 
being correct. The combination Peter and bite was correctly retrieved, describing the actual 
moment o f  biting.
C o m b in a tio n  o f  w o r d s  -  
n u m b e r  o f  u tteran ces
E x a m p les
Peter -  spider, 6 [09:56] She holds some notes and points to them. The spider inches its wav down 
towards Peter.
[22:57] Peter, with a spider and web emblazoned on his sweatshirt, looks up as 
the cage is slowly lowered around the ring, trapping him in.
Peter -  spider -  bite, 4 [10:20] The spider bites Peter
[27:08] Peter runs across a street intersection, and comes to a gateway leading 
into an alley. He stops, out o f  sight o f  the passersby on the sidewalk and 
scrutinises his wrist, where the web shot from. He then turns over his hand to 
examine again the swollen bite mark. He looks up and sees a spider's web
[47:10] Colourful balloons and costumed revellers fill Times Square Peter's there 
with his camera He zooms in on the Daily Bugle front page: Big Apple dreads 
Soider bite, with one o f  Peter's photographs.
Peter -  school, 3 [12:00] Peter's having lunch at school
Peter -  bite, 1 [10:23] He shakes it off. It lands on the grey carpetted floor and scuttles away. 
Peter examines the bite. There's a circle o f  red around the already swollen area 
on the back o f  his hand.
Peter -  student, 1 [15:25] Later Peter strides towards his locker, examining his wrist as he goes. 
Flash marches after him. pushing students out o f  his wav.
Table 5-3: Retrieved matches for the first event in the film ‘Spiderman’ according to heuristic 2
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Heuristic 2 retrieved fifteen utterances in total, including eleven spurious ones, while the 
gold standard includes five. The overall Recall o f  heuristic 2 is again low, achieving 26.2% 
(Table 5-4). This heuristic has retrieved the same correct utterances as heuristic 1 as well as 
five additional ones (88/375). Most o f  the words matched are again combinations o f  two 
nouns, whereas there are five combinations o f  a noun and a verb for both films, improving the 
Recall by around 3%. This confirms the findings in chapter 4, where the same verb or 
synonym occurs in around 4% o f the audio description correlated data.
Film Recall Precision
Spiderman 26.4% 57/280 37.6% 57/154
Chocolat 26.1% 31/95 27.9% 31/87
Overall 26.2% 88/375 32.7% 88/241
Table 5-4: Recall and Precision of heuristic 2 applied to two films
The overall Precision o f  heuristic 2 is 32.7%. The Precision is slightly higher than 
heuristic 1, as more correct utterances were retrieved. Many matches were erroneously 
retrieved as they included the combination o f  the same words, referring however to a different 
participant or event. For example, event 1 in ‘ Spiderman’ Peter being bitten by a radioactive 
spider includes the participants Peter and spider, detected in five audio description utterances, 
where only one o f  them refers to the radioactive spider. Another match including the words 
spider and bite refer to another biting event including different participant (Big Apple). Event 
1 in ‘Chocolat’ , Vianne and her daughter move into town, includes the combination Vianne 
and move, found twice in the audio description, referring to Vianne moving while dancing and 
not moving to a location. To improve heuristic 2, a stricter representation can be followed 
based on the combination o f entities and their functional roles in the event.
5.3.4 Implementing and Evaluating Heuristic 3
Heuristic 3
If at least 2 nouns in the plot summary appear in the audio description utterance in the same 
functional, or at least one noun and one verb in the plot summary appear in the audio 
description utterance with the noun in the same functional role, or at least 2 nouns in the plot 
summary appear in the audio description utterance with the one noun in the same functional 
role, then MATCH = TRUE, else
If at least 1 noun in the plot summary appears in the audio description utterance in the same 
functional role, then MATCH = TRUE, else MATCH = FALSE
Figure 5-15: Heuristic 3 matching nouns in functional roles and verbs
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Heuristic 3 is expected to increase the Precision following a stricter representation. It 
matches at least the combination o f  one word in a specific role and another keyword (noun or 
verb) or one noun in a specific role in the plot summary should be identified in the audio 
description. We thus extract all keywords assigned with a functional role and any proper 
nouns and verbs o f  each plot summary clause to generate a keyword and keyword role list. 
Again, all consecutive proper nouns are considered as the same character and words are 
searched in their base form.
EVENT 1: [Thing: subj] +/ occur +/ Peter Parker I Peter I Parker + [spider: agt] +/ bite
F ig u re  5 -1 6 : L ist o f  k e y w o rd s  to  b e  m a tch ed  b y  h eu ristic  2 fo r  the first id en tified  even t in  the p lo t
su m m a ry  fo r  the f ilm  ‘ S p id e rm a n ’
Heuristic 3 detected three matches in event 1 o f  the film ‘ Spiderman’ . Two out o f  five 
utterances have been retrieved, including spider in the role o f  subject and Peter or Peter in the 
role o f  object and spider, Table 5-5. All matches are correct, whereas another two utterances 
have not been detected, as they either include the words Peter and spider in different 
functional roles, or because the pronoun failed to resolve all pronouns in the previous step.
C o m b in a tio n  o f  w o rd s  and  
ro les , n u m b e r  o f  u tteran ces
E x a m p les
spider: subj + Peter, 1 [09:56] She holds some notes and points to them. The spider inches its 
wav down towards Peter.
spider: subj + bite + Peter: obj, 1 [10:20] The spider bites Peter
spider + bite + Peter: obj, 1 [10:26] On the monitor behind Peter in the Genetic Research Institute, 
the DNA of a new species of spider (like the one which bit Peter) is 
displayed.
T a b le  5 -5 : R etr iev ed  m atch es fo r  the first event in the film  ‘ S p id e rm a n ’ a c c o r d in g  to  h eu ristic  3
Heuristic 3 has achieved the lowest overall Recall, 21.5%, Table 5-6. It has retrieved 25 
correct utterances less than the previous heuristic. This is due to the stricter representation o f 
roles, which may not always exist in both texts. For example, in the event Peter juggles to 
win Mary Jane’s affections, Peter is the subject, while there are utterances including Peter as 
an object not identified, as the role is different. In the event mayor Renauld can't accept this, 
heuristic 3 found five different matches than the previous heuristics, as it retrieved all matches 
with Mayor Renauld in the role o f  subject, whereas the other heuristics did not detect any 
matches as there were no combinations o f  two keywords in the audio description.
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Film Recall Precision
Spiderman 2 0 .7 % 4 5 /2 8 0 6 5 .1 % 45 /74
Chocolat 2 2 .3 % 18/95 3 3 .8 % 18/82
Overall 2 1 .5 % 63 /375 4 9 .4 % 63 /15 6
Table 5-6: Recall and Precision of heuristic 3 applied to 2 films
. However, the Precision increased, achieving 49.4%, being improved by nearly 20%, in 
comparison to the previous heuristics, showing that stricter representations can accomplish 
more precise results. Around half o f  the retrieved matches are precise, which means that the 
other half includes entities in the same expected functional roles that participate in different 
events. Although the Precision was increased, the Recall dropped and solutions balancing 
both are essential.
5.3.5 Implementing and Evaluating Heuristic 4
Heuristic 4
If event = punctual, then chose 5 h ighest-ranked utterances, e lse retrieve all 
utterances
Match score algorithm, where utterances are ranked as follows:
1st: M atch according to heuristic 3 with 2 keyw ords in the sam e roles 
2 nd: M atch according to heuristic 1 and 2 with 3 keywords
3 rd: M atch according to heuristic 3 with one keyword in the sam e role and another 
keyword
4 th: M atch according to heuristic 1, 2 and 3 with 2 keywords in utterances appearing  
within or close to the estim ated tem poral interval
5th: M atch according to heuristic 1 and 2 with 2 keywords
6 th: M atch utterances appearing within or close to the estim ated tem poral interval 
including one keyword
7 th: the rest
Figure 5-17: Heuristic 4 matching the five highest-ranked utterances according to a match score 
algorithm if the event is punctual and all utterances retrieved by heuristics 2 and 3 if the event is
durative
Heuristic 4 was designed to balance Recall and Precision. Combining heuristic 2, which 
has achieved the highest Recall, with heuristic 3, which has accomplished the highest 
Precision, may offer a better solution for the overall performance. The event aspect can be 
punctual or durative. Punctual events are described in just a few utterances, whereas durative
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are expressed in multiple utterances. This kind o f  information can then define the number o f  
utterances we are looking for, according to which different heuristics should be followed.
Heuristic 4 checks whether the aspect o f  the main verb o f  the clause is punctual or 
durative, according to a list we have manually created following Comrie’ s classification 
(Comrie, 1976, Appendix F), including all verbs appearing in the audio description corpus, 
according to which verbs inherent temporal meaning as well the verb tense can indicate the 
verb duration. If the verb aspect is punctual, then the five highest ranked utterances are 
matched according to the match score algorithm based on the previous heuristics.
In our example, both verbs occur and bite are punctual. Thus, the five best matches are 
only required. According to the match score algorithm, we first match according to heuristic 
3 with two keywords in specific roles, five not found in the present example. We thus go onto 
the next step, selecting combinations with three keywords. Four matches were found in 
heuristic 1, including the keywords Peter, spider and bite, two o f  which are correct. We then 
need one more match to complete the five highest ranked matches. According to the match 
score algorithm, the next step is to follow matches o f  one keyword in a role and another 
keyword in any role according to heuristic 3.
Combination of words Number of 
utterances
Examples
3 keywords (according to 
heuristic 1)
4 [10:201 The spider bites Peter
[10:26] On the monitor behind Peter in the Genetic 
Research Institute, the DNA o f  a new species o f  snider 
tlike the one which bit Peter) is displayed.
[17:081 Peter runs across a street intersection, and 
comes to a gateway leading into an alley.
He stops, out o f  sight o f  the passersby on the sidewalk 
and scrutinises his wrist, where the web shot from. He 
then turns over his hand to examine again the swollen 
bite mark. He looks up and sees a spider's web woven 
round the coils o f  barbed wire above the gateway 
entrance. He moves his hands closes to his face.
[20:10] Colourful balloons and costumed revellers fill 
Times Square Peter's there with his camera He zooms 
in on the Daily Bugle front page: Big Apple dreads 
Spider bite, with one o f  Peter's photographs.
1 keyword in a role and 
another keyword (according to 
heuristic 3)
1 [09:56] She holds some notes and points to them. The 
spider inches its wav down towards Peter.
Table 5-7: Retrieved matches by heuristic 4 for the first event in the film ‘Spiderman’
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Heuristic 4 has achieved Recall o f  32.9%, which is higher than the previous heuristics, 
having detected 96/375 utterances, and eight correct utterances more than heuristic 2, which 
accomplished the second highest Recall. This is due to the match score algorithm, which, in 
case there are no matches by the first three heuristics, it finds at least one keyword in the 
estimated temporal interval. In this way, several utterances which had not been detected by 
the previous heuristics, have been found by heuristic 4.
This Heuristic achieved Precision o f  47.8% and is the second highest after heuristic 3. 
This is due to following the punctual/ durative event representation, which gives insights into 
how many utterances should be retrieved for each event. Heuristic 4 is a combination o f  the 
other three heuristics, achieving the best possible results in terms o f  both Precision and 
Recall.
Film Recall Precision
Spiderman 2 5 .7 % 56 /280 5 1 .4% 5 6 /109
Chocolat 4 0 .1 % 4 0 /95 4 4 .2 % 40 /95
Overall 3 2 .9 % 96 /375 4 7 .8 % 96 /204
Table 5-8: Recall and Precision of heuristic 4 applied to two films
The heuristic achieved the highest Recall, but the percentage still remains low. One way 
o f  increasing it is to resolve all references to the same entity. There are many utterances 
including different references to entities, for example Peter Parker and Spiderman refer to the 
same character, as well as chocolate shop, patisserie and chocolaterie refer to the same 
location. Heuristic 4 has been applied after having manually resolved all references referring 
to the same entities. 46 additional correct utterances were detected in this way. By resolving 
all references to entities, the Recall can be increased by 13%, with similar Precision.
Film Recall Precision
Spiderman 3 3 .6 % 88 /280 5 5 .3 % 88 /154
Chocolat 5 8 .8 % 54/95 4 4 .9 % 54 /128
Overall 4 6 .2 % 142/375 5 0 .1% 142/282
Table 5-9: Recall and Precision of heuristic 4 having resolved all references to entities
The four heuristics can achieve an overall system performance o f  around 50%. This 
number does not appear to be very encouraging. Automating cross-document coreference 
between heterogeneous types o f  texts, which differ dramatically in the choice o f  language,
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amount and kinds o f  information on the same stories, is a hard task. Thus, we should 
compare the Precision and Recall o f  the heuristics to a baseline, to understand whether the 
task has been improved or not by applying the heuristics.
5.3.6 Comparing the Heuristics
The heuristics proposed can solve half the problem o f  cross-document coreference 
between different text types in comparison with the gold standard data set. Heuristic 4 
achieved the best Recall, 32.9%, and heuristic 3 presented the highest Precision, having 
achieved 49.4%. The baseline algorithm, introduced in Section 5.3, achieved an overall 
Recall o f  5.5% and Precision o f  7.5%. The results o f  the heuristics’ evaluation against the 
gold standard are encouraging, showing that the Recall was improved by 21% and the 
Precision by 44% in comparison with the baseline, by capturing and matching information 
referring to entities and considering the temporal aspect o f  the events, Table 5-12. If the 
resolution o f  references to entities is perfect, the Recall can achieve 34% more than the 
baseline and the Precision again by 44%.
Baseline Heuristic 1 
(nouns and 
verbs)
Heuristic 2 
(nouns)
Heuristic 3 
(roles)
Heuristic 4 
(aspect)
Heuristic 4 
with perfect 
resolution 
for entities
Recall 5.5 23 .4 26.2 21.3 32 .9 46 .2
Precision 7.5 30 .4 32.7 49.4 47.8 49.5
Table 5-12: Overall Precision and Recall of the baseline and the heuristics proposed for the films
‘ Spiderman’ and ‘Chocolat’
In the film ‘ Spiderman’ , Heuristic 2, presents the highest Recall, having detected 19.8% 
utterances more than the baseline, while heuristic 3 has improved the Precision by 54.1%, 
achieving 100% in four events, although presenting the lowest Recall. Heuristic 4 has the 
second highest Recall and the second highest Precision, balancing both, while if the resolution 
o f  references to entities was perfect, it would have achieved the best results.
Baseline Heuristic 1 
(nouns)
Heuristic 2 
(nouns and 
verbs)
Heuristic 3 
(roles)
Heuristic 4 
(aspect)
Heuristic 4 
with perfect 
resolution 
for entities
Recall 6.6 20 .7 26.4 20 .7 25 .7 33 .6
Precision 11 33.4 37 .6 65.1 51.4 55.3
Table 5-13: Evaluation of 4 heuristics for the film ‘Spiderman’ in comparison with the baseline
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The results o f the evaluation o f all heuristics and the baseline are summarised in Table 5- 
13 and Figures 5-18 and 5-19, and Tables 5-14 and 5-15 include detailed results o f all events. 
Event 4, referring to Peter using his powers to make money, was not detected by any 
heuristic, as the participants are not only characters such as Peter, but also inanimate entities 
such as powers and money which are hard to match as they do not appear in audio description 
at all. Heuristic 4 with perfect resolution performs better than all the others, although in 
event 2 (Peter scales walls and ceilings) it performs worse, having retrieved all utterances 
including Spiderman and wall, where Spiderman does not scale but crashes against a wall 
when he fights with the Green Goblin.
E vent
id
Baseline H eu ris tic  1 H e u ris tic  2 H eu ris tic  3 H euris tic  4 H eu ris tic  4 w ith  
perfect resolution
1 0% 0/5 60% 3/5 80% 4/5 60% 3/5 80% 4/5 100% 5/5
2 1% 1/100 8% 8/100 8% 8/100 5% 5/100 8% 8/100 12% 12/100
3 45% 5/11 27 .2% 3/11 27 .2% 3/11 18% 2/11 27.2% 3/11 27.2% 3/11
4 0% 0/3 0% 0/3 0% 0/3 0% 0/3 0% 0/3 0% 0/3
5 0% 0/9 0% 0/9 33 .3% 3/9 33.3% 3/9 33.3% 3/9 33.3% 3/9
6 7.6% 1/13 23% 3/13 23% 3/13 15.3% 2/13 15.3% 2/13 15.3% 2/13
7 0% 0/18 16.6% 3/18 16.6% 3/18 16.6% 3/18 16.6% 3/18 16.6% 3/18
8 8.6% 2/23 8.7% 2/23 13% 3/23 4 .3% 1/23 13% 3/23 13% 3/23
9 3.9% 2/51 1.9% 1/51 1.9% 1/51 1.9% 1/51 1.9% 1/51 43% 22/51
10 0% 0/47 61.7% 29/47 61 .7% 29/47 53.1% 25/47 61.7% 29/47 76% 35/47
Total 6.6% 11/280 20.7% 52/280 26.4% 57/280 20.7% 45/280 25.7% 56/280 33.6% 88/280
Table 5-14: Recall of the baseline and the proposed heuristics for the film ‘Spiderman’ per event
■ Baseline
■ Heuristic 1
□ Heuristic 2
■ Heuristic 3
■ Heuristic 4
■ Heuristic 4 with 
perfect entity 
resolution
Figure 5-18: Graphical representation of the Recall of the baseline and the proposed heuristics
for the film ‘Spiderman’
Recall in Spiderman
1 2 3 4 5 6 7 8 9  10
Events 1-10
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Event
id
Baseline Heuristic 1 Heuristic 2 Heuristic 3 Heuristic 4 Heuristic 4 with
perfect
resolution
1 0% 0/10 27.2% 3/11 26.6% 4/15 100% 3/3 80% 4/5 100% 5/5
2 10% 1/10 80% 8/10 80% 8/10 83.3% 5/6 80% 8/10 66.6% 12/18
3 50% 5/10 20% 3/15 17.6% 3/17 100% 2/2 17.6% 3/17 17.6% 3/17
4 0% 0/10 0% 0/1 0% 0/1 0% 0/0 0% 0/0 0% 0/0
5 0% 0/10 0% 0/1 30% 3/10 42 .8% 3/7 60% 3/5 60% 3/5
6 10% 1/10 12% 3/25 10% 3/30 25% 2/8 40% 2/5 40% 2/5
7 0% 0/10 27.2% 3/11 23% 3/13 33.3% 3/9 60% 3/5 60% 3/5
8 20% 2/10 66.6% 2/3 75% 3/4 100% 1/1 75% 3/4 75% 3/4
9 20% 2/10 50% 1/2 50% 1/2 100% 1/1 50% 1/2 85% 22/26
10 0% 0/10 51.7% 29/56 51 .7% 29/59 67.5% 25/37 51.7% 29/56 51.7% 35/69
Total 11% 11/100 33.4% 53/135 37.6% 57/154 65.1% 45/74 51.4% 56/109 55.3% 88/154
Table 5-15: Precision of the baseline and the proposed heuristics in the film ‘Spiderman’ per
event
4 5 6 7
Events 1-10
l Heuristic 3 
I Heuristic 4
l Heuristic 4 with 
perfect entity 
resolution
Figure 5-19: Graphical representation of the Precision of the baseline and the proposed heuristics
for the film ‘Spiderman’
In the film ‘Chocolat’ , all heuristics and the baseline performed slightly worse than in 
‘Spiderman’ . This time heuristic 4 presents the best Recall and Precision, improving the 
Recall by 35.6% and the Precision by 40.2% in comparison to the baseline, Tables 5-16, 5-17 
and 5-18.
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Baseline Heuristic 1 
(nouns)
Heuristic 2 
(nouns and 
verbs)
Heuristic 3 
(roles)
Heuristic 4 
(aspect)
Heuristic 4 
with perfect 
resolution 
for entities
Recall 4.5 26.1 26.1 22.3 40.1 58.8
Precision 4 27.5 27.9 33.8 44.2 44.9
Table 5-16: Evaluation of 4 heuristics for the film ‘Chocolat’ in comparison with the baseline
Heuristic 4 performs better as it takes advantage o f the concept o f order o f the events, as 
in the baseline temporal interval, in combination with the condition o f the presence o f one key 
character, when there are no utterances retrieved by the other heuristics, or when the 
utterances retrieved by the other heuristics are not enough to cover the number o f desired 
utterances, as was the case in events 1 and 6. Heuristic 4 with perfect resolution o f references 
to entities achieves 18% better Recall than without perfect resolution, reaching 58.8%, and 
slightly better Precision, as it has matched references to entities such as the chocolaterie, the 
patisserie and the chocolate shop.
Heuristics 1 and 2 did not detect events 1, 3 and 6. Event 1, Vianne and her daughter 
move into town, included the combination o f the participants Vianne and her daughter which 
was detected but without belonging to the correct event. Event 2, mayor Renauld does not 
accept this, was not detected as the combination o f the words mayor Renauld and accept was 
not found. Event 6, a group o f  drifters, lead by Roux stop into town, was not found as two 
combinations were found but were not the correct ones. Heuristic 3 presents in general lower 
Recall than the others. It did not detect the correct utterances for the events 1, 2 and 9. 
However, events 3 and 6, which erroneously detected by the others, were partly identified by 
heuristic 3, which matched one participant (mayor Renauld for event 3 or Roux for event 6) 
with one functional role (subject). Matching a participant name with a participant role is one 
o f the lowest-scored matches according to the match score algorithm in Section 4.1 and was 
more precise for certain events, especially the ones involving only one participant.
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Event
id
Baseline Heuristic 1 Heuristic 2 Heuristic 3 Heuristic 4 Heuristic 4 with
perfect
resolution
1 20% 1/5 0% 0/5 0% 0/5 0% 0/5 40% 2/5 75% 4/5
2 20% 2/10 20% 2/10 20% 2/10 0% 0/10 20% 2/10 30% 3/10
3 0% 0/7 0% 0/7 0% 0/7 71.4% 5/7 71.4% 5/7 100% in
4 0% 0/9 33.3% 3/9 33.3% 3/9 11.1% 1/9 33.3% 3/9 44 .4% 4/9
5 5.2% 1/19 15.7% 3/19 15.7% 3/19 5.2% 1/19 15.7% 3/19 15.7% 3/19
6 0% 0/7 0% 0/7 0% 0/7 57.1% 4/7 28.5% 2/7 28.5% in
7 0% 0/16 93.7% 15/16 93.7% 15/16 25% 4/16 93.7% 15/16 93.7% 15/16
8 0% 0/6 33.3% 2/6 33.3% 2/6 33.3% 2/6 33.3% 2/6 50% 3/6
9 0% 0/11 45.4% 5/11 45.4% 5/11 0% 0/11 45.4% 5/11 90.9% 10/11
10 0% 0/5 20% 1/5 20% 1/5 20% 1/5 20% 1/5 60% 3/5
Total 4.52% 4/95 26.1% 31/95 26.1% 31/95 22.3% 18/95 40.1% 40/95 58.8% 54/95
Table 5-107: Recall of the baseline and the proposed heuristics in the film ‘Chocolat’ per event
Recall in Chocolat
Events 1-10
■ Baseline
■ Heuristic 1 
□ Heuristic 2
■  Heuristic 3
■ Heuristic 4
I Heuristic 4 with 
perfect entity 
resolution
Figure 5-20: Graphical representation of the Recall of the baseline and the proposed heuristics
for the film ‘Chocolat’
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E vent
id
Baseline H euris tic  1 H eu ris tic  2 H e u ris tic  3 H euris tic  4 H euris tic  4 w ith  
p erfect resolution
1 10% 1/10 0% 0/2 0% 0/1 0% 0/1 40% 2/5 60% 3/5
2 20% 2/10 11.1% 2/18 15.3% 2/13 0% 0/5 40% 2/5 60% 3/5
3 0% 0/10 0% 0/1 0% 0/1 62 .5% 5/8 62.5% 5/8 45 .7% 7/32
4 0% 0/10 100% 3/3 100% 3/3 100% 1/1 100% 3/3 40% 4/10
5 10% 1/10 20% 3/15 20% 3/15 7.6% 1/13 20% 3/15 20% 3/15
6 0% 0/10 0% 0/2 0% 0/2 11.1% 4/36 40% 2/5 40% 2/5
7 0% 0/10 65.2% 15/23 65.2% 15/23 80% 4/5 65.2% 15/23 65.2% 15/23
8 0% 0/10 18.1% 2/11 18.1% 2/10 66 .6% 2/3 18.1% 2/11 25% 3/12
9 0% 0/10 50% 5/10 50% 5/10 0% 0/1 45 .4% 5/11 66.6% 10/15
10 0% 0/10 11.1% 1/9 11.1% 1/9 11.1% 1/9 11.1% 1/9 27.2% 3/11
Total 4 4/100 27.5% 31/94 27.9% 31/87 33.8% 18/82 44.2% 40/95 44.9% 54/128
Table 5-18: Precision of the baseline and the proposed heuristics in the film ‘Chocolat’ per event
Precision in Chocolat
3 4 5 6 7
Events 1-10
10
I Baseline
I Heuristic 1
□  Heuristic 2
Heuristic 3
Heuristic 4
I Heuristic 4 with 
perfect entity 
resolution
Figure 5-21: Graphical representation of the Precision of the baseline and the proposed heuristics
for the film ‘Chocolat’
In summary, heuristic 4 outperforms the rest, showing that considering the aspect o f the 
event can provide better results in both Precision and Recall, by combining heuristic 3, which 
presented high Precision, and heuristic 2, which detected more utterances than the others. It
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should be noted that with perfect resolution to entities, the results are higher. To calculate the 
Precision and Recall o f  heuristic 4 with perfect resolution o f  words referring to entities, we 
have first calculated the Precision and Recall in heuristic 2 and 3. Interestingly, the Recall 
can be improved by approximately 80% with perfect resolution o f entities in heuristic 2. 
However, we are interested in improving both Precision and Recall.
5.4 Discussion
Cross-document coreference between different types o f  texts is a challenging and 
intellectually exciting task. Cross-document coreference between different types o f texts 
including an unconstrained set o f events is a hard task even for humans. The human 
evaluation was time-consuming (three to six hours) and was conducted in two phases to create 
the gold standard data set. The pairwise annotator agreement was 62% in the first phase, 
showing that human annotations had low agreement, and increased to 95% after the data 
reconciliation. The decisions made by the annotators concerning whether an audio 
description utterance refers to a plot summary clause expressing the same event by implying it 
or by partly referring to it confirm how challenging the task o f cross-document coreference 
becomes when it comes to texts, which differ significantly in the choice o f  vocabulary, 
amount and kinds o f  information.
Most existing cross-document coreference approaches have been tested and evaluated on 
the same text types, such as news articles, as shown in Chapter 2. They are based on 
matching consecutive words (n-grams), a word in a functional role with the verb o f the phrase 
(triples), common open class words and synonyms. In the case o f  matching plot summary 
and audio description, these approaches needed to be extended, as the text types are different. 
Matching n-grams is not appropriate as usually consecutive plot summary words are not 
detected in the same order in the audio description, but can be scattered in the same utterance. 
Triplets and synonyms can be identified very rarely according to the analysis in Chapter 4, 
whereas common open class words can be matched mostly in terms o f words referring to 
entities on the condition that the coreference resolution is satisfactory. Finally, the matching 
o f expected number o f utterances according to the event temporal aspect has been introduced, 
as most plot summary clauses can be matched against multiple audio description utterances 
due to the nature o f the texts and the relations that exist between them.
The task o f cross-document coreference between different text types is recently 
introduced and the proposed heuristics have solved part o f  the problem, by automatically 
finding half the utterances o f  the gold standard data set. This is mostly due to reasons such as
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the fact that the verbs referring to events or their synonyms differ and the problem o f  
resolving all references to entities. The task o f  matching events becomes even harder when 
there is a mental event such as event 3 in ‘Chocolat’ (Mayor Renauld can't accept this) not 
detected by heuristics 1 and 2, and when only one entity is participating, for instance, event 4 
in ‘ Spiderman’ , Peter adopts the name Spiderman, was not identified at all. However, the 
heuristics can be improved in terms o f  both Recall and Precision.
What can be done to improve the heuristics in the future:
Here, we discuss four ideas to improve Recall and Precision. The Recall may be increased by 
resolving all references to entities, correctly identifying the event temporal aspect in the plot 
summary and retrieving neighbouring utterances in audio description. The Precision can be 
improved only in a set o f  restricted events by matching lexical regularities.
In the current study, one o f  the main reasons why Recall suffers is that the resolution o f  
all references to entities is not perfect. In future, the Recall can be improved by resolving all 
references to entities from 33% (achieved previously by heuristic 4) up to 80% (achieved by 
heuristic 2 with perfect entity resolution). Until now, no software can resolve references to 
unknown entities, such as characters in films. However, resolving references to the same 
entities including different words to describe them has been realised in news texts for known 
entities, e.g. George Bush and the President o f  U.S.A, which are regularly updated. The 
resolution o f  references to entities in films is challenging as film entities are different 
locations and characters in each story participating in different events and referred to by 
different vocabulary. One way o f  resolving references to film entities is to pre-tag the texts. 
However, this can be time-consuming involving extensive human effort. To automate this 
task, we propose the use o f  synonyms for nouns or noun phrases, where possible, for example 
the noun phrase chocolate shop is synonym with the nouns chocolaterie or patisserie, all 
referring to the same location. Another way o f  automatically detecting references to the same 
film entities is the detection o f  nouns followed by a proper noun, especially in the beginning 
o f  scenes; the main characters are usually introduced with a noun identifying them, followed 
by a proper noun in the same or following utterance, e.g. a nurse, Hana, the p ilo t... Almasy.
We would expect that the utterances not detected may be close to the correct utterances 
retrieved. The Recall can be increased up to 85% by retrieving three to five utterances before 
and after the identified utterances with perfect resolution for entities, more utterances can be 
found, according to preliminary results for three different events in ‘ Spiderman’ . For 
example, event 4 in ‘ Spiderman’ , which was not found by any other heuristic, was detected by 
retrieving five utterances before one o f  the utterances identified by heuristic 2. However, this 
lowered the precision to 35% as many other incorrect utterances were also retrieved. Setting
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more rules, such as the presence of one of the keywords referring to a character or location, 
may be a solution to balance the precision.
A small improvement can be achieved by correctly identifying the event temporal aspect 
as the automation of detecting the event aspect punctual or durative was incorrect in 3/20 
events. For example, the event develop was characterised as punctual while it behaved as 
durative, being related to 23 utterances in the gold standard. To achieve perfect temporal 
aspect identification, the plot summary corpus can be pre-tagged as the aspect of certain verbs 
in certain tenses can change, not only when the tense is progressive; for example, the event 
meet has a punctual aspect, although in the example of he meets eccentric people in 
Savannah, it is iterative, as it is repeated including the same ‘agent’ and different ‘patients’ .
Treating closed sets of events may improve the Precision of the heuristics by the addition 
of lexical regularities. For the ten most frequent events in plot summaries, we estimate that 
the Recall can be increased from 35% to 65% and the Precision from 50% to 70%. That is 
because 6/10 events present lexical regularities, whereas the remaining four did not. For 
those six events the Recall can be increased from 35% to 80% and the Precision from 50% to 
86%. For example, the event murder, presents the occurrence of entities such as police  or 
instruments such as gun and sub-events such as shoots/ fa lls . The event love presents sub­
events such as kiss, pu t an arm around, look into eyes and words referring to entities such as 
lips. Other events present patterns such as words semantically related between them, sharing 
relations of hypemymy/hyponymy, for example the ‘coordinates’ gun and sword are 
hyponyms of weapon, all occurring in the event k ill. By increasing the corpora size, more 
instances can be detected to enhance this argument and represent sets of events more 
objectively. New heuristics using these regularities for restricted sets of events may achieve 
better results.
To conclude, we estimate that:
- For an unrestricted set of events, Recall of up to 85% may be possible with perfect 
resolution of references to entities, retrieving +/- 5 neighbouring audio description utterances 
and correctly identifying the event aspect. However, the Precision will drop to 35%
- For a restricted set of events, Recall of up to 80% and Precision of up to 86% may be 
possible.
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6  C l o s i n g  R e m a r k s
This thesis has investigated how different kinds of texts tell the same story in order to develop 
techniques for cross-document coreference. In this context, we have fried to give insights into 
how collateral texts such as plot summaries and audio description refer to events depicted in 
films; in particular, we discovered lexical regularities used by both texts and lexical 
regularities in the way some events are depicted by both texts and extended techniques in 
order to identify cross-document coreference between audio description and plot summaries.
The potential of using collateral texts for films for video retrieval has been investigated 
along with the understanding of how different textual discourses depict the same story, and 
how they can relate to video data conveying the same events. To this end, the current state of 
art in systems processing collateral texts for video retrieval, as well as in systems applying 
cross-document coreference were presented; eight systems using collateral texts for video 
retrieval were reviewed and compared. Current algorithms for cross-document coreference, 
such as the n-gram algorithm, the event centric algorithm, as well as the Boosting algorithm 
were reviewed and evaluated on a few pairs of plot summaries and audio description.
To investigate into how events are depicted by different genres of collateral texts for 
films, two corpora were gathered, one of audio description including audio description scripts 
for 45 films (356,394 words) and one of plot summaries totalling 111 films (13,671 words) 
spread across genre nine categories. The lexical regularities included were analysed and 
compared in terms of word and collocation frequency. A data set for cross-document 
coreference pairs of plot summary and audio description was produced for the ten most 
frequent events expressed by the plot summary were created and the word frequency was 
calculated. A gold standard data set was also created including the common cross-document 
coreference pairs in two films based on the judgement and data reconciliation of five 
annotators following a set of guidelines.
Our approach of cross-document coreference between different types of collateral texts 
for films was summarised in four heuristics and applied to two films. The evaluation was 
realised against a gold standard data set of pairs of cross-document coreference and the results 
of the baseline.
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6.1 Conclusions
Collateral texts for films can be used to produce rich video annotations as they can include 
high-level semantic information about the moving image, describing in detail on-screen 
characters and actions, as well as cause and effect of events and states. The variety of 
collateral texts for films available, such as novels, screenplays, audio description, reviews, 
plot summaries etc., suggests the potential of integrating the information provided. Applying 
more advanced information extraction solutions, such as cross-document coreference, to 
different types of texts accompanying films can improve video retrieval, providing complete 
accounts of the same stories. Existing cross-document coreference heuristics between the 
same text types can be extended for different text types and focus on corpus-based 
approaches, analysing the language used by each text.
Audio description and plot summaries use lexical regularities to narrate films. Audio 
description talks about the characters’ external appearance and facial expressions, their body 
movements, on-screen actions or states, settings and plot-significant objects. Plot summaries 
talk about major events around main characters, family relations, as well as the characters’ 
goals, desires and beliefs. Both texts may use the same words to refer to characters but differ 
significantly in the amount and kinds of information referring to the same events. Plot 
summaries includes frequent words referring to events expressing the characters’ desires and 
goals, whereas audio description uses different words referring to events concerning change 
of space, body movement and sight or interaction with objects and characters. Their 
coreference presents lexical regularities in the way audio description refers to certain plot 
summary events. Frequent events in one collateral text may be expressed with lexical 
patterns in another collateral text etc. However, frequent events represent only a small part of 
the corpora describing films, as narrative includes an unconstrained set of events.
Current techniques for cross-document coreference between the same text types can be 
extended for different text genres. Cross-document coreference between different types of 
text was a challenging task even for human annotators, whose pairwise agreement on 
annotating pairs was 62% before reassessing the data. By combining general with stricter 
representations of the events components and capturing the event temporal aspect, the task of 
automating cross-document coreference can achieve a better overall performance of 30%, in 
comparison to the results populated by the baseline.
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6.2  Further Opportunities
Further opportunities are suggested in cross-document coreference between collateral texts for 
films in particular and between different kinds of texts in general. The method of identifying 
lexical regularities can be automated and tested on different kinds of data. In addition, cross­
document coreference can be used for other applications, such as cross-media retrieval, e.g. 
video retrieval and summarisation. Finally, the findings concerning lexical regularities for 
certain events may be of interest to narratologists or scholars of artificial intelligence and 
cognitive science, as they can help represent a closed set of events often described in fictional 
stories.
6.2.1 Opportunities in Cross-Document Coreference
The range of collateral texts for films suggests the potential of cross-document coreference 
between more texts for films. Every collateral text adds a piece of information on the story; 
on-screen actions and characters’ descriptions can be provided by audio description and 
screenplays, the characters’ goals, desires and beliefs can be detected in plot summaries, 
synopses, reviews and screenplays, the major plot events can be depicted in plot summaries, 
synopses and reviews, scene identification numbers are included in screenplays and some 
audio description scripts, whereas time-codes linking the text to the video shots can be found 
in audio description. The heuristics can be adapted for other pairs of different kinds of texts 
telling the same film story, such as a review and a screenplay, or a novel and a synopsis etc., 
in order to integrate all available texts referring to the same story.
The heuristics can also be applied and tested on any pair of different types of text telling 
the same story. For example, different witness accounts depending on the idiolect of every 
witness, or news stories depicted in television bulletins and news articles or even scientific 
texts such as monthly detailed satellite reports of volcano activity and on-line activity 
summaries over decades etc. They can also be adapted accordingly to the fact that the given 
texts may or may not include constrained sets of events, following corpora analyses. For 
example, texts referring to news stories can include a broad set of events, such as election 
events, terrorist events etc., whereas texts describing the volcanological activity include a 
closed set of events, such as eruption, sulphur dioxide emission etc.
Lexical patterns that may describe the same events can be automatically detected by 
computing the method identifying regularities described in Chapter 4. The method can be 
automated by using the heuristics for cross-document coreference and by processing the 
frequency and weirdness values for the correlated audio description utterances and detect
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weird words appearing in >50% of the audio described correlated fragments. The method 
can be applied and tested on other kinds of texts describing the same story.
6.2.2 Opportunities in Cross-Media Coreference
Taking advantage of richer video annotations by analysing collateral texts and cross­
document coreference between different types of text narrating the same story suggest a range 
of possible applications. Collateral texts and films are different media sources, which can 
refer to the same stories. Cross-document coreference is an essential step for other 
applications, such as video retrieval. Nowadays, video retrieval is becoming part of ordinary 
searches on the Web with the recent release of the Yahoo and Google video search engines in 
2005; thus the need to improve video retrieval and maybe initiate online video browsing by 
using cross-document coreference between collateral texts. The proposed heuristics can be 
applied to retrieve video. Interestingly, in the scenario of plot summary and audio 
description, cross-document coreference can be also used for video summarisation. Video 
summarisation is a useful application, which can be used by film libraries or as an option in 
DVDs, summarising for example the major points of the story, possibly by hiding the end of 
the film. In the present case, it may be realised with minimal human intervention and data 
preparation, as plot summaries can be found on the internet, on DVDs etc. and audio 
description is provided by companies and is available as an option on DVDs.
The sequence diagram in Figure 6-1 shows a system for automatic film summarisation by 
applying the task of cross-document coreference. The system’s input are the plot summary as 
text segment, the audio description as text segment and the film as video data. Cross­
document coreference is applied to two steps: event identification in plot summary and event 
identification in audio description. These two steps include text processing, such as parsing 
of POS and functional roles, as well as pronominal coreference on both texts, which can be 
realised using any natural language processing tools which can perform the task with success. 
The step of event identification in plot summary can be realised by the algorithm proposed in 
Chapter 5 and the step of event identification in audio description is realised by heuristics 2, 3 
and 4. The final step includes first deletion of repeated utterances, which is possible in case 
multiple events have the same participants, and then association of the time-codes included in 
the audio description to the video data. The length and duration of the summary can also be 
selected. For a short summary, heuristic 3 can be followed, usually detecting less utterances 
than the ones identified by the others. For a longer summary, heuristic 4 can be followed, 
whereas for a summary focusing on highlights, the highest scored utterance for each event can 
be retrieved. Finally the system’s output is the film summary.
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6.2.3 Opportunities in Story Representation
The corpora of plot summaries and audio description and the data sets of cross-document 
coreference pairs for the ten most frequent events, as well as the gold standard data set available 
online can be further investigated for possible lexical patterns in states, events, relations between 
events, inferences or other narrative elements, e.g. emotions (Salway et al, 2003). Such 
information may be of interest to narratologists, scholars of artificial intelligence computing 
narrative in multimedia systems and cognitive scientists, investigating how fictional events are 
expressed and represented.
Lexical patterns and other event characteristics such as participants, transitivity, aspect etc. 
may be used to build a knowledge base for a closed set of film events. Following Schank’s scripts 
(1977), which are groups of causal chains that represent knowledge about frequently experienced 
events, such as the restaurant, involving roles for actors, e.g. waiter and customer, different 
scenes, e.g. order, pay etc., scripts about frequently experienced film events can be created. These 
can include different events and labels for each event such as participants, instrument etc., and 
words repeated in >50% of the correlated audio description fragments, or words showing event 
decomposition, e.g . f ig h t  VS punch, kick, f ir e  at, or escape VS run, hide etc. For example, the 
script for a murder event can include participants such as body, instruments such as gun , sword 
actions such as shoot and f a l l  etc.
The events described by the corpora created can be classified according to gesture and motion: 
stand-alone actions, such as look (around), walk, nod etc. (audio description) and turn, go, run 
etc. (plot summaries), interactions with objects, such as carry, l if t  etc. (audio description) and take 
(plot summaries), and interactions with people, such as kiss (audio description). Most frequent 
audio description verbs describing events can be categorised in the three categories for human 
movement and gesture. On the contrary, some plot summary verbs describing events can express 
either complex human movement, such as murder, or mental processes, such as love, decide, plan  
etc. Associating these plot summary events with the corresponding audio description fragments 
including sets of generic actions may give some insights into the domain of ‘understanding 
people’ in computer vision. The lexical regularities in audio description may contribute in the 
area of ‘looking’ at people and the patterns in plot summaries in the area of ‘understanding’ 
people, as they originate from narrative discourses. Correlated story fragments can enhance story 
understanding or representation, provide material for training feature detectors, story generation 
or even computer assisted language learning.
155
References
R e f e r e n c e s
Ahmad and Rogers (2001). Khurshid Ahmad and Margaret Rogers, ‘Corpus Linguistics and 
Terminology Extraction’ . In (Eds. ) Sue-Ellen Wright and Gerhard Budin. Handbook o f  
Terminology Management (Volume 2). Amsterdam & Philadelphia: John Benjamins Publishing 
Company, pages 725-760
Ahmad et al (2000). Khurshid Ahmad, Lee Gillam, and Lena Tostevin, ‘Weirdness Indexing for 
Logical Document Extrapolation and Retrieval (WILDER). In (Eds.) E.M. Voorhees and D.K. 
Harman. The 8th Text Retrieval Conference (TREC-8). Washington: National Institute of 
Standards and Technology, pages 717-724
Allen (1983). James F. Allen, ‘Maintaining Knowledge About Temporal Intervals’ . 
Communications o f  the A C M  26 (11), pages 832-843
Aristotle (384-322 B.C). Aristotle, Poetics. In Poetics: Aristotle Poetics, Demetrius on Style and 
Longinus on the Sublime, trans. by Rhys Roberts, W. Hamilton Fyfe (1932): London; Cambridge
Bagga and Baldwin (1999). Amit Bagga and Breck Baldwin, ‘Cross-Document Event 
Coreference: Annotations, Experiments, and Observations’. In: Proceeding o f  the ACL99 
Workshop on Coreference and its Applications, pages 1-8
Bandolier Knowledge Library: http://www.ir2.ox.ac.ulc/bandolier/knowledge.html (last accessed 
on 15 Dec 05)
Biber, Conrad and Reppen (1998). Douglas Biber, Susan Conrad and Randi Reppen, Corpus 
Linguistics: Investigating Language Stucture and Use. Cambridge: Cambridge University Press
Bordwell and Thompson (1997). David Bordwell and Madison K. Thompson, Film  A rt: An 
Introduction. New York: McGraw-Hill
Brown, Kellner and Raggett (2001). Michael IC. Brown, Andreas Kellner, Dave Raggett, 
‘Stochastic Language Models (N-Gram) Specification’. W3C Technical Reports and Publications
Chatman (1978). Seymour Chatman, Story and Discourse: Narrative Structure in Fiction and 
Film , NY: Cornell University Press
Ciravegna, Dingli, Guthrie, and Wilks (2003). Fabio Ciravegna, Alexiei Dingli, David Guthrie 
and Yoriclc Wilks, ‘Integrating Information to Bootstrap Information Extraction from Web Sites’.
156
References
Proceedings o f  International Joint Conference o f  A rtific ia l Intelligence-2003 Workshop on 
Information Integration on the Web (IIWeb-03)
Comrie (1976). Bernard Comrie, Aspect: An Intoduction to the Study o f  Verbal Aspect and 
Related Problems, Cambridge: Cambridge University Press
Cowie and Wilks (2000). Jim Cowie and Yorick Wilks, ‘Information Extraction’, In Robert Dale, 
Hermann Moisl, and Harold Somers (eds.) Handbook o f  Natural Language Processing. New 
York: Marcel Dekker
Cunningham, Maynard, Bontcheva, Tablan, Ursu and Dimitrov (2004). Hamish Cunningham, 
Diana Maynard, Kalina Bontcheva, Valentin Tablan, Cristian Ursu and Marin Dimitrov, 
‘Developing Language Processing Components with GATE’ (http://gate.ac.uk/releases/gate-3.0- 
beta 1 -build 1717—ALL/tao.pdf. last accessed at 20 Dec 05)
D’ Avanzo, Magnini and Vallin (2004). Ernesto D’ Avanzo, Bernardo Magnini and Alessandro 
Vallin, ‘Keyphrase Extraction for Summarisation Purposes: The LAKE System’ . In: Proceedings 
o f  Document Understanding Conference 2004, Boston, USA
Doran, Stokes, Newman, Dunnion, Carthy, and Toolan (2004) William Doran, Nicola Stokes, 
Eamonn Newman, John Dunnion, Joe Carthy and Fergus Toolan, ‘News Story Gisting at 
University College Dublin’. In: Proceedings o f  Document Understanding Conference 2004, 
Boston, USA
DUC 1-4 (2004). Document Understanding Conferences, http://duc.nist.gov/pubs.html#2004 (last 
accessed on 15 Dec 05
Fellbaum (1998). Christiane Fellbaum Wordnet: An Electronic Lexical Database. Cambridge: 
The MIT Press
Gavrila (1999). Dariu. M. Gavrila, ‘The Visual Analysis of Human Movement’ . Computer Vision 
and Image Understanding 73 (1), pages 82-98
Google (2005). Google, About Google Video, http://video.google.com/video about.html (last 
accessed on 15 Dec 05)
Greimas (1966). Algirdas Julien, Semantique structurale. Paris: Larousse
Grosz and Sidner (1986). Barbara. J. Grosz and Candace L, ‘Attention, intentions, and the 
structure of discourse’ . Computational Linguistics 12(3), pages 175-204
157
References
Halliday (1994). Michael A.K. Halliday, Introduction to Functional Grammar. 2nd Edition, 
London: Edward Arnold
Hauptmann (2005). Alex G. Hauptmann, ‘Lessons for the Future from a Decade of Informedia 
Video Analysis Research, International Conference on Image and Video Retrieval’, Lecture Notes 
in Computer Science, Volume 3568, August 2005, pages 1-10
Hobbs, Appelt, Tyson, Bear, and Israel (1992). Jerry R. Hobbs, Douglas Appelt, Mabry Tyson, 
John Bear, and David Israel ‘SRI International: Description of the FASTUS system’. In: 
Proceedings o f  the Fourth Message Understanding Conference (MUC-4), pages 268-275
ITC (2000). Independent Television Comission Guidance fo r  Audio Description
Jalcobson (1963). Roman Jakobson, Essais de linguistique generate. Paris: Seuil
Jurafsky and Martin (2000). Daniel Jurafsky and James H. Martin, Speech and Language 
Processing, An Introduction to Natural Language Processing, Computational Linguistics, and 
Speech Recognition, New Jersey: Prentice-Hall Inc
Kerbrat-Orecchioni (1980). Catherine Kerbrat-Orecchioni, L'enonciation de la subjectivite dans le 
langage. Paris: Armand Colin
Kilgariff (2002). Adam Kilgariff, BNC wordlist. ftp://ftp.itri ,bton.ac.uk/bnc/all.num.o5 (last 
accessed on 15 Dec 05)
Kim and Shibata (1996). Yeun-Bae Kim and Masahiro Shibata, ‘Content based video indexing 
and retrieval -  A natural language approach’ IE IC E  Transactions on Information and Systems 
E79-D (6), pages 695-705
KMWorld (2005). ‘Entity extraction meets federated search: Inxight’, Content Document and 
Knowledge Management magazine
Kuper, Saggion, Cunningham, Declerck, de Jong, Reidsma, Wilks and Wittenburg (2003). Jan 
Kuper , Horacio Saggion , Hamish Cunningham , Thierry Declerck , Franciska de Jong, Dennis 
Reidsma, Yorick Wilks and Peter Wittenburg ‘Intelligent Multimedia Indexing and Retrieval 
through Multi-source Information Extraction and Merging’. Proceedings o f  International Joint 
Conference o f  A rtific ia l Intelligence-2003 Workshop on Information Integration on the Web 
(IJCAI 03), pages 409-414
158
References
Lamba and Rasillo (2005). Vinod Lamba and Jorge Rasillo, Configure IBM WebSphere 
Information Integrator to access a Lotus Notes database, IB M  L ib ra ry , http://www- 
128.ibm.com/developerworks/db2/librarv/techarticle/dm-0511 lamba/ (last accessed on 12 Dec 05)
Longman Group UK (1987). Longman D ictionary o f  Contemporary English. Avon: The Bath 
Press
Mani et al. (1997). Indeijeet Mani, David House, Mark T. Maybury and Morgan Green, ‘Towards 
Content-Based Browsing of Broadcast News Video.’ In: Maybury, pages 241-258
Maybury (1997). Mark T. Maybury, Intelligent Multimedia Information Retrieval. Menlo Park 
CA / Cambridge MA: AAAI Press / The MIT Press
Metz (1974). Christian Metz, F ilm  Language: semiotics o f  the cinema. New York: Oxford 
University Press
Mitchell, Strassel, Huang, Zakhary and Maeda (2005). Alexis Mitchell, Stephanie Strassel, 
Shudong Huang, Ramez Zakhary, Kazuaki Maeda, ‘ACE 2004 Multilingual Training Corpus’ . 
LD C  Catalog No.: LDC2005T09
MUC 7 (2001). Proceedings of the Message Understanding Conference 
http://www.itl.nist.gov/iaui/894.02/related proiects/muc/proceedings/muc 7 toc.html (last 
accessed on 15 Dec 05)
Onalan, Bircan, Koca and Dincer (2005). Elif Onalan, Korhan Bircan, Fatih Koca and Ozan 
Dincer, ‘IRIS Video Analysis and Retrieval System’ . Senior Design Project Report, Department 
of Computer Engineering, Bilkent University, Ankara, Turkey
Ortony, Clore and Collins (1988). Andrew Ortony Gerald L. Clore and Allan Collins, The 
Cognitive Structure o f  Emotions. Cambridge: Cambridge University Press
Owen and Makedon (1999). Charles B. Owen and Fillia Makedon, ‘Cross-Modal Information 
Retrieval’ . In Borko Furht (ed.), Multimedia Tools and Applications. Boston MA: Kluwer 
Academic, pages 403-423
Pickering and Riiger (2003). Marcus J. Pickering and Stefan M. Riiger ‘ANSES: Summarisation 
of news video’ . Lecture Notes in Computer Science 2728 Springer-Verlag, pages 425-434
Propp (1973). Vladimir Propp, La Morphologie du Conte, Paris: Poiret
159
References
Pustejovsky (2001). James Pustejovsky, ‘Events and the Semantics of Opposition5, In Carol 
Tenoy and James Pustej ovsky, Events on Grammatical Objects, University of Chicago Press, 
pages 445-482
Pustejovsky, Ingria, Sauri, Castano, Littman, Gaizauskas, Setzer, Katz and Mani (2004). James 
Pustejovsky, Robert Ingria, Roser Sauri, Jose Castano, Jessica Littman, Rob Gaizauskas, Andrea 
Setzer, Graham Katz and Inderjeet Mani, ‘The Specification Language TimeML’. In the TimeML 
website: http://complingone.georgetown.edu/~linguist/papers/TimeML.pdf
Radev (2003). Dragomir Radev, CTS bank Annotation Guidelines,
http://tangi-a.si.umich.edu/clair/CSTBanlc/annotation guide.pdf (last accessed on 19 Dec 05)
Radev, (2000). Dragomir Radev, ‘A Common Theory of Information Fusion from Multiple Text 
Sources. Step One: Cross-Document Structure’ . In: Proceedings o f  the F irs t SIGdial Worlcshop on 
Discourse and Dialogue
Salway (1998). Andrew J. Salway, Video Annotation: The Role o f  Specialist Text, PhD thesis, 
University of Surrey
Salway and Tomadaki (2002). Andrew J. Salway and Eleftheria Tomadaki, ‘Temporal 
Information in Collateral Texts for Indexing Moving Images.’ Proceedings o f  LREC 2002 
Workshop on Annotation Standards fo r  Temporal Information in Natural Language, eds. A. 
Setzer and R. Gaizauskas, pages 36-43
Salway, Graham, Tomadaki and Xu (2003). Andrew J. Salway, Michael Graham, Eleftheria 
Tomadaki and Yan Xu, ‘Linking Video and Text via Representations of Narrative', A A A I Spring 
Symposium on Intelligent Multimedia Knowledge Management, Palo Alto, 24-26 March 2003, 
pages 104-112
Schank and Abelson (1977). Roger Schank and Robert Abelson, Scripts, Plans, Goals and 
Unserstanding: An Inquiry Into Human Knowledge Structures, Hillsdale, NJ: Erlbaum
Shahraray (1999). Behzad Shahraray, ‘Multimedia Information Retrieval Using Pictorial 
Transcripts’ . In: Borko Furht (ed.), Multimedia Tools and Applications. Boston MA: Kluwer 
Academic, pages 345-359
SMBM (2005). Proceedings of the First International Symposium on Semantic Mining in 
Biomedicine (SMBM), European Bioinformatics Institute, Hinxton, Cambridgeshire, UK
Smith and Chang (1997). John R. Smith and Shih-Fu Chang, ‘Visually Searching the Web for 
Content’ . IEEE Multimedia July-September, pages 12-20
160
References
Srihari (1995). Rohini K. Srihari, ‘Computational Models for Integrating Linguistic and Visual 
Information: A Survey.’ A rtif ic ia l Intelligence Review 8 (5-6), pages 349-369
TDT (1998-2004). Topic Detection and Tracking:
http://www.nist.gov/sneech/tests/tdt/tdt2004/index.htm (last accessed on 10 Dec 05)
TimeML (2002). Proceedings of TimeML 2002:
http://complingone.georgetown.eduMinguist/papers/TimeML.pdf (last accessed on 15 Dec 05)
Tomadaki and Salway (2005). Eleftheria Tomadaki and Andrew J. Salway, ‘Matching verb 
attributes for cross-document event co-reference’ . In Erk, Melinger and Schulte im Walde (eds.) 
Proceedings o f  Interdisciplinary Workshop on the Identification and Representation o f  Verb 
Features and Verb Classes, pages 127-132
TRECVID (2001-2004). NIST, Proceedings of the TREC Video Retrieval Evaluation Conference 
http://www-nlpir.nist.gov/proiects/tvpubs/tv.pubs.org.html (last accessed on 3 Nov 05)
Turner (1998). James M. Turner, ‘Some Characteristics of Audio Description and the 
Corresponding Moving Image’, Society o f  Information Science, Pittsburgh
Vanderwende, Banko, and Menezes (2004). Lucy Vanderwende, Michelle Banko and Arul 
Menezes, ‘Event-Centric Summary Generation’ . In: Proceedings o f  Document Understanding 
Conference 2004, Boston, USA
Wactlar, Christel, Gong and Hauptmann (1999). Howard Wactlar, Michael G. Christel, Yihong 
Gong and Alexander G., Hauptmann, ‘Lessons Learned from Building a Terabyte Digital Video 
Library’. IEEE Computer, Special Issue on D ig ita l Libraries, February, 32(2), pages 66-63
Wactlar, Olligschlaeger, Hauptmann and Christel (2000). Howard Wactlar, Andreas M. 
Olligschlaeger, Alexander G. Hauptmann and Michael G. Christel ‘Complementary Video and 
Audio Analysis for Broadcast News Archives’ . Communications o f  the ACM, 43(2), pages 42-47
Webber (2001). Bonnie L. Webber, ‘Computational Perspectives on Discourse and Dialogue’, In 
Deborah Schiffrin, Deborah Tannen and Heidi Hamilton (eds.), The Handbook o f  Discourse 
Analysis, Blackwell Publishers Ltd.
Zhang, Otterbacher, and Radev (2004). Zhu Zhang, Jahna Otterbacher, and Dragomir R. Radev, 
‘Learning Crossdocument Structural Relationships using Boosting’ . In: Proceedings o f  Document 
Understanding Conference 2004, Boston, USA
161
References
Tools found on the Web:
System Quirk: http://www.computing.surrey.ac.uk/ai/SvstemO/ 
Connexor grammar: http://www.connexor.com/demo/tagger 
Connexor syntax: http://www.connexor.com/demo/svntax 
GATE: http://gate.ac.uk
Plot summary resources:
All Movie Guide (New York Times): http://www.allmovie.com 
Cinemas-online: http://www.cinemas-online.co.uk 
Image and Movie database: http://www.imdb.com 
Movieweb: http://www.movieweb.com 
Ruined endings: http://www.ruinedendings.com
Audio described films used in gold standard:
‘Chocolat’, Di Langford, RNIB 
‘Spiderman’, James O’Hara, ITFC
162
A
pp
en
di
x 
A
: 
Th
e 
Su
rr
ey
 
A
ud
io
 
D
es
cr
ip
ti
on
 
C
or
pu
s 
fo
r 
F
il
m
s
rtu
£o(j
co
-Cy
C,o
•4—*
03
|
£TO
5
rt
xy
Co
&y
"5s:y
I
c q  <u C o
SX)<u
TOCJ
ye
rtTOy
rteTO
CQrt
o
£
asm
so
c©
oo
c
yort
£x
e
JD
_TO
TO>TO
ac5
rteTO
I  1
t f  I
a.Cy
CQ
eo
H.•cy
CQyrt
rt
rto
■E
8.
O .22
rt E 
3« M
m+t TOr t
Te
xt
 
Fo
rm
at
A
ct
io
n
xm
l
tx
t
do
c
xm
l
xm
l
tx
t
tx
t
s tx
t
xm
l
do
c
Ch
ild
re
n 
- l
ive
 
ac
ti
on
do
c
xm
l
do
c
W
or
d 
C
ou
nt
3,8
35
5,
00
4
17
,2
20
7,
61
1
o
OO 5,
00
3
5,
51
2
7,
04
1
6,
59
3
7,
32
0
9,
21
7
9,
84
5
6,
80
3
7,
67
7
O
rg
an
is
at
io
n
IT
FC
R
N
IB
R
N
IB
IT
FC
IT
FC
R
N
IB
R
N
IB
R
N
IB
R
N
IB
IT
FC
R
N
IB
R
N
IB
IT
FC
R
N
IB
D
es
cr
ib
er
To
m 
W
ha
lle
y,
 T
om
 
Lo
nn
ey
, 
Jo
hn
 
W
ol
sk
el
Di
 L
an
gf
or
d
Pe
ter
 W
ic
kh
am
Lo
nn
y 
Ev
an
s 
an
d 
Ai
m
ee
 
De
 
La
rr
ab
ei
ti
Ja
me
s 
O
’H
ar
a
Di
 L
an
gf
or
d
Di
 L
an
gf
or
d
Da
vid
 
Ba
nk
s
Pe
ter
 W
ic
kh
am
Lo
nn
y 
Ev
an
s, 
Ad
am
 
En
gl
is
h,
 T
om
 
W
ha
lle
y
Pe
ter
 W
ic
kh
am
Di
 L
an
gf
or
d
Ma
rk
 
Le
ve
sle
y 
an
d 
Ai
m
ee
 
de 
La
rr
am
be
iti
Cl
ar
e 
Le 
M
ay
Fi
lm
Ap
oc
al
yp
se
 
no
w
Go
ne
 
in 
60 
se
c
Gr
ea
t 
es
ca
pe
In
dia
n 
Fi
gh
te
r
Sp
id
er
m
an
Ch
ild
re
n 
-a
ni
m
at
io
n
At
la
nt
is
D
in
os
au
r
E
m
pe
ro
r’
s N
ew
 
G
ro
ov
e
La
dy
 
an
d 
Tr
am
p
Li
lo 
an
d 
St
ic
h
M
on
st
er
s 
In
c.
Ha
rry
 
Po
tt
er
Sc
oo
by
 
D
oo
Sp
y 
ki
ds
C
at
eg
or
y
so
A
pp
en
di
ce
s
A
pp
en
di
ce
s
*
Pe
rio
d 
dr
am
a
do
c
s
R
om
an
ti
c
B txt
, 
do
c
T
hr
ill
er
do
c
xm
l
xm
l
xm
l
4,
62
5
14
,1
68
6,
33
4
5,
91
6
7,
43
6
16
,3
42
15
,1
99
7,
89
8
8,
70
0
11
,6
13
R
N
IB
R
N
IB
R
N
IB
RN
IB
R
N
IB
R
N
IB
R
N
IB
IT
FC
IT
FC
IT
FC
Ve
ro
ni
ka
 
H
yk
s
W
ill
iam
 
Ro
be
rt
s
Pe
te
r 
W
ic
kh
am
Di
 L
an
gf
or
d
Di
 L
an
gf
or
d
Pe
te
r 
W
ic
kh
am
W
ill
iam
 
Ro
be
rt
s
Ai
m
ee
 
de 
La
rr
ab
ei
ti,
 A
da
m 
En
gl
is
h
Lo
nn
y 
Ev
an
s
Ja
me
s 
O
’H
ar
a
W
iza
rd
 
of 
O
z
Ca
pt
ai
n 
C
or
el
li’
s 
M
an
do
lin
Em
m
a
C
ho
co
la
t
En
gli
sh
 
Pa
tie
nt
Ho
rs
e 
W
hi
sp
er
er
En
ig
m
a,
 d
oc
.
Oc
ea
ns
 
11
Pe
lic
an
 
B
ri
ef
Ro
ad
 
to 
Pe
rd
iti
on
10VO

Ap
pe
nd
ic
es
13
0
14
8
13
7
86 58 24
8
16
7
13
7 rn
68 1
02
C
h
il
d
re
n
’s 
liv
e 
ac
ti
on
34
4
14
7
79 98 68 50
C
o
m
ed
y
93 1
45
21
6 o
Im
db
Im
d
b
Im
db
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
d
b
La
se
rw
at
ch
0
0
7
Ju
lia
n 
R
ei
sc
h
l
R
ic
ha
rd
 
H
u
ds
on
T
on
yB
B
&
M
Ju
lia
n 
R
ei
sc
h
l
Ju
lia
n 
R
ei
sc
h
l
Jo
e 
S
ew
el
l
W
il
l
O
rg
an
ic
6
M
ar
co
s 
Ed
ua
rd
o 
Ac
os
ta
 
A
ld
re
te
A
ar
on
Ju
lia
n 
R
ei
sc
h
l
S
ar
ah
R
ac
h
el
M
at
tia
s 
Th
u
re
ss
on
D
av
id
 
S
tu
m
m
er
Tim
 
S
al
az
ar
An
dy
 
Z
im
ol
za
k
Ju
lia
n 
R
ei
sc
h
l
L
ex
Jo
hn
 
S
ac
ks
te
de
r
C/5
1
< D
in
os
au
r
E
m
p
er
or
’s 
Ne
w 
G
ro
ov
e
Fi
nd
in
g 
N
em
o
La
dy
 
an
d 
T
ra
m
p
Li
lo
 
an
d 
S
ti
ch
M
on
st
er
s 
In
c.
P
oc
ah
on
ta
s
S
h
re
k
Sh
re
k 
2
To
y 
St
or
y 
1
To
y 
St
or
y 
2
H
ar
ry
 
Po
tt
er
: 
Th
e 
P
h
il
os
op
h
er
’s 
S
to
n
e
H
ar
ry
 
Po
tt
er
 
2:
 T
he
 
C
h
am
be
r 
of
 
S
ec
re
ts
Sc
oo
by
 
D
oo
S
co
ob
y-
D
oo
 
2:
 
M
on
st
er
s 
U
le
as
h
ed
Sp
y 
ki
ds
Sp
y 
ki
ds
 
2:
 T
he
 
Is
la
nd
 
of
 
Lo
st
 
D
re
am
s
A
m
er
ic
an
 
P
ie
Dr
 
D
ol
it
tl
e
Fu
ll 
M
on
ty
M
ee
t 
th
e 
Pa
re
n
ts
t-"
Ap
pe
nd
ic
es
SO
UD
10
7
12
5
77 60
OO
OO 1
55 19
6
14
9 Os
17
2
12
2
OO
OO 1
00 12
6 r D
17
0
56 1
46
84
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Im
db
Im
d
b
C
in
em
as
-o
n
li
n
e.
co
.u
k
M
ov
ie
w
eb
.c
om
Im
d
b
M
ov
ie
w
eb
.c
om
M
ov
ie
w
eb
.c
om
Im
db
Im
db
Im
d
b
Im
d
b
Ru
in
ed
 
en
d
in
gs
.c
om
Im
d
b
Im
db
Im
d
b
Im
d
b
Im
d
b
Im
d
b
Je
an
-M
ar
c 
R
oc
h
er
Je
an
-M
ar
c 
R
oc
h
er
Jo
hn
 
V
o
ge
l
Ju
st
in
 
S
h
ar
p
Ta
d 
D
ib
b
em
A
n
on
ym
ou
s
A
n
on
ym
ou
s
A
n
on
ym
ou
s
W
il
l
A
n
on
ym
ou
s
A
n
on
ym
ou
s
C
ol
 N
ee
d
h
am
R
es
R
ob
er
t 
Ly
n
ch
Je
ff 
M
el
li
n
ge
r
C
B
W
il
l
Fl
av
io
 
R
iz
za
rd
i
Ju
lia
n 
R
ei
sc
h
l
Je
an
 
M
ar
ie
 
B
er
th
ia
u
m
e
A
n
on
ym
ou
s
V
in
ce
n
t 
V
ga
Ro
bi
n 
H
oo
d:
 M
en
 
in 
T
ig
h
ts
Se
e 
no
 
ev
il 
he
ar
 
no
 
ev
il
So
m
e 
lik
e 
it 
h
ot
So
m
et
hi
ng
 
A
bo
u
t 
M
ar
y
12 
M
on
k
ey
s
A 
m
ur
de
r 
of
 
cr
aw
s
B
la
de
 
R
u
n
n
er
Da
rk
 
C
it
y
H
an
n
ib
al
M
id
n
ig
h
t 
in 
th
e 
G
ar
de
n 
of
 
go
od
 
an
d 
ev
il
Po
st
m
an
Ps
yc
h
o
Re
d 
D
ra
go
n
Si
le
nc
e 
of
 
th
e 
la
m
bs
Si
xt
h 
se
n
se
Th
e 
ot
h
er
s
Th
e 
R
in
g
Th
e 
S
h
in
in
g
U
n
b
re
ak
ab
le
G
re
en
 
fo
r 
D
an
ge
r
H
ea
r 
my
 
S
on
g
In
te
rv
ie
w
 
wi
th
 
a 
V
am
p
ir
e
Da
rk
Mi
sc
ell
an
eo
us
oo
SO
Ap
pe
nd
ic
es
o
c t
ca
x D.
CQ U
os
SO
Ap
pe
nd
ic
es
76 1
79
84 OO 56 +0 1
30
os 1
53
Ro
ma
nti
c
89 12
3
64 1
64 <N
93 1
30 <NNO
Os 1
22
Th
ril
le
r
96 1
45
Im
d
b
Im
db
Im
db
Im
db
Im
d
b
Im
db
Im
d
b
Im
db
Im
db
Im
db
Im
d
b
Im
d
b
Im
db
C
in
em
as
-o
n
li
n
e.
co
.u
k
Im
db
Im
db
Im
db
Im
db
Im
db
Im
db
Im
db
Im
db
A
n
on
ym
ou
s
T
h
al
ya
Y
ep
ok
A
n
on
ym
ou
s
O
la
f 
M
er
te
n
s
C/5
O s A
u
st
in
R
K
M
ik
e 
el
w
il
ey
An
uj
a 
V
ar
gh
es
e
Jo
n 
R
ee
ve
s
K
er
m
A
n
on
ym
ou
s
C
hr
is
 
M
ak
ro
za
h
op
ou
lo
s
C
ol
in
 
T
in
to
Ju
lia
n 
R
ei
sc
h
l
Ju
lia
n 
R
ei
sc
h
l
G
re
g 
B
ol
e
Ju
lia
n 
R
ei
sc
h
l
A
n
n
a
F
or
m
ic
a9
7
E
m
m
a
G
la
d
ia
to
r
H
ow
a
rd
’s 
E
n
d
M
ill
 o
n 
th
e 
fl
os
s
P
er
su
as
io
n
Th
e 
La
st
 
E
m
p
er
or
Th
e 
P
at
ri
ot
T
ro
y
W
in
gs
 
of
 
th
e 
D
o
ve
A
m
el
ie
B
ri
dg
et
 
Jo
n
e’
s 
D
ia
ry
C
h
oc
ol
at
En
gl
is
h 
Pa
ti
en
t
E
te
rn
al
 
Su
ns
hi
ne
 
of
 
a 
Sp
ot
le
ss
 
M
in
d
H
or
se
 
W
h
is
p
er
er
It
’s 
a 
W
on
d
er
fu
l 
L
if
e,
Pr
et
ty
 
W
om
an
R
un
aw
ay
 
B
ri
d
e
W
he
n 
H
ar
ry
 
m
et
 
S
al
ly
Y
o
u
’v
e 
go
t 
m
ai
l
E
n
ig
m
a,
 d
oc
.
G
oo
d
fe
ll
a
s
24
7
3
50 ONOO 50 1
03 12
3
Im
db
Im
db
Im
d
b
Im
d
b
Im
db
Im
d
b
Ju
lia
n 
R
ei
sc
h
l
R
es
im
lo
h
n
er
B
u
g
M
ov
ie
fa
n
9
0
Ta
d 
D
ib
b
em
O
ce
an
s 
11
Pe
lic
an
 
B
ri
ef
Pu
lp
 
F
ic
ti
on
R
es
er
vo
ir
 
D
og
s
Ro
ad
 
to 
P
er
d
it
io
n
Th
in
gs
 
to 
do
 
in 
D
en
ve
r 
w
he
n 
yo
u 
ar
e 
D
ea
d
Appendices
Appendix C : Annotated Corpora
The corpora include 54 plot summaries and 54 audio descriptions for the cross-document 
coreference data set created in Chapter 5. They include the same 45 films as the audio 
description corpus in appendix A and another 9 additional films. These were used to annotate 
and match the ten top frequent plot summary events to audio description correlated fragments.
C a te g o r y F ilm
A ction
End o f  Days
Apocalypse N ow
Armageddon
End o f  Days
Die Hard with a Vengeance
Gone in 60 sec
Great escape
Indian Fighter
Spiderman
C h ildren ’s  animation
Atlantis
Dinosaur
Emperor’ s N ew  Groove
Lady and Tramp
Lilo  and Stich
Monsters Inc.
C hildren's live action
Harry Potter
Scooby Doo
Spy kids
C om ed y
Robin Hood: Men in Tights
Full Monty
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See no evil hear no evil
Some like it hot
Dark
A  murder o f  craws
Midnight in the Garden o f  good and evil
Postman
Silence o f  the lambs
Sixth sense
The others
Unbreakable
M iscellaneous
Iris
Jerry Maguire
Hear my Song
Shipping News
Tea with Mussolini
The Am azing Howard Hughes
Green for Danger
Jason and the Argonauts
One Hot Summer Night
One True Thing
Submarine X 1
The beast must die
Wizard o f  Oz
P eriod  drama
Captain C orelli’ s Mandolin
Emma
Howard’ s End
M ill on the floss
Persuasion
Wings o f  the Dove
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Emma
R om antic
Chocolat
Pretty Woman
Runaway bride
English Patient
Horse Whisperer
Thriller
Enigma, doc.
Oceans 11
Pelican B rie f
Road to Perdition
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Appendix D : Plot summary and audio description sub-corpora
The plot summary and audio description event sub-corpora for the ten most frequent events 
can be found in the CD, attached to this thesis. You can click on the file ‘ index.html’ and 
your Internet browser (e.g. Internet Explorer etc.) will guide you to the contents’ page. You 
can then click and view the subcorpora for the events help, meet, kill, bring, tell, force, find, 
discover, love and murder. For each plot summary instance, you can click on the hyperlink, 
which will prompt you to the audio description correlated data.
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Appendix E : Excluded Events
Excluded events
There are various reasons why we did not annotate several events; first o f  all, certain events 
were not found in audio description, then the verbs get and take and a few instances o f  bring 
and find have different senses when followed by different prepositions or in different context, 
other events were repeated, whereas others had abstract or unknown participants. The 
following table includes all the instances excluded and the reason for excluding them.
event instance Reason of exclusion
Discover Pelican brief: She then discovers that her place has been 
burglarized
N ot found in audio 
description
Tell Harry Potter: The Dursleys, strong disbelievers in that magical 
crap, never told Harry anything about his true self
N ot found in audio 
description
Die Die hard with a vengeance Part o f  title
The beast must die Part o f  title
His parents have died in a car crash Not found in audio 
description
See See no evil hear no evil Part o f  title
Go He went too far Part o f  expression
Love but Emma doesn't know who loves who Unknown participants
Kill then set out to get revenge on the man who killed Peter and 
Mrs. Sullivan.
Repeated
Bring stitch as the new fam ily member brings quite some action into 
all their lifes , and after
Abstract participants
Find the englishwomen for the most part find her vulgar and try to 
ignore h e r .
Different sense (find = 
consider)
all , david ' s fate is not only to find his real place in the world . Abstract participants
the three o f  them accidentally find out that the potions master . 
Severus Snape, seems
Different sense (find =  
discover)
a hogwarts teacher , they take it on themselves to find out what 
Snape is up to .
Different sense (find = 
discover)
john kelso a magazine reporter finds him self in savannah amid 
the beautiful architecture and odd doings
Different sense (find = is)
he then finds h im self, trying to prove that he is innocent o f Different sense (find = is in a 
situation)
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event instance Reason o f  exclusion
Get hour before the next milienium , his only chance to get out o f  his 
eternal prison is gone and he has
Different sense 
Get out
meanwhile . vzma is hatching a plan to get revenge and usurp 
the throne .
Different sense 
Get revenge
then set out to get revenge on the man who killed Deter and mrs . Different sense 
Get revenge
things get shaken u d  even more when a grouD o f  river drifters Different sense 
Get shaken up
car th ie f, whom he competed with before wants to get the calitri 
job  , and is telling Memphis to back
Different sense 
Get job
own team o f  roughnecks to learn to become astronauts and get 
the job  done .
Different sense 
Get job  done
he knows that Atlantis was real , and he can get there i f  he has 
the mysterious shephards journa l, which
Different sense 
Get to place/ reach
face a large lobster called the leviathan , and finally get to 
Atlantis
Different sense 
Get to place/reach
dog and quite some tasks one has to overcome to get to the 
guarded o b je c t.
Different sense 
Get to place
marriage and her equally freethinking landlord , Amande Voisin 
, get together with her grandson , Luc , whose mother doesn
Different sense 
Get together/ meet
a German ship during w w i i , a royal navy officer gets a second 
chance in a daring raid with midget subs
Different sense 
Get a chance
and Frank Catton , a professional card dealer , gets a job  at the 
casino to watch the routines .
Different sense 
Get a job
he gets arrested for the true life murders o f  the five lawyers Different sense 
Get arrested
murder o f  crows after a lawyer gets disbarred , he goes o f f  to 
write a book about
Different sense 
Get disbarred
the pace gets even giddier when the Chicago mob arrives in 
Miami for
Different sense 
Become
the next day , ike gets fired by his publisher (  and former w ife Different sense 
Get fired
in these times . it is getting harder and harder to shock the 
kids properly , since
Different sense 
Become
Take witnesses , but the killers don ' t want to take any chances . Different sense 
risk
since there are no parents , the lemurs take care o f  the newborn , 
Aladar
Different sense 
Look after
marriage anymore ; Lomper (  Steve Huison )  has to take care o f  
his mom and is suicidal ; and Gerald
Different sense 
Look after
things that even would incriminate a Hogwarts teacher , they Different sense
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take it on  them selves to find out what Snape is up Take the responsibility
Jason has been prophesied to take the throne o f  Thessaly D ifferent sense 
B ecom e king
m eet her but before he does som eone shoots him  and takes his 
place .
D ifferent sense 
Take som eon e ’ s place
his n ow  savage condition , g r a c e ' s mother A nnie takes them to 
M ontana in search for  tom  booker
D ifferent sense
Take som eone som ewhere
the even greater distress o f  the m a y o r ) and Vianne takes up with 
h im .
D ifferent sense 
B ecom e rom antically 
involved
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Appendix F: Durative and Punctual events in the plot summary 
corpus
Here we have classified all the events o f  the plot summary corpus o f  54 films into durative or 
punctual according to their aspect. Following Comrie’ s classification (Comrie, 1976), the 
punctual/ durative opposition is based on perceived duration, as punctual events take place at 
a particular point in time and durative events require some period o f  time. Some scholars 
argue that there are any punctual events as all events have a duration in time, either shorter or 
longer. In this study, the classification is based on the inherent charactersitcis o f  the verbs 
and on how a verb is used (e.g. in relation to the progressive tense). We consider as punctual 
events, the events taking place at a particular point in the film happening mostly in one scene 
(with the exception o f  flash-backs) and as durative events the events requiring some period o f 
time in the film until their accomplishment happening in multiple scenes throughout the film. 
We also apply the rule that punctual events are considered as durative when the tense o f  the 
verb expressing them is progressive. This classification is not always correct but can initiate 
the automation o f  detecting the event aspect for the heuristics proposed in this study. To 
solve this problem, we suggest pretagging the plot summary corpus, to confirm that the aspect 
is correct in each case. However, this may be time-consuming requiring human effort.
In our data set, punctual events are expressed by a mean average o f  5 audio description 
utterances, while durative by a mean average o f  29 audio description utterances. Here, some 
durative events can be punctual in certain cases where the phrasing shows that the event’s 
duration was punctual in the context o f  narrative, for example with the use o f  a perfective 
tense, [1], or durative, for example with the use o f  the verb keep, [2]:
[1] she’s accused of having helped her mother end her life (punctuality), whereas help is 
shown to be durative (29 AD utterances mean average).
[2] Buffalo Bill keeps murdering women, (durativity), whereas murder is shown to be 
punctual (5 AD utterances mean average)
Some durative events could be classified as atelic as they may not have an end result realised
on screen. Such events are usually represented by mental processes such as love, think, 
believe, know, suspect etc. Mental processes can be characterised by some scholars as mental 
states, although in this study we consider as events any processes other than the ones denoting 
identification (IS) or attribution (HAS).
Durative do my best, help, take up with, approve, manage, amass, know, suspect, 
love, force, keep, attempt, solve, stay, struggle, escape, change, become, 
communicate, lead, hack down, get revenge, go after, think, dig, write, 
prove, work, raise, bring up, live, protect, claim, doubt, wait, believe, use, 
learn, scale, alter, fight, guide, travel, rule, plan, build, plot, fall for, tend, 
suffer, settle, fall in love, play, try
Punctual move, open, accept, shut, stop, win, die, state, disappear, meet, encounter, 
threaten, murder, happen, deliver, capture, lose, decide,, see, join, go, hit, 
kill, develop, make, return, convince, slip, avert, flare up, witness, 
reacquaint, arrest, save, hear, break out, ignore, discover, arrange, sign, 
invite, shoot, hire, confront, arrive, say, survive, defeat, rescue, contract, 
bite, fail, face, refuse, promise, turn out, receive, introduce, find out, 
break up, sell, rebuke, end, enlist, release, tell, advise, damage, recruit, 
Recall, appear, realise, forbid, marry, fake, occur, come up, destroy, leave
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Appendix G: Words semantically related according to WordNet 
version 2.1
The words semantically related according to WordNet are presented as they appeared in the 
online search. Most words were related in their first sense with the words weapon and gun, 
whereas the words related to find were found spread across more than one senses.
W ords related to weapon
Gun:
• Si (n) gun (a weapon that discharges a missile at high velocity (especially from a 
metal tube or barrel))
• Si (n) artillery, heavy weapon, gun, ordnance (large but transportable armament)
• Si (n) gunman, gun (a person who shoots a gun (as regards their ability))
• Si (n) gunman, gunslinger, hired gun, gun, gun for hire, triggerman. hit man, hitman. 
torpedo, shooter (a professional killer who uses a gun)
• Si (n) grease-gun, gun (a hand-operated pump that resembles a revolver; forces grease 
into parts o f  a machine)
• Si (n) accelerator, accelerator pedal, gas pedal, gas, throttle, gun (a pedal that controls 
the throttle valve) "he stepped on the gas"
• Si (n) gun (the discharge o f  a firearm as signal or as a salute in military ceremonies)
"two runners started before the gun"; "a twenty gun salute"
Sword:
Si (n) sword, blade, brand, steel (a cutting or thrusting weapon that has a long metal blade 
and a hilt with a hand guard)
W ords related to gun
Bullet related in its first sense in WordNet
• Si (n) bullet, slug (a projectile that is fired from a gun')
• Si (n) bullet train, bullet (a high-speed passenger train)
• Si (n) fastball, heater, smoke, hummer, bullet ((baseball) a pitch thrown with
maximum velocity) "he swung late on the fastball"; "he showed batters nothing but 
smoke"
Gunshot
Si (n) gunfire, gunshot (the act o f  shooting a gun) "the gunfire endangered innocent 
bystanders"; "they retreated in the face of withering enemy fire"
Pistol:
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S; (n) pistol, handgun, side arm, shooting iron (a firearm that is held and fired with one hand) 
Sj. (n) firearm, piece, small-arm (a portable gun) "he wore his firearm in a shoulder 
holster"
Handgun:
Si (n) pistol, handgun, side arm, shooting iron (a firearm that is held and fired with one hand) 
W ords related to find
Notice:
Si (v) detect, observe, find, discover, notice (discover or determine the existence, presence, or 
fact of) "She detected high levels of lead in her drinking water"; "We found traces of lead in 
the paint"
Come across:
Si (v) fall upon, strike, come upon, light upon, chance upon, come across, chance on. happen 
upon, attain, discover (find unexpectedly) "the archeologists chanced upon an old tomb"; 
"she struck a goldmine"; "The hikers finally struck the main path to the lake"
Reveal:
Si (v) unwrap, disclose, let on. bring out, reveal, discover, expose, divulge, impart, break, 
give awav. let out (make known to the public information that was previously known only to 
a few people or that was meant to be kept a secret) "The auction house would not disclose the 
price at which the van Gogh had sold"; "The actress won't reveal how old she is"; "bring out 
the truth"; "he broke the news to her"; "unwrap the evidence in the murder
Si (v) detect, observe, find, discover, notice (discover or determine the existence, 
presence, or fact of) "She detected high levels of lead in her drinking water"; "We found 
traces of lead in the paint"
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Appendix H: Guidelines for annotators
1 INTRODUCTION: VIDEO RETRIEVAL THROUGH CO LLATERAL TEXT 
ANALYSIS, A  CASE STUDY FO R FILMS
The present era can be characterised by a vast amount o f  information available in different 
forms o f  media; text documents, images, audio and video files etc. Many kinds o f  
information artefacts are provided in electronic format, stored in digital libraries and accessed 
through personal computer systems, local networks and the World Wide Web. Due to the 
large amount and variety o f  available electronic data, it is necessary to deal with media at 
higher levels o f  semantic content in order to retrieve and manage effectively the information 
they include. Especially textual analysis can be proved useful not only for text but also for 
video retrieval. Texts accompanying video, such as subtitles, are called collateral texts. The 
growing range o f  collateral texts describing video content can be proved extremely useful for 
video retrieval, especially after the recent release o f  Google and Yahoo online video engines.
Information can be conveyed in the form o f  stories; consider for example the way information 
is presented in history, science, current affairs, financial news, fiction etc. The process o f  
narrating a story comprises a sequence o f  causally connected events organised in space and 
time. Interestingly, the same story may be presented in different ways, in other words 
different narrative discourses. For instance, the same news story about an earthquake can be 
presented on TV through moving images, narrated in a newspaper article through text and 
pictures, or told in a radio broadcast through speech. Films are fictional stories and their 
content can be described by collateral texts such as reviews, screenplays, novels, summaries, 
audio description etc. In this piece o f  work, we investigate the information provided by two 
completely different texts describing the same film stories; audio description and plot 
summaries.
Plot summaries are approximately 200 word texts mentioning the major events o f  the film 
plot. They are written by any individual who has decided to electronically publish their 
summary after watching a film. Audio description is the narration o f  on-screen events and 
states during the dialogue gaps so that visually impaired people can enjoy films and other 
television programmes. Audio description scripts for films are approximately 8,500 word 
texts, produced by trained expert audio description following certain guidelines while 
describing.
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We believe that the analysis and integration o f  these two heterogeneous kinds o f  texts can 
offer solutions for enhanced video retrieval and management, from more complex user 
queries concerning films to video reuse applications.
PLOT SUM M ARY
GUIDELINES FOR THE DETECTION AND IDENTIFICATION OF EVENTS IN 
PLOT SUMMARIES
Please take your time and read the plot summary for the film ‘Chocolat’ . Then read it for a 
second time, find and number the events expressed by each clause.
W H AT TO IGNORE
• If an event is repeated, assign all clauses expressing the same event with the same 
number. Example:
His parents have died...event 2
His parents were a wizard and a witch, killed...event 2
• All states should be ignored; especially, verbs such as be and have as main verbs o f  
the clause. Examples:
Tom is a "horse whisperer"___________________________________________
Lawyer Wakem takes away the mill on the river Floss from Edward Tulliver, whose 
ancestors owned it for 300 years
• Ignore the events, which are part o f  a question, whose answer is not revealed by the 
plot summary. Example:
But how shall they bring the news of failure to the Grand Councilwoman without 
being punished?___________ z______ I  I I : m ■ I ■ 13 E ■ ■ 1  i " I
• Ignore the events with non explicit participants. Example:
....the romance that tragically alters his life
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AN EXAMPLE
Here is an example o f  how the events appearing in the plot summary for the film ‘ Mill on the 
Floss’ should be numbered:
Mill on the floss
Lawyer Wakem takes away the mill on the river Floss from Edward Tulliver, 
whose ancestors owned it for 300 years: event 1
and becomes the worst enemy of Tulliver's family: event 2
When Edward's daughter, Maggie, grows up: event 3
she falls in love with Wakem's son Philip: event 4
but her brother Tom, true to the memory of their father, forbids her to meet 
him again: event 5
When she visits her cousin, Lucy Deane: event 6
Lucy's fiance Stephen Guest falls in love with Maggie at first sight: event 7
further complicating matters: event 8
DETECTION AND IDENTIFICATION OF EVENTS IN PLOT SUMMARIES
This is the plot summary for the film ‘ Chocolat’ . Please detect and give an identification 
number to the events appearing as shown previously in the example for the film ‘Mill on the 
Floss’ (Section 2.1.2). Please write the time taken to complete this task at the end o f  the plot 
summary and any comments you may have concerning events you were unsure of, using the 
space at the end o f  the page. The estimated time for this task is 20 minutes.
P L O T  S U M M A R Y  F O R  T H E  F IL M  C H O C O L A T
1960, small town France. Vianne Rocher and her pre-teen daughter m ove into town 
and open a chocolate shop just as lent is beginning. The town's small-minded mayor 
can't accept this and does his best to shut her down, but her warm personality and 
incredible chocolates manage to win over many townsfolk. Things get shaken up even 
more when a group o f  river drifters, led by Roux, stop into town (to the even greater 
distress o f  the mayor) and Vianne takes up with him. Meanwhile, she's been helping 
Josephine out o f  her abusive marriage and her equally freethinking landlord, Amande 
Voisin, get together with her grandson, Luc, whose mother doesn't approve o f  
Amande's ways.
Time taken: 
Comments:
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GUIDELINES FOR THE DETECTION AND IDENTIFICATION OF EVENTS IN 
AUDIO DESCRIPTION
Now please read the audio description script for the film ‘Chocolat’ . While reading the audio 
description, whenever you detect an event expressed by the plot summary previously read, 
add the event number identification after the end o f each audio description utterance.
It is likely that one plot summary clause referring to an event may be related to more than one 
audio description utterances and in different parts o f  the audio description script. For 
example, the event 7 in the plot summary for the film ‘Mill on the Floss’
Lucv's fiance Stephen Guest falls in love with Maaaie at first siaht event 7
has been related to the following audio description utterances, found in different parts o f  the 
audio description script:
Lucy gives Maggie a conspirational smile, then moves away. Stephen is 
watching and approaches Maggie, he walks on, into the hail. Reluctantly 
Maggie follows event 6, event 7
....Maggie looks round and sees Stephen. They walk together by the 
riverbank.
Because I love you
Stephen gazes at her with wonder. He puts a finger under her chin, and 
lifting her face to his, kisses her on the lips, event 7
Note that we are interested in the events explicitly referred to by the audio description, 
meaning the audio description utterances including at least one word, which may refer to the 
event, such as the audio description words approach, gaze, kisses, smiles, teasingly, lips 
found in the above utterances referring to the event Stephen falls in love with Maggie. In case 
you are unsure about an event referred to in the audio description, you can add a question 
mark after the event identification number and if necessary a few comments on why you have 
doubts in brackets, for example:
... Stephen lets himself in. Maggie looks anxious. He smiles, event 7 ? (no 
explicit reason for smiling or way of smiling)
It is also possible that the same audio description utterance refers to more than one events. In 
this case, all the event identification numbers should be recorded, for example:
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Lucy gives Maggie a conspirational smile, then moves away. Stephen is 
watching and approaches Maggies, he walks on, into the hall. Reluctantly 
Maggie follows event 6, event 7
If you have not found one or more events, please write the event number identifications and 
then ‘not found’ at the end o f  the document in the comments section. Finally, note that several 
audio description utterances may not refer to any o f  the events expressed by the plot 
summary.
DETECTION AND IDENTIFICATION OF EVENTS IN AUDIO DESCRIPTION
This is the audio description for the film ‘Chocolat’ . Please detect and give the identification 
number to the events appearing as shown previously in the example for the film ‘Mill on the 
Floss’ (Section 3.1). Please write the time taken to complete this task at the end o f  the 
document. The estimated time for this task is 3 hours and 40 minutes.
AUDIO DESCRIPTION FOR THE FILM CHOCOLAT
Audio description
Bold - cues and dialogue. Non-bold - narration.
Warning (over black) This motion picture, including its soundtrack, is protected by copyright, and any 
broadcast, public performance, diffusion, copying and editing are prohibited unless expressly 
authorised.
Credit (over black)
This audio described video has been made available by the RNIB Home Video Service. 
01:00:00 Beyond an expanse of rippling blue water, a high-rise modern city . Day turns instantly to night 
and the twinkling lights shining from the skyscrapers converge to form the words - Miramax Films.
01:00:15 Miramax Films presents....
01:00:19 a David Brown Production.
01:00:24 Juliette Binoche
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Appendix I: The Gold Standard Data set
The gold standard data sets for ‘ Spiderman’ and ‘ Chocolat’ can be found in the CD attached 
to the thesis. You can click on the file ‘ index.html’ and your Internet browser (e.g. Internet 
Explorer etc.) will guide you to the contents’ page. You can then click and view the gold 
standard data sets linked in hypertext format. Here, we present an example o f  data 
reconciliation:
Data Reconciliation 
Annotator 2
I’d like to thank you once more for the hard work you’ve done. As I have to decide on 
a specific set of annotations that all annotators agree with, I’m asking for a couple of 
more hours of your time to be spent on checking whether or not you agree to annotate 
utterances, which were found by the other annotators.
Matching events read in the plot summary against audio description utterances is a 
time-consuming and subjective task according to your feedback. All annotators had to 
go through a series of questions in order to decide whether an audio description 
utterance refers to the event read in the piot summary. Thus, please reassess your 
annotations, by checking what the other people found.
Please write Y for ves or N for no at the end of each utterance, if N (no), please write a 
sentence explaining why you disagree.
1. Would you agree that the following audio description utterances refer to the plot 
summary clause ‘his body chemistry is mutagenically altered in that he can scale walls and 
ceilings’?
02: 00:03.15 He puts them on, then quickly takes them off. He tries again and once more 
removes them. He holds them up in front of his face. When he looks through them everything 
is blurred, when he moves them away his vision is clear. He folds them up. Y 
02:02:28.15 He makes a grab for the bus and catches hold of a poster stuck to its side. It 
reads Go Wildcats. It comes away in his hand and rips its full length. The bus zooms on 
leaving Peter in the middle of the street with a large portion of the poster sticking to his 
fingers. He looks at his hand and ponders Y
2. Would you agree that the following audio description utterances refer to the plot 
summary clause Peter first uses his newfound powers to make money?
02:13:51.00 Peter flicks through the paper looking at cars for sale. Autos Away offers used 
cars at great prices, over 27 thousand dollars, over 25 thousand dollars
He turns the page Motortown used cars are cheaper: only around 15 thousand. On the next 
page, prices are down to around 3 thousand dollars. Peter then spots and advert: Need
1 8 7
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Cash? Amateur wrestlers, three thousand dollars for three minutes in the ring: colorful 
characters a must, then a phone number. He dreams of MARY JANE and a sports car. Y
02:59:50.00 Peter makes his way up a stairway in the wrestling arena Y  
03:00:54.05 Peter's joined the queue. N no sign of using powers or making money...
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Appendix J: Pronoun resolution by G A T E  for the film ‘ Chocolat’
ANNIE (AN iNformatlon Extraction system) in Gate did not at first resolve pronouns 
referring to non English names as these were not included in the lexicon already existing in 
the platform. We have added the proper nouns Vianne and Roux to the lexicon, which are 
French names and were not detected, to resolve the pronouns referring to them and the 
pronominal coreference resolution worked quite well:
©GATf 3 0 build 1 B46
File Options Tools Help
* rf H i  (?) ®
f- mm
&  GATE
3 M  Applications
*  ANNIE.0001A 
a ill Language Resources
i i ch
j=J chocolat
fflEB
3 £  Processing Resourced 
pron
nomcoref 
^  ANNIE OrthoMatch 
gg ANNIE NE Trarsdi 
ANNIE POS Tagger 
im ANNIE Sentence Sf 
^  ANNIE Gazetteer.!
ANNIE English Tok 
BS Document Reset P
MatchesAnnots <null-|[
text/pi.
docNewUneTypi v
gate SourceURL v (file/C:,
a
Messages! * ANNIE.0001Achocolat (2]j elia =j ch ■
Annotation Sets Annotations Co-reference Editor! Text
1960, saall town France. Vi«m* Rochet and h&i pre-teen 
daughter move Into town and open a chocolate shop just as 
lent is beginning. The town's small-minded Mayor can't 
accept this and does his best to shut Vlatme down, but 
her warm personality and incredible chocolates manage to 
win over many townsfolk. Things get shaken up even more 
when a group of river drifters, led by Roux, stop into 
town (to the even greater distress of the mayor) and
takes up with him. Meanwhile, M '3  been helping 
out of fii! abusive marriage, and Vianne's 
equally freethlnking landlord Armande Voisln, get 
together with her grandson, Luc, whose mother doesn't 
approve of Armande's ways
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Appendices
Appendix L : The Heuristics’ Results
We show all the results from the baseline and the proposed heuristics in hypertext format on 
the CD attached to this thesis for both ‘ Spiderman’ and ‘ Chocolat’ . You can click on the file 
‘ index.html’ and your Internet browser (e.g. Internet Explorer etc.) will guide you to the 
contents’ page. You can then click and view the heuristics results for both films. All retrieved 
utterances are presented, with the correct ones highlighted in green colour.
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