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HAUSDORFF DIMENSION OF PLANAR SELF-AFFINE
SETS AND MEASURES
BALÁZS BÁRÁNY, MICHAEL HOCHMAN, AND ARIEL RAPAPORT
Abstract. Let X =
⋃
ϕiX be a strongly separated self-affine set in
R2 (or one satisfying the strong open set condition). Under mild non-
compactness and irreducibility assumptions on the matrix parts of the
ϕi, we prove that dimX is equal to the affinity dimension, and similarly
for self-affine measures and the Lyapunov dimension. The proof is via
analysis of the dimension of the orthogonal projections of the measures,
and relies on additive combinatorics methods.
1. Introduction
Computing the dimension of self-affine sets – attractors of systems of affine
contractions of Rd – is one of the major open problems in fractal geometry.
The corresponding problem for self-similar sets and measures is far better
understood, and, when a mild separation condition is present, completely
solved [22, 17]. The affine case is more delicate and less understood. Falconer
established a general upper bound on the dimension in terms of the so-called
affinity dimension [13], and many authors have obtained matching lower
bounds in special cases, e.g. for typical self-affine sets in which some of
the maps are randomized [13, 40, 23], or for special classes, such as those
satisfying bunching conditions [21, 27]. It has also long been realized that the
dimension is closely related to the dimension of projections. Falconer solved
the problem for some self-affine sets in Rd assuming a uniform lower bound
on the Lebesgue measure of projections to d− 1-dimensional subspaces [14],
but this hypothesis rarely holds. Recently, analysis of projections was used
to solve the problem under the assumption that the Furstenberg measure of
the associated matrix random walk is sufficiently large [9, 37, 3].
All these results provide strong evidence that the affinity dimension is
typically the right one, but one should note that the dimension is not always
equal to the affinity dimension, as demonstrated by carpet-like fractals [32,
6, 29, 2, 16]. So the challenge is to find mild, general conditions under which
the affinity dimension is achieved. The purpose of this paper is to do just
that in the case of separated self-affine measures in the plane which exhibit
some mild non-compactness and irreducibility of their matrix parts.
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Throughout the paper we use the following notation, see also Section 2
for further definitions. Φ = {ϕi}i∈Λ be a finite system of affine contractions
of R2, with ϕi(x) = Aix + bi for some Ai ∈ GL2(R) and bi ∈ R2. We say
that Ai is the linear part of ϕi. We also write Ai = Ai/
√| detAi| ∈ GL2(R)
and say that it is the normalized linear part of ϕi (these are the matrices
normalized to have determinant ±1). Let X denote the attractor of Φ and
write dimX and dimBX for its Hausdorff and box dimensions, and dimAX
for its affinity dimension; we do not define the latter because we will not
work with it directly, for a definition see [13]. The system Φ satisfies the
strong open set condition (SOSC) if there is a bounded open set U with
U ∩X 6= ∅ such that ϕiU ⊆ U for all i ∈ Λ and the images ϕiU are pairwise
disjoint. This is satisfied, in particular, under strong separation, i.e. when
the images ϕiX are pairwise disjoint. Recall that a group of matrices is
totally irreducible if it does not preserve any finite union of non-trivial linear
spaces.
Theorem 1.1. Let X =
⋃
ϕiX be a self affine set in R2 satisfying the
strong open set condition, and suppose that the normalized linear parts of
ϕi generate a non-compact and totally irreducible group in GL2(R). Then
dimX = dimBX = dimAX.
The theorem is proved, as is often the case, by analysis of self-affine mea-
sures. Let p = (pi)i∈Λ be a strictly positive probability vector, and let
µ =
∑
piϕiµ be the corresponding self-affine measure for Φ. Let H(p) de-
note the entropy of p, and let λ2 ≤ λ1 < 0 denote the Lyapunov exponent
associated to the i.i.d. random matrix product with Ai chosen with probabil-
ity pi. The Lyapunov dimension of µ (or, rather, of Φ and p) is the analogue
of the affinity dimension for self-affine sets, and is defined by
dimL µ =
{
H(p)
|λ1| if
H(p)
|λ1| ≤ 1
1 + H(p)−|λ1||λ2| otherwise
.
The pointwise dimension of µ, denoted dimµ, is known to exist, and always
satisfies dimµ ≤ dimL µ [23], but in general there may be a strict inequality.
Theorem 1.2. Let µ =
∑
piϕiµ be a self-affine measure in R2 satisfying
the strong open set condition, and suppose that the normalized linear parts of
ϕi generate a non-compact and totally irreducible subgroup of GL2(R). Then
dimµ = dimL µ.
Theorem 1.1 follows from Theorem 1.2 by the work of Morris-Shmerkin
[33], who proved that under the hypotheses of Theorem 1.1, one can find an
IFS Φ′ ⊆ ⋃∞n=1 Φn which satisfies the same hypotheses, and which supports
a self-affine measure whose Lyapunov dimension is arbitrarily close to the
affinity dimension of the original system. In order to show this approximation
property, Morris and Shmerkin used the Käenmäki measure, which is in
our setup the unique ergodic shift invariant measure, for which dimL µ =
dimAX, see [24, 25]. However, the Käenmäki measure is far from being
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Bernoulli measure in general. Thus, the question still remains open1 whether
there is an ergodic measure µ for which dimµ = dimX.
The proof of Theorem 1.2 rests on analysis of “typical” projections of µ
to lines. Let η∗ be a measure on the space of lines in R2 satisfying η∗ =∑
pi · A∗i η∗. Under the assumptions of the theorem, there is a unique such
measure, called the Furstenberg measure, which may also be described as
the distribution of the directions of the expanding Oseledets subspace of the
random matrix product in which each matrix is chosen equal to A∗i with
probability pi (see Section 2.10). For a 1-dimension subspace W ≤ R2 write
piW : R2 →W for the orthogonal projection toW . In order to prove Theorem
1.2, it suffices, by the Ledrappier-Young formula for self-affine measures [4],
to show that
dimpivµ = min{1,dimµ} (1.1)
for η∗-a.e. v. We show that, in fact, (1.1) holds for all v outside a set of
dimension 0. Since the hypothesis of the theorem implies dim η∗ > 0, it
follows that (1.1) holds η∗-a.e. We note that a-postiori, it follows that (1.1)
holds for all v with at most one exception, and in fact, no exceptions if {Ai}
satisfy the hypotheses of the theorem.
This strategy is similar to other recent works on the topic [3, 9, 37], but
those required η∗ to have dimension large with respect to dimµ of dimA µ,
at which point one can invoke classical projection theorems of Marstrand,
Falconer and others in order to prove (1.1). But in general, the dimension
of η∗ is unrelated to the dimension of µ and may be very small compared to
it.
Our method, in contrast, is related to the recent works on self-similar
measures with overlap. Of course, piWµ is neither self-similar nor even self-
affine, but it nevertheless decomposes at all scales into statistically related
measures of comparable diameter. More precisely, for every n, we can choose
a set Φn ⊆ Φ∗ such that each ϕi, i ∈ Φn, contracts by q−n+O(1), and such
that µ =
∑
i∈Φn pi · ϕiµ, where for a sequence i = i1 . . . ik we have written
pi = pi1 . . . pik and ϕi = ϕi1 . . . ϕik . Thus piWµ =
∑
i∈Φn pi · piWϕiµ, which
can be written, in turn, as piWµ = θn.µ, where θn =
∑
i∈Φn pi · piW ◦ ϕi is a
measure supported on the space of linear maps R2 → R, and θn.µ denotes the
push-forward of θn × µ by the action map (pi, x) 7→ pi(x). The hypotheses
of the theorems imply that, after rescaling affine maps to be orthogonal
projections, θn approaches the distribution of the random projection piV ,
1Our methods actually apply to the images under the standard symbolic coding map of
quasi-product measures, i.e. those which are equivalent, up to a shift, on every cylinder set,
and with Radon-Nykodim derivative bounded away from 0 and infinity. This is because in
all entropy computations in the proofs, measures which are equivalent in this sense differ
in entropy (w.r.t. any partition) by an addivie constant depending only on the bounds
on the RN-derivatives; so one can just fix a representative and work with it. When the
matrix parts of the IFS preserve a (multi) cone, the Kaenmaki measure is known to be
quasi-Bernoulli. Thus, in this case, our methods give an invariant measure of maximal
dimension. We thank Pablo Shmerkin for this remark.
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V ∼ η∗; and, for most choices of W , if dimpiWµ does not satisfy (1.1), then
θn will have positive entropy, in a suitable sense. We have arrived now at the
point where we must analyze the entropy of convolutions. This can be done
by adapting methods developed in [17, 18], whereby we replace small pieces
of the non-linear convolution θn.µ by a bona-fide convolution of measures
on R and use results on entropy growth under convolution to show that this
results in more dimension, or entropy, than there should be.
The property (1.1) requires less than strong separation. Let D(·, ·) denote
the metric on the affine group of R2 induced from the operator norm when
affine maps are embedded as linear maps of R3 (alternatively fix a left-
invariant Riemannian metric on the affine group). We say that a system of
affine maps {ϕi}i∈Λ satisfies exponential separation, if there exists a constant
c > 0 such that, for every n and every pair of distinct sequences i, j ∈ Λn,
the corresponding compositions satisfy
D(ϕi, ϕj) > c
n.
The strong open set condition (and also the weaker open set condition
(OSC)) implies this property.
Theorem 1.3. Let µ =
∑
pi · ϕiµi be a self-affine measure in R2 such that
{ϕi} has exponential separation. Suppose that the normalized linear parts of
ϕi generate a totally irreducible, non-compact subgroup of GL2(R). Then for
η∗-a.e. V ∈ RP1, we have
dimpiV µ = min{1, dimµ}.
This begs the question of whether exponential separation is enough for
Theorems 1.1 and 1.2, instead of SOSC. The answer is yes, but not easily.
The reason is that in general, by the Ledrappier-Young formula for self-affine
meausres [4]. equation (1.1) ensures only that
dimµ =
{
H(p)−∆
|λ1| if
H(p)−∆
|λ1| ≤ 1
1 + H(p)−|λ1|−∆|λ2| otherwise
. (1.2)
where ∆ is an entropy quantity arising from the amount of overlap between
cylinders (the entropy on the fibers of the projection from the symbolic
coding). The SOSC ensures that ∆ = 0, and removing this assumption
would require us to show directly that if dimµ < dimL µ then ∆ = 0, which
requires non-trivial new tools (this is one reason why we cannot replace the
SOSC with the OSC in Theorem 1.1: it does not, so far as we know, imply
∆ = 0. One also must exclude degenerate situations in which the OSC is
satisfied but the attractor is a single point).
The other obvious question raised by our work is the extent to which the
results hold in Rd. We will return to both these matters in a separate paper.
Finally, we note that the conditions on the normalized linear parts of ϕi in
the theorems above are there in order to ensure uniqueness of the Furstenberg
measure and that it have positive dimension. The proof actually requires
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slightly less: we want a stationary measure η =
∑
pi · Aiη to exist on the
space of lines, and that it should attract the associated random walk on
lines (driven by the distribution ν =
∑
pi · δAi ∈ P(GL2(R))) when started
from any initial line outside a finite set of exceptions. Thus, our methods
can handle the case of a non-compact but reducible system, which is just
a system whose linear parts are upper (or lower) triangular matrices in a
suitable basis. This is an important class of self-affine systems, which has
been studied by Falconer and Miao [11], Kirat and Kocyigit [28] and Bárány,
Rams and Simon [5]. For the statements and proof see Section 6.3.
1.1. Organization. Section 2 sets up definitions and notation, and some
background (much of the notation is not standard, and should be read).
Section 3 establishes entropy porosity of the projections of self-affine mea-
sures. Section 4 proves the version of the inverse theorem for entropy growth
needed in this paper. Section 5 establishes the necessary exponential separa-
tion of projections of cylinders. Section 6 puts the pieces together and proves
Theorem 1.3. The last section presents some generalizations and applications
to dynamical systems.
1.2. Acknowledgment. This work was supported by ERC grant 306494.
B.B. acknowledges support from the grants NKFI PD123970, OTKAK123782,
and the János Bolyai Research Scholarship of the Hungarian Academy of Sci-
ences.
2. Setup
We refer the reader to [31] for basic background on dimension theory. We
write P(X) for the space of Borel probability measures on a Borel space X.
We rely on the standard notations O(f(t)), o(f(t)),Θ(f(t)) for asymptotic
behavior of functions and sequences.
2.1. Self-affine sets and measures. Throughout the paper, Φ = {ϕi(x) =
Aix+ ai}i∈Λ is a system of affine contractions satisfying the strong open set
condition, as in the introduction, and X the associated attractor, defined by
the relation
X =
⋃
i∈Λ
ϕi(X).
We also fix a strictly positive probability vector p = (pi)i∈Λ, and let µ denote
the associated self-affine measure, defined by the relation
µ =
∑
i∈Λ
pi · ϕiµ.
We write Λ∗ for the set of all finite words over Λ. For a word i = (i0, . . . , in) ∈
Λ∗, let
Ai = Ai0 · · ·Ain ,
6 BALÁZS BÁRÁNY, MICHAEL HOCHMAN, AND ARIEL RAPAPORT
and similarly write ϕi = ϕi0 . . . ϕin , pi = pi0 . . . pim , A∗i = A
∗
in
· · ·A∗i0 , etc.
We define the “projection”, or coding map, Π : ΛN → X, by
Π(i) = lim
n→∞ϕi1...,in(0),
where the limit exists by contraction. We write
ν = pN
for the product measure on ΛN with marginal p, so that µ = Πν.
2.2. Dilations, translation, projections. The operations of dilation and
translation in Rk we denote by Sc and Ta respectively, i.e., for c ∈ R we
write Sc(x) = c · x, and for a ∈ Rk we write Ta(x) = x+ a.
We shall work extensively with orthogonal projections from R2 to sub-
spaces V ≤ R2. However, we shall want to choose coordinates on the image
V , identifying it with R, and turning the orthogonal projection into an affine
map R2 → R. Choosing coordinates amounts to choosing, for each V ∈ RP1,
a unit vector u = u(V ) ∈ V . We choose u(V ) to be the unit vector such that
〈u, (10)〉 > 0. This leaves u(V ) undefined only when V is the y-axis, and in
this case we set u = (0, 1).
We can now associate to each V ∈ RP1 the “orthogonal projection” piV
given by
piV (x) = 〈x, u(V )〉.
This gives a measurable (and mostly continuous) embedding of RP1 into the
set of norm-1 affine maps R2 → R.
For a linear map T : Rk → Rm and subspace V ⊆ Rk, let ‖T |V ‖ denote
the norm of the restricted map T |V . Then for any affine ϕ : R2 → R2 with
ϕ(x) = Ax+ t, it is easy to check that
piV (ϕ(x)) = (±1)‖A∗|V ‖ · piA∗V (x) + piV (t), (2.1)
where the sign is chosen so that ±u(A∗V ) = A∗u(V )/‖A∗u(V )‖. Conse-
quently,
‖piV ◦Ai‖ = ‖A∗i1 |V ‖ · · · ‖A∗in |A∗in−1 · · ·A∗i0V ‖ = ‖A∗i |V ‖.
(the equality of the left- and right-hand sides holds in Rd for any V ⊆ Rd,
but the middle expression relies on V being 1-dimensional).
2.3. Affine maps and an invariant metric. Let Ak,m denote the space
of affine maps Rk 7→ Rm of full rank. For ψ ∈ Ak,m, let ‖ψ‖ denote the
(operator) norm of the linear part of ψ, which is given explicitly by
‖ψ‖ = sup
06=x∈Rk
‖ψ(x)− ψ(0)‖
‖x‖ .
Note that the “projections” piV of the previous section form a bounded subset
of A2,1.
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The set A2,1 is a manifold, and we may parametrize it explicitly as follows.
Denote the unit circle by
S1 = {y ∈ R2 : |y| = 1},
and associate to (t, u, a) ∈ R × S1 × R the map x 7→ et〈x, u〉 + a. This is a
bijection and provides a smooth structure to A2,1.
The group A1,1 of affine maps of the line act naturally on A2,1 by post-
composition: for ϕ ∈ A1,1 and ψ ∈ A2,1, let
ϕψ = ϕ ◦ ψ.
This is clearly a smooth action.
Lemma 2.1. There exists a metric d on A2,1 which is A1,1-invariant, i.e.
d(φψ1, φψ2) = d(ψ1, ψ2) for every ψ1, ψ2 ∈ A2,1 and φ ∈ A1,1 . (2.2)
Proof. The action of A1,1 on A2,1 is free (for each ψ ∈ A2,1, the map A1,1 →
A2,1, ϕ → ϕψ, is injective). The set U2,1 ⊆ A2,1 consisting of norm-1 linear
maps is a fundamental domain (every ψ ∈ A2,1 is represented uniquely as
ϕpi for ϕ ∈ A1,1 and pi ∈ U2,1). It is clear that U2,1 is simply S1 (with u ∈ S1
identified with x 7→ 〈x, u〉). Fix a Riemannian metric g on U2,1. We can
extend g to A2,1 by translating by elements of A2,1: at (the tangent space
at) ϕpi ∈ A1,1U2,1 the inner product is the push-forward by Dϕ of the inner
product at pi. It is easy to see that this is a smooth Riemannian structure
and the associated metric is A1,1-invariant.
Alternatively, an invariant metric can defined explicitly: identify A2,1 with
R×S1×R as above and define the inner product of vectors u = (u1, u2, u3)
and v = (v1, v2, v3) in the tangent space at (t, y, a) to be
gψ(u, v) = u1v1 + 〈u2, v2〉+ e−2tu3v3,
The reader may check invariance under the action. 
Throughout the paper, unless stated otherwise, we endow A2,1 with an
A1,1-invariant metric d as in the lemma. Balls and diameters are defined
with respect to this metric.
Lemma 2.2. Let ρ, r,R > 0. Suppose that E ⊆ A2,1 and F ⊆ R2 are sets of
diameter at most r ≤ 1, that F ⊆ BR(0), and that ρ = ‖ψ‖ for some ψ ∈ E.
Then EF = {ψ(x) : ψ ∈ E , x ∈ F} has diameter O(ρ · r ·R).
Proof. Let E′ = S1/ρT−ψ(0)E. By left invariance of the metric on A2,1 under
left-multiplication by elements of A1,1, which S1/ρ and T−ψ(0) are, the diam-
eter of E′ is at most r, hence at most 1. Also, E′ intersects the compact set
of norm-one linear maps in A2,1, because S1/ρT−ψ(0)ψ ∈ E′ is such a map.
Thus, E′ lies in a fixed compact subset of A2,1, and it follows that E′F has
diameter O(diam(F )) = O(rR). But
EF = Tψ(0)Sρ(E
′F ),
and the diameter of this set is ρdiam(E′F ) = O(ρrR). 
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In addition to d, it is also useful (and natural) to consider the metric D
on Ak,m given by
D(ψ1, ψ2) := max
x∈B(0,1)
‖ψ1(x)− ψ2(x)‖, (2.3)
where B(0, 1) is the unit closed ball on the corresponding space Rk.
Recall that two metrics on the same space are bi-Lipschitz equivalent if
with respect to the two metrics the identity map is bi-Lipschitz.
Lemma 2.3. (1) The metric D on A2,1 is bi-Lipschitz equivalent to the
A1,1-invariant metric d on every compact subset of A2,1.
(2) The metric D on A2,2 is bi-Lipschitz equivalent to the metric d de-
fined in the introduction as the pullback of the operator norm via
the standard embedding A2,2 ↪→ GL3(R). In particular, exponential
separation can be defined equivalently using the metric D.
The proof is straightforward.
2.4. q-adic partitions. Throughout the paper we will consider q-adic par-
titions of R, where q is a large integer defined in Section 2.6 below (in fact
all the main statements hold for q = 2, but for some of the technical lemmas
large q is more convenient). The q-adic level-n partition of R is defined by
Qn =
{
[
k
qn
,
k + 1
qn
) : k ∈ Z
}
.
We write Qt = Q[t] when t ∈ R is non-integer. In Rd we write,
Qdn = {I1 × . . .× Id : Ii ∈ Qn},
and generally omit the superscript.
We require similar partitions of A2,1. By [26, Theorem 2.1], there exists a
collection of Borel sets
{Qn,i ⊂ A2,1 : n ∈ Z, i ∈ N},
having the following properties:
(1) A2,1 = ∪i∈NQn,i for every n ∈ Z,
(2) Qn,i ∩Qm,j = ∅ or Qn,i ⊂ Qm,j whenever n,m ∈ Z, n ≥ m, i, j ∈ N,
(3) there exists a constant C > 0 such that for every n ∈ Z and i ∈ N
there exists ψ ∈ Qn,i with
B(ψ,C−1q−n) ⊂ Qn,i ⊂ B(ψ,Cq−n) .
For each n ∈ Z, denote QA2,1n the partition {Qn,i : i ∈ N} of A2,1. With a
slight abuse of notation, we usually omit the superscript.
Lemma 2.4. There exists a constant C ′ such that for every n ≥ 0 and
Q ∈ Qn,
#{Q′ ∈ Qn+1 : Q′ ⊂ Q} ≤ C ′ .
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Proof. Let C be the constant as in property (3) of the q-adic partitions,
above. For any compact Z ⊆ A2,1, there is some C ′ = C ′(Z) such that any
Cr-ball B ⊆ Z contains at most C ′ disjoint sub-r/Cq-balls. This is because
on Z, the metric d is bi-Lipschitz equivalent to D, and the statement clearly
holds for D. Now, let Q ∈ Qn and let Q1, Q2, . . . ⊂ Q be disjoint elements
with Qi ∈ Qn+1. Fixing some ψ ∈ Q, the set Q̂ = S1/‖ψ‖T−ψ(0)Q contains
a norm-1 element and has diameter O(q−n) = O(1), so it is contained in a
fixed compact set Z ⊆ A2,1. By invariance of d, Q̂ is contained in a Cq−n-
ball, since this is true for Q. But the sets Q̂i defined similarly are disjoint
subsets of Q̂, and each contains a q−(n+1)/C-ball, since this is true for Qi.
Thus, the number of the Qi is bounded by C ′(Z), as desired. 
2.5. q-adic components. For a partitionQ (in R or in A2,1 respectively) we
write Q(x) for the unique partition element containing x. For a probability
measure θ, write
θA =
1
θ(A)
θ|A
for the conditional measure of θ on A, assuming θ(A) > 0.
For a probability measure θ on a space equipped with partitions Qn, we
define measure valued random variables θx,n such that θx,n = θQn(x) with
probability θ(Qn(x)). We call θx,n an n-th level component of θ. When
several components appear, e.g. θx,n and τy,n, we assume x, y are chosen
independently. Sometimes n is chosen randomly as well. For example, we
write for n2 ≥ n1 integers and an event U ,
Pn1≤i≤n2(µx,i ∈ U) =
1
n2 − n1 + 1
n2∑
n=n1
P(µx,n ∈ U). (2.4)
We write E and En1≤i≤n2 for the expected value w.r.t. the probabilities P
and Pn1≤i≤n2 .
2.6. Partitions of symbolic space. The symbolic space ΛN comes with
the natural partitions into level-n cylinder sets. It will be convenient to
consider more general partitions into cylinders of varying length. Thus, if
Ξ ⊆ Λ∗ is a collection of words such that the cylinder sets corresponding to
words in Ξ form a partition of ΛN, then we say that Ξ is a partition. In this
case we also let Ξ denote the associated “name” function Ξ: ΛN 7→ Λ∗, so
Ξ(i) is the unique word in Ξ such that i ∈ [Ξ(i)].
Returning to our self-affine measure µ, we first note that by iterating the
basic identity µ =
∑
i∈Λ pi · ϕiµ, for any partition Ξ ⊆ Λ∗, we get
µ =
∑
i∈Ξ
piϕiµ,
and if V ∈ RP1 then by applying piV to the above, we get
piV µ =
∑
i∈Ξ
pi · piV ϕiµ. (2.5)
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Let q ≥ 2 be an integer and let
Ψqn =
{
(i0, . . . , im) ∈ Λ∗ : ‖Ai0,...,im‖ ≤ q−n < ‖Ai0,...,im−1‖
}
.
Thus, there exists a constant c0, depending on the matrices but independent
of n such that for every n ≥ 1 and for every i ∈ Ψqn
c0q
−n ≤ ‖Ai‖ ≤ q−n.
It is easy to see that Ψqn forms a partition of ΛN for every n ≥ 1.
For a subspace V ∈ RP1, let ΞV,qn be the finite subset of Λ∗ such that
‖A∗i |V ‖ ≈ q−n+O(1). That is,
ΞV,qn =
{
(i0, . . . , im) ∈ Λ∗ : ‖A∗im · · ·A∗i0 |V ‖ ≤ q−n < ‖A∗im−1 · · ·A∗i0 |V ‖
}
.
Thus, there exists a constant c0 > 0 such that for every i ∈ ΞV,qn and every
V ∈ RP1,
c0q
−n ≤ ‖A∗i |V ‖ ≤ q−n. (2.6)
Lemma 2.5. There exists an integer q ≥ 2 such that
(1) For every k 6= j, Ψqk ∩Ψqj = ∅,
(2) For every k 6= j and V ∈ RP1, ΞV,qk ∩ ΞV,qj = ∅,
(3) There exist c1 = c1(q) > 0 and c2 = c2(q) > 0 such that for every
n ≥ 1 and i ∈ Ψqn, c1n ≤ |i| ≤ c2n,
(4) There exist c1 = c1(q) > 0 and c2 = c2(q) > 0 such that for every
n ≥ 1, V ∈ RP1 and i ∈ ΞV,qn , c1n ≤ |i| ≤ c2n.
Proof. We show only (2) and (4), the proof of the remaining parts are similar.
To prove (2), it is enough to show that for every j > k, and for every
(i0, . . . , im) = i ∈ Ψqk, ‖A∗i |V ‖ > q−j . But
‖A∗im · · ·A∗i0 |V ‖ = ‖A∗im |A∗im−1 · · ·A∗i0V ‖ · ‖A∗im−1 · · ·A∗i0 |V ‖
> q−k min
i∈Λ
‖(Ai)−1‖−1 > q−k−1 ≥ q−j ,
for q > 1/mini α2(Ai). For (4), observe that for i ∈ ΞV,qn
q−n < ‖A∗im−1 · · ·A∗i0 |V ‖ ≤ (maxi∈Λ α1(Ai))
|i|−1.
Hence, |i| ≤ n log q− log maxi α1(Ai) + 1 ≤ 2
log q
− log maxi α1(Ai)n holds for large enough
q. The lower bound is similar with |i| ≥ log q− log mini α2(Ai)n. 
For the rest of the paper, we fix the integer q satisfying the conclusion
of Lemma 2.5. All q-adic partitions are defined with respect to this q. We
denote Ψqn by Ψn and Ξ
V,q
n by ΞVn for simplicity. In this spirit, when we write
log, we mean logq.
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2.7. Random cylinder measures. Every measure on Euclidean space has
associated to it its q-adic components. For a planar self-affine measure µ,
one can also decompose µ into cylinder measure, i.e. measure of the form
ϕiµ for i ∈ Λ∗. As with q-adic components it is natural to view the cylinders
as random measures, with the naturally defined weights.
For any given n ∈ N and V ∈ RP1, we introduce three random words
I(n),J(n, V ) and U(n) taking values from finite subsets (actually from par-
titions) of Λ∗.
• I(n) is the random word taking values in Ψn according to the prob-
ability vector p, i.e.
P(I(n) = i) =
{
pi if i ∈ Ψn,
0 otherwise.
.
• J(n, V ) is the random word taking values from ΞVn according to p.
• U(n) is the random word taking values from Λn according to p.
If it is not confusing, sometimes we omit the second coordinate V in J(n, V )
and simply denote in by J(n).
We can also represent µ as a convex combination of cylinders. That is,
equation (2.5) can be re-interpreted as
µ = E(ϕI(n)µ) = E(ϕJ(n)µ) = E(ϕU(n)µ). (2.7)
We may randomize n as in the case of components, thus for example for
any observable F ,
En1≤i≤n2(F (ϕI(i)µ)) =
1
n2 − n1 + 1
n2∑
n=n1
E(F (ϕI(n)µ)).
The random sequences U(n), I(n) and J(n, V ) differ but statements which
hold with high probability for one over many scales holds for the others. The
following lemma describes the direction we need.
Lemma 2.6. For every V ∈ RP1, let UV ⊆ Λ∗ be a set of words. Suppose
that, for every ε > 0 and n ≥ n(ε),
inf
V ∈RP1
P1≤i≤n(U(i) ∈ UV ) > 1− ε.
Then for every n ≥ N ′(ε)
inf
V ∈RP1
P1≤i≤n(I(i) ∈ UV ) > 1− ε,
inf
V ∈RP1
P1≤i≤n(J(i, V ) ∈ UV ) > 1− ε.
The same holds if we take the infimum over some fixed set of V ’s in both the
hypothesis and conclusion, or for a single V .
Proof. By Lemma 2.5, there exists a constant c ≥ 1 such that for every
i ∈ Ψn, |i| ≤ nc and Ψk ∩Ψj = ∅ for k 6= j as subsets of Λ∗.
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Let ε > 0 be arbitrary. By assumption, there exists N ≥ 1 such that for
every n ≥ N and every V ∈ RP1, P1≤i≤n(U(i) ∈ UV ) > 1− ε/2c. Thus,
(cn−N)(1− ε/2c) ≤ cn · P1≤i≤cn(U(i) ∈ UV )
= n · P1≤i≤n(I(i) ∈ UV ) + cn · P1≤i≤cn(U(i) ∈ UV \
n⋃
`=1
Ψ`)
≤ n · P1≤i≤n(I(i) ∈ UV ) + cn− n.
Thus, by choosing N̂ = N̂(ε,N(ε)) such that N/N̂ < ε/2, we get that for
every n ≥ N̂ , infV P1≤i≤n(I(i) ∈ UV ) > 1 − ε. The proof for J(i, V ) is
similar. 
2.8. Entropy. Denote H(µ,Q) the usual entropy w.r.t the partition Q, and
denote H(µ,Q′|Q) the usual conditional entropy. That is,
H(µ,Q) = −
ˆ
logµ(Q(x))dµ(x) (2.8)
H(µ,Q′|Q) = H(µ,Q′ ∨Q)−H(µ,Q), (2.9)
=
∑
I∈Q
µ(I) ·H(µI ,Q′), (2.10)
where Q′ ∨ Q denotes the common refinement of the partitions Q′,Q. By
the definition of the distribution on components,
H(µ,Qn+m|Qn) = E(H(µx,n,Qn+m)). (2.11)
The entropy functions is concave and almost convex in the measure argu-
ment. That is, for any 0 ≤ α ≤ 1 and µ1, µ2 probability measures
αH(µ1,Q) + (1− α)H(µ2,Q) ≤ H(αµ1 + (1− α)µ2,Q)
≤ αH(µ1,Q) + (1− α)H(µ2,Q) +H(α),
where H(α) = −α logα− (1− α) log(1− α).
Scale-n entropy transforms nicely under affine maps: For any f ∈ A1,1
H(fµ,Qn) = H(µ,Qn+log ‖f‖) +O(1) and (2.12)
H(fµ,Qn) = H(µ,Qn) +O(log ‖f‖+ 1). (2.13)
Moreover, the entropy of images is continuous in the map: If f, g : R 7→ R
are such that supx |f(x)− g(x)| < q−n then
|H(fµ,Qn)−H(gµ,Qn)| = O(1). (2.14)
The entropy function µ 7→ H(µ,Qn) is continuous in the total variation
norm ‖ · ‖. In fact, if ‖µ− ν‖ < ε and µ, ν are supported on k atoms of Q′,
then ([18, Lemma 3.4]):
|H(µ,Q′|Q)−H(ν,Q′|Q)| < 2 log kε+ 2H(ε
2
). (2.15)
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In particular, using 2.10 and the fact that each I ∈ Qm intersects 2n−m
atoms of Qn, this implies
| 1
n−mH(µ,Qn|Qm)−
1
n−mH(ν,Qn|Qm)| < 2ε+ 2H(ε). (2.16)
Entropy is not continuous in the weak-* topology. Nevertheless it is easy to
introduce a continuous substitute. For example, one can replace the inte-
grand logµ(Qn(x)), which is a step function, by a continuous approximation,
using a partition of unity to approximate the indicators of the level sets. Al-
ternatively one can average the entropy over translations, as in [44]. These
“alternative” entropy functions can be made so that the difference from the
scale-n entropy is of order O(1). Since we shall nearly always deal with the
asymptotics of normalized entropies such as (1/n)H(µ,Qn), such a change
is insignificant, and we will freely assume, when the need arises, that we are
using such a substitute.
2.9. Entropy dimension. For a µ ∈ P(R), let dimeµ be the lower- and let
dimeµ be the upper-entropy dimension. That is,
dimeµ = lim infn→∞
H(µ,Qn)
n
dimeµ = lim sup
n→∞
H(µ,Qn)
n
.
If the limit exists then we call it the entropy dimension of µ and we denote
it by dime µ.
Lemma 2.7. If µ ∈ P(R) is exact dimensional then dime µ exists, moreover,
dimµ = lim
n→∞
H(µ,Qn)
n
.
The proof of the lemma can be found in [45, Theorem 4.4] or [15, Theo-
rem 1.3]. We refer the reader to [18, Section 3.1] and [19, Section 2.3 and
2.4] for further properties of entropy.
2.10. Furstenberg measure. For A ∈ GL2(R), let A = |det(A)|−1/2A.
Let τ+ =
∑
i∈Λ piδAi , τ
− =
∑
i∈Λ piδA−1i and τ
∗ =
∑
i∈Λ piδA∗i be measures
on GL2(R). We let GL2(R) act on RP1 in the natural way (linear maps take
lines to lines), and for a measure θ on GL2(R) and a measure τ on RP1 we
write θ.τ for the push-forward of θ × τ by the map (A, x) 7→ Ax.
Denote σ the left-shift operator on ΛN and ν = pN the product measure.
We introduce three functions on the space ΛN × RP1 as follows
P+(i, V ) = (σi, Ai0V ),
P∗(i, V ) = (σi, A∗i0V ),
P−(i, V ) = (σi, A−1i0 V ).
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Proposition 2.8. If {Ai}i∈Λ generates a strongly irreducible and unbounded
subgroup of GL2(R) then for every choice a = ∗,+,−, there exists a unique
probability measure ηa on RP1 such that τa.ηa = ηa and the measure ν × ηa
is Pa-invariant and mixing. Moreover, there exist 0 > χ1 > χ2 satisfying
lim
n→∞
1
n
log ‖A−1in · · ·A−1i0 |V ‖ = −χ2, for ν × η−-a.e. (i, V ),
lim
n→∞
1
n
log ‖Ain · · ·Ai0 |V ‖ = χ1, for ν × η+-a.e. (i, V ), and
lim
n→∞
1
n
log ‖A∗in · · ·A∗i0 |V ‖ = χ1, for ν × η∗-a.e. (i, V ).
For the proof of the proposition, we refer to [7, Chapter III] and [1, Theo-
rem 3.4.1]. We call η+ the forward Furstenberg measure and η− the backward
Furstenberg measure.
It is not hard to show that Rη− = η∗, where R(V ) = V ⊥.
Proposition 2.9. Assume that {Ai}i∈Λ generates a strongly irreducible and
unbounded subgroup of GL2(R). Then the distribution of the random line
A∗U(n)V converges to η
∗, and for every V ∈ RP1
lim
n→∞
1
n
n−1∑
k=0
δA∗ik ···A
∗
i0
V = η
∗ for ν-a.e. i = (i0, i1, . . .).
Furthermore, the convergence is uniform in V , in the sense that if f : RP1 7→
R is continuous, then
lim
n→∞ sup
V ∈RP1
∣∣∣∣E(f(A∗U(n)V ))− ˆ fdη∗∣∣∣∣ = 0.
In particular, for every E ⊆ RP1 open set, for every ε > 0, for every n ≥
N(E, ε) ≥ 1 and for every V ∈ RP1
P
(
A∗U(n)V ∈ E
)
≥ η∗(E)− ε.
The statement follows from [7, Chapter III].
2.11. Dimension of projections. The function (i, V ) 7→ dimpiV µ, as a
function on ΛN×RP1, is monotone under the skew-product dynamics of the
previous section (it increases or decreases depending on whether we consider
the lower or upper Hausdorff dimension of the measure), so by ergodicity, its
value is a.s. constant. We record a slightly stronger (and deeper) conclusion
in the next lemma.
Lemma 2.10. Assume that {Ai}i∈Λ generates a strongly irreducible and
unbounded subgroup of GL2(R). Then there exists 0 ≤ α ≤ 1 such that
η∗-a.e. projection piV µ is exact dimensional with dimension α, and
lim
n→∞
1
n
H(piV µ,Qn) = α ; for η∗-a.e. V .
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Proof. By [4, Theorem 2.3], there exists α such that piV ⊥µ is exact dimen-
sional and dimH piV ⊥µ = α for η−-a.e. V ∈ RP1. Since Rη− = η∗, where
R(V ) = V ⊥, this implies the statement with Lemma 2.7. 
3. Entropy porosity of orthogonal projections
In order to analyze entropy growth under convolution it will be necessary
to show that the projections of µ are entropy porous in the sense of [19]:
Definition 3.1. Let ρ ∈ P(R). We say that ρ is (h, δ,m)-entropy porous
from scale n1 to n2 if
Pn1≤i≤n2
(
1
m
H(ρx,i,Qi+m) < h+ δ
)
> 1− δ.
Let α be the η∗-typical (entropy) dimension of projections of µ. The main
purpose of this section is to prove:
Proposition 3.2. Assume that {Ai}i∈Λ generates a strongly irreducible and
unbounded subgroup of GL2(R). For every ε > 0, m ≥ M(ε), k ≥ K(ε,m)
and n ≥ N(ε,m, k), for every ψ ∈ A2,1 and writing t = log ‖ψ‖,
P1≤i≤n
(
ψϕI(i)µ is (α, ε,m)-entropy porous
from scale t+ i to t+ i+ k
)
> 1− ε. (3.1)
The proof strategy is similar to the proof of porosity for self-similar mea-
sures. We first show that at most scales, the components of piV µ have entropy
at least α, by covering them with small projections of cylinder measures. But
the average of the entropies of components is essentially the entropy dimen-
sion of piV µ, which is again α. Thus, since the average is not much larger than
the pointwise lower bound on component entropy, we get a corresponding
pointwise upper bound, which is entropy porosity.
Arguments of this type have appeared elsewhere but under slightly stronger
assumptions. We give a self-contained proof, and in the hope of preventing
further repetitions we state some general lemmas below which perhaps can
be re-used.
3.1. Covering arguments and porosity. In this section we show quite
generally that if a measure τ decomposes as a convex combination of mea-
sures τi, supported on short intervals, then many properties of the τi, and
specifically their entropies, are inherited by the q-adic components of τ . We
then derive sufficient conditions for entropy porosity and invariance of en-
tropy porosity under affine coordinate changes.
Lemma 3.3. For every ε > 0 there exists a δ > 0 with the following property.
Suppose that a probability measure τ ∈ P(R) can be written as a convex
combination τ = (1− δ)τ ′ + δτ ′′. Then for every k,
τ
(
x :
∥∥τx,k − τ ′x,k∥∥ < ε) > 1− ε.
(in fact we can take any δ < ε2/4).
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Proof. Let ε be given, and fix δ < 1/2. For any set I of positive τ -measure,
algebraic manipulation shows that
τI = (1− δ)τ
′(I)
τ(I)
τ ′I + δ
τ ′′(I)
τ(I)
τ ′′I .
Therefore,
‖τI − τ ′I‖ = δ
τ ′′(I)
τ(I)
‖τ ′I − τ ′′I ‖ ≤ 2δ
τ ′′(I)
τ(I)
.
It remains to show that if δ is small enough then δτ ′′(I)/τ(I) < ε/2 for
τ -most intervals I ∈ Qk. To this end, consider the measures τ̂ , τ̂ ′ and τ̂ ′′
induced on the countable probability space Qk by τ, τ ′, τ ′′ on R: that is,
τ̂({I}) = τ(I) and similarly for τ ′, τ ′′. Clearly τ̂ = (1 − δ)τ̂ ′ + δτ̂ ′′, so
τ̂ ′′  τ̂ . Let f = dτ̂ ′′/dτ̂ , so f(I) = τ ′′(I)/τ(I). Then ´ fdτ̂ = 1 and f ≥ 0,
so by Markov’s inequality,
τ̂{I : δf(I) >
√
δ} <
√
δ.
This proves the claim for any δ < min{ε2/4}. 
Corollary 3.4. For every ε > 0 there exists a δ > 0 with the following
property. Suppose that a probability measure τ ∈ P(R) can be written as
a convex combination τ = (1 − δ)τ ′ + δτ ′′, and that for some α > 0 and
m, k ∈ N we have
1
m
H(τ ′x,k,Qk+m) ≥ α for τ ′-a.e. x.
Then
Pi=k
(
1
m
H(τx,k,Qk+m) ≥ α− ε
)
> 1− ε.
Also, if for some β we have
1
m
H(τ ′x,k,Qk+m) ≤ β for τ ′-a.e. x.
then
Pi=k
(
1
m
H(τx,k,Qk+m) ≤ β + ε
)
> 1− ε.
Proof. By (2.16), there is a ρ > 0 such that if a pair of components satisfy
‖τ ′x,k − τx,k‖ < ρ, then
| 1
m
H(τ ′x,k,Qk+m)−
1
m
H(τx,k,Qk+m)| < ε.
Thus if δ is small enough compared to this ρ, the lemma follows from the
previous lemma. 
The following lemma says that if a measure τ decomposes into measures
on short intervals, each of which has large entropy, then the components
of τ , at the same scales, have large entropy. Thus, large entropy transfers
from an “arbitrary” decomposition to the component decomposition. In the
statement of the proposition we fix a scale k, a shorter scale k + ` for the
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intervals supporting the measures τi which make up τ , and an even shorter
scale k + m at which the entropy appears. The dependence between these
parameters is that ` is large but fixed, m  `, and k is arbitrary. We in
fact do not require that m  ` explicitly, but if this fails then the entropy
cannot be as large as required in the lemma.
Lemma 3.5. For every ε > 0 there exists a δ > 0 with the following property.
Let τ ∈ P(R) be written as a convex combination τ = (∑Ni=1 piτi) + p0τ0,
with p0 < δ, and suppose that for some m, k, ` ∈ N and α > 0,
(1) 1mH(τi,Qk+m) > α for every i = 1, . . . , N .
(2) τi is supported on an interval of length ≤ q−(k+`) for every i =
1, . . . , N .
(3) τ(I) < δτ(J) whenever I ⊆ J are concentric intervals, |J | = q−k
and |I| = q−`|J |.
Then
Pi=k
(
1
m
H(τx,i,Qi+m) > α− ε
)
> 1− ε. (3.2)
Remark 3.6. In (1) we could have assumed instead that 1mH(τi,Qk+`+m) > α
for every i, and that m > m(`), since this condition implies the condition
(1) as stated. This may be more natural in applications since τi is supported
on an interval of order q−(k+`), so Qk+`+m is “m scales smaller”.
Also, in (3), we actually only care about the case that I is a ball centered
at a rational n/qk, since this implies that τ gives small mass to the q−(k+`)-
neighborhood of the set of endpoints of intervals in Qk. But the condition
above is more natural.
Proof. Let A′ ⊆ {1, . . . , N} denote the set of indices 1 ≤ i ≤ N such that
τi is supported on a Qk-cell, and A′′ the remaining indices, including 0.
Let a′ =
∑
i∈A′ pi and a
′′ =
∑
i∈A′′ pi, let p
′
i = pi/a
′ and p′′i = pi/a
′′
i , and
finally, τ ′ =
∑
i∈A′ p
′
iτi and τ
′′ =
∑
i∈A′′ p
′′
i τi. We thus have τ = a
′τ ′+ a′′τ ′′.
Also, every level-k component of τ ′ is a convex combination of τi’s, so by
concavity of entropy and hypothesis (1), 1mH(τ
′
x,k,Qk+m) > α for τ ′-a.e. x.
By Corollary 3.4, we will be done if we show that a′ is arbitrarily close to
one when δ is small enough. To see this, note that if i ∈ A′′ \ {0}, then
by hypothesis (2), τi is supported in a q−(k+`)-ball centered at the endpoint
of some Qk-cell. But by hypothesis (3), the total τ -mass of these balls is
at most 2δ, and this mass is at least a′′ − p0. Using p0 < δ we get that
1− a′ = a′′ < 3δ. This proves the claim. 
Lemma 3.7. For every ε > 0 there exists a δ > 0 with the following property.
Let m, ` ∈ N and n > n(m, `) be given, and suppose that τ ∈ P(R) is
a measure such that for a (1 − δ)-fraction of 1 ≤ k ≤ n, we can write
τ =
∑
piτi so as to satisfy the three conditions of the previous lemma, for
the given δ and `,m, k. Assume further that | 1nH(τ,Qn) − α| < δ. Then τ
is (α, ε,m)-entropy porous from scale 1 to n.
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Remark 3.8. We could again assume the weaker version of (1) in Lemma 3.5,
see remark after that lemma.
Proof. Fix δ, and assume it is small enough to satisfy the previous lemma,
and assume also that δ < ε. Then whenever 1 ≤ k ≤ n allows a represen-
tation as in the previous lemma, we know that (3.2) holds. By hypothesis
such a representation exists for a (1− δ)-fraction of of 1 ≤ k ≤ n, hence
P1≤i≤n
(
1
m
H(τx,i,Qi+m) ≥ α− ε
)
> (1− δ)(1− ε) > 1− 2ε,
where we used δ < ε. But
1
n
H(τ,Qn) = 1
n
H(τ,Q1) + E1≤i≤n
(
1
m
H(τx,i,Qi+m)
)
+O(
m
n
)
≥ E1≤i≤n
(
1
m
H(τx,i,Qi+m)
)
+O(
m
n
)
so, since we assume n large relative to m, the error may be made less than
ε, so by hypothesis,
E1≤i≤n
(
1
m
H(τx,i,Qi+m)
)
<
1
n
H(τ,Qn) + ε < α+ 2ε.
Thus the integrand in the expectation above is bounded below by the mean,
up to a 4ε error. A corresponding upper bound follows, showing that with
probability 1−Θ(√ε) component entropy is bounded above by the mean up
to a Θ(
√
ε) error. This is what we wanted if we begin with a smaller ε. 
A variant of the Lemma 3.9 gives upper bounds on component entropy,
as long as there are not too many measures τi in each q−k-interval.
Lemma 3.9. For every ε > 0 there exists a δ > 0 with the following property.
Let τ ∈ P(R) be written as a convex combination τ = ∑ piτi, and suppose
that for some k, `, p ∈ N, m > m(ε, p) and β > 0,
(1) 1mH(τi,Qk+m) < β for every i.
(2) Every τi is supported on an interval of length ≤ q−(k+`).
(3) τ(I) < δτ(J) whenever I ⊆ J are concentric intervals, |J | = q−k
and |I| = q−`|J |.
(4) Every interval of length q−k intersects the support of at most p of the
measures τi.
Then
Pi=k
(
1
m
H(τx,i,Qi+m) < β + ε
)
> 1− ε. (3.3)
Proof. The proof is identical to the proof of Lemma 3.5, the only difference
being that instead of concavity of entropy, we use almost convexity (see
Section 2.8). This introduces an error term which, by hypothesis (4), is of
order O((log p)/m). Since m is assumed large relative to p, this can be made
negligible. 
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Lemma 3.10. For every ε > 0 there exists a δ > 0 with the following
property. Let ` ∈ N and m > m(ε, `), and let τ ∈ P(R) be a measure such
that hypothesis (3) of the previous lemma holds for every k. Let n > n(m, `),
and suppose that τ is (α, δ,m)-entropy porous from scale n1 to n2 = n1 + n.
Then for any affine map f(x) = ax+ b, the measure fτ is (α, ε,m)-entropy
porous from scale n1 − log |a| to n2 − log |a|.
Proof. Apply the previous lemma: at a large fraction of scales q−i taking τi
to be the f -images of level-(i+ `) components of τ ; we also need to discard
a small fraction of the components at each scale to satisfy assumption (1) of
the lemma. The parameter p in (4) of the lemma is p = q`. 
3.2. Uniform continuity across scales. To verify the continuity condition
(3) in Lemmas 3.5 and 3.9, we introduce the following stronger notion.
Definition 3.11. We say that a measure τ ∈ P(R) is uniformly continuous
across scales if for every ε > 0 there exists δ = δ(ε) > 0 such that for any
x ∈ R and r > 0
τ(B(x, δr)) ≤ ε · τ(B(x, r)).
A family of measures is jointly uniformly continuous across scales if all mea-
sures in the family satisfy this condition with a common function δ(·).
We return now to our self-affine measure µ. We aim to prove uniform
continuity across scales of its 1-dimensional projections. We first prove:
Lemma 3.12. Assume that {Ai} act irreducibly on R2. Then for every δ > 0
there exists ρ > 0 such that for every V ∈ RP1 and x ∈ R, piV µ(B(x, ρ)) < δ.
Proof. The family {piV µ}V ∈RP1 is compact in the weak-* topology, and it
is not hard to see that if the statement of the lemma fails, then this would
imply that some piV µ has an atom, i.e., that there exists V ∈ RP1 and x ∈ R
with piV µ({x}) > 0. This is the same as µ(pi−1V (x)) > 0, so µ gives positive
mass to an affine line. But it is easy to see this contradicts the irreducibility
assumption. 
Lemma 3.13. Assume that {Ai} act irreducibly on R2. Then the family of
measures piV µ (V ∈ RP1) is jointly uniformly continuous across scales.
Proof. For simplicity assume that µ is supported on the unit ball, the general
case can be derived from this or proved similarly. Let 0 < c < 1 be such
that cq−n ≤ ‖ϕJ(n,V )‖ ≤ q−n. Let ε > 0 be arbitrary. Then by Lemma 3.12,
there exists δ > 0 such that supx supV piV µ(B(x, δ/c)) < ε.
Fix a ball B(x, r) and V ∈ RP1. Then
piV µ(B(x,
δr
3
)) = E
(
piV ϕJ(− logq(r/3),V )µ(B(x,
δr
3
))
)
.
The expression in the expectation is of the form TaStpiWµ(B(x, δr/3)) for
some a ∈ R, t > 0 and W ∈ RP1. By definiiton of J(, ), the scaling t is in
the range (cr/3, r/3]. Re-scaling this expression by 1/t, it is the mass of a
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ball of radius < δ/c with respect to piWµ, which, by choice of δ, is less than
ε. But this is the contribution only if the mass is positive. Conditioning on
this event we have (using the assumption that µ is supported on B(1, 0)):
≤ εP(piV ϕJ(− logq(r/3),V )(B(0, 1)) ∩B(x,
δr
3
) 6= ∅)
≤ εpiV µ(B(x, r)). 
3.3. Entropy porosity for piV µ. Our eventual goal is to apply Lemma 3.7
to piV µ and establish its entropy porosity. In order to verify assumption (1)
of that lemma, we prove in this section that most components of piV µ have
entropy close to α, where α denotes the η∗-a.s. value of dimpiV µ:
We begin with an analysis of ‖A∗U(i)|V ‖. For every matrix A and subspace
V , we always have ‖A‖ ≥ ‖A|V ‖. But if we fix A and let V vary, then
as long as V stays away from kerA, which it typically does, we will have
‖A‖ ≤ C‖A|V ‖, where C depends on the distance of V from kerA. Since η∗
is a non-atomic measure, only a vanishing amount of its mass comes close to
any fixed subspace. This is essentially the proof of
Lemma 3.14. For every ε > 0 there exist C = C(ε) > 0 and N = N(ε) ≥ 1
such that for every V ∈ RP1 and n ≥ N ,
P
(
‖A∗I(n)|V ‖ ≤ ‖A∗I(n)‖ < C‖A∗I(n)|V ‖
)
> 1− ε,
P
(
‖A∗U(n)|V ‖ ≤ ‖A∗U(n)‖ < C‖A∗U(n)|V ‖
)
> 1− ε.
The formal proof relies on a combination of [7, Proposition III.3.2] and
Egorov’s Theorem, we omit the details.
Next, we show that projections of typical cylinders have high entropy at
smaller scales:
Lemma 3.15. Assume that {Ai}i∈Λ generates a strongly irreducible and
unbounded subgroup of GL2(R). Then for every ε > 0, m ≥ M(ε) ≥ 1 and
n ≥ N(ε,m)
inf
V ∈RP1
P
(
α− ε ≤ 1
m
H(piV ϕU(n)µ,Qm−log ‖AU(n)‖) ≤ α+ ε
)
> 1− ε. (3.4)
The same statement holds with Qm−log ‖A∗
U(n)
|V ‖ instead of Qm−log ‖AU(n)‖.
Proof. The versions using Qm−log ‖A∗
U(n)
|V ‖ and Qm−log ‖A∗
U(n)
‖ are equivalent
because of the previous lemma (changing the level of the partition by an
additive constant results in an O(1/m) change to the entropy, which can be
absorbed in ε). We prove the version with Qm−log ‖A∗
U(n)
|V ‖.
First, consider the entropy in the statement. Re-scaling the measure and
partition by ‖A∗U(n)|V ‖, and then applying a translation, causes the entropy
to change by O(1/m). Thus the statement is formally unchanged if we allow
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such a transformation. Therefore, using the identity (2.1), it is enough to
show that for large enough m,
inf
V ∈RP1
P
(
α− ε ≤ 1
m
H(piAU(n)∗V µ,Qm) ≤ α+ ε
)
> 1− ε.
This would be an immediate consequence of the equidistribution of the ran-
dom walk on RP1 (Proposition 2.9) if the scale-m entropy were continuous
as a function of the measure. It is not, but as discussed at the end of Section
2.8, one can replace entropy by a continuous variant at the cost of O(1/m),
and the resulting O(1/m) error can again be absorbed in ε. This proves the
claim. 
Finally, we make a similar statement for projections of the random cylin-
ders piV ϕI(n)µ (note that the cylinder is chosen according to I(n) instead of
U(n) as in the previous lemma).
Proposition 3.16. Assume that {Ai}i∈Λ generates a strongly irreducible
and unbounded subgroup of GL2(R). Then for every ε > 0, m ≥ M(ε) and
n ≥ N(ε,m),
inf
V ∈RP1
P1≤i≤n
(
α− ε ≤ 1
m
H(piV ϕI(i)µ,Qi+m) ≤ α+ ε
)
> 1− ε.
Proof. Let
UV =
{
i ∈ Λ∗ : α− ε ≤ 1
m
H(piV ϕiµ,Q− log ‖Ai‖+m) ≤ α+ ε
}
,
and apply Lemma 2.6 to it; the hypothesis of the lemma is satisfied by
Lemma 3.15. 
Proposition 3.17. Assume that {Ai}i∈Λ generates a strongly irreducible
and unbounded subgroup of GL2(R). For every ε > 0, m ≥M(ε), for η∗-a.e.
V and n ≥ N(ε,m, V ), the projection piV µ is (α, ε,m)-entropy porous from
scale 1 to n.
Proof. Let ε > 0 be given, fix for the moment V ∈ RP1 and write τ = piV µ.
We note that of the parameters introduced later only n will depend on V .
Choose δ corresponding to ε as in Lemma 3.7.
Since τ is uniformly continuous across scales, for ` large enough we have
τ(I) ≤ δτ(J) for any concentric intervals I, J with I ⊆ J and |I| < q−`|J |.
Fix such an `.
Apply Proposition 3.16 with δ2/2 in the role of ε there, and let m,n be
as required there. We can assume that m is large enough relative to ` that
m− ` has the same stated property. We thus know that
P1≤i≤n
(
α− δ
2
2
≤ 1
m
H(piV ϕI(i)µ,Qi+m−`) ≤ α+
δ2
2
)
> 1− δ
2
2
,
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and since we can take n large with respect to ` we can shift the index range
by `, and the change is less that δ2/2. We get
P1≤i≤n
(
α− δ
2
2
≤ 1
m
H(piV ϕI(i+`)µ,Qi+m) ≤ α+
δ2
2
)
> 1− δ2.
Applying Markov’s inequality, we find that for a (1 − δ)-fraction of levels
1 ≤ k ≤ n, we have
Pi=k
(
1
m
H(piV ϕI(i+`)µ,Qi+m) ≥ α− δ
)
> 1− δ.
Finally, assuming that V is η∗-typical, we know that the entropy dimension
is α, hence | 1nH(τ,Qn)−α| < δ for large n. Entropy porosity now follows by
applying Lemma 3.7, taking τ = piV µ, and for each scale i taking τj to be the
components in the event in the last equation with their natural probabilities,
and τ0 the remaining mass of τ .

Corollary 3.18. Under the assumptions of the last proposition, for every
ε > 0, m > M(ε) and n > N(ε,m), there is an open set E = E(ε,m, n) ⊆
RP1 of measure η∗(E) > 1 − ε such that for every V ∈ E the measure piV µ
is (α, ε,m)-entropy porous from scale 1 to n.
Proof. The existence of a measurable set E as above follows directly from the
previous proposition, assuming m,n are large as specified there. We would
like to find such a set E that is open. For any fixed V ∈ RP1 and n, observe
that as V ′ → V we have (piV ′µ)(I)→ (piV µ)(I) for every interval I, and also
(piV ′µ)I → piV µI (we use here the non-atomicity of piV µ). It follows that as
V ′ → V , the components distribution of piV ′µ at levels 1 ≤ i ≤ n converges
weakly to the corresponding distribution of piV µ. Furthermore, by (2.14)
applied to the maps piV , piV ′ , if V ′ is close enough to V in a manner depending
on n but not on V , then the same scale i+m entropy of corresponding level-i
components of piV µ, piV ′µ agree up to O(1), which, after dividing by m, and
assuming m large enough, is an error less than ε. All of this implies that if
m is large enough and V ∈ E, then for V ′ close enough to V we have that
piV ′µ is (α, 2ε,m)-entropy porous. Starting from ε/2 instead of ε, we have
the claim. 
Proposition 3.19. Assume that {Ai}i∈Λ generates a strongly irreducible
and unbounded subgroup of GL2(R). For every ε > 0, m ≥ M(ε), k ≥
K(ε,m) and n ≥ N(ε,m, k),
inf
V ∈RP1
P1≤i≤n
(
piV ϕI(i)µ is (α, ε,m)-entropy porous
from scale i to i+ k
)
> 1− ε. (3.5)
Proof. For any V ∈ RP1 and i ∈ Λ∗, the measure piV ϕiµ is an affine image of
piWµ where W = A∗i V , and the affine map scales by ‖A∗i |V ‖. It follows from
the previous corollary, from invariance of porosity under coordinate changes
(Lemma 3.10), and from the equidistribution of Proposition 2.9, that for
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every ε > 0, for large enough m and all large enough k, all but an arbitrarily
small measure of the projected cylinders piV ϕiµ are (α, ε,m)-entropy porous
from scale log ‖A∗i |V ‖ to log ‖A∗i |V ‖+ k.
This is almost the conclusion we want, but we want porosity not at the
scales given above, but rather at scales log ‖A∗i ‖ to log ‖A∗i ‖ + k (because
in the definition of I(i), the maps ϕI(i) are chosen so that ‖AI(i)‖ ≈ q−i).
But by Lemma 3.14, these ranges differ by an additive constant c with high
probability between scales 1 ≤ k ≤ n, and the probability can be made
arbitrarily close to 1 if we allow c to be large. Clearly, if a measure is
(α, ε,m)-entropy porous at scales i to i + k, then it is (α, ε + O(c/k),m)-
entropy porous from scales i± c to i+ k± c. Thus, by slightly reducing ε to
begin with, we have proved the proposition. 
Proof of Proposition 3.2. Every ψ ∈ A2,1 has the form x 7→ rpiV (x) + a for
some V . The claim follows formally from the previous proposition combined
with Lemma 3.10. 
4. Entropy growth of convolutions
4.1. Euclidean case. Denote by ∗ the convolution of measures on R. That
is, for any θ, τ Borel probability measures on Rˆ
f(x)d(τ ∗ θ)(x) =
¨
f(y + z)dτ(y)dθ(z),
for any integrable function f .
The entropy of a convolution is generally at least as large as each of the
convolved measures, although due to the discretization involved there may
be a small loss: For every boundedly supported τ, θ ∈ P(R),
1
n
H(τ,Qn)−O( 1
n
) ≤ 1
n
H(θ ∗ τ,Qn) ≤ 1
n
H(τ,Qn) + 1
n
H(θ,Qn) +O( 1
n
).
(the error depends on the diameter of the supports; see [17, Corollary 4.10]).
Typically, one expects that 1nH(θ∗τ,Qn) is close to the upper bound, but in
general this is not the case, and one cannot rule out that the lower bound is
achieved, i.e. there is no entropy growth at all (in fact it is quite non-trivial
to give useful conditions under which the upper bound is achieved). The
following theorem, which follows directly from [17, Theorem 2.8], provides a
verifiable condition under which at least some entropy growth occurs.2
Theorem 4.1. For every ε > 0 and m ≥ 1 there exists δ = δ(ε,m) > 0,
such that all n > N(ε, δ,m) the following holds.
Let k ≥ 0 and τ, θ ∈ P(R), and suppose that
(1) τ, θ are supported on intervals of length q−k.
2Theorem 2.8 of [17] contains a slight error. The condition 1
m
H(ν,Dn) > ε there should
be replaced by > 2ε, or by > cε., where c is any constant larger than one, but then the
dependence of δ and the other parameters on ε depend on c. Also, the theorem is stated
for dyadic partitions rather than q-adic, but this modification is harmless.
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(2) τ is (1− ε, ε/2,m)-entropy porous from scale k to k + n.
(3) 1nH(θ,Qk+n) > ε.
Then
1
n
H(θ ∗ τ,Qk+n) ≥ 1
n
H(τ,Qk+n) + δ.
We could replace condition (1) of the theorem by the assumption that the
measures are supported on sets of diameter c · q−k, if δ and n are allowed
to depending on c. This can be done by replacing k with k − log c, which
requires one to adjust ε bu Oc(1/n) in (2) and (3), and is compensated for
by the adjusting of δ and n.
4.2. Convolution with measures on A2,1. Let f : A2,1 × R2 7→ R be the
natural action map. Namely,
f(ψ, x) = ψ(x) for ψ ∈ A2,1 and x ∈ R2.
For measures θ ∈ P(A2,1) and τ ∈ P(R2), let θ.τ ∈ P(R) denote the push-
forward measure of θ × τ via the map f . That is,ˆ
g(x)d(θ.τ)(x) =
¨
g(ψy)dθ(ψ)dτ(y).
Since the map f is not linear, Theorem 4.1 and its multi-dimensional
analogues do not apply to the convolution operation .. But f is a smooth
map, so at small scales is approximately linear. Fixing any 0 < c < 1, if r is
small enough, then the action of the map on an r-ball, viewed at resolution
cr, is very close to the action of its derivative on that ball (or rather on the
lift of the ball to the tangent space). This is the idea behind the linearization
technique from [18, Section 5.6]. We state and prove here a special case of
this method, adapted to our setting.
Lemma 4.2. Let Z ⊆ A2,1 × R2 be a compact set. Then for every ε > 0,
k > K(ε) and 0 < ρ < ρ(Z, ε, k), the following holds.
For any (ψ0, x0) ∈ Z and for any θ ∈ P(B(ψ0, ρ)), τ ∈ P(B(x0, ρ)),∣∣∣∣1kH(θ.τ,Qk−log ρ)− 1kH((θ.x0) ∗ (ψ0τ),Qk−log ρ)
∣∣∣∣ < ε .
Proof. Identify A2,1 with R3 so that (a, b, c) ∈ R3 corresponds to the map
ψ ∈ A2,1,
ψ(u, v) = au+ bv + c.
(this differs from the parametrization in Section 2.3, but this does not affect
the argument). Thus, f can be identified with a map f : R5 7→ R that
f(a, b, c, u, v) = au+ bv + c. For a z0 = (ψ0, x0) ∈ Z, write
dfz0 = (Az0 Bz0),
where Az0 is a 1× 3 real matrix and Bz0 is 1× 2. An elementary calculation
shows that if ψ0(u, v) = a0u+b0v+c0 and x0 = (s0, t0) then Az0 = (s0, t0, 1)
and Bz0 = (a0, b0). Thus if we write
hz0(z) = f(z0) + dfz0(z − z0)
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for the first-order approximation of f at z0, then for z = (ψ, x) we have
hz0(ψ, x) = ψ(x0) + ψ0(x)− ψ0(x0).
This gives,
(hz0)∗(θ × τ) = δ−ψ0(x0) ∗ (θ.x0) ∗ (ψ0τ).
Note that the norm metric on A2,1, induced by the euclidean norm on R3,
and the invariant metric d on A2,1, are bi-Lipschitz equivalent on compact
sets. Hence, by compactness of Z, for every k ≥ 1 there exists ρ0 = ρ0(Z, k)
such that for every 0 < ρ < ρ0 and every z0 = (ψ0, x0) ∈ Z,
‖f − hz0‖C(B(ψ0,ρ)×B(x0,ρ)) < ρq−k,
where the norm ‖ · ‖E denotes the supremum norm on the domain E. Then
by (2.14)
H(f(θ × τ),Qk−log ρ) = H((hz0)∗(θ × τ),Qk−log ρ) +O(1)
= H((θ.x0) ∗ (ψ0τ),Qk−log ρ) +O(1).
Dividing by k, the error term O(1/k) can be made less than ε by taking k
large, which is what we wanted to prove. 
Recall that for an affine transformation ψ ∈ A2,1, ‖ψ‖ denotes the induced
norm of the linear operator x 7→ ψ(x)−ψ(0). Also recall that µ denotes the
self-affine measure.
It will be convenient to define a random measure µϕ(x,n), and implicitly
a random point x, in analogy to the component µx,n. This is just the ran-
dom measure ϕI(n)µ together with a point x chosen with distribution ϕI(n)µ
(conditionally independently of the choice of I(n)). When µϕ(x,n) appears in
probabilistic settings, our conventions are the same as for random compo-
nents. This notation will be only used for the random word I(n).
Lemma 4.3. Let t > 0 and let θ ∈ P(A2,1) satisfy ‖ψ‖ = Θ(q−t) for all
ψ ∈ supp(θ). Then for every 1 ≤ k ≤ n,
1
n
H(θ.µ,Qt+n) ≥ E1≤i≤n
(
1
k
H(θψ,i.µϕ(i,x),Qt+i+k)
)
−O(k
n
+
1
k
) .
Proof. Since for any pair of component θψ,i and cylinder µϕ(i,x), by def-
inition we have (a) ψ ∈ supp θψ,i and x ∈ suppµϕ(i,x), (b) the compo-
nents are supported on sets of diameter O(q−i), and (c) supp(θψ,i.µϕ(i,x) ⊆
(supp θψ,i).(suppµϕ(i,x)), by Lemma 2.2 and the hypothesis on ‖ψ‖ we have
diam(θψ,i.µϕ(i,x)) = O(‖ψ‖q−i) = O(q−(i+t)).
Let ` be the integral part of nk . From the identity
θ.µ = Ei
(
θψ,i.µϕ(i,x)
)
,
(which is valid for each i ≥ 1), we get that for every residue 0 ≤ r < k,
26 BALÁZS BÁRÁNY, MICHAEL HOCHMAN, AND ARIEL RAPAPORT
H(θ.µ,Qt+n) =
`−2∑
m=0
H
(
θ.µ,Qt+(m+1)k+r | Qt+mk+r
)
+H(θ.µ,Qt+r) +H(θ.µ,Qt+n|Qt+(`−1)k+r)
≥
`−2∑
m=0
H
(
θ.µ,Qt+(m+1)k+r | Qt+mk+r
)
≥
`−2∑
m=0
Ei=mk+r
(
H
(
θψ,i.µϕ(i,x),Qt+k+i | Qt+i
)) −O(1).
(4.1)
where in the last line we used concavity of entropy to deal with the main
term. Also, since θψ,i.µϕ(i,x) is supported on a set of diameter O(q−(t+mk+r))
(since i = mk+ r), we can dispose of the conditioning in (4.1) at the cost of
an O(1) error in each summand, and obtain
H(θ.µ,Qt+n) ≥
`−2∑
m=0
Ei=mk+r
(
H
(
θψ,i.µϕ(i,x),Qt+k+i
))
+O(`) .
Now by averaging over 0 ≤ r ≤ k − 1 and dividing by n, and recalling that
`/n ≤ 1/k, we get,
1
n
H(θ.µ,Qt+n) ≥ 1
n
k−1∑
r=0
`−2∑
m=0
Ei=mk+r
(
1
k
H
(
θψ,i.µϕ(i,x),Qt+k+i
))−O( `
n
)
= E1≤i≤n
(
1
k
H
(
θψ,i.µϕ(i,x),Qt+k+i
))−O(k
n
+
1
k
),
which completes the proof of the lemma. 
The proof of the following lemma is similar to the one above or to [17,
Lemma 3.4], and so it is omitted.
Lemma 4.4. Let θ ∈ P(A2,1) and n ≥ k ≥ 1 be given. Set r = diam(supp(θ)),
then
1
n
H(θ,Qn) = E1≤i≤n
(
1
k
H (θψ,i,Qi+k)
)
+O(
k
n
+
log(1 + r)
n
) .
The proof of the following lemma is similar to the one given in [18, Corol-
lary 5.10], but for completeness we give the details.
Lemma 4.5. For every compact set Z ⊆ A2,1 there exists a constant C =
C(Z, µ) ≥ 1 such that for every θ ∈ P(A2,1) supported on Z and every
k, i ≥ 1,
µ{x : 1
k
H(θ.x,Qi+k) ≥ 1
Ck
H(θ,QA2,1i+k )−
C
k
} ≥ C−1 .
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Proof. For a subset W of a metric space write W (ε) for its ε-neighborhood.
By Lemma 3.12, for every ε > 0 there exists a ρ > 0 such that for every
hyperplane W ⊆ R2, µ(W (ε)) < ε. Thus, similarly to [18, Lemma 5.9], for
every Borel set A ⊆ R2 with µ(A) > (3ε)1/3 there exist x1, x2, x3 ∈ A such
that the distance between xi and the hyperplane defined by the two points
{x1, x2, x3}\{xi} is at least ρ. We say in this case that the points {x1, x2, x3}
is ρ-independent.
Claim. There exists a constant C ′ = C ′(Z, ρ) such that if {x1, x2, x3} are
ρ-independent points, then
H(θ,QA2,1i+k ) ≤
3∑
i=1
H(θ.xi,Qi+k) + C ′.
Proof. Let pii : R3 7→ R be the coordinate projections. Define g : A2,1 7→
R3 function as g(ψ) = (ψ(x1), ψ(x2), ψ(x3)). It is easy to see that g is a
diffeomorphism and that its restriction to Z is bi-Lipschitz to its image g(Z)
with constants which depend only on Z and ρ. Thus, there is a constant C ′
depending on Z, ρ such that∣∣∣H(θ,QA2,1i+k )−H(fθ,QR3i+k)∣∣∣ ≤ C ′.
Since QR3i+k =
∨3
j=1 pi
−1
j QRi+k, this is the same as∣∣∣∣∣∣H(θ,QA2,1i+k )−H(fθ,
3∨
j=1
pi−1i Qi+k)
∣∣∣∣∣∣ ≤ C ′.
The statement now follows by
H(fθ,
3∨
i=1
pi−1i Qn) ≤
3∑
i=1
H(fθ, pi−1i Qn) =
3∑
i=1
H(θ.xi,Qn).

Let C ′ be as in the claim and set
B =
{
x ∈ R2 : 1
k
H(θ.x,Qi+k) > 1
3k
H(θ,QA2,1i+k )−
C ′
k
)
}
.
Claim. µ (B) > 1− (3ε)1/3.
Proof. We argue by contradiction. Suppose that µ(R2 \B) > (3ε)1/3. Thus,
there exist ρ-independent points x1, x2, x3 ∈ R2 \B. Hence, by applying the
claim
H(θ,QA2,1i+k ) ≤
3∑
i=1
H(θ.xi,Qi+k) + C ′ ≤ H(θ,QA2,1i+k )− 2C ′,
which is a contradiction. 
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The lemma follows by choosing ε = 1/81 and C = max{3, C ′}.

Theorem 4.6. Assume that {Ai} generates a non-compact and totally irre-
ducible subgroup of GL2(R). Let α be as defined in Lemma 2.10 and assume
that α < 1. Then for every ε > 0 there exists δ = δ(ε) > 0 such that for
n ≥ N(ε, δ) the following holds:
Let t ≥ 1 and let θ ∈ P(A2,1) satisfy ‖ψ‖ = Θ(q−t) for all ψ ∈ supp(θ).
Assume that diam(supp(θ)) < 1/ε and 1nH(θ,Qn) > ε, then 1nH(θ.µ,Qt+n) >
α+ δ.
Remark 4.7. The proof can be adapted to other measures than µ. In the
proof we use the cylinder structure of µ but can be adapted to any measure µ
such that ψ(µx,i) is entropy porous, at suitable scales, for most components
µx,i and all ψ ∈ A2,1.
Proof. Let ε > 0, and let n ≥ k ≥ 1 be integers such that 1k and kn are small
in a manner described later in the proof. In particular, these quantities are
small with respect to ε. Let θ ∈ P(A2,1) and t ≥ 1 be as stated. By the
assumption 1nH(θ,Qn) > ε and Lemma 4.4,
E1≤i≤n
(
1
k
H (θψ,i,Qi+k)
)
> ε−O(k + log(ε
−1)
n
) >
ε
2
. (4.2)
Claim. There exists a constant C such that
P1≤i≤n , x∼µ
(
1
k
H (θψ,i.x,Qi+k+t) > ε
C
)
>
ε
C
. (4.3)
Proof. By Lemma 2.4 and the trivial bound on entropy in terms of partition
size, the integrand on the left hand side of (4.2) is O(1), and so for some
global constant C1 > 1,
P1≤i≤n
(
1
k
H (θψ,i,Qi+k) > ε
3
)
>
ε
C1
.
Thus, it follows from the invariance of the metric (specifically, Lemma 2.4,
and the fact that each q-adic cell is bounded within and without by a ball
of comparable diameter), and the fact that k is large relative to ε, that
P1≤i≤n
(
1
k
H
(
SqtT−ψ(0)θψ,i,Qi+k
)
>
ε
4
)
>
ε
C1
.
As in e.g. the proof of Lemma 2.2, the maps SqtT−ψ(0)θψ,i lie in a compact
set in A2,1, hence by Lemma 4.5 there exists a global constant C > 1 with
P1≤i≤n , x∼µ
(
1
k
H
(
SqtT−ψ(0)θψ,i.x,Qi+k
)
>
ε
C
)
>
ε
C
.
Taking into account how scaling and translation affect entropy, this is the
same (up to an error that is absorbed in the constants) as (4.3). 
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Let C be as in the claim and set
ε′ = min{ ε
C
,
1− α
2
}.
Let m ≥ 1. By assuming m is large enough, in a manner depending only on
α, ε′, and by assuming k, n are large enough, in a manner depending on all
parameters, we get from Proposition 3.2 that for each ψ ∈ supp(θ),
P1≤i≤n
(
ψµϕ(i,x) is (α, ε
′
2 ,m)-entropy
porous from scale t+ i to t+ i+ k
)
> 1− ε
′
2
. (4.4)
Fix a parameter ρ > 0, which will later be taken small with respect to ε,m.
From Proposition 3.16, and by assuming k, n are large enough, we get that
for each ψ ∈ supp(θ),
P1≤i≤n
(
1
k
H(ψµϕ(i,x),Qt+i+k) ≥ α− ρ
)
> 1− ρ . (4.5)
Let δ = δ(ε′,m) > 0 be as obtained from Theorem 4.1. Note that δ does not
depend on ρ, hence we can assume that ρ is small with respect to ε and δ.
By Lemma 4.3 we get,
1
n
H(θ.µ,Qt+n) ≥ E1≤i≤n
(
1
k
H(θψ,i.µϕ(i,x),Qt+i+k)
)
−O(k
n
+
1
k
)
= E1≤i≤n
(
1
k
H((SqtT−ψ(0)θψ,i).µϕ(i,x),Qi+k)
)
−O(k
n
+
1
k
), (4.6)
where we emphasize that the “re-scaling” is chosen so that SqtT−ψ(0)ψ is a
linear map, and since ‖ψ‖ = Θ(q−t), this map lies in a fixed compact set in
A2,1. Hence, by assuming that 1k and
k
n are sufficiently small and by applying
Lemma 4.2 to most 1 ≤ i ≤ n, we get from (4.6),
1
n
H(θ.µ,Qt+n)
≥ E1≤i≤n
(
1
k
H((SqtT−ψ(0)θψ,i.x) ∗ (SqtT−ψ(0)ψµϕ(i,x)),Qi+k)
)
− ρ/2
≥ E1≤i≤n
(
1
k
H((θψ,i.x) ∗ (ψµϕ(i,x)),Qi+k+t)
)
− ρ . (4.7)
Note that, by assuming k is sufficiently large with respect to ρ, the inte-
grand in the last expectation is at least
1
k
H(ψµϕ(i,x),Qi+k+t)− ρ , (4.8)
and by (4.5), outside an event of probability < ρ over the cylinders µϕ(i,x),
1 ≤ i ≤ n, this lower bound is itself bounded below by α − 2ρ. Thus, if we
write
p = P1≤i≤n
(
1
k
H((θψ,i.x) ∗ (ψµϕ(i,x)),Qi+k+t) > α+ δ
)
, (4.9)
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we get the lower bound
1
n
H(θ.µ,Qt+n) ≥ (α+ δ)p+ (1− p− ρ)(α− 2ρ) (4.10)
= α+ δp− ρ(α+ 2(1− p− ρ)) (4.11)
≥ α+ δp− 3ρ. (4.12)
(the probability 1− p− ρ comes from intersecting the event in (4.5), whose
whose probablity is > 1−ρ, with the complement of the event in (4.9), whose
probability is 1− p).
To complete the proof we estimate p by applying Theorem 4.1. For this
we can assume that k is large with respect to m and δ. Observe that for
x ∈ supp(µ) and ψ ∈ supp(θ),
diam(supp(θψ,i.x)) and diam(supp(ψµϕ(i,x))) ≤ O(q−i−t) .
so (by the hypotheses of Theorem 4.1), the event in (4.9) is contained in the
intersection of the events in (4.3) and (4.4), and so
p >
ε
C
− ε
′
2
>
ε
2C
.
Inserting this into the lower bound (4.12), and assuming ρ is sufficiently
small with respect to ε and δ, the theorem is proved. 
5. Separation
Let D be the metric on A2,2 defined in (2.3), and recall that it is bi-
Lipschitz equivalent to the metric induced by the operator norm when A2,2
is identified in the standard way with a subgroup of GL3(R). Recall that
Φ = {ϕi} is exponentially separated if there is a constant c > 0 such that
D(ϕi, ϕj) > c
n for every n and distinct i, j ∈ Λn, and this property is indepen-
dent of the the bi-Lipschitz equivalence class of D(·, ·). Note that since the
ϕi ∈ Φ are contractions, by (2.3) we have D(ϕiψ′, ϕiψ′′) ≤ ‖ϕi‖D(ψ′, ψ′′) ≤
D(ψ′, ψ′′) for all i ∈ Λ∗ and ψ′, ψ′′ ∈ A2,2, and also, since D(ϕj, id) ≤ C for
some C = C(Φ) and all j ∈ Λ∗, we have D(ψ′ϕj, ψ′′ϕj) ≤ CD(ψ′, ψ′′) for all
j ∈ Λ∗.
Lemma 5.1. Let Φ = {ϕi} be exponentially separated. Then there exists
b > 0 so that for every i, j ∈ Λ∗ with |i| ≥ |j| such that j not a prefix of i, we
have D(ϕi, ϕj) ≥ b|i|.
Proof. Let c denote the constant verifying exponential separation and sup-
pose that the lemma were false. Let 0 < b < 1 and let i, j ∈ Λ∗ with
n = |i| ≥ |j| = m, such that j is not a prefix of i and D(ϕi, ϕj) < bn. Since j
is not a prefix of i we have ij 6= ji, hence by the remarks before the lemma,
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for some C = C(Φ),
c2n ≤ cn+m
≤ D(ϕij, ϕji)
≤ D(ϕji, ϕjj) +D(ϕjj, ϕij)
< 2Cbn.
Since for every 0 < b < 1 there exists an n for which the above holds, we
have arrived at a contradiction. 
Recall that we have is endowed A2,1 with an A1,1-invariant metric d.
Proposition 5.2. Assume Φ = {ϕi} is exponentially separated and let 0 <
s < 1. Then there is a c = c(s) > 0 and a set E = E(s) ⊆ RP1 such that:
(a) dimE ≤ s,
(b) For all V ∈ RP1 \ E and n large enough, {piV ϕi}i∈ΞVn are cn-separated
in A2,1 with respect to d.
Proof. For n ≥ 1 define
Un =
{
(i, j) ∈ Λ∗ × Λ∗ : |i|, |j| ≤ n, i is not a prefix of j,and j is not a prefix of i
}
.
Let 0 < b < 1 be as in Lemma 5.1, so that D(ϕi, ϕj) ≥ bn for each (i, j) ∈ Un.
For such i, j there exists a vector wni,j ∈ R2 with ‖wni,j‖ ≤ 1, satisfying
‖ϕi(wni,j)− ϕj(wni,j))‖ ≥ bn . (5.1)
Let 0 < c < b/|Λ|2/s, and for each n ≥ 1 and (i, j) ∈ Un set
Eni,j = {V ∈ RP1 : d(piV ϕi(wni,j), piV ϕj(wni,j)) < cn} .
Now observe an elementary fact: there exists a constant C > 0 such that for
each x, x′ ∈ R2 and δ > 0, the set of V ∈ RP1 such that d(piV x, piV x′) < δ is of
diameter at most Cδ/d(x, x′). Applying this with x = ϕi(wni,j), x
′ = ϕj(wni,j)
and δ = cn, we find that
diamEni,j < C(
c
b
)n .
Next, define
E =
∞⋂
N=1
∞⋃
n=N
⋃
(i,j)∈Un
Eni,j.
For each n ≥ 1 we have |Un| ≤ |Λ|2(n+1). Combining these facts with
|Λ|2cs/bs < 1 and the bound on the earlier diameter of Enij, and writing
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Hs∞ for the s-dimensional Hausdorff content on RP1, we get
Hs∞(E) ≤ lim
N→∞
∞∑
n=N
∑
(i,j)∈Un
(diam{Eni,j})s (5.2)
≤ lim
N→∞
∞∑
n=N
Cs|Λ|2(n+1) c
sn
bsn
(5.3)
= 0 . (5.4)
Thus, dimH E ≤ s.
It remains to show that if V ∈ RP1 \ E and i, j ∈ ΞVn are distinct, then
piV ϕi, piV ϕj are exponentially far apart. Fixing V ∈ RP1 \E, it follows from
the definition of E that for every V ∈ RP1 \ E there exists N = N(V ) ≥ 1
such that D(piV ϕi, piV ϕj) ≥ cn for all n ≥ N and (i, j) ∈ Un. This is almost
what we want, except that we want to know it for i, j ∈ ΞVn instead of Un.
To deduce this, observe that the ϕi contract uniformly, so there exists a
constant ` ≥ 1 such that for every n ≥ 1
‖piV ϕi‖ ≤ q−n for all V ∈ RP1, k ≥ `n and i ∈ Λk . (5.5)
So, given i, j ∈ ΞVn , if i 6= j then (i, j) ∈ Un`. Hence, for every n ≥
N(V ), {piV ϕi}i∈ΞVn are cn`-separated in A2,1 with respect to D. Thus, by
Lemma 2.3,
d(piV ϕi, piV ϕj) = d(SqnpiV ϕi, SqnpiV ϕj)
≥ CD(SqnpiV ϕi, SqnpiV ϕj)
= CqnD(piV ϕi, piV ϕj)
≥ C(qc`)n,
which completes the proof of the proposition. 
Since dim η∗ > 0 (see [7, Chapter VI.4]), we obtain the following corollary.
Corollary 5.3. Assume Φ = {ϕi} is exponentially separated, and {Ai} gen-
erate a non-compact and strongly irreducible subgroup of GL2(R).
Then there exist C > 1 and Y ⊂ RP1, with η∗(Y) = 1, so that for every
V ∈ Y there exists N = N(V ) such that for each n > N and i, j ∈ ΞVn with
i 6= j
QA2,1Cn (piV ϕi) 6= QA2,1Cn (piV ϕj).
Proof. Let s = dimH η∗/2. Let E = E(s) be the set and let c = c(s) be the
constant defined in Proposition 5.2, and set Y = RP1 \ E. Thus, for every
V ∈ Y there exists N = N(V ) such that
d(piV ϕi, piV ϕj) > c
n for every n ≥ N and i 6= j ∈ ΞVn .
By property (3) of the partitions Qi (Section 2.4), there exists K > 1 such
that Qn(ψ) ⊂ BKq−n(ψ) for all ψ ∈ A2,1 and n. Thus, by choosing C =
HAUSDORFF DIMENSION OF PLANAR SELF-AFFINE SETS AND MEASURES 33
− log c+logK
log q , Q
A2,1
Cn (piV ϕi) 6= QA2,1Cn (piV ϕj) for every large enough n and i 6=
j ∈ ΞVn .
Moreover, dimH E ≤ s and thus, by the definition of Hausdorff dimension
of measures, η∗(Y) = 1. 
6. Proof of the main theorems
6.1. Proof of Theorem 1.3. In this section we prove Theorem 1.3, whose
statement We recall for convenience:
Theorem. Let µ =
∑
pi ·ϕiµi be a self-affine measure in R2 such that {ϕi}
has exponential separation. Suppose that the normalized linear parts of ϕi
generate a totally irreducible, non-compact subgroup of GL2(R). Then for
η∗-a.e. V ∈ RP1, we have dimpiV µ = min{1,dimµ}.
We begin the proof. Write β = min{1, H(p)|χ1| } and let α be with dimpiV µ =
α for η∗-a.e. V ∈ RP1, as in Lemma 2.10. Assume by way of contradiction
that α < β (it is enough to show that α = β because dimpiV µ ≤ dimµ ≤
H(p)/|χ1|).
Let C and Y be as obtained in Corollary 5.3, and let V ∈ Y with
lim
n→∞
1
n
H(piV µ,Qn) = α.
Since conditional entropy is the difference of the entropies (eq. 2.9),
lim
n→∞
1
Cn
H(piV µ,Q(C+1)n|Qn) = α. (6.1)
Write θn = θVn for the discrete measure on A2,1 given by
θn =
∑
i∈ΞVn
piδpiV ◦ϕi
(we suppress the dependence on V when it is not needed). By the definition
of ΞVn and (2.5), we have
piV µ = θ
V
n .µ.
Since θn = Ei=0((θVn )ψ,i), also θn.µ = Ei=0((θVn )ψ,i.µ), and so by (6.1) and
by the concavity of conditional entropy,
lim sup
n→∞
Ei=0
(
1
Cn
H((θVn )ψ,i.µ,Q(C+1)n|Qn)
)
≤ α .
For n ≥ 1 and ψ ∈ supp(θVn ) we have ‖ψ‖ = Θ(q−n), hence
diam(supp((θVn )ψ,0.µ)) = O(q
−n),
and so the conditioning can be removed, since it results in an O(1) change
to entropy, which is killed by the denominator n:
lim sup
n→∞
Ei=0
(
1
Cn
H((θVn )ψ,i.µ,Q(C+1)n)
)
≤ α . (6.2)
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Lemma 6.1. With C and V ∈ Y as above,
lim
n→∞
1
n
H(θVn ,QCn) =
H(p)
|χ1| .
Proof. By choice of V , for every n large enough QCn(ψ1) 6= QCn(ψ2) for dis-
tinct ψ1, ψ2 ∈ supp{θVn }. Moreover, since θVn is the distribution of piV ϕJ(n,V ),
where J(n, V ) is a random sequence from ΞVn (see 2.7), we have
1
n
H(θVn ,QCn) = −E(
1
n
log pJ(n,V ))
= −E( |J(n, V )|
n
· 1|J(n, V )| log pJ(n,V ))
By Proposition 2.8 and the definition of J(n, V ), we know that |J(n, V )|/n→
1/|χ1|, and by Shannon-McMillan-Breiman we know that
p|J(n,V )| = q−(H(p)+o(1))|J(n,V )| as n→∞.
Furthermore, since pi and ‖ϕi‖ are uniformly bounded away from 0,∞, both
terms in the expectation above are bounded. The lemma follows by bounded
convergence.

Lemma 6.2. Let C be as above and τ > 0. Then for η∗-a.e. V ∈ RP1,
lim sup
n→∞
θVn ({ψ :
1
Cn
H(ψµ,Q(C+1)n) > α− τ}) = 1.
Proof. Recalling the definition of θVn again, what we need to show is
lim sup
n→∞
P(
1
Cn
H(piV ϕJ(n,V )µ,Q(C+1)n) > α− τ) = 1.
The affine map piV ϕJ(n,V ) differs from the projection piA∗J(n,V )V by a trans-
lating and scaling by ‖A∗J(n,V )|V ‖. Doing the same to the partition Q(C+1)n,
the entropy incurs an error of O(1/n), which we can absorb in τ . With this
transformation, the claim becomes
lim sup
n→∞
P(
1
Cn
H(piA∗
J(n,V )
V µ,Q((C+1)n−log ‖A∗
J(n,V )
|V ‖)) > α− τ) = 1.
Using ‖A∗J(n,V )|V ‖ = q−(1+o(1))n, the partition above differs from QCn by
o(n) scales, which incurs an o(n) error in entropy, and after dividing by n
this can again be absorbed in τ , so we in fact must show
lim sup
n→∞
P(
1
Cn
H(piA∗
J(n,V )
V µ,QCn) > α− τ) = 1.
The last limsup will follow if we show that
lim sup
n→∞
1
N
N∑
n=1
P(
1
Cn
H(piA∗
J(n,V )
V µ,QCn) > α− τ) = 1.
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By Lemma 2.6, this follows from the same expression with U(n) instead of
JJ(n, V ), that is, from
lim sup
N→∞
1
N
N∑
n=1
P(
1
Cn
H(piA∗
I(n)V
µ,QCn) > α− τ) = 1.
(in Lemma 2.6, P1≤n≤N (. . .) appears instead of the explicit average over
scales). We now note that, writing fn for the indicator function of the
event in the last equation, the functions fn converge boundedly η∗-a.e.
to 1, and the average above is an integral of ergodic average of the form
(1/N)
∑N
n=1 fn(T
nx), the transformation being the one underlying the ran-
dom walk. This converges to 1 by Maker’s ergodic theorem.

Recall that ν = pN is the product measure on ΛN, that Π : ΛN → R2 is
the coding map, and that µ = Πν (Section 2.1). Also, given V ∈ RP1 let
Πn = Π
V
n : Λ
N → R2 be the map
Πn(i) = ϕΞVn (i)(0).
We suppress V in the notation when it is fixed. The choice to evaluate the
maps at 0 is arbitrary.
Lemma 6.3. For η∗-a.e. V ∈ RP1,
1
n
H(piV Πnν,Qn) = α+ o(1) as n→∞.
Proof. Observe that
|piV Π(i)− piV Πn(i)| = O(q−n) for all i ∈ ΛN,
hence the identity µ = Πν, together with equation (2.14), give
H(piV Πnν,Qn) = H(piV Πν,Qn) +O(1)
= H(piV µ,Qn) +O(1) .
Since an η∗-typical V satisfies 1nH(piµ,Qn)
n→ α, the lemma is proved 
Lemma 6.4. For η∗-a.e. every V ∈ RP1, we have
lim
n→∞
1
n
H(θVn ,Q0) = α .
Remark 6.5. This lemma is strongly sensitive to the metric on A2,1. If we
were working with the norm-induced metric, we would use Qn instead of Q0
as above, because the maps in the support of θVn contract by qn. But we are
using a metric left-invariant by scaling, and as the proof shows, the correct
scale is Q0.
Proof. Recall that dilation by c is denoted Sc and translation by s is denoted
Ts. Let n ≥ 1 and V ∈ RP1. Consider the evaluation map f : A2,1 → R given
by f(ψ) = ψ(0). Since ‖ψ‖ = Θ(1) for ψ ∈ supp(SqnθVn ), the linear part of
ψ ∈ Sqn supp θVn is contained in a compact subset K ⊆ A2,1 which intersects
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O(1) level-0 q-adic cells in A2,1. Furthermore, every ψ ∈ suppSqnθVn can
be represented uniquely as Tψ(0)pi where pi ∈ K. It follows that for every
Q ∈ QR0 , the pre-image f−1(Q)∩suppSqnθVn is contained in ∪s∈QTsK. Since
{Ts} act isometrically on A2,1, the diameter of this set is uniformly bounded
in Q (because one easily shows that the diameter of {Tsψ : s ∈ [a, b]}
is O(b − a) for any interval [a, b] and ψ ∈ A2,1), and it follows that each
f−1Q ∩ suppSqnθVn intersects O(1) atoms of QA2,10 . Also, it is clear that
there exists an open set U ⊆ A2,1 such that f−1Q contains TsU for some
s ∈ R, which shows that each atom of Q0 intersects boundedly many sets of
the form f−1Q. In short, on the supports of SqnθVn , the partitions Q0 and
f−1Q0 are commensurable. Therefore,
H(Sqnθ
V
n ,Q0) = H(SqnθVn , f−1(Q0)) +O(1)
= H(fSqnθ
V
n ,Q0) +O(1)
= H(fθVn ,Qn) +O(1)
where in the last transition we used the fact that f and Snq commute, and that
entropy of a scaled measure in R should be measured in a correspondingly
smaller level. Now, since we are working with the invariant metric, the left
hand side of the last equation is just H(θVn ,Q0) + O(1), the quantity we
are interested in. As for the right hand side, we have fθVn = piV Πnν, where
Πn = Π
V
n is as defined before the previous lemma, so by that lemma, after
dividing the last equation by n, we obtain the desired result for η∗-a.e. choice
of V . 
We now return to the main proof, with C,Y as before. Let τ > 0 be small,
it follows from Lemma 6.1 and Lemma 6.4 that for any n large enough
Ei=0
(
1
Cn
H((θVn )ψ,i,QCn)
)
=
1
Cn
H(θVn ,QCn | Q0)
=
1
Cn
H(θVn ,QCn)−
1
Cn
H(θVn ,Q0)
>
β − α− τ
C
.
We may assume τ is so small such that β − α − τ > 0, hence there exists
ε > 0 such that for every n large enough,
Pi=0
(
1
Cn
H((θVn )ψ,i,QCn) > ε
)
> ε . (6.3)
Let δ = δ(ε) > 0 be as obtained in Theorem 4.6. From this theorem, the
inequality (6.3), and Lemma 6.2, it follows that for every N large enough
there exists n ≥ N
Ei=0
(
1
Cn
H((θVn )ψ,i.µ,Q(C+1)n)
)
≥ α+ ε · δ −O(τ) .
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Since τ can be taken to be arbitrarily small with respect to ε and δ, we have
thus reached a contradiction with (6.2). Hence we must have α = β, which
completes the proof of Theorem 1.3.
6.2. Proof of Theorems 1.1 and 1.2. The result on the Hausdorff di-
mension of the self-affine set follows from the corresponding statement for
self-affine measures and [33, Proposition 4.1].
The result on self-affine measures follows by [4, Corollary 2.7, Corol-
lary 2.8] from Theorem 1.3, and the fact that the SOSC implies exponen-
tial separation. Let us show this. Let U be as in the definition of the
SOSC. Let x ∈ X ∩ U , so that d(x, ∂U) > 0. Therefore, for every i ∈ Λ∗,
d(ϕi(x), ∂ϕiU) ≥ α|i|d(x, ∂U), where 0 < α = mini ‖A−1i ‖−1 < 1. Now let
ij ∈ Λn, and suppose that i 6= j. Let u ∈ Λk be a maximal common initial
segment of i, j, so that i = ui′ and j = uj′ and i′, j′ differ in their first symbol.
Then
d(ϕi(x), ϕj(x)) = d(ϕu(ϕi′(x)), ϕu(ϕj′(x)))
≥ αkd(ϕi′(x), ϕj′(x))
≥ αkd(ϕi(x), ∂ϕiU)
≥ αnd(x, ∂U).
This is exponential separation.
6.3. The triangular case. Our previous results imposed conditions on the
matrices Ai which ensure that the Furstenberg measure η∗ is unique. More
than uniqueness itself, we used the implication that the random sequence
AU(n)V converge in distribution to a measure η∗ for every initial V ∈ RP1,
and that η∗ has positive dimension. However, if “every V ” is relaxed to “all
but one”, the entire argument carries through unchanged (using the fact that
the exceptional V has η∗-measure zero). This observation enables us to treat
another important class of self-affine sets and measures.
Proposition 6.6. Let Ψ be a self-affine IFS on the plane in the form
Ψ =
{
ϕi(x) =
(
ai 0
bi ci
)
x+
(
ui
vi
)}
i∈Λ
.
Suppose that ai < ci for every i ∈ Λ, Ψ satisfies the strong open set condition
and the matrices are not simultaneously diagonalizable. Then for every self-
affine measure µ =
∑
i∈Λ pi · ϕiµ,
dimµ = dimL ν,
and in particular dimX = dimA Ψ. Moreover, for every V ∈ RP1 except the
span of (0, 1),
dimpiV µ = min{1, dimµ},
and dimpiVX = min{1,dimX}.
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Proof. Let V denote the horizontal line through the origin (spanned by
(1, 0)). This is a common eigenvector for the A∗i , where Ai is the linear part
of ϕi. Parametrizing all lines other than V by the representatives (z, 1),
we see that the action of A∗i on RP
1 \ {V } is given by z 7→ aiz+bici . Con-
sidered as maps of the real variable z, these maps are strictly contracting
due to the hypothesis ai < ci, and so they define a self-similar measure
η∗ =
∑
i∈Λ pI ·A∗i η∗ (we use the same notation for the measure on RP1 and
on the line). Since A∗i were assumed to not be jointly diagonalizable, they
do not share a common fixed point in RP1 other than V , hence no common
fixed point in RP1\{V }. This implies that dim η∗ > 0. Furthermore, for any
z ∈ RP1 \ {V } the random walk started from z converges to η∗. Thus, the
proof of the theorem follows in the same way as the proof of Theorem 1.2,
as discussed above.
The assertions on the orthogonal projections follow from Theorem 7.1 in
the next section. 
7. Applications
In this section, we present some applications of our main theorems: to the
orthogonal projection of self-affine measures along every direction, dimension
of the graph of the Takagi function, and the dimension of attractors of skew-
product Horseshoes.
7.1. Dimension of every projection. The main theorem of this section
is the following.
Theorem 7.1. If Φ = {ϕi}i∈Λ satisfies SOSC and {Ai}i∈Λ is strongly irre-
ducible then for every self-affine measure µ and every V ∈ RP1
dimH piV µ = min{1, dimH µ}.
Moreover, for the attractor X of Φ
dimH piVX = min{1, dimH X}.
The proof is a slight modification of the result of Falconer and Kempton
[10]. For the convenience of the reader, we give sketch of the proof with the
required modifications. First, we state the variant of the result Hochman and
Shmerkin [20], which is suitable for the projections of self-affine systems.
Throughout this section we always assume that {A¯i}i∈Λ is strongly irre-
ducible and the generated subgroup is unbounded.
Theorem 7.2. Let V ∈ RP1. If for ν-a.e. i ∈ ΛN
lim
N→∞
lim inf
n→∞
1
Nn
n∑
k=1
H(piV ϕΞVNk(i)
µ,QN(k+1)) ≥ β,
then dimH piV µ ≥ β.
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The proof of the theorem can be found in [10, Theorem 4.3].
Let
Γ =
{
(i, V, t) ∈ ΛN × RP1 × R : 0 ≤ t ≤ − log ‖A∗i0 |V ‖
}
.
We identify the points (i, V,− log ‖A∗i0 |V ‖) in Γ with (σi, A∗i0V, 0). By using
the identification, we can extend the suspension flow
Fs(i, V, t) = (i, V, t+ s) for s ≤ − log ‖A∗i0 |V ‖ − t
to every s > 0. It is easy to see that with respect to the normalized measure
(ν × η∗ ×L)Γ, the flow Fs is invariant and ergodic. For simplicity, denote λ
the measure (ν × η∗ × L)Γ.
Lemma 7.3. For every N ≥ 1, the time-N map FN : Γ 7→ Γ is ergodic w.r.t
the measure λ.
For the proof of the lemma, we refer to [10, Lemma 5.3].
Lemma 7.4. For every V, V ′ ∈ RP1,
ν
i ∈ Λ∗ : supn≥1
∣∣∣log ‖A∗i|n |V ‖ − log ‖A∗i|n |V ′‖∣∣∣
dRP1(V, V
′)
<∞

 = 1.
Proof. Since the map V 7→ log ‖A|V ‖ is Lipschitz for any matrix A, we have∣∣∣log ‖A∗i|n |V ‖ − log ‖A∗i|n |V ′‖∣∣∣ ≤ n∑
k=1
∣∣∣log ‖A∗ik |A∗i|k−1V ‖ − log ‖A∗ik |A∗i|k−1V ′‖∣∣∣
≤ C
n∑
k=1
dRP1(A
∗
i|k−1V,A
∗
i|k−1V
′)
≤ CdRP1(V, V ′)
n∑
k=1
α2(A
∗
i|k−1)
α1(A∗i|k−1)
·
‖A∗i|k−1‖2
‖A∗i|k−1 |V ‖‖A∗i|k−1 |V ′‖
.
Thus, the statement follows by [7, III.3.2] and the Oseledets’s Theorem. 
For simplicity, let RN (i, V, t) = 1NH(piV µ,QN ). Moreover, we extend the
definition of ΞV,qn to real valued n. That is
ΞVs = {i = (i0, . . . , im) ∈ Λ∗ : ‖A∗(i0,...,im)|V ‖ ≤ q−s < ‖A∗(i0,...,im−1)|V ‖}.
Lemma 7.5. For every V ′ ∈ RP1, and for every ε > 0 there exists a set
ΩV ′,ε and a constant C = C(ε) such that ν(ΩV ′,ε) > 1 − ε and for every
i ∈ ΩV ′,ε
lim
n→∞
1
n
n∑
k=1
RN (FNk(i, V
′, 0)) =
ˆ
RN (i, V, t)dλ(i, V, t) +O(
C
N
).
40 BALÁZS BÁRÁNY, MICHAEL HOCHMAN, AND ARIEL RAPAPORT
Proof. Let us fix V ′ ∈ RP1. Then by Lemma 7.4,
Ω1V ′ =
(i, V ) ∈ Λ∗ × RP1 : supn≥1
∣∣∣log ‖A∗i|n |V ‖ − log ‖A∗i|n |V ′‖∣∣∣
dRP1(V, V
′)
<∞

has full measure w.r.t ν × η∗. For every ε > 0, one can choose C1 =
C1(ε, V
′) > 0 such that supn≥1
∣∣∣log ‖A∗i|n |V ‖−log ‖A∗i|n |V ′‖∣∣∣
dRP1 (V,V
′) < C with measure
at least 1 − ε/2. By [7, Chapter III.3.2], we can choose C2 = C2(ε, V ′) > 0
such that
Ω2V ′ =
{
(i, V ) ∈ Λ∗ × RP1 : sup
n≥1
‖A∗i|n |V ‖
‖A∗i|n |V ′‖
< C2
}
,
and ν × η∗(Ω2V ′) > 1− ε/2. Let ΩV ′ = Ω1V ′ ∩ Ω2V ′ and C = max{C1, C2}.
Hence, for every (i, V ) ∈ ΩV ′
1
N
H(piA∗
ΞV
Nk+t
(i)
V µ,QN ) = 1
N
H(piV ϕΞVNk+t(i)
µ,QN(k+1)+t) +O(
1
N
)
=
1
N
H(piV ϕΞV ′Nk(i)
µ,QN(k+1)) +O(
1 + logC
N
)
=
1
N
H(piA∗
ΞV
′
Nk
(i)
V µ,QN ) +O(1 + logC
N
)
=
1
N
H(piA∗
ΞV
′
Nk
(i)
V ′µ,QN ) +O(
1 + logC + dRP1(A
∗
ΞV
′
Nk(i)
V,A∗
ΞV
′
Nk(i)
V ′)
N
).
By Birkhoff’s ergodic theorem and Lemma 7.3,
{FNk(i, V, t)}∞k=1 equidistributes for λ-a.e. (i, V, t) ∈ ΩV ′ × R.
On the other hand, by [7, Theorem III.4.3], dRP1(A
∗
i|nV,A
∗
i|nV
′) → 0 as
n→∞ for ν-a.e. i. Thus, for every a.e. (i, V ) ∈ ΩV ′
ˆ
RNdλ = lim
n→∞
1
n
n∑
k=1
RN (FNk(i, V, t))
= lim
n→∞
1
n
n∑
k=1
 1
N
H(piA
ΞV
′
Nk
(i)∗V
′µ,QN ) +
dRP1(A
∗
ΞV
′
Nk(i)
V,A∗
ΞV
′
Nk(i)
V ′)
N
+O(1 + logC
N
).

Proof of Theorem 7.1. Let us denote the measure λ ◦ piRP1 by γ∗. It is easy
to see that γ∗ is equivalent to η∗. Thus, by [7, III.3.2] and Theorem 1.3,
lim
N→∞
1
N
H(piV µ,QN ) = min{1, dimL µ} for γ∗-a.e. V .
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Let V ′ ∈ RP1 be arbitrary but fixed. Let ε > 0 and let C > 0 and ΩV ′ as
in Lemma 7.5. Then for every i ∈ ΩV ′ , Fatou’s lemma
lim
N→∞
lim inf
n→∞
1
Nn
n∑
k=1
H(piV ′ϕΞV ′Nk(i)
µ,QN(k+1))
= lim
N→∞
lim inf
n→∞
1
Nn
n∑
k=1
H(piA∗
ΞV
′
Nk
(i)
V ′µ,QN ) +O( 1
N
)
= lim
N→∞
1
N
ˆ
H(piV µ,QN )dγ∗(V ) +O(1 + C
N
)
≥ min{1, dimL µ}.
Since ε > 0 was arbitrary, the statement follows by Theorem 7.2. 
7.2. Self-affine systems with reducible linear part. An important ex-
ample for triangular self-affine set is the graph of the Takagi function, intro-
duced by Takagi [42]. Namely, let φ(x) = d(x,Z) and λ ∈ (1/2, 1). Then the
function Φ(x) =
∑∞
n=0 λ
nφ(2n) is nowhere differentiable, 1-periodic function.
Let
ϕ0(x, y) =
(
x
2
λy + x2
)
and ϕ1(x, y) =
(
x+1
2
λy + 1−x2
)
.
Let Γ be the graph of Φ over [0, 1], see Figure 1. It is easy to see that
Γ = ϕ0(Γ) ∪ ϕ1(Γ). Thus,
dimH Γ ≤ 2 + log λ
log 2
(7.1)
for every λ ∈ (1/2, 1).
Ledrappier [30] gave a sufficient condition, which implies equality in (7.1).
Using this condition, Solomyak [41] showed that equality holds in (7.1) for
Lebesgue almost every λ ∈ (1/2, 1). By applying Proposition 6.6, we get the
following corollary.
Corollary 7.6. For every λ ∈ (1/2, 1),
dimH Γ = 2 +
log λ
log 2
.
7.3. Dimension of skew-product horseshoes. In this section, we apply
Theorem 6.6 for skew product horseshoe dynamical systems. That is, let
I = [0, 1] and let {Ii}i∈Λ be a finite collection of disjoint closed intervals in
I such that diam(Ii) = 1/αi < 1 and let the left-endpoint of Ii be ti. For a
point (x, y) ∈ I2 let
F (x, y) =
{
(αi(x− ti), βiy + γix+ ζi) , if x ∈ Ii
(−1,−1), otherwise, (7.2)
where βi < 1 for every i ∈ Λ. Without loss of generality, we can choose
the parameters so that Ii × I is mapped into I2 for every i ∈ Λ. For a
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Figure 1. The graph of the function Φ.
Figure 2. The first iterate of the function F .
visualization of the map F , see Figure 2. We not that F is not invertible in
general.
Such systems have been already studied in several aspects. Falconer [12]
considered the dimension of the attarctors of a special family called "slanting
Baker’s transformation". Later, Simon [39], Rams and Simon [36] studied
the non-linear generalizations of this type of systems in the aspect of dimen-
sion theory, and Tsujii [43] and Rams [35] studied in the aspect of absolute
continuity. All these examples agree in the assumption that
⋃
i∈Λ Ii = I. In
the case of
⋃
i∈Λ Ii ( I there are only very few results are available, see for
example Dysman [8].
Skew-product Horseshoes are strongly related to hyperbolic planar en-
domorphisms with singularities, see Schmeling and Troubetzkoy [38] and
Persson [34].
HAUSDORFF DIMENSION OF PLANAR SELF-AFFINE SETS AND MEASURES 43
The reason of the study of the system F for us is that it is related to
self-affine iterated function systems with reducible linear parts. Especially,
the orthogonal projections of the attractors. Namely, the intersection of⋂∞
k=0 F
k(I2) with vertical lines {x} × I corresponds to the projection of a
self-affine set onto the subspace with slope x. Before we show this fact, we
need several notations.
Observe that except a Cantor set, every point (x, y) will eventually land
at point (−1,−1). So it is natural to restrict F to this Cantor set. Namely,
let Y be the self-similar set w.r.t the IFS {x 7→ x/αi+ ti}i∈Λ. Then for every
(x, y) ∈ Y × [0, 1], the map Fn is defined for every n ≥ 0. Let G = F |Y×[0,1].
It is easy to see that G is conjugated (ΛZ, σ).
For simplicity, for i ∈ ΛZ, let us introduce the notation i|ba = (ia, . . . , ib)
if a ≤ b and i|ba = ∅ if a > b. We define the empty products as 1 and the
empty sums as 0. So G ◦Π = Π ◦ σ, where Π(i) = (Π1(i),Π2(i)) and
Π1(i) =
∞∑
k=0
tik
αi|k−10
and Π2(i) =
∞∑
k=1
βi|−1−(k−1)
(
ζi−k + γi−kΠ1(σ
−ki)
)
.
Observe that Π1 depends only on the positive coordinates of i ∈ ΛZ. Let us
introduce two notations. Let
sl(i) =
∞∑
k=1
γi−kβi|−1−(k−1)
αi|−1−k
tr(i) =
∞∑
k=1
βi|−1−(k−1)
(
ζi−k + γi−k
k∑
n=1
ti−n
αi|−n−1−k
)
.
Observe that sl(i) and tr(i) depends only on the negative coordinates of i.
Simple algebraic manipulations show
Π2(i) = Π1(i) · sl(i) + tr(i).
for a z ∈ R, let us introduce the projection pz(x, y) = xz + y. We note
that pz is bi-Lipschitz equivalent with the orthogonal projection onto the 1
dimensional subspace containing
(
x
1
)
.
Hence, we can define a linear map ωu(i−) : I 7→ R as
ωu(i−, x) = x · sl(ii) + tr(i−).
Definition 7.7. We say that ωu is a transversal family, if for any i− 6= j−
there exists x ∈ [0, 1] such that ωu(i−, x) = ωu(j−, x) then sl(i−) 6= sl(j−).
Proposition 7.8. Let F be as in (7.2). Suppose that αi > 1 > βi and ωu is
a transversal family. Let Ψ be the self-affine IFS on the plane of the form
Ψ =
{
ϕi(x) =
(
βi/αi 0
βiti βi
)
x+
(
γi/αi
ζi + γiti
)}
i∈Λ
.
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Let X be its attractor and let Π˜ be the natural projection from ΛN to X. Then
for Π1ν-a.e. x ∈ Y , pxΠ˜ν = µx, and px(X) = {x} × [0, 1] ∩
(⋂∞
k=0 F
k(I2)
)
for every x ∈ [0, 1]. Moreover, Ψ satisfies the strong open set condition.
Proof. We can identify ΛN with ΛZ− and with a slight abuse of notation, we
denote the natural projection from ΛZ− to X by Π˜. Denote Π˜1 the first and
Π˜2 the second coordinate of Π˜. Thus,
Π˜1(i) = sl(i)
Π˜2(i) = tr(i).
Let us observe that the corresponding Furstenberg measure generated by
the transpose matrices, is equivalent to the self-similar measure generated
by the IFS Φ = {z 7→ zαi + ti}i∈Λ. Denote the natural projection w.r.t the
IFS Φ by Π˜F . Thus, Π˜F (i+) = Π1(i) and
Π2(i) = Π˜1(i−) · Π˜F (i+) + Π˜2(i−),
which gives the first claim of the proof.
By using the definition of ωu(i−), we get sl(i−) = Π˜1(i−). So for any
i− 6= j−, if there is no x ∈ [0, 1] so that ωu(i−, x) = ωu(j−, x) then, in
particular Π˜2(i−) = ωu(i−, 0) 6= ωu(j−, 0) = Π˜2(j−). If there exists such an
x ∈ [0, 1] then Π˜1(i−) 6= Π˜1(j−) by the transversality assumption, thus the
strong open set condition holds. 
Denote the Hausdorff dimension of Y by sα. That is,
∑
i∈Λ α
−sα
i = 1.
Then 0 < Hs(Y ) <∞.
For a Bernoulli measure ν with probability vector (pi)i∈Λ, let χα =
∑
i∈Λ pi logαi
and χβ =
∑
i∈Λ pi log βi.
Let sβ be the unique solution of the equation
∑
i∈Λ β
sβ
i = 1.
Theorem 7.9. Let F be as in (7.2). Suppose that αi > 1 > βi for every
i ∈ Λ and ωu is a transversal family. Then the following hold
(1) For every Bernoulli measure ν with probability vector ,
dimH Πν =
hν
χα
+ min{1, hν−χβ },
(2) for every x ∈ [0, 1],
dimH({x} × I) ∩
( ∞⋂
k=0
F k(I2)
)
= min{1, sβ}.
In particular,
dimH
∞⋂
k=0
F k(I2) = 1+min{1, sβ} and dimH
∞⋂
k=0
Gk(Y×I) = sα+min{1, sβ}.
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Proof. Let ν be a Bernoulli measure on ΛZ. Denote the conditional measure
of Πν on the foliation {x} × [0, 1] by µs(x,y). It is known that
dimH Πν ≥ dimH µs(x,y) + dimH Π1ν for Πν-a.e. (x, y).
Thus, the lower bound in the first claim follows by Proposition 7.8 and
Proposition 6.6. The upper bound is straightforward.
The second claim follow by choosing ν with the probability vector (βsβi )i∈Λ,
and applying Proposition 7.8 and Proposition 6.6. The upper bounds for the
dimension are straightforward. 
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