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a b s t r a c t
In the present paper, delta functions (DFs) are proposed as a new set of basis functions.
Their properties and relations to well-known triangular functions (TFs) are described. The
simplicity and useful properties of newly proposed sets led us to use them with more
accuracy and less computational burden.
Furthermore, DFs are applied to propose an efficient method for approximating the
solution of integral equations systems. Convergence analysis and the rate of convergence
have been considered as well. Some numerical examples are provided to illustrate the
computational efficiency and accuracy of the method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Many problems in physics and engineering fields give rise to integral equations. Several numerical methods have been
presented for solving linear and nonlinear integral equations systems. Almost all of these methods use a set of orthogonal
functions for expanding the unknown (and possibly known) terms of integral equations.
Maleknejad et al. have used block-pulse functions and rationalized the Haar wavelet as basis functions [1,2]. Babolian
et al. have proposed a method for obtaining the numerical solution for systems of Fredholm integral equations based on the
Adomian decomposition method [3]. Rashidinia et al. have used sinc functions to solve these systems [4]. The coefficients
of the expansion of unknown functions are usually obtained by solving a system of algebraic equations.
The present paper establishes a new set of basis functions, called delta functions (DFs), and describes its properties,
operational matrices and also its relations to well-known triangular functions (TFs). Then it uses as a basis to expand the
solution of integral equations systems of the forms
fi(s) = gi(s)+ λ
n−
j=1
∫ 1
0
ki,j(s, t)ui,j(fj(t))dt, 0 ≤ s, t ≤ 1 i = 1, 2, . . . , n, (1)
and
fi(s) = gi(s)+ λ
n−
j=1
∫ s
0
ki,j(s, t)ui,j(fj(t))dt, 0 ≤ t ≤ s ≤ 1 i = 1, 2, . . . , n, (2)
where fi(s) ∈ L2[0, 1), i = 1, 2, . . . , n are the unknown functions and ki,j(s, t) ∈ L2([0, 1) × [0, 1)) and gi(s) ∈ L2[0, 1), i,
j = 1, 2, . . . , n are kernels and known functions, respectively. The functions ui,j(fj(t)) are polynomials of fj(t)with constant
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coefficients [5–7]. For convenience, let
ui,j(fj(t)) = [fj(t)]pi,j , i, j = 1, 2, . . . , n.
Eqs. (1) and (2) represent a Fredholm and a Volterra system of integral equations, respectively. By using a projectionmethod,
(1) or (2) reduces to a systemof algebraic equations. The useful properties of DFs help us to present amethod that reduces the
dimension of the generated system and it also simplifies the required calculations for setting up this system. Consequently,
the numerical solutions will be found with less computational burden.
2. Brief review of triangular functions
Triangular functions have been introduced by Deb et al. in 2006 [8]. Babolian et al. used these functions for
solving variational problems, nonlinear Volterra–Fredholm integro-differential equations, and two-dimensional integral
equations [9–11]. Maleknejad et al. also applied these functions for solving nonlinear Volterra–Fredholm integral equations
and optimal control of Volterra integral equations [12,13].
A set of triangular functions (TFs) withm components over interval [0, 1) are given by vectors:
T1(s) = T10(s) T11(s) · · · T1m−1(s)T , (3)
T2(s) = T20(s) T21(s) · · · T2m−1(s)T . (4)
The ith components in T1(s) and T2(s) are defined as:
T1i(s) =

1− s− ih
h
, ih ≤ s < (i+ 1)h,
0, otherwise,
(5)
T2i(s) =
 s− ih
h
, ih ≤ s < (i+ 1)h,
0, otherwise,
(6)
where i = 0, 1, 2, . . . ,m− 1 and h = 1m .
Several properties of TFs are described in some studies [8–10].
The expansion of function f (s) over [0, 1)with respect to TFs may be written as:
f (s) ≃ f¯ (s) =
m−1−
i=0
[ciT1i(s)+ diT2i(s)] , (7)
where ci and di can be the samples of f (s), such as ci = f (ih) and di = f ((i+ 1)h) for i = 0, 1, . . . ,m− 1, and so there is no
need for integration.
Furthermore, the following properties are presented by Babolian et al.
T1(s) · T1T (s) ≃ diag(T1(s)),
T1(s) · T2T (s) ≃ 0,
T2(s) · T1T (s) ≃ 0,
T2(s) · T2T (s) ≃ diag(T2(s)),
(8)
where 0 is the zerom×mmatrix [9].
3. Delta basis functions and their properties
In this section, delta functions (DFs) are defined by using the well-known triangular orthogonal functions. The main idea
in introducingDFs is obtained fromEq. (7). As seen in Eq. (7),when a function is expandedwith respect to TFs, the coefficients
ci and di−1 are equal for i = 1, 2, . . . ,m−1. So, it is suitable when T1i(s) and T2i−1(s) are combined for i = 1, 2, . . . ,m−1.
This idea is led to compute onlym+ 1 coefficients in the expansion of an unknown function with respect to DFs.
3.1. Definition
In anm-set of delta functions over interval [0, 1), the ith component function is defined as:
∆i(s) =

s− (i− 1)h
h
, (i− 1)h ≤ s < ih and i > 0,
1− s− ih
h
, ih ≤ s < (i+ 1)h and i < m,
0, otherwise,
(9)
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Fig. 1. The delta component functions form = 4.
where i = 0, 1, 2, . . . ,m, with a positive integer value for m, and h = 1m . Fig. 1 shows the delta component functions for
m = 4.
By Eq. (9), the vector1(s) can be defined as follows:
1(s) = ∆0(s) ∆1(s) · · · ∆m(s)T ,
and called delta functions vector. It is obvious that
∆0(s) = T10(s)
∆i(s) = T1i(s)+ T2i−1(s) i = 1, 2, . . . ,m− 1,
∆m(s) = T2m−1(s)
where T1i(s) and T2i(s) are defined in Eqs. (5) and (6), respectively. Thus
1(s) =
[
T1(s)
0
]
+
[
0
T2(s)
]
,
where T1(s) and T2(s) are defined in Eqs. (3) and (4), respectively. Furthermore
m−
i=0
∆i(s) =
m−1−
i=0
[T1i(s)+ T2i(s)] =
m−1−
i=0
φi(s) = 1,
where φi(s) is the ith block-pulse function [14].
3.2. Properties of DFs vectors
Similarly, many properties of TFs yield for DFs. Some of these properties are shown in the following.
From (8), we can write
1(s) ·1T (s) ≃

∆0(s) 0 · · · 0
0 ∆1(s)
. . .
...
...
. . .
. . . 0
0 · · · 0 ∆m(s)
 = diag(1(s)). (10)
On the other hand,
∫ 1
0
∆0(s)∆i(s)ds =

h
3
, i = 0,
h
6
, i = 1,
0, i = 2, 3, . . . ,m,
(11)
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∫ 1
0
∆i(s)∆j(s)ds =

2h
3
, i = j,
h
6
, i− j = ±1,
0, otherwise,
i, j = 1, 2, . . . ,m− 1, (12)
∫ 1
0
∆m(s)∆i(s)ds =

h
3
, i = m,
h
6
, i = m− 1,
0, i = 0, 1, 2, . . . ,m− 2,
(13)
it can be concluded from Eqs. (11)–(13) that∫ 1
0
1(s) ·1T (s) = D,
where D is the following three-diagonal matrix
D =

h
3
h
6
0 · · · 0
h
6
2h
3
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . .
2h
3
h
6
0 · · · 0 h
6
h
3

. (14)
Now, assume that X is an (m+ 1)-vector. It can be concluded from (10) that
1(s) ·1T (s) · X ≃ diag(1(s)) · X
= diag(X) ·1(s)
= X˜ ·1(s),
where X˜ is an (m+ 1)× (m+ 1) diagonal matrix.
3.3. Function expansion with DFs
Let f (s) be a function over [0, 1). The expansion of f with respect to DFs can be written as:
f (s) ≃ f¯ (s) =
m−
i=0
ci∆i(s)
= CT ·1(s), (15)
where we may put
ci = f (ih), i = 0, 1, . . . ,m.
The vector C is called DFs coefficients vector.
The comparison of Eqs. (7) and (15) shows that using DFs reduces the dimension of coefficients vector from 2m tom+ 1.
Thus, when an unknown function is approximated by Eq. (15), onlym+ 1 coefficients must be calculated. But Eq. (7) needs
to determine 2m coefficients.
If f is a known function, themembers of coefficients vector are the samples of f . Hence, the calculation of C is very simple
and does not need any integration.
Since DFs are polynomials of degree one, function approximation by means of them is accurate for the functions with
maximum degree one. In fact, Eq. (15) is a linear interpolation of f (s) in sub-intervals [xi, xi+1) = [ih, (i + 1)h) for
i = 0, 1, . . . ,m−1.Hence, the estimated error in each sub-intervals depends on h2 and f ′′(η), η ∈ [xi, xi+1). So, by increasing
m, the required accuracy is achieved.
Finally, the positive integer powers of f (s)may be approximated by DFs as:
[f (s)]p ≃ [Cp]T ·1(s), (16)
where Cp is an (m+1)-column vector, whose elements are the pth power of the elements of the vector C . (16) can be proved
recursively [10].
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4. Solving systems of integral equations
In this section, delta basis functions are applied to present an effective method for approximating the solution of integral
equations system.
First, consider the system of nonlinear Fredholm integral equations in the form:
F(s) = G(s)+ λ
∫ 1
0
U(s, t, F(t))dt, s ∈ [0, 1], (17)
where
F(s) = f1(s) f2(s) · · · fn(s)T ,
G(s) = g1(s) g2(s) · · · gn(s)T ,
U(s, t, F(t)) =

U1(s, t, f1(t), f2(t), . . . , fn(t))
U2(s, t, f1(t), f2(t), . . . , fn(t))
...
Un(s, t, f1(t), f2(t), . . . , fn(t))
 ,
and
Ui(s, t, f1(t), f2(t), . . . , fn(t)) =
n−
j=1
ki,j(s, t)[fj(t)]pi,j , i = 1, 2, . . . , n.
We consider the ith equation of the abovementioned system as:
fi(s) = gi(s)+ λ
n−
j=1
∫ 1
0
ki,j(s, t)[fj(t)]pi,jdt, (18)
where fi(s), i = 1, 2, . . . , n are the unknown functions and ki,j(s, t) and gi(s), i, j = 1, 2, . . . , n are kernels and known
functions, respectively, in which all of them are as in Section 1.
Using Eq. (15), we can approximate each fi(s) as:
fi(s) ≃ f¯i(s) = CTi 1(s) =

ci,0 ci,1 · · · ci,m1(s), i = 1, 2, . . . , n. (19)
In addition, each integral term of (18) also can be approximated as:∫ 1
0
ki,j(s, t)[fj(t)]pi,jdt ≃
∫ 1
0
ki,j(s, t) · [Cpi,jj ]T ·1(t)dt
= [Cpi,jj ]T · Kij(s),
where Kij(s) is an (m+ 1)-vector as follows:
Kij(s) =
∫ 1
0
ki,j(s, t)1(t)dt, i, j = 1, 2, . . . , n. (20)
So, the last term of Eq. (18) can be approximated as:
n−
j=1
∫ 1
0
ki,j(s, t)[fj(t)]pi,jdt ≃
n−
j=1
[Cpi,jj ]T · Kij(s), i = 1, 2, . . . , n. (21)
Substituting (19) and (21) in (18), give
CTi ·1(s) ≃ gi(s)+ λ
n−
j=1
[Cpi,jj ]T · Kij(s), i = 1, 2, . . . , n.
Let ri(s) be the residual of Eq. (18) when using the approximate solution (19), that is:
ri(s) = CTi ·1(s)− λ
n−
j=1
[Cpi,jj ]T · Kij(s)− gi(s), i = 1, 2, . . . , n.
The n× (m+ 1) coefficients
{c1,0, c1,1, . . . , c1,m, c2,0, c2,1, . . . , c2,m, . . . , cn,0, cn,1, . . . , cn,m}
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are unknown and should be computed. In order to obtain these unknowns, we use the orthogonality conditions of {∆l(s)}ml=0
to {ri(s)}ni=1, that means:
⟨ri(s),∆l(s)⟩ = 0, i = 1, 2, . . . , n, l = 0, 1, . . . ,m,
so,
CTi ·
∫ 1
0
1(s) ·1T (s)ds− λ
n−
j=1
[Cpi,jj ]T ·
∫ 1
0
Kij(s) ·1T (s)ds
=
∫ 1
0
gi(s) ·1T (s)ds, i = 1, 2, . . . , n,
and symbolically
CTi · D− λ
n−
j=1
[Cpi,jj ]T · Aij = Bi, i = 1, 2, . . . , n, (22)
where D is defined in Eq. (14), Aij are (m + 1) × (m + 1)-three-diagonal matrices, and Bi are (m + 1)-vectors for
i, j = 1, 2, . . . , n. The elements of Aij and Bi can be computed as follows:
(Aij)l,q =

∫ 1
0
(Kij(s))l∆q(s)ds, |l− q| ≤ 1,
0, otherwise,
(23)
(Bi)l =
∫ 1
0
gi(s)∆l(s)ds, (24)
for i, j = 1, 2, . . . , n, and l, q = 0, 1, . . . ,m.
Eq. (22) produces a system of n × (m + 1) nonlinear equations which can be solved for {ci,l}, i = 1, 2, . . . , n, l = 0,
1, . . . ,m. Hence, an approximate solution f¯i(s) =∑ml=0 ci,l∆l(s), i = 1, 2, . . . , n, can be computed for Eq. (17).
The elements of Kij and Bi in (20) and (24), and also the nonzero elements of Aij in (23), that is defined by integral, may
be computed numerically by any quadratures. We use the five-point Gauss formula for these computations.
Similarly, the above mentioned method can be used for a system of Volterra integral equations of the form:
F(s) = G(s)+ λ
∫ s
0
U(s, t, F(t))dt, 0 ≤ t ≤ s ≤ 1. (25)
Under the same notations, it is sufficient to replace Eq. (20) by
Kij(s) =
∫ s
0
ki,j(s, t)1(t)dt, i, j = 1, 2, . . . , n, (26)
and the system of nonlinear equation (22) is reproduced.
5. The error analysis and the rate of convergence
In this section,we attempt to prove two theorems. In the first theorem,we illustrate that the solution of Eq. (22) converges
to the solution of (1) or (2), whenm is increased. In the second theorem, the rate of convergence is studied.
Assume that (C[Γ ], ‖.‖) is the Banach space of all continuous functions on Γ = [0, 1)with norm
‖f (s)‖ = max
s∈Γ |f (s)|.
Furthermore, let
F(s) = f1(s) f2(s) · · · fn(s)T ,
and
F¯(s) = f¯1(s) f¯2(s) · · · f¯n(s)T ,
be the exact and approximate solutions of Eqs. (1) or (2), respectively. We denote the error e(m) by:
e(m) = nmax
i=1
{ei},
wherem be the number of dissections considered for [0, 1), and
ei = ‖fi(s)− f¯i(s)‖, i = 1, 2, . . . , n.
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Suppose that there exist a positive constantM such that
|ki,j(s, t)| ≤ M, ∀s, t ∈ [0, 1), i, j = 1, 2, . . . , n.
In addition, suppose that the nonlinear term ui,j(fj(t)) satisfies in the Lipschitz condition, so there is a positive constant L
such that
|ui,j(v)− ui,j(w)| ≤ L|v − w|, i, j = 1, 2, . . . , n.
Now, we establish the following theorem.
Theorem 1 (Convergence). Under the above assumptions, the numerical solution of integral equations systems (1) or (2) using
DFs, converges to the exact solution if
0 < |λ| · n ·M · L < 1.
Proof. We prove the theorem for systems of Fredholm integral equations. The proof for Volterra systems is the same.
Suppose e(m) = er . Then
er = max
0≤s<1
|fr(s)− f¯r(s)|
= max
0≤s<1
gr(s)+ λ n−
j=1
∫ 1
0
kr,j(s, t)ur,j(fj(t))dt − gr(s)− λ
n−
j=1
∫ 1
0
kr,j(s, t)ur,j(f¯j(t))dt

≤ |λ| max
0≤s<1
n−
j=1
∫ 1
0
|kr,j(s, t)| · ‖ur,j(fj(t))− ur,j(f¯j(t))‖dt
≤ |λ|
n−
j=1
∫ 1
0
M · L|fj(t)− f¯j(t)|dt
≤ |λ|
n−
j=1
∫ 1
0
M · L · ejdt
≤ |λ|
n−
j=1
M · L · er
= |λ| · n ·M · L · er .
Therefore,
(1− |λ| · n ·M · L)er ≤ 0.
If 0 < |λ| · n ·M · L < 1, then, e(m) = er → 0 by increasingm. This completes the proof. 
For studying the rate of convergence, we prove the following theorem.
Theorem 2 (Rate of Convergence). Suppose that f¯i(s) be the DFs expansion of fi(s). Then
‖ei(s)‖ ≤ h
2
8
‖f ′′i (s)‖, i = 1, 2, . . . , n. (27)
Proof. Let f¯i,j(s) be the DFs expansion of fi(s) in sub-interval [jh, (j+ 1)h), j = 0, 1, . . . ,m− 1. Then
f¯i,j(s) = fi(jh)∆j(s)
= fi(jh)T1j(s)+ fi((j+ 1)h)T2j(s).
In fact, the function expansion of fi(s) with respect to DFs in each sub-interval [jh, (j + 1)h) is equivalent to the linear
interpolation of this function at points (jh, f (jh)) and ((j+1)h, f ((j+1)h)). So we can estimate the error for s ∈ [jh, (j+1)h)
by:
|ei,j(s)| =
fi(s)− [fi(jh)T1j(s)+ fi((j+ 1)h)T2j(s)]
= |f
′′
i (ξj)|
2! |(s− jh)(s− (j+ 1)h)|, jh ≤ ξj < (j+ 1)h.
Since the maximum value of |(s− jh)(s− (j+ 1)h)| is obtained at s = (j+ 12 )h, we have
|ei,j(s)| ≤ h
2
8
|f ′′i (ξj)|,
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Table 1
Numerical results of Example 1.
m e1 e2
4 1.5081× 10−2 1.0252× 10−2
8 3.9386× 10−3 2.5931× 10−3
16 9.9562× 10−4 6.3034× 10−4
32 2.4960× 10−4 1.6272× 10−4
64 6.2442× 10−5 4.0687× 10−5
see [15]. This leads to
‖ei(s)‖ ≤ h
2
8
‖f ′′i (s)‖. 
From Eq. (27), we can say that function approximationwith respect to DFs is explicit for functions withmaximumdegree
one. Furthermore, the representation of error is coordinated with O(h2), and
lim
h→0
m−
j=0
fi(jh)∆j(s) = fi(s), 0 ≤ s < 1.
6. Numerical examples
The method presented in this article is employed to find numerical solutions of four examples. In the first and second
examples, we used the proposed method to solve nonlinear systems of Fredholm integral equations of the second kind. In
the third and fourth examples, linear systems of Fredholm and Volterra integral equations are solved, respectively.
Numerical results obtained by the method presented are compared with the exact solutions by computing
ei = max
s∈[0,1)
|fi(s)− f¯i(s)|, i = 1, 2, . . . , n,
where fi(s) and f¯i(s) are the exact and approximate solutions of the ith integral equation, respectively.
Examples 2 and 3 are selected from different references, so we can also compare our results with theirs.
The computations associated with the examples are performed using MATLAB 7.0 software on a personal computer.
Example 1. Consider the system of nonlinear integral equations,
f1(s) = g1(s)−
∫ 1
0
(s+ t)[f1(t)+ [f1(t)]2]dt −
∫ 1
0
(s+ 2t2)[f2(t)+ [f2(t)]3]dt,
f2(s) = g2(s)−
∫ 1
0
(st2)[f1(t)+ [f1(t)]2]dt −
∫ 1
0
(s2t)[f2(t)+ [f2(t)]3]dt,
where g1(s) = 9742 s + 217180 and g2(s) = 118 s2 + 920 s with the exact solution (f1(s), f2(s)) = (s, s2). The results are shown in
Table 1 for variousm.
Example 2. Consider the system of nonlinear integral equations,
f1(s) = s− 518 +
∫ 1
0
1
3
[f1(t)+ f2(t)]dt,
f2(s) = s2 − 29 +
∫ 1
0
1
3
([f1(t)]2 + f2(t))dt,
with the exact solution (f1(s), f2(s)) = (s, s2). Babolian et al. have produced the numerical solutions of this system by an
Adomian decomposition method [3]. The results after nine iterations are
f1(s) = s− 0.0230,
f2(s) = s2 − 0.0443.
According to the method illustrated in the present study, the results withm = 10 are
e1 = 0.0035776,
e2 = 0.052253.
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Table 2
Numerical results of Example 3.
m e1 e2
4 8.2831× 10−3 4.8707× 10−3
8 2.0719× 10−3 1.2588× 10−3
16 5.2905× 10−4 3.2008× 10−4
32 1.3319× 10−4 8.0690× 10−4
64 3.3409× 10−5 2.0273× 10−5
128 8.3591× 10−6 5.5880× 10−6
Table 3
Comparing numerical results of Example 3, using BPFs and DFs withm = 32.
s BPFs [1] DFs
E1 E2 E1 E2
0.0 1.047×10−2 1.530×10−2 8.1951×10−5 8.0690×10−5
0.1 1.124×10−2 8.260×10−3 2.1087×10−6 4.1264×10−6
0.2 4.124×10−2 8.260×10−3 4.4883×10−5 2.8547×10−5
0.3 1.124×10−2 8.260×10−3 4.8899×10−5 2.6175×10−5
0.4 1.124×10−2 8.260×10−3 4.6489×10−5 2.3356×10−6
0.5 1.124×10−2 8.260×10−3 1.3319×10−4 4.9788×10−5
0.6 1.124×10−2 8.260×10−3 4.0275×10−6 2.4303×10−6
0.7 1.124×10−2 8.260×10−3 7.3647×10−5 1.7341×10−5
0.8 1.124×10−2 8.260×10−3 8.0238×10−5 1.5944×10−5
0.9 1.124×10−2 8.260×10−3 8.0632×10−6 1.3083×10−6
Table 4
Numerical results of Example 4.
m e1 e2
4 4.0842×10−2 7.6737×10−2
8 2.0529×10−2 3.6356×10−2
16 1.0225×10−2 1.8777×10−2
32 5.1226×10−3 9.3665×10−3
64 2.5608×10−3 4.6931×10−3
Example 3. Consider the system of linear integral equations,
f1(s) = g1(s)−
∫ 1
0
es+t f1(t)dt −
∫ 1
0
e(s+2)t f2(t)dt
f2(s) = g2(s)−
∫ 1
0
est f1(t)dt −
∫ 1
0
es+t f2(t)dt
where g1(s) = 2es + es+1−1(s+1) and g2(s) = es + e−s + e
s+1−1
(s+1) with the exact solution (f1(s), f2(s)) = (es, e−s), [1,4]. The results
are shown in Table 2 for variousm. The results of the present study form = 32 by computing
Ei(s) = |fi(s)− f¯i(sj)|, i = 1, 2, s ∈ Dgrids,
where Dgrids = {0.0, 0.1, 0.2, . . . , 0.9} are illustrated in Table 3. The results of BPFs method are also mentioned for
comparison [1].
Example 4. Consider the system of linear integral equations,
f1(s) = s+ s
5
12
−
∫ s
0
s2tf1(t)dt +
∫ s
0
stf2(t)dt,
f2(s) = s2 − 53 s
3 + 3
4
s5 + 2
∫ s
0
(s+ t)f1(t)dt − 3
∫ s
0
stf2(t)dt,
with the exact solution (f1(s), f2(s)) = (s, s2). The results are shown in Table 4 for variousm.
7. Conclusion
The delta functions are constructed from well-known triangular functions. By using DFs, a nonlinear system of
integralequations is transformed to a system of algebraic equations. This approach, in comparison with other methods,
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has the following advantages:
I. The order of algebraic equations systemproduced usingDFs, instead of TFs, is almost half adjusted. So, solving this system
is more straightforward.
II. In Eq. (22), D and Aij are three-diagonal matrices, so the cost of setting up Eq. (22) is less than that of othermethods. Also,
Eq. (22) is solved very fast and is convenient.
III. DFs are polynomials of degree one and using them in approximation of functions is accurate for functionswithmaximum
degree one. So, if the solution of an integral equations system satisfy this condition, we expect to obtain exact solutions
by using DFs.
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