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Abstract. For more than 5,000 years, we have been communicating using some
form of written language. For many scholars, the advent of written language
contributed to the development of societies because it enabled knowledge to be
passed to future generations without considerable loss of information or ambigu-
ity. Today, it is estimated that we use about 7,000 languages to communicate, but
the majority of these do not have a written form; in fact, there are no reliable es-
timates of how many written languages exist today. There are three main families
of written languages: Afro-Asiatic, Indo-European, and Turkic. These families of
languages are based on historical family-trees. However, with the amount of data
available today, one can start looking at language classification using regular-
ities extracted from corpora of text. This paper focus on regularities of 10 lan-
guages from the mentioned families. In order to find features for these languages
we use (1) Heaps’ law, which models the number of distinct words in a corpus as
a function of the total number of words in the same corpora, and (2) structural
properties of networks created from word co-occurrence in large corpora for dif-
ferent languages. Using clustering approaches we show that despite differences
from years of being used in separate countries, the clustering still seem to respect
some historical organization of families.
Keywords: co-occurrence networks, language classification, Heaps’ Law, clustering.
1 Introduction
The development of society cannot be said to be caused by the advent of writing but
writing is certainly linked to modern life as it only appeared around 5,000 years ago.
According to Coulmas [15], writing is the most important “sign system” ever invented.
It is quite difficult to imagine our society thriving without books, research articles, in-
struction manuals, lecture notes, etc. The importance of writing is even recognized by
many cultures and often its invention is attributed to divine intervention such as god
Ganesh in India, or the god Thoth in ancient Egypt.
Writing enables the transmission of information between many generations without
any loss of information; it broadens the range of communication of individuals. Today,
it is estimated that humans use about 7,000 languages to communicate1, although this
1 https://www.ethnologue.com
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number is in decline as languages become extinct. Moreover, the majority of these do
not have a written form; in fact, there are no reliable estimates of how many written
languages exist today. Linguists have been studying languages and how they should be
organized for a long time [11] , however most classifications are based on historical or
phonetic approaches. There are many families of languages, and few are well known
such as: Uralic, Afro-Asiatic, Indo-European, and Turkic. Fig. 1 shows a sample of the
Indo-European set of languages.
Fig. 1: Part of the family tree of Indo-European languages (adapted from [11]).
The advances in Network Science and Natural Language Processing (NLP) in re-
cent years has motivated researchers to utilize both disciplines together in language
classification.
Nowadays studies can be done quantitatively and not only qualitatively. It is quite
common to have data regarding any subject of interest. In the context of text analysis,
the studies range from discovering language structure [30], classification of languages
into families [24, 23, 6, 19], word tagging problems [10], machine translation [2], sum-
marization systems [3], to the improvement of search engines and information retrieval
(IR) [28]. Although we review a few of the related work in Section 2, an interested
reader can find a deeper analysis of the literature in [30].
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The understanding of structural language similarities can lead to metrics to evaluate
the quality of one’s writing, translations, and even classification of literary styles. It
is quite possible that different styles present different writing structures. In this work,
we show that even without semantic analysis of the text itself, and focusing solely on
the structure built from syntax, we can reveal that characteristics of many languages
are common. More specifically, we used statistical measures of a word co-occurrence
networks as well as regularities extracted from parameters of Heaps’ law to classify
10 world languages. The classification process was performed using two methods: K-
Means, and Hierarchical Clustering.
2 Related work
Many researchers have investigated the possibility of using statistical and mathemati-
cal modeling to understand regularities in written languages. Chouldhury and Mukher-
jeee [13] discuss many ways in which networks can be created from text but they all fall
into two main categories: lexical networks and word co-occurrence networks. The first
category is concerned with cognitive systems and Psycholinguistics studies [7] and can
be further classified into phonological [4], semantic [32], and orthographic networks
[14]. Phonological networks can be a network of phonemes [27] or syllables [29]. The
second type of language network can be further categorized into co-location [25] and
syntactic dependency networks [22].
The attempt to use language structure as a classification tool is not entirely new. In
fact, Song [31] discussed the concept of linguistic typology as a field which looks at
the comparison of languages (search for similarities and differences) across all levels of
language structure such as syntax, semantics, morphology, and phonology. Three types
of linguistic typology exist [8]: qualitative, quantitative, and theoretical.
Liu and Xu constructed syntactic networks for 15 languages using word and lemma
form. They analyzed seven network parameters to classify languages and found that
word-formed networks are better than lemma networks in classifying languages [24].
Liu and Cong [23] created co-occurrence networks from a text in 14 different lan-
guages and used complex network parameters for their classification using hierarchi-
cal clustering. Ban et al. [6] built a co-occurrence network using text from five books
for three languages and used network measures to find the similarity and differences
between those three languages. Gao et al. [19] constructed six directed and weighted
word co-occurrence networks based on 100 reports from the United Nations. Then they
compared the network measures but they did not perform any clustering.
3 Methodology
3.1 Data Curation and Model
The data was collected from the Leipzig Corpora Collection [20]. The languages chosen
for this work were English, Arabic, Russian, Italian, Spanish, French, German, Turk-
ish, Dutch, and Danish; they were chosen to represent three main language families,
namely Afro-Asiatic, Indo-European, and Turkic. The text corpus for each language
was constructed from Wikipedia and news pages to ensure some vocabulary diversity
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and a good representation for each language. The size of the corpus for each language
is consistently made of one million sentences. The entire text was converted to lower
case, then punctuation and special characters were removed. This work looks at lan-
guage structure for meaningful words and sequences; stop words (e.g. prepositions,
articles, etc.) were removed from the text. These so-called functional words can skew
the statistical representation of the words in particular in the context of network science
(described later).
3.2 Feature Extraction
One of the best-known characteristics of vocabulary is the Heaps’ law (also known as
Herdan’s law) introduced in the 1960s [21] which describes the vocabulary growth in
texts [18]. The law is defined as:
VR(n) = Kn
β , (1)
where VR is the number of vocabulary words in the text of size n, and K and β are
parameters determined experimentally.
Heaps’ law represents the vocabulary richness of a certain language, a large text
corpus of 10 million words was used for the fitting of the Heaps’ law parameters Fig. 2.
These parameters are used as a part of the features vector that will be used to character-
ize the 10 languages used in this work.
English Arabic Russian Italian
Dutch French German Turkish
Danish Spanish
Fig. 2: Fitting of Heaps’ law for the 10 languages used in this study (and the value of K
and β respectively.
Table 1 shows the values of K and β for the fitting in Fig. 2. For English, the values
of K are expected to be between 10 and 100 and the values β between 0.4 and 0.6. Our
results agree with this expectation but the values of K for Arabic and Russian is greater
than 100.
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Table 1: From top to bottom and from left to right the languages in Fig. 2. The values
of K and β from Equation 1 is shown
English Arabic Russian Italian Dutch French German Turkish Danish Spanish
K 34.24 275.01 146.79 64.46 23.95 49.87 27.32 57.30 21.84 55.95
β 0.58 0.42 0.50 0.55 0.63 0.56 0.64 0.58 0.63 0.55
Table 2: Size of the word co-occurrence networks for all 10 languages.
English Arabic Russian Italian Dutch French German Turkish Danish Spanish
n 18,986 29,995 37,341 31,361 30,475 30,248 39,098 34,945 30,329 29,999
m 77,989 81,046 93,587 94,494 94,427 94,611 95,774 89,385 88,985 94,919
After the fitting of Heaps’ law to our corpora, we set to create co-occurrence word
networks. Our networks are simple and link words in each corpus if they are adjacent
to each other in text. Hence, nodes represent unique words and edges represent the
connection between each two consecutive words. The edges’ weights represent the fre-
quency in which the two words appear next to each other. Table 2 shows the size of
each network in terms of number of nodes n and number of edges m.
The generation of the networks gives us the structure and the values for n and m.
Note however from Table 2 that for all languages the values of n andm are very similar
which indicates they are not good features to let us characterize the languages. However,
there are other structural characteristics that can be computed from the networks.
The average degree 〈k〉 is generally provided as an information item. These net-
works tend to display a power-law degree distribution and the average degree does not
represent the distribution well. The highest average degree was 8.21 for English and
the lowest was 4.89 for German. The reason for this is because the German language’s
vocabulary is much bigger than that of English [9].
The clustering coefficient of a network (C) is given by the average clustering of
the clustering coefficients of each node (Ci) which (informally) captures the extend to
which the neighbors of a node i are connected between themselve, this cab be calculated





where, Ei is the number of links that exist between the neighbors of node i, and the
denominator number of possible links that could exist between nodes i.
Russian and Arabic have the lowest clustering coefficient: 0.012 and 0.019 respec-
tively; English and Danish score the highest: 0.047 and 0.041 respectively. This is due
to the fact that Russian and Arabic are morphological languages, which means that they
have more word forms than analytic languages such as English and Danish [1].
Another vital characteristic for networks analysis is the average path length. We
know that social networks have high C and low average path length (`) computed as:
` =
1





where dij is the distance between nodes i and j. Russian has the longest value for `with
4.91 steps, while the shortest one was 3.82 for English. Again, this happens because
morphological languages like the Russian and Arabic tend to have a longer path than
analytic languages like English and Dutch [1].
Networks can be divided into consistent groups of nodes called communities [16]
whose density of edges within the community is higher than outside it. There are many
algorithms in the literature proposed to find these communities but one of the classical
ways is to calculate the modularity of the network (Q). We computed the value of Q for
all 10 networks using the approach proposed by Newman [26]. Based on this metrics,
Russian has the largest modularity value of 0.481, while the lowest value was 0.379
scored by English.
The last two parameters, αd and αs were obtained by fitting functions to weighted
degree distribution of the network and size distribution of communities of words. As
shown later in Table 3, the values of αd are quite close to what is expected for real-
world networks (2 ≤ α ≤ 3). We believe the reason for the lower exponent values
was the removal of the functional words. Fig. 3 shows that a power law function (i.e.
P (k) ∼ kα, where k represents the node degrees) has the best fit when compared to






Fig. 3: Fitting of the degree distribution.
Similarly, the αs value for the distribution of community size shows a good fit with
a power law function, which is expected also in real-world networks with community
structure; according to Arenas et al. [5] the distribution of community sizes in real
network appear to have a power law form P (s) ∼ sα. Both exponents have been used
as part of the feature vector representing the languages. Figure 4 shows the fitting for







Fig. 4: Fitting of the size distribution in the power law package.
For each of the networks we built, we generated random networks with the same
size and using the Erdös-Rényi model. The purpose was to analyze the clustering of
our word networks in comparison with a random network. The average clustering co-
efficient values for the random networks were much smaller than those in the word
networks. For example, in Italian, the average clustering coefficient for our network
is 0.022 while in the random network was 0.00019. Also, the average path length (`)
for the 10 languages was between 3.8 and 4.9 which means our networks appear to be
small-world [33].
After all the analysis we had an 8-dimension feature vector for each language as
depicted in Table 3. In the next section, we will use these vectors to do a clustering of
the languages leading to a classification of them based on their structural similarities.
Table 3: Each line in this table represent 8-dimension feature vector for the language
shown in the first column.
Languages β K 〈k〉 C ` Q αd αs
English 0.582 34.242 8.215 0.047 3.824 0.379 1.827 2.070
Arabic 0.421 275.017 5.404 0.019 4.454 0.466 1.508 3.937
Russian 0.502 146.793 5.012 0.012 4.910 0.481 1.660 2.037
Italian 0.550 64.465 6.026 0.022 4.280 0.405 1.751 1.800
Dutch 0.631 23.950 6.197 0.026 4.194 0.388 1.725 3.186
French 0.567 49.879 6.255 0.023 4.213 0.385 1.745 2.774
German 0.647 27.322 4.899 0.023 4.471 0.464 1.689 2.194
Turkish 0.581 57.304 5.115 0.023 4.430 0.471 1.716 2.223
Danish 0.636 21.849 5.868 0.041 4.200 0.438 1.740 2.761
Spanish 0.557 55.955 6.328 0.023 4.239 0.389 1.730 1.934
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4 Results and Discussion
We have executed clustering using two known algorithms: K-Means and Hierarchical
Clustering. Recall that the purpose of this work is to classify languages according to the
features extracted from Heaps’ law and network properties.
4.1 K-means clustering
K-Means is a fast and widely-used clustering algorithm that works by minimizing the
sum-of-squares distance of the data points within the cluster. The number of clusters
must be specified in advance, so two methods were used to find the optimal number of
clusters. The first one is the silhouette method; it provides a visual aid in determining the
number of clusters. The silhouette coefficient which ranged between -1 and 1 indicates
the closeness of each data point in a cluster to other points in the neighboring clusters.
After that, we used the elbow method to validate the number of clusters found in the
silhouette method.
Due the high dimensionality of the feature vectors, we run a Principle Component
Analysis (PCA) to reduce the dimensionality of the features vector to two dimensions
so that the resulting K-Means clusters can be visualized. We also wanted to indepen-
dently check whether the parameters extracted from the Heaps’ law were providing
extra information to the clustering of the feature vectors. The silhouette method was
applied with and without the two Heaps’ law parameters (K and β). In the first case,
the optimal number of clusters was three. When the Heaps’ parameters were added, the
silhouette plot suggests a number of clusters between four and five as a good choice
(Fig. 5). These results indicate the importance of the Heaps’ parameters to the process
of the language classification.
The elbow method was used to validate the optimal number of clusters found by the
silhouette method. The elbow plot suggests an optimal number of three clusters when
the two Heaps’ parameters are not considered, which agreed with the results of the
silhouette method. The result of the K-means clustering for this case was that Italian,
Spanish, German, Russian, and Turkish clustered together. The second cluster contains
French, Danish, Dutch, and English, while Arabic appeared in its own cluster.2 When
adding the parameters of the Heaps’ law, the elbow of the curve indicates an optimal
number of four clusters (Fig. 6(b)). In this case, Italian, Spanish, French, Danish, and
Dutch were clustered together. The second cluster contains Russian, German, and Turk-
ish, while English and Arabic separated into their own clusters (Fig. 6(a)), which also
supports the results of the silhouette method indicating the importance of Heaps’ pa-
rameters to the classification process and the fact that the complete set of parameters
offers a higher granularity for the clustering. These results match, to a certain degree,
the linguistic typology classification of languages into genetic families as the Arabic
language belongs to the Afro-Asiatic family, while the rest of the languages belong to
the Indo-European Family.
An interesting finding from the clustering process is Turkish, which belongs to the
Turkic family, was clustered with the Indo-European Family. As the aim of this work is
2 We again decided to show the charts only for the case with the Heaps’ parameters due to space
restrictions.
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Fig. 5: Silhouette analysis on K-Means clustering where the value of the Heaps’ law
parameters were included after the PCA. The same analysis has been done for the case
without the use of the Heaps’ law parameters which we did not include a picture due to
space limitations in the paper.
to classify languages based on lexical rather than syntactical perspective, the removal of
the functional words (stop words) has affected the structure of the languages networks
[12]. This in turn has reduced the syntactic barriers between languages belonging to
different families. The addition of the Heaps’ law parameters enforced the separation
of the languages based on their vocabulary richness and lexical structure represented by
the network statistics.
In light of the previous assumption, the development of languages seen in the mod-
ern age, caused by the effects of technology, globalization, and migration among other
factors, has had on effect on languages classification. For the case of the Turkish lan-
guage, as of the year 2011, three million Turkish people were living in Germany, repre-
senting 3.6% of the German population [17].
4.2 Hierarchical clustering
The results of K-means clustering can only classify languages from the top level of the
family tree. To find the relationships between languages in a more structured way we
applied a hierarchical clustering to the language feature vectors. In this case, we decided
to also test whether the heaps’ law features alone would provide a similar classification
to the classification based on network features alone. Fig. 7(b) show the classification
using only the Heaps’ parameters while Fig. 7(c) shows the same results using only net-
work parameters. Although both classifications have interesting characteristics that re-
semble traditional language classifications, the combination of both features in Fig. 7(a)
yields a classification that appears to be enhanced. For instance, the distance between
the Turkish and German languages was increased.
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(a) (b)
Fig. 6: (a) K-means clustering after PCA and using Heaps’ law parameters and network




Fig. 7: Hierarchical clustering of the 10 languages used in our study. (a) Shows the
classification using the network parameters as well as the Heaps’ law parameters while
(b) shows the classification using Heaps’ law parameters and (c) network parameters
separately.
5 Conclusion
The understanding of languages and their characterization has again become a topic of
interest for the scientific community. Studies using large amounts of data may be able to
provide a different view of how languages relate to one another and see possible trends
or influences of one over the other.
In our study, we look at the possibility of characterizing written language solely
from the point of view of structural features. We concentrated on two class of features:
Heaps’ law, which looks at richness of vocabulary in a language, and Network Science
features extracted from the construction of word co-occurrence networks. In the process
of extracting network features, we also demonstrated that these networks exhibit both
scale-free and small-world properties.
We used K-Means and Hierarchical Clustering together with the silhouette and el-
bow methods to identify the optimal number of language clusters to the dataset we have.
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We showed that the hierarchical clustering distinguish relationships between languages
sub-families, while K-Means clusters languages based on their main genetic families
(Proto-Families). We also showed that the Heaps’ law parameters enhanced the classi-
fication process by distinguishing languages based on their vocabulary richness.
Following this work, we would like to go deeper in the characterization of of lan-
guages by augmenting the number of languages we use from 10 to around 30 or 40
languages. The difficulty is to find good corpora that includes this number of languages.
Also, we believe structural analysis of written language could be used in identification
of literary styles or even author analysis. It would be interesting to perform a similar
analysis for several languages and understand if authors have a structural fingerprint in
their writing style that can be identified and whether this fingerprint resist the transla-
tions of their texts.
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