Linear programming approaches to the convex hull problem in Rm  by Pardalos, P.M. et al.
Pergamon 
Computers Math. Applic. Vol. 29, No. 7, pp. 23-29, 1995 
Copyright©1995 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
0898-1221/95 $9.50 + 0.00 
0898-1221(95)00015-1 
Linear Programming Approaches to the 
Convex Hull Problem in R m 
P. M. PARDALOS 
Department of Industrial and Systems Engineering 
University of Florida, Galnesville, FL  32611, U.S.A. 
pardalos~math, ufl. edu 
Y .  L I  
Department of Computer Science, The Pennsylvania State University 
University Park, PA 16802, U.S.A. 
W.  W.  HAGER 
Department of Mathematics, University of Florida 
Gainesville, FL 32611, U.S.A. 
(Received April 1994; accepted November 1994) 
Abst rac t - - In  this paper, two linear programming formulations of the convex hull problem are 
presented. Each formulation is the dual of the other. Linear programming problems that identify a 
face of the convex hull are also discussed. An efficient algorithm is developed. Computational results 
obtained on an IBM 3090 are presented. 
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1. INTRODUCTION 
Let A = {a l , . . .  ,an} be a finite set of distinct points in R m. The convex hull of a set is the 
smallest convex set that contains it. For a closed set like A, the convex hull is also the intersection 
of all closed half-spaces containing it. An element of A is an extreme point if it is not a convex 
combination of other points in A. If E denotes the set of extreme points of A, then any element 
of A is a convex combination of points in E. Using the set E and some adjacency information, 
we can identify the boundary of the set A. There are two versions of the convex hull problem: 
(1) Compute the set of extreme points of A. 
(2) Compute the set of extreme points of A and the adjacency information. 
Of course, version (2) of the problem is more difficult than version (1). Although we provide 
linear program formulations of version (2), we primarily focus on version (1). When we use the 
term convex hull problem in this paper, it is in the sense of (1). 
As one of the central problems in computational geometry, the convex hull problem has received 
much attention in the literature [1-8]. This problem is relevant o many fields, including pattern 
recognition [9,10], operations research [11], and statistics [2,12]. 
Recently, much progress has been achieved on the convex hull problem, especially for lower 
dimensional spaces (see, e.g., [4,13], and the summary contained in [5]). However, in higher 
dimensional spaces, the problem is difficult computationally, and few results have been reported. 
In [7], a linear programming type algorithm for the convex hull problem is developed. Numerical 
experiments for dimensions ranging from 2 to 5 show that their algorithm is quite efficient, and 
the running time is almost linear in the number of points. 
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This paper explores linear programming formulations of the convex hull problem further. It is 
organized in the following way: In Section 2, we present several linear programming formulations 
of the convex hull problem, and we discuss the different formulations in terms of computational 
efficiency, and theoretical interest. In Section 3, we extend the results obtained in Section 2 
to obtain adjacency information about the convex hull. In Section 4, we present an efficient 
algorithm, based on the scheme proposed in [7]. Computational results obtained on an IBM 3090 
are reported in Section 5. 
2. L INEAR PROGRAMMING FORMULATIONS 
OF THE CONVEX HULL PROBLEM 
We use the following notation throughout the paper: 
CO(S) denotes the convex hull of a set S. 
I denotes the set {1, 2 , . . . ,  n}. 
Aj  denotes the set (aj I J E J} for any J C_ I. 
Given a E A, the problem of determining whether a is then an extreme point of A is denoted 
EXT(A, a). The convex hull of the set A can be found by solving EXT(A, a) for each a E A. We 
give two methods for solving EXT(A, a), based on different definitions of the convex hull. Each 
method is the dual of the other. 
2.1. An  Ana ly t i c  Formulat ion  of  the  Convex  Hul l  Problem 
The analytic formulation of the convex hull problem is related to the definition of an extreme 
point. Let aj denote an element of A. Since an extreme point of A is not a convex combination 
of the other points of A, we consider the following linear program (see also [7]): 
LPI: 
min xj 
s.t. Ez ia i=a J '  E zi = l' zi >. O Vi e I. 
iEI iEI 
With regard to LP1, we have the following result from [7]. 
THEOREM 1. The solution of LP1 is positive ff and only ff aj is an extreme point of A. 
PROOF. Observe that for an nonextreme point, 0 is always a solution for LP1 as well as an 
optimal solution. While for an extreme point, 1 is the only feasible solution, hence an optimal 
solution of LP1 (also see the proof of Theorem 2.1 of [7]). | 
2.2. A Geometr i c  Formulat ion  of  the Convex  Hul l  Problem 
Since the convex hull of A is the intersection of the half spaces containing it, an element of A 
is an extreme point if and only if there exists a hyperplane H containing aj with all the other 
elements of A strictly contained on one side of the hyperplane. Since a hyperplane H can be 
expressed in terms of its normal x and a translation constant, we have Theorem 2. 
THEOREM 2. A point aj is an extreme point if and only ff 
min max xT(ai- -  aj) < 0. (1) 
xER "~ iE I -{ j}  
PROOF. An element aj of A is an extreme point if and only if there exists a hyperplane strictly 
separating aj from A-  aj .  Moreover, if x is a normal vector for a hyperplane strictly separating aj 
from A-  a j, with the x pointing into the half-space containing a j, then (1) holds. This completes 
the proof. | 
Convex Hull 25 
Theorem 2 leads to the following linear program for solving EXT(A, aj): 
LP2: 
min a 
s.t. xT(ai - -  aj) ~ a,  
a> -1,  
X •R m. 
Vi • I - {j}, 
Using some linear programming package we minimize a. The optimal a is negative if and only 
if aj is an extreme point of A. The constraint a > -1  ensures the existence of a minimum value 
for a. In practice, it is convenient to impose the additional constraint -1  < xk <_ 1, k = 1 , . . . ,  m. 
With this additional constraint, aj is an extreme point whenever the optimal a is negative. 
2.3. Re la t ionsh ip  between the  Formulat ions  
In this subsection, we examine the relationship between the analytic and geometric formulations 
of the convex hull problem. The dual of the linear program LP1 is the following: 
DLPI:  
max 
s.t. 
where 
aTw t q- win+ 1 
aTw ! -~- wm+ 1 ~ O, Vi • I - -  {j},  
aTwt --~ Win+ 1 ~ 1, 
w = (wl , . . . ,Wm,Wm+l)  • R m+l and 
= . . . , . 
Defining z = --(aTw ' + Win+l), DLP1 can be written 
rain z 
s.t. yT (ai -- aj) <_ z, 
z > -1,  
yER m. 
v i  e I - { j} ,  
Thus, DLP1 is equivalent to LP2. In summary, we have the following theorem. 
THEOREM 3. The analytic formulation LP1 and the geometric formulation LP2 of the convex 
hub problem are the dual of each other. 
In LP1, the number of constraints is O(m) while the number of variables is O(n). Linear 
programs like LP1 can be solved efficiently by a variety of linear programming packages. A linear 
program like LP2 with O(n) inequality constraints and O(m) variables, with n much larger 
than m, can be solved in time proportional to m, assuming n is fixed, using Megiddo's algorithm 
(see [14]). 
3. ADJACENCY INFORMATION 
The formulations of the previous section can be extended to test if a subset of A forms a face 
of the convex hull of A. In order to do that, it is useful to define the concept of extreme sets. 
DEFINITION i. A subset B of the set A is called an extreme set of A if CO(B) N CO(A - B) = 0. 
A face F of CO(A) is an extreme set contained in a hyperplane H with H A (A - F)  = 0. 
CAI4M 2g:7-C 
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3.1. Linear Programming Formulations for Extreme Sets 
Let EXTSET(A, A j )  denote the problem of determining whether a set of points A j  c A is an 
extreme set of A. Generalizing LP1, we obtain a linear program for solving EXTSET(A, A j )  
min Z xj  
jEJ 
s.t. ~-~ xiai = ~-~yja j ,  
LP3: ieI jeg 
iEl jEJ 
xi >_ O, i E I, yj > O, j e J. 
The following theorem characterizes the relationship between LP3 and the solution of 
EXTSET(A, Aj ) .  
THEOREM 4. I f  z is the optimal value of the objective function of LP3, then 0 < z < 1. ~trther- 
more, z is posit ive i f  and only i f  A j  is an extreme set of A. 
PROOF. It is clear from the constraints that 
O~_~xj=z~_ZXi~_ I .  
jEJ iEI 
And z = 0 if and only if CO(A j)  n CO(A - Aj )  is not empty. The theorem follows then from 
the definition of extreme sets. | 
Theorem 4 is a generalization of Theorem 1 in which J = {j}. Similarly, we have the following 
generalization of Theorem 2. 
THEOREM 5. Aj  is an extreme set i f  and only if  
min max xT (ai -- aj) < O. 
xER m iEI-J, jEJ 
PROOF. The result follows directly from Theorem 2. | 
Corresponding to Theorem 4, we have the following generalization of LP2: 
min a 
s.t. X T (ai - aj) <_ a, V ie  I - J and j e J, 
LP4: 
ff _> -I, 
xE  R m. 
The optimal value of LP4 is negative if and only if A j  is an extreme set. Similar to the duality 
relationship between LP1 and LP2, we have Theorem 6. 
THEOREM 6. LP3 and LP4 are the dual of each other. 
3.2. Ident i fy ing  a Face 
Let FACE(A, A j )  denote the problem of determining whether a given set of points Aj  is a face 
of A. That is, A j  lies in a hyperplane H while the remaining elements of A are strictly contained 
on one side of H. Let q = [J[ and let ajl , a j2 , . . . ,  ajq be an ordering of the points in Aj .  Using 
LP4, we obtain a linear programming problem to solve FACE(A, A j) .  
min a 
s.t. xT(a i - -a j )~_a ,  ViE I - J ,  j e J ,  
LP5: xT(aj~ -- aj~+~) = O, Vk = 1 . . . . .  q - 1, 
o" >_ - I ,  
xE  R m. 
Aj  is a face of the convex hull of A if and only if the optimal ~ is negative. 
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4. A SIMPLE AND EFFICIENT CONVEX HULL ALGORITHM 
Using LP1, [7] develops an efficient algorithm for the convex hull problem. The algorithm first 
constructs C, a superset of the set of extreme points of A, where the size of C is typically small 
compared to the size of A. The algorithm is briefly described below: 
Phase 1: Initialize C and E to be empty; let a l , . . . ,  an be the points of A, arranged in decreas- 
ing order relative to their distance to the center of the smallest rectangle circumscrib- 
ing A. 
Phase 2: For i = 1 , . . . ,  n, solve EXT(C U {a~}, ai), and if ai is an extreme point of C, then 
C = C u {a~}. 
Phase 3: For each point c~ E C, solve EXT(C, ci), and if c~ is an extreme point of C, then 
E = E U {ci}. 
We now present a modified version of this algorithm that is often much faster. The basic 
change we make is to terminate phase 2 whenever we encounter P consecutive nonextreme points 
that are not extreme points of the current C. We then proceed to a new phase 3 in which we 
test whether the current point is an extreme point of a specially chosen subset of C. 
Algorithm CO 
Input: A, the set of n points in m-dimensional space. 
Output: E, the set of extreme points of A. 
Phase 1: Initialize C and E to be empty sets; find the small- 
est rectangle R, with sides parallel to the coordi- 
nate planes, containing A, let d be the center of R, 
and let r be a vector whose components are the 
lengths of the sides of R; let a l , . . . ,  an be the points 
in A, arranged in decreasing order relative to their 
distance from d, where the distance from a point 
x E A to d is defined by 
Ixl----max - -  i - - - -1 , . . . ,m . 
r i  
Phase 2: For i = 1, . . . ,  n, solve EXT(CU{a~}, a~), and if a~ is 
an extreme point of CU{ai}, then set C = Ct.J{ai}; 
if the last P points tested are all nonextreme points, 
then go to phase 3, otherwise continue phase 2. 
Phase 3: Let CK be the first K elements of C; for each point 
aj remaining in A, let Cj be the set of points c~ in C 
such that 
Ilaj - ~11 -< s 
where the norm I1-11 is the Euclidean norm; solve 
EXT(CK + Cj + {aj},aj),  and if aj is an extreme 
point of CK --}- Cj + {aj}, then C = CU {aj}. 
Phase 4: For each of the points cj of C, solve EXT(C, cj), 
and if cj is an extreme point of C, then E = E U 
{cj}.  
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In our numerical experiments, we used the following values for the constants P, K,  r that  appear 
in Algorithm CO: 
lmin{r i l i= l , .  ,m}. P=20,  K=5m m/2, and s=~ .. 
Since the set C generated by phase 3 contains the set of extreme points of A, the set of extreme 
points of C is also the set of extreme points of A. 
5. COMPUTATIONAL RESULTS ON AN IBM 3090 
Computat ional  results were obtained on an IBM 3090 using linear programming subroutines 
from the IMSL package. The points tested are normally distr ibuted in a unit  cube. The set R in 
our numerical experiments was also the unit  cube. 
The results are presented in the following two tables, where the number of dimensions ranges 
from 2 to 5, and the number of points ranges from 100 to 6400. In both tables, m is the number 
of dimensions, n is the number of points, T is the running t ime in unit  of seconds, while E is the 
number  of extreme points. 
Table 1. Running time of Algorithm CO. 
m 
2 
3 
4 
5 
n = 100 n = 200 n = 400 n = 800 n = 1600 n = 3200 n ---- 6400 
0.08 0.15 0.35 0.63 1.43 3.83 5.60 
0.15 0.29 0.53 0.98 2.23 4.29 11.46 
0.64 1.80 3.71 6.75 14.91 30.00 68.68 
1.09 3.51 9.53 22.32 56.59 113.86 245.17 
Table 2. Number of extreme points found using Algorithm CO. 
n --~ 100 n = 200 n = 400 n = 800 n =- 1600 n = 3200 n = 6400 
11 13 20 14 13 14 14 
37 44 52 59 69 76 110 
58 92 125 137 192 207 266 
74 126 195 260 399 498 669 
m 
2 
3 
4 
5 
It is clear from Tables 1 and 2 that the number of extreme points is subl inear in the total 
number of points, which is consistent with the theory of [2]. 
6. D ISCUSSION AND CONCLUDING REMARKS 
The results in the previous section show that  Algorithm CO is quite efficient. The technique 
of sorting is very powerful- -the best candidates for extreme points are examined first and the 
the size of the set C remains mall throughout the computation. Note that  sorting takes a small 
fraction of the total running time; for example, if m = 5 and n = 6400, the sorting t ime is less 
than  3 seconds. 
Although we have only used formulation LP1 to solve the convex hull problem, formulation LP5 
of FACE(A, A j)  canbe used to construct adjacency information. 
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