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Abstract
Trapped gases of ultracold metastable helium atoms are a unique experimental sys-
tem. The trapped cloud’s low temperatures, the ability to selectively trap and ma-
nipulate individual atomic states and the isolation provided in a vacuum chamber
are all conducive to the measurement of precision atomic parameters, such as atomic
transition rates. Due to it’s atomic structure helium - the simplest multi-electron
atom - is a favourite test-bed for precision QED theoretical calculations compared
to experimentally determined parameters. This thesis reports on a number of tran-
sition rates measured for the ﬁrst time with high accuracy, including the ﬁrst excited
metastable state lifetime, found to be 7870(510)s, the longest of any neutral atomic
species yet measured. Transition rates from the 23P level to the ground state were
also measured for the ﬁrst time and found to be in excellent agreement with theory.
Further cooling of helium produces a Bose-Einstein condensate (BEC), where all
atoms are in an identical quantum state, the analogue of an optical laser. One par-
ticularly interesting property a BEC posesses is long-range coherence to all orders,
meaning all component particles are described by a single wavefunction. While ﬁrst
order coherence is measured in an interference experiment like Young’s double slit,
higher order coherence is the ability for correlations to exist between groups of two,
three or more particles, quantiﬁed by the measurement of correlation functions.
Prior to the work in this thesis correlation functions for atoms had only been
measured for second order. Here we develop a new technique which we use to show
that a BEC is coherent to second and third order to 0.1% accuracy, compared to a
thermal cloud which we show is incoherent. At small inter-particle spacings, there is
an enhanced probability of measuring double and triple events in the thermal cloud
(termed bunching).
A drawback of all previous atomic correlation measurements is that the small
de-Broglie wavelengths compared to the detector resolution leads to a signiﬁcant
reduction in the measured bunching amplitudes compared to theory. By altering
our trapping conﬁguration and temperature we are able to measure a two-particle
bunching amplitude which is 88% of the theoretical maximum. This system also
allowed the measurement of correlations up to 5th order in thermal gases. The near
ideal bunching allowed us to demonstrate perturbations to the correlation functions
due to the 1D nature of the system. These advances should lead to correlation
measurements being used as a probe to characterise more exotic system properties
such as low dimensionality, engineered quantum states and paticle pairing.
Finally, a waveguide was created using a dipole laser beam and used to guide
atoms in analogy to an optical laser in a ﬁbre. Guided ‘atom lasers’ are likely
to be important components for practical devices such as precision sensors. We
demonstrate that a guided atom laser has a gaussian proﬁle matching the lowest
transverse mode of the waveguide and is ﬁrst and second order coherent. In contrast
v
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guided thermal atoms show matter-wave speckle and are incoherent.
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Chapter 1
Introduction
1.1 Motivation
The experimental realisation of a Bose-Einstein condensate (BEC) of atoms in 1995
[1, 2, 3], building on previous work on laser cooling and trapping of neutral atoms
[4, 5, 6, 7, 8], has sparked a huge volume of theoretical and experimental work in
this new ﬁeld. A BEC represents a macroscopic system where many atoms occupy
an identical quantum state, the analogue of a laser for photons. These unique
systems have allowed many fundamental quantum mechanical experiments to be
conducted. From a practical standpoint, cold atom systems are promising candidates
for precision measurement studies, for example the creation of inertial sensors [9] or
higher precision atomic clocks [10].
One precision measurement application of a more fundamental nature is the
measurement of basic atomic parameters such as transition rates or lifetimes. These
transition rates are important in applications such as plasma physics [11] and astro-
physics [12, 13, 14], while the simple level structure of helium means that measure-
ments of these parameters for helium serve to test the predictions of the theory of
Quantum Electro-Dynamics (QED) [15, 16].
While most atomic lifetimes are on the order of nano-seconds, some, including
that of the 23S1 ﬁrst excited state of helium, are forbidden by quantum mechani-
cal selection rules, leading to much longer lifetimes from these so called metastable
states. For example the He 23S1 state has a lifetime of over two hours, which is the
longest of any neutral atomic state. These metastable transitions occur so infre-
quently as to make measurement in most systems diﬃcult. However, the isolation
and precision state manipulation provided in a cold atom system enables these for-
bidden transition rates to be determined accurately.
A key property of a BEC is long-range coherence. Originally, coherence was
thought of in terms of phase coherence, such as is measured in a double slit experi-
ment. However, this (ﬁrst-order) deﬁnition of coherence means there is no qualitative
diﬀerence between a monochromatic source of thermal light (where each photon is
in a random state relative to the others) and a laser, which is truly coherent. It
was only the theoretical work by Glauber [17] (for which he was awarded the Nobel
prize in 2005) which changed this notion. He showed that in reality a system is only
coherent if the quantum state of all particles in the ensemble can only be expressed
as a single wavefunction. In practice, the method of quantifying this coherence is
1
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in terms of correlation functions of second and higher order, with a coherent state
having a unitary valued correlation function for all orders.
Glauber’s theoretical work was inspired to a large degree by the ground-breaking
experiments of Hanbury Brown and Twiss [18, 19], who showed that correlations
can exist between pairs of photons at a detector which have no correlation at their
origin. This leads to a greater chance of two photons arriving within a short time
interval compared to long time intervals (referred to as ‘bunching’). The (correct)
interpretation that this bunching was due to interference between two distinct parti-
cles was controversial at the time, but eventually the idea was theoretically accepted.
This experiment prompted Glauber to totally revise the concept of coherence [17],
describing a many-particle coherent state in terms of one wavefunction, which gave
birth to the ﬁeld of quantum optics.
The phase coherence of a BEC was observed early on by showing that two sep-
arate condensates generated interference fringes when they were overlapped [20].
However, higher order coherence was signiﬁcantly more diﬃcult to observe, due
mainly to the challenge of detecting a single atom localised in position and time, a
key requirement in most of the experimental techniques for measuring correlation
functions. This problem was eventually overcome when a BEC was created from
helium atoms in a long-lived excited state with ∼ 20eV of stored internal energy
[21, 22], where previously all condensates were made using ground-state alkali atoms.
The stored energy facilitates single atom detection as an individual atom impacting
on a surface is enough to create a small current which can be ampliﬁed to a mea-
surable level. A subsequent experiment demonstrated bunching in a thermal cloud
of atoms (although this had previously been demonstrated with a beam of excited
state neon atoms [23]), along with the second order coherence of a BEC [24].
While the discussion so far has been for bosons, with fermionic particles the
situation is in some ways more interesting. In this case a reduced detection prob-
ability for short arrival times (‘anti-bunching’) occurs, in a direct manifestation of
the Pauli exclusion principle, a uniquely quantum eﬀect. This anti-bunching was
ﬁrst observed in cold atoms using the fermionic isotope 3He [25].
Correlation functions should theoretically be a useful tool to gain information
about these quantum systems. As well as distinguishing between incoherent bosons,
fermions and coherent bosons they can yield quantitative information, such as the
source size [18]. They can also determine the properties of more exotic systems,
such as quasi-condensates [26] or entangled beams [27]. However, to date there
have been only a handful of other experiments which measure correlation functions
directly [28, 29, 30, 31, 32], in addition to those mentioned above, and most of these
have been mainly qualitative in nature. This dearth of experimental results is mainly
due to technical issues regarding the ease of measuring correlation functions, which
if overcome would open up a major new tool for monitoring cold atom systems,
signiﬁcantly advancing the ﬁeld of quantum-atom optics.
§1.2 Thesis Outline 3
1.2 Thesis Outline
The thesis will be arranged as follows:
• Chapter 2 covers background theory to describe the physics covered in this
thesis. A theoretical introduction to BECs, basic cold atom experimental
techniques and a review of metastable helium physics all provide a general
background to the ﬁeld. The topics of atomic transitions and quantum co-
herence are then discussed in some detail, as they are both relevant to the
experiments covered in this thesis.
• Chapter 3 describes experiments where a number of atomic transition rates
in helium are measured. In particular the metastable 23S1 state lifetime was
determined, which is the longest excited state lifetime in any neutral atomic
species. Excellent agreement is found with leading theoretical QED calcula-
tions.
• In chapter 4 the experimental apparatus used throughout all later chapters is
described in detail, along with a novel data acquisition technique developed
to measure correlation functions rapidly.
• The measurement of the third order correlation function for thermal and con-
densed atoms is covered in chapter 5. Correlation functions up to 5th order
are also observed for a one dimensional gas, where the lower dimensionality is
shown to cause the form of the correlation function to deviate from that of an
ideal Bose gas.
• Chapter 6 presents results for guiding atoms in a waveguide formed by an
optical dipole beam. Transverse mode proﬁles are observed, along with corre-
lations which demonstrate the coherence of the guided atoms.
• Finally, chapter 7 provides a summary of all the results presented in this
thesis, along with an outlook of possible future experiments which build on
the current techniques and knowledge developed.
4 Introduction
Chapter 2
Background to He* BECs, Atomic
Transitions and Quantum
Correlations
2.1 BEC Theory
2.1.1 Bose-Einstein Condensation
In 1925 Albert Einstein extended the initial work of Satyendra Nath Bose on photon
statistics [33], and predicted a phase transition which would be present in bosons
(both photons and massive particles) [34]. At suﬃciently low temperatures (or high
densities) the ground state of such a system becomes occupied with a macroscopic
number of particles.
For a 3D homogeneous gas of particles obeying Bose statistics the average occu-
pation number f(ǫi) of the state i with energy ǫi is given by [35]
1
f(ǫi) =
1
e(ǫi−µ)/kBT − 1 (2.1)
where kB is Boltzmann’s constant and T is the temperature. The chemical potential
µ is deﬁned as the energy required to add one additional particle to the system,
calculated from the condition that the sum of the occupancies must equal the total
number of particles
N =
∑
i
1
e(ǫi−µ)/kBT − 1 (2.2)
A direct result of Eqn. 2.1 is that the mean occupancy of any excited state is less than
that of the ground state. Therefore below a given temperature, as the higher energy
states become less and less accessible, the ground state becomes occupied with a
much greater number of particles than any other level. The condition of macroscopic
ground state occupancy is referred to as a Bose-Einstein condensate (BEC) and is
characterised by a sharp phase transition from thermal gas to condensate as the
temperature is reduced below the transition temperature. A further remarkable
property of the system, which will be covered in depth later, is that the BEC atoms
1The majority of this section follows [35], and so is not extensively referenced.
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are all coherent, as is most readily evident in the interference fringes resulting from
the overlapping of two condensates [20].
While the statistical mechanics aproach outlined above is one way to arrive at
the existence of BEC, an alternative way involves considering the thermal de-Broglie
wavelength λdB. In accordance with wave-particle duality, all massive particles must
also be treated as waves, with a wavelength given by
λdB =
√
2π~2
mkBT
(2.3)
where ~ is Planck’s constant divided by 2π and m is the particle mass. For a gas at
room temperatures, λdB is so small as to be negligible, with the result that the gas
behaves in a purely classical manner (i.e. each particle can be thought of as a tiny
billiard ball). As the temperature is lowered, λdB increases and if the density n also
remains suﬃciently high the system reaches a point where λdB becomes comparable
to the mean particle spacing n−1/3. This is often expressed in terms of a required
phase space density nλ3dB, which for bosons is ≈ 2.612. Below this value a suﬃcient
overlap of the wavefunctions occurs that bosonic particles become indistinguishable,
with many occupying the same quantum state. Indistinguishability is a unique
quantum property, with no classical analogue. In a classical system it is always
assumed that every particle can be kept track of and considered separately. However,
the inherent lack of knowledge in quantum mechanics, for example the Heisenberg
uncertainty principle, means that individual particles in an ensemble often cannot
be distinguished from each other.
The same arguments are not true for fermions however, which are forbidden from
existing in an identical quantum state by the Pauli exclusion principle. Therefore
there is no equivalent state for fermions, although at low temperatures, where each
energy level has maximum occupancy, a fermi gas is considered degenerate.
The critical temperature Tc at which the BEC transition occurs depends strongly
on the conﬁning potential V (r) of the system. Cold atoms, for reasons outlined later,
are commonly conﬁned in magnetic or optical traps with a potential which can be
approximated by that of a 3D harmonic oscillator, given by
V (r) =
1
2
m(ω2xx
2 + ω2yy
2 + ω2zz
2) (2.4)
where ωi is the angular trap frequency in the i
th dimension. In such a potential Tc
is given by
Tc =
~ω¯
kB
(
N
ζ(3)
) 1
3
≈ 0.94~ω¯N
1
3
kB
(2.5)
where ζ(x) =
∑∞
j=1 j
−x is the Riemann zeta function and ω¯ = (ωxωyωz)
1
3 is the
geometric mean of the angular trapping frequencies. The fraction of atoms in the
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ground state (N0) is dependent on the temperature as
N0
N
= 1−
(
T
Tc
)3
(2.6)
for T < Tc. Thus only at absolute zero is the entire population in the condensate.
A commonly used mean-ﬁeld approximation in the theoretical treatment of a
BEC with large atom number and repulsive interactions between particles is the
Thomas-Fermi (TF) approximation. The Schro¨dinger equation for the trapped BEC
under the mean-ﬁeld approximation becomes the Gross-Pitaevskii (GP) equation
[36]
i~
dψ(r)
dt
= − ~
2
2m
∇2ψ(r) + V (r)ψ(r) + U0 |ψ(r)|2 ψ(r) (2.7)
with the atomic interactions approximated by the U0 |ψ(r)|2 term, where the coef-
ﬁcient U0 = 4π~
2a/m is proportional to the s-wave scattering length a. Under the
TF approximation the kinetic energy term is ignored as it is small, with the physical
implication that the energy to add a particle at any point in the cloud is the same
everywhere. The solution of Eqn. 2.7 under this approximation for a harmonic trap
yields a density proﬁle n(r) in the form of an inverted parabola [36]
n(r) = max
(
µ− V (r)
U0
, 0
)
. (2.8)
Due to the normalisation condition on ψ the chemical potential can also be
determined in terms of N0 [37]
µ =
1
2
~ω¯
(
15N0a
l
) 2
5
(2.9)
where l =
√
~/mω¯ is the size of the ground state wavefunction. This means that
the radius of the parabola in the ith dimension (corresponding to trap frequency ωi)
is given by
RTF =
√
2µ
mω2i
. (2.10)
Compare this to the classical size of a trapped thermal gas (T > Tc)
Ri =
√
2kBT
mω2i
(2.11)
which is typically signiﬁcantly larger than RTF . Hence the characteristic signature
that a gas has crossed the condensation threshold (Tc) is a peak in the atomic density
distribution much narrower than the thermal background.
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2.1.2 Ballistic Expansion
While all of the above equations describe a gas in-trap, our detection schemes rely on
detecting atoms some time after they have been released from the trap, whereupon
they fall under gravity onto a detector. In the process there is a degree of ballistic
expansion which occurs, increasing the size of the cloud. Eﬀectively we measure
spatially in the far-ﬁeld the momentum space distribution of the trapped atoms.
The resultant time-of-ﬂight (TOF) proﬁle for a BEC after an expansion time texp
from a cigar shaped trap with radial angular trap frequencies ω1 = ω2 = ωρ much
greater than the axial angular trap frequency ω3 = ωa is still the parabola of the
TF approximation. The radial lengths in the tight trapping dimensions (Rρ) scale
according to [38]
Rρ(t) = Rρ(0)
√
1 + (ωρtexp)2. (2.12)
In the axis of the weak trapping frequency (ωa) the approximation
Ra(t) = Ra(0)
(
1 +
(
ωa
ωρ
)2 [
ωρtexp arctan(ωρtexp)− ln
√
1 + (ωρtexp)2
])
(2.13)
can be used.
For comparison, a thermal cloud undergoing collisionless expansion for a time
texp will have a TOF proﬁle which is a gaussian with 1/e radius Ri in dimension i
given by [39]
Rρ(t) =
√
Ri(0)2 + t2exp
2kBT
m
. (2.14)
This clearly illustrates another key diﬀerence between thermal and Bose-condensed
atoms. For suﬃciently large expansion times such that t2exp
2kBT
m
≫ Ri(0)2, Eqn. 2.14
tells us that the expansion will be independent of the trap frequencies. The result
of this is a spherical cloud at a detector in the far-ﬁeld. Compare this to the TOF
proﬁle of a BEC, given by Eqn. 2.12 and Eqn. 2.13, which yield a non-spherical
distribution in an inverted aspect compared to the original trap frequencies. Thus
the transition to condensation is also distinguished by a non-spherical TOF proﬁle.
2.1.3 Atom Lasers
The coherent, macroscopic population of bosonic atoms in the ground state of the
trap potential has led to analogies being drawn between a BEC and an optical laser.
This has lead to a beam of outcoupled BEC atoms being referred to as an ‘atom laser’
[40], while the trap for the BEC can be thought of as equivalent to a laser cavity.
Such outcoupling can be performed using either broadband [40] or single frequency
[41] RF radiation, multi-photon Raman transitions [42] or by adiabatically lowering
the trap potential [43].
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2.2 Creating Bose-Einstein Condensates
While the previous sections provide a brief theoretical introduction to BECs, this
thesis is primarily concerned with experimental BEC work. Therefore this section
will outline some of the key experimental procedures needed to form a BEC in the
lab. Creating a BEC involves several important cooling and trapping processes,
which the following sections will cover. The standard route to condensation begins
with radiation pressure based laser cooling and trapping, followed by trapping and
evaporative cooling in a magnetic trap and/or optical dipole trap.
2.2.1 Laser Cooling and Trapping
Laser cooling relies on the force imparted to an atom by the absorption and subse-
quent re-emission (after an average decay time τ) of a photon from a laser beam.
Consider a two level atom with energy levels Eg and Ee at rest in a laser light ﬁeld of
intensity I, wavevector k and detuned from resonance frequency ω0 = (Ee−Eg)/~ by
an amount δ = ω−ω0. The force resulting from absorption followed by spontaneous
emission is then given by [37]2
Fsp = ~kγsc (2.15)
with the photon scattering rate
γsc =
γ
2
s0
1 + s0 + (2δ/γ)2
(2.16)
where s0 = I/Isat is the saturation parameter, Isat is the saturation intensity and γ
the natural linewidth (or decay rate) of the transition. Although these are for the
simplest case of a two-level atom, further complications can be incorporated with
minimal modiﬁcation to the general physics. For example, for a high intensity laser
ﬁeld the linewidth will become the power-broadened linewidth γ′ = γ
√
1 + s0.
The scattering force in Eqn. 2.15 can be used to cool atoms by considering the
doppler shift on the apparent light frequency ωD seen by an atom (in it’s reference
frame), which is moving with velocity ~v. This changes the eﬀective detuning to
δ + ωD, where ωD = −~k · ~v, the result of which is to make Eqn. 2.15 velocity
dependent. The velocity dependence of the scattering force can be exploited to both
decelerate and trap atoms. By setting the laser frequency to the red of resonance,
atoms moving towards the beam will preferentially absorb photons, experiencing a
force in the direction of laser beam propagation. An atomic beam can be linearly
decelerated in this manner using a single laser beam, although if used in isolation the
large velocity change as the atoms slow down (typically 100’s of m/s) would rapidly
shift the atoms out resonance and stop absorption. A common solution to this is to
apply a spatially varying DC magnetic ﬁeld to keep the transition at resonance via
the Zeeman energy splitting, with the conﬁguration termed a Zeeman slower [4].
By adding more laser beams, two dimensional collimation and three dimensional
laser cooling can be implemented via an optical molasses setup. In one dimension,
2Much of these experimental theory sections follow [37] unless otherwise noted.
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this consists of a pair of counter-propagating laser beams, each detuned to the red of
the atomic transition, again creating a velocity dependence of the scattering force.
This in turn leads to a force opposed to the velocity of the atoms, which will ‘cool’
them along the beam propagation axis. A collimator is created by adding a second
pair of counter-propagating beams in an axis orthogonal to the ﬁrst, collimating the
atomic beam along the third remaining mutually orthogonal axis. If a third beam
pair is added along this last axis, the cooling will be in all three spatial dimensions.
While optical molasses is an important laser cooling technique, it has a number
of limitations. Firstly, the cooling relies on a damping force due to scattering pho-
tons, but although the overall result is a cooling of the ensemble, each individual
scattering event adds energy (and hence temperature) to the system. This leads
to a limit to the temperature attainable via laser scattering based cooling (Tr, the
recoil temperature), given by the energy change associated with a single scattering
event
Tr =
~
2k2
mkB
. (2.17)
However, for many cooling techniques, including optical molasses and magnetic-
optical trapping, the temperature is actually limited to the doppler temperature
TD =
~γ
2kB
(2.18)
corresponding to the energy associated with the atomic transition linewidth. Al-
though techniques exist to surpass this limit [37], for the helium experiments de-
scribed in this thesis we always operate laser cooling above TD.
Secondly, while the atoms are cooled they are not trapped. Eventually, via
random walks each atom will diﬀuse out of the molasses. Although it is possible
with certain conﬁgurations for a scattering force trap (dipole force traps are covered
later) to be formed using only optical beams [44, 45], in practice a far more stable
and usable trap is a hybrid, combining optical and magnetic ﬁelds in a magneto-
optical trap (MOT). This consists of a quadrupole magnetic ﬁeld formed by a pair
of coils, which is linear in all directions with a ﬁeld zero at the centre of the trap
(origin). The same conﬁguration of three pairs of counter-propagating beams as in
an optical molasses is used, except that this time each of the beams in a pair is
circularly polarised in opposite directions (σ+ and σ−).
Consider the eﬀects (in one dimension for simplicity) of this conﬁguration on a
ground (g) to excited (e) state transition which changes quantum number Jg → Je =
Jg+1. A σ
+ polarised beam will only excite atomic transitions between ground and
excited substates such that the net ∆M = +1, while a σ− beam excites ∆M = −1
transitions. Along the dimension of a beam pair, for locations on one side of the
origin where the ﬁeld is positive the Zeeman eﬀect splits the degeneracy of the the
Me states such that the ∆M = −1 transition is closer to resonance (since δ < 0
in an optical molasses). This means that atoms are excited by the σ− beam with
greater probability as they move further away from the origin. The reverse case
occurs in the opposite direction, where the σ+ transition has greater probability.
This means in addition to the velocity selective excitation of an optical molasses, a
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MOT also has a position dependent force arising from the preferential absorption
described above. Thus a MOT simultaneously cools and traps atoms.
2.2.2 Magnetic Trapping and Evaporative Cooling
Due to the fundamental limits of laser cooling, to reach the phase-space densities
required for condensation to occur the ﬁnal stages of cooling must be performed
in either a magnetic or optical dipole trap. The former is more common, and is
described ﬁrst.
Atoms with a magnetic moment ~µ can be conﬁned in an inhomogeneous magnetic
potential by exploiting the interaction between ~µ and the external ﬁeld. For a
magnetic ﬁeld ~B the dipole will experience a force given by
~F = ∇
(
~µ · ~B
)
. (2.19)
The sign of µ will determine whether the atoms are attracted to a ﬁeld maxima
or minima. However, because Maxwell’s equations forbid the creation of a local
magnetic ﬁeld maximum in free space [36], traps which capture atoms in low ﬁeld
seeking states are used.
Although many diﬀerent ﬁeld conﬁgurations are utilised in cold atom trapping, a
large number of them are variations on the quadrupole trap. In it’s most basic form
this consists of two parallel coils with a current of equal magnitude but opposite
direction (termed anti-Helmholtz conﬁguration - if the current was in the same
direction it would be Helmholtz conﬁguration). This creates a ﬁeld which is zero in
the centre between the coils and increases linearly in all directions, with a magnitude
of |B(x, y, z)| = A
√
x2 + y2 + 4z2, where A is a constant [37].
While the basic quadrupole trap has the advantage of simplicity (hence it’s use
in the ﬁrst demonstration of magnetic trapping of neutral atoms [46]), the ﬁeld zero
at the origin becomes a problem at low temperatures. Because the energy splitting
between all magnetic substates is degenerate at the origin, some atoms will transfer
spin state to an untrapped sublevel as they cross the origin and are subsequently
lost. This process is known as a Majorana spin ﬂip and has an increased probability
for lower temperatures where the atoms spend more time moving slowly near the
origin. This eﬀective ‘leak’ means that for a quadrupole trap to be used for BEC
experiments a modiﬁcation has to be made to plug the leak. A number of methods
have been used to achieve this, including a time-orbiting magnetic potential (TOP
trap) [1], a repulsive optical dipole beam [3] or using an additional coil (QUIC
trap) [47] to generate a non-zero bias ﬁeld at the origin. Other magnetic traps used
include the Ioﬀe-Pritchard trap, which uses four straight wires along with a pair
of coils [48, 49], the cloverleaf trap which uses ten or more coils [50], or a range of
ﬁelds created from currents in micro-structured wires on atom chips [51]. With all
of these conﬁgurations, the result is generally an approximately harmonic potential
(Eqn. 2.4) near the origin.
The basic coil conﬁguration and ﬁeld lines of a quadrupole trap with a single
additional coil providing the bias, termed a Quadrupole Ioﬀe Conﬁguration (QUIC)
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Figure 2.1: (a) The trap coils (orange), currents (black), resulting quadrupole field lines
(blue) and trapped atoms (green) for a QUIC trap. Our BiQUIC trap (b) has an extra coil
providing the bias, but is otherwise conceptually the same. Both configurations produce
the trapping potential (c) shown in red, while the potential of the main quadrupole coils
alone is shown as a dashed blue line.
trap, is shown in Fig. 2.1(a). In our He* BEC apparatus a slight variant is used,
with the bias ﬁeld provided by a pair of coils in the same plane as the quadrupole
coils [52], as shown in Fig. 2.1(b). This is termed a Biplanar Quadrupole Ioﬀe
Conﬁguration (BiQUIC) trap. Both give very similar resultant ﬁelds, shown in Fig.
2.1(c).
Although magnetic traps provide conﬁnement for cold atoms, there is no inherent
cooling process to reduce the temperature to below Tc. This is accomplished using
evaporative cooling, where a loss mechanism is created to preferentially remove a
portion of the hottest temperature (highest energy) atoms from the trap. Once the
remaining atoms have rethermalised the ensemble will be left at a lower temperature.
The simplest method is to reduce the depth of the conﬁning potential, such that
some atoms possess enough energy to escape, and this is commonly employed in
optical dipole traps. However, for a magnetic trap the method usually employed is
to apply RF radiation with a frequency that is resonant with the Zeeman splitting
of the magnetic sub-states in the atom at a certain distance from the trap center.
Since atoms with higher energy are more likely to be located at a greater distance
from the trap centre, this will preferentially spin-ﬂip hotter atoms to an un-trapped
state, causing them to leave the trap.
Experimentally, the amount of evaporative cooling necessary to produce a BEC
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usually means that the cooling must be applied over a time period of up to 10’s of
seconds. As the sample cools, the frequency of the RF radiation is swept towards
the centre of the trap to ensure hotter atoms are continually outcoupled.
2.2.3 Optical Dipole Traps
In addition to the scattering force previously described, an atom in a light ﬁeld will
experience a dipole force due to the shift in the atomic energy levels. In a light ﬁeld
with detuning from resonance |δ| ≫ γ and |δ| ≫ Ω the shift in the ground state
energy level is [37]
∆Eg ≈ ~Ω
2
4δ
(2.20)
where Ω = γ2I/2Isat is the Rabi frequency. Thus for an inhomogeneous ﬁeld, the
atom will experience a force given by
Fdip = −∇ (∆Eg) = − ~γ
2
2δIsat
∇I. (2.21)
This force can be exploited to form a trap using an appropriate ﬁeld conﬁguration
to create a potential energy minima. For example, if δ < 0 (red detuned), the atoms
are attracted towards regions of high intensity. This means that a single focused
gaussian laser beam, which has an intensity gradient in all dimensions increasing
towards the focus of the beam, will create a trap. In the radial dimensions the
potential at the waist will be harmonic, and although the longitudinal potential
depends on the details of the focus and propagation, in practice it is normally
approximately harmonic as well. Note that although they will not be discussed in
this thesis blue detuned (δ > 0) beams can also be used to form dipole traps, for
example using hollow (‘doughnut’ mode) beams.
One challenge in forming a stable dipole trap is to minimise the heating rate
due to spontaneous absorption and emission of photons from the trapping beam.
Indeed, for beams close to resonance this totally prevents the formation of a trap, at
least in the longitudinal direction. The heating rate due to spontaneously scattered
photons will be twice the energy of a single scattered photon times the average
photon scattering rate γsc [53], so that
d < Eheat >
dt
=
(~k)2
m
γsc. (2.22)
Since the average photon scattering rate (Eqn. 2.16) scales as 1/δ2, while the dipole
force (Eqn. 2.21) scales as 1/δ, the heating rate will drop oﬀ faster than the trap
potential for increased detuning. Because both are also linear with I, for a laser with
suﬃcient detuning to minimise the spontaneous heating yet large enough power to
still conﬁne atoms, a stable trap can be created. BEC was ﬁrst achieved in a dipole
trap in 2001 [54], and currently there are many groups using dipole traps for a range
of applications.
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2.3 Bose-Einstein Condensates of Metastable He-
lium
2.3.1 Introduction to Metastable Helium
While the previous discussion has been at a general level applicable to any ultracold
gas, the particular gas used in all of the work described in this thesis consists of
helium atoms in the metastable 23S1 ﬁrst excited state
3, 19.8eV above the ground
state. This state has a lifetime of ∼ 8,000s [56] - the longest of any neutral atomic
species. Atoms in this state are referred to as metastable helium (He∗). The long
lifetime arises because radiative decay is doubly forbidden by quantum mechanical
selection rules. Since 8,000s is orders of magnitude longer than any experiment we
would ever run, for most practical purposes this state is treated as the ground state
of the atom. From the metastable state we use laser excitation at 1083.3306nm to
excite the 2 3S1 → 2 3P2 for all laser cooling and radiative trapping4 (see Fig. 2.2).
In the context of ultracold gases and BECs He∗ is a unique species, with a
number of advantages (along with some disadvantages). The high internal energy
of the metastable state is a major advantage, permitting relatively simple single
atom detection. When a He∗ atom impacts upon a surface, the ∼20eV of internal
energy is released. As this is greater than the work function of most materials,
one or more electrons will be liberated. These electrons can then be accelerated and
ampliﬁed via electron cascade in an electron multiplier detector, so that a single He∗
impact can result in more than one million generated electrons, which can readily
be measured. This eﬀect can be exploited in temporal (electron multipliers), spatial
(micro-channel plate and phosphor screen) or full 3D (micro-channel plate and delay
line) detectors, allowing straightforward single atom detection.
Another advantage of He∗ is the simple atomic level structure. With no hyperﬁne
levels, there is no need to apply the repumping lasers necessary for alkali atoms
in a He∗ MOT. However, this also means that no sub-doppler cooling is possible,
although with in-trap cooling in a magnetic trap a suﬃcient phase-space density
can be attained to reach BEC [52]. Additionally, the simple structure makes helium
an ideal candidate for testing theoretical quantum electro-dynamical predictions
regarding atomic structure [15]. A further advantage of He∗ is the large magnetic
moment (∼ 2µB) and light mass, which means it is more readily inﬂuenced by
magnetic ﬁelds, for instance in traps. However, at times this is also a disadvantage,
making He∗ susceptible to the detrimental eﬀects of background magnetic ﬁelds
which often require extra levels of compensation [58]. The relatively low saturation
intensity for the 2 3S1 → 2 3P2 transition of Isat = 0.167mW/cm2 [59] ensures that
3The atomic state notation used throughout this thesis to describe the state of the excited
electron is given in spectroscopic notation as n2S+1LJ [55]. The second helium electron is always
in the ground state, as the energy needed to excite both electrons even to the lowest state is greater
than the ionisation threshold.
4The 23S1 → 33P transitions can also be accessed using 389nm light, which has also been used
for cooling and trapping [57]. However, 1083nm light is more readily accessible - only requiring a
fibre laser - compared to the frequency doubling necessary to generate 389nm light.
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Figure 2.2: Partial energy level diagram for helium showing the metastable state along
with the laser cooling and trapping transition.
experimentally feasible laser power is required for optical cooling. In addition, the
transition linewidth of γ/2π = 1.6MHz is also advantageous, contributing to the
relatively low doppler temperature of 39µK for the 1083nm transition[59].
2.3.2 Penning Ionisation
Although it readily allows single atom detection, the high internal energy of He∗ can
also be a disadvantage. A major problem is that the 19.8eV of a He∗ atom is enough
to ionise almost anything, including other He∗ atoms. The ionisation process
He∗ +He∗ → He+He+ + e− (2.23)
is referred to as Penning ionisation5. Since it scales with density, for many years it
was thought that loss rates due to Penning ionisation (rate constant ∼ 10−9 cm3/s
[60]) would be large enough to prevent the densities required for the formation of a
BEC of He∗. However, as predicted by Shlyapnikov et. al. [61], the rate is reduced
by 5 orders of magnitude in a spin-polarised sample, due to spin conservation. If the
5There will also be associative ionisation collisions He∗ +He∗ → He+2 + e− present. However
the Penning collisions are usually the dominant loss mechanism, and thus are the only ionisation
process referred to in most cases here. Additionally, the arguments for spin suppression also hold
for associative ionisation.
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atoms are spin-polarised, the total spin of the initial state (left hand side) of Eqn.
2.23 is 2, while the total spin of the ﬁnal state of Eqn. 2.23 is only 1. This lack of
spin conservation severely inhibits Penning ionisation6, which allows the formation
of a BEC provided the He∗ atoms are spin-polarised (such as in a magnetic trap).
While Penning ionisation is usually considered a disadvantage, at times it can
be beneﬁcial, as it provides an extra diagnostic technique for ultracold He∗ systems.
By using ion extraction optics and channel electron multiplier detectors the ion
production rate can be monitored as a fast diagnostic technique which provides
information about the density of the system [21, 64].
2.3.3 Previous Work
The unique properties described above mean that He∗ has long been considered
an attractive candidate for laser cooling and Bose condensation [65, 61]. However,
technical challenges delayed the production of the ﬁrst He∗ BEC until 2001, when
two groups observed condensation in close succession [21, 22]. Since that time,
there have only been three other groups which have successfully produced a He∗
BEC, including our group [66, 52], although recently the group of Anton Zeilinger
at University of Vienna have begun constructing a He∗ cold atom project [67]. A
BEC of He∗ atoms has also been created using a novel technique involving buﬀer
gas cooling [68], although at present no additional work has been published.
The ﬁrst He∗ BEC was produced [21] in the Institut d’Optique (Paris) group
led by Christoph Westbrook and Alain Aspect. Since then the group has performed
many other experiments including using Penning ions to monitor 2- and 3-body pro-
cesses [69], collisional studies to infer the s-wave scattering length [70] and a range
of investigations into the properties of atomic 4-wave mixing resulting from colliding
two condensates [71, 72, 73]. In two major results, which will be further discussed
below, they demonstrated the 2nd order coherence of the BEC [24] and, in collab-
oration with the group at Vrije Universiteit, compared the 2nd order correlation
function for bosons and fermions [25].
Closely following the Westbrook/Apect result, a second He∗ BEC was achieved
[22] at E´cole Normale Supe´rieure (also in Paris), in the group of Miche´le Leduc and
Claude Cohen-Tannoudji. Further experiments conducted at this laboratory include
studying long-range atomic dimer bound states produced via photoassociation [74]
and using photoassociation to accurately determine the He∗ scattering length [75].
The third group to realise BEC in He∗ [66] was the group of Wim Vassen and
Wim Hogervorst at Vrije Universiteit in Amsterdam. A major advantage of their
system is that they can also create degenerate clouds of the fermionic isotope 3He∗
[76]. When combined with the Westbrook/Aspect detection system, this allowed
6Note that although this simple argument is true for He∗, it does not necessarily hold for other
metastable species. In these the un-paired electron will be in a p orbital for the metastable state.
The orbital angular momentum of this state can lead to interactions which are dependent on the
relative orientation of the two collision partners. These interactions can induce spin flips into un-
polarised states from which ionisation can occur [62]. For 20Ne∗ the suppression is only a factor of
∼ 40 [63], while for all rare gases with higher atom number there is no suppression [62].
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Figure 2.3: Emission and absorption processes for a two level atom with levels i and
j in a radiation field of density ρ(ω). Spontaneous processes are shown in green, while
stimulated processes are indicated in blue.
the direct comparison of the Hanbury Brown and Twiss eﬀect between bosons and
fermions [25], while the presence of a Feshbach resonance in such a system [77] opens
up a whole range of possibilities.
Finally, a He∗ BEC has also been created in our laboratory at the ANU [52]. Prior
to this thesis, experiments performed included observing the transverse interference
fringes on an atom laser [78], using Penning ionisation to actively stabilise an atom
laser [64] and demonstrating four wave mixing in a novel manner [79].
2.4 Atomic Transitions
The experiments described in chapter 3 of this thesis consist of measuring atomic
transition rates/excited state lifetimes in helium. In preparation, this section will
provide a brief background to spontaneous radiative atomic transitions, following
the approach of [80].
2.4.1 Transition Probabilities
A good starting point for atomic transitions is to consider the absorption and emis-
sion probabilities of a two level atom with ground state i and excited state j, as
shown in Fig. 2.3, in a radiation ﬁeld of angular frequency density ρ(ω). The
transition frequency ωji is given by
~ωji = Ej − Ei (2.24)
where Ej and Ei are the energies of the two states (by deﬁnition Ej > Ei). There
are three processes to consider: spontaneous emission, absorption and stimulated
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emission, with associated probabilities A, Bij and Bji - the Einstein coeﬃcients
[80]. If the state populations at time t are Ni and Nj, then the rate of change of
Ni and Nj are proportional to the three Einstein coeﬃcients times the appropriate
state population, times the energy density per unit frequency range (ρ(ω)) for the
non-spontaneous processes. This leads to the rate equation
− dNj
dt
=
dNi
dt
= ANj −Bijρ(ω)Ni + Bjiρ(ω)Nj. (2.25)
With no applied radiation – i.e. the case of spontaneous emission which we are
interested in – the solution to Eqn. 2.25 becomes
N2(t) = N2(0)e
−At. (2.26)
From this we can see that the spontaneous transition lifetime τ = 1/A.
The treatment can also be generalised if there are multiple levels i to which decay
is possible, via the individual decay probabilities Aji. Eqn. 2.25 will then be
− dNj
dt
=
∑
i
AjiNj (2.27)
leading to the total decay lifetime τj = 1/ (
∑
iAji).
To determine the value of the Einstein coeﬃcients there are two textbook ap-
proaches used to treat the problem of the interaction between an atom and a weak
radiation ﬁeld using time-dependent perturbation theory. The ﬁrst approach is to
quantise the atomic energy levels but treat the radiation ﬁeld classically, a semi-
classical treatment. However, while this approach is adequate to explain induced
emission and absorption processes, it breaks down somewhat when attempting to
describe spontaneous emission. This is because it relies on the classical assumption
that the number of radiation modes n¯≫ 1, which is clearly not true for spontaneous
emission. To provide a correct treatment of this process the radiation ﬁeld must also
be quantised, using quantum electro-dynamics (QED). Such an approach is beyond
the scope of most introductory texts on the subject [80, 55] and given some physical
insight can be provided in a much simpler manner using the semi-classical treatment,
this is all the detail that will be provided in this thesis.
In order to accomplish this we must use the relationship between the three Ein-
stein coeﬃcients which can be derived in a relatively straightforward manner [80]
but is merely stated here
Aji =
ω2ij
π2c3
~ωijBji =
ω2ij
π2c3
~ωij
gi
gj
Bij (2.28)
where the levels i, j are gi-fold and gj-fold degenerate.
The Einstein coeﬃcients are determined in the semi-classical approximation by
taking the Schro¨dinger equation of the electron
i~
dΨ
dt
= HΨ (2.29)
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and modifying the Hamiltonian (H) of the electron to include the unperturbed
component (H0) and a time dependent perturbation due to the (classical) radiation
ﬁeld (H ′(t)). In the weak interaction limit [80] we can write
H ′(t) =
e
m
A · p (2.30)
where e and p are the electron’s charge and momentum respectively while
A = A0eˆ
(
ei(ωt−k·r) + e−i(ωt−k·r)
)
(2.31)
is the electromagnetic vector potential of the radiation ﬁeld, which is assumed to
be an incoherent superposition of plane waves polarised in the direction of the unit
vector eˆ.
The electron wavefunction in Eqn. 2.29 is then re-written in terms of stationary
(time-independent) states ψn of the atom such that
Ψ =
∑
n
cnψne
−iEnt/~ (2.32)
where individual ψn are space-dependent wavefunctions which are solutions of the
unperturbed Hamiltonian
H0ψn = Enψn. (2.33)
The physical interpretation of the time-dependent coeﬃcients cn is that if the atom
is in state i at time t = 0 (i.e. ci(0) = 1, cn 6=i(0) = 0), then the probability of
ﬁnding the atom in state j at time t is |cj(t)|2. Thus we can ﬁnd the transition rate
|cj(t)|2 /t by solving the diﬀerential equation (DE)
∑
n
(i~c˙n + Encn)ψn exp
(−iEnt
~
)
= (H0 +H
′(t))
∑
n
cnψn exp
(−iEnt
~
)
(2.34)
which results from substituting Eqn. 2.32 into Eqn. 2.29 (c˙n represents the time
derivative of dcj(t)/dt). However, because ψn is an eigenfunction of H0 with eigen-
value En, the second term in the left hand side (LHS) of Eqn. 2.34 cancels with
the ﬁrst term on the right hand side (RHS). Under the additional assumption that
H ′(t) is small enough that cn does not change signiﬁcantly over time we can use the
initial values of cn (i.e. ci(0) = 1) for the RHS of Eqn. 2.34. These approximations
give ∑
n
i~c˙nψn exp
(−iEnt
~
)
= H ′(t)ψi exp
(−iEit
~
)
. (2.35)
By multiplying by ψ∗j , integrating over spatial co-ordinates and re-arranging we
obtain
i~c˙j = 〈j|H ′(t)|i〉Exp
(
i(Ej − Ei)t
~
)
(2.36)
because 〈m|n〉 = 0 for m 6= n, so the oﬀ diagonal terms on the LHS will be zero.
To solve this equation for cj we use the form for the perturbation to the Hamil-
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tonian given in Eqn. 2.30, with the radiation ﬁeld given by Eqn. 2.31. Further
simpliﬁcation is attained using the frequency-energy level relation in Eqn. 2.24, so
that the DE becomes
i~c˙j = 〈j| e
m
eˆ · pe−ik·r|i〉A0
(
ei(ωji+ω)t + ei(ωji−ω)t
)
. (2.37)
This can be solved using the initial condition cj(0) = 0. If we consider the case
of absorption (Ej > Ei), the solution for the transition probability Pab = |cj(t)|2 /t
under the rotating wave approximation (ω ≈ ωji) then becomes
Pab =
∣∣∣〈j| e
m
eˆ · pe−ik·r|i〉
∣∣∣2A20 sin2 ((ωji + ω)/2)
~2 ((ωji + ω)/2)
2 . (2.38)
Integrating the RHS over all incident radiation frequencies ω in the limit of large t
we obtain the radiation density ρ(ω), so that
Pab =
π
ǫ0~2ω2ij
∣∣∣〈j| e
m
eˆ · pe−ik·r|i〉
∣∣∣2 ρ(ωji). (2.39)
From Eqn. 2.25 it is clear that Pab = Bijρ(ωji), so Eqn. 2.39 yields the Einstein
coeﬃcient of absorption Bij directly. The only further calculation required is to
determine the matrix element
∣∣〈j| e
m
eˆ · pe−ik·r|i〉∣∣2 connecting states j and i.
2.4.2 Electric Dipole Approximation
To calculate the matrix element in Eqn. 2.39, we can Taylor expand the exponential
eik·r = 1 + ik · r+ (ik · r)2 + . . . (2.40)
which is valid for large wavelengths compared to the size of the atom. The dominant
contribution at optical wavelengths will be the ﬁrst term (i.e. |k · r| ≪ 1). Thus
neglecting ik · r and all higher order terms in the multipole expansion (Eqn. 2.40)
leads to the electric dipole approximation. Physically, this is equivalent to the
amplitude of the wave remaining approximately constant over the size of the atom.
We then break the momentum vector into it’s three spatial co-ordinate components.
Considering the x component px ﬁrst we ﬁnd
〈j|px|i〉 = 〈j|mx˙|i〉 = im
~
〈j|(H0x− xH0)|i〉 (2.41)
from which the matrix component becomes
〈j| e
m
px|i〉 = i
~
〈j|(Ej − Ei)ex|i〉 (2.42)
where we have used the property that H0 is Hermitian. Thus the absorption prob-
ability for an atom to absorb unpolarised radiation via an electric dipole transition
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is
Pab =
π
3ǫ0~2
|〈j|er|i〉|2 ρ(ωji) (2.43)
where we have used the symmetry over the three spatial dimensions to write
|< j|er|i >|2 = |〈j|ex|i〉|2 + |〈j|ey|i〉|2 + |〈j|ez|i〉|2.
In this semi-classical treatment we can then determine the emission probabilities
for spontaneous emission by substituting the relation between the Einstein coeﬃ-
cients (Eqn. 2.28) into Eqn. 2.43. This gives the spontaneous transition rate
Aji =
ω3ji
3πǫ0~c3
|〈j|er|i〉|2 . (2.44)
As an order of magnitude check we can use the approximation |〈j|er|i〉|2 ∼ (ea0)2
where a0 is the Bohr radius. Substituting values of ωji in the optical frequency range
we obtain a typical lifetime of the excited state τ = 1/A of order tens of ns, which
is approximately correct. Note that our treatment has neglected degeneracy of
the j and i levels. However, such degeneracy can be readily included and simply
transforms the matrix element in Eqn. 2.44 into a sum over the number of degenerate
states [80].
2.4.3 Selection Rules
Now that we have reduced the problem of determining transition rates to calculating
the matrix element in Eqns. 2.43 or 2.44 we can gain some insight into whether a
transition can occur via dipole radiation. This can be useful even for complex
multi-electron atoms where the exact form of the wavefunctions are unknown. Such
transitions, termed allowed transitions, can be identiﬁed by a number of selection
rules, outlined below.
We determine these rules by considering the expectation value of the electric
dipole moment
〈j|er|i〉 = e
∫
Ψ∗jrΨidr. (2.45)
Because r changes sign upon reﬂection about the origin, for states of well-deﬁned
parity the integral will vanish unless Ψ∗jΨi also changes sign. This corresponds to
the initial and ﬁnal states having a parity which diﬀers by an odd number, and leads
to our ﬁrst selection rule
∆l = ±1. (2.46)
By applying similar logic to the projection ml we obtain ∆ml = 0,±1 from direct
calculation of the integrals [80], corresponding to π and σ± polarised radiation for
∆ml = 0 and ∆ml = ±1 respectively.
Further consideration of the total electron angular momentum quantum number
J leads to [55]
∆J = 0,±1 (J = 0→ J = 0 not allowed) (2.47)
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with equivalent selection rules for the projection ∆MJ = 0 and ∆MJ = ±1 for π
and σ± polarised radiation. Since the pure electric dipole operator does not act on
spin, the spin cannot change at all in the transition, therefore
∆S = 0. (2.48)
Finally, the selection rule for L is [55]
∆L = 0,±1 (L = 0→ L = 0 not allowed). (2.49)
Note however that the L and S selection rules are only valid for pure LS coupling.
Large spin-orbit interactions can lead to signiﬁcant oﬀ-diagonal matrix elements, for
example mixing between the 21P1 and 2
3P1 orbitals which allows electric dipole decay
to the 11S0 state in helium [81]. These so-called intercombination lines with ∆S = 1
are typically very weak, especially for the lighter elements, although for heavier
elements where more orbits are available for mixing, they are often signiﬁcant.
2.4.4 Higher Order Transitions
Thus far we have only considered the electric dipole allowed transitions and their
associated selection rules. If these selection rules do not permit a transition to occur
then such a transition is referred to as forbidden. A state for which all decay paths
are forbidden is termed metastable. The most relevant case for our work is the
metastable 23S1 state in helium, which is doubly forbidden to decay to the 1
1S0
ground state (the only state with lower energy). The ﬁrst selection rule violation
comes about about because both the initial and ﬁnal states have the valence electron
in an S orbital with l = 0, which violates Eqn. 2.46 (i.e. ∆l 6= 1), while the second
violation is because the transition from a triplet (S = 1) to a singlet (S = 0) state
requires a spin-ﬂip, contradicting Eqn. 2.48 (i.e. ∆S 6= 0).
However forbidden transitions can still occur, by including the higher order terms
in the multipole expansion (Eqn. 2.40). Inclusion of the second term (ik · r) leads
to two new terms of interest [80] which can drive forbidden transitions. The ﬁrst of
these leads to the matrix element
ω2
c2
|〈j|µlz |i〉|2 (2.50)
which depends on the orbital component of the magnetic dipole moment of the atom
µlz . Therefore such radiation is termed magnetic dipole radiation.
The second relevant component in the second order multipole moment
ω4
4c2
|〈j|exy|i〉|2 (2.51)
has an operator which is the atomic electric quadrupole moment [80], hence such
radiation being referred to as electric quadrupole radiation. Electric dipole, magnetic
dipole and electric quadrupole transitions are commonly referred to in short hand
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Figure 2.4: Schematic for Young’s double slit experiment, showing a source of light
incident on two slits, which act as 2 sources and produce an interference pattern in the
far field.
as E1, M1 and E2 transitions respectively [55].
2.5 Coherence, Correlations and the Hanbury
Brown and Twiss Effect
A large portion of this thesis7 is concerned with the intimately related topics of
coherence, correlations and the Hanbury Brown and Twiss eﬀect. These important
topics are covered in the section below, where a basic framework for a theoretical
understanding is introduced, along with a historical overview of this fascinating
subject.
2.5.1 1st order (Phase) Coherence
The concept of optical coherence was originally formulated in terms of the ability
of light to form interference fringes in a Young’s double slit experiment. Fig. 2.4
shows the basic setup for this classic experiment, whereby light from a source illu-
minates two slits separated by a distance a. The light from these two slits interferes
on a screen situated a further distance d away, and the constructive interference
between the two waves produces a sinusoidally modulated interference pattern with
fringes separated by dλ/a, where λ is the wavelength of the light. For a perfectly
monochromatic plane wave, the contrast between the light and dark fringes is 100%;
in other words, the dark fringes have no light intensity.
7Most of chapters 4, 5, and 6.
24 Background to He* BECs, Atomic Transitions and Quantum Correlations
The concept of (ﬁrst order) coherence between points P1(r1, t1) and P2(r2, t2) in
a double slit experiment (see Fig. 2.4) can be formalised by deﬁning the visibility
function
V (r1, t1; r2, t2) =
Imax − Imin
Imax + Imin
(2.52)
where Imax and Imin are the light intensity at the centre-most bright and dark
interference fringes, respectively. A completely (phase) coherent source has V =
1 (perfect contrast), while an incoherent source (which generates no interference
pattern) has V = 0.
To extend this further we deﬁne the (un-normalised) ﬁrst order correlation func-
tion between two points (r1,t1) and (r2,t2) in terms of their electric ﬁelds as
G(1)(r1, t1; r2, t2) = 〈E∗(r1, t1)E(r2, t2)〉 (2.53)
where the angle brackets indicate averaging over a statistical ensemble (normally
equivalent to time averaging) and the ∗ indicates complex conjugate as usual. This
can then be normalised by dividing through by the average intensity to produce the
normalised ﬁrst order correlation function, g(1).
While this deﬁnition is for a general case where we are looking at coherence over
all three dimensions, in many cases we will only be examining the temporal coherence
functions by suppressing the spatial variables (usually be considering correlations at
the same or very close spatial points r). Further simpliﬁcation is achieved by setting
t1 = t, and t2 = t + τ . Under this new formalism we can write g
(1) as
g(1)(τ) =
〈E∗(r, t)E(r, t+ τ)〉
〈E∗(r, t)〉 〈E(r, t+ τ)〉 =
〈E∗(t)E(t+ τ)〉
〈E∗(t)〉 〈E(t+ τ)〉 . (2.54)
As we are dealing with classical ﬁelds at this time, we can use a classical electric
ﬁeld, written as
E(r, t) = |E(r, t)|eiφ(r,t) (2.55)
where φ is the phase. Substituting this into Eqn. 2.53 gives
G(1)(r1, t1; r2, t2) =
〈|E(r1, t1)| |E(r2, t2)| ei(φ(r1,t1)−φ(r2,t2))〉 . (2.56)
We only use Eqn. 2.53 for clarity, since the denominator of Eqn. 2.54 will be a
constant. Clearly the ﬁrst two terms in this expression are a constant, and all the
interesting information is contained in the last term, which varies with the phase
diﬀerence ei(φ(r1,t1)−φ(r2,t2)). An equivalent term corresponding to the path diﬀerence
between the beams which pass through each slit produces the interference pattern
in the double slit experiment, and both are purely phase eﬀects.
Consider the behaviour of the ﬁrst order correlation function: for coherent waves
which have a well deﬁned time evolution between points, g(1)(τ) will be 1, while for
incoherent functions which have a somewhat random relationship between tempo-
rally separated points it will be 0. Note that this is exactly the same behaviour as
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for the previous working deﬁnition of a measure of coherence in Young’s double slit
experiment. The analogy with the phase dependence shown in Eqn. 2.56 illustrates
why this should be the case.
2.5.2 Intensity Interferometry
The ﬁrst order correlation function and equivalent deﬁnitions of coherence were gen-
erally accepted and widely used in the context of phase interference experiments,
where they appeared to explain the physics involved satisfactorily. Only with the
controversy resulting from the pioneering work in intensity interferometry by Han-
bury Brown and Twiss [18] and the theoretical work that followed was the original
idea of coherence revised.
The original aim of Hanbury Brown and Twiss was to measure the angular size
of various astrophysical objects8. Prior to their work, the leading method was to
use a Michelson interferometer, which is mathematically equivalent to the twin slits
described earlier. The angular size of the star causes the interference pattern to be
washed out by the diﬀerence in incident angle of the light. This produces an oﬀset
superposition of interference patterns, and the loss of coherence can be quantiﬁed
using the g(1) equation. However, while the principle of this idea is sound, in practice
the measurements failed to produce repeatable results. The major problem lies
in the fact that measuring relative phases between two diﬀerent arms makes the
experiment very susceptible to ﬂuctuations in each arm which aﬀect the individual
phases. When using such an interferometer on earth, phase ﬂuctuations in the
atmosphere will render the measurement challenging.
In an attempt to overcome these challenges, the radio astronomer and radar
pioneer Robert Hanbury Brown9, along with mathematician Richard Q. Twiss, pro-
posed a new approach to the problem, that of using an intensity interferometer
[82]. Their proposed device, shown in Fig. 2.5(a), recorded the temporal light in-
tensity correlations between two spatially separated detectors. Mathematically, the
measurement is described by the unnormalised and normalised second order corre-
lation functions, which are the extensions of G(1) and g(1) respectively in a phase
interferometer. Using the same notation as before, these are expressed as
G(2)(r1, t1; r2, t2) = 〈E∗(r1, t1)E∗(r2, t2)E(r1, t1)E(r2, t2)〉
= 〈I(r1, t1)I(r2, t2)〉
(2.57)
and
g(2)(τ) =
〈E∗(r1, t)E∗(r2, t+ τ)E(r1, t)E(r2, t+ τ)〉
〈E∗(r1, t)E(r1, t)〉 〈E∗(r2, t+ τ)E(r2, t+ τ)〉 (2.58)
8They started off with the 150MHz RF sources Cygnus A and Cassiopeia A, while their first
optical spectrum measurement was to determine the angular size of Sirius.
9Note that Hanbury Brown contains no hyphen. Hanbury was actually his middle name.
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Figure 2.5: The two initial configurations for the demonstration of the HBT effect. (a)
In Hanbury Brown and Twiss’ initial experiment [82, 19] a distant star was used as the
source and two separate detectors were used to measure temporal correlations at small
separations. (b) For a table-top demonstration [18] they used a single laser and a beam
splitter with two detectors.
which can be re-written as
g(2)(τ) =
〈I(t)I(t+ τ)〉
〈I(t)〉 〈I(t+ τ)〉 (2.59)
if we suppress the spatial co-ordinates.
By once again substituting in our classical ﬁelds to Eqn. 2.57 we arrive at an
equation where the term which depends strongly on the phase ﬂuctuations in Eqn.
2.56 drops out. This is the huge advantage (in this context) of intensity interfer-
ometry over phase interferometry, as now we can measure relative phase without
actually measuring phase directly. This allows averaging over many diﬀerent exper-
imental runs without having to worry about problems such as phase ﬂuctuations or
phase locking between runs.
The resulting correlation function will have a maximum value of 2 for a coherent
(to 1st order) thermal source, which decreases to 1 for a completely incoherent
source. For a thermal source with a ﬁnite coherence length lc and coherence time
tc, this means that assuming a detector with inﬁnite resolution we would measure
a spatial ‘speckle’ pattern consisting of patches of high and low intensity. The
characteristic distance between these speckle regions is lc, while the whole pattern
will evolve in a random manner on a timescale of tc. In the temporal domain the
increased detection probability between correlations at small particle separations is
commonly referred to as ‘bunching’.
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2.5.3 Historical Controversy
When Hanbury Brown and Twiss initially proposed their experiment, they ap-
proached the problem with radio waves in mind, where a classical wave treatment
was the usual method employed. However, nothing indicated their analysis could
not also apply to the optical spectrum. But this raised serious problems for the
theorists, who were used to a quantum mechanical approach, where the general
view was that interference between diﬀerent photons never occurs. For instance,
consider the following quote from Dirac describing photon interference in a double
slit experiment:
“Each photon then interferes only with itself. Interference between two different
photons never occurs.” [83]
Although Dirac may not have intended anything especially profound in his state-
ment, nonetheless it was the prevalent view at the time. Even once Hanbury Brown
and Twiss preformed laboratory [18] and stellar [19] interferometry measurements
in the optical spectrum there were still many who doubted their interpretation of
the results. Only once similar results were observed in correlations of heavy-ions
[84]10 and a full quantum description [87, 88] was formulated in agreement with the
experiments were the results completely accepted, and came to be known as the
Hanbury Brown and Twiss eﬀect.
2.5.4 Hanbury Brown and Twiss Effect
In the quantum picture the interference in the Hanbury Brown and Twiss eﬀect can
no longer be understood in terms of continuous plane waves, but rather the partic-
ulate nature of light needs to be included. This leads to the (correct) conclusion
that the eﬀect arises from interference between the probability amplitudes (wave-
functions squared) of two individual particles, which is a somewhat counter-intuitive
process and led to much of the initial controversy.
Hanbury Brown and Twiss’ laboratory experiment was in some ways especially
confusing, as they used a monochromatic source from a thermal lamp which they
split at a beamsplitter before measuring correlations in the two separate arms (as
shown in Fig. 2.5(b)). This was to circumvent problems with the short deadtime of
their detectors and small coherence volume of their light. At ﬁrst glance this may
seem to be demonstrating correlations between two independent beams of light.
However, quantum mechanically any photon of light incident on the beam splitter
will pass through both arms, with wavefunction collapse only occurring at the de-
tector when measurement takes place. Thus two photons can still interfere with
each other at each detector, resulting in the bunching they measured. A further
important part of this experiment is the ability to move one of the detectors in the
transverse dimension to that of the incident beam. By measuring the correlation
at various spatial locations (dx) of this detector they were able to show the ﬁnite
spatial extent over which the correlations existed.
10In fact HBT correlations are now commonly used in a range of nuclear and particle physics
experiments, see for example [85] and [86].
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Figure 2.6: A conceptually simple quantum treatment of the Hanbury Brown and Twiss
effect (see text). Two particles a and b can be detected at two detectors 1 and 2 in two
different ways, corresponding to two different paths (shown in red and blue).
Another way of thinking about g(2)(τ) is that it reﬂects the probability of mea-
suring a second particle a time τ after a ﬁrst one is detected. A conceptually simple
quantum mechanical treatment (after Fano [88]) which nonetheless gives a feel for
some of the basics of the Hanbury Brown Twiss eﬀect, based on this logic, is as
follows. Imagine we have two particles (which may be bosons or fermions), a and b,
and two detectors labeled 1 and 2. We can write the probability of measuring parti-
cle a with detector 1 as 〈a|1〉, and for simplicity assume it is the same as measuring
particle a with detector 2. Using equivalent considerations for particle b, we end up
with 〈a|1〉 = 〈a|2〉 = A and 〈b|1〉 = 〈b|2〉 = B.
Next we consider the probability of detecting two particles within a time τ of
each other, one on each detector (i.e. measuring g(2)(τ)). As illustrated in Fig. 2.6,
there are two diﬀerent ways this can occur. If we consider the particles to be distin-
guishable bosons (or fermions) we simply have a classical probability distribution,
which when we add up the contributions from each case gives
Pd = | 〈a|1〉 〈b|2〉 |2 + | 〈a|2〉 〈b|1〉 |2 = 2|A|2|B|2. (2.60)
However, if the particles are indistinguishable bosons, we have constructive in-
terference between the two paths, and the probability amplitudes add to give a total
value of
Pi = | 〈a|1〉 〈b|2〉+ 〈a|2〉 〈b|1〉 |2 = |2AB|2 = 2Pd. (2.61)
A ﬁnal consideration for this interpretation is what constitutes indistinguishable
particles. For this criteria to be fulﬁlled, we require the particles to be within a
3D volume (space and time) where they occupy a state where their initial position
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uncertainty (∆x) and ﬁnal momentum uncertainty (∆p) are within the uncertainty
limit of each other (Heisenberg’s relation ∆x∆p ≥ ~/2).
Any particles which are within this volume occupy quantum states which are
indistinguishable from each other. Note that the key here is not to think of where
particles come from in the source, but rather where they are on the detector. This
explains the rather counter-intuitive result that incoherent photons from a distant
star can in fact interfere at a far-ﬁeld detector to become correlated.
This simple illustration demonstrates the important diﬀerence between distin-
guishable and indistinguishable particles, and shows that for bosons within some
coherence volume (where they are indistinguishable), the probability of two detec-
tion events is twice that compared to two incoherent (distinguishable) bosons. The
increase in detection probability is precisely the photon-bunching characteristic of
the Hanbury Brown and Twiss eﬀect. However for the coherent case (in this case
quantum coherence, which we will deﬁne later), bosons are by deﬁnition indistin-
guishable, as they are all in the same state. As there is no distinguishable case to
compare to, the probability of detection is always a constant.
If we instead assume the two particles are indistinguishable fermions, the expres-
sion for the total probability of detection is the same as 2.61 apart from a minus
sign which occurs due to the parity of the wavefunction, so that
Pf = | 〈a|1〉 〈b|2〉 − 〈a|2〉 〈b|1〉 |2 = |AB − AB|2 = 0. (2.62)
Thus the probability of detecting two fermions within a volume where they fulﬁll
the indistinguishability criteria is exactly 0, which is basically just a restatement of
the Pauli exclusion principle. The fermionic case is also an example where there
is no corresponding classical explanation, but rather the eﬀect is a purely quantum
mechanical result. Compare this to the case for thermal bosonic light, where the
key classical result (g(2)(0) = 2) can be predicted, along with most of the distinctive
behaviour11.
While this conceptually simple explanation is by no means complete, it nonethe-
less captures the key features of the Hanbury Brown and Twiss eﬀect. It also high-
lights an eﬀective way of thinking about Hanbury Brown and Twiss correlations,
that of considering the wavefunction overlap between particles at a detector.
2.5.5 Quantum Coherence
With the development of the laser, new ideas on the concept of a coherent light
ﬁeld were required, particularly in regard to correlation experiments such as the
Hanbury Brown and Twiss eﬀect. For example, consider the double slit experiment
illustrated previously in Fig. 2.4. There would be no measurable diﬀerence between
a (phase coherent) thermal source and a laser; both would produce an interference
pattern with perfect visibility (although in reality the laser would be a lot more
11The coherent bosonic case can also be explained classically, however a correct treatment de-
pends upon the concept of second order coherence, which was only formulated in Glauber’s full
quantum treatment and is discussed later.
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intense). However, there clearly is a diﬀerence between the thermal photons and the
laser photons, with the latter having a ﬁxed phase relationship between all photons
(since they actually are in an identical quantum state). This diﬀerence will be
revealed in an HBT measurement, which gives bunching for the thermal photons
but no bunching for the laser. Because under the old deﬁnition of coherence (phase
coherence) both beams are identical, clearly a more complete theory is required.
In the seminal paper by Glauber [17], a complete theoretical analysis provided
a quantitative deﬁnition of various degrees of coherence via fulﬁllment of an inﬁnite
series of coherence requirements based on an inﬁnite series of correlation functions.
These correlation functions generalise the previously deﬁned G(1), G(2) and g(1), g(2)
to their nth order counterparts
G(n)(r1, t1; ...r2n, t2n) = 〈E∗(r1, t1)...E∗(rn, tn)E(r1, t1)...E(rn, tn)〉 (2.63)
and
g(n)(r1, t1; r2, t2; ...r2n, t2n) =
G(n)(r1, t1; r2, t2; ...r2n, t2n)
(
∏2n
j=1G
(1)(rj, tj)
1
2 )
(2.64)
Under these deﬁnitions the requirement for absolute coherence is that
g(n)(r1, t1; r2, t2; ...rn, tn) = 1 (2.65)
for all values of n.
A ﬁeld may also be partially coherent. This is formalised by the statement that
a ﬁeld is coherent to nth order if
g(j)(r1, t1; r2, t2; ...rj, tj) = 1 (2.66)
for all j ≤ n.
Comparing our new knowledge to some examples we begin to see the power of
this new formalism. For instance, consider the diﬀerence between a source of thermal
bosons and a source of coherent bosons, such as a laser. In a double slit experiment
the thermal source will classically appear to be coherent for a length scale under the
coherence length, as will the laser, so the sources give the same result (although if
measured at longer length scales the laser will still be coherent while at suﬃciently
large separations a ﬁnite temperature thermal source will be incoherent). However,
as Glauber’s new deﬁnitions indicate, this is misleading, since the laser is coherent
(to all orders), while the thermal source is only coherent to ﬁrst order, which is all
the information that the double slit experiment can tell us. A more complete test is
to perform a Hanbury Brown and Twiss type experiment, which will tell us about
the second order coherence, or even a higher order test of coherence12.
12While it is more difficult to realise a system which is coherent to second order but not to any
higher order, such a system could still exist with some careful engineering. For example, imagine
an atomic ensemble which had a three body loss process which occurred with 100% probability if
three atoms were within a correlation length of each other. Such a system could be second order
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Another interesting point is that in reality it is impossible to prove that a source
is totally coherent, as that would require an inﬁnite number of correlation functions
to be measured. In practice, usually second, third or some arbitrarily deﬁned order
of coherence is deemed adequate, within limits. The main point is that ﬁrst order
coherence often provides very limited information regarding the nature of an en-
semble of particles, while second and higher orders provide a much more complete
picture. A truly coherent system cannot be treated as independent particles, but
rather has to be described by one single coherent wavefunction. This thinking led
to the founding of the ﬁeld of quantum optics.
2.5.6 Hanbury Brown and Twiss Effect with Cold Atoms
The time or spatial extent over which correlations persist is an important consid-
eration for designing experiments, and the use of massive particles adds complexity
compared to correlation measurements with light. Detailed analysis [89] has shown
that an atom cloud dropped under gravity in the z direction from a harmonic trap
will have a correlation time tcorr = lz/vz, where lz is the correlation length in the
z dimension and the atoms have a velocity at the detector of vz. The correlation
length in the ith direction at the detector is
li = ~t/(msi) (2.67)
for a drop time t, and an atomic mass m of a cloud of size si in the magnetic trap.
We can use
si =
(
kT/(mω2i )
) 1
2 (2.68)
for thermal atoms at temperature T in a harmonic trap with frequency ωi in the i
direction. This leads to a correlation function equal to 1 plus a gaussian with rms
width of li/sqrt2. The peak amplitude of the gaussian will be 1 for a detector with
inﬁnite resolution, which will be reduced when the resolution is ﬁnite, ultimately to
nothing if the resolution is signiﬁcantly larger than the correlation length.
Although the above equations hold for a single cloud dropped from a trap, the
situation for a continuously outcoupled thermal beam is diﬀerent. In the vertical
(z) direction, the correlation time will instead be t(corr) = ~/∆E where ∆E is the
spread in energy (∆E = mv∆v) [89]. This typically reduces the coherence time
quite substantially compared to the case of a cloud which is simply dropped. For
our experimental parameters (see chapter 4), the correlation time would typically be
a factor of ∼10 times smaller. This reduction is due to atoms in the source having
velocities in both vertical directions, so atoms outcoupled at t = 0 moving up in the
trap will arrive at the detector at the same time as atoms oucoupled a time ∆t later
which were moving down. Unless the velocity diﬀerence is very small (and thus ∆t
coherent, but the three body loss channel would destroy any higher order coherence. Another
example is particles generated in a pair production process. While the two particles in each pair
will be correlated and can be second order coherent with each other, if the different pairs populate
many modes randomly then no correlations will exist between particles from different modes, and
thus third order coherence is also not possible.
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Figure 2.7: Sketch showing how propagation of a source which is only locally coherent
will lead in the far field to bunching due to the overlap between incoherent regions.
small) the two atoms are not correlated, hence the eﬀective correlation time for the
sample is much smaller than for a dropped cloud.
This example also illustrates another important point, namely that while spatial
correlations in-trap are in position space, correlations measured in the far ﬁeld (i.e.
after free expansion) correspond to correlations in momentum space in-trap. While
sometimes the two correlation functions can be qualitatively identical, for example
in an ideal thermal Bose gas, there are many examples where this is not true.
One case is of a source which is locally coherent, but which lacks the long-range
order necessary for macroscopic coherence. Such a source could either be a few
independent (i.e. no ﬁxed phase relationship) laser beams which are focused but do
not quite overlap (see Fig. 2.7). At the source the local correlation functions will be
unity (or close to it), demonstrating local coherence. However, as they propagate
and overlap, in the far-ﬁeld where there is almost total overlap the photons from
the separate beams yield bunching. Another example is that of a quasi-condensate
[90], which is a BEC possessing local phase coherence but without long-range order,
a situation which is qualitatively similar to that in Fig. 2.7. As has been shown in
[32], this leads to bunching in the far-ﬁeld.
2.5.7 Previous Atomic Correlation and Coherence Experi-
ments
There are a number of techniques which have been proposed for measuring the
second order correlation function in cold atomic systems, of which several have been
implemented. Previous experiments measuring the HBT eﬀect in neutral atoms can
be categorised by the method used to outcouple and detect the atoms.
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First Order Coherence Measurements
Before discussing the higher order coherence studies, it is worth mentioning the large
number of investigations into the ﬁrst order (phase) coherence of a condensate.
The phase coherence of a BEC was initially demonstrated in the observation of
interference fringes between two independent condensates which to begin with are
spatially separated before being overlapped [20]. By using Bragg spectroscopy the
coherence length was subsequently shown to correspond to the spatial extent of
the condensate [91, 92]. Later experiments with more complex systems include
demonstrating that atomic four-wave-mixing of a BEC retains the phase coherence
[93, 94], observing the build up of spatial coherence across the BEC phase transition
[95, 96] and monitoring the evolution of the relative phase between two condensates
in diﬀerent spin states [97].
However, these g(1) experiments (and the numerous others on phase coherence)
all suﬀer from the drawback that they only investigate ﬁrst order coherence. As
mentioned previously ﬁrst order coherence is a property thermal clouds also possess,
albeit usually on signiﬁcantly smaller length scales, and thus is not a unique property
of a BEC. In contrast thermal clouds will never possess coherence to any order higher
than ﬁrst, as opposed to a condensate which is in theory coherent to all orders, so a
higher order coherence test is necessary to demonstrate the true nature of a BEC.
Ne∗ Beam
The ﬁrst atomic HBT experiment by Yasuda and Shimizu [23] used the high internal
energy of metastable neon atoms - which allows single atom detection with an MCP
similar to He∗. They measured the HBT eﬀect in a beam of thermal atoms produced
using a MOT as the source, in the ﬁrst such demonstration for atoms. However,
this pioneering experiment was substantially limited by the extremely low ﬂux, small
coherence length, poor resolution and long data acquisition times, all of which led
to the experiment only providing a qualitative demonstration that the eﬀect was
present. These factors were largely due to the use of a relatively hot - compared to
ultracold atoms - MOT as the source, which makes any improvements very diﬃcult.
This is why no further experiments have been conducted using MOT atoms.
Dropped He∗ Clouds
All subsequent experiments used ultracold atoms (typically of order 1 µK and be-
low), where the greatly increased de Broglie wavelength (correlation length) ensures
the experiments are signiﬁcantly easier. A successful technique employed by the
Westbrook/Aspect He∗ group [24] used a sudden magnetic trap switch-oﬀ to drop
ultracold clouds onto an MCP and delay line detector. In this case, metastable
helium (He∗) is an ideal species to use as its ∼20 eV of internal energy [59] permits
the use of the MCP and delay-line detector, which oﬀers unique single atom detec-
tion capabilities with three-dimensional information [98]. This method was used to
demonstrate the ‘bunching’ of thermal 4He∗ atoms and lack of correlations in a BEC
[24]. Similarly, ‘anti-bunching’ was observed in a thermal source of fermionic 3He∗
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[25] in a later experiment.
Rubidium Beam
A diﬀerent approach has been to continuously outcouple magnetically trapped atoms
using narrowband RF radiation [28]. As 87Rb was used in this case, a high ﬁnesse
cavity was implemented to measure temporal information for single atoms, measur-
ing the counting statistics of I(t) to show that an atom laser has g(2) = 1, and hence
is second order coherent. However, a direct comparison between an atom laser and
continuous thermal source was not possible for technical reasons, and hence there
was no equivalent (thermal) bunching signal to compare the absence of bunching to.
This slightly weakens their result, as an absence of bunching can merely indicate
a detector bin much larger than the coherence volume, although they did observe
bunching in a pseudothermal beam produced by introducing a random component
to their RF outcoupling frequency. Their system has several limitations, including
a large dead time (several milliseconds), only a single spatial pixel and a small open
area.
Far-Field Density Correlations
Recent work by the Schumm/Schmeidmeyer group [32] has employed single atom
ﬂuorescence imaging with a light sheet to measure the second order density correla-
tion function of 1-dimensional quasi-condensates of Rb after a time-of-ﬂight (TOF)
expansion from a chip trap. These measurements were less in the far-ﬁeld regime
than the others, and as a result the ‘pure’ correlation function was modiﬁed by the
ﬁnite expansion time. Their experiment, along with all others based on absorption
imaging, also did not measure the pure HBT eﬀect because the noise ﬂuctuations
are also due to atomic shot noise. This component can be removed in the analysis
process, however in the single atom counting experiments described above the more
pure correlation function is advantageous.
In Trap Measurements
The experiments described so far have all measured the correlation functions outside
of trap, after an expansion time. There are also a number of experiments which fo-
cused on in-trap or near ﬁeld measurement or inference of g(2). The main technique
used is to observe the atomic shot noise using absorption imaging for dissociated
molecules [31], and bosons [30] and fermions [29] released from an optical lattice.
Other methods used photo-association rates (which are dependent on particle spac-
ing) [99] and studying the suppression of local density ﬂuctuations on the atomic
density proﬁle caused by fermionic anti-bunching [100, 101]. However, as shown by
Naraschewski and Glauber [102], in these cases the correlation functions are often
substantially altered by the inter-atomic potentials, which come into eﬀect due to
the close spacing between the atoms, which is on a similar length scale to the co-
herence length. This means that far-ﬁeld experiments where the mean inter-particle
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spacing is signiﬁcantly smaller than the correlation length are a much cleaner system
to study ‘pure’ correlations in.
Proposed Schemes and Applications
In addition to the above techniques there are a number of other proposed schemes
which could possibily be used to measure correlations in cold atoms. These in-
clude using spin polarisation spectroscopy [103, 104], spin-squeezing entanglement
[105, 106], and interactions between atoms in single-occupancy optical lattices [107].
However, at present all of these methods are yet to be implemented experimentally.
Correlation functions may be able to provide information about some unique
atomic systems. For example 1D [26] and 2D [108] systems do not form a completely
coherent BEC with a sharp phase transition, but rather several other interesting
regimes exist which could be probed with correlations. Einstein-Podalsky-Rosen
entanglement has also been demonstrated in photons using correlations [27], and
similar schemes may be able to be implemented for atoms.
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Chapter 3
Helium Transition Lifetimes
Excited atoms may relax to the ground state by radiative decay, a process which is
usually very fast (of order nanoseconds). However, quantum mechanical selection
rules can prevent such rapid decay and in such cases these ‘metastable’ states can
have lifetimes of order seconds or longer. In this chapter we investigate some of
these forbidden transition lifetimes for helium atoms, including the lifetime of the
longest-lived neutral atomic excited state – the 23S1 state of helium – which has a
lifetime of over 2 hours.
This chapter supplements work that has previously been published in:
• [56] S. S. Hodgman, R. G. Dall, L. J. Byron, K. G. H. Baldwin, S. J. Buckman
and A. G. Truscott, Metastable Helium: A New Determination of the Longest
Atomic Excited-State Lifetime, Phys. Rev. Lett. 103, 053002 (2009)
• [109] S. S. Hodgman, R. G. Dall, K. G. H. Baldwin, and A. G. Truscott,
Complete ground-state transition rates for the helium 23P manifold, Phys.
Rev. A 80, 044501 (2009)
• [110] K. G. H. Baldwin, S. S. Hodgman, R. G. Dall, L. J. Byron, S. J. Buck-
man, A. G. Truscott, Metastable Helium: Lifetime Measurements Using Cold
Atoms as a Test of QED, Proceedings of the International Conference on Laser
Spectroscopy 2009, 95-104, (2010).
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3.1 Introduction
3.1.1 Helium as a Test of QED
Quantum electrodynamics (QED) is the relativistic quantum ﬁeld theory of elec-
trodynamics, and is one of the most rigorously tested theories of modern physics.
Helium, being the simplest multi-electron atom, is a favoured test bed for QED pre-
dictions of atomic structure [15]. Experimental tests of QED have focused on the
precision measurement of key atomic parameters including atomic energy level in-
tervals and transition rates, both of which require a complete relativistic treatment
of the atom-light ﬁeld Hamiltonian.
Until recently, high resolution experimental studies of the 23P ﬁne structure en-
ergy intervals in helium showed a discrepancy of several standard deviations that
existed between experiment [111, 112, 113] and the most recent QED theory [114].
This diﬀerence challenged the theory and resulted in more rigorous calculations
including higher order corrections, which recently were found to agree with experi-
mental values [115].
While measurement of atomic energy levels has been performed with great pre-
cision matching that of theoretical QED determinations, measuring the lifetime of
these levels is much less precise (often at the percent level), and usually has greater
uncertainty than the corresponding theory. Precise knowledge of these state lifetimes
is another important test of QED, which enters into the calculation of transition de-
cay rates e.g. through the inclusion of higher order diagrammatic contributions to
the perturbation expansion of the atom-light ﬁeld Hamiltonian.
Unlike the energy levels, which have been rigorously studied, until the present
work by our group there has been no comparable study of the transition rates from
the 23P manifold and 23S1 level to the ground state in He (Fig. 3.1). As the
ﬁne structure interval studies show, it is important to perform a complete study
over the entire 23P manifold in order to verify QED predictions. For the 23P to
11S0 transitions there were no previous experimental measurements. This is in con-
trast to all of the other noble-gas atoms, for which the 23P2 → 11S0 transition
lifetime1 has been measured: Ne [116], Ar [117], Kr [117, 118] and Xe [119]. Mea-
suring the 23P2 lifetime in He completes the series.
The He 23S1 state lifetime is perhaps even more interesting, as it is the longest
excited state lifetime of any neutral atom (although some ionic states have longer
lifetimes [120, 121]). It is important not just as a test of QED, but also because
of the key role that He* plays in many environments. In addition to being the
longest-lived neutral atomic state, the 23S1 level is the most energetic metastable
state of any atomic species - some 19.8 eV above the ground state. Consequently
He* is an important source of stored energy in ionospheric and discharge plasmas
1Note that for the 23P states the actual lifetime is dominated by decays to the 23S1 state (τdecay
of order 100 ns). However, throughout this chapter, for the 23P states I will use lifetime to refer
to the inverse decay rate Γ−1 of the transition to the 11S0 ground state. This terminology is used
to facilitate comparison with the 23S1 lifetime (which is the true lifetime as there is only 1 decay
path).
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Figure 3.1: Energy level diagram for helium, showing the relevant levels. Excited state
decays to the ground state are indicated, along with laser transitions from the metastable
23S1 state.
where the large electron scattering cross-section of He* also plays an important
role [122]. The 23S1 lifetime and transitions from the 2
3S1 state are also important
in a number of astronomical problems [123, 13, 14], especially for ions with the
mass of carbon and above in the helium-like iso-electronic sequence [124]. Of more
interest to us, the large stored energy allows eﬃcient detection of He* atoms using
charged particle techniques, and the long lifetime means that the 23S1 level acts as
an eﬀective ground state (over the timescales of our experiments) for laser cooling
via the 1083nm transition to the 23P2 level [59].
3.1.2 Metastable 23S1 Lifetime
The extremely long metastable lifetime arises from the fact that direct photon decay
of the 23S1 state to the 1
1S0 ground state is doubly forbidden by quantum mechanical
selection rules. First, the metastable state shares the same angular momentum
quantum number (l=0) as the ground state (Fig. 3.1), which absolutely forbids
decay via a single-photon electric dipole transition. Second, the two electrons in the
metastable triplet state have parallel spins, while the ground state is a spin anti-
parallel conﬁguration, requiring a low probability spin ﬂip for the decay process.
Originally, the dominant contribution was thought to come from the allowed
two-photon electric dipole transition [125], which the original calculations indicated
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would have a lifetime of ∼ 1.5 days [126]. Further theoretical work appeared to
support this conclusion, although the exact lifetime varied from ∼ 0.5 days [127] to
7.9 days [128]. However, the observation of spectral features which were attributed to
3S1 → 1S0 single photon transitions in heavier helium-like ions, in both laboratory
and solar measurements [124], suggested that a direct transition must exist, and
that the previous analysis must be incomplete. Finally, the correct treatment of
relativistic corrections in a calculation by Drake [123] led to the conclusion that
the most rapid decay process from the metastable to the ground state is via a
magnetic-dipole-allowed, single-photon transition at 62.6 nm in the extreme ultra-
violet (XUV) frequency range.
Theoretical predictions of the magnetic dipole decay rate (and hence correspond-
ing lifetime, the inverse decay rate) for the 23S1 state date back to the early calcu-
lations using QED theory by Drake [123], Feinberg and Sucher [129] and Johnson
and Lin [130], who predicted values of 7870, 8330 and 7980 s, respectively, for the
metastable lifetime. Later calculations by Johnson et al. [15] via an alternative QED
approach using relativistic many-body perturbation theory yielded a similar result
(7900 s). More recently, Lach and Pachucki [16] provided the most complete QED
lifetime determination of 7860 s. The historical progression of both experimental
and theoretical values for the 23S1 lifetime are shown in Fig. 3.2.
Figure 3.2: Theoretical and experimental determinations of the helium 23S1 lifetime
with corresponding references (present result circled, only experimental error bars shown).
References [131] and [132] deviate markedly from other theoretical predictions as they do
not account adequately for electron correlations [15].
Note that while the numerical uncertainty associated with these calculations is
often relatively small (three signiﬁcant ﬁgures in [16]), the systematic uncertainty
can be signiﬁcantly greater and arises from incomplete estimates of the contribution
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of higher order terms omitted in the calculations. Consequently, the spread in the
predicted values arising from the diﬀerent approaches provides an indication of the
theoretical uncertainty.
The only previous experimental estimate of the 23S1 lifetime dates back more
than thirty years to the early measurements by Moos and Woodworth [133, 134].
These experiments were conducted in an unstable and highly perturbed plasma dis-
charge (the only eﬀective source for exciting He* atoms through electron collision)
which presents a challenging environment for the determination of the experimen-
tal parameters. Furthermore, the He* atoms were not isolated, which means that
the eﬀective lifetime of the 23S1 state can potentially be reduced by collisional de-
excitation. Their initial estimate of ∼ 4000 s with a factor of three uncertainty [133]
was later reﬁned to ∼ 9000 s with a 30% uncertainty estimate [134]. Their technique
not only needed an absolute measurement of the total 62.6 nm photon ﬂux (requir-
ing accurate calibration of the detection system), but also a precise knowledge of the
He* atom number to determine the 23S1 state lifetime from the ratio of these two
quantities, both of which are the source of considerable systematic and statistical
uncertainty.
3.1.3 23P2 → 11S0 Transition
The lifetimes of the 23P states of helium are dominated by fast (∼100ns) transitions
back to the excited 23S1 level. The much slower 2
3P2 → 11S0 ground state transition
occurs via single-photon magnetic quadrupole (M2) radiation (for reference, the 23P1
→ 11S0 transition occurs via single-photon electric dipole (E1) decay). However, for
higher Z members of the helium iso-electronic sequence this is not the case, as the
23P → 11S0 transitions become more probable and eventually dominate the 23P →
23S1 transitions [135]. This leads to 2
3P → 11S0 transitions being important in a
number of astronomical spectra [136, 137, 138, 139, 12], as well as in plasmas [11].
The ﬁrst calculations of the 23P2 → 11S0 transition rate were performed by
Mizushima [140] (1.5 s−1) and Garstang [141] (0.22 s−1) using a tensor operator
formalism. A subsequent variational calculation by Drake [135] found a transition
rate of 0.327 s−1. Several calculations were performed in the following decades
by Lin et al. [131], Krause [132] and Kundu et al. [142], all at variance with
previous values. Eventually a calculation by Johnson et al. [15] using many body
perturbation theory provided agreement with Drake’s value to 3 signiﬁcant ﬁgures.
Lach and Pachucki [16] performed a thorough derivation of the transition matrix
elements including relativistic corrections, for which an accuracy of 3 signiﬁcant
ﬁgures is claimed. Their value is in good agreement with Drake and with Johnson
et al., thereby providing consensus for a transition rate of ∼ 0.327 s−1. The historical
progression is shown in Fig. 3.3a (the value from [140] is oﬀ scale).
However, an experimental measurement has proved elusive until the present
work. Indeed there are no published results in the open literature, in contrast to
other members of the helium isoelectronic sequence for this transition (Fig.3.3(b)).
A number of experimental challenges make the He transition diﬃcult to measure,
not the least being the slow transition rate (∼0.327 s−1) compared with other species
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Figure 3.3: (a) Historical progress of theoretical predictions (references shown) for the
23P2 → 11S0 decay rate, along with our experimental determination and associated un-
certainty. Estimated uncertainties for the theoretical results are smaller than the data
points. (b) Ratio of the experimental to the most recent theoretical calculation for the
23P2 → 11S0 decay rates for the heliumlike isoelectronic sequence. Adapted from [15]: He
(Z=2) = present experimental value / theoretical value from reference [16].
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in the sequence. The decay from the He 23P2 state is dominated by transitions to
the 23S1 state (at a rate 7 orders of magnitude higher than the decay to the ground
state), making direct measurement of the 23P2 → 11S0 contribution to the 23P2 pop-
ulation decay virtually impossible. Further, atoms in the He triplet manifold are
typically created in discharge plasmas where a multitude of states are populated, so
transitions with low probability are even harder to isolate from background noise
contributions.
The advent of laser cooling and trapping techniques have facilitated precise ma-
nipulation and conﬁnement of atoms in speciﬁc states, which makes such measure-
ments more accessible. Population of the 23P manifold from the He* state is readily
achieved by 1083nm IR laser excitation (Fig. 3.1) from the metastable state, and
indeed the 23S1 → 23P2 transition is our standard cooling and trapping transition
[59]. However, the only previous attempt to use a laser-cooled atomic beam to mea-
sure the transition rate was unsuccessful, due to diﬃculties in providing an absolute
calibration benchmark and in determining the quantization axis of the radiating
atoms [143].
3.1.4 23P0 → 11S0 Transition
In the absence of any hyper-ﬁne structure (as is the case with He) the 23P0 →
11S0 transition is theoretically forbidden to all orders of the multipole expansion,
since it involves no change in the total quantum number J=0 [125]. Although it
is extremely challenging in practice to prove that a transition does not occur, by
creating a population in the 23P0 state and measuring the background noise ﬂoor
amplitude for the (zero) decay signal, we should at least be able to place an upper
bound on the transition rate.
3.2 Experimental Technique
3.2.1 Technical Challenges
At ﬁrst glance the measurement of the 23S1 lifetime, or indeed any atomic lifetime,
appears relatively easy. First, trap a sample of atoms in the desired state and
measure the number. Then measure the number at regular time intervals and repeat
this process until suﬃcient data is acquired to plot out a decay curve from which a
lifetime can be extracted. However, in the case of the 23S1 lifetime, such a simplistic
technique would fail. This is because while the 23S1 state has a lifetime of ∼ 8000s,
our typical trap lifetimes are only tens of seconds, which means that decays due
to background loss would dominate any decay curve. Even if you could remove
the background trap decay from the real signal, only a small fraction of a decay
cycle could be plotted out, and would be sensitive to perturbing collisions which can
change the decay dynamics.
Another possible technique would be to directly measure the XUV ﬂux from
photon decay to the ground state, as was the case in the Woodworth and Moos
experiments [133, 134]. However, the problem with such a direct measurement is
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that there are a large number of experimental parameters which would need to be
accurately known/measured, such as detector eﬃciency, atom number, trap volume
etc, all of which will increase the error in the measurement. Such factors contributed
to the 30% error in this early measurement, although in our case the isolation of the
metastable state alone would lead to some improvement. There are also diﬃculties
associated with detecting XUV photons, as any detector capable of detecting 20eV
photons will also record background electrons, ions and metastable atoms.
3.2.2 23P1 → 11S0 Transition
The solution to these challenges we decided upon was to measure the XUV photon
ﬂux relative to the XUV ﬂux from another, much faster transition. This relative
measurement removed many of the sources of error associated with the absolute
measurements, and also eliminated the need to measure the lifetime directly. The
reference transition which was the best candidate for the relative measurement was
the 23P1 → 11S0 transition (see Fig. 3.1), which has an inverse transition rate of ∼
6ms, which is short enough to be directly measurable. In previous work performed
by our group (before I joined) this lifetime was measured directly for the ﬁrst time,
via observation of trap decay in a MOT where a 23P1 population was created by laser
excitation [144]. By adjusting the parameters the 23P1 → 11S0 transition became
the dominant loss channel, and the lifetime was measured directly from the decay
curve.
The lifetime was found to be 5.66ms with a 4% error, in agreement with leading
theory calculations. The dominant sources of error were variations in the MOT
atom number and laser intensity. This measurement was the ﬁrst experimental
determination of this transition lifetime, and was critical to the following work as
an experimental reference value to compare the other transition rates to.
3.2.3 Experimental Apparatus
The 2 3P1 → 1 1S0 measurement was performed using the original He* BEC appa-
ratus, described in [52]. However, this machine was designed primarily to perform
BEC experiments, which have diﬀerent requirements from atomic lifetime measure-
ments. Such lifetime experiments tend to be simpler (only needing a MOT and
simple magnetic quadrupole trap), but often require more optical access and spe-
cialised detectors. To facilitate these experiments a new apparatus was constructed,
with the primary focus being on atomic physics experiments2. This apparatus was
designed to be a simpliﬁed version of the original He∗ BEC machine, using some
parts from the equipment which had previously been used to measure the electron
scattering cross-section of He∗ [122], among other experiments. A technical drawing
2After the lifetime experiments were completed, the apparatus was converted to a dual species
He*-Rb system. Continuing on the atomic physics theme, initial experiments focussed on inter-
species collisional properties, with measurements of the trap loss for the unpolarised MOT [145],
and the suppression of Penning ionisation for the spin-polarised (magnetic trap) case [146]. The
long term goal is to create a dual species He*-Rb BEC.
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Figure 3.4: Schematic showing the new atomic physics machine, set up to measure the
helium transition lifetimes. Key components are indicated on the diagram.
of the apparatus at the time of the transition measurements is shown in Fig. 3.4,
while Fig. 3.5 is a photo of the trap chamber and associated optics.
DC Discharge Source
As with the original BEC apparatus, He* is created from a DC discharge source sim-
ilar to [147] which is cryogenically cooled. To retain simplicity only liquid nitrogen
is used for cooling (liquid helium has been previously shown to yield a factor of ∼ 2
increase in He* atom number [148]). A tungsten anode is set at a 2kV potential, and
the discharge strikes along the jet of helium gas which enters through a grounded
copper anode. The collisional energy imparted by the electron impacts is enough
to result in some atoms being excited to the metastable state, although the process
is at most ∼ .01% eﬃcient [37], with the resulting beam having a large fraction of
electrons, ions and atoms in other undesired states.
Collimator and Zeeman Slower
The beam from the source passes through a skimmer as the ﬁrst stage of transverse
velocity selection, before a laser collimation stage is employed, similar to in [52].
Given the aim of simplicity in apparatus design, the 4 collimation beams are pro-
duced by retro-reﬂecting a single external beam oﬀ 3 internal mirrors to give the 2
dimensional collimation required. After a diﬀerential pumping tube, the beam then
enters a Zeeman slower, which reduces the longitudinal velocity to enable the atoms
to be captured in the magneto-optical trap (MOT).
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MOT and Magnetic Quadrupole Trap
The MOT is loaded for 850ms allowing ∼ 5×108 atoms to be captured. A rotating
metal valve is then closed to block unwanted background atoms from the atomic
beam source, especially those created in the 21S1 state (lifetime ∼ 0.19 ms) which
would also contribute unwanted background XUV photons via decay to the ground
state.
Figure 3.5: Photograph showing the MOT chamber and optics used in the lifetimes
experiments. The closest mirror (mounted on a post at the right of shot) reflects the
23P1 excitation laser beam into the chamber.
Once the MOT is loaded, atoms are transferred to the magnetic quadrupole
trap formed by the coils from the MOT ﬁeld. An optical molasses [52] is then
implemented to reduce the temperature. We load approximately 108 He* atoms
into the magnetic quadrupole trap at temperatures of around 200 µK, after cooling.
Note that 20% transfer eﬃciency is acceptable, given that with 3 magnetic sub-
states in the un-polarised MOT the expected transfer eﬃciency would be 33% to a
single sub-state magnetic trap.
Detectors
The emitted XUV photons are counted using a channel electron multiplier detector
(channeltron), which can detect both the 62.6 nm XUV photons emitted by the
23S1 state and the 58.4 nm photons emitted by the 2
3P1 and 2
3P2 states. Initially
the channeltron was coated with CsI, which increases the detection eﬃciency for
XUV photons. However, the coating deteriorates drastically after exposure to air,
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and given that several bakings and ventings were required while perfecting the foil
shielding (see below), it is unknown if there was any practical beneﬁt gained by the
time the measurements were made.
To ensure no stray He* atoms, ions or photons are detected, the channeltron is
enclosed in aluminium shielding (see Fig. 3.6, or for a cutaway see Fig. 3.8). Two
∼150 nm thick aluminium foils covering the channeltron entrance allow the trans-
mission of XUV photons with wavelengths <80 nm, but block longer wavelengths.
The two foils are necessary as it was found in every foil there are inevitably pinholes
which let through undesired electrons, ions and atoms. Another challenge with the
foils was ensuring they survived the bake out (and accompanying thermal expan-
sion) required to achieve UHV pressures ∼ 10−10 torr. Thinner foils were found
to be too prone to breaking during the process, hence the decision to use 150 nm,
which still let enough XUV ﬂux through while keeping the background count rate
to < 0.02 Hz, close to the dark count rate of the channeltron.
Figure 3.6: The aluminium shielding which encases the channeltron XUV photon detec-
tor to prevent any stray electrons, ions or atoms impacting on it. The two 150nm foils
which allow XUV photons to pass can be seen at the top.
The infra-red photons emitted from 23P decays to the 23S1 state are detected
using an InGaAs photodiode with a 108 gain ampliﬁcation circuit located outside
the vacuum chamber, similar to that used in previous experiments [52, 144].
23P1 Laser
A 23P1 excited state population was produced by illuminating the atoms with a
beam locked to the 2 3S1 → 2 3P1 transition. Given that the 23P1 atomic line is
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separated from the 23P2 line by 2.3 GHz (see ﬁg. 3.1), the easiest way to produce
such a beam was to use a separate laser, with its own saturated ﬂuorescence gas cell
and locking electronics.
Figure 3.7: To maximise the power in the 23P1 illumination laser beam we retro-reflect
it once, then recycle it over the same path using a quarter waveplate, polarising beam
splitting cube and mirror, as shown in the figure. The quarter waveplate before the trap
chamber sets the polarisation to σ+ and σ− for the four passes (two of each), which means
the XUV radiation will be emitted isotropically. Note that this is only a schematic; in
reality the 23P1 beam is significantly larger than the atomic cloud, and actually enters
the chamber at a small angle to minimise the effect of stray reflections off the uncoated
windows.
To maximise the saturation and to minimise mechanical forces on the irradiated
atoms the on-resonance laser beam is retroreﬂected over the same path twice (see
Fig. 3.7). The beam diameter is suﬃciently large (∼ 30mm diameter) that the
atomic cloud sees an approximately uniform intensity distribution equivalent to ∼
460 times the saturation intensity.
3.3 23S1 Metastable Lifetime
3.3.1 Detailed Method and Results
Compared to the previous experiment of Moos and Woodworth [134], our method
improves upon their approach in two key areas. First, we obviate the need to
measure the absolute number of He* atoms by measuring the 23S1 XUV photon
emission rate to the ground state relative to the much higher (∼106×) 23P1 photon
emission rate to the ground state (Fig. 3.1).
Second, we virtually eliminate any collisional perturbations by isolating the He*
atoms in an UHV (Fig. 3.8). As recognised some years ago by Metcalf [65], the
isolation provided by laser cooling and trapping potentially enables a signiﬁcant
improvement in both the systematic and statistical uncertainties in determining the
23S1 state lifetime.
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Figure 3.8: Experimental schematic for measuring the 23S1 and 2
3P2 lifetimes. The
geometry of the 1083nm MOT laser beams and the 23P1 excitation (P1) laser beams is
shown relative to the detection system, comprising the channeltron with aluminium filters
and shield (quadrupole magnetic field trapping coils not shown).
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The experimental cycle commences by switching oﬀ the MOT, loading the atoms
into the magnetic quadrupole trap and then implementing an optical cooling stage.
150 ms after the MOT laser has been switched oﬀ we start measuring (for ∼0.5 s)
the 62.6 nm XUV photon ﬂux emitted from the ensemble of He* atoms conﬁned in
the magnetic trap, using the shielded channeltron detector (Fig. 3.8). Because of
the low photon ﬂux from the 23S1 state, the counts are binned in 100ms time bins
to increase the signal-to-noise ratio, and averaged over 56,000 experimental cycles.
The measured XUV photon count rate is shown in the Fig. 3.9 (a).
During the 500ms measurement period the trap population decreases slightly
due to infrequent collisions with background gas atoms. Note that this decrease is
not due to radiative decay of the metastable state which occurs over much longer
(∼8000s) timescales. A ﬁtted exponential is then used to normalize the data to yield
a 23S1 photon count rate at constant atom number at time T1 (Fig. 3.9(a)).
An important consideration is to ensure we are actually measuring the pure
2 3S1 → 1 1S0 decay, rather than a component due to collisionally induced transi-
tions, where a metastable atom colliding with another atom causes the 23S1 state
to decay to the ground state. In Woodworth and Moos’ experiments[133, 134] they
measured the 2 3S1 → 1 1S0 transition rate as a function of pressure in a discharge
plasma, enabling upper bounds to be placed on the transition rate due to collisional
decays for diﬀerent pressures. Even for their lowest pressure of .045 torr (which is
orders of magnitude above the pressures we attain in our UHV chamber) the max-
imum contribution from collisions is 2% of the total transition rate[134], meaning
that for our experiments such an eﬀect will be negligible.
Immediately after T1 the trap is switched oﬀ and a retro-reﬂected 1083nm laser
beam illuminates the untrapped cloud to saturate the 23S1 → 23P1 transition. This
results in a sharp increase in the measured XUV photon ﬂux (Fig. 3.9(b)) due to
the much faster 58.4 nm photon decay from 23P1 to the ground state (eﬀective
decay lifetime ∼ 5.66(25) ms) [144]. The higher ﬂux allows a much shorter bin-
ning time, making the count rate appear continuous. During the untrapped phase
there is negligible expansion of the cloud (over the timescales of laser illumination)
and consequently the number of emitting atoms for which the ﬂux is measured is
unchanged.
The 23P1 photon count rate at the saturation point (T2) is then measured, and
the ratio of this rate to the 23S1 rate at T1 is then used to determine the 2
3S1 lifetime.
The degree of saturation was determined using the technique developed by DePue
et al. [149] as used in our previous experiments [144, 52]. Note that the trap loss
due to background collisions is negligible during the short time that elapses between
T1 and T2. A complete experimental cycle (including trap loading) lasts for ∼3 s.
Saturation of the 23S1 → 23P1 transition places 50% of the ensemble in the
23P1 state. The ratio of the 2
3P1 XUV photon ﬂux to the 2
3S1 XUV photon ﬂux,
combined with the known 23P1 → 11S0 decay rate [144] and the 50% excited state
population fraction, directly yield the 23S1 lifetime, according to the following
φS1
φP1
=
ΓS1nS1
ΓP1nP1
(3.1)
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Figure 3.9: XUV photon flux averaged over 56,000 experimental cycles. (a) Count rate
for 62.6 nm photons emitted by magnetically trapped 23S1 atoms. Error bars are the
statistical (1σ) uncertainty for the photon count rate. The fitted exponential is used
to derive the integrated flux at point T1. (b) Count rate for 58.4nm photons emitted
by untrapped 23P1 atoms. Error bars are too small to show. The 1083nm illumination
saturates the excited state population at point T2. Note the change in the timescale and
count rates between the two graphs.
52 Helium Transition Lifetimes
Source Uncertainty (%)
Decay rate ratio (statistical) 1.7
Relative detection eﬃciency correction 3.1
Population saturation 2.3
Channeltron linearity < 1
Emission anisotropy < 1
Finite binning time 2.1
23P1 lifetime 4.4
Combined uncertainty 6.5
Table 3.1: Error budget for the 23S1 lifetime.
where φS1 is the measured 2
3S1 → 1 1S0 ﬂux, ΓS1 is the actual 2 3S1 → 1 1S0 rate and
nS1 is the (fractional) 2
3S1 state population (with equivalent values for P1 subscripts,
but replacing 23S1 with 2
3P1 )(. The value of 7870(510) s (1σ uncertainty 6.5%) is
in excellent agreement with the most complete theoretical determinations presented
in Fig. 3.2.
3.3.2 Error Budget
In addition to the statistical uncertainty (
√
n noise) in the data from Fig. 3.9 (1.7%),
we include a number of independent contributions to the error budget (Table 3.1).
First, we correct our measured lifetime by allowing for the relative detection eﬃ-
ciency at 58.4 and 62.6 nm arising from the wavelength dependence of the trans-
mission of the Al ﬁlters and of the channeltron quantum eﬃciency. There is a
measurement error associated with this correction (since the manufacturers speciﬁ-
cations have a ﬁnite accuracy) which has an overall contribution to the error budget
of 3.1%.
Second, we measure the degree of (almost complete) saturation of the 23S1 →
23P1 transition, which we determine to within an uncertainty of 2.3%. This repre-
sents the statistical error in correcting the population value (which can only reach
50% at inﬁnite saturation laser power) by ﬁtting the ﬂuorescence saturation curve
as a function of laser power. The transition is saturated to ∼ 98% of the limiting
value, as shown in the curve in Fig. 3.10, which plots the 2 3P1 → 2 3S1 IR saturated
ﬂuoroscence signal (as measured by a photodiode) versus laser intensity.
Third, we determine the linearity of the channeltron detector by measuring
the ratio of the 23P1 → 11S0 XUV count rate on the channeltron to the 23P1 →
23S1 infrared (1083nm) emission, as detected by a photodiode, at various points on
the saturation curve. The ratio is consistent with a statistical ﬁtting uncertainty of
less than 1% (too small to measure a deﬁnite value, but as a conservative estimate
we use 1% for the total error calculation).
Fourth, the 23S1 atoms conﬁned in the quadrupole trap on average experience
an isotropic magnetic ﬁeld over the volume of the trap, since a quadrupole ﬁeld
is symmetric about the trap centre, and consequently they radiate isotropically on
average. However, emission from the 23P1 → 23S1 state occurs when the atoms
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Figure 3.10: Saturated fluorescence signal plotted against laser intensity, showing the
degree of saturation for the 2 3P1 → 2 3S1 . The trend line fit is a theoretical saturation
curve.
are untrapped. This means the atoms could become polarised, either by selective
pumping due to the polarisation of the 23P1 excitation laser or external magnetic
ﬁelds, and thus emit radiation in a non-isotropic fashion as a dipole emitter. As
shown in Fig. 3.7, the beam is a combination of σ+ and σ− circular polarisations
counter-propagating, which will ensure any net polarisation only occurs locally (on
length scales smaller than one wavelength), while on average the sample is unpo-
larised. To ensure that stray laboratory magnetic ﬁelds do not systematically aﬀect
the spatial distribution of the 23P1 emission, we observe the resulting 58.4 nm XUV
photon ﬂux in the presence of weak (several Gauss) magnetic ﬁelds created delib-
erately using an additional pair of external Helmholtz coils. The detected 58.4 nm
photon signal was unchanged for all the magnetic ﬁeld strengths investigated, within
the statistical noise of the measurements. As a conservative estimate, we assign the
ﬁeld anisotropy an uncertainty contribution of 1% when calcuating the total error.
Finally, there is a contribution due to the use of ﬁnite time bins in the 23S1 XUV
ﬂux ﬁtting process, which we estimate at 2.1%. This comprises a variation in the
correction for the 62.6 nm ﬂux decay due to the ﬁnite width and position of the 100ms
23S1 ﬂux time bins, which are slightly oﬀset from the 2
3P1 time bins. The eﬀect is
a combination of a ﬁxed factor and a statistical element due to the measurement
uncertainty in the data points.
Apart from the population saturation and the ﬁnite time binning, the uncertain-
ties have a statistical or pseudorandom character. The systematic correction for the
population saturation itself has a signiﬁcant statistical uncertainty component, as
does the variation due to ﬁnite time binning. We have therefore combined these
uncertainties quadratically with the uncertainty in the previously [144] measured
23P1 → 11S0 decay rate (4.4%), to yield a total error budget of 6.5%.
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Furthermore, the experiment determines the ratio of the 23S1 / 2
3P1 decay times
to even greater precision (better than 5%). If the most recent theoretical value for
the 23P1 → 11S0 decay time is assumed to be correct (5.63 ms [16]), then the
measured 23S1 / 2
3P1 decay time ratio yields a 2
3S1 lifetime of 7830(370) s.
Figure 3.11: Helium isoelectronic sequence. The ratio of the experimental to the most
recent theoretical 23S1 lifetime, along with experimental uncertainties, for the helium-like
isoelectronic sequence. Figure adapted from reference [15], with He (Z=2) = present
experimental value / theoretical value from reference [16].
3.3.3 Results in Comparison with He Iso-electronic se-
quence
The result of our He* experimental measurement can be placed in the context of
the two-electron QED testbed for ionised species as shown in the helium-like isoelec-
tronic sequence of Fig. 3.11. Our measurement anchors the isoelectronic sequence
at low Z which, until these experiments, was a region of considerable uncertainty.
This greatly improved determination of the helium 23S1 lifetime provides further
validation for quantum electrodynamic theory.
3.4 23P2 → 11S0 Transition
3.4.1 Method
The 23P2 → 11S0 transition rate is predicted to be ∼0.3 s−1, midway between the
two transition rates we measured previously. However, unlike the 23P1 → 11S0
transition rate, which is three orders of magnitude higher, it is diﬃcult to measure
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directly via atom loss rates from trapped He* atoms excited to the 23P2 state since
the trap lifetime is on a similar timescale. This is because the measurement would
have to be performed in a MOT, to provide a 23P2 population, which for He
∗ has
a lifetime severely limited due to Penning ionisation (along with light assisted col-
lisions). Given a typical He∗ MOT lifetime of ∼ 100ms [150], and even assuming
we achieve the absolute maximum excitation fraction of 50% (with which it would
be very diﬃcult in practice to maintain a stable trap), the fractional trap lifetime
contribution of ∼ 6 s would be tough to measure above normal MOT decay.
Figure 3.12: Analogue (top) and digital (bottom) timing ramps for the 2 3P2 →
1 1S0 measurement, shown over the key measurement period (0-0.8s is the MOT load-
ing time, and there is some time after measurement before the experiment is reset for
the next experiment). The analogue ramps are the raw voltage output from the Labview
controlled cards, so represent arbitrary units, although note that resonance is at ∼ 5.9V
and the coils ramp is for the current through the MOT coils. High represents on for the
digital ramps apart from the rotating valve, which represents closed. The measurement
time window corresponds to the time over which the XUV and IR photon fluxes are plotted
in Fig. 3.13.
Consequently, once again we perform a relative measurement of the XUV emis-
sion rate, using the 23P1 → 11S0 transition as a benchmark. However, unlike the
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He∗ lifetime measurement, which had to be performed in a magnetic trap in order to
remove any possible excitation to the 23P manifold via optical pumping, the relative
decay rate is measured here using atoms held in the MOT, where a 23P2 population
is always present due to laser excitation.
The MOT holds the He∗ atoms for 50ms after the all-metal valve has been closed
while untrapped atoms are pumped away to reduce the background pressure from
the source, especially those atoms in the 2 1P1 state, which emit XUV photons on
a timescale of ∼ 5Hz. We then rapidly compress the MOT to maximise the solid
angle subtended at the detector by simultaneously ramping up the current in the
MOT ﬁeld coils while sweeping the frequency of the MOT beams closer to resonance
and reducing the MOT laser intensity. Two back-to-back compression ramps of 4ms
and 8ms are adjusted empirically to reduce the temperature of the trapped atoms to
∼200µK, while minimising the number of atoms lost during the process. Fig. 3.12
shows the timing ramps for the important components of the experiment.
The MOT decay is observed to have 2 separate regimes: one which can be
approximated by a simple exponential function, and a faster decay process at short
times (under ∼40ms after compression). We are able to observe the transition
between the two regimes by monitoring the 23P2 → 11S0 XUV photon ﬂux at the
detector, and noting when the form of the curve changes shape. To simplify the
trap loss correction process, the He∗ atoms are held in the compressed MOT for
40ms, after which time the decay is exponential in shape. The XUV photon ﬂux is
then recorded for 50ms using 5ms time bins, as shown in Fig. 3.13(a), and corrected
for the background collision loss. It should be noted that the collisional decay time
(∼0.06 s) dominates the trap loss rather than XUV photon decay from the 23P2
state (lifetime ∼ 3 s), particularly since <50% of the atoms are excited to this state.
The trap lifetime is shorter here than for the magnetic quadrupole trap (∼10s)
because there is a higher background pressure from un-trapped atoms3 and also due
to Penning ionisation.
Likewise, because the 23P2 → 11S0 decay rate is more than three orders of
magnitude greater than the 23S1 decay rate, the former dominates the XUV photon
ﬂux while the MOT is on.
Following the measurement of the XUV photon ﬂux from the trapped atoms in
the 23P2 state, the MOT beams and the magnetic ﬁeld are switched oﬀ. The second
laser locked to the 23S1 → 23P1 transition is then pulsed on 500µs later, saturating
the transition. The ∼50% excited 23P1 population fraction produces a large increase
in the XUV photon ﬂux due to the 23P1 → 11S0 transition (decay rate ∼180 s−1).
As in Eqn. 3.1, the ratio of 23P1 → 11S0 XUV photon ﬂux (φP1) to 23P2 →
11S0 XUV photon ﬂux (φP2) is equal to the ratio of the product of the state pop-
ulation and the respective transition rates
(
ΓP2nP2
ΓP1nP1
)
. In order to determine the
relative state populations, an InGaAs photodiode is used to monitor the 1083 nm
ﬂuorescence rates (Fig. 3.13b) (ΦP2 and ΦP1), which are proportional to the excited
3The all-metal rotating valve actually takes around 100ms to close fully, which means there is
still a significant background pressure 100ms after close, which is when we start the measurements,
as the background atoms are still being pumped away.
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Figure 3.13: (a) Channeltron signal for the 23P2 XUV photon decay flux recorded while
atoms are held in the compressed MOT (blue data points and dashed black fitted expo-
nential curve), followed by the large XUV peak when the P1 beam is pulsed on (solid red
line). Note the change in the vertical scale due to the 3 orders of magnitude difference in
transition rates. (b) Photodiode signal for the corresponding 1083nm fluorescence (dashed
blue for signal from MOT and solid red for P1 laser pulse). All data averaged over 16,000
experimental cycles.
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Source Uncertainty (%)
Decay rate ratio (statistical) 1.3
23P1 lifetime 4.4
Detector linearity < 1
Emission anisotropy < 1
Relative populations < 1
Finite binning time < 1
Combined uncertainty 5.0
Table 3.2: Error budget for the 23P2 lifetime.
state population since the 1083 nm decay rates are the same and much shorter than
the detector bins (∼10−7 s). In this way the excited state populations need not be
known absolutely, and the equation for the ratio of XUV photon becomes
φP2
φP1
=
ΓP2ΦP2
ΓP1ΦP1
(3.2)
from which the 2 3P2 → 1 1S0 rate ΓP2 can be found directly.
3.4.2 Error Budget
Data is recorded from 16,000 experimental sequences (a complete cycle takes 1.5s),
yielding a statistical uncertainty of 1.3%. The major contribution to the error bud-
get is the previously measured 23P1 → 11S0 transition rate, with an uncertainty of
4.4% [144]. A contribution to the error budget of <1% comes from the statistical
uncertainty in the measurement of the XUV photon detector linearity. This mea-
surement is performed by comparing the XUV and IR photon emission rates4 for
values spanning our measurement range.
A similar contribution comes from uncertainty in the preferred quantisation di-
rection of the radiating atoms. For the atoms in the 23P2 state, because of the MOT
magnetic ﬁeld symmetry the atoms are unpolarised on average over the trap volume.
For the 23P1 state, there was no variation within the statistical noise for untrapped
atoms illuminated by the excitation beam when the local magnetic ﬁeld was varied
over several Gauss.
Contributions from the excitation of adjacent 23P levels by laser light tuned to
the level of interest were negligible, as were contributions due to excitations from
black body radiation. Excitations of the wrong 23P level were a possibility given the
pedestal of background radiation that exists at a range of wavelengths for a ﬁbre
laser, however in the case of our laser and transition this contribution is several
orders of magnitude below any other error, and hence can safely be ignored. An
uncertainty of <1% arises from the measurement of the relative state populations,
principally from laser power ﬂuctuations during the ﬂuorescence measurement. A
further contribution of <1% is due to the use of ﬁnite time bins to correct for
4The IR photodiode has been measured to have a linear response.
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the background collisions, yielding a conservative total error budget of 5.0% (all
contributions of < 1% were assumed to be 1% for the total error budget).
3.4.3 Results
The value thus determined for the 23P2 → 11S0 transition rate is 0.324 ± 0.016
s−1 (i.e. a decay lifetime of 3.09 ± 0.15 s). Our measurement serves to anchor
the low Z end of the heliumlike isoelectronic sequence (Fig. 3.3(b)), and allows us
to diﬀerentiate between the various theoretical predictions (Fig. 3.3(a)). The only
theoretical results which lie within our experimental uncertainty limits are those
of Drake [135], Johnson et al. [15] and Lach and Pachucki [16], while the other
theoretical values lie well outside. This rules out the calculations by Mizushima
[140], Garstang [141], Lin et al. [131], Krause [132] and Kundu et al. [142]. It should
be pointed out that this result is not particularly unexpected, as the results of [15]
and [16] represent the most recent and complete theory. Many of the other results
(apart from [135], which is also considered fairly complete) are only approximate,
or they omit the contribution from various terms which are important for the decay
in helium [15].
3.5 23P0 → 11S0 Forbidden Transition
The same technique was used to investigate the 23P0 → 11S0 transition, which is
forbidden theoretically to all orders in the multipolar expansion [125]. We are able
to place an upper limit on the transition rate by locking our 23P1 excitation laser
to the 23S1 → 23P0 transition and repeating the method described above for 1,000
shots. The absence of any detectable XUV signal above the dark count rate of our
detection system yields an upper bound on the 23P0 → 11S0 transition rate of ∼0.01
s−1. Note that this is lower than our dark count rate as we are once again performing
a relative measurement, by comparing our dark count rate to the 2 3P2 → 1 1S0 count
rate.
3.6 Conclusions and Outlook
3.6.1 Summary
In the results presented in this chapter we have experimentally determined the life-
time of the longest-lived neutral atomic state (the 23S1 metastable state of helium)
to the highest accuracy yet measured. We directly measured the decay rate to the
ground 11S0 state via XUV photon emission, and compared the emission rate to
that of a known transition (the 23P1 → 11S0). This is the ﬁrst measurement using
a virtually unperturbed ensemble of isolated helium atoms, and yields a value of
7870(510) seconds, a ﬁvefold increase in precision on the only previous estimate.
The value is in excellent agreement with the predictions of QED theory.
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Also presented here are the ﬁrst experimental measurements of the 23P2 → 11S0
and 23P0 → 11S0 transition rates for helium. Again, the rate of photon emission
from the 23P2 and 2
3P0 states to the 1
1S0 ground state is measured relative to
the 23P1 → 11S0 transition (which has a transition rate of 177 s−1, as measured
previously [144]). The value for the 23P2 → 11S0 transition is 0.324 ± 0.016 s−1,
in excellent agreement with current QED theory. An upper bound of ∼0.01 s−1 is
placed on the emission rate for the 23P0 → 11S0 transition, which is predicted to be
strictly forbidden.
Figure 3.14: The ratio of the three transition rates measured in our series of experiments
compared to the leading theoretical values (taken from [16]), with accompanying error bars.
Together with our previous measurement of the 23P1 → 11S0 transition rate
[144], this work completes the ﬁrst measurement of the decay rates from the helium
23P manifold to the ground state. Along with the measurement of the 23S1 state
lifetime [56], we have now determined the decay rates to the ground state for the
ﬁrst four excited triplet states of helium. All of our experimental measurements are
in excellent agreement (<1%) with the most recent QED theoretical predictions [16],
providing support for the accuracy of the 23P1 decay rate (4.4%) used to calibrate
the other transitions. The accuracy of the results is evident in Fig. 3.14, which
shows the three major results compared to theory.
3.6.2 Improvements
The errors in our results are still larger than the errors in the theory and the spread
between diﬀerent leading theoretical methods. In order to be able to distinguish
between the results, the errors would have to be improved by at least a factor of 5.
There are a number of areas where this could be improved upon in the future. Firstly,
we note that the largest source of uncertainty for both the 2 3S1 → 1 1S0 and 2 3P2 →
1 1S0 measurements is the 2
3P1 → 1 1S0 error, so an improved measurement of the
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2 3P1 → 1 1S0 transition rate should be the starting point if the goal is to challenge
the theory. The original result [144] was limited by a number of experimental factors
such as laser intensity and frequency stability. Both of these could be improved upon
by the inclusion of additional (or higher speciﬁcation) feedback stabilisation circuits
at relevant places in the experiment. For example, we have no active intensity
stabilisation on either our standard trapping and cooling laser or our excitation
laser, because for normal uses the inherent stability of a ﬁbre laser is adequate. The
relative 23P1 population measurement in the original experiment also contributed to
the error, and a more precise determination should be possible with some additional
eﬀort.
Another source of error for the 23S1 lifetime is the diﬀerence in transmission and
quantum eﬃciency for the Al foils and channeltron, for which we rely on manufac-
turers speciﬁcations which have associated errors. These could be improved if we
performed our own calibration measurement, using an XUV photon source of known
wavelengths, which we do not possess or have ready access to.
Finally, there is also the statistical uncertainty associated with the data,
for which the solution is more experimental runs. For example, the 2 3S1 →
1 1S0 lifetime measurement is the result of 56,000 experimental runs, which is ∼
2 days of continuous data acquisition. However in reality, due to a number of fac-
tors such as the discharge source dropping out, the liquid nitrogen dewar running
out or the laser becoming un-locked, the experiments were spread over a week. So
to improve the statistical error by the factor of 3 needed (to a value of ∼ 0.5 %)
requires a factor of 10 more data, which in reality could take 2-3 months of solid
data acquisition.
3.6.3 Future Work
The next set of excited states of helium - the 33P manifold - have been the subject of
some very recent theoretical calculations, in part motivated by our measurements.
The transition rates are predicted to be 0.1147(1) s−1 for the 33P2 → 11S0 and
44.33(4) s−1 for the 33P1 → 11S0 transitions [151]. These states are experimentally
accessible using 389nm laser radiation from the metastable 23S1 state, which can
be generated by frequency doubling a 778nm diode laser, and will be the subject
of future work by our group. Both of these rates are within the dynamic range
of our system, and should be measurable with similar methods as those described
in this chapter. This is an example of experimental work providing motivation for
theoretical calculations.
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Chapter 4
BEC Apparatus and the HBT
Effect in a Pulsed Atom-Laser
This chapter describes the He∗ BEC apparatus used for the experiments in all of
the following chapters. In a recent upgrade to the detection capabilities, a micro-
channel plate (MCP) and delay line detector (DLD) was added. The main purpose
of installing such a detector was to enable the measurement of correlation functions
for the atomic clouds.
As a test of our new apparatus, we have used the Hanbury Brown-Twiss eﬀect
to directly compare the density correlations of a pulsed atom laser and a pulsed
ultracold thermal source of metastable helium.
This chapter supplements work that has previously been published in:
• [152] A. G. Manning, S. S. Hodgman, R. G. Dall, M. T. Johnsson and A.
G. Truscott, The Hanbury Brown-Twiss effect in a pulsed atom laser, Opt.
Express 18, 18712 (2010).
63
64 BEC Apparatus and the HBT Effect in a Pulsed Atom-Laser
4.1 Purpose of the Apparatus Upgrade
4.1.1 Correlation Measurements
Correlation measurements are a powerful way of exploring fundamental quantum
mechanical phenomena which arise purely from the quantum statistics of particles.
As detailed in chapter 2, these eﬀects can be quantiﬁed with correlation functions,
the order of which distinguishes the type of correlation. The most familiar correla-
tion function is ﬁrst order, which describes correlations in the electric ﬁeld and is
related to the fringe visibility in a double slit experiment. However, while the ﬁrst
order correlation function is highly sensitive to phase ﬂuctuations, the second order
correlation function provides a simple way of diﬀerentiating between diﬀerent types
of source. These sources can be primarily classiﬁed as either thermal (incoherent)
fermions, thermal bosons, and coherent bosons, which will have diﬀerent density (or
intensity) correlations as evident from their second order correlation functions.
The appeal of second order correlations was ﬁrst realised in the stellar interfer-
ometry experiment of Hanbury Brown and Twiss, who attempted to measure the
angular width of stars [18], which are incoherent sources of bosons. Thermal bosons
were found to arrive at the detector in ‘bunches’, where the likelihood of measur-
ing a photon a very short time after the previous one increases as the path length
diﬀerence between the interferometer arms was reduced. On the other hand, no
correlations exist in a second order-coherent source such as an optical laser operat-
ing well above threshold. Although initial experiments were conducted in the 1950s
with light, the ﬁeld of atom optics has progressed over the last two decades to the
point where ultracold neutral atom clouds suitable for the demonstration of this
so-called Hanbury Brown and Twiss (HBT) eﬀect can be created [23, 24, 25]. By
cooling the atoms to ultracold temperatures, their de Broglie wavelength becomes
suﬃciently large for intensity correlations to be measured with current experimental
techniques. A full review of matter wave second order correlations was covered in
chapter 2.
4.1.2 The Problem: Slow Data Acquisition
Considering the amount of interesting physics associated with correlation measure-
ments and the fact that He∗ provides one of the most readily accessible methods
for measuring correlation functions, the installation of a DLD providing us with the
capabilities to perform such experiments was chosen to be the major priority of our
group. Only the Westbrook/Aspect group has such a detector [24], and compared
to their magnetic trap we have an advantage in stability courtesy of our Bi-planar
Quadrupole Ioﬀe Conﬁguration (BiQUIC) magnetic trap [52]. As an initial exper-
iment to test our new detector, we measured the Hanbury Brown and Twiss eﬀect
in a pulsed atom laser and thermal cloud.
Vast amounts of data are required to ensure robust statistics for correlation
measurements, however data acquisition rates in previous experiments using He∗
[24, 25] and Rb [28] were limited by either low atomic ﬂux or detector saturation.
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The stability of our BiQUIC trap [52] permits the use of a pulsed atomic source,
circumventing the saturation of the detector which increases our data acquisition
rate by at least an order of magnitude.
Broadly speaking, there are two types of far-ﬁeld correlation measurements. Ei-
ther the whole cloud is dropped (possibly after some fraction of the cloud is uniformly
removed to avoid saturation), such as in the experiment of [24, 153], or the atoms
are out-coupled slowly onto the detector, as in [28]. Each method has disadvantages
and advantages. In the case of the former the statistics of the cloud are preserved,
but a major problem is detector saturation. For our case with ∼ 106 atoms arriv-
ing in 30ms, the ﬂux of > 10MHz (accounting for QE) would completely saturate
the DLD. In a previous experiment [24] a large fraction of the atoms were removed
by a magnetic ﬁeld to avoid saturation, however this leads to a lot of signal being
discarded in the process. Inevitably this means the experiments will need to be run
over a signiﬁcantly longer time period to reach a reasonable signal-to-noise.
The use of a continuously outcoupled beam enables all the atoms to be detected
without saturation by simply reducing the ﬂux. However, the measurements are now
being performed on a beam, rather than a cloud, and this results in a signiﬁcant
reduction in the correlation time. This is due to the velocity spread (or alternatively
energy spread ∆E) in the atom cloud, which results in atoms with diﬀerent veloc-
ities outcoupled at diﬀerent times arriving at the same time at the detector. For
helium, the correlation time will be reduced to ∼10µs for our experiment, compared
to ∼120µs for dropped clouds. While we could measure this correlation time, the
limited ﬂux measurable on our detector would lead to a low likelihood of a pair of
atoms being detected within the correlation time, and hence a continuously outcou-
pled source of helium would require a lengthy data acquisition process. Note that
this eﬀect is less severe for the rubidium used in a previous experiment [28], partly
due to the minimal curvature of the outcoupling surfaces compared to ellipsoidal
shells for helium [78], and hence a smaller ∆E at the detector. However, the peak
ﬂux measurable with a cavity (the single atom detector used for Rb) is typically ∼1
kHz [28], approximately three orders of magnitude less than a delay-line detector.
There is also the problem with single frequency outcoupling of only sampling a small
region of the cloud, rather than the statistics of the whole cloud.
We also cannot increase the data acquisition rate by simply dropping larger
clouds onto the detector, due to saturation which occurs for pulses of between 104
and 105 atoms. However, we trap ∼106 atoms at Tc, and would like to use all the
atoms in a cycle.
4.1.3 Proposed New Method
The solution we found was to apply a series of Fourier broadened RF pulses to
emulate the repeated dropping of small clouds, which signiﬁcantly improves the duty
cycle and collection eﬃciency as we do not discard many atoms. Our method samples
the cloud isotropically, rather than outcoupling from a localised region, which gives a
better representation of the entire cloud. Also, by only outcoupling a small portion
of the atoms at once, we cause minimal perturbation to the cloud. Finally, this
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method used with a BEC source creates a pulsed atom laser [40]. This allows g(2) of
a (pulsed) atom laser to be directly compared to that of an RF outcoupled thermal
source for the ﬁrst time, by measuring the two under identical conditions.
In addition, we are able to investigate the interesting physics regarding whether
any decoherence of the condensate occurs when atoms are outcoupled with broad-
band radiation. Such radiation interacts with the atom cloud isotropically and thus
gives a representative sample of the entire cloud. The dynamics of the output-
coupling process, however, are signiﬁcantly diﬀerent to those induced by a sudden
switch oﬀ of the magnetic trapping potential. First, the outcoupled pulse interacts
with the still-trapped dense condensate, thereby evolving under stronger atom-atom
interactions [40]. Second, when atoms are coupled out the mean-ﬁeld repulsion in-
side the condensate is reduced which can lead to collective oscillations and possible
multi-mode behaviour of the cloud [40]. These oscillations lead to ﬂuctuations in
the condensate density, and are thus possible sources for loss of pulse coherence.
Third, the outcoupled pulse is transferred into the mf = 0 state resulting in ioni-
sation processes such as Penning and associative ionisation, due to the sample no
longer being spin-polarised (which suppresses ionisation by 5 orders of magnitude
[61]). Such ionisation processes will produce an amount of charged particles and low
energy neutral helium atoms, both of which have the potential to disturb the coher-
ence of the ensemble. Fourth, by outcoupling multiple pulses (up to 30) in the same
realisation of the experiment we probe the long term (up to one second) stability
of the second order correlation function of the system. Hence, our method can be
thought of as a minimally destructive real time probe of the coherence properties
of the ultracold atom cloud, enabling new experiments that probe the evolution of
temporal correlations of the entire cloud to be performed, allowing phenomena such
as the formation of the BEC to be studied in detail.
4.2 Apparatus
4.2.1 He∗ BEC Machine
The basic experimental apparatus has been described previously in [52] (and ref-
erences therein), and is shown in Fig. 4.1, including the recent alterations. To
facilitate the installation of the delay-line detection system (the main aim of the
current upgrade), a few changes to the original apparatus had to be made. The
major one was shifting the trap chamber horizontally ∼ 0.5m further away from the
ﬁrst MOT chamber. This was necessary to provide room for the new detector stack.
DC Discharge Source and Collimator
As with the lifetimes apparatus, He∗ is created using a DC discharge source, pre-
viously described in [147], although we only use liquid nitrogen rather that liquid
helium to prolong the time required between reﬁlling the dewar. Using liquid nitro-
gen a full dewar lasts more than 3 days of continual 24 hour use. For correlation
measurements, some of which require hundreds of hours of continuous data acquisi-
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Figure 4.1: Schematic of the He∗ BEC apparatus after the recent changes to install a
delay line detector. The key features are indicated.
tion, less experimental down time is a priority compared to a slightly higher number
of atoms provided by liquid helium [148]. A ﬂux of ∼ 2×1014 atoms/sr/s is produced
with a most probable velocity of ∼ 1000 m/s [147]. The He∗ ﬂux is measured using
metal tags on translators, located in four places: after the discharge source, in the
Zeeman slower, after the LVIS, and at the second MOT. When He∗ atoms impact
on these tags their internal energy produces a current which can be monitored with
a pico-ammeter.
The beam from the source passes through a skimmer, then a 2D optical molasses
stage to provide collimation, as described in [148]. To reduce the background pres-
sure, another single laser beam with identical detuning deﬂects the atoms ∼ 1.7◦ oﬀ
axis to reduce background pressure in the MOT chamber from source atoms in the
incorrect state. Two separate stages of diﬀerential pumping tube further reduce the
pressure.
Zeeman Slower
From here the collimated beam enters a Zeeman slower described in [154], which
reduces the longitudinal velocity to ∼ 70m/s. This enables the atoms to be captured
in the ﬁrst magneto-optical trap (MOT).
First MOT, LVIS and Second Collimator
Even after all the eﬀorts to reduce the background pressure in the ﬁrst MOT cham-
ber, the pressure is too high for BEC formation. Hence the ﬁrst MOT has an in
vacuo retro-reﬂecting mirror with a 1.5mm hole in it, through which atoms leak out
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to form a Low Velocity Intense Source (LVIS). A push beam is also used to increase
the ﬂux, as detailed in [155]. This MOT generates a LVIS beam which has a ﬂux of
∼ 1010 atoms/s.
The LVIS beam is used as a source to load our second MOT. Due to the second
MOT chamber being located ∼ 850mm away to accommodate the DLD, less than
10% of the LVIS ﬂux actually reaches it, so a focussing stage was installed. This
involves two orthogonal beams retro-reﬂected, with the addition of a magnetic ﬁeld
generated by a pair of anti-Helmholtz coils, and ensures ∼ 40% of the initial LVIS
ﬂux reaches the second MOT.
Figure 4.2: Photograph of the trap chamber where the 2nd MOT and BiQUIC trap are
formed. The chamber is surrounded by the coils of the Nuller (square aluminium beams)
along with 2 ‘push’ coils (red and black insulated wiring), used to centre the dropped
clouds on the detectors. Optics for the dipole trap laser are mounted above the chamber,
while the MOT optics all enter the chamber from the opposite side to where the photo
was taken.
Second MOT and BiQUIC Magnetic Trap
Our ﬁnal MOT is formed in the trap chamber using 8 beams (3 retro-reﬂected pairs
at right angles as usual, with the horizontal beam independent of the other two, plus
a retro-reﬂected loading beam at 15◦ which signiﬁcantly improves our atom number)
as described in [52]. A photo of the chamber is shown in Fig. 4.2. The magnetic ﬁeld
is generated with a pair of anti-Helmholtz coils, which when combined with another
pair form the Bi-planar Quadrupole Ioﬀe-Conﬁguration (BiQUIC) magnetic trap
[52]. Typical trap frequencies are ωr = 2π×550Hz in the radial and ωa = 2π×50Hz in
the axial directions. The frequencies can be adjusted with diﬀerent currents through
the coils, and are measured by monitoring trap loss when sinusoidally modulating
the coil current for a range of frequencies.
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In the process of the upgrade, a new pair of magnetic trap coils was installed.
Their main new feature was that the casing and water cooling pipes were made
from non-conductive perspex and nylon respectively, while they previously were
brass and stainless steel. Along with ensuring all the coil formers and wiring were
copper, these changes were hoped to reduce the corrosion problems, believed to be
driven by electrolytic mechanisms, which have led to leaks in the casing in the past
(after months of running). An image of the new coils is shown in Fig. 4.3.
Figure 4.3: Photograph of one of our pair of BiQUIC trap coils showing the new per-
spex casing. The coils are wrapped around the copper formers on the left, out of sight
underneath the grey epoxy.
The chamber itself is fabricated from titanium, which has a much lower magnetic
susceptibility than stainless steel, to minimise background magnetic ﬁelds. He∗ has
a high magnetic moment and low mass, making it particularly vulnerable to such
perturbations, especially given our long expansion times onto our detectors.
After an extensive bake-out process, our ﬁnal pressure in the trapping chamber
is well under the minimum reading of 5×10−12 torr on our ion gauge. This results
in a magnetic trap lifetime of ∼ 30s (1/e decay time).
Evaporation is achieved by applying RF radiation via an antenna to spin-ﬂip
atoms into the ﬁeld insensitive mF = 0 substate, with a typical evaporation ramp
lasting ∼ 17 s.
Magnetic Field Feedback Circuit
A major feature of our apparatus is the high degree of magnetic trap stability
achieved. The current driver of the BiQUIC coils is actively stabilised, along with
the temperature of the cooling water. As a further level of stability, 6 DC and
AC magnetic ﬁeld sensors (2 for each dimension) measure the ﬁeld outside the trap
chamber and actively feed back to 3 external pairs of coils in Helmholtz conﬁgura-
tion. The entire setup is termed the ‘Nuller’, and ﬁeld noise is suppressed to ∼ 30
µG, for frequencies ranging from to DC out to around 3 kHz (optimised at 50Hz, to
remove mains power noise), as detailed in [58].
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Figure 4.4: The new detector stack featuring 3 single atom detectors, all of which are
indicated on the schematic.
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4.2.2 New Detector Stack
The apparatus now includes 3 main He∗ detectors, along with a channel electron
multiplier (channeltron) for detecting ions, each of which has advantages and dis-
advantages which complement each other. Fig. 4.4 shows the trap chamber with
the detectors indicated. There is also a photodiode detector with 108 and 1010 gain
settings which we use to measure MOT and magnetic trap ﬂuorescence (often us-
ing saturated ﬂuorescence as described in [52, 144]). Before the installation of the
dipole trap (which is located above the trap chamber and enters on the top port)
the photodiode used the top port, but after this port was taken up with the dipole
trap beam a ﬂipper mirror which swings into the path of the horizontal MOT beam
was used.
An advantage of the new detector stack is the gate valve which can be used
to isolate the DLD and phosphor chamber from the rest of the apparatus. This
makes the baking procedure simpler if one of these detectors has to be replaced or
any other modiﬁcation made, as only this small section of the apparatus can be
baked independently without requiring the removal of any optics. The chamber also
features it’s own turbo-molecular pump, which is backed by the same backing turbo
as the BEC and LVIS chambers, bringing the total number of turbo pumps on the
apparatus to seven.
Electron Multiplier
The ﬁrst detector in the stack is a discrete dynode ETP model 14151 electron mul-
tiplier, located ∼ 135mm below the trap and mounted on a translator so it can be
wound out of the way when not in use. This detector provides temporal information,
although no spatial information, in time of ﬂight measurements, and can function
at relatively high count rates. Compared to MCP detectors, the 100% open area
of discrete dynode multipliers increases their quantum eﬃciency, while the possibil-
ities of isolated detection and operation in digital and analogue modes make this a
robust, general purpose detector.
MCP and Phosphor
Situated ∼ 650mm below the trap is an El-Mul B050VP 40mm diameter active area
MCP and phosphor screen, which provides spatial information at a resolution of ∼
50 µm, but integrates through the temporal dimension. A single atom impacting
on the front surface of the MCP triggers an electron cascade, which is accelerated
by the potential across the plates (normally -1550V on the front and ground on
the back, although this can be varied to alter the gain). The electron cloud from
each single atom event is then accelerated by the 5kV potential on the phosphor
screen, which converts the electrons into visible light. From the phosphor the light
is reﬂected oﬀ a silver mirror at 45◦ below the screen and imaged using an external
CCD camera. Two sample images are shown of a dropped BEC (Fig. 4.5(a)) and a
single RF frequency continously outcoupled atom laser (Fig. 4.5(b)).
72 BEC Apparatus and the HBT Effect in a Pulsed Atom-Laser
Figure 4.5: CCD images of atoms on the MCP and phosphor detector: (a) a dropped
BEC, along with thermal background atoms. (b) An atom laser formed by outcoupling
from a condensate. The twin-peaked structure typical of our He∗ atom lasers [78] is visible.
Note that both of these images represent individual experimental runs. The single atom
resolution is evident in the individual detection events in the thermal backgrounds.
Channeltron
A Dr Sjuts model KBL 5RS channeltron mounted above the trap can be used to
detect ions emitted via Penning or associative ionisation. This can provide us with
information about the atomic density (since it is a two-body process) as well as the
relative population of mF = 0 state atoms, for example during outcoupling [64].
The two re-entrant glass windows that house the trap coils act as large grounded
surfaces, which somewhat limits the extraction of ions. To circumvent this a metal
tag is positioned at the top of one of the windows, and set at a negative potential
lower than the front of the channeltron (usually −1kV) to aid in ion extraction. A
usable signal can be extracted with a negative potential of 1.5-2kV (depending on
the count rate) applied to the front of the channeltron, while the back is grounded.
4.2.3 Delay Line Detector
The basic concept of how a delay line operates is illustrated in Fig. 4.6. A He∗
atom1 strikes the front MCP surface, where the internal 19.8eV energy of the He∗
atom is enough to overcome the work function of the surface and free one or more
electrons. The front of the plates are set to -2kV, while the back is grounded, and
this potential diﬀerence accelerates the electrons down the pores of the MCP. As
they collide with the walls on the way down, more electrons are ejected, which
also accelerate and collide, and this results in over 106 electrons exiting the pore
1More generally, delay line detectors can be used to detect any particles which are able to
overcome the work function of the MCP, such as electrons, ions and high energy photons [98].
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Figure 4.6: Image showing how the MCP and DLD works. (a) a single He∗ atom impacts
on the front MCP, triggering an electron cascade down the pores until the final pulse which
emerges contains ∼ 106 electrons. The positive voltage on the DLD then accelerates the
pulse causing it to strike the windings (for simplicity, only 1 is shown). (b) Two pulses
then move in opposite directions towards the ends of the windings (shown here from above)
where their arrival times are recorded. From the difference in arrival times for the x and
y winding the location and arrival time of the atom can be reconstructed.
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at the back of the detector when two plates are used (with the pores in ‘chevron’
conﬁguration to maximise gain, see Fig. 4.6).
Once the pulse of electrons exit the pore, they are further accelerated by the
+300V potential on the delay line wires, where their impact causes a short (∼ 5ns
wide) pulse to travel in each direction along the wires. The wires are wound in a
helical fashion in perpendicular directions (x and y). For simplicity, Fig. 4.6(b)
only shows 1 wire, and the winding is not helical, but the principle is the same.
By measuring the time diﬀerence in the arrival times of the pulses which exit the
opposite ends of the delay line, the position in one dimension can be established.
Since another wire is wound in the perpendicular axis, this gives an x and y position.
By knowing the 4 arrival times (x1,x2,y1 and y2) the time when the atom hit the
detector can be calculated as well, from the fact that the sum of the two arrival
times minus the time of the hit will always be a constant, called Tsum, representing
the total propagation time for the whole length of the wires. This means
t = x1 + x2 − Tsum (4.1)
and similarly for y1 and y2, which shows how the four times yield full 3 dimensional
information.
Our system is a commercially available Roentdek DLD80 delay-line detection
system with the front of the MCP situated 848 mm below the magnetic trap (which
corresponds to a 416 ms ﬂight time for dropped atoms). Fig. 4.7 are photos of the
MCP and delay line, mounted on an 8” vacuum ﬂange. The MCP plates are 80mm
in diameter, with 30µm diameter pores, with ∼ 60µm between their centres2.
The delay line actually consists of 2 parallel wires in the each of the x and y
dimensions (4 wires total). Each pair has a 50V potential diﬀerence between them,
with diﬀerential ampliﬁcation used across the outputs of each of the pairs. A dia-
gram of the electronics units which convert the signals from the delay line windings
into usable information are shown in Fig. 4.8. Initially the signals pass through a
pre-ampliﬁcation stage, which ampliﬁes the pulses to around a few hundred mV am-
plitude on average (there is always a spread in pulse height distributions). Typical
signals for each corner (based oﬀ the same event) are shown in Fig. 4.9(a). These
pulses are then digitized using a constant fraction discriminator (CFD), which con-
verts the analogue pulses into a fast negative digital signal (NIM logic). The CFD
adds an attenuated copy of the input pulse to an inverted copy with a small time
delay (< trise), and then sets the time for the digital pulse as the zero crossing
point of this combined pulse. This ensures that the arrival times are independent of
the pulse heights, where a simple threshold discriminator would give diﬀerent times
for diﬀerent pulse heights. Both of the above stages are performed using a single
oﬀ-the-shelf electronics unit, the Roentdek DLATR6, which is located ∼ 0.5m from
the detector ﬂange.
2The large size of the pores causes a slight degradation of our spatial resolution. With narrower
pores (say 10 or 15µm diameter) we could expect better performance, and this is an area for future
improvement. Additionally, the quantum efficiency (QE) would also improve, due to the larger
open area.
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Figure 4.7: Two photographs of our delay line detector with MCP from different an-
gles showing the windings (a), the plates (b) and the wiring connecting to the UHV
feedthrough.
Figure 4.8: Schematic of the electronics units which process the signals (shown in red)
from each of the delay line windings. The initial low amplitude analogue negative pulse
is first amplified to increase the amplitude, which a CFD converts to a digital NIM logic
pulse. This is fed into the TDC, which outputs a channel,time pair to the computer. Using
this information for each channel the t,x,y information of each event can be reconstructed.
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From here the NIM pulses are fed into a time-digital converter (TDC), the Roent-
dek TDC8HP, mounted in a dedicated data acquisition computer. This card has
8 fast channels, each with a time bin of 25ps, and can record data on all channels
at over 1MHz count rates (although this is CPU dependent). The data acquisition
software provided by Roentdek (Cobold PC) was deemed inadequate for our needs,
as it is mainly designed for electron scattering/coincidence measurements, so a cus-
tom script was written using C++. Since data acquisition rates are dependent on
available CPU, the program performs no real calculations, but simply arms the card
after receiving a trigger, provided from our Labview experimental control system,
and then records the time and channel number of all hits received throughout a
cycle which it outputs to a ﬁle. Hits are later re-constructed using a Matlab script
in the data analysis stage.
Along with the 4 delay line corners, a pulse is also produced by an event in the
form of a voltage drop across the MCP, due to the charge depletion in the pore that
was hit. While the DLATR6 provides an extra channel for processing this signal, we
found that there was a lot of noise on the signal, predominantly at a single frequency,
possibly from cross talk between channels and the high voltage power supplies. To
overcome this we used a capacitor to pick-oﬀ the signal, which was then fed through
a band gap ﬁlter into a separate pre-amp and CFD stage. The result of the ﬁlter
and pre-amp is shown in Fig. 4.9(b). As can be seen, there is more ringing than the
other channels, but the signals are still usable. However, more signals from events
were lost as the CFD thresholds had to be set higher to minimise mis-triggers from
ringing.
Although the 4 corners in principle yield enough information to re-construct
the hit location in 3 dimensions, the additional piece of information provided by the
MCP pulse has a number of added beneﬁts. Firstly, the main computational eﬀort in
the data analysis software that converts from raw channel/time information to t,x,y
events is matching up x1,x2,y1,y2 channel counts to a single event. This normally
involves sorting through all other events on all other channels within a given time
window. By having the MCP pulse the search routine is less complex, only having
to look for x,y hits within a given time window after the MCP trigger. However,
the large number of hits missing the MCP signal (∼ 30%) on the MCP, due to the
higher CFD threshold, means that the original routine still has to be run on the
remaining data after those with MCP hits are removed. Despite this there is still a
net reduction in computation time.
Secondly, because of the constant time sum
Tsum = x1 + x2 − t (4.2)
= y1 + y2 − t
there is an inherent redundancy in the 5 pieces of information from a single event.
This means that hits missing one or two of the 5 channels can be reconstructed
as long as there is at least one of x1/x2 and y1/y2. However, in reality Tsum is
not quite constant but has some slight position dependence, which we characterised
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Figure 4.9: Oscilloscope images taken using a 54835A Infiniium 1GHz bandwidth scope of
the amplified pulses output from the MCP and DLD. Timebase is 10ns per division, while
voltage scales are as indicated. (a) Each of the four corners (top to bottom: x1,x2,y1,y2)
of the DLD windings produce a pulse, and the time difference between the pulses can be
used to reconstruct the time and position of the incident atom. A typical event is shown,
which generates a very clean signal, almost identical on each corner. (b) The MCP can
also produce a pulse, by coupling the voltage drop across the plates caused by the charge
depletion of the event. This pulse can be used for re-construction of events with missing
corners. As can be seen there is significantly more ringing on this channel, despite filters.
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by measuring it for events with all 4 corners. The Tsum position map can then be
used for a more accurate reconstruction. Even with this correction factor, there will
inevitably still be some degradation of resolution for hits missing any of x1,x2,y1,y2,
along with an increase in computational time when reconstructing events. For our
DLD the number of hits which could be reconstructed compared to those with all
of x1,x2,y1,y2 signals was < 5%, due mainly to the quality of the signals from our
corners which enables us to adjust the CFD thresholds so that very few hits were
missing a corner. Given that HBT style correlation measurements are independent
of the absolute quantum eﬃency (QE), for all of the experiments described in this
thesis no re-construction of events occurred, as maximum resolution and minimum
computation time were considered more important. However, the re-construction
analysis routine was still implemented and tested, as future experiments may well
make use of it. It will be especially useful for experiments where the QE becomes
important, such as possible EPR entanglement studies.
According to the manufacturers speciﬁcations, the delay-line detector should
have a spatial resolution of between 50 and 100 µm. Given our plates have pores
which are fairly large, we would expect it to be closer to 100 µm. To test the
resolution we mounted an aluminium resolution mask ∼ 10mm above the MCP,
which had a number of small holes drilled in it ranging from 500 down to 110 µm
(see Fig. 4.10)3. There was also a grid of 1mm holes separated by 10mm across
the entire surface of the DLD, which we use to calibrate the spatial distance and
ensure there is no position distortion in the image. By adding an extra push beam
from the top port to our second MOT we direct a beam of atoms down onto the
DLD (eﬀectively turning it into a LVIS), and were able to evenly illuminate the
grid of holes. We observe the transmission pattern which results, shown in Fig.
4.10(c). The spatial distances were found to be even across the detector, while
the measured image size from the 110µm hole after de-convolution indicates our
resolution (1/e2 diameter) is ∼ 130µm. While this is slightly larger than speciﬁed,
it is probably consistent, especially considering the number of diﬀerent methods of
deﬁning resolution. The temporal resolution is mainly limited by the spread of Tsum
values (since the TDC clock speed of 25ps is signiﬁcantly less), which we estimate
to be ∼ 2ns.
The other important speciﬁcations of the DLD are the maximum ﬂux (given as
∼ 1 MHz), the quantum eﬃciency (QE) and the dead time, which is speciﬁed to
be ∼10 ns, mainly due to electronic dead time. Our system was found to have a
small amount of ringing on some of the corner pulses, which would occasionally lead
to a double hit being recorded at the same spatial location within a few 10’s of
ns of each other. To compensate for this we remove any hits within 100ns after an
event, artiﬁcially increasing our dead time to 100ns, but this should not compromise
performance too heavily. The maximum ﬂux is diﬃcult to quantify, as even for a
single hit there is some level of charge depletion, at least in the same MCP pore,
and hence local saturation eﬀects can be present even if not visible in the bulk
proﬁle. Indeed we only observe gross saturation of the bulk TOF proﬁle for fairly
3110µm was the smallest size drill bit available.
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Figure 4.10: (a) A test mask positioned 10mm above the MCP of the DLD was used to
calibrate the spatial resolution. (b) A grid of 1mm holes separated by 10mm was used to
test the spatial distortion across the detector, while a series of drilled holes ranging from
500µm down to 110µm were used to test the resolution. A 50µm pinhole was also on the
mask, but the mount moved during installation, so the hole was covered up and let no
atoms through. (c) Intensity transmission pattern of atoms through the mask.
uniform thermal clouds at ∼ 2MHz ﬂuxes, but to minimise local saturation issues
we try to maintain our ﬂux below 1MHz for measurements. Similarly, the QE is
diﬃcult to quantify due to the dependence on MCP voltage/gain and eﬀects of
local saturation. Based upon the number of atoms in our cloud (measured using
saturated ﬂuorescence with a photodiode) and the number recorded on the detector,
we estimate 10-40% QE4. However, this is by no means exact as we cannot simply
drop a cloud which contains enough atoms to measure an accurate ﬂuorescence
signal onto the DLD without saturating it. Instead the atoms must be outcoupled
slowly over time, which increases the uncertainty as some are inevitably lost due to
trap loss, which in our case are dominated by two-body Penning ionisation for He∗.
The value used throughout this thesis is 30(10)%, our best estimate.
These speciﬁcations are in contrast to the similar apparatus used in the West-
brook group, which had a stated maximum ﬂux of ∼700 kHz, QE of > 10% and
a spatial resolution of ∼250 µm [153]. Based on these numbers, our new detection
system should, in principle, yield slightly superior results.
4An absolute maximum upper bound would be given by the open area, which is ∼ 50%.
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Figure 4.11: Atoms are outcoupled in pulses from the BiQUIC trap using RF radiation,
and fall under gravity onto the detection system below. A micro-channel plate (not shown)
allows single atoms to be measured on a delay-line detector, which causes a signal pulse
to propagate in both directions along two helical delay-line wires for a 2D spatial image
(only one wire shown).
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4.3 Hanbury Brown and Twiss Effect in a Pulsed
Atom Laser
4.3.1 Method
Ultracold clouds of He∗ were created using the methods outlined above and in [52].
For this experiment the radial trapping frequency for the magnetic trap was 2π×500
Hz, while the axial frequency was 2π × 50 Hz. Atoms were then released from the
trap at 29 ms intervals using 20 µs wide pulses of RF radiation, which spin-ﬂips
them to a ﬁeld-insensitive state. Given that the pulses had a Fourier width which
is greater than the chemical potential of ∼8 kHz for the BEC or ∼20 kHz for the
thermal atoms, the radiation interacted with the atoms in the cloud uniformly over
a wide range of energies, or equivalently all spatial positions in the trap, giving a
representative sample of the cloud.
The atoms were then dropped 848 mm under gravity onto the DLD (see Fig.
4.11), which recorded the arrival time and position of each atom detected. The
large drop distance is desirable to increase the spatial correlation length
lcorr = ~tω/
√
mkBT (4.3)
of the thermal clouds [89] relative to our detector resolution (∼ 130µm spatially).
Note that although lcorr increases, the correlation time tcorr remains constant. The
second order correlation function g(2)(τ) was calculated for two separate experimen-
tal runs, one for thermal atoms slightly above the condensation temperature, and
the other for a pulsed atom laser.
4.3.2 TOF Intensity profile
The temporal intensity proﬁle of the entire cloud of atoms detected, averaged for 10
experimental cycles of atoms above the condensation temperature, is shown in Fig.
4.12. The 20 µs RF bursts resulted in each pulse of atoms arriving at the detector
in a ∼20 ms window. The ﬁnal, high ﬂux peak was the atoms remaining in the
trap after the 30 RF pulses being dropped when the magnetic trap was switched oﬀ.
Note that the ﬂux always remains under 500kHz, so saturation should be minimal,
and yet nearly every atom is used in a single cycle5. To achieve suﬃcient power in
an individual RF pulse to permit a temporal width which gives uniform outcoupling
while maintaining adequate ﬂux, a 30W RF ampliﬁer was used. In an attempt to
keep the ﬂux constant the RF power was ramped up over time using an in-line
attenuator. However, the process was not perfect, and hence the slight change in
pulse amplitudes over the course of the cycle.
The temperature of the thermal pulses was observed to slightly decrease from
pulse to pulse. This was partly due to the Fourier width of the pulse (∆ω ∼ 140kHz
5There will be a small fraction lost while the atoms are held in the trap due to Penning and
associative ionisation, as well as background collisions.
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Figure 4.12: Intensity of thermal atoms arriving at detector binned in 1 ms increments.
The time-of-flight profile for the atom laser is similar, albeit for narrower pulses with a
lower temperature.
[156]) not being suﬃciently broad to illuminate the cloud totally isotropically6. A
larger eﬀect is due to the RF ampliﬁer we use for the pulses having a gain which
signiﬁcantly drops oﬀ for frequencies below 1MHz (our trap bottom for these ex-
periments is at around 900kHz in units of frequency). This leads to more power
in the higher frequency components, which preferentially spin ﬂip and outcouple
hotter atoms, leading to the slight cooling eﬀect. The resultant temperature spread
for the thermal data is 850± 100 nK. This temperature spread slightly changed the
bunching amplitude (g(2)− 1) of the correlation function measured from that of sin-
gle temperature measurements, although is comparable to the temperature spreads
in previous results [24].
Condensates were identiﬁed easily from the asymmetric shape of the spatial
intensity proﬁle measured on the detector, and as such we can tune the cooling
process to ﬁnish either side of the condensation transition temperature. Given the
stability of our trap, condensates or thermal clouds were created in a controlled and
repeatable manner. The pulsed atom laser was created by outcoupling atoms from
a BEC in the same way.
4.3.3 Correlation function
The two particle correlation function was plotted in time, as this is our axis with
the highest resolution. To achieve this, for each detection event we found the time
diﬀerence τ between the initial atom and any subsequent atoms landing within a
6As described in chapter 5, we later reduced the RF pulse temporal width to 5µs, which reduced
this effect slightly, but did not totally remove it.
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700 µm circular radius from the ﬁrst atom in the x-y plane. The procedure was then
repeated for each detected atom, to generate a list of the time diﬀerences between
every pair of atoms within the given radius. These time diﬀerences were used to
create a histogram with 20 µs time bins, which gave the unnormalised correlation
function G(2)(τ), as plotted in Fig. 4.13 for the thermal data. The bunching peak
is evident in the sharp rise for the ﬁrst few bins.
Figure 4.13: Plot of un-normalised second order correlation function G(2)(τ) for thermal
atoms at 850 nK. The atomic bunching can clearly be seen in the sharp peak above the
much wider bulk intensity profile at small values of τ . Values of G(2)(τ) are the number
of counts in each bin, and the spread in data is due to shot noise.
This function G(2)(τ) was then normalised by the autocorrelated bulk intensity
proﬁle to ﬁnd g(2)(τ). While theoretically it is a straightforward procedure, in prac-
tice normalisation can at times be a challenging process [153]. For data where the
correlations are clearly separated from the bulk proﬁle, such as our thermal data
shown in Fig. 4.13, a suﬃcient method is to divide through by the theoretical in-
tensity proﬁle ﬁt to the data, excluding points within or slightly larger than the
correlation length. With a thermal cloud this works out to be a gaussian, although
when the width is suﬃciently large, as for the data in Fig. 4.13, a 2nd order polyno-
mial provides an adequate approximation and yields the same result, with slightly
easier calculations.
However, for other data, especially where correlations are of a similar length scale
to the bulk proﬁle, this method fails, and a more involved procedure is necessary.
This involves storing the time and positions of hits from all ﬁles into a single array,
and then creating a histogram following an identical method to that used to produce
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G(2)(τ). After multiplication with a correction factor N equal to the number of ﬁles
present, this gives the normalisation proﬁle exactly, as correlations do not exist
between events from diﬀerent ﬁles [71] (although there is an error equal to 1/N).
For data sets with a lot of correlations, the computation time required would become
impractical if normalisation was performed over all ﬁles, and so often the data was
broken into smaller subsets, each of which is normalised independently before being
combined. This is acceptable provided enough ﬁles are present in each subset to
minimise the 1/N error. The increased computational requirement means it would
take prohibitively long if run on Matlab, and so a series of C++ scripts were written
and used. Finally, this method can sometimes run into problems due to diﬀering
intensity proﬁles from shot-to-shot, which normally appears as a slight slope to
the supposedly normalised g(2)(τ) proﬁle, which can be corrected using a linear
correction factor. Both of these methods were compared for the same data set, and
found to yield the same value within error.
A further test can also be performed to prove that the signal is deﬁnitely bunch-
ing. If the radius of the x-y bin is increased to ≫ the correlation length in both
dimensions, then the correlations will disappear as G(2)(τ) will be dominated by un-
correlated pairs. Since the shape of the bulk proﬁle remain approximately the same
in both cases, a comparison between the two cases will reveal the presence or ab-
sence of bunching. By varying the bin size a range of diﬀerent bunching amplitudes
can also be extracted, which follow a clear trend set by theory [89].
The normalised correlation plot for thermal atoms (Fig. 4.14(a)) was calculated
from 1,700 experimental cycles resulting in ∼105 correlated pairs per 20 µs time bin.
The correlation time of the thermal atoms was found to be 100 ± 20 µs, given by
the width of a Gaussian ﬁt, where the theoretical value is 120± 20 µm. Given that
we typically form a condensate at around 600 nK for these experimental parameters,
the correlation time cannot be increased signiﬁcantly under these experimental con-
ditions. The bunching amplitude in the plot of 0.024 is lower than the ideal value of
1, due to factors such as the ﬁnite resolution of the detector and the spatial binning
of detection pairs into discs of diameter 700 µm, the latter being chosen to max-
imise the signal to noise ratio. Smaller bins lead to a superior bunching amplitude,
as the greater wavefunction overlap between particles leads to a stronger correlation
between detected pairs. However, more data needs to be acquired as the number of
pair detections per bin will decrease, leading to a relatively larger statistical noise.
The correlation length is particularly small in the weak axis, where the low trap fre-
quency gives a theoretical value of ∼48µm, compared to ∼480µm in the tight axis.
This inevitably means that a lot of un-correlated atoms are recorded as pairs within
the 700µm spatial bin diameter. Because 48µm is less than our spatial resolution,
bins at this length scale would lead to problems due to our resolution smearing out
the measured positions.
A theoretical simulation which accounts for our spatial binning regime and de-
tector resolution was performed7 to determine the anticipated bunching amplitude.
The detector resolution is included as an eﬀect which increases the average observed
7Fellow PhD student Andrew Manning conducted most of the work on the simulation
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Figure 4.14: Plot of second order correlation function g(2)(τ) for thermal atoms at 850
nK (a) and for a pulsed atom laser (b). The error bars shown are shot noise.
distance between pairs of atoms separated by a distance equal to the resolution. The
bunching amplitude for a pair of atoms at this adjusted separation distance was then
computed using the model developed by Viana Gomes et al. [89], and then averaged
for a collection of pair detections generated uniformly within a disc of diameter 700
µm. While this simple model was somewhat dependent on assumptions such as the
inﬂuence of detector resolution, a bunching amplitude of ∼4% was expected. The
discrepancy between our calculated and measured correlation amplitude and time
may be due to minor experimental eﬀects, such as imperfections in the normali-
sation of the experimental correlation function and incomplete knowledge of our
experimental parameters.
Although our signal to noise ratio is currently limited by statistical error, by
binning close to the resolution limit of 100 µm we may be able to increase our
bunching amplitude by an order of magnitude, which is not possible with a detector
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of signiﬁcantly poorer resolution, nor is it an appealing notion if acquiring data at a
much slower rate. Nonetheless, a correlation function with similar signal to noise as
previous experiments [24] was achieved, verifying the validity of our method. With
a duty cycle of ∼ 30s, we are able to acquire nearly 2,000 runs in a single night of
data acquisition, compared to tens of days for previous work. Given that our method
allowed this data to be acquired more than an order of magnitude faster than for
the previous experiments [24, 153], the value of our pulsed outcoupling experimental
technique is evident. This is especially true for any future experiments would like to
make use of the correlation function to probe detailed properties of a system, rather
than merely demonstrate the existence of the HBT eﬀect. The correlation function
for the pulsed atom laser (Fig. 4.14(b)), produced from 1,700 experimental cycles
with 105 − 106 correlated pairs per 20 µs time bin, was also ﬁtted to a Gaussian
function in the same manner as for the thermal clouds. However, the best ﬁt was for
a bunching amplitude of zero, meaning that no bunching was observed in the pulsed
atom laser. In general, the observation of bunching of thermal atoms is diﬃcult, as
the temperature must be low enough to ensure that the correlation time is suﬃciently
large, and the detector resolution must be good enough to prevent g(2)(τ) from
washing out to unity. This means that care must be taken in pronouncing that an
absence of bunching has been conclusively demonstrated. However, given that we
observed bunching in thermal bosons, yet no bunching for a pulsed atom laser under
identical conditions, we can conclusively see that the coherence of the atom laser
has not been compromised by the outcoupling process.
4.4 Conclusion
We have directly compared the second order correlations of a pulsed atom laser and
pulsed thermal source, and found this to be the same as for dropping single clouds
[24]. It was found that the isotropic RF outcoupling of atoms from a Bose-Einstein
condensate does not result in decoherence, while the ‘bunching’ typical of incoherent
sources was observed for thermal atoms. This new method signiﬁcantly increases
data acquisition rates, by over an order of magnitude compared to previous measure-
ments [153]. In addition, it also opens the possibility of novel future experiments,
which may allow us to probe processes such as the birth and death of a condensate
by monitoring correlation eﬀects.
This demonstrates that the RF outcoupling process does not perturb the second
order coherence of the atoms. Considering the tendency of helium to fountain up-
wards and thus have a large spread in momentum as it is outcoupled [78], as well
as losses due to Penning ionisation [59], one would suspect that helium is a species
at high risk of decoherence upon outcoupling. Therefore, our results indicate that
any other species should retain coherence when outcoupled in this way.
A major result of this experiment was the development and veriﬁcation of the
pulsed outcoupling method. The complete thermal and condensate datasets were
acquired in a single overnight run each. In fact our measurement was carried out
an order of magnitude faster than previous experiments [153], meaning data with
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a similar signal to noise ratio to previous results can now be acquired in a day.
As will be seen in the next chapter, the increase of data acquisition rates is a
critical technique for measuring higher order correlation functions which require
vast amounts of data for our experimental parameters.
Given our ability to outcouple pulses of atoms in a controllable way, especially
considering that they are in a ﬁeld-insensitive state, this new method allows future
experiments to be performed which could lead to a more thorough investigation of
how the correlation function changes with time across a phase transition. The basic
method would be to start with a thermal cloud slightly above Tc, outcouple a single
pulse to give a reference correlation function, before implementing a quench cooling
stage to rapidly lower the temperature of the sample below Tc by removing a large
fraction of the hottest atoms [157, 158]. As the system evolves to condensation, we
would continue to outcouple pulses of atoms at regular time intervals, which would
allow the evolution of g(2) to be monitored as the BEC forms. Although this has
been performed with ﬁrst order correlation functions [95, 96], this would be the ﬁrst
time that the second order coherence of an atom cloud crossing the condensation
threshold could be probed using density correlations.
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Chapter 5
Higher Order Correlations
A major advance in understanding the behaviour of light was to describe the co-
herence of a light source using correlation functions that deﬁne the spatio/temporal
relationship between pairs and larger groups of photons. Correlations are also a fun-
damental property of matter, but until this work they had only been investigated
thoroughly up to second order. In the results described here, we investigate a range
of higher order correlation functions for atoms released from our magnetic trap, as
well as a 1D optical dipole trap.
This chapter supplements work that has previously been published in:
• [159] S. S. Hodgman, R. G. Dall, A. G. Manning, K. G. H. Baldwin, and
A. G. Truscott, Direct Measurement of Long-Range Third-Order Coherence in
Bose-Einstein Condensates, Science 331, 1046-1049 (2011).
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5.1 Introduction
5.1.1 Quantum Coherence
The interchangeability of particle and wave-like behaviour is fundamental to the
quantum-mechanical description of light, but it was not until the seminal work of
Glauber [17] that quantum theory was used to provide a description of the coherence
properties of photon statistics which moves beyond classical theory. That work
distinguishes between the classical, ﬁrst-order coherence of the light intensity, and
the quantum coherence between n multiple photons (nth-order correlations). A
perfectly coherent source exhibits coherence to all orders. For example, measurement
of the arrival time of individual photons at a detector enables the correlation between
pairs (second-order), triplets (third-order) and higher-order groups of photons to be
determined. An incoherent source of light will exhibit bosonic photon bunching;
that is, an enhanced probability of pairs of photons arriving within an interval that
deﬁnes the coherence time of the source. Such second-order correlations were ﬁrst
demonstrated in the famous Hanbury Brown and Twiss (HBT) experiment [18], a
technique which was later applied in astronomy in the spatial domain to determine
the angular size of stars [19]1.
Conversely, a highly coherent light source such as a laser will exhibit no bunch-
ing, with a uniform arrival-time probability for pairs, triplets and larger groupings
of photons; this indicates long-range coherence to all orders in the corresponding
(unity-value) correlation functions. The diﬀerentiation between degrees of coher-
ence was the major conceptual leap of Glauber’s paper. Previously, using any of
the commonly accepted classical (ﬁrst order) deﬁnitions of coherence there was no
diﬀerence between a truly coherent source such as a laser and a 1st order coherent
source, such as ‘low temperature’ (highly ﬁltered) thermal photons.
5.1.2 Higher Order Correlations: Previous Work
However, correlations higher than second order are often diﬃcult to measure experi-
mentally because the vast amounts of data require extensive data analysis resources.
The two major (inter-related) challenges are to produce a source with large enough
coherence volume that a signiﬁcant number of particles are within the coherence vol-
ume, and then have a detector which can measure (with single particle resolution)
the appropriate number of particles within the coherence volume. For light the cor-
relation times/lengths are usually quite small, requiring sophisticated detectors with
small dead times. Comparatively, cold atoms often have signiﬁcantly larger correla-
tion volumes, however the challenge here is to generate enough particles within this
volume to yield enough ﬂux for an adequate signal to noise.
Thus far correlations up to third order have been measured for exciton-polaritons
[160] and to fourth order for photons emitted by a micro-cavity [161]. A more
complete investigation, which managed to produce detailed plots of g(3) and g(4) over
1The background to second order coherence was covered in depth in chapter 2, so is only
mentioned here.
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a large range of photon spacings for coherent and incoherent light was achieved using
a detector consisting of 4 interleaved nano-wires at the output of a ﬁbre [162]. Using
a method similar to Hanbury Brown and Twiss’ original laboratory demonstration
[18], but extended to include three beam-splitters incorporated into a ﬁbre, a recent
experiment has measured correlations up to 8th order for coherent light and 6th
order for quasi-thermal incoherent light [163]. The bunching eﬀects are stronger for
higher order correlation functions, leading to their use practically in quantum optics
to study various properties of laser beams [163, 164, 165], heralded single photons
[166] and the statistics of parametric down conversion sources [166, 167].
For atomic matter waves, ﬁrst-order [20]2 and second-order correlations [23, 24,
28, 30, 31, 29, 25, 32] have been measured experimentally, while the eﬀect of second-
and third-order correlations on 2-body [99] and 3-body [168, 169] loss rates have
been demonstrated. However, as described above, in order to prove that an atomic
ensemble is completely quantum coherent it is necessary to demonstrate coherence
in the third (and subsequent) orders [17]. Measurements of third- and higher-order
correlations are also important in order to understand whether the interactions
between atoms (not present for photons) aﬀect the coherence of matter-wave sources,
such as BECs. Intrinsically, higher-order (n body) correlation functions are a more
sensitive test of coherence because in an idealised system, for zero delay between
arrival times, the ratio of incoherent to coherent behaviour scales as n factorial (n!)
[17]. Like the laser, a BEC should exhibit a constant (unity) correlation function to
all orders since it is described theoretically by a single macroscopic wave function
that is characterised by long-range coherence. Also, since for a source to be coherent
to nth order it must also be coherent to all lower orders [17], higher order coherence
tests inherently contain more information than those of lower orders.
A major diﬀerence for atoms compared to photons is the inter-particle inter-
actions, which are not present for photons. These can have a signiﬁcant eﬀect on
the coherence of an atomic ensemble. Any such perturbation will become more
pronounced the higher the degree of coherence measured, as more particles must
be present within the coherence volume. The close proximity of more atoms will
increase the interaction eﬀects, as there will be more particle pairs within the scat-
tering length of each other. Such eﬀects have already been shown to occur on the
length scale close to the scattering length, and can have a signiﬁcant impact on
g(2) measurements for close spacings [102, 170]. Although our large expansion time
means that such eﬀects will be minimised, there will still be an order of correla-
tion function where they will start to become important, as an inﬁnite number of
particles cannot be contained within a ﬁnite volume.
5.1.3 Correlations in 1D Gases
Our analysis of correlation functions in cold atomic systems has, up until now, been
conﬁned to three dimensional systems. However, there is a range of interesting
physics to be investigated in lower dimensional systems, which are often quite dif-
2Plus numerous other references.
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ferent to their 3D equivalents. In this chapter, we investigate a range of correlation
functions for a 1D system, and so a number of characteristic properties of 1D gases
are discussed here.
The ﬁrst question is: what makes a system 1D? Generally, a system is classiﬁed
as 1D if the thermal energy of the atoms (or chemical potential for a condensate)
is lower than the transverse excitation energy of the 1st excited mode. This means
the atoms do not have suﬃcient energy to populate more than 1 state in the trans-
verse dimension, although multiple states can still be occupied in the longitudinal
direction.
Figure 5.1: Diagram showing the different 1D regimes, characterised in terms of γ and
τ1D = T/Td. Indicative g
(2) values (in-trap) for each regime are also shown. The green
region gives an approximate indication of the regions accessed in the experiments described
in this chapter.
There are a number of diﬀerent regimes accessible in 1D cold atomic systems,
each of which is characterised by diﬀerent physics. Fig. 5.1, adapted from references
[171] and [172], indicates the principle regimes diﬀerentiated in terms of two key
parameters. The vertical axis shows the reduced temperature τ1D = T/Td, where
Td =
~
2n2
2mkB
(5.1)
is the temperature of quantum degeneracy [26] (n is the 1D linear density), the
equivalent of Tc for 1D systems. On the horizontal axis we plot the interaction
parameter [172]
γ =
mg
~2n
. (5.2)
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The 1D coupling constant g is given by [172]
g = 2~ω⊥a (5.3)
where ω⊥ is the radial trapping frequency and a is the 3D s-wave scattering length
(7.5nm for He∗ [75]). One interesting feature of these 1D systems is that Eqn.
5.2 shows the interactions increase with lower particle numbers, a result which is
somewhat counter-intuitive. This arises because the interactions are more important
the more 1D the system is, and a larger number of particles will lead to more radial
modes being accessible, either through the more high energy thermal atoms or the
larger chemical potential.
An important distinguishing characteristic of the 1D regimes is the 2 particle cor-
relation function in each regime. Given our experiments will focus on this, expected
values are indicated for each regime on Fig. 5.1.
Above the critical temperature Td there are two distinct ‘thermal’ regimes. For
small values of γ, the system is in the decoherent classical regime, characterised
by only small perturbations to the classical thermal gas, with g(2)(0, 0) ≈ 2 [173]
(g(2)(0, 0) = 2 is the classical limit). However, in the high temperature Tonks-
Girardeau (strong coupling) regime of γ ≥ max(1,τ1D), the strong repulsive inter-
actions lead to the atoms minimising their interaction energy by avoiding spatial
overlap [174, 175]. This highly correlated behaviour is similar to non-interacting
fermions and causes the local correlation functions to dramatically reduce, approach-
ing 0 in the limit γ → ∞ [26]. In eﬀect, the interactions and single dimensionality
cause fermionisation to occur, as the equally spaced particles align themselves in a
truly 1D line, hence the anti-bunching.
For degenerate cases, things are a little more complex. In the degenerate Tonks-
Girardeau gas (τ1D ≪ 1, γ ≥ 1) fermionisation occurs in a manner similar the
high temperature case. Once again, g(2)(0, 0) goes to 0 as γ → ∞ and/or τ1D →
0 [26], with small corrections leading to a slight increase at ﬁnite temperatures.
If γ is small (< 1) however, there are three diﬀerent broad regimes, with relatively
smooth transitions between each of these as well as to the decoherent classical regime
for τ1D > 1 [173]. When τ1D ≤ γ ≤ 1, the system is in the mean ﬁeld Gross-
Pitaevskii (GP) quasi-condensate regime, where the atoms are degenerate but not
completely phase coherent. Here the density proﬁle is given by the usual Thomas-
Fermi inverted parabola [172]. Although density-density ﬂuctuations (which would
yield bunching in trap [176]) are suppressed, meaning the atoms are locally coherent,
signiﬁcant phase ﬂuctuations destroy the long-range coherence at ﬁnite τ1D and
γ. At suﬃciently low temperatures these phase ﬂuctuations are driven by vacuum
ﬂuctuations, while for higher temperatures (τ1D ≫ γ) thermal ﬂuctuations dominate
[26]. Each of these cases is indicated as a separate region in Fig. 5.1. In these regimes
the local (short-range) phase coherence means the in-trap correlation functions are
close to 1, as is the case of a true condensate, with small deviations dependent on the
actual values of τ1D and γ [173]. For even smaller γ and higher τ1D even this short
range coherence is suppressed, with the degenerate case referred to as the decoherent
quantum (DQ) regime. In a DQ system both density and thermally driven phase
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ﬂuctuations are present [26] and as in the decoherent classical regime, the correlation
function will approach 2 in trap, but reducing in amplitude as γ increases or τ1D
decreases [173]. The condensate transition is no longer the sharp phase transition
of a 3D gas, but rather a much more subtle change. In fact the main qualitative
diﬀerence between the DC and DQ regimes is the large ground state population
in the latter [26] (although quantitatively parameters such as correlation lengths,
bunching amplitudes and axial widths will also diﬀer).
However, an important point to note is that after suﬃcient TOF expansion, in all
three of the previously mentioned regimes the lack of phase coherence translates to a
strong far-ﬁeld bunching signal at the detector. This has recently been demonstrated
theoretically in [177] and experimentally in [32] for a gas in the quasi-condensate
(GP) regime. Along with the fact that no sharp phase transitions exist, this can
make distinguishing between the three regimes in an experiment challenging.
Previous experiments into the coherence properties of elongated condensates
were performed by measuring the density proﬁle of expanded clouds where large
ﬂuctuations where observed. The source of the far-ﬁeld density ﬂuctuations was
shown to be phase ﬂuctuations in trap [178]. Further experiments performed in
the 1-D regime probed the coherence via matter wave interference [179, 180] and
Bragg spectroscopy [181]. Moreover, noise correlation analysis has subsequently
been employed to investigate the second order correlation functions [32], however
due to technical details the correlation functions are signiﬁcantly modiﬁed from the
ideal two particle forms.
The shaded green area on Fig. 5.1 gives an approximate indication of the regimes
accessible to us under our current experimental parameters3. As can be seen we
can only really access the decoherent classical and quantum regimes. However,
experimentally it would be diﬃcult to distinguish between the subtleties of the two
GP and DQ regimes without further theoretical characterisation. Both the Tonks-
Gireardeau regimes are also inaccessible to our system. Such a strong coupling is
technically challenging to achieve, normally requiring a 2D optical lattice with tight
conﬁnement [182, 183, 184].
5.2 Third Order Correlation Function
This section describes how we achieved simultaneous second- and third-order cor-
relation measurements through a combination of two key experimental factors: the
unique single-atom detection properties of metastable helium atoms and the novel
pulsed method of collecting a large data set of correlation statistics from the atomic
ensemble [152]. Both the development and analysis of this method are covered in the
previous chapter. For this 3rd order measurement, which requires roughly an order
of magnitude more data than the previous g(2) result [152], this technique gives us
an advantage compared to other methods. For example in [24], the data acquisi-
tion required weeks of run time to simply generate a g(2) with acceptable signal to
3This is only indicative of the range spanned by the experiments in this chapter. With some
adjustments we may be able to extend the limits slightly further.
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noise [153], making the prospect of an order of magnitude longer acquisition time
distinctly unappealing.
Figure 5.2: Experimental setup: An ensemble of He∗ atoms (red spheres) falls under
gravity onto the MCP detector creating a series of detection events (yellow) separated in
space and time. The middle inset (blue box) shows the arrival of the atomic ensemble in
more detail, whereas the right hand inset (green cylinder) shows the arrival of a triplet of
atoms within our analysis region. The third-order correlation function characterises the
arrival time differences τ1 and τ2 between the three atoms.
A basic sketch of the principle of the experiment is shown in Fig. 5.2. An atomic
cloud incident on the detector has both the position and arrival time recorded for
each individual atom. The correlation function can then be determined for atom
pairs (second order) and triplets (third order - shown enlarged) by measuring the
delay time τ between atoms arriving within each analysis region.
5.2.1 Method
An ensemble of ∼ 106 He∗ atoms (either a thermal cloud, or a BEC) are output-
coupled from our bi-planar quadrupole Ioﬀe conﬁguration (BiQUIC) [52] magnetic
trap using radio-frequency (RF) radiation to ﬂip the spins of the atoms from the
trapped mF = 1 state to the ﬁeld-insensitive mF = 0 state. The atoms then fall
848 mm under gravity (416 ms fall time) onto the 80 mm diameter micro-channel
plate (MCP) and delay-line detector (DLD). The ∼20 eV internal energy of He∗
releases electrons that are ampliﬁed by the 2kV potential across the MCP to create
an electron pulse on the DLD, which enables reconstruction of the spatial position
in the horizontal plane and arrival times.
To build a large statistical sample while not saturating the detector, a sequence
of 30 RF pulses (each of 5 µs duration separated by 29 ms) are used to spin-ﬂip ∼2-
3% of the atoms per pulse into the untrapped state, allowing them to fall onto the
detector. The atoms remaining at the end of the sequence are released by switching
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oﬀ the trap [152]. Again, the amplitude of the RF power is ramped over time to
keep the detector ﬂux approximately constant. In order to uniformly sample over
the entire cloud, the RF temporal pulse width is chosen such that the radiation
has a Fourier broadened frequency width ∆ω ∼ 2π×88kHz [156], which is much
greater than both the kinetic energy spread of the thermal cloud (∼30 kHz), and
the chemical potential of the atomic interactions in the BEC (∼8 kHz).
5.2.2 Results
The un-normalised third-order correlation function G(3)(0, τ1, τ2) (with the ﬁrst par-
ticle setting the time origin at τ = 0) is then determined from the number of coin-
cidence events with relative arrival times τ1 and τ2 (Fig. 5.2). For each detection
event measured on the MCP, the diﬀerence in arrival times τ1 of all particles within
700 µm are recorded. Each of these pairs is then checked to determine whether a
third particle arrives within the same radius, in which case the time diﬀerence τ2 be-
tween particles 2 and 3 is also recorded. A plot of G(3)(0, τ1, τ2) is then produced by
histogramming (in 2 dimensions) each pair of τ1 and τ2, to generate a 3 dimensional
surface plot.
Note that this is one of two diﬀerent methods of deﬁning τ1 and τ2 experimentally.
The other way is to set τ2 equal to the time diﬀerence between particle 1 and 3.
Both methods can be found in the literature (e.g. [168] utilises our deﬁnition, while
[162] uses the second deﬁnition) and each has advantages and disadvantages. The
major beneﬁt of the method we chose is that by plotting out the diagonal (τ1 =
τ2) we can easily display the 3rd order or higher correlation function in a 1D slice
which approaches unity for τ values larger than tcorr. This is often easier to visually
interpret, especially for orders higher than 3rd order. Compare this to the other
method, where nth order functions have to be plotted in their n dimensional graphs,
or slices through (n − 1)th order plots (a beautiful representation for 4th order is
in [162] and the supplementary animation). This is due to the full correlation
function normalising to 2, rather than 1 along the diagonal, since with τ1 = τ2, g
(2) is
recovered, which can make the plots diﬃcult to readily interpret. The drawback of
our method is an artiﬁcial reduction in our higher order correlation lengths (although
the 2 particle correlation lengths are unaﬀected). However, the reduced correlation
length is simply
√
n− 1× tcorr, and thus can be accounted for in the analysis.
The normalised temporal correlation function g(3)(0, τ1, τ2) is then obtained by
dividing by the local particle densities. This yields the time-of-ﬂight correlation
function
g(3)(0, τ1, τ2) =
G(3)(0, τ1, τ2)
ρ(0)ρ(τ1)ρ(τ2)
(5.4)
where ρ(τ) is the density at time τ after the ﬁrst particle is measured. In the idealized
case of unlimited detector resolution, for thermal atoms this yields an asymptotic
value of 1 at very large delay times τ with a peak value of g(3)(0, 0, 0) = 3! (i.e. 6) at
zero delay times. The width of the peak deﬁnes the correlation time for the atomic
ensemble. By contrast, a pure BEC is predicted to have a uniform g(3)(0, τ1, τ2) = 1
due to its long-range, higher-order coherence [17].
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Figure 5.3: Normalised third-order correlation functions g(3)(0, τ1, τ2) for (a) ensembles
of thermal atoms and (b) the BEC.
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In Fig. 5.3(a) we plot the measured third order correlation function for thermal
atoms just above the BEC transition temperature (Tc ∼ 1.0 µK) and contrast it
with the data for the almost pure condensate well below Tc (Fig. 5.3(b)). Because
of the ﬁnite detector resolution and our binning method, g(3)(0, 0, 0) for thermal
atoms is signiﬁcantly reduced from the idealized case. As large amounts of data
are necessary for correlation measurements, the thermal atom data (T = 1.3(2) µK)
was taken from 24,600 individual experimental cycles, while the BEC data (of higher
density yielding more triplet coincidence events) was taken from 3,700 cycles. The
experimental data represents the result of ∼250 hours of full-time data acquisition,
taken over a 2 week period. However, the limiting factor on the amount of data
taken was the computational time required to process the second- and third-order
correlations, which took longer than the experiments.
Figure 5.4(a) shows the cross-section of the g(3)(0, τ1, τ2) data for τ1 = τ2 which
highlights the atom bunching peak in the third-order correlation function. The
maximum value measured for the thermal atoms was 1.061(6) at g(3)(0, 0, 0). This
is to be compared to the mean value measured for the BEC in Figure 5.3(a) of
1.000(1). From this we conclude that within the 0.1% statistical variation in the
correlation measurements, the BEC is coherent for the third order in the correlation
function.
The second-order correlation function g(2)(0, τ) can be derived from g(3)(0, τ1, τ2)
by averaging the data for values of either τ1 or τ2 much larger than the correlation
time tcorr ∼ 90(10) µs, because in the limit of τ1 or τ2 ≫ tcorr, g(3)(0, τ1, τ2) ap-
proaches g(2)(0, τ). A maximum atom-bunching enhancement of g(2)(0, 0) = 1.022(2)
is achieved for the thermal atoms (Fig. 5.4(b)). The BEC correlation value (also
shown) is unity within the experimental statistical variation, indicating long-range
coherence of the condensate for the second order correlation function as well. This is
in agreement with the prediction that coherence in a high order correlation function
requires coherence for all lower orders [17].
The present g(3)(0, τ1, τ2) measurements are fundamentally diﬀerent from the
measurement of 3-body loss rates [168, 169]. Such in-trap experiments by deﬁnition
probe a limited range of distances at small inter-particle separations, as the coher-
ence length is usually on a similar length scale as the inter-particle scattering length
a. At these distances the correlation functions are strongly inﬂuenced by the de-
tails of the inter-atomic potential [102, 170], so that the factorial relationship breaks
down as interactions dominate the behaviour of the correlation functions. All in-
trap correlation measurements (for example using single-occupancy optical lattices
[107]) need to consider modiﬁcation of the correlation function even at inter-particle
separations of hundreds of nanometers [102]. Another limitation of in-trap measure-
ments is that they are dominated by local coherence eﬀects rather than measuring
the long-range coherence, as demonstrated recently for a 1-D quasicondensate [32].
In contrast, by releasing atoms from the trap and measuring the correlation
function in the far-ﬁeld after a signiﬁcant time-of-ﬂight expansion we have eﬀectively
circumvented this issue. The atoms now have a large mean inter-particle separation
(〈r〉 ∼1mm)≫ the scattering length (a = 7.512(5) nm [75]). Interactions have been
shown to signiﬁcantly perturb the correlation function over distances up to ∼100a.
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Figure 5.4: Sections of normalised third-order correlation functions. (a) Diagonal section
(τ1, τ2) of g
(3)(0, τ1, τ2) for both thermal atoms (red circles) and the BEC (blue squares).
(b) Second-order correlation function g(2)(0, τ) for both thermal atoms (red circles) and
the BEC (blue squares). The dashed red and solid blue lines are two-dimensional Gaussian
surface fits to the thermal and BEC data in Fig. 5.3, respectively. Error bars represent
shot noise, which is the dominant source of uncertainty.
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Hence with 〈r〉 and lcorr ﬁve and four orders of magnitude respectively greater than a
in our system such eﬀects are negligible. This enabled our complete determination
of g(3)(0, τ1, τ2) over a wide region of phase space, unaﬀected by the short-range
inter-particle interactions.
Figure 5.5: The effect on (a) the bunching amplitudes for g(2)(0, 0) and g(3)(0, 0, 0) and
(b) the signal to noise ratio (SNR) of varying the length in x and y of the sides of the
square bins. The dashed lines are guides to the eye.
5.2.3 Variable Spatial Bin Size and the Effect on Bunching
While the bin sizes used to plot Fig. 5.3 and Fig. 5.4 are adequate to clearly show
the presence or absence of bunching, it is worth investigating the dependence of both
bunching amplitude and signal to noise ratio on the bin size. The bins were changed
to square (rather than circular for the data in Fig. 5.4), the widths of the bin sides
were varied, and the procedure detailed above to produce Fig. 5.4 was repeated
for all of the thermal data. The bunching amplitudes g(2)(0, 0) and g(3)(0, 0, 0) of
the ﬁtted gaussian correlation function were then recorded. Fig. 5.5(a) plots the
bunching amplitudes as a function of square bin widths ranging from 300µm up to
1mm. As can be seen the bunching amplitude for both g(2)(0, 0) and g(3)(0, 0, 0) vary
in a continuous manner, with lower bin widths producing larger bunching amplitudes
(up to nearly 10% for g(3)(0, 0, 0)). Na¨ıvely, this appears to indicate that smaller
binning is desirable to yield the largest bunching possible.
However, when we plot the signal-to-noise ratio (SNR) against bin width, as
shown in Fig. 5.5(b), a diﬀerent story emerges. We deﬁne the SNR as the ratio of
g(2)(0, 0) or g(3)(0, 0, 0) to the variance of the experimental points from the ﬁtted
correlation function. As can be seen, the SNR is signiﬁcantly worse for the smaller
bins. A poor SNR is especially evident in a surface plot, such as Fig. 5.3, thus
the choice of 700µm bins was deemed to be the ideal compromise between SNR and
absolute bunching amplitude. Another point of interest is that g(2) has a better SNR
compared to g(3). However, this is merely because g(2) is calculated by integrating
over all values of one of τ1 or τ2 > 200ms, which means that it contains more data
than the single diagonal plot used to produce g(3).
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Figure 5.6: The effect on (a) the bunching amplitudes for g(2)(0, 0) and g(3)(0, 0, 0)
and (b) the signal to noise ratio (SNR) of varying the ratio of the x and y sides of the
rectangular bins, while keeping the total area constant.
The ﬁnal investigation concerning re-binning the data was to change the bin
shape from square to rectangular. This should in principle yield better results, due
to the asymmetry of our trap frequencies (52Hz in x and 565Hz in y). Given the
linear dependence of correlation length with trap frequency [89], a smaller relative
bin size in x compared to y should improve the bunching amplitude for a constant
bin area.
Using a ﬁxed bin area of 1.6×10−7m2 (corresponding to 400×400µm for the
square case), the bunching amplitudes and SNR, calculated as above, are plotted in
Fig. 5.6(a) and (b) respectively. As the graphs indicate, a small beneﬁt is gained
in both bunching amplitude and SNR for asymmetric bins, although the eﬀect is
marginal. This is possibly due to the correlation length in the weak trap frequency
of ∼ 50µm being lower than our resolution, which when combined are close to
our asymmetric bin size. This will lead to a large number of incorrectly assigned
correlation pairs, which could explain why the advantage gained is only small.
5.2.4 Theoretical Model
In order to quantitatively account for our results, we have applied a theoretical
approach described below which is similar to that of [89] (which in turn was based
on the work in [102]). These theoretical studies assume an ideal gas model, which
is applicable in our experiments because the particle spacing covers a large range of
distances (>100 µm), all of which are much greater than the inter-particle scattering
length (7.512(5) nm [75]).
The model calculations were performed as follows4. In three dimensions (r =
{x, y, z = vt}) for impact velocity v and arrival time (t), the third order correlation
function can be described using the creation and annihilation operators Ψˆ† and Ψˆ
for pure, stationary boson modes:
4The majority of the model calculations were performed by fellow PhD student Andrew
Manning.
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g(3)(r1, r2, r3) =
〈
Ψˆ†(r1)Ψˆ
†(r2)Ψˆ
†(r3)Ψˆ(r3)Ψˆ(r2)Ψˆ(r1))
〉
〈
Ψˆ†(r1)Ψˆ(r1)
〉〈
Ψˆ†(r2)Ψˆ(r2)
〉〈
Ψˆ†(r3)Ψˆ(r3)
〉 (5.5)
By applying Wick’s theorem, we can rewrite this in terms of the ﬁrst or-
der correlation function G(1)(r1, r2) =
〈
Ψˆ†(r1)Ψˆ(r2))
〉
noting that density ρ(r) =〈
Ψˆ†(r)Ψˆ(r))
〉
, so that
g(3)(r1, r2, r3) = 1 +
∣∣G(1)(r1, r2)∣∣2
ρ(r1)ρ(r2)
+
∣∣G(1)(r2, r3)∣∣2
ρ(r2)ρ(r3)
+
∣∣G(1)(r1, r3)∣∣2
ρ(r1)ρ(r3)
(5.6)
+2ℜ
(
G(1)(r1, r2)G
(1)(r2, r3)G
(1)(r1, r3)
ρ(r1)ρ(r2)ρ(r3)
)
(5.7)
A similar model has been developed by Gomes et al. [89] to describe a HBT
experiment which measured the second-order correlation function [24]. Using the
above equation, g(3)(r1, r2, r3) can readily be evaluated under ideal conditions, given
the relevant experimental parameters such as temperature (∼1.3(2) µK for the ther-
mal atoms) and trapping frequencies (565, 52 and 565 Hz).
However, a major complication is the experimental resolution. Gomes et al. [89]
showed that the peak correlation amplitude g(2)(0,0) reduced from 2! towards unity
as a result of decreasing resolution. To model our experiment accurately we need to
carefully simulate the eﬀects due to both the detector characteristics and the data
processing.
This reduction in the correlation function enhancement factor due to ﬁnite detec-
tor resolution has been found in the previous HBT measurements of the second order
correlation function using He∗ with similar detectors [24, 25]. In our experiment, the
detector spatial resolution (determined primarily by the detection electronics) was
measured using a transmission mask to be ∼ 130 µm. However, we have chosen to
analyze the data by measuring events within 700 µm in the x-y plane (as indicated
in Fig. 5.2), signiﬁcantly larger than the detector resolution. This binning has the
eﬀect of further reducing the enhancement factor, but any reduction is more than
compensated by a signiﬁcant improvement in the signal-to-noise ratio. Smaller bins
- while producing a more pronounced bunching signal due to the greater average
wavefunction overlap - yield a comparatively smaller sample set. Finally, local de-
tector saturation will result in a decreased likelihood of measuring particles at small
spatial separations. After a single MCP pore has recorded an atom, depleting the
charge within it, there is a dead time as the charge replenishes exponentially with
a time constant of order 500µs [185]. During this period no further hits will be
recorded, and since this time is greater than our correlation time we can assume
a maximum of one measured event per pore. The surrounding pores will also be
depleted for a similar length of time. To model these eﬀects we follow the approach
of [186], setting the probability of detecting more than one particle to zero within a
circle of radius equal to the MCP pore centre-spacing of 60 µm (eﬀectively assuming
§5.2 Third Order Correlation Function 103
Experiment Theory
g(2)(0, τ) max. 1.022(2) 1.025(5)
g(2)(0, τ) width (τc, µs) 90(10) 80(20)
g(3)(0, τ1, τ2) max. 1.061(6) 1.075(15)
g(3)(0, τ1, τ2) width (µs) 120(10) 100(20)
g(3)(0,0,0)−1
g(2)(0,0)−1
2.8(3) 3.0(3)
Table 5.1: Comparison of experimental and model values for g(2)(0, τ) and g(3)(0, τ1, τ2)
with their respective uncertainties.
100% depletion for the centre and all adjacent pores). The artiﬁcially increased elec-
tronic dead time (implemented to remove mis-triggers - see chapter 4) also prevents
pairs separated by less than ∼100 ns from being detected.
Our model explicitly includes these factors by averaging g(3)(r1, r2, r3) over co-
ordinates (r1, r2, r3) for a uniform distribution of triplets which abide by the above
restrictions. We employ 20 µs temporal increments for τ1 and τ2, to generate the
equivalent of the experimental data plotted in Figure 5.3 for g(3)(0, τ1, τ2). The sec-
ond order correlation function g(2)(0, τ) corresponding to our experimental data is
derived by repeating this process for pairs within the generated triplets. In this
case, we require that the third particle is detected long after the correlation time of
the other two, thereby yielding the average of g(2)(0, τ) where
g(2)(r1, r2) = 1 +
∣∣G(1)(r1, r2)∣∣2
ρ(r1)ρ(r2)
(5.8)
Although there are a large number of experimental parameters to consider for this
model, most of them are well known. By varying their values within experimentally
realistic ranges, they were shown to have a relatively minor eﬀect on the simulated
correlation function. The largest contribution to our theoretical uncertainty was
the eﬀect of local detector saturation, which clearly has a signiﬁcant impact on
our ability to measure groups of particles in close proximity, and thus restricts the
contrast of the bunching signal. We use the known detector spatial and temporal
resolution (∼130 µm and ∼2 ns respectively), the radial bin size (700 µm), the local
charge depletion around the 30 µm diameter MCP pores, and the electronic dead
time (∼100 ns).
Thus the model eﬀectively contains no free parameters. The predicted g(2)(0, 0)
and g(3)(0, 0, 0) enhancements and correlation widths are shown in Table 5.1 and
are in excellent agreement with experiment within the combined uncertainties.
The model reproduces both the measured amplitude and width of g(2)(0, τ) and
g(3)(0, τ1, τ2) as well as the dramatic reduction in bunching signal resulting from the
ﬁnite resolution.
5.2.5 Advantages and Limitations of Our Data
A key result of the simultaneous measurement of g(2)(0, τ) and g(3)(0, τ1, τ2) is that
it enables a direct determination of the relative behaviour of the second- and third-
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order correlation functions. As indicated by the factorial relationship between the
peak theoretical bunching values for g(2)(0, 0) and g(3)(0, 0, 0), this relative behaviour
is a more sensitive probe of the quantum statistical diﬀerences between thermal
and condensate atoms than the absolute enhancement of the second-order bunching
peak. The measured ratio of the bunching enhancements (g(3)(0, 0, 0)-1)/(g(2)(0, 0)-
1) is 2.8(3), compared to the measured absolute enhancement values for g(2)(0, 0)
and g(3)(0, 0, 0) of a few percent. This ratio is in excellent agreement with the model
value of 3.0(3) which is relatively insensitive to the range of experimental parameters
employed.
As indicated above, the data analysis required at least as much time as the
data accumulation itself, and was thus a limiting factor in the data acquisition
process. Indeed, it is in principle possible to determine fourth- and perhaps higher-
order correlation functions from the data. However, experimentally the number of
quadruple- and higher-order atom coincidences are signiﬁcantly lower, resulting in
a much greater statistical uncertainty. Furthermore, the data-processing computa-
tional time alone would be impractical, requiring a prohibitively large increase in
analysis time and computing resources.
5.3 Higher Order Correlations in 1D
5.3.1 Quasi-Ideal Bunching
Until the work presented in this thesis, all previously measured bunching amplitudes
g(2)(0, 0)-1 have been under ∼10%. Indeed 10.8% for Fermionic 3He∗ is the highest
reported so far [25], while the largest bosonic signal is ∼6% [24]. This is in contrast
to light, where amplitudes close to the theoretical values are routinely measured,
even for correlation orders higher than 2nd [161, 162, 163]. Such small bunching
amplitudes are the result of the resolution and pixel size being larger than the
correlation volume. While in principle the reduced amplitudes contain nearly all of
the physical information, there are a number of reasons that make a larger bunching
amplitude which approaches the theoretical value (termed quasi-ideal) desirable.
Practically speaking, a larger experimental signal is signiﬁcantly easier to mea-
sure. By increasing the signal, a greater signal-to-noise ratio can often be attained
with relatively less data, which is especially important when attempting to use cor-
relations to yield quantitative information about a system. Aside from the g(3) data
presented above, all previous experiments have had error bars which would be too
large to distinguish conclusively between a standard gaussian and a form which
deviates from the standard gaussian by only a small amount. There are several
examples of regimes where this is the case such as low dimensional thermal and
condensed systems [172, 173], along with systems where the hardcore interaction
potentials alter the short-range correlation function [102, 170]. In the latter case,
the deviation is often in the form of a small reduction in the value of g(n) for small
separations, which may only be measurable in the quasi-ideal regime.
However, achieving quasi-ideal bunching is challenging. The diﬃculty lies in
attaining a suitably large de Broglie wavelength at the detector to permit binning of
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pairs at distances signiﬁcantly less than the correlation length, while still retaining
enough pair events to yield suﬃcient signal. There were three main factors we
identiﬁed and tried to optimise:5 maximise the expansion time, attain tight trapping
frequencies and achieve low temperatures without reaching condensation. The ﬁrst
point needs little improvement, as we already have a long ﬂight time of 416ms,
which would be diﬃcult to make any larger as our DLD is already situated only
about 10cm above the ﬂoor of the lab. It is important to note that the second point
could more correctly be re-phrased as matching the trap frequencies and orientation
to the detector resolution. To facilitate this we use a single beam optical dipole trap
rather than the BiQUIC magnetic trap. This possesses trapping frequencies ranging
from (ωr, ωr, ωa) = 2π× (1700, 2300, 16)Hz to (ωr, ωr, ωa) = 2π× (5900, 7900, 55)Hz.
While the radial frequencies are signiﬁcantly higher than for the BiQUIC trap, just
as crucially ωa is in the vertical direction, which corresponds to our time axis at the
detector. This has a much higher resolution than the spatial axes, which allows the
data to be binned much smaller in this dimension without encountering problems
near the resolution limit.
The ﬁnal condition is more diﬃcult to achieve. This is because normally our
BEC critical temperature is ∼ 1µK, with further evaporative cooling below this
only leading to more pure condensates. Indeed in the optical trap, a condensate is
always present upon transfer, due to the increase in local phase-space density, like
in a dimple trap [187]. To circumvent this, after transfer from the magnetic trap
a short pulse of low intensity light detuned ∼ 700MHz to the red is applied to the
atoms. The condensate atoms preferentially absorb photons from this beam in a
form of super-radiance [93], so by varying the pulse length we are able to selectively
remove the condensate with minimum perturbation to the thermal cloud in a highly
repeatable manner shot to shot. Subsequently, evaporation can be performed to
reach a colder thermal cloud than normal (since Td has also decreased when atoms
were removed).
With the above considerations in mind, the experiment proceeds as follows: ﬁrst,
we produce a thermal cloud at ∼ 1µK containing ∼ 106 He∗ atoms in our magnetic
trap. Our single focused beam optical dipole trap6 is then adiabatically ramped
up to full power over 100ms, after which the magnetic trap is switched oﬀ. Due to
the size of the dipole trap, only ∼ 104 atoms are transferred, but the increase in
phase space density is suﬃcient for a condensate to form automatically, similar to
condensation in a dimple potential [187]. A pulse of light is then applied as described
above and empirically adjusted to remove all of the condensate atoms. The dipole
laser intensity is then ramped down over 200ms to reduce the temperature of the
thermal atoms to 30±3nK, without creating a condensate (in fact, we are at τ1D ∼
3.4). Only 300(100) atoms remain at this stage, while the trap frequencies are
2π× (1800, 2400, 17)Hz. Characteristic parameters for the atoms are γ = 0.037(12)
5A previous technique that we considered which found some success in increasing bunching,
although in the end we did not attempt, was to expand the falling cloud by passing it through a
blue detuned laser beam [25]. This causes the cloud to expand further before it hits the detector,
which increases the correlation length.
6A full characterisation of our dipole trap will be given in chapter 6.
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and ~ωr = 1.6(2)×10−31J, compared to the thermal energy of kBT = 4.4(2)×10−32J,
which is four times lower. This indicates that we are well within the one dimensional
regime, in the 1D decoherent classical regime [26].
To measure the correlation function, we drop the atoms onto the detector - one
advantage of only having 300 atoms is that saturation is no longer an issue - and
plot the second order correlation function as usual. Using the standard expression
for correlation length lcorr =
~t
ms
[89] with our current parameters, we determine the
theoretical correlation lengths in x and y to be 12.4mm and 9.2mm. This may seem
very large for a thermal sample (in fact they are larger than the radius of the cloud).
However in a 1D trap correlation lengths are vastly diﬀerent in the radial and axial
dimensions, even to the point where the gas is practically coherent across the entire
radial dimension, yet not in the axial direction, which prevents a condensate from
forming. In the axial (time) dimension, the correlation time should be ∼22µs (which
is signiﬁcantly smaller than the size of the cloud). The large correlation lengths in
the radial dimensions enable bins much greater than our spatial resolution, while
still remaining well below the correlation length. By histogramming in time using
10µs bins (our temporal resolution is three orders of magnitude better than this),
we will have suﬃcient points within our correlation length to achieve a suﬃcient
SNR to accurately map out the correlation function.
The ﬁnal question is will there be enough statistics for an adequate signal to
noise, given that we only detect an average of 88 events per ﬁle. However, given the
large correlation lengths relative to the small size of the cloud, many of the possible
atom pairs are within the correlation length and bin volume. The net result is that
there are more atom pairs within the correlation volume relative to the number
of atoms compared to our previous datasets (∼ 10 correlated pairs per atom here
compared to ∼ 0.2 correlated pairs per atom for our previous thermal data [152]).
The experiment was run for 2,000 shots under the settings detailed above and
the second order correlation function calculated in time using 5mm square bins in
the x-y plane, with the results plotted in Fig. 5.7. As can be seen, the g(2)(0, 0)
value of 1.88 ± .06 is nearly an order of magnitude higher than the previous best
[25]. The signal to noise is also improved, mainly because of the dramatic increase
in signal. Error bars are not plotted, but the spread of the data is indicative of the
shot noise. However, the uncertainty in our g(2)(0, 0) value is predominately due to
uncertainty in the normalisation technique.
Note that the correlation time taken from the ﬁtted gaussian (58(6)µs) is sig-
niﬁcantly longer than the theoretically expected value for this temperature (22µs).
There are a number of possible explanations for this. Firstly, the 1D nature of our
gas modiﬁes the form of the correlation function, as described in detail below, such
that the gaussian from which we obtain the correlation time is no longer the correct
theoretical form to ﬁt. Secondly, at such a low temperature our ﬁtting procedure
used to measure the temperature will no longer be completely valid. Our approach
uses a semi-classical approximation to ﬁt a gaussian distribution to the TOF proﬁle.
The temperature can be extracted from the width of the distribution [188]. However,
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Figure 5.7: 2nd order correlation function for our 1D thermal gas. Experimental data is
shown as blue points, while the red line is a gaussian fit.
such an approximation may not be valid at suﬃciently low temperatures [189]7, or
for a gas in the 1D decoherent classical regime. An additional issue is the small num-
ber of atoms per shot, which introduces extra uncertainty to the temperature ﬁtting
procedure, especially if there are any systematic or random temperature drifts over
time. The large anisotropy of the correlation lengths between dimensions mean that
if the dipole trap was mis-aligned from the vertical by a small amount, the large
x and y correlation lengths could also couple into the axial dimension. The mea-
sured correlation time is ∼ three times larger than that predicted by theory, which
would correspond to a ∼3◦ mis-alignment, a value which is small enough to provide
a plausible explanation. A ﬁnal possibility is the weak vertical trapping frequency
(17Hz), which will cause the assumption that the trap potential is harmonic to be
less valid, as the gravitational potential will substantially perturb the dipole laser
potential.
5.3.2 1D Decoherent Classical Regime
An important point of note regarding Fig. 5.7 is that the standard ﬁtted gaussian
correlation function (solid red line) appears to deviate signiﬁcantly from the data.
Both the initial experimental point and several points in the tail (τ values > tcorr) are
slightly too high compared to the theoretical ﬁt. This would suggest an additional
function with a ‘wider’ correlation time should be added to the gaussian ﬁt. One
7The form predicted in this paper has also been brought into question [190], hence we continue
to use the semi-classical approximation.
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such function is an exponential, which when incorporated into the ﬁt gives a much
closer approximation to the data, as shown in Fig. 5.8. The combined function
(red line), consisting of the sum of an exponential (green dashed line) and gaussian
function (cyan dotted line), matches the data well.
Figure 5.8: The same data (blue circles) as in Fig. 5.7, but this time with a two-
component fit consisting of the sum of an exponential (green dashed line) plus a gaussian
function (cyan dotted line). The total fit, shown as a red solid line, is a closer match to
the data than the single gaussian used in Fig. 5.7.
A possible explanation for this non-gaussian behaviour is the 1D nature of the
thermal gas. Our experimental parameters of γ = 0.037(12) and τ1D > 1 mean we
are well within the 1D decoherent classical regime [26, 172], which is characterised
by non-gaussian correlation functions in-trap [173], similar to our observation. Al-
though these have only been fully calculated in-trap so far, it seems a reasonable
assumption that a similar form could be preserved in the far-ﬁeld. The physical
implication of the exponential component is that there are more momentum corre-
lations at high values of momentum in the trapped sample (since momentum cor-
relations in trap translate to spatial correlations in the far-ﬁeld) than for a normal
thermal cloud.
The ability to observe a deviation from a gaussian correlation function is yet
another consequence of the quasi-ideal bunching. For most previous measurements
of small bunching amplitudes, any such minor deviation from a gaussian would be
lost within the noise of the data. Only with the high contrast data made possible
with large bunching amplitudes and high SNR do such eﬀects become clear.
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5.3.3 1D Decoherent Quantum Regime
Although 1D perturbations to the correlation function are visible in the decoherent
classical regime, a more dramatic eﬀect is visible if we reduce the temperature below
the point of degeneracy (i.e. to where τ1D < 1). For our small values of γ we will
enter the decoherent quantum regime, where the long-range coherence of the (quasi-)
condensate is lacking, with instead large phase and density ﬂuctuations dominating
in-trap [26]. Hence we should be able to observe bunching of the condensate in
the far-ﬁeld due to the lack of long-range phase coherence between particles which
are separated at long distances in the source, in a similar manner to a previous
experiment [32]. However, in their case the correlation function was modiﬁed by near
ﬁeld eﬀects, rather than the more straightforward to interpret correlation function
we should observe with our signiﬁcantly larger TOF expansion.
Figure 5.9: Four different TOF plots for DQ clouds dropped onto the DLD. In all images
the average TOF profile is shown as the red dotted lines, normalised to the centre arrival
time t = 0. The blue lines are single experimental shots, with the arrival time not corrected.
To produce our decoherent quantum cloud we again start by transferring atoms
from the magnetic to the dipole trap as above, where a condensate fraction forms.
We then evaporate a large portion of the thermal atoms by adiabatically ramping
the dipole laser power from 60mW → 5.7mW in 200ms, during which time the
hotter atoms escape the trap leaving the remaining thermal cloud cooler after re-
thermalisation. At the end of the ramp ∼ 1900 atoms remain, with 88(6)% in the
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ground state (measured by counting atoms in the two components on the time of
ﬂight proﬁle). This corresponds to τ1D = .50(3) and γ = 5.0(1.7)×10−3.
The dipole trap is then switched oﬀ and the atoms allowed to fall onto the DLD,
where the small number of atoms mean there is no saturation. Fig. 5.9 shows
TOF plots of four individual experimental runs (blue lines) along with an average
over 500 shots (red dotted line). The average proﬁle was created by correcting each
cloud to the same centre arrival time (t = 0 on the plots), while the individual
shots are without the correction. This demonstrates a level of trap oscillation in
the form of centre of mass motion (sloshing), evident in the average arrival times
in Fig. 5.9(b-d) on both sides of the mean. Fig. 5.9(d) is a particularly clear
example, where the condensate has moved completely away from the average proﬁle,
leaving the thermal cloud (which will not slosh, due to friction) behind. Sloshing is
often present for condensates in traps with a weak trapping frequency, due to the
frictionless superﬂuid nature of the condensate, but can be corrected for in most
analysis. However, a more challenging problem is the large variance in the proﬁle,
which is larger than the
√
n expected from statistical noise. This is caused by the
lack of phase coherence in-trap, which creates interference in the far-ﬁeld, leading
to large density ﬂuctuations after any TOF expansion [32].
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Figure 5.10: Spatial two particle correlation function for a gas in the decoherent quantum
regime.
The condensate has a very sharp TOF proﬁle (RTF = 110(10)µs), which com-
bined with the large density ﬂuctuations and in-trap sloshing makes histogramming
in time for G(2) diﬃcult. To overcome this we instead histogram in the y spatial
dimension, with 20µs and 2mm bins in time and x respectively to give us g(2)(dy),
plotted in Fig. 5.10. There is a clear bunching signal of g(2)(0, 0) ∼ 1.38, which
drops oﬀ to 1 at the edge of the condensate. The ﬁnite size of the cloud is also
the reason that the histogram cannot be extended further, as the signal rapidly
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deteriorates along with the absence of atoms. This especially causes problems for
normalisation, which depends on the function being uncorrelated for large particle
separations. However, if very few atoms exist at suﬃcient distances to be uncorre-
lated there is a very poor SNR in the uncorrelated background against which we
compare the correlated signal. Also no form has been ﬁtted, since a full theoretical
description has yet to be developed8.
Note that if we were to plot g(2)(dy) in trap, the result would be an absence of
bunching (g(2)(dy) ≈ 1), as in the DQ regime the sample is locally coherent in the
radial direction. However, because we look in the far ﬁeld, the limited coherence
of the source due to thermal phase ﬂuctuations means it acts as multiple random
emitters, leading to bunching at the detector.
While plotting g(2) spatially is adequate to demonstrate the presence of bunching,
the lack of a theoretical form and the slightly unusual shape exhibited in Fig. 5.10
make determining anything quantitatively diﬃcult. Therefore the above procedure
to calculate g(2)(dy) was repeated for diﬀerent time bins and the amplitudes plotted
out against the time bins in Fig. 5.11. This way we eﬀectively measure an average
of g(2)(dt), the axial correlation function, across the temporal and spatial bins of
each spatial plot. The form of this appears close to a gaussian, from which the
correlation time tcorr of 72(7)µs can be extracted (the 1/e half width/
√
2, as deﬁned
previously). This corresponds to 33% of the axial length of the quasi-condensate
(2RTF , i.e. twice the Thomas Fermi radius).
5.3.4 Higher Order Correlation Functions
The dramatic improvement in signal to noise for our g(2) plot in Fig. 5.7 compared
to previous work [152, 159] suggests that enough correlated events are present in the
thermal data to permit the calculation of higher order correlation functions. Using
the same deﬁnitions of τ1 and τ2 as before, g
(3)(0, τ1, τ2) is calculated following the
same procedure used to plot Fig. 5.3. A square spatial bin of 5mm width (smaller
than the x and y correlation lengths) and temporal bins of 10µs are used, with
the resulting surface plot and diagonal plot (of τ1 = τ2 = τ) shown in Fig. 5.12.
The graph is a considerable improvement on our previous g(3)(0, τ1, τ2) plots (Fig.
5.3(a)), both in terms of absolute bunching (which reaches g(3)(0, 0, 0) = 5.11 ± 0.28,
compared to the theoretical maximum of 3! = 6) and SNR. It represents a factor
of ∼ 70 improvement in bunching signal. The error is dominated by normalisation
uncertainty, rather than statistical noise. Note that once again a gaussian plus an
exponential is ﬁtted as the theoretical form for the correlation function (red line).
While the g(2)(0, τ) and g(3)(0, τ1, τ2) plots in Fig. 5.7 and Fig. 5.12 represent
a signiﬁcant improvement in the bunching signal, both correlation functions have
previously been observed - albeit in a much reduced form. This higher bunching
amplitude and SNR allows new physics to be elucidated along with greatly increasing
any possibility of practical applications. However, no HBT style correlations have
8At the time of writing Karen Kheruntsyan from University of Queensland is working on the
theory.
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Figure 5.11: Spatial bunching amplitudes g(2)(0, 0) vs time bins in the decoherent quan-
tum regime, along with a gaussian fit (red dashed line).
been observed at all for groups of 4 or more massive particles. Thus the next step
was to attempt to observe these. The expected factorial values for the bunching
amplitudes [17] are g(4)(0, 0, 0, 0) = 4! = 24 and g(5)(0, 0, 0, 0, 0) = 5! = 120.
g(4)(0, τ1, τ2, τ3) was calculated by extending the formalism and method used to
calculate g(3)(0, τ1, τ2). Thus the time intervals between each group of 4 particles
arriving within the spatial correlation area τ1, τ2 and τ3 were recorded. τ1 and τ2
have the same deﬁnition as previously, while τ3 is deﬁned as the time diﬀerence
between the arrival times of particles 3 and 4. The normalised correlation function
g(4)(0, τ1, τ2, τ3) is plotted in Fig. 5.13(a). Again, square spatial bins of 5mm width
and temporal bins of 10µs were used. As mentioned above, there is no conceptually
simple way to visually plot g(4)(0, τ1, τ2, τ3) in entirety, due to the 4 dimensional
rendering required. Hence, only the diagonal slice τ1 = τ2 = τ3 = τ is plotted. The
same theoretical form as in Fig. 5.8 is shown in red, while the bunching amplitude
is measured to be g(4)(0, 0, 0, 0) = 17.2 ± 1.4.
The process can be extended even further to calculate g(5)(0, τ1, τ2, τ3, τ4). This is
accomplished by histogramming in 10µs increments over all groups of 5 events within
the same 5mm bins, deﬁning τ1, τ2 and τ3 as above, along with τ4 as the arrival time
diﬀerence between atoms 4 and 5. Once again the plot along the diagonal line τ1 = τ2
= τ3 = τ4 = τ is the most straightforward visualisation method and this is displayed
in Fig. 5.13(b). Again, a gaussian and exponential combination ﬁt is shown in
red. The experimental bunching amplitude g(5)(0, 0, 0, 0, 0) = 78 ± 11. Consider
that this shows that there is a 78 times higher likelihood of ﬁnding 5 particles in a
close bunch than for any equivalent combination of spacings much longer than the
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Figure 5.12: Three particle correlation function plotted for our 1D thermal gas. The
top plot shows the full surface plot, while the lower graph is the diagonal slice τ1 = τ2 =
τ . Experimental data is blue circles, while the sum of a gaussian and an exponential fit is
the red line.
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Figure 5.13: (a) Four particle correlation function plotted for our 1D thermal gas, only
plotted along the diagonal slice τ1 = τ2 = τ3 = τ (for clarity). (b) Five particle correlation
function plotted for our 1D thermal gas, only plotted along the diagonal slice τ1 = τ2 =
τ3 = τ4 = τ (for clarity). In both cases experimental data is shown as blue circles, while
the red line is the sum of a gaussian and an exponential fit.
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coherence time. Also, our enhancement of 78 is nearly 3 orders of magnitude greater
than any other bunching previously recorded for atoms.
At this point the extension to even higher orders breaks down, as the number
of correlated events outside the correlation volume (necessary to ensure an accurate
normalisation and meaningful correlation function plot) becomes too low to produce
a plot with acceptable SNR. For the g(5) data there were less than 100 events in each
of the bins at values of τ larger than 100µs. Calculation of g(6) reduces this number
to a value so low that the normalisation procedure fails due to excessive noise. So
g(5) represents the limit of our current data.
Because all four of our correlation functions g(2)(0, τ), g(3)(0, τ, τ), g(4)(0, τ, τ, τ)
and g(5)(0, τ, τ, τ, τ) were calculated with the same spatial and temporal bins, we
can plot them on the same graph, shown in Fig. 5.14(a). The vertical axis is a
logarithmic scale for ease of viewing, while the horizontal scale could be divided by
a factor of
√
n− 1 for the nth order correlation function to be equivalent correlation
lengths. Rather the x axis units plotted represent the bin size of the individual
τ1, ..., τn bins, rather than the diagonal bins, which are larger. Note that the apparent
decrease in correlation lengths for increasing n is an artifact previously discussed,
due to our deﬁnition of τ1, ..., τn. Similarly, although the discrepancy between the
ﬁts and the data appears to deteriorate for higher n, along with the absolute noise
signiﬁcantly increasing, this is merely an illusion of the log scale.
For further comparison our four bunching amplitudes g(2)(0, 0), g(3)(0, 0, 0),
g(4)(0, 0, 0, 0) and g(5)(0, 0, 0, 0, 0) are also plotted in Fig. 5.14(b), along with the
accompanying errors (which are dominated by normalisation uncertainty). To high-
light the extremely sharp curve of the factorial dependence the factorial function
n! is also represented with the blue line. However, note that because the factorial
function is only deﬁned for integer values of n, the points in between are represented
by the gamma function [191]
Γ(n+ 1) =
∫ ∞
0
tne−tdt (5.9)
which is the generalisation of the factorial to non-integer n, with Γ(n+ 1) = n! for
n ∈ Z+. A point worth noting about the gamma function plot in Fig. 5.14(b) is
that it does not represent a theoretical ﬁt to our data. Rather, it is the absolute
theoretical maximum which could ever be measured.
As with our earlier g(2) and g(3) measurement [159], an advantage of simultane-
ously determining correlation functions of diﬀerent orders is that we can calculate
the ratios between the bunching amplitudes of the various orders. The six dis-
tinct ratios g(n1)(0, ..., 0)/g(n2)(0, ..., 0) we can calculate, along with the unity ratios
g(n)(0, ..., 0)/g(n)(0, ..., 0) are shown in Fig. 5.15, with accompanying error bars. The-
oretically (in the ideal case) the amplitudes are given by the factorial relationship
between the diﬀerent orders according to Wick’s theorem, so the gamma functions
which describe these factorial curves are also plotted in Fig. 5.15. Our results nearly
overlap the perfect theoretical ratios (within error), which is a further demonstration
of how our data approaches the ideal case.
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Figure 5.14: (a) Correlation functions from 2 to 5 particles for our 1D thermal gas all
plotted as in the previous figures, on the same axis (log scale in y). (b) The measured
bunching amplitudes of the correlation functions from 2 to 5 particles g(n) for our 1D
thermal gas plotted against n. An ideal theoretical curve (Γ(n+1)) is plotted as the blue
dashed line.
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Figure 5.15: The ratio of bunching amplitudes between the various order correlation
functions, along with theoretical curves (dashed lines).
5.4 Conclusion
5.4.1 Summary
We have performed simultaneous measurements of the second- and third-order cor-
relation functions for atoms in a magnetic trap. Atom bunching in the arrival time
for pairs and triplets of thermal atoms just above the Bose-Einstein condensation
temperature was observed. At lower temperatures, we demonstrate conclusively (to
0.1%) the long-range coherence of the BEC for correlation functions to third order,
in support of the prediction that, like coherent light, a BEC possesses long-range
coherence to all orders.
When the thermal experiments were extended to a one-dimensional source in an
optimal geometry, correlation functions were able to be measured up to 5th order.
The large correlation length also allowed large bunching amplitudes approaching the
theoretical maximums to be plotted. To demonstrate the dramatic improvement in
measured bunching amplitude we were able to achieve compared to any previous
measurement, Fig. 5.16 shows a plot of all bunching amplitudes previously measured
for pure thermal bosons9.
These measurements provide strong conﬁrmation of the quantum theory of boson
9There may appear to be three notable omissions from this plot. However, while Yasuda and
Shimizu also measured bunching in thermal bosons [23], they were unable to extract a bunching
amplitude. Esslinger et. al. [28] were unable to measure bunching in ‘real’ thermal bosons (instead
using a pseudo-thermal source), while [32] measured bunching for a quasi-condensate rather than
thermal atoms.
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Figure 5.16: Measured bunching amplitudes for thermal bosons as a function of tem-
perature for various results in the literature. Blue triangles are the Wesbrook/Aspect
magnetic trap measurements, green diamonds are our magnetic trap measurements and
red squares are our optical dipole trap measurements (the result in this chapter and the
guiding from chapter 6).
statistics ﬁrst developed in [17], as well as the prediction that a BEC possesses long-
range coherence of matter waves to all orders in the correlation functions, in direct
analogy with the long-range coherence of laser light.
In the 1D DQ regime bunching was also shown in the far-ﬁeld for the second
order correlation function. This demonstrates the decoherence of the source due
to thermal ﬂuctuations, which in the far-ﬁeld translates to density ﬂuctuations and
bunching.
5.4.2 Future Work
A further logical step would be to extend the higher order correlations to the DQ
regime data. However, while this was attempted, at present it is not possible to
perform reliably, due to normalisation diﬃculties associated with the unusual bulk
proﬁle of the DQ data. Normalisation of correlation functions can be an inherently
challenging process [153]. The computation time required was also an issue, with the
number of pairs requiring signiﬁcantly longer run time than for the thermal data.
One minor limitation with the 1D higher order correlation data is that no direct
comparison is available with coherent data, due to the DQ regime lacking coherence.
A possible extension would be to use a crossed dipole trap to yield a 3D trap
with tight trapping frequencies in all directions. Combined with the techniques to
drive the atom number down, this could give similar correlation lengths, allowing
direct comparison between thermal and BEC data. However, the increase in Tc
accompanying the 3 tight trapping frequencies would mean the thermal cloud would
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have to be extremely low in atom number to give equivalent correlation lengths.
Our current laser (60mW) also only just possesses enough power to split the beam
into two to create a crossed dipole trap. This process would be diﬃcult, as it
would entail overlapping two beam waists of ∼ 20 µm around 10cm away from their
focusing lenses. A diﬀerent approach would be to overlay the dipole trap over the
magnetic trap, to use the tight vertical trapping frequency of our BiQUIC trap
combined with the two tight radial trap frequencies of the dipole trap. However, the
problem with using this approach in our current setup is the vastly diﬀerent trap
volumes of the optical and magnetic trap (the dipole trap is much smaller). This
leads to the conclusion that a higher power laser used to form a crossed-dipole trap
is the best method for the future, and would be needed before such a measurement
was attempted.
A future goal is to extend the correlation functions to 2D thermal and condensed
atoms. Such a system can readily be created in an optical trap using either a
single light sheet [192, 193, 194] or an optical lattice [195]. In a 2D system at
ﬁnite temperature the coherence of the condensate does not extend over the entire
condensate [196, 108], thus bunching of a 2D condensate could be expected, similar
to that which we have observed in the 1D regime. However, at present there is
no complete theory to describe the 2nd order correlation function even in trap,
much less in the far-ﬁeld. A 2D gas undergoes several transitions from thermal to
quasi-condensate to superﬂuid, the latter of which is referred to as the Berezinskii-
Kosterlitz-Thouless (BKT) transition [195, 193]. Using second order correlations to
map out the quantum properties of the gas across these transitions is an exciting
prospect for future investigations.
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Chapter 6
Matter-Wave Guiding: from
Single to Multi-Mode, Coherent to
Incoherent
Ultracold atoms whose de Broglie wavelength is of the same order as an extended
conﬁning potential can experience waveguiding along the potential. When the trans-
verse kinetic energy of the atoms is suﬃciently low, they can be guided in the lowest
order mode of the conﬁning potential in analogy with light guided by a single mode
optical ﬁbre. In the results presented in this chapter we investigate the transverse
proﬁles for a spread of mode occupancies of guided matter waves ranging from single
mode to highly multi-mode occupancies.
Second-order correlations (coherence), exhibited in phenomena such as photon
bunching (the Hanbury Brown - Twiss (HBT) eﬀect [18]), are a measure of quantum
coherence [17]. To probe the coherence of our guided atoms, we investigate both the
ﬁrst order coherence using a diﬀraction grating and second order coherence using
the HBT eﬀect.
This chapter supplements work that has previously been published in:
• [197] R. G. Dall, S. S. Hodgman, M. T. Johnsson, K. G. H. Baldwin and A.
G. Truscott, Transverse mode imaging of guided matter waves, Phys. Rev. A.
81, 011602 (2010)
• [198]: R. G. Dall, S. S. Hodgman, A. G. Manning, and A. G. Truscott, Ob-
servation of the first excited transverse modes in guided matter waves, Optics
Letters 36, 1131–1133 (2011)
• [199]: R. G. Dall, S. S. Hodgman, A. G. Manning, M. T. Johnsson, K. G.
H. Baldwin and A. G. Truscott, Observation of atomic speckle and Hanbury
Brown - Twiss correlations in guided matter waves, Nature Communications,
2, 291 (2011).
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6.1 Introduction
A major motivation for investigating matter wave guiding is the possibility of appli-
cations to practical devices, such as interferometric sensors [9]. Such atomic inter-
ferometers would be similar to their optical counterparts but could take advantage
of the unique properties of atoms (sensitivity to gravity, inherent non-linearity of a
BEC etc.) to improve upon the precision of corresponding optical devices in certain
applications. Many proposed sensor designs require the transport (often coherently)
of atoms over macroscopic distances. A promising technique to facilitate this is mat-
ter wave guiding [200]. As is the case with optics, guiding in a predominately single
mode (or low mode occupancy) along with maintaining the coherence of the atoms
is desirable.
6.1.1 Transverse Modes in a Waveguide
A waveguide is a device used to conﬁne waves in 2 dimensions, which facilitates
directed propagation with minimal losses. They are used to guide acoustic, RF and
microwaves, but perhaps their most common and inﬂuential application is as opti-
cal ﬁbres. The guiding of light in optical ﬁbres has had a profound impact on the
ﬁeld of optics [201], resulting in revolutionary improvements to everyday applica-
tions such as telecommunications. Establishing the mode structure transmitted by
optical ﬁbres is important in applications ranging from telecommunications to laser
gyroscopes.
Waves propagate along the conﬁning potential of a waveguide in both transverse
and longitudinal modes. For a waveguide with a harmonic transverse potential, the
equation for the nth transverse mode as a function of distance x is given by [202]
Ψn(x) =
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where m is the mass of the atom, ω is the trapping frequency and Hn is the nth
order Hermite polynomial. For n = 1 this results in the familiar gaussian proﬁle.
The wave can occupy a linear superposition of modes according to a number of other
factors, such as the available wave energy and the potential depth.
The 2-dimensional transverse mode proﬁle depends on the symmetry of the
waveguide. For a laser with cylindrical symmetry light will propagate in the
Laguerre-Gauss modes [201], which are a combination of the standard gaussian mode
with a Laguerre polynomial. However, often in lasers and other optical components
the symmetry is broken. This can be due to polarising elements or the geometry of
the conﬁning potential, in which case propagation is often in the Transverse Electro-
Magnetic (TEMm,n) modes, which are symmetric in x and y. Typically, in optical
ﬁbres, light propogates in Linearly-Polarised (LP) modes. This is due to the cylin-
drical geometry and the small diﬀerence in refractive index between the core and
cladding [203].
The number of modes supported by an optical ﬁbre characterises the ﬁbre as
either single or multi-mode. It is important because some applications require one
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or the other. While often only the lowest mode is desired, at other times multimode
ﬁbres are suﬃcient. There are even cases where a speciﬁc higher order mode is
required. Investigation of higher order optical modes [204] has lead to a variety of
interesting eﬀects such as slow light [205] and the study of interferometry along with
its related sensing applications [206].
In the work reported here, we transmit atomic de Broglie waves through a waveg-
uide formed by a single focused laser beam. We then determine the mode structure
by directly imaging the atomic density distribution after it leaves the waveguide in
the plane transverse to the laser beam. The new information provided by two di-
mensional imaging enables direct measurement of the transverse matter wave density
distribution to elucidate the atomic beam properties, including the mode occupancy
of the de Broglie waveguide. The ability to determine and control the mode struc-
ture of guided matter waves will be important in future applications such as atom
interferometry.
6.1.2 Matter wave Guiding
In contrast to optics, which is well established, the ﬁeld of guiding matter waves and
its subsequent application to practical devices is in its infancy. Many of the funda-
mental properties of such a system are yet to be characterised. Early atom guiding
experiments focused on the transmission properties of thermal atoms through optical
ﬁbres, magnetic potentials and dipole potentials. Optical ﬁbre guides were created
using a range of conﬁgurations. These include numerous hollow ﬁbre conﬁgurations
using both red detuned potentials [207, 208, 209], evanescent waves from blue de-
tuned potentials [210, 211, 212, 213, 214, 215], optical ﬁbres with micro-wires lining
the inside [216] and (more recently) micro-structured optical ﬁbres [217, 218, 219].
Magnetic ﬁelds produced by current carrying wires have also been used to create
guides [220, 221, 222]. An advantage of this approach is the option of using micro-
wires fabricated on atom chips [223, 224, 225, 226], which are a promising approach
for applications that have miniaturisation and integration of components as key
requirements. While these micro-fabricated chips have been used to guide ther-
mal atoms [227, 228, 229], some major drawbacks exist. For instance, detrimental
thermal eﬀects can result from having a room temperature surface so close to the
ultra-cold atoms [230, 231, 232] and imperfections in the manufacturing process can
lead to irregularities in the current ﬂow [233, 234, 235]. Hollow (Laguerre-Gaussian
“doughnut” mode) blue detuned laser beams propagating in free space have also
been used as thermal atomic waveguides [236, 237, 238, 239]. However, in all of
these studies, a major limitation is the large kinetic energy of thermal atoms, which
results in highly multi-mode excitation of the discrete transverse energy levels in the
guiding potential1.
In later experiments, the use of ultracold atoms and Bose-Einstein condensates
(BECs) as a source greatly reduces the excitation energy when coupled into guiding
structures. Here the guides were generated using blue detuned hollow optical po-
1Two reviews of these early works appear in [240] and [200]
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tentials [241], magnetic ﬁelds generated by microstructured wires on an atom chip
conﬁgured to form waveguides [235] and conveyor belts [225], and dressed-state RF
potentials [242]. Note that in all these cases the guiding was still highly multi-mode.
More recently, signiﬁcantly lower transverse mode occupancies have been realised
with the guiding of atom laser beams output-coupled from BECs. This has been
accomplished using optical waveguides to conﬁne 87Rb atoms released from mag-
netic [243] and optical [43, 244] trapping ﬁelds. In both cases the output-coupled
atoms were conﬁned by far-red-detuned, focused laser beams aligned horizontally.
The signiﬁcance of these experiments is that the output-coupling mechanism allows
the population of just a few transverse modes, with atoms ultimately being guided
predominantly in a single-mode. For the ﬁrst experiment, described in [243], the
guide potential was overlaid on a magnetic trap and the atoms were spin-ﬂipped
into an un-trapped state, which is then guided horizontally. However, due to mis-
matches in the optical and magnetic potential alignments, motion of the guide and
the transfer process not being adiabatic, their transverse ground state population
was only ∼14% [243]. In two separate experiments by the one group ([244] being
an improvement on their orignal work [43]), most of these technical problems were
overcome by using an all-optical trap and guide conﬁguration. This ensured a more
adiabatic transfer, as well as removing much of the inﬂuence of relative motion.
Their out-coupling process, involving lowering the horizontal potential in one di-
mension over time, was also more adiabatic and led to their reported occupancies
of ∼50% [43] and ∼85% [244] in the lowest transverse mode. In all cases the mode
population was inferred by observing the propagation of atoms along the waveguide
via absorption imaging, which enables the transverse energy of the guided atoms to
be determined and compared with that expected for various transverse mode com-
binations. As such, until the present work, no direct observation of transverse mode
structures has been reported. This is due in part to the diﬀerences in detection
techniques between alkali atoms (used in all the previous guiding work) and He*
atoms.
Freely propagating atom laser mode proﬁles are typically poor compared to their
optical counterparts. This is mostly due to the interactions between atoms, which
are not present in the optical case. When atoms are outcoupled they experience
the mean-ﬁeld potential of the BEC atoms which remain trapped. This causes a
lensing eﬀect on the atom laser, leading to caustics on the atom laser proﬁle [245].
Interference fringes are also observed, due to the path diﬀerences between outcoupled
atoms which were coherent in trap but follow diﬀerent trajectories as they roll oﬀ
the potential [246, 78]. Such eﬀects are especially dramatic for He∗, whose light
mass also leads to a fountaining of the outcoupled atoms [78].
A similar case in optics is the mode proﬁle of diode laser, which often exhibits far
from ideal structure. To improve the mode quality a number of techniques can be
employed, referred to as mode ﬁltering. The beam could either be spatially ﬁltered
using a focusing lens and aperture or passed through a resonant cavity [247] (a mode
cleaner). More often however, the beam is coupled into a single mode ﬁbre which
only supports the lowest mode of propagation, thus removing all higher modes [248].
In direct analogy the guiding of an atom laser in an optical potential should similarly
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give a dramatically improved mode proﬁle, although here the BEC is normally in
the lowest mode, with the challenge being to minimise excitations in the outcoupling
procedure. The divergence will also be greatly reduced, even after the atoms leave
the guide, similar to the collimated output of an optical ﬁbre.
From a practical standpoint, atom guiding may become an important technique
for any application involving transmitting atoms over macroscopic distances. In
many of these cases, knowledge of the coherence of the transmitted matter-wave is
an important requirement.
6.1.3 Selective Mode Excitation
While much of the previous atom guiding work has focused on the production of
(nearly) pure lowest mode populations [43, 244], there is also interest in exciting
speciﬁc higher modes. The selective excitation and observation of the ﬁrst few
atomic transverse modes has proved elusive in previous experiments, primarily due
to the diﬃculties in mode matching. In optics, the low order modes in optical ﬁbres
can be selectively excited by varying the input angle of the incident plane wave to
the ﬁbre axis [204]. A laser propagating in a low order mode can also be created
by attenuating the fundamental cavity mode [249]. Typically this is achieved by
placing a small object in the resonator cavity to predominantly attenuate the lowest
order mode (which has a spatial intensity proﬁle with a smaller radius). However,
when atoms are coupled into a guide from either a condensate or thermal cloud,
they typically have a broad, or possibly even isotropic, momentum distribution,
which makes mode matching and selective excitation of modes challenging. These
challenges, along with prior inability to directly observe transverse mode proﬁles,
account for the absence of previous literature speciﬁcally addressing the problem of
exciting higher order modes.
The development of a few-mode matter-wave guide may enable future sensors
based upon matter-wave interferometers which promise improved sensitivity over
their current state of the art optical counterparts [250]. Optical sensors have already
been demonstrated using higher order modes [206] and similar atom-optical devices
could be constructed. There are also expected to be applications similar to those
of selectively excited modes in optics. For example, spatial entanglement of the
lower order atomic modes may be possible in a direct analogy with multi-mode light
entanglement [251], with potential applications towards quantum information and
quantum imaging.
6.1.4 Speckle and Coherence
Optical speckle is a textbook phenomena [201] that arises from interference between
multiple wavefronts originating from independent sources. A standard example is
the microscopic features of a diﬀuse scattering material illuminated by a laser. In
this case, the original light source (the laser) is coherent and the multiple scattering
sources therefore have a ﬁxed phase relationship so that the speckle pattern does
not vary in time. However, for an incoherent light source such as a distant star,
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the multiple independent sources on the star’s disk have ﬂuctuating phases, yielding
a temporally varying speckle intensity pattern [252]. In fact speckle is another
manifestation of second order coherence, as is the Hanbury Brown and Twiss [18]
eﬀect, and the presence or absence of speckle is a test of the (2nd order) coherence
of the source. The characteristic distance between speckle regions is given by λz
L
,
where λ is the wavelength of the light, L is the diameter of the illuminated area and
z is the distance from the source to the image.
A commonplace observation of optical speckle is in the output of a multimode
ﬁbre supporting many modes, which interfere with each other in a somewhat random
manner to produce a speckle pattern. However, if the modes all originate from the
same laser, and consequently have a ﬁxed phase relationship, the resultant speckle
pattern will be constant over time. To generate a time-varying speckle pattern it
would be necessary to use thermal light, or light from at least 2 independent lasers,
with no ﬁxed phase relationship. A randomly varying2 speckle pattern would also
show up as a bunching signal in a HBT experiment, where the local 3D speckle areas
are exactly the result of particle bunching.
Thus the presence or absence of a speckle intensity pattern and HBT bunching in
a guided matter wave from a waveguide provides important information about the
coherence of the matter wave. A visible (random) speckle pattern or bunching signal
will indicate that the source is not coherent (above 1st order), while an absence of
bunching and speckle demonstrate the 2nd order coherence of the atoms.
6.2 Methods
6.2.1 Dipole Trap
Our optical waveguide (and dipole trap) is formed using a 1550nm laser, far-detuned
from the 1083nm optical transition to minimise spontaneous scattering. A dipole
trap was used to circumvent the issues associated with mode-matching between the
magnetic trap and waveguide encountered in [243]. The beam is focused vertically
using a single lens outside the vacuum chamber, so that the weak axis of the trap
(and hence the direction of propagation in the guide) is oriented vertically. Hence
the atoms are guided towards our MCP detectors which produce images in the
transverse plane.
A ﬁbre-coupled 120 mW diode laser (commonly used for telecommunications pur-
poses) generates the trap beam, although losses from optics and the Acousto-Optic
Modulator (AOM) reduce the maximum available power to ∼ 60 mW. Intensity
stabilisation and analogue power control are provided by an active feedback loop
circuit (bandwidth ∼ 100 kHz), which measures a small fraction of beam power
picked oﬀ with a beam splitter and feeds back to the AOM.
Two diﬀerent focusing lenses were used at diﬀerent stages in the experiments
reported. For the initial single mode [197] and speckle [199] guiding studies a 150mm
focal length lens was utilised, restricted by the distance from the window at the top
2No fixed phase relationship between the source particles.
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Figure 6.1: Experimental schematic: atoms are trapped optically at the focus of a single
1550 nm laser beam. An atom laser/cold thermal beam is formed by output-coupling
from the BEC/thermal cloud held in the optical trap, and is optically guided towards the
microchannel plate and delay-line detector below.
of trap chamber to the centre of the chamber (where the BiQuIC trap centre is
located). Under this conﬁguration the 1/e diameter of the beam waist at the focus
was measured to be 30 µm by 20 µm, using an optical power meter and a razor
blade attached to a micrometer. The asymmetry is a result of the beam passing
through the AOM, which alters the mode proﬁle to be slightly elliptic.
One of the changes which occurred as part of the major rebuild was to replace
this window with a 1” re-entrant window, which allowed a lens to be positioned (in a
tube) such that a 75mm focal length lens could be used. However, it should be noted
that although this did reduce the focal spot size to < 20 microns3, the improvement
was not as dramatic as would be expected because the lens tube meant the beam
3The micrometer only has a 10 micron step size and a slight position jitter which makes accurate
measurement of waists under 20 microns difficult.
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before the lens could only be expanded to < 25mm, while before when a 50mm lens
was used the initial beam could be much larger. This trap conﬁguration was used for
the 1st excited mode [198] and Hanbury Brown-Twiss correlation [199] experiments.
To produce our cold samples, He∗ atoms are initially evaporatively cooled in
our BiQUIC magnetic trap [52] to just above the BEC transition temperature (∼
1µK) before being transferred into the dipole trap, where a condensate is formed.
The formation of the condensate is independent of the initial loading temperature,
suggesting that the number and temperature of atoms supported by the trap depth
is such that a BEC will always be present, due to the local increase in phase-space
density, similar to condensation in a ‘dimple’ potential [187]. Atoms are in the mF
= +1 state in the magnetic trap, and remain so when transferred. In the absence
of any magnetic ﬁeld some atoms would spin ﬂip, leading to increased losses via
Penning Ionisation, however we ﬁnd that the background stray laboratory ﬁelds
polarise the sample enough to prevent signiﬁcant spin ﬂips. For the 150mm lens we
are able to trap a few hundred thousand atoms, while for the 75mm lens (which
produces a smaller trap) we only catch ∼ 104 atoms.
Two important parameters of the system are the trap (or waveguide) frequencies,
and the trap depth. The trap depth was calculated to be ∼ 7µK, consistent with
the experimental observation that the hottest thermal distributions we could load
were ∼ 1.5µK. To measure the trap frequencies we apply a sinusoidal modulation
to the bias coil of the magnetic trap and observe the resultant trap loss/heating. As
a range of trap/waveguide potentials (and hence frequencies) were used throughout
the experiments, we only measure the frequency at a speciﬁc laser power, and then
scale the frequencies as
√
I. It should also be noted that this assumes a harmonic
trapping potential, which is valid for the axial frequencies, although may break down
somewhat for the weak axis at low powers, where the trap potential is signiﬁcantly
modiﬁed by gravity. For the 150mm lens we measure trap frequencies of ωr =
2π×(1075 Hz and 1500 Hz) and ωa = 2π×(22 Hz) at 50mW laser power. In the case
of the 75mm lens we measure trap frequencies of ωr = 2π×(1700 Hz and 2300 Hz)
and ωa = 2π×(16 Hz) at 5mW laser power, which corresponds to the waveguide for
the 1st excited mode and Hanbury Brown-Twiss thermal data.
6.2.2 Guiding Procedure
To transform the trap into a waveguide the laser power is reduced until atoms are
no longer conﬁned in the weak (vertical) axis, at which point they leak out the
spatial bottom of the trap due to gravity. Because the transverse potential is still
strong enough to conﬁne the atoms, they are guided for a distance until the laser
beam (which is diverging) becomes too weak radially. Note that only atoms which
have enough energy to overcome the vertical potential will be guided, so depending
on the guiding potential only some of the trapped distribution may be guided. For
example, by keeping the ﬁnal potential high enough to conﬁne the BEC, we ensure
only thermal atoms are guided. The initial distribution can also be altered by
reducing the dipole potential such that hotter atoms are evaporated away. Two
sample ramps are shown in Fig. 6.2: the ramp in blue shows the initial preparation
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Figure 6.2: A sample timing diagram for the guiding experiments. The procedure for
loading a single-mode (BEC) or a multi-mode (thermal gas) into the guide is shown. The
energy of the thermal clouds loaded into the guide is set by the depth of the truncation
cut, shown at 300 ms. These two ramps were used to produce the BEC data point in Fig.
6.12 and the thermal point with 〈n〉 ∼ 2.5 in the same graph, respectively
of an almost pure BEC via slow evaporation of the thermal components followed by
a small step to the guide potential to minimise excitation of higher modes, while
the red ramp shows an initial step to truncate the thermal distribution, followed by
a period of re-thermalisation, and ﬁnally a step to a potential where the condensate
remains trapped and only the thermal atoms are guided.
After the guiding potential becomes too weak to conﬁne the atoms they are
no longer guided, and fall the remaining distance onto our detector. For the initial
guiding experiments prior to the apparatus upgrade, this was the MCP and phosphor
located 187.2mm below trap centre, while for the later experiments this was the MCP
and DLD situated 848mm below the trap centre. By varying the guide potential
switch oﬀ time and observing the change in spot size on the detector, we determine
that the atoms are guided for ∼ 20ms. Once the atoms are no longer guided, they
simply expand ballistically in the transverse direction.
6.3 Transverse Mode Profiles
6.3.1 Single Mode Guiding
A major aim of our guiding experiments was the direct imaging of the guided mode
proﬁles. This takes advantages of our He* detectors, as in earlier Rb experiments [43,
244] only the side on proﬁle has been measured. The Rb experiments used absorption
imaging, which was not performed along the axis of propagation. In contrast we are
able to observe end-on to the guiding structure the transverse spatial proﬁle of the
atoms as they strike the MCP detector, thereby allowing direct measurement of the
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guided matter wave mode proﬁle.
Fig. 6.3(a) shows an image of the BEC after the optical trap is switched oﬀ and
the atoms fall under gravity onto the MCP located ∼18 cm below. The transverse
velocities of the atomic ensemble are determined by mutually repulsive mean ﬁeld
interactions occurring before and during release from the trap. The result is a rapidly
divergent atomic cloud which produces a large (∼1cm diameter) image.
Figure 6.3: Experimental schematic. The BEC is formed in an all-optical trap at the
focus of a single laser beam. Atoms are outcoupled from the BEC by reducing the laser
intensity to create an atom laser beam which is optically guided towards the MCP detector
located ∼18 cm below. (a) Image formed by dropping the BEC onto the MCP without
guiding. (b) Atom laser image generated by RF outcoupling atoms from a magnetic trap
followed by free expansion onto the detector below. (c) Guided atom laser image produced
by adiabatically lowering the optical trapping potential. Note: images taken with different
MCP gain values, hence false colour scalings are arbitrary, however the spatial scale is the
same for all images (1.4cm horizontal image width).
By comparison, Fig. 6.3(b) shows an end-on proﬁle of our He∗ atom laser pro-
duced by radio frequency (RF) outcoupling of He∗ atoms from the magnetic trap.
The mode proﬁle of a freely propagating atom laser beam is itself far from an ideal
Gaussian, again due to mean ﬁeld interactions that generate ‘caustics’ [245] and
interference fringes [246, 78]. Attempts to improve the atom laser beam proﬁle by
Raman outcoupling [253] increase the collimation of the beam through photon mo-
mentum transfer in the atom laser propagation direction due to the Raman process,
which has the added beneﬁt of reducing the interaction time of the outcoupled atoms
with the BEC. However, even under such circumstances beam divergence can still
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occur, and the beam quality is not completely ideal [253].
To improve the atom laser beam proﬁle, instead of RF or Raman outcoupling,
we slowly lower the laser intensity until gravity overcomes the trapping potential at
the bottom of the condensate, allowing atoms to leak out into the optical waveg-
uide. A similar technique was used by Cennini et al. [254] to create the ﬁrst all
optical atom laser. However, their trapping laser propagated horizontally such that
outcoupled atoms freely expanded after falling vertically out of the optical trap. In
our experiment the trapping laser propagates vertically, such that only the weak
axis of the optical potential opposes gravity. Atoms released from the optical trap
are subsequently radially conﬁned by the strong axis of the optical potential and
thereby guided.
As the outcoupling process can be made adiabatic, it is expected that atoms
which are predominately in the ground state of the optical trap, i.e. the BEC, will
be transferred into the ground state (lowest order transverse mode) of the waveguide.
The atoms then fall under gravity until the radial conﬁnement relaxes due to the
divergence of the laser beam, which also results in transverse adiabatic cooling of
the guided atoms.
In detail the outcoupling process is as follows. After condensate formation, the
laser power of the dipole trap is linearly ramped from 50mW to 22mW over 100
milliseconds to outcouple only the thermal atoms into the guide leaving a nearly pure
condensate in the trap. The laser power is then held constant for 200 milliseconds to
allow the condensate to stabilize and to separate in time the outcoupled thermal and
atom laser beams on the detector. Finally the laser power is ramped from 22mW to
19mW over 100 milliseconds, adiabatically transferring the entire condensate from
the trap into the single mode of the guide.
The image of the transverse mode proﬁle from our guided atom laser beam is
shown in Fig. 6.3(c). The guided atom laser beam diameter is much smaller than
the unguided atom laser (Fig. 6.3(b)). This results in an increase in the intensity
of He∗ atom beam of more than two orders of magnitude which requires the gain of
the MCP to be reduced signiﬁcantly to avoid saturation.
Fig. 6.4 shows an expanded view of Fig. 6.3(c), with two dimensional least squares
ﬁts to the image proﬁle. The ﬁtting function comprises two Gaussians, the narrow-
est of which we attribute to the lowest order mode of the optical potential where
the atoms are strongly guided, while the wider is attributed to the sum of higher
order modes. At ﬁnite temperatures a thermal component is always present in the
condensate, and it is therefore expected that some additional modes will be ther-
mally populated in the waveguide. There is also a small amount of heating which
occurs during the hold time between the end of the evaporation ramp and when the
atoms are guided, which leads to a less pure BEC than could otherwise be achieved.
Condensate atoms can also be excited into higher order modes if the transfer is
non-adiabatic. All of these factors mean the guided proﬁle, while being dominated
by the lowest mode, has a presence of higher order modes.
The two Gaussian components provide an excellent ﬁt to the data in Fig. 6.4,
where a point-spread function accounts for the ﬁnite resolution of our detection
system (∼ 100µm). The 1/e diameter for the two orthogonal axes of the lowest order
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Figure 6.4: Magnified image of the guided atom laser. Cross section profiles are shown
adjacent to their corresponding axes with the solid line being a least squares fit to the
experimental data points (50 µm pixels). The two-component Gaussian fit comprises a
dotted line attributed to the fundamental mode, while the dashed line is attributed to the
sum of higher order thermal modes.
mode are 260µm and 360µm. This compares well within experimental uncertainties
(including absolute knowledge of the optical potential and detector resolution), to
the theoretical model predictions (see below) of 280µm and 340µm respectively. By
integrating the two Gaussian ﬁt functions, the fraction of atoms in the fundamental
mode of the guided region was determined to be 65%, compared with previously
reported values of 14% [243], 50% [43] and 85% [244]. Our value is the second
highest reported, behind the work of [244]. In that case they guide horizontally, and
hence do not have to contend with the gravitational potential being in the same
direction as the guide propagation, which decreases the adiabaticity.
The theoretical values for the widths of the atom laser beam at the detector were
obtained by Mattias Johnson, who carried out a numerical simulation of the guiding
experiment using the Gross-Pitaevskii (GP) equation4 to calculate atomic trajecto-
ries in the guide. To provide a complete and accurate trap and guide potential for
use in the simulations, we measured the dipole beam proﬁle at several points after
the lens, using a razor blade, micrometer and optical power meter. The transverse
ground state of the atom laser was found by the simulation to be essentially Gaus-
sian, with 1/e values determined to be 381µm and 435µm in the weak and tight
optical trapping directions respectively, due to the nearly harmonic nature of the
4As I was not involved in the actual simulations I refer interested readers to the details provided
in our paper [197]
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guide so far from the focus.
The fact that the observed atom laser beam diameters (280 and 340 µm) are
narrower than the ground state of the theoretical optical guide beam at the detector
is resolved by noting that the guiding is not adiabatic through the entire fall distance.
As mentioned above, during the outcoupling process and the initial part of the
fall, the optical potential is strong enough to ensure the transverse wavefunction
of the atoms adiabatically follows the guiding potential, and the atoms remain in
the ground state of the guide. As the atoms fall, however, their velocity increases
and the optical beam diverges resulting in a weaker potential and breakdown of
adiabaticity criteria. Consequently, the atoms no longer adiabatically follow the
optical potential, resulting in a component of free space expansion.
The speed of this expansion depends on how tightly conﬁned the atom beam
is when it begins to escape the guide. Momentum uncertainty dictates that the
tighter the conﬁnement the more rapid the expansion. For example, if the atoms
were to be completely free of the potential 2mm below the condensate, and allowed
to freely expand, the resulting detector image would have 1/e values of 429µm
and 485µm. In our experiment, however, atoms are strongly guided to a point
further down, by which time the atom beam has widened to a point where the
transverse momentum uncertainty is much smaller. The initial adiabatic guiding
followed by the nonadiabatic free space evolution results in an atomic beam proﬁle
at the detector which is much narrower than that of atoms in the ground state of
the potential created by the optical guide beam, and yields waists of 381 µm and
435 µm.
6.3.2 First Excited Mode
As an extension to the observation of the transverse mode proﬁle of the lowest mode,
it is of interest to attempt to selectively excite and observe a higher mode population.
However, for reasons described above this is technically diﬃcult to achieve by direct
excitation, which is the technique which normally would be used in optics [204].
Consequently, we tried a diﬀerent approach: loading in a fraction not in thermal
equilibrium with an energy distribution which approximately matches that of the
ﬁrst excited transverse mode.
To manipulate the energy distribution of atoms loaded into the guide, we can
implement several techniques which involve the accurate control of the dipole trap
beam intensity. By evaporative cooling in the optical trap, we can create ultracold
atomic clouds of a controlled temperature at thermal equilibrium. The outcoupling
process is then performed by further reducing the dipole beam to a non-zero inten-
sity, which releases atoms with an energy distribution corresponding to the change
of the trap depth, while retaining the lower energy atoms in the trap. The duration
and magnitude of this intensity ramp determines whether the process is adiabatic
or non-adiabatic.
The experimental procedure which gave the optimal ﬁrst excited state popula-
tion in the guided beam was to evaporate to the lowest possible thermal temper-
ature (∼150 nK), before ramping to a guide potential which still retains a trap
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Figure 6.5: A false colour image of guided atoms on the DLD, dominated by the 1st
excited mode of the waveguide.
intensity suﬃcient to keep the condensate trapped. Although the Bose distribution
is dominated by the fundamental mode at this temperature, the ground state atoms
predominantly remain trapped and thus the ﬁrst excited mode dominates the out-
put proﬁle. This is similar to the production of higher order modes in a laser via
attenuation of the fundamental cavity mode [249].
The intensity proﬁle of our guided atoms is shown in Fig. 6.5 and clearly has
a dual lobed structure reminiscent of the TEM01 mode or LP01 mode output from
an optical ﬁbre. The excitation of a mode with rectangular rather than circular
symmetry is most likely due to asymmetries in the guide potential, given that the
AOM causes the mode of the dipole laser beam to be slightly elliptical. This leads
to most of the excitation energy being coupled into one dimension.
Figure 6.6: A modal fit to the transverse profile of the guided atomic beam incorporating
the lowest six supported modes.
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An integrated 1D line proﬁle of this image is plotted in Fig. 6.6. The modal
occupation of the guided matter wave was calculated by a least squares ﬁt to this
line proﬁle, using the linear combination of the six lowest order modes (Ψ0−Ψ5, as
deﬁned in Equation 6.1) supported in a harmonic potential. The free parameters in
this ﬁt were limited to the width of the fundamental mode (as the width of the nth
mode scales as
√
n), and the fractional occupation of each mode.
The contribution of each individual mode Ψ0−Ψ5 is given in Fig. 6.6, and their
ﬁtted relative occupancies shown in Fig. 6.7. The ﬁrst excited mode dominates this
distribution with 47(2)% occupancy, approximately twice that of the lowest order
and the second excited mode, while the remaining higher order modes have negligible
populations. The uncertainty represents the range of allowable ﬁts. Although this
is by no means a “pure” version of the mode, when compared to the absolute best
mode purities quoted in the literature (for the lowest mode) of 85% [244], 65%
[197] and 50% [43], this represents a comparable fraction. The limiting factors
for our experiment are a combination of matching the temperature of the thermal
fraction in the out-coupling step to the energy of the ﬁrst transverse mode and
excitation of other modes during the out-coupling procedure. Improvement in the
mode population could be achieved by reducing the size of the ﬁnal step (and the
initial temperature), however this would result in less atoms outcoupled. With our
current trap parameters we only have enough atoms to produce the image in Fig.
6.5 after 2000 shots, so more atoms would be required to be trapped for a signiﬁcant
improvement (or a lot more shots). This should be possible with a more powerful
dipole laser. Note however that the main aim of this experiment was not to create a
pure single excited mode, but rather to demonstrate that excitation of higher order
modes was possible in a controlled manner.
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Figure 6.7: The relative occupancies of the lowest six supported modes calculated from
the least square fits in Fig. 6.6. Due to the negligible contribution of Ψ5 (under 0.2%),
no higher modes were included in the fit.
To quantify the size of the few mode guiding proﬁle observed on our detector
we use the viral theorem for a non-interacting beam of atoms [43]. This yields a
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relationship between the size of the beam and the average mode occupancy 〈n〉
1
2
m
(r
t
)2
=
~ωr
2
(
〈n〉+ 1
2
)
, (6.2)
where r is the transverse radius of the beam, t is the fall time to the detector, and
ωr is the radial angular guiding frequency that the atoms experience at the exit of
the guide. Average mode occupancy is deﬁned as
〈n〉 =
∑
An × n, (6.3)
where An is the percentage occupancy of the mode n. Using the measured fall time
combined with the average mode occupancy as calculated from Fig. 6.7 (〈n〉 =
1.13) and setting ωr = 2π×50 Hz as the guide potential where the atoms fall out
(determined by time-of-ﬂight measurements), yields a few mode spot size of ∼ 2
mm in good agreement with the beam shown in Fig. 6.5.
In optics, dark hollow laser beams have been created by simultaneously excit-
ing orthogonal LP01 modes and used to generate the optical potentials to manip-
ulate matter, with applications such as optical tweezers and guiding laser cooled
atoms [255]. In contrast, here we have used an optical potential to predominately
guide matter waves in the atomic analog of the LP01 mode.
6.3.3 Matter-Wave Speckle
The ﬁnal investigation we performed concerning the mode proﬁles of guided atoms
was using thermal, high temperature samples loaded into the guide. This was
achieved by examining the guided output during the evaporative cooling ramp dur-
ing the normal production of a pure optically trapped BEC (i.e. during the blue
linear ramp in Fig. 6.2). Such atoms are relatively hot (at least compared to those in
Fig. 6.5), and hence occupy a large number of thermal modes in the guide. The large
number of modes with independent phases interfere with each other in a somewhat
random manner, resulting in a spatial speckle pattern when imaged on the MCP and
phosphor, which is shown in Fig. 6.8(a). Due to the short temporal coherence time
the image must be integrated in a short time slice to prevent the speckle washing
out. For diﬀerent runs of the experiment the speckle pattern changes, as seen in
Fig. 6.8(a)-(c), indicating the random phase relationship between the emitters (i.e.
they are not phase locked), while if an average is taken over 20 runs (Fig. 6.8(d))
the interference washes out. As a reference, the single mode guided spot (from a
single experimental run) previously shown is reproduced in Fig. 6.8(e) on the same
scale, and is noticeably smaller. A comparison of the spot size between the single
mode and speckle cases indicates that 〈n〉 ∼ 15 for the speckle images.
This demonstration is the ﬁrst to directly resolve atomic speckle, the analogue
of an optical ﬁbre in which more than one mode is present, which thereby produces
a speckled transverse light intensity pattern. To see the matter wave speckle rather
than a sum of a few transverse modes as in Fig. 6.5, it is necessary for a large
number of modes to be occupied to ensure that the speckle dominates over any mode
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Figure 6.8: Multi-mode speckle images: (a-c) Successive experimental realizations pro-
duced by guiding only the thermal component of the trapped atoms, showing interference
between the thermal modes (“speckle”). (d) Average of twenty runs of the experiment.
(e) Image of a predominantly single-mode profile on the same scale.
structure. Also, suﬃcient atoms must be guided to yield the required signal to noise
to see the speckle in a single shot (as the random shot-to-shot nature of speckle
means that averaging is not possible). As mentioned in the introduction, speckle
is a direct demonstration of the Hanbury Brown-Twiss eﬀect where interference is
observed between two diﬀerent wavefunctions, and as such is a demonstration of the
absence of second order coherence. This correspondence is investigated further later
in the chapter.
6.4 Guiding of Multiple Spin States
The waveguide can also be used to guide atoms in diﬀerent spin states. While
the atoms are normally trapped and guided in the mF = +1 sub-state to suppress
Penning ionisation, if we apply a pulse of RF radiation (using our RF atom laser
antenna) for a short duration while the atoms are trapped we end up splitting the
initial population to also include components in themF = 0 and mF = -1 sub-states.
All three sub-states experience the conﬁning trap/waveguide potential equally. By
outcoupling the atoms into the guide and applying a small magnetic ﬁeld, we image
three spatially separated guided spots on the MCP detector (see Fig. 6.9), due to
the Stern-Gerlach eﬀect.
In the analogy often drawn between atom lasers and conventional lasers, spin
can be thought of as the equivalent of polarisation for the atom laser. This means
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Figure 6.9: Image showing the guiding of He* atoms in all 3 mF sub-states. The sepa-
ration is achieved by the application of a small magnetic field.
that our result is comparable to to guiding an optical beam containing multiple
polarisation components. There are a number of possible applications this may
be useful for, such as atomic sensors where separation of beams is important, or
entanglement studies between the independent spin components/polarisations.
6.5 Coherence Properties of Guided Matter
Waves
In many applications the coherence properties of matter wave guides will be im-
portant, in much the same way that coherence is an important property of the
conventional laser. Of particular interest is whether the waveguide will preserve
the initially coherent state of a BEC, to both 1st order (phase coherence) and 2nd
order (the Hanbury Brown-Twiss eﬀect). Many experiments have demonstrated the
phase coherence of a BEC, while a smaller number have shown higher order coher-
ence eﬀects. However, no experiment to date has demonstrated either 1st or 2nd
order coherence for guided matter waves.
6.5.1 1st Order Coherence
To study the 1st order coherence properties of the guided atom laser beam we
perform a diﬀraction experiment using a 2D transmission grating. The grating
consists of a commercial foil commonly used for calibrating electron microscopes
with 2 µm diameter holes at 4 µm spacing between centres in a square grid pattern
(Quantifoil 2/2), located ∼ 12 cm below the condensate and ∼ 6 cm above the
detector.
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Figure 6.10: Diffraction images (3D surface plots) from the MCP for (a) the guided
condensate beam and (b) the guided thermal beam after each sample has been guided
through the quantifoil (shown in the lower right inset). The intensity is in arbitrary units
and is rescaled for the thermal image, for which there is much lower intensity, to highlight
the contrast.
Fig. 6.10(a) shows the resulting interference image produced by the guided atom
laser at the detector. A fringe visibility of 91% was observed, which demonstrates the
(1st order) coherence of the guided atom laser and is consistent with the guided beam
being predominately in the fundamental mode. The separation of the diﬀraction
orders was within 10% of that expected from the diﬀraction equation for atomic de
Broglie waves accelerated under gravity to the grating position. For comparison,
the image produced by solely thermally populated modes like the ones used for the
speckle demonstration (i.e. no condensate component) is shown in Fig. 6.10(b). As
expected, no interference is observed. This demonstrates that the lowest order mode
sample is coherent (to 1st order), while the thermal distribution is not.
6.5.2 Second-Order Coherence: Hanbury Brown-Twiss
Correlations
The idea that matter wave speckle, as observed in our experiments, is a direct
demonstration of the HBT eﬀect is intriguing. To investigate this analogy, we used
the MCP and delay line detector (DLD) installed after the experimental re-build
(see Fig. 6.1) to allow true time and space resolved single-atom counting correlation
experiments to be performed [152]. We then follow the procedure used to excite the
1st excited mode from thermal atoms, but instead of looking at the spatial image
we investigate the temporal bunching as previously [152]. The results, plotted in
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Fig. 6.11, shows the dramatic bunching signal observed in the temporal second or-
der correlation function. The measured bunching amplitude of g(2)(0) = 1.21 is the
largest bunching signal ever observed with atoms in the published literature, more
than 3 times larger than the previous highest [24]. The large bunching amplitude
is due to the low eﬀective transverse temperature (∼150nK) and large correlation
lengths occurring within the guide which prevents the signal from washing out due
to imperfect detector resolution. Note that the noise present in Fig. 6.11 is predom-
inantly shot noise. Thus, for large time separations (τ) where the number of pairs
decreases, there is an associated increase in the spread of g(2).
Figure 6.11: Temporal second-order correlation function of a guided multi-mode thermal
cloud, exhibiting bunching.
A speckle pattern results from random emitters spread over a source size s which
interfere at a detector located L away from the source. The ‘speckle size’ is given
by l = λL/2πs, where λ is the de Broglie wavelength of the matter waves. This
speckle size can be identiﬁed as the correlation length of the cloud if one identiﬁes
h/mv as the de Broglie wavelength of an atom falling at a velocity v. In our ex-
periment the source size is related to the transverse mode occupation of the atoms
within the guide. Thus, as more transverse modes are loaded into the guide, the
speckle size ‘shrinks’ due to the decrease in the transverse correlation length. In-
terestingly, as the mode occupancy decreases, the mode radius also decreases but
the transverse correlation length grows making both the transverse correlation func-
tion and speckle diﬃcult to measure. Hence in our experiments we measure the
longitudinal/temporal correlation function and integrate over the transverse spatial
dimensions. The degree of transverse coherence is then related to the bunching
amplitude.
To investigate quantitatively the variation of bunching amplitude with transverse
mode occupancy we load thermal clouds of diﬀerent temperatures into the guide and
determine the two-particle correlation function as calculated previously [152]. The
procedure for loading diﬀerent thermal distributions (and thus diﬀerent transverse
mode occupancies) is shown diagrammatically in Figure 6.2. After transferring
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atoms into the optical trap we rapidly reduce the trap depth to evaporate the hotter
atoms in the distribution. The depth of this cut in the trap depth determines the
thermal energy of the remaining atoms and thereby allows us to control the number
of transverse modes excited in the guide. A 100 ms period of thermalisation then
follows to ensure that thermal equilibrium is established. To transfer atoms into the
guide the trap potential is stepped down to the ﬁnal guiding potential, which is the
same value for all our multi-mode guiding experiments, to allow easy comparison of
correlation lengths (and bunching amplitudes, which for ﬁnite resolution depends
on correlation length) between runs5.
The spatial distribution at the detector is used to determine the relative mode
occupancy by ﬁtting the measured proﬁle with a linear superposition of transverse
modes for a harmonic potential, as used previously (see Fig. 6.6 and Fig. 6.7 along
with accompanying text). The relative populations in each mode are then combined
to give an average transverse mode occupancy [43]. This process works well for mode
occupancies which are dominated by a few modes, such as in Fig. 6.6, where the
linear ﬁtting routine can ﬁnd a unique, exact solution6. However, when there were
too many modes populated (around 10 modes) to allow an accurate ﬁt to be found,
this approach breaks down, so for the the higher temperature (and hence higher
〈n〉) datasets, the mode occupancy was determined from the relative transverse
spot size, which scales with average mode occupancy as
√〈n〉 [43]. In order to
validate this approximation, the 2 methods of calculating 〈n〉 were tested with the
few points with the lowest 〈n〉 (for which both methods could be applied). The
two independent methods were found to agree within 10%, and the corresponding
uncertainty between the two is reﬂected in the error bars in Fig. 6.12.
In Fig. 6.12 we plot g(2)(0) against the average mode occupancy (〈n〉) for dif-
ferent initial conditions. For multi-mode thermal guiding (blue circles), we observe
an increase in bunching amplitude as the average mode occupancy decreases, due
to larger transverse correlation lengths. However, when a condensate is loaded into
the guide as per the single mode method (red square), bunching vanishes, as does
speckle (Fig. 6.8(e)), due to the presence of a single uniform wavefunction. A theo-
retical model of our experiment, shown as a light blue dashed line, yields reasonable
agreement with our results7.
For the same reason as in the ﬁrst excited mode case, the thermal distributions
probed via the correlation function are non-equilibrium, since in order to keep the
BEC trapped during guiding the potential can only be reduced to the height of the
condensate chemical potential. Thus, the low energy tail of the thermal distribution
is still trapped. A small amount of energy is also imparted to the cloud in the
5The fact that there is always a BEC present which must remain trapped in the case of thermal
guiding leads to guide potentials which are slightly different for the single or multi-mode cases.
However, the difference in trap frequency is < 10%, which can be accounted for in the mode fitting
procedure used to generate 〈n〉. Because there is no bunching in the case of the single mode
guiding, the altered correlation length has no effect.
6The uniqueness was tested by varying the initial conditions, and found to be accurate to better
than 5%.
7Again, the theoretical modeling was performed by Mattias Johnson and so only brief details
are provided here.
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Figure 6.12: Graph of peak bunching amplitude as a function of average mode occupancy.
A simulation of our experiment yields the theory curve shown as a dashed light blue line,
in comparison with our multi-mode data points (blue circles). Also shown is the unity
bunching amplitude when a BEC is guided (red point).
transfer process.
The errors shown in Fig. 6.12 for both axes are indicative of the ﬁtting error for
the bunching amplitude and the average transverse mode occupancy, along with the
statistical error for the correlation function calculations. Each point on the graph
in Fig. 6.12 represents ∼ 2,000 experimental runs. The range of mode occupancies
plotted indicates the full range accessible to our system, with the highest 〈n〉 corre-
sponding to the maximum temperature that our dipole trap can capture, while the
lowest thermal 〈n〉 represents maximum evaporation while still leaving a suﬃcient
number of thermal atoms for the g(2) measurement.
Note that the BEC point in Fig. 6.12 has an 〈n〉 of > 0 (which a purely single
mode system would have) due to a combination of a small number of residual thermal
atoms and also some excitation of condensate atoms into higher order modes during
the outcoupling process (which is slightly less adiabatic than before, as we step
rather than ramp to the ﬁnal guide potential). Indeed, the relative mode occupancy
is not signiﬁcantly lower than for the coldest thermal case, however the absence of
bunching8 indicates we have crossed a phase transition from incoherent to coherent.
For a perfect detector, one should measure g(2)(0) = 2 for all the thermal clouds
[18] in Fig. 6.12. The reduction in g(2)(0) is due to binning the detection events
8The correlation function fits to a very small (∼ 0.3%) fraction of bunching in the BEC data
in Fig. 6.12, which results from the presence of these higher modes. However, it lies within our
statistical noise error bars, and the dominance of lowest mode atoms in the signal results in an
almost complete absence of the bunching.
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both in time and space at the detector in order to provide enough correlations per
bin to calculate a statistically meaningful value for g(2)(0). Transverse correlation
lengths for the theoretical model were determined by assuming free expansion of
the thermal cloud once its vertical velocity is such that it is no longer adiabatically
guided, combined with the transverse temperature calculated from the proﬁle of
the cloud on the detector. The associated transverse correlation length can then
be calculated [89] and ranged from 200 to 370 µm. We obtained the longitudinal
coherence length from ﬁts to the temporal correlation function (such as in Fig. 6.11)
for various temperatures. Convolving these lengths with the spatial and temporal
bin sizes, and converting from temperature to average mode occupation by utilizing
the Bose-Einstein distribution, yields the dashed theory curve in Fig. 6.12.
6.6 Conclusion
In summary, we have obtained the ﬁrst images of the transverse proﬁles of a guided
atom laser beam and guided thermal atoms, across 3 vastly diﬀerent regimes. When
the lowest mode dominates, approximately 65% of the atoms are guided in the
fundamental mode. We have shown that guiding the atom laser beam results in
a smooth Gaussian mode proﬁle, avoiding the formation of structure that is often
present in atom laser beams. For thermal atoms we have selectively excited and
directly observed, for the ﬁrst time, the atomic analogue of the LP01 optical mode by
controlling the energy distribution of ultracold atoms loaded into the guide, resulting
in a modal structure dominated by a 47(2)% population in the ﬁrst excited transverse
mode. The ability to guide lower order modes has been essential to demonstrating
optical eﬀects such as multimode interferometry, slow light and entanglement, and
an atomic analogue to a FMF may lead to similarly useful applications. Finally,
when many thermal modes are present, we have observed matter wave speckle in
the density distribution of the guided matter waves. Speckle patterns produced by
multiple independent light sources are a manifestation of the second-order coherence
of the light ﬁeld.
Analysis of the two-particle correlation function conﬁrms that the matter-wave
speckle results from the same two-particle interference as demonstrated in the fa-
mous Hanbury Brown and Twiss experiment. By loading diﬀerent thermal ensem-
bles into the guide, we have been able to show that bunching increases as the average
transverse mode occupancy is decreased. Separate coherence studies have demon-
strated the ﬁrst order coherence of the guided atom laser as evidenced by the high
visibility interference pattern generated from a transmission diﬀraction grating. In
the case of single-mode guiding (i.e. guiding of a condensate) we observe no HBT
bunching and no speckle, indicating that the guiding process is also coherent to
second order. Our experiments demonstrate that matter waves can be coherently
guided (to second order) in a single-mode with a near perfect Gaussian spatial pro-
ﬁle. Both ﬁrst- and second-order coherence are important for applications requiring
a fully coherent atomic source such as squeezed-atom interferometry. Such coherent
waveguides may be important atom optic components in devices with applications
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such as atom holography and atom interferometry.
Chapter 7
Conclusion
7.1 Summary
This thesis describes a range of experiments which exploit some of the unique prop-
erties of an ultracold gas of He∗ atoms. In the ﬁrst group of experiments a number of
forbidden atomic transition rates were measured for helium. Of particular note was
the determination of the metastable 23S1 state lifetime at 7870±510s [56], which is
the longest lifetime measured in any neutral atomic species. This represents a factor
of 5 improvement on the only previous experimental estimation [134]. The deter-
mination of the 2 3P2 → 1 1S0 and 2 3P0 → 1 1S0 transition rates [109], combined
with our group’s previous measurement of the 2 3P1 → 1 1S0 transition rate [144]
complete the ﬁrst ever measurement of the ground state decay rates from the entire
23P manifold. All of the results are in agreement with the leading QED theoreti-
cal calculations [16], with acceptable error bars of ∼ 5%. This level of precision is
achievable because of a combination of the isolation of atom traps in UHV cham-
bers, the precision state selectivity of laser excitation and the shielded channeltron
detector used to directly measure the XUV photons emitted in these decays.
The next set of experiments involved measuring a range of correlation functions,
which are an important measure of quantum properties such as coherence in atomic
systems. To facilitate this a substantial upgrade of our existing BEC apparatus
[52] was required, in particular the installation of a delay line detection system to
allow single atom detection with full spatio-temporal resolution. Once installed, a
new method of data acquisition was developed using Fourier-broadened RF pulses
to isotropically outcouple pulses of atoms from our magnetic trap, leading to the
measurement of the Hanbury Brown and Twiss eﬀect in a pulsed atom laser [152]. By
out-coupling thermal clouds we also demonstrated a greater probability of detecting
pairs of particles at small temporal spacings (bunching) for thermal atoms. This
method improved data acquisition rates by an order of magnitude compared to
similar previous experiments [24, 25]. Such a major improvement greatly increases
the practical usefulness of correlation functions as a diagnostic technique.
As a direct result of our technique the third order correlation function of thermal
and condensed atoms could be determined for the ﬁrst time [159]. As shown by
Glauber [17] it is important to investigate correlations to higher orders to determine
the complete quantum statistics of a system, as lower order functions contain less
information. The only previous three particle correlation measurements all relied
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upon in-trap detection techniques [168, 169], where inter-particle interactions can
signiﬁcantly alter the correlation function [102, 170]. Our measurement is in a regime
where the average inter-particle spacing is signiﬁcantly smaller than the correlation
length, so these eﬀects are negligible.
However, these correlation functions, along with all those previously measured
for atoms, have a bunching peak signiﬁcantly reduced to typically only a few percent
of the theoretical maximum. This is due to correlation lengths being on a similar
scale or smaller than the detector resolution. To measure bunching close to the the-
oretical value, the correlation lengths were made greater than the delay-line detector
resolution by using a vertically oriented 1D optical dipole trap. With this conﬁgura-
tion we measured a second order bunching amplitude which is 88% of the theoretical
maximum (i.e. g(2)(0, 0) = 1.88±0.06). The large overlap of de-Broglie wavelengths
also allowed the measurement of higher order correlation functions up to 5th order to
be determined, again with near perfect theoretical amplitudes. This measurement
of higher order correlation functions with almost ideal amplitudes greatly increases
the ease of using correlation functions to characterise and probe the properties of
exotic systems.
As an example, the 1D nature of our system causes a deviation from the gaus-
sian form of a correlation function for thermal atoms (the decoherent classical regime
[26]), which we can observe in our data due to our excellent signal to noise. Such a
minor deviation would be diﬃcult to extract using previous techniques. By cooling
the sample below the critical temperature the atoms enter the decoherent quantum
regime [26], where the long-range coherence of the condensate is destroyed by ther-
mal ﬂuctuations. This also leads to bunching in the far-ﬁeld, which we measure
without the near-ﬁeld diﬀraction perturbation of the correlation function previously
observed in a similar experiment [32].
By ramping down the dipole potential to a reduced amplitude the trap is trans-
formed into a waveguide, analogous to an optical ﬁbre. The waveguide is oriented
vertically, such that when the atoms are guided onto our detectors we can observe
the transverse structure of the beam proﬁle. This allowed us to observe a 65% oc-
cupancy in the lowest mode when a BEC is guided adiabatically [197]. We can also
use low temperature thermal atoms to selectively load a population where the ﬁrst
excited mode (equivalent to the TEM01 mode in a laser) dominates [198]. If higher
temperature atoms are loaded in, many modes are excited, leading to the ﬁrst obser-
vation of matter-wave speckle, which we then demonstrate corresponds to Hanbury
Brown and Twiss bunching [199]. An absence of bunching which we also measured
for the single mode guided BEC shows that the waveguiding process maintains the
coherence of the source as it is guided. Coherent atomic waveguides are likely to
form an integral part in the construction of practical atom optics devices, for ex-
ample interferometric sensors [9]. The signiﬁcant improvement of the beam proﬁle
provided by single-mode guiding compared to a traditionally out-coupled atom laser
is also crucial if atom lasers are to become useful.
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7.2 Future work
There are a number of exciting possibilities for future work using the properties of
our unique apparatus, extending on the topics covered in this thesis. In the case
of the transition rate measurements, a recent theoretical paper has calculated the
rates for the 33P2 → 11S0 and the 33P1 → 11S0 transitions to be 0.1147(1) s−1
and 44.33(4)) s−1 respectively [151]. These higher levels could be populated via
389nm transitions from the 23S1 state which could be reached using a frequency
doubled 778nm diode laser. Given the transition rates are of a comparable order
of magnitude to those we have measured previously, such an experiment should be
readily achievable.
In the case of correlation experiments the fact that we have demonstrated that
correlation functions can be used to characterise a wide range of systems with sig-
niﬁcant improvements in signal to noise and ease of data acquisition opens up many
fascinating possibilities. Of particular interest are 2D systems, where a number
of interesting phase transitions exist, such as the Berezinskii–Kosterlitz–Thouless
(BKT) transition [195]. Similar to the case of 1D systems, a true condensate with
long-range order does not exist [196, 108], at least at ﬁnite temperature. Correlation
functions oﬀer a method of quantitatively characterising these systems which could
provide new insights, especially since there has been limited theoretical work in this
area.
Our pulsed outcoupling method also opens up some potential experiments. A
particularly interesting one would be to use the pulses as a time probe of the evo-
lution of coherence during the growth of a BEC. Some theoretical models predict
growth via the Kibble-Zurek method involving quasi-condensation, where the con-
densate grows as locally coherent patches of uniform phase which over time merge
to form a BEC with long-range order [256, 90, 257, 258]. This process is illustrated
in Fig. 7.1. However, several attempts to observe this experimentally have yielded
somewhat ambiguous results [259, 96, 260]. We hope that by monitoring the far-ﬁeld
second order correlation function at regular time intervals (outcoupled pulses) we
would be able to observe if there is a time-lag between the formation of peak density
and the establishment of long-range order.
Another experimental system to which correlations could oﬀer an insight is
atomic four-wave mixing (FWM) [93, 261, 71]. This promises to have many ap-
plications in the ﬁelds of atom optics and quantum-atom optics, in a similar manner
to which frequency doubling and parametric down-conversion have many applica-
tions in optics and quantum optics. However, while the process has been shown to
preserve ﬁrst order coherence [262, 94] no equivalent investigation exists in the liter-
ature for second or higher order coherence. Compared to the optical case there are
a number of possible sources of decoherence in an atomic system, such as collisions
between ampliﬁed atoms and the trapped BEC [263], and phase ﬂuctuations due
to a non-uniform mean-ﬁeld [264]. These mechanisms mean that the coherence of
the output ampliﬁed wave cannot be taken as given. In He∗ the mis-match in the
scattering lengths between diﬀerent magnetic sub-states can lead to the creation of
ampliﬁed four-wave mixing during high intensity RF out-coupling [79, 265], which
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Figure 7.1: Schematic showing the formation of a condensate via a stage of quasi-
condensation, where no long-range phase coherence is present.
is a relatively simple method of creating four wave mixing for us. A very recent
investigation by our group [266] focused on the initial demonstration of second or-
der coherence for the ampliﬁed case compared to spontaneous scattering. Future
extensions to this work would be to examine how the FWM evolves over time from
a multi-mode process consisting of incoherent scattering into many modes, into a
few-mode coherent output. Such a system would also provide the possibility of mea-
suring number squeezing as in the work of [73] for spontaneous four-wave mixing,
and possibly even the creation of Einstein–Podalsky–Rosen (EPR) entangled modes
[265]. Correlations are one possible method of measuring entanglement between
atomic modes, using a similar scheme to [27], which demonstrated entanglement for
light. The demonstration of EPR entanglement between massive particles is a major
goal of modern physics.
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