In large-scale distributed-computing environments, there are a number of inherent time-delay factors that can seriously alter the expected performance of load-balancing (or scheduling) policies that do not account for such delays. This situation arises, for example, in systems for which each computational element (CE) is connected by means of a shared broadband communication medium. The delays, in addition to being large, fluctuate randomly as a result of uncertainties in the network condition and uncertainty in the size of the loads to be transferred between the CEs. The performance of such distributed systems under any load-balancing policy is therefore stochastic in nature and must be assessed in a probabilistic sense. Moreover, the design of load-balancing policies that best suit such delay-infested environments must also be carried out in a statistical framework. Indeed, it has been observed in recent simulation-based and experimental studies that the delay, especially that corresponding to transferring large loads between CEs, can cause the system to fall into a mode whereby CEs unnecessarily exchange loads back and forth. This results in an undesirable situation where loads continue to be in transit. It has been observed that the notion of limiting the number of balancing instants in scheduling algorithms can be used to customize certain load-balancing policies to random-delay environments. But the effectiveness of this strategy depends on the decision as to when and how often such load-balancing cycles are to be executed. If a system starts from a certain unbalanced state, we would expect that there would be an optimal time at which balancing must be executed so as to minimize the overall completion time of a workload. In particular, the load-balancing instant should be large enough to ensure that all CEs have updated knowledge of the state of the system. Yet, the balancing instant should be soon enough so that the system does not remain in an unbalanced state for an excessively prolonged time whereby allowing some of the CEs to be idle. It has also been noticed that an additional strategy for mitigating the effects of delay in load balancing is to reduce the gain, or strength, of the load-balancing policy. That is, for each overloaded CE, only a fraction of the load to be transferred is actually transferred to other CEs. Thus, in view of these unique phenomena that occur in load balancing in delay-infested networks, optimizing the performance over the inter-balancing times and the load-2 Authors Suppressed Due to Excessive Length balancing gains becomes an important problem. In this Chapter, the performance of a single-instant load-balancing strategy on a distributed physical system is studied both theoretically and experimentally. The experiments are performed on an inhouse wireless distributed testbed as well as a Monte-Carlo simulation tool. The theoretical analysis is carried out based on the concept of regeneration in stochastic processes. In particular, a probabilistic analysis of the queuing system which models the distributed system is developed and studied.
Introduction
Distributing the total computational load across available processors is referred to as load balancing in the literature. A typical distributed system consists of a cluster of physically or virtually distant and independent computational elements (CEs), which are linked to one another by some communication medium. The workload has to be distributed over all the available CEs in proportion to their processing speed and availability such that the overall work completion time is minimized. In most practical distributed systems, due to the unknown character of the incoming workload, the nodes exhibit nondeterministic run-time performance. Thus, it is advantageous to perform the load balancing periodically during a run-time so that the run-time variability is minimized. This is referred to in the literature as dynamic load balancing [1] . However, the frequent load balancing requires the periodic communication (and transfer of loads, of course) between the CEs so that the shared knowledge of the load state of the system can be used by individual CEs to judiciously assign an appropriate fraction of the incoming loads to less busy CEs according to some load-balancing policy.
Not surprisingly, the expected performance of this dynamic allocation of the workload among the CEs relies heavily on the time-delay factors of the physical medium. For example, in shared communication medium (such as the Internet or a wireless LAN), there is an inherent delay in the inter-node communications and transfer of loads. As a result, each node has dated knowledge of any other node in the system and each receives its share of the load after a delayed instant of time. It has been almost universally observed that the types of delay described above degrade the overall performance [1, 2, 3, 4, 5] . In particular, communication delays may lead to unnecessary transfer of loads and large load-transfer delays may lead to a situation where much time is wasted on transferring loads, back and forth, while certain CEs may be idle during the transfer. In other words, a situation may arise where a fraction of the work load remains trapped in transit.
Many load-balancing policies have been proposed for distributed-system categories. These include local versus global, static versus dynamic, and centralized versus distributed scheduling [1, 2, 3] . Some of the existing approaches consider constant performance of the network while others consider deterministic communication and transfer delay. In [4] and [5] , it is assumed that the communication channels have fixed delay times and the load balancing is completed within a finite interval. However, in actuality such delays vary according to the size of the loads to be transferred and also fluctuate due to the random condition of the communication medium that connects the CEs. This introduces the uncertainty in knowledge among the nodes and hence, degrades the performance of any load balancing policy designed for the deterministic delay case. In Fig. 1 , a simple comparison is made between the deterministic and random communication delay effect on the "knowledge state" of the nodes. In the deterministic case, at any time node 2 receives a communication from node 1, it obtains new information about the queue length of node 1, delayed, however, by a fixed amount of time t c . In contrast, when the delay is random, every time node 2 receives a communication from node 1, there is no guarantee that the received message carries the most recent state of node 1. Similarly, the randomness in the load-transfer delay leads to more uncertainty in the overall completion time. The limitations and the overheads involved with the implementation of the deterministic-delay load-balancing policy in a random delay environment has been discussed previously by the authors [6, 7, 8] . The degraded performance is evident from one of our earlier results, which is presented here in Fig. 2 . This result was generated using Monte-Carlo simulation with the assumption that 12000 tasks were initially distributed unevenly among three CEs, each of which can process one task every 10 µs. The communication delay and the transfer delay per task were each set to be uniformly distributed in the intervals (0, 16 ms) and (0, 32ms), respectively. The deterministic-delay load-balancing policy calls for continuous execution of the scheduling algorithm. When this policy was applied, the randomness in delay led to an unnecessary exchange of tasks between CEs which results in an undesirable oscillatory behavior near the tail of the queue.
Recently, a Monte-Carlo technique [7] was used to investigate a dynamic load balancing scheme for distributed systems which incorporates the stochastic nature of the delay in both communication and load transfer. It was shown that indeed there is an interplay between the stochastic delay (e.g., its mean and its dependence on the load) and the strength and frequency of balancing. Moreover, it has been shown that limiting the number of load-balancing instants (in an effort to avoid the unnecessary exchange of loads between CEs and reduce communication overhead) while optimizing the strength of the load balancing and the actual load-balancing instants is a feasible solution to the problem of load balancing in a delay-limited environment. It was also observed that by fixing the number of load balancing instants, the performance of the balancing policy becomes very sensitive to the balancing instant (measured relative to the time when load arrives at the system). This is primarily due to the observation that it is more advantageous to balance at a delayed time, up to a point, simply because the CEs will have more time to exchange their respective load states, thereby allowing for "better-informed" load balancing. One strategy which we have explored is the single-instant load-balancing policy, where upon the arrival of a workload, the load-balancing policy decides on when and how to execute a single load-balancing attempt. This policy has been implemented on a real distributed system consisting of a wireless LAN as well as PlanetLab. In this Chapter, we evaluate the performance of this policy with respect to the balancing instant and the load-balancing gain parameter. We show that the choice of the balancing strategy is an optimization problem with respect to the balancing instant and the load-balancing gain parameter. We then utilize the delay statistics, obtained from our experiments, to generate the simulations using custom-made Monte Carlo software. The experimental results are compared to the results from the simulation to verify the predictive capability of our model. Finally, an approach for modeling the distributed system dynamics, as a queuing system, is introduced using the concept of regeneration in stochastic processes. We define the events (called regeneration events) whose occurrence will regenerate the queues with similar statistical properties and dynamics. More specifically, on every arrival or departure of a task at any of the nodes, the system of queues is said to be regenerated because they preserve the same stochastic dynamics of the queues prior to this arrival/departure event but will start from different set of initial conditions. The initial conditions consist of the initial load of queues as well as their knowledge state of each other. To this end, a novel concept of "information states" of the queues is introduced. We obtain four differencedifferential equations which characterize the mean of overall completion time of a two-node system. For brevity, we consider only the zero-input response of the queues, and therefore the arrival of tasks at a node beyond the initial time is solely a result of load transfer from other nodes. Based on this analytical model, we present some initial results showing the optimization of the mean of the overall completion time with respect to the balancing gain. The system model, which is developed here for the special case of two CEs, also maintains the gist of the solution for the multiple-CE problem and conveys the underlying principles of our analytical solution while keeping the algebra at a minimum. The approach, nonetheless, can be extended to the multi-CE case in a straightforward fashion.
This chapter is organized as follows. Section 2 contains the description of the load-balancing policy. The experimental results, on a physical wireless 3-node LAN, are given in Section 3. The simulation results are presented in Section 4 and the stochastic analysis of the distributed system is detailed in Section 5. Conclusions and future extensions are discussed in Section 6.
Description of the Load Balancing Policy
We begin by briefly describing the queuing model that characterizes the stochastic dynamics of the load balancing problem described in [6] . Suppose that we have a cluster of n nodes. Let Q i (t) denote the number of tasks awaiting processing at the ith node at time t. Assume that the ith node completes tasks according to a Poisson process and at a constant rate µ i . Let the counting process J i (t 1 , t 2 ) denote the number of external tasks (requests) arriving at node i in the interval [t 1 , t 2 ). (For example, to accommodate the bursty nature of workload arrivals, we can think of J i (t 1 , t 2 ) as a compound Pois-son process [9] .) The load transfer between nodes is accomplished as follows. The ith node, at the lth specific load-balancing instant t i l , looks at its own load Q i (t i l ) and the loads of other nodes (at randomly delayed instants due to communication delays), and decides whether it should allocate a fraction K of its excess load to the other nodes according to a deterministic policy. On the other hand, at the time when it is not attempting to load balance, it may receive loads from the neighboring nodes subject to random delays (due to the load-transfer delays).
We now write the dynamics of the ith queue in a differential form as follows:
where I A is an indicator function for a set A, C i (t, t + ∆t) is a Poisson process (with rate µ i ) describing the random number of tasks completed in the interval [t, t + ∆t), and τ ij,k is the delay in transferring load L ij (t j k ) from node j to node i at the kth load balancing instant of node j. More precisely, for
, where for any j = k, η kj = η jk is the communication delay between the kth and jth nodes (with the obvious convention η ii = 0). The function g kl dictates the load-balancing policy between the kth and lth nodes. In this chapter, we will use the special form:
where u(·) is the unit step function, K is a gain parameter that controls the overall strength of load balancing, and p kl is the fraction of the excess load at node i to be sent to kth node ( k =l p kl = 1). Narratively, in this policy the lth node simply compares its load to the average over all load and sends out a fraction p kl of its excess load to the kth node. Finally, the fractions p kl are defined as (assuming n ≥ 3):
In this definition, a node sends a larger fraction of its excess load to a node with a small load relative to all other candidate recipient nodes. For the special case when n = 2, p kl = 1, where k = l. In all the examples considered later in this chapter, only one load-balancing execution is permitted. That is, t i l = ∞, for all l ≥ 2 and all i ≥ 1.
Experimental Results
We have developed an in-house wireless testbed to study the effects of the gain parameter K as well as the selection of the load-balancing instant. We would like to highlight the importance of these experiments since, to our knowledge, no previous work has been done in the optimization with respect to the load-balancing instant t b especially over a wireless network. The details of the system are described below.
Description of the experiments
The experiments were conducted over a 802.11b wireless network. The testing was completed on three computers: a 1.6 GHz Pentium IV processor machine (node 1) and two 1 GHz Transmeta Processor machines (nodes 2 & 3). To see the level and variability of the delays over our testbed, we computed the empirical probability density function (pdf) for the wireless-LAN system. The testing was performed by letting the nodes exchange a fixed size frame several times. The empirical pdf was computed and it is shown in Fig. 3 . Note the initial almost-zero range, which is dictated by the physical lower bound for the delay, and the approximately exponential decay thereafter. To scale the system to higher delay values proportional to the task execution time, the access point was kept busy by third-party machines, which continuously downloaded files. We consider the case where all nodes execute a single load balancing at a common balancing time t b .
The application used to illustrate the load-balancing process was matrix multiplication, where one task has been defined as the multiplication of one row by a static matrix duplicated on all nodes (3 nodes in our experiment). The size of the elements in each row was generated randomly from a specified range, which made the execution time of a task variable. On average, the completion time of a task was 525 ms on node 1, and 650 ms on the other two nodes. As for the communication part of the program, UDP was used to exchange queue size information among the nodes and TCP was used to transfer the data or tasks from one machine to another. The load-balancing policy used in the experiments is governed by Eqn. (3), for which the node decides whether or not to utilize either one of the other nodes according to its knowledge state of other nodes.
The aim of the first experiment is to optimize the overall completion time with respect to the balancing instant t b while fixing the gain value K to 1. Each node was assigned a certain number of tasks according to the following distribution: Node 1 was assigned 60 tasks, node 2 was assigned 30 tasks, and node 3 was assigned 120 tasks. The information exchange delay (viz., communication delay) was on average 850 ms. Several experiments were conducted for each case of the load-balancing instant and the average was calculated using five independent realizations for each selected value of the load-balancing instant. In the second set of experiments, the load-balancing instant was fixed at 1.4 s and the experiments sought to find the optimal gain K that minimized the overall completion time. The initial distribution of tasks was as follows: 60 tasks were assigned to node 1, 150 tasks were assigned to node 2, and 10 tasks were assigned to node 3. The average information exchange delay was 322 ms and the average data transfer delay per task was 485 ms.
Discussion of results
The results of the first set of experiments show that if the load balancing is performed blindly, as in the onset of receiving the initial load, the performance is poorest. This is demonstrated by the relatively large average completion time (namely 45 s ∼ 50 s) when the balancing instant is prior to the time when all the communication between the CEs have arrived (namely when t b is approximately below 1 s), as shown in Fig. 4 . Note that the completion time drops significantly (down to 40 s) as t b begins to approximately exceed the time when all inter-CE communications have arrived (e.g., t b > 1.5 s). In this scenario of t b , the load balancing is done in an informative fashion, that is, the nodes have knowledge of the initial load of every CE. Thus, it is not surprising that the load balancing is more effective than the case the load balancing is performed on the onset of the initial load arrival for which the CEs have not yet received the state of the other CEs. The explanation for the sudden rise in the completion time for balancing instants between 0.5 s and 1 s is that the knowledge states in the system are "hybrid," that is, some nodes are aware of the queue sizes of the others while others aren't. When this hybrid knowledge state is used in the load-balancing policy (Eqn. (3) ), the resulting load distribution turns out to be severely uneven across the nodes, which in turn, has an adverse effect on the completion time. Finally, we observe that as t b increases farther beyond the time all the inter-CE communications arrive (i.e., t b > 5 s), then the average completion time begins to increase. This occurs precisely because any delay in executing the load balancing beyond the arrival of the inter-CE communications time would enhance the possibility that some CEs will run out of tasks in the period before any transferred load arrives to them. Next, we examine the size of the loads transferred as a function of the instant at which the load balancing is executed, as shown in Fig. 5 . This behavior shows the dependence of the size of the total load transferred on the "knowledge state" of the CEs. It is clear from the figure that for loadbalancing instants up to approximately the time when all CEs have accurate knowledge of each other's load states, the average size of the load assigned for transfer is unduly large. Clearly, this seemingly "uninformed" load balancing leads to the waste of bandwidth on the interconnected network.
The results of the second set of experiments indeed confirm our earlier prediction (as reported in [7] ) that when communication and load-transfer delays are prevalent, the load-balancing gain must be reduced to prevent "overreaction" (sending unnecessary excess load). This behavior is shown in 6 , which demonstrates that the optimal performance is achieved not at the maximal gain (K = 1) but when K is approximately 0.8. This is a significant result as it is contrary to what we would expect in a situation when the delay is insignificant (as in a fast Ethernet case), where K = 1 yields the optimal performance. Figure 7 shows the dependence of the total load to be transferred as a function of the gain. A large gain (near unity) results in a large load to be transferred, which, in turn, leads to a large load-transfer delay. Thus, large gains increase the likelihood of a node (that may not have been overloaded initially) to complete all its load and remain idle until the transferred load arrives. This would clearly increase the total average task completion time, as confirmed earlier by Fig. 6 . 
Simulation Results
We developed generated a Monte-Carlo simulation tool that allows the simulation of the queues described in Section 2 [Eqns. (1) to (3)]. The network parameters (i.e., the statistics of the communication delays η kj and the loadtransfer delays τ ij ) and the task execution time in the simulation were set according to the respective average values obtained from the experiments described in Section 3.1. Further, we modeled the load-dependent nature of random transfer delay τ ij by requiring that its average value, θ ij = E[τ ij ], be a function of L ij according to the following transformation
where d min is the minimum possible transfer delay, and d and β are fitting parameters. This simple, ad-hoc delay model assumes that up to some threshold load, the average delay is d min , which is independent of the load size. (This minimum delay is dependent, however, on the architecture of the communication medium and we will not be concerned with this dependence in this work.) Beyond this threshold, however, the average delay is expected to increase monotonically with the load size. A typical example of the mean of load-dependent transfer delay versus the load is shown in Fig. 8 . For our simulations, d min was set to be equal to the average value of the transfer delay per task as obtained from the experiments. The parameters d = 0.082618 and b = 0.04955 were selected so that the delay model is in close approximation with the overall average delay for all the actual transfers that occurred in the experiments. We used the simulation tool to validate the correspondence between the stochastic queuing model and the experimental setup. In particular, we have generated the simulated versions of Figs. 4, 5 and 6, which are shown below. It is observed that the general characteristics of the simulated curves are very similar to the experiment, but they are not exactly identical, due to the unpredictable behavior and complexity of the wireless environment. Nevertheless, the results of the first simulation, shown in Fig. 9 , were consistent with the experimental result (shown in Fig. 4) where we can clearly identify the sudden rise in the completion time around the balancing instant corresponding to the communication delay (850 ms). The reason was described in the experimental section. As for the excess transferred load plotted in Fig. 10 , the simulation resulted in the same curve and transition shape obtained from the experiment (Fig. 5) .
The curve characteristics of the second simulation, shown in Fig. 11 , are analogous to the ones obtained in the experiment (Fig. 6) . Indeed, the gain values found are almost the same: K = 0.8 from the experiment and K = 0.87 from the simulation. As indicated before, the small difference is due to the unstable delay values and other factors present in the wireless environment which has been approximated both by the model and the simulator.
Stochastic Analysis of the Queuing Model: A Regeneration Approach
Motivated by the fact that we are dealing with a computationally intesive optimization problem, in which we wish to optimize the load-balancing gain and the balancing instants to minimize the average completion time, we have developed a novel regenerative approach that will facilitate the analysis of the queuing model described in Section 2. The concept of regeneration has proven to be a powerful tool in the analysis of complex stochastic systems [9, 10, 11] . 
Rationale
The idea of our approach is to define an initial event, defined as the completion of a task by any node or the arrival of a communication by any node, and analyzing the queues that emerge immediately after the occurrence of the initial event. We assume that initially all queues have zero knowledge about the state of the other queues. The point here is that immediately after the occurrence of the initial event, we will have a set of new queues whose stochastic dynamics are identical to the original queues. However, there will be a different set of initial conditions (i.e., different initial load distribution if the initial event is a task completion) or different knowledge state (if the initial event happens to be a communication arrival rather than a task completion). Thus, in addition to having an initial load state, we introduce the novel concept of knowledge states (which we informally referred to in previous sections) to be defined next.
In a system of n nodes, any node will receive n − 1 number of communications, one from each of the other nodes. Depending upon the choice of the balancing instant, a node may receive all of those communication or may receive none by the time balancing is done. We assign a vector of size n − 1 to each of the nodes and initially set all its elements to 0 (corresponding to the null knowledge state). If a communication arrives from any of the node, the bit position corresponding to that particular node is set to 1. There will be a total of 2 n(n−1) number of knowledge states. In the case when two nodes are present, the knowledge states are: 1) state (0, 0), corresponding to the case when the nodes do not know about each others initial load; 2) state (1, 1), when both nodes know about each other's initial load states; 3) (1, 0), cor-responding to the case when only node 1 knows about node 2; and 4) state (0, 1), which is the opposite of the (1, 0) case.
Regenerative equations
To simplify the description, we consider the case where only two nodes are present. We will assume that each node has an exponential service time with parameters λ D1 and λ D2 , respectively. Let m and n be the initial number of tasks present at nodes 1 and 2, respectively. The communication delays from node 1 to node 2 and from node 2 to node 1 are also assumed to follow an exponential distribution with rates λ 21 and λ 12 , respectively. Let W , X, Y and Z be the waiting times for the departure of the first task at node 1, departure of the first task at node 2, the arrival of the communication sent from node 1 to node 2 and the arrival of the communication sent from 2 to 1, respectively. Let T =min(W ,X,Y ,Z). A straight-forward calculation shows that the pdf of T can be characterized as f
m,n (t b ) be the expected value of the overall completion time given that the balancing is executed at time t b , where nodes 1 and 2 are assumed to have m and n tasks at time t = 0, and the system knowledge state is (k 1 , k 2 ) at time t = 0. Suppose that the initial event happens to be the departure of a task at node 1 at time t = τ , 0 ≤ τ ≤ t b . At this instant, the system dynamics remain the same except that node 1 will now have m − 1 tasks. Thus, the queue has re-emerged (with a different initial load, nonetheless) and the average of the overall completion time is now τ + µ k1,k2 m−1,n (t b − τ ). The effect of other possibilities for the initial event are taken into account similarly. However, to calculate this we need to define the completion time for all cases, i.e., the system initially being in any of the four knowledge states. Based on this discussion, we can characterize the average of the completion times for all four cases below, namely, µ 
In a similar way, recursive equations can be obtained for the queues corresponding to other knowledge states. This would yield (not all shown here for space constraints) similar equations for µ
Moreover, simple calculations yield
The above integral equations can be further simplified by converting them into differential equations of standard form. For example, by differentiating Eq. (5) with respect to t b , we obtain
and from Eq. (6) we obtain
Therefore, we arrive at a set of four difference-differential equations which completely defines the queuing dynamics of our distributed system. These equations are coupled with each other in the sense that solving Eqn. (8) (9) should be solved initially. The recursion involved in this computation is shown in Fig. (12) , which is drawn for the case m = 6 and n = 5. The bottom of this structure corresponds to the completion time for (m = 0, n = 1) and (m = 1, n = 0) which depend only on λ D2 and λ D1 , respectively. Therefore, we start at the bottom of the structure and move one level upwards to compute completion times for all cases corresponding to that level, until we is the waiting time before all of them are served, then the pdf of T 1 can be characterized by the Erlang distribution (since the inter-departure times are independent). More precisely, the distribution function of T 1 is
Justified by the experimental results described earlier, the load-dependent random transfer delay τ 21 is assumed to follow exponential distribution whose rate, λ t , is required to be a function of L according to Eqn. (4), where θ 21 = 1/λ t . Let R denote the number of tasks that are served at node 2 by the time L tasks arrive, and let T R denote the waiting time before remaining tasks at node 2 are served. Thus, the total completion time for node 2 is T 2 = τ 21 +T R . With this decomposition of T 2 , we can calculate its probability distribution function as follows:
Note that the dependence of T R on τ 21 is through R. Therefore, P{T R ≤ t 2 − t|R = r, τ 21 = t} = P{T R ≤ t 2 − t|R = r}, which is given as
We also maintain that
Using Eqns. (12), (13), and (14), we obtain
where
The overall completion time is given as T C = max(T 1 , T 2 ), and its average E[T C ] is, according to our definition, µ 1,1 m,n (0). Now, by exploiting the independence of T 1 and T 2 , we obtain
Case II: L = 0 In this case, no load transfer occurs at all and µ 1,1 m,n (0) can be calculated in a straight-forward manner to yield
Discussion of results
We present an example of the analytical results described earlier for a typical case for which one of the nodes does not have any initial tasks. This not only simplifies our calculations, but also signifies the interplay between the balancing gain K and the balancing instant t b , and their effect on the overall completion time. Since Eqn. (9) corresponds to the case where m > 0 and n > 0, we will need to develop a new version of it which would handle the special case considered here. Using the principle of regeneration, as described before, µ k1,k2 m,0 (t b ) can be characterized as a set of four coupled differencedifferential equations, each corresponding to a particular initial knowledge state. In the special case considered here, Eq. (9) takes the modified following form
which can be reduced to
Clearly, the communication rate does not play any role here as the initial knowledge state is already (1, 1) . The solution to Eqn. (19) for m ≥ 2 is
with the obvious fact that µ . We now present a numerical example. Let node 1 and node 2 each have a service rate given by λ D1 = 1 task per second. The average load-transfer delay parameters (as defined in Eqn. (4)) are set to d min = 20 s, d = 0.082618 and β = 0.04955. The initial load distribution is 200 tasks, which are assigned to node 1; node 2 has no tasks assigned to it. It is observed that for any given value of balancing gain K, the optimal balancing instant is found to be at t b = 0. Therefore, with t b = 0, optimization over K is performed as depicted in Fig. 13 . The optimal average completion time is 120 s and the optimal gain is 0.9. When the service rate of node 2 is made twice as fast as that for node 1, the optimal balancing instant remains same as before but the optimal K turns out to be equal to 1 as shown in the processors is increased to 4 tasks per second. The optimal balancing gain turns out to be 0.7 and the optimal average completion time is 43 s, which is shown in Fig. 15 . Using the same values for all the parameters, the MonteCarlo simulation tool is used to generate Fig. 16 , which is the empirical version be 30 s and repeat the calculations. The optimal gain in this case is 0, and therefore, it is better not to send any task to node 2 in this case.
With these results, we clearly see that the choice of the optimal K is dependent on a number of factors like the processing speed, transfer delay, and number of initial tasks. Further, the optimal balancing instant in all these cases is found to be at t b = 0 s, which is also predicted by our earlier simulation model. Intuitively, when the initial knowledge state is (1,1) , delaying the scheduling instant is not going to bring any new information. Therefore, it is more motivating to optimize the average completion time over t b when the initial knowledge state is not (1,1) . Nonetheless, the optimization over K in itself verifies our notion of presenting the load balancing as an optimization problem.
Conclusions
We have performed experiments and simulations to investigate the performance of load-balancing policy that involves redistributing the load of the nodes only once after a large load arrives at the distributed system. Our experimental results (using a wireless LAN) and simulations both indicate that in distributed systems, for which communication and load-transfer delays are tangible, it is best to execute the load balancing after each node receives communications from other nodes regarding their load states. In particular, our results indicate that the loss of time in waiting for the inter-node communications to arrive is overcompensated by the informed nature of the load balancing. Moreover, the optimal load-balancing gain turns out to be less than unity, contrary to systems that do not exhibit significant latency. In delay infested systems, a moderate balancing gain has the benefit of reduced load-transfer delays, as the fraction of the load to be transferred is reduced. This, in turn, will result in a reduced likelihood of certain nodes becoming idle as soon as they are depleted of their initial load. We have also developed the analytical model to characterize the expected value of the total completion time for a distributed system when a single scheduling is performed. Our preliminary results signify the interplay between delay and load-balancing gain and verifies our notion that the load balancing is an optimization problem.
In our future work, we will use our optimal single-time load-balancing strategy to develop an autonomous on-demand (sender initiated) load-balancing scheme. Every node would have its look-up table for the optimal instant of load-balancing and the optimal gain. The look up-table would be generated up-front using our analytical solution to the queuing model which was described earlier. As each external request arrives at a node, the node will autonomously decide whether or not, when, and how to execute a single-instant load-balancing action. There would be no need to synchronize the balancing instants between all the nodes, and therefore, load balancing can be done dynamically. Although the proposed autonomous on-demand load-balancing dynamic balancing strategy may not lead us to the globally optimal solution, we believe that it will offer an effective solution at a reduced implementation complexity.
