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Resumen—  La degradación de la información es un problema 
considerado de gran dificultad dentro del procesamiento de 
imágenes, siendo la dificultad inherente al desconocimiento de 
los efectos adversos ocurridos durante el proceso de adquisición 
de la imagen. A fin de solucionar dicha problemática se siguen 
dos enfoques: 1. Modificar el hardware utilizado durante la 
adquisición. 2. Utilizar técnicas de procesamiento de imágenes, 
de manera posterior a la adquisición. 
El presente documento se enfoca en la segunda metodología, 
utilizando la metodología a partir de más de una imagen tomada 
del evento en análisis realizando una comparación respecto a las 
técnicas clásicas de mayor utilización.  
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Abstract —The degradation of information is considered an 
important problem in image processing, given the inability to 
control their sources. As a solution, there are follow two 
approaches:  1. Modify the hardware used during acquisition. 2.  
Use of image processing techniques, after the acquisition. 
This working paper focuses on the second approach, using more 
than one picture taken from the event, performing a comparison 
analysis versus the classical techniques. 
 
Keywords— Acquisition, convolution, image processing, Peak 
Signal to Noise ratio, metric. 
 
I. INTRODUCCIÓN 
on la entrada de las cámaras digitales en el campo 
académico, investigativo e industrial, como herramienta 
de apoyo a los procesos desarrollados en cada entorno[1-
3], se observa la aparición de situaciones en las cuales la 
imagen obtenida presenta niveles de degradación [2,4 - 6], 
debido a variaciones en las condiciones propias del evento 
bajo análisis, la iluminación, el instrumento de captura y las 
fuentes de ruido propias del ambiente [1-3], siendo causa de 
pérdidas de información.   Haciendo necesaria la utilización 
 
 
de técnicas de restauración a fin obtener información de 
utilidad a partir de la imagen degradada [2,3,6]. 
 
En el presente documento se revisan dos de las metodologías 
utilizadas para la reducción del desenfoque [8],  los que usan 
una sola imagen [3] y los que usan múltiples tomas [1], 
evaluando los resultados obtenidos mediante parámetros 
objetivos (métricas) definidas a través de una expresión 
matemática [1,9].  
 
El presente documento está organizado de la siguiente 
manera, la sección dos recoge los conceptos básicos acerca 
del procesamiento de imágenes, las situaciones presentes 
durante la adquisición de las imágenes, las técnicas de 
solución consideradas y los conceptos empleados en la 
valoración de las técnicas empleadas.  La sección tres ilustra  
 
La metodología empleada durante la comparación de las 
técnicas descritas en la sección dos y la última parte recoge 
las conclusiones y recomendaciones derivadas del documento. 
II. CONCEPTOS GENERALES 
A. Imágenes Digitales 
La imagen digital se asimila a un arreglo o matriz de 
puntos1 [8,10], correspondientes al valor de una función 
bidimensional  f(x, y) donde x y y son coordenadas espaciales 
dentro de la imagen y el valor de f, representa el aporte de las 
componentes o color presentes en la imagen [10].  Luego de la 
adquisición es necesario realizar el acondicionamiento 
(denominado en ocasiones preprocesamiento) [4, 7,11] de la 
imagen obtenida, para realizar de manera posterior la 
clasificación y la determinación de los comportamientos 
específicos analizados por [12, 13, 14,15] del trabajo en el 
cual se emplean.  
 
Es durante la etapa de acondicionamiento de la imagen, 
donde se analizan los efectos generadores de degradación, 
 
1Denominados pixeles, siendo estos la mínima unidad de información 
contenida en la imagen.   
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entre los cuales es posible encontrar [2, 4, 8, 11,16]: 
 
• Defectos en el sistema de adquisición. 
• La pérdida de datos en el proceso de captura de la 
misma. 
• La corrupción de información en los medios de 
distribución. 
• Las distorsiones de escala en las imágenes, las fallas o 
variaciones en la iluminación empleada. 
 
Las distorsiones en la imagen se pueden dar por 





Figura 1. Desenfoque por movimiento (a), desenfoque por 
énfasis (b) 
Fuente [17] 
. Siendo denominadas en forma general como degradación 
por desenfoque. Se representa la imagen afectada por las 
degradaciones mediante la expresión (1) [1, 8, 17,18] 
 
 = ⨂+        (1) 
 
donde ⨂ representa el operador de convolución, f es la 
imagen a recuperar (sin degradación), p se denomina kernel 
de degradación y n es el ruido, siendo denominado problema 
de deconvolución de la imagen a la intención de recuperar f a 
partir de g. 
 
Tipos de desenfoque (Blur) 
 
El movimiento de la cámara o el objetivo es causa de gran 
parte de las pérdidas de información en las imágenes [6,8], 
siendo imposible determinar la expresión descriptora del 
desenfoque y por tanto el mecanismo apropiado para la 
restauración adecuada de la imagen [5,6,19]. 
 
El fenómeno de desenfoque es categoriza de dos maneras:  
 
• Desenfoque por movimiento: Ocasionado al registrar un 
evento manipulando el tiempo de abertura del obturador del 
mecanismo de adquisición, se observa durante el registro de 
eventos ocurridos a alta o baja velocidad [1, 16, 17, 19,20].  
 
• Desenfoque global (por énfasis): Se obtiene al realizar un 
acercamiento a una parte de la imagen, se presenta en la toma 
de primeros planos. 
 
 
Figura 2. Desenfoque por movimiento  
Fuente [20] 
 
Sin importar el tipo de desenfoque presente en la imagen, 
es posible pretender solucionarlo a partir de una única toma 
[6, 16, 20] o múltiples imágenes [8,18], siendo realizada la 
recuperación de la información en ambos casos, mediante la 
operación deconvolución, haciendo uso de dos posibles 
enfoques [5,18]:  
 
• Deconvolución ciega2  
• Deconvolución no-ciega,  
 
, difiriendo los conceptos en el conocimiento previo o la 
estimación del kernel de degradación en el caso no ciego y 
reversando el efecto de la convolución sobre la imagen. Este 
tipo de situaciones se ubican dentro de los denominados 
problemas mal condicionados [6,11]. 
 
Otra clasificación del enfoque para la solución del 
desenfoque es de acuerdo al tipo de distorsión [5,21]:   
 
•  Distorsión invariante (causado por movimiento de la 
cámara), solucionable mediante la estimación de la función 
de probabilidad (PSF) adecuada a partir de la cual se realiza 
la deconvolución.  
 
•  Distorsión variante espacialmente (debida al 
movimiento).  El manejo de las distorsiones variantes es 
extremadamente difícil, siendo categorizada la situación 
problema dentro de los problemas inversos [6,11]. 
Las dificultades del proceso de deconvolución radican en la 
no-linealidad del proceso, las singularidades de la distorsión 
lineal o las componentes de alta frecuencia del ruido aditivo 
[3, 8, 18,21]. 
 
El documento se concentra en el desenfoque ocasionado 
por el movimiento de tipo invariante y las maneras de 
solucionarlo o reducir su impacto en una imagen afectada por 
blur. 
 
Mecanismos de detección. 
 
Una forma de detectar el desenfoque se concentra en 
analizar las zonas con menores variaciones ante filtros LP 
[6,17], sin embargo también es posible usar medidas de 
variación direccional [8,11], como es el caso de la pendiente 
del espectro de potencia, gradiente del histograma de 
 
2
 Referente a los problemas de naturaleza invariante. 
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frecuencia, saturación máxima, mapa de bordes [8] y 
congruencia de la auto correlación respecto a un fondo fijo 
[6,11]. 
 
La mayor parte de los trabajos consideran la 
estimación/obtención de la PSF, es decir consideran una 
distorsión de tipo invariante, empleando métodos directos, 
espacio de frecuencia y replanteamiento en tiempo para la 
representación temporal, filtros de regularización, algoritmos 
de estimación y optimización [2, 19,21]. 
 
B. Métricas en procesamiento digital de imágenes 
 
El manejo de señales y el efecto de los mecanismos usados 
en ellas debe determinarse mediante medidas cuantitativas 
(métricas), para el caso de las imágenes se tienen medidas 
[22]: 
     
• Subjetivas: basadas en la evaluación por valoración de 
personas u operarios, a fin de incrementar su objetividad, 
la Unión Internacional de Telecomunicaciones  (ITU), ha 
generado algunas recomendaciones al respecto [9].  
 
• Objetivas: orientados a determinar la variación presente en 
una imagen a partir de operaciones matemáticas en el 
dominio bidimensional o tridimensional, de imágenes o 
videos [9,22]. 
 
Las métricas subjetivas u objetivas se pueden utilizar 
comparando el resultado obtenido del proceso, respecto a una 
referencia o sin considerarla [9,22]. 
 
















Debido a sus características, en ingeniería son utilizados los 
métodos objetivos, entre los cuales se encuentran medidas 
como [8, 10,22]: 
 
Error medio cuadrado  
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Donde máx. corresponde al máximo valor del pixel, sus 
valores típicos y preferibles se encuentran entre los 30 y 59 
dB, sin embargo puede ser mayor.  
 
Figura 3 Métricas en procesamiento de imágenes 
Fuente [22, 23] 
 
Siendo estas métricas de notable sencillez [22], y siendo 
empleadas en diversos campos del procesamiento de señales, 
a pesar que sus mejores resultados se obtienen al analizar 
distorsiones no estructuradas, debido a su capacidad de 
análisis píxel por píxel. Siendo sugeridas como medidas 
complementarias para determinar la calidad de las imágenes, 
indicadores más similares al sistema de visión humana [22-
26], como es el caso del Índice de Similaridad Estructural 
(SSIM), expresado como una función dependiente de tres 
factores: luminancia, contraste y similaridad estructural y la 
Métrica de calidad de video (VQM) [22-25] 
 
SSIM (:,:;) = f (l((:, :;),c (:,:;),s (:,:;))    (6) 
 
SSIM(:, :;)=<1<=>?@AB=>?@<=2?<=>2?@A=2A=>2                  (7) 
 
donde C1=(k1,L)2, C2=(k2,L)2 , L es el rango de intensidades 
de los pixeles, K1 y K2 son constantes menores a 1 
 
Adicionalmente se podrían utilizar indicadores como el 
índice de correlación de pearson o el radio OR [22], los cuales 
no se consideraran en el documento.   
 
III. METODOLOGÍA EMPLEADA 
 
En el presente documento se considera el desenfoque por 
movimiento de tipo invariante en imágenes existentes en 
bases de datos como es el caso de TID2008 [27,28], siendo 
creado un desenfoque e incluido ruido de manera artificial. El 




procesamiento se realiza en el entorno de desarrollo existente 
en Matlab™ versión 7 (release 14):. 
 
Como insumo se emplean doce (12) imágenes, definidas en 
















Figura 4 conjunto de Imágenes 
Fuente [27] 
 
El conjunto compuesto por las doce (12) imágenes se 
analiza de acuerdo a dos métodos:  
 
• Usando una única toma desenfocada obtenida de manera 
artificial [3]  
• Usando una imagen desenfocada y una imagen con 
presencia de ruido introducido de manera artificial, de 
acuerdo a las recomendaciones expresadas en [8]. 
 
































Figura 5 Flujograma utilizado 
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Estimando la función de degradación en cada uno de los 
métodos y empleando seis (6) técnicas de deconvolución: 
 
 
0. Deconvolución wiener.  
1. Deconvolución blind como MLE. 
2. Deconvolución Lucy-Richardson (RL) con 5 iteraciones. 
3. Deconvolución Lucy-Richardson con 20 iteraciones. 
4. Deconvolución Lucy-Richardson con 30 iteraciones. 
5. Deconvolución con filtrado regularizado. 
 
 
El trabajo con una única toma basa en deconvolución (tanto 
blind como no blind) en el entorno de desarrollo existente en 
Matlab™ versión 7 (release 14) se ilustra en la figura 6: 
 
Figura 6 Metodologia usada en las deconvoluciones no 
blind 
 
A continuación se ilustran los resultados obtenidos en tres 
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Figura 7 Imágenes obtenidas en la restauración con una 
única toma  
a) imagen de entrada, b) obtenida con wiener, c) con 
deconvolución blind MLE, d) con RL de 5 iteraciones ,e) 
con RL de 20 iteraciones ,f) con RL de 30 iteraciones, g) 
con filtrado regularizado. 
 
Siendo usadas como métricas los índices PSNR, MSE y 
SSIM adicionalmente al tiempo de proceso empleado, los 
resultados de la recuperación de información con una única 
toma se presentan en la tabla 1 a 4 
 
 


























Motocicletas 3,6 76,6 16,0 57,2 84,5 7,3 
Mariposa 3,2 76,0 16,0 57,3 85,1 7,1 
Rostro 2,3 48,3 10,0 35,9 53,2 5,5 
 Promedio 3,1 67,0 14,0 50,1 74,3 6,6 
Desviación 
estándar      0,7  
      
16,2  
       
3,5  
     
12,3  
     
18,2  
       
1,0  
 






























Rostro 691,0      541,0       352,0    967  1.440 1.250  
 
      







estándar 39,1  353,0  332,3  576,3  759,7  769,7  
 





















as   20,10    17,30    18,10    15,00   13,50   13,70  
Mariposa   20,20     17,80   19,10    15,50    14,00    14,50  
Rostro 19,70    20,80    22,70  18,30    16,50     17,20  
 
      Promedio 




               
0,3  
             
1,9  
             
2,4  
               
1,8  
               
1,6  
               
1,8  
 






















s      0,4          0,4      0,4       0,3       0,3       0,3  
Mariposa      0,6          0,5          0,6        0,5       0,4       0,4  
Rostro       0,9           0,1           0,4        0,9        0,8       0,8  
 
      
Promedio                0,6  0,3  0,5  
               
0,5  
              
0,5  




               
0,3  0,2  0,1  
               
0,3  
               
0,3  




De las tablas 1 a 4 es posible definir como el algoritmo con 
mejor comportamiento en las cuatro métricas las técnicas 2, 3, 
1 y 5 teniendo un peor comportamiento el algoritmo 4, a pesar 
de los ringing artifacts.    
 
La técnica 0, no se incluye pues en su ejecución durante la 
etapa en la cual se usa una sola toma, se parte del 
conocimiento previo de la PSF usada en el desenfoque de la 
imagen usada como entrada a los algoritmos 
 
 
Al utilizar la metodología sugerida [8] se usa el proceso 



























Figura 8 Flujo grama del proceso con múltiples tomas. 
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Se obtienen como resultados los valores registrados en 






























Figura 9 Imágenes obtenidas en la restauración con 
múltiples tomas (par imagen desenfocada/con ruido)  
a) imagen de entrada, b) obtenida con wiener, c) con 
deconvolución blind MLE, d) con RL de 5 iteraciones ,e) 
con RL de 20 iteraciones ,f) con RL de 30 iteraciones, g) 
con filtrado regularizado. 
 




Tabla 5 Métrica tiempo (segundos) 












    7,3  16,5         34,4  122,0  
             
182,0  14,6  
Mariposa 6,9  7,3  190,0  35,8               177,0  19,5  
Rostro 15,3  17,8          26,2  127,0  
      
208,0  20,6  
Promedio 9,8   13,9          83,5  94,9  
             
189,0  18,2  
Desviación 
estándar 4,8  9,0      92,3  51,3  
         
16,6  3,2  
 























Motocicletas 12.400  706  13.300  11.900  11.700  
12.40
0  
Mariposa 15.300  558  16.300  14.800  14.300  
15.30
0  
Rostro 23.300  429  23.800  22.900  22.400  
23.30
0  










































7,2  19,6  6,9  7,4  7,4  7,2  
Mariposa 6,3  20,7  6,0  6,4  6,6  6,3  
Rostro 4,5  21,8  4,4  4,5  4,6  4,5  
Promedio 6,0  20,7  5,8  6,1  6,2  6,0  
Desviació
n estándar 1,4  1,1  1,3  1,5  1,4  1,4  
 























Motocicletas 0,3  0,4  0,3  0,3  0,3  0,3  
Mariposa 0,6  0,6  0,6  0,6  0,6  0,6  
Rostro 0,6  0,3  0,5  0,6  0,7  0,6  
Promedio 0,5  0,4  0,5  0,5  0,5  0,5  
Desviación 
estándar 0,2  0,3  0,1  0,2  0,2  0,2  
 
Siendo posible clasificar en orden de acuerdo al mejor 
rendimiento en las métricas usadas a las técnicas 1, 0, 3, 2,5 y 
4, respectivamente. 
 
Los resultados obtenidos en las dos técnicas (única toma y 
par de tomas) en cada una de las métricas se registran en las 
tablas 9 a 12 
 
Tabla 9 Métrica tiempo (segundos) 
Imagen 




























Motocicletas 76,6 16,0 57,2 16,5              34,4  122,0  
Mariposa 76,0 16,0 57,3 7,3  190,0  35,8  
Rostro 48,3 10,0 35,9 17,8               26,2  127,0  
Promedio 67,0 14,0 50,1  13,9               83,5  94,9  
Desviación 
estándar 
      
16,2  
       
3,5  
     
12,3  9,0  
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Tabla 10 Métrica MSE 
Imagen 























 1.200   1.000    2.050 706  13.300  11.900  
Mariposa 
 1.090    804,0    1.850  558  16.300  14.800  
Rostro 
     541      352      967  429  23.800  22.900  
Promedio 943,7  718,7  1.622,3  564,3  17.800,0  16.533,3  
Desviación 
estándar 353,0  332,3  576,3  138,6  5.408,3  5.701,2  
 
Tabla 11 Métrica PSNR (dB) 
Imagen 

























Motocicletas       17,30       18,10         15,00  19,6  6,9  7,4  
Mariposa       17,80        19,10         15,50  20,7  6,0  6,4  
Rostro        20,80        22,70         18,30  21,8  4,4  4,5  
Promedio 
         18,6          20,0           16,3  20,7  5,8  6,1  
Desviación 
estándar            1,9            2,4             1,8  1,1  1,3  1,5  
 
Tabla 12 Métrica SSIM 
Imagen 
























Motocicletas          0,4             0,4      0,3  0,4  0,3  0,3  
Mariposa            0,5             0,6      0,5  0,6  0,6  0,6  
Rostro           0,1            0,4       0,9  0,3  0,5  0,6  
Promedio 0,3  0,5  0,5  0,4  0,5  0,5  
Desviación 




De las tablas 9 a 12 se infiere que la restauración con la 
dupla imágenes presenta un mejor comportamiento al 








La restauración de información es una temática de 
importancia creciente en los ámbitos académicos dada la 
inclusión de dispositivos de captura de imágenes como 
herramientas de apoyo para la investigación de fenómenos de 
tipo biológico, biomecánico por mencionar algunos. Como 
mecanismos para la solución de estas problemáticas existe una 
miríada de técnicas robustas y eficientes para la recuperación 
y compresión de información, siendo aplicables a diversos 
campos del conocimiento. 
 
En el caso de imágenes, con  degradaciones importantes 
ocasionadas por niveles de desenfoque, los resultados 
experimentales ilustran como la técnica basada en la dupla de 
imágenes brinda niveles de recuperación superiores a los 
obtenidos con sus símiles basados en una única toma, 
constituyéndose en herramientas adecuadas para lograr la 
restauración de la información.  
 
Sin embargo las técnicas basadas en la dupla en casos 
reales no tienen aplicación dada la imposibilidad de contar 
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