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PREFACE
This building energy monitoring workbook has been prepared for the Texas Governor's
Energy Office by the Improved Energy Audit Task of the LoanSTAR Monitoring and
Analysis Program. This workbook is intended to be a stand-alone survival guide to acquiring
energy use and environmental data in buildings. It includes monitoring procedures and data
analysis routines developed for the Texas LoanSTAR program and is copyrighted for
distribution in the public domain.
This report has been prepared by Dr. Jeff Haberl, Mr. Rob Lopez and Mr. Robert Sparks.
Questions or comments should be directed to Dr. Jeff Habert, Mechanical Engineering
Department, Texas A&M University, College Station, Texas, 77843-3123, (409)845-
6065, FAX (409)845-3081, JSH4037@TAMSIGMA, or jhaberl@loanstar.tamu.edu.
DISCLAIMER
This report was prepared by the Energy Systems Laboratory (ESL) of the Texas Engineering
Experiment Service (TEES) and was sponsored by the Texas Governor's Energy Office
(GEO). Neither the ESL, TEES, or GEO, or any of their employees, makes any warranty,
express or implied, or assumes any legal liability or responsibility for the accuracy,
completeness, or usefulness of any information, apparatus, product, or process disclosed, or
represents that its use would not infringe on privately-owned rights.
Reference herein to any specific commercial product, process, or service by tradename,
trademark, manufacturer, or otherwise, does not necessarily constitute or imply its
endorsement, recommendation, or favoring by the ESL, TEES, the Texas Governor's Energy
Office or any agency thereof. The views and opinions of the authors expressed herein do not
necessarily state or reflect those of the Governor's Energy Office or any agency thereof.
Lotus and 1-2-3 are registered trademarks of Lotus Development Corporation located at 55
Cambridge Parkway, Cambridge, MA, 02142. Intex Solution's 3D-Graphics is a trademark of
4-5-6 World Ltd. located at 161 Highland Ave., Needham, MA, 02194. Grapher and Surfer
are registered trademarks of Golden Software, 809 14th Street, Golden, CO. Postscript is a
registered trademark of Adobe Systems, Inc.
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COPYRIGHT NOTICE
Portions of this workbook contain software programs which carry a copyright notice to
prevent rights from being claimed by any other party. The Texas Engineering
Experiment Station intends that these programs be placed in the public domain and
grants permission for its unrestricted use and distribution, provided that:
1) the source code is distributed without changes,
2) this copyright notice is retained in all copies of the source code, and
3) the program is distributed free of charge, and is not sold without written approval
from the Texas Engineering Experiment Station (TEES).
These programs are distributed "as is".
TEES DOES NOT WARRANT THAT THE OPERATION OF THESE
PROGRAMS WILL BE UNINTERRUPTED OR ERROR-FREE, AND MAKES
NO REPRESENTATIONS OR OTHER WARRANTIES, EXPRESS OR
IMPLIED, INCLUDING BUT NOT LIMITED TO THE IMPLIED
WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A
PARTICULAR PURPOSE.
No support service will be provided unless special arrangements have been made to do
so. Certain manufacturers and trade names are mentioned in this workbook for the
purpose of describing their proprietary software programs. Such reference does not
constitute an endorsement or recommendation of such equipment, but is provided for
informational purposes only.
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1-0 INTRODUCTION.
This introduction section describes some of the basic concepts behind the planning and
implementation of a building monitoring program. The design of a basic experiment
introduced on-off, before-after, simulated occupancy, and test-reference experiments and
discusses the types of data measurements that can be used to accomplish the task, including:
whole-building and sub-metered measurements, intrusive and non-intrusive data acquisition
devices. This section also covers the identification of experimental parameters, and the extent
of monitoring. Finally, the basics of before-after monitoring are introduced, including the
four levels of monitoring experiments used in the Texas LoanSTAR program. In each of
these sections in this introduction references are cited where the reader can go to learn more
about the topics that were introduced.
1-1 TYPE OF PROGRAM.
Gathering information and measuring data about energy use and conditions in buildings
depends to a large extent on the purpose and objective for performing the work (MacDonald
and Wasserman 1989). The following are the categories that represent most building
monitoring programs.
Analyzing the Human Factor
One important consideration that has eluded most energy studies is the human factor. A
recent study by Komor et al. (1989) showed that consumers, contractors and even engineers
may not be receiving enough useful energy consumption information to make the most basic
determination (e.g. is a new system performing as expected?). In many instances, consumers
do not understand electric demand, and therefore do not have the basis to understand whether
a proposed retrofit will save them money. In one instance, even the engineer who designs
such systems did not understand how to calculate the electric demand savings.
Building occupants also govern the quality of the indoor environment. Although much has
been accomplished in laboratory comfort measurements, field studies seldom measure
anything but the most elementary comfort parameters. Energy studies may measure indoor air
temperature, sometimes humidity, and only in rare instances ventilation rates or indoor
pollutant levels. With improved low-cost measurement and analysis techniques, building
scientists are beginning to unravel the complex interactions that link energy use, comfort, and
the indoor environmental quality issues.
Environmental Quality Issues
With increasing awareness of environmental quality (both inside and outside), the monitoring
of indoor environments has become an issue. Whether it relates to the monitoring of
contaminants, lighting conditions, thermal conditions, or other health and safety issues, it is
becoming as important to measure why energy is consumed as how much is consumed.
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Because many measurement programs make before and after measurements of energy
consumption, it is equally important to measure the before and after states of the interior
environmental conditions because the two are often directly related.
For example, the installation of lighting reflectors into existing fixtures has caused
considerable discussion. Vendors claim that such devices deliver nearly the same illumination
to the work plane as the existing non-reflective fixtures with a considerable savings in the
energy consumption. Such systems are sometimes installed at no initial cost to the owner.
The vendor receives an agreed-upon fixed dollar payment based on the calculated lighting-
cost savings for several years. Such a program may or may not be in the best interests of the
consumer.
A better way to compensate the vendor would be to measure the actual cost savings which
would include the lighting savings, a credit for the reduced cooling load, a credit for the
reduced maintenance (there are fewer lamps to re-lamp), a penalty for the increased heating
load, a penalty for possible increases in cleaning requirements for the reflectors, and a careful
photometric analysis to determine if the proper lighting levels are being maintained (especially
over-time when the surface of the reflector becomes dirty). A well designed monitoring
experiment could easily accomplish this.
Diagnosing Operational and Maintenance Problems
Inefficient operation of HVAC systems wastes valuable resources, can be difficult to track and
rarely receives the attention necessary from understaffed building operators (Haberl et al.
1989). Building operators have a need for focused, timely energy information that is not
being met in many facilities. Building operators rarely see the energy impact of their day-to-
day actions, and even if they did, without incentives, it is doubtful that they would go the
extra mile to save energy. Monitored trend data can provide some relief to building operators
when it is presented in a timely fashion in the proper graphic form. Issues about which
variables to display, what intervals and which graph types are most effective will still need to
be resolved. Another hidden issue is whether or not operators who have been trained with
traditional "action-response" methods can be retrained to fully utilize abstract computerized
control displays (Zuboff 1988). These critical people-oriented issues and many more like
them remain to be answered in the coming years. However, one thing is certain, increasing
amounts of computerized trend data are sure to become a reality in the near future for building
operators.
Determining System Efficiencies
The evaluation of system or individual components is important to manufacturers, contractors,
engineers, utility suppliers, and ultimately consumers. Government agencies can also benefit
from improved information about the performance of energy systems and appliances,
especially when it is derived from long-term measured data (versus one-time laboratory tests).
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Monitoring Energy Savings From Retrofits
Recently, with the advent of affordable, high-powered microprocessors, researchers have
begun to unravel the complexities of determining the energy savings from a large number of
retrofits by electronically measuring the important parameters of individual retrofits. Actual
measured savings from individual building conservation retrofits has, until recently, been too
expensive to justify for all but the largest projects. In its place, the energy analyst has had to
rely on utility billing data, energy usage estimates, simulations, or rules-of-thumb to calculate
the energy savings. Most often, energy conservation retrofits are installed and forgotten with
no monitoring or only a cursory look at raw monthly data. Programs which monitor the
energy savings from individual retrofits are fast gaining acceptance by utilities, government
agencies, and energy analysts. The energy consumer also can benefit from such programs
because they will gain (or lose) the most from the purchase of energy efficient appliances.
Evaluating End-use Energy Data
End-use energy data has become an important tool for ascertaining how energy is being used
by consumers. With such information (for a statistically significant sample) utilities and
regulating agencies can better determine the answers to such complex issues as rebate and
bounty programs or third-party conservation financing programs.
Consumption Planning and Load Forecasting
Energy use data are most frequently collected as an aid in planning and forecasting energy
production. For the most part such programs are performed by local or regional utility
suppliers and serve as a basic tool for assessing system growth, geographic distributions, load
characteristics, etc. Local, State, Federal and other government agencies also perform such
studies which are used for the purpose of regulating the utility suppliers.
1-2 DESIGNING A MONITORING EXPERIMENT
There are many different ways of designing an experiment to measure the energy efficiency of
an HVAC component or to compare one building's energy use to another. Many excellent
papers and reports have been written on this topic (Harrje 1982; Frascatero and Lyberg 1983;
Lyberg 1987; MacDonald 1989; ASHRAE 1990; Jilar 1990). Most experimental designs can
be categorized according to whether they are on-off experiments, before-after experiments,
simulated occupancy experiments, or test-reference experiments. The sections that follow are
intended to be a brief introduction to the different methods for designing a monitoring
experiment and discuss different types of programs, what parameters can be measured and to
what extent monitoring can be carried out. This is followed by a basic review of measurement
techniques, sensor calibration, and how to analyze methodological errors. In most sections
additional material is referenced where the reader can go to learn more.
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On-Off Experiments -
 s
On-Off experiments measure the efficiency improvement of a component or system by simply
turning a device on-off and measuring the impact upon the variable of interest. Such
experiments, in effect, use the building or system as its own reference. On-off experiments
require that the component or system can easily be turned on-off and are therefore limited to
systems that can meet this criteria. Extended on-off experiments can be performed by
attaching a simple runtime meter to a device, measuring the duration of on-time versus off-
time over a given period and relating it to a one-time measurement of power or energy
required to turn the device on.
i
When on-off measurements are being considered for systems or groups of systems in a whole-
building configuration the measurement period should either be greater than the time constant
for the building or the experiment should be structured to allow measurement of interactions.
For example, when considering a lighting retrofit that involves a considerable reduction in the
electrical energy consumption it may be necessary to consider the interaction of the lighting
system with the heating and cooling requirements of the HVAC system that serves the area.
In this case an on-off experiment using sub-hourly measurements (taken on weekends) can
provide valuable insight into such interactions and may give an estimate of additional savings
attributable reduced cooling loads (or increased heating loads). This idea has been around for
some time. It can be shown that a relationship can be deduced by a simple curve fit of an
exponential decay relationship to a step change in conditions, an idea that has been confirmed
both experimentally and by computer simulation;;.
Before-after Experiments.
Before-after experiments (which are really one-time only on-off experiments), are usually used
when trying to monitor the effects of a permanent change to a building. Before-after
experiments are also used when on-off cycling is impossible, for example, when measuring the
impact of additional roof insulation. Because before-after experiments are usually a one-time
event, careful surveys and planning must take into account system requirements and previous
energy consumption characteristics. Appropriate influencing parameters must be identified
and measured because before-after experiments usually require normalization for
environmental, system and occupancy effects.
Simulated Occupancy Experiments.
Simulated occupancy experiments measure the o ccupant effect on building energy
consumption by varying specific control parameters during an experiment. Simulated
occupancy experiments can use on-off or before-after measurement techniques and usually
require some type of physiological indices (e.g., comfort, illumination). One example of a
simulated occupancy experiment is the use of co-heating units which follow a control pattern
that is representative of anticipated occupant behavior.
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Test-reference Experiments,
Test-reference experiments involve the comparison of a building to either a similar building, a
normalized database or to a simulated building. Test-reference experiments can be applied to
most retrofits, including:
To a Similar Building. Test-reference experiments using a similar building require access to
two buildings, usually in the same or a similar climate. Construction characteristics, interior
environmental conditions and operational parameters must be carefully considered. Such
experiments are usually performed when one building has a retrofit applied and one does not.
Measurements must identify similarities and differences in the buildings both before and after
the experiment.
To a Normalized Database. Test-reference experiments that utilize a normalized database are
another way to compare energy usage between a building and what is considered to be
"normal" usage. Such experiments seek to measure the impact of a change by comparing the
results to those published in a normalized database. Typically, buildings used for comparison
must have similar functions (or system requirements), energy consumption (i.e., fuel type),
and influencing parameters. Sometimes on-off or before-after experiments are also added to
account for varying conditions during the period of the test.
To a Calibrated Model. Test-reference experiments using a calibrated model (e.g., DOE-2,
BLAST, ASEAM) are essentially on-off experiments that utilize a simulation model to turn
simulated systems (or retrofits) on-off and then measure the effect as simulated by the model.
Test-reference experiments usually use forward models, and in certain cases, inverse models
or component-based models. Forward models are building simulation programs that model
energy use using engineering principals (and varying solutions schemes) and are based on a
given set of descriptive building characteristics (i.e., wall U-value, wall area and orientation,
HVAC system type, etc.). Forward models typically have a set number of system types and
allow the user to input different values for the control variables. Inverse modeling, a type of
system parameter identification, simulates a building's energy consumption (or other variable
of interest) by identifying a simplified (or aggregate) model from actual performance records
(Sonderegger 1978; Rabl 1988; Subbarao 1988, Reddy 1989). Component-based forward
models simulate the transient behavior of individual components and allow the user to
assemble a system that is representative of portions or all of the system under consideration
(Clark 1985; Klein et al. 1976; Sowell et al. 1986). Component-based forward models are the
most powerful simulation tool available but, in their current form, are more difficult to master
than general purpose models and can require enormous computational resources. This may
change however, if current research by Haves and Trewhella (1988) is any indication of things
to come.
Each modeling technique has its strengths and weaknesses. Forward models (i.e., DOE-2,
BLAST) are most commonly used in test-reference experiments but can present
insurmountable problems during the calibration effort (Hsieh et al. 1989) and are limited in the
types of systems that can be simulated. Some progress has been made in assembling graphical
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toolkits to aid in calibrating forward models (Bronson et al. 1992; Haberl et al. 1992). In
general these methods use an iterative trial and error method to force the output from a
simulation program to match measured data from the building being simulated.
Inverse models are simpler to use, but require measured energy consumption data and
measurements of the primary influencing parameters. In some instances inverse models
require formulating an appropriate model, deriving a basic set of equations, solving the
equations and codifying the solution into an algorithm for each site.
Whole-building or Sub-metering Measurements.
The measurement of building energy consumption primarily involves two categories: whole-
building measurements and sub-metering or component-based measurements. Each has its
advantages and disadvantages. j
Whole-building Measurements. Whole-building measurements are usually accomplished by
taking periodic readings at the building boundary. Such measurements can be taken manually
on a monthly or even daily basis and the values transcribed into a computer program for
analysis. Alternatively, utility meters (gas and electric) can be modified to generate a pulse or
analog signal that can then be recorded by a microcomputer at a pre-specified interval (usually
hourly) and analyzed with a variety of methods.
Intrusive Sub-metering Measurements. Whole-building measurements can provide a wealth
of information about a building's energy consumption. They can show relationships to
parameters such as temperature, scheduling, etc., that can lead to a useful predictive model.
However, information is often required on specific components or systems which requires
sub-metering. Traditional sub-metered measurements have been performed by expensive
"hardwiring" of sensors to a dedicated computer where the information can be captured and
recorded for later analysis.
Recent developments have introduced new methods for connecting sensors to their attendant
computer, including: power line carrier, twisted pair wiring, coaxial cable, infrared, low power
radio (FM) and fiber optics. The Electronic Industries Association is developing a Consumer
Electronics Bus (CEBUS) which is an open protocol, hierarchical, multi-media, "plug and
play" communications media that will greatly reduce the amount of hardwiring necessary o
obtain sub-metered information (EIA 1989). The Smart House concept, involving combined
communication and power cabling, may also provide an improved technique for gathering
information about individual component consumption (Gilmore 1988). The potential for
direct FM communications between field monitoring equipment and a centralized database
have also recently been announced as has cable-TV based monitoring. Such systems would
substitute for telephone modem communications and might prove advantageous where
connection by phone is prohibitively expensive. Cellular-phone computer communications
have also been proposed for certain applications where such services are available and could
prove to be a cost-effective alternative to the traditional "hard-wired" phone line.
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Non-intrusive Sub-metering Measurements. Some recent developments have shown that
certain sub-metered information can be coaxed from a whole-building signal using high
resolution measurements and a continuous statistical analysis, referred to as non-intrusive sub-
metering (Hart 1985). Basically, this type of metering consists of a dedicated microprocessor
that attaches to the main electrical service to a building and continuously scans the power
consumption at a very high sampling rate. The on-off time of individual devices can then be
determined by analyzing their high-resolution signature. When combined with individual
component consumption characteristics, such measurements can provide sub-metered
information about buildings without having to install expensive hardwiring. Currently, this
technique has been shown to be effective for residential buildings and is being extended to
small commercial buildings (Norford et al. 1992).
1.3 IDENTIFYING THE EXPERIMENTAL PARAMETERS
The design of any monitoring experiment should measure and evaluate both the ingredients
and products of the process under consideration. Figures 1-1 and 1-2 are matrices that show
typical interactions between the type of program and extent of monitoring versus the design of
an experiment. Figure 1-1 shows a matrix of the type of program versus the design of the
experiment. Figure 1-2 shows the extent of monitoring versus the design of the experiment.
Measuring the Energy Consumption
Measuring the energy consumption should include: 1) a measurement of the electricity use
and demand profiles; 2) measurements of natural gas, fuel oil and other fossil fuel
consumption; 3) measurements of thermal energy consumption; and 4) measurements of
energy consumed from renewable sources (i.e., solar, wind, geothermal, economizers).
Measuring the Influencing Parameters
The influencing parameters represent significant parameters that influence energy
consumption. These parameters can be grouped as: 1) environmental parameters; 2) system
parameters; and 3) operational parameters. Wind, ambient temperature, sunlight, and cold
water temperature are examples of environmental parameters that can easily be recorded at
the site. Operational parameters are occupant related and vary hourly or daily. Typical
parameters include occupancy, operating hours, and custodian schedules. System parameters
are characteristics that define the installed equipment (e.g., AHU damper settings, thermostat
set-points, etc.). System parameters and operating parameters are similar except system
parameters are directly related to each subsystem and operational parameters are only
indirectly related. Operational parameters tend to change hourly, while system parameters
change less frequently, if at all.
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1.4 EXTENT OF MONITORING
The design of building energy monitoring experiment must determine the types of data, the
variables to be measured, and the time intervals at which variables are recorded in general.
The primary types of data available include: database information, point-in-time information,
and time-sequenced measurements.
Database Information
Database information is primarily information that is archived in various forms and kept by
different types of organizations and agencies. Database information can consist of printed
material, charts, graphs, engineering drawings, and specifications. Traditionally it has not
been readily accessible in a common computerized format. However, recent trends in the
computer hardware industry have dramatically reduced the cost of electronic storage media
may hasten the era of the integrated database for building energy information. Database
information consists of data from several sources, including: engineering data, as-built,
specifications, utility billing data, customer survey records, and other heterogeneous forms of
information.
Engineering Data, As-Built, etc. Database information in the form of engineering data, as-
built, and specifications are often needed to confirm to the types of systems which exist in a
building, wiring runs, control schemes, etc. Such information is commonly used in
experiments that are concerned with evaluating systems, analyzing environmental quality,
analyzing human interactions and assessing operation and maintenance problems. Information
obtained from such documents is usually very helpful to the design of a monitoring experiment
and can save many hours of effort tracing wires, and inspecting electrical panels.
Utility Billing Data. Database information in the form of utility billing data typically contains
monthly consumption and electric demand data, and sometimes an identifier for the
geographical location of the site and SIC code. When combined with daily weather data from
a nearby weather station and analyzed with PRISM, the Princeton Scorekeeping Method
(Fels 1986), billing data can be used to separate environment-related energy use into several
basic categories as shown in Figure 1-3. This figure shows some of the basic models for
determining heating, cooling, and base-level energy use from monthly, daily or hourly energy
use. Constant, linear, and piece wise linear models can be used to determine heating plus
base level, or cooling plus base level. General indicators, or figures of merit, can also be
developed for a set of buildings by analyzing Electric Load Factors (ELF), electric demand
profiles, and Occupancy Load Factors (OLF) (Haberl and Komor, 1989).
Utility billing data is relatively inexpensive to obtain, is usually easily obtained for a given
building, and can provide a general sense of how a building is performing. When combined
with a simple phone survey such information can yield a comparative index (i.e., W/ft^) that
can be useful comparing a buildings performance with similar buildings in similar climates.
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Heterogeneous Databases. Useful data for certain types of monitoring experiments can often
be found in widely dispersed databases (Olsen et al. 1988). Such heterogeneous databases
often take the form of publicly available data such as municipal records, state planning data,
and local, state and national surveys. Sometimes such data can be found in privately
maintained (often unpublished) databases in the form of aggregate utility billing data, utility
surveys, and aggregate energy audit results. Most often, such data include monthly
consumption and demand information, building description information, and usually are
indexed by geographical location, and to a lesser extent, SIC code. For the most part, such
data can be obtained for a modest retrieval cost, once the energy analyst knows where to
obtain the records of interest.
Point-in-time Information Gathering. ~x
Point-in-time information generally refers to "snapshot" information gathered about a building
that can be used to describe "before" and "after" conditions (MacDonald et al. 1989).
Usually, point-in-time information is used to gather information about the building description,
building occupants, building schedule, system characteristics and control modes, and
information concerning recent changes to the building or energy consuming sub-systems.
Point-in-time information can be obtained from preliminary surveys or detailed surveys and
may include one-time measurements, customer surveys, interviews, and sometimes follow-up
surveys.
Preliminary Surveys. Preliminary surveys are typically quite brief, often using phone calls or
mail-in responses. Information from preliminary surveys can include details about operating
schedules, installed equipment, square feet of conditioned space, and occupant concerns. At
best, preliminary surveys can provide rough estimates of such information since many building
occupants are usually unaware of the type of heating or air conditioning system in their
building, and information obtained may be incorrect (Komor, et al. 1989).
Detailed Surveys. Detailed surveys take the form of the traditional energy audit utilizing
information (when available) from previous studies. Typically, such surveys include an
instrumented walk-through where information is gathered about the building, its occupants,
the energy consuming sub-systems, building zone information, schedule, and occupancy
information.
One-Time Measurements During the Survey. Such detailed surveys should, at least, utilize a
minimum of instrumentation, including, a camera, a light meter, a thermometer, and a relative
humidity meter. In this fashion, existing or "before" conditions can be documented and
measured to allow for a comparison to "after" conditions to determine if there has been in
improvement (or degradation) of the interior environmental conditions.
Often, in the case of low-cost (or moderate cost) energy conservation retrofits, one-time
energy measurements can be taken before and after installation of the retrofit and combined
with simple runtime meter measurements to determine the total energy savings. Manual
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runtime meter readings can then be multiplied by! the one-time before-after measurements to
determine the energy savings.
Customer Surveys and Interviews. Often, customer awareness, attitudes about energy
consumption, or knowledge of energy information can play an important role in discovering
opportunities for energy conservation. Such information can be obtained by a simple mail-in
or phone survey. However, an interview is often necessary to determine a detailed accounting
of such information. Survey techniques vary widely depending on the cost, medium for
distribution, intended data entry and analysis method and audience. Interview techniques can
also vary considerably. One technique which has gained favor among energy researchers is
the ethnographic interview. Ethnographic interviews differ from a strictly "guided" interview
in that the informant is allowed to partially guide the discussion and elaborate on the points
they discuss (DeCicco and Kempton 1987; Agar 1980).
Follow-up Surveys and Interviews. Obviously, an important aspect of surveys and interviews
involves the follow-up survey (or interview). Often, such information can provide completely
new insight as to why (or why not) an energy conservation retrofit has succeeded (or failed).
Usually, it is best if the initial and follow-up survey can ask the same (or similar) questions in
order to ascertain whether or not conditions or perceptions have changed.
Time-sequenced Measurements.
Time-sequenced measurements, or time-dependent data, represent data that changes often
enough to warrant a time-series recording. Such measurements can be derived from existing
utility billing data, and measured data. Measured time-series data can be accumulated at
monthly, daily, hourly and sub-hourly intervals. Such records can then be merged with similar
recordings of the influencing parameters such as weather data, operating schedules, etc. at the
time of analysis. New research has shown that high resolution data and special purpose data
also provides useful information about how a building is consuming energy or whether or not
the required environmental conditions are being maintained (Norford, 1992).
Monthly Data. The most common time-sequenced measurement consists of monthly
consumption data. Often, such data are readily available in the form of utility billing records.
In certain instances, special meters must be installed, read (either manually or electronically)
and the information transcribed and prepared for analysis. Monthly data usually must be
accompanied by the dates for the period of measurement to allow for weather normalization
and/or adjustments for differences in the length of the period.
Daily Data. Daily time-sequenced measurements have gained some acceptance as a useful
means of tracking and diagnosing operation problems (Haberl and Vajda 1988; Haberl and
Claridge 1987). Such measurements often utilize whole-building utility billing meters, and can
be summaries of electronically recorded hourly data or can be read manually and transcribed
into a spreadsheet template for analysis. In large institutional complexes, daily measurements
have also proven to be helpful in improving whole-campus efficiencies by providing operators
with immediate feedback regarding boiler efficiency, make-up water percentages, and
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predictions of anticipated loads ~ information that previously took hours of hand calculations
and yet was provided at a fraction of the cost of a fully computerized system (Haberl et al.
1989, Haberl 1992).
Hourly and Sub-Hourly Data. As more powerful, inexpensive microprocessors have become
available, the cost of microprocessor-based data acquisition equipment, polling computers and
analysis software has also dropped. As a consequence, time-sequenced measurements which
consist of hourly and sub-hourly data (1, 5, 10, or 15-minute intervals) are becoming more
available to answer detailed questions about all aspects of building operation and control.
Often, hourly weather data can be obtained from a nearby station and merged with the site-
recorded data. In most locations an analyst can instruct local utilities to install a pulse
generating utility meter to provide a signal for a load-monitoring recorder (for a nominal fee).
The size of the data set can become a problem with hourly or shorter measurement intervals
when the experiment duration is several months or longer. For a one year period data files
approaching one megabyte in size are common. A good set of data preparation tools, or
toolkits are very valuable. The public-domain ARCHIVE program developed by Feuermann
and Kempton (1987), and the attendant toolkits are examples of excellent software tools for
manipulating data in columnar format. Additional public domain data processing software
have been produced as part of the LoanSTAR program (a selection of these routines is
presented in section 4 of this report). With the use of such tools, data-reduction, data-
merging, data-filtering, error-checking, and graph preparation can be reduced to a single key-
stroke on most commonly available microcomputers — a tremendous time saver. v
High Resolution Data. The traditional hardwiring of a building to obtain end-use energy data
can be expensive and disruptive to the building's occupants; even when advanced FM
transmitters or power line carrier systems are used. Recently, an alternative approach has
been developed at MIT that eliminates the need for hardwiring (Hart 1985). The basic
concept extracts end-use data from high resolution measurements of whole building electricity
usage by using statistical analysis to identify on-off times which can then be combined with
one-time consumption measurements to calculate end-use energy consumption.
Early results have shown this to be an effective alternative for certain types of end-use
experiments. Specifically, those where the components being monitored have a constant
energy usage pattern. This technology was originally developed for residential applications
and is now being extended into commercial buildings. Commercialization is expected within a
few years. Because installation costs can easily represent 2/3 or more of the total monitoring
costs, this technology could dramatically reduce the cost of obtaining certain types of end-use
energy data. A recent paper by Norford highlights the extension of the original method to
commercial and diagnostic tasks (Norford and Mabey 1992).
Special Purpose Data. Another approach to obtaining end-use energy data is to determine
which device is running by "listening" to audio signals from a mechanical room and then
calculating the energy use in a similar fashion to that used by the MIT high resolution
approach. A technique developed by Miller (1989) has been shown to be capable of
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calculating the simultaneous on-off status of several devices using artificial neural networks
for classifying the different acoustic signals. This technique also has potential for diagnosing
operation and maintenance problems. Although still in its early stages, the concept of using
acoustic pattern recognition (or for that matter visual pattern recognition) opens up an
entirely new area of study for building energy analysts.
Before-After Analysis of Energy Conservation Retrofit Savings.
In Figure 1-4 a flowchart of a before-after analysis of energy conservation retrofit savings is
shown. For each site before-after point-in-time and time-sequenced information, influencing
parameters, and system requirement are evaluated to determine if energy savings match those
of the audit estimates. In a program where measured savings are the primary objective
corrective measures (if needed) and feedback to owners and operators can be provided.
1.5 BASIC TYPES OF MONITORING EXPERIMENTS IN THE TEXAS LOANSTAR
PROGRAM.
Four levels of metering systems have been developed for the Texas LoanSTAR building
energy monitoring and analysis program. These accommodate most of the necessary data
requirements with the funds available for monitoring retrofits. The levels also are compatible
with different hardware available on the market. Table 1-1 contains guidelines for the
LoanSTAR energy monitoring levels, and Figures 1-5 to 1-8 illustrate the basic metering
experiments. ;
Level 0: Facility/Whole-building(s) Utility Data
These data range from monthly consumption data, based on utility bills to weekly or daily
utility data. Such data can be useful for separating consumption into heating, cooling, and
non-weather related consumption (e.g., water heating) when analyzed with an empirical
model.
Level 1: Whole-building and Limited Sub-metered Hourly Data.
Level 1 utilizes one to four channel Data Acquisition Systems (DAS), and will capture hourly
whole-building thermal and electric measurements. In some cases, limited sub-metering will
also be included. Figure 1-5 displays an example
Level 2: Moderate Sub-metered Hourly Data.
of a typical Level 1 monitoring experiment.
This level has all the capabilities of the first two levels and also enables more detailed analysis
for identifying the savings from specific retrofits and pinpointing building operational
problems. Figure 1-6 shows a typical Level 2 experiment plan.
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Level 3: Detailed Sub-metered Hourly Data,
These systems typically include at least 20 channels of data or more. Given current costs,
these systems are only expected to be cost effective in large buildings or groups of smaller
buildings. Figure 1-7 and 1-8 show Level 3 experiment plans.
1.6 SUMMARY
This introduction section has attempted to describe some of the basic concepts behind the
planning and implementation of a building monitoring program. The design of a basic
experiment introduced on-off, before-after, simulated occupancy, and test-reference
experiments and discussed the types of data measurements that can be used to accomplish the
task, including: whole-building and sub-metered measurements, intrusive and non-intrusive
data acquisition devices.
The experimental design is highly dependent on the type of program being carried-out. Very
different information needs to be gathered at different intervals to cover topics on issues as
diverse as the analysis of the human factor in a building, issues about environmental quality,
the diagnosis of operation and maintenance problems, measurements of system efficiency and
savings from energy conservation retrofits. Almost all of these types of programs are
necessary for the integrated planning and forecasting of utility loads.
This introduction also covered the identification of experimental parameters, and the extent of
monitoring. In general an experimenter must determine what variables to measure and what
intervals to measure those variables at. Finally, the basics of before-after monitoring were
covered and the four levels of monitoring experiments used in the Texas LoanSTAR program
introduced. In each of these sections in this introduction references were cited where the
reader can go to learn more about the topics that were introduced.
TABLE 1-1 Guidelines for the LoanSTAR Metering Experiments. This table presents the
original first year guidelines for the LoanSTAR metering budget allocations. This table is
based on a monitoring budget of 2 - 3% of the retrofit costs and anticipated O&M savings of
5 to 15% of current total energy consumption.
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FIGURE 1-1 Type of program versus the design of the experiment. This matrix shows the
relationship between the type of monitoring program and the design of the experiment
(Haberl et al. 1990).
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FIGURE 1-2 Extent of monitoring versus the design of the experiment. This matrix
illustrates the extent of monitoring used to accomplish a particular experiment design. The
asterisk indicates that utility billing data can be used as a means of checking whole-building'
and sub-metered experiments.
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FIGURE 1-3 Five basic heating, cooling and base-level models. This figure shows several
basic models for determining heating, cooling, and base-level energy use from monthly, daily
or hourly energy use. In general, constant, linear and piecewise linear models can be used to
empirically determine heating or cooling energy use.
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FIGURE 1-4 Before-after analysis of energy conservation retrofit savings. This flowchart
illustrates the before-after analysis of retrofit savings. For each site before-after point-in-time
and time-sequenced information, influencing parameters, and system requirement are
evaluated to determine if energy savings match those of the audit estimates. In a program
where measured savings are an objective corrective measures (if needed) and feedback to
owners and operators can be provided (Haberl et al. 1990).
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FIGURE 1-5 Typical LoanSTAR Level 1 Monitoring. This diagram illustrates a typical
Level 1 monitoring setup as installed in the T.S. Painter Building on the University of Texas at
Austin campus. This Level 1 monitoring provides whole-building electricity, whole-building
chilled water use and whole-building steam condensate use. Channel numbers (e.g. CH 8) are
usually included for each site to help identify data channels.
FIGURE 1-6 Typical LoanSTAR Level 2 Monitoring. This figure shows a typical Level 2
monitoring experiment plan as installed in the UTC Building on the University of Texas at
Austin campus. In this case Level 2 monitoring provides whole-building electricity (kWh),
whole-building chilled water use [BTU, flow (F) temperature (T)], whole-building steam
condensate use (PC or AC), and sub-metered electricity use for the building's air-handling
units (AHUs) and pumps (CHWP).
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FIGURE 1-7 Typical LoanSTAR Level 3 Thermal Monitoring. This diagram illustrates a
Level 3 thermal monitoring setup as installed in the S. F. Austin building at the Texas State
Capitol complex. In general most Level 3 monitoring experiments are complex and require a
metering plan that is specially tailored to each experiment. The S. F. Austin building contains
a central boiler/chiller complex that feeds several other buildings and a weather station.
FIGURE 1-8 Typical LoanSTAR Level 3 kWh Monitoring. This diagram illustrates a Level 1
electricity monitoring setup as installed in the S. F. Austin building at the Texas State Capitol
complex. The intent of this monitoring plan is to isolate electricity use in the boiler/chiller
plant.
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2-0 REVIEW OF MEASUREMENT TECHNIQUES.
This section provides a review of measurement techniques, including a review of electricity
monitoring, temperature measurements, humidity measurements, and flow and Btu
measurements. Helpful hints from experiences gained in the LoanSTAR program are also
included, specifically, the installation and calibration of sensors, and the analysis of errors.
2-1 BASICS OF ELECTRICITY MONITORING.
The monitoring of electrical energy (a time-varying function) requires a few more steps than
the monitoring of electric power (an instantaneous function). In order to measure the energy
use of a building or an appliance it is necessary to have a recording meter that measures and
records the amount of power used over a period of time. In the early days of electrical
metering this was accomplished with some very ingenious mechanical devices. Beginning in
the mid-1980s the direct metering of electrical energy through the use of affordable, easy-to-
use microprocessor-based field data acquisition systems became a day-to-day reality.
However, in order to get a sense of what is involved, it is helpful to know about the basic
components—many of which are still in use today.
From the start, the measurement and recording of electrical energy was accomplished with
Watt-hour meters, and pulse-initiating telemetering circuits. Then, in the 1970s, this task was
simplified somewhat when Watt/Watt-hour transducers became commercially available, and
more recently, with the advent of microprocessor technology, digital Watt/Watt-hour meters.
This next section reviews the basics of obtaining digital data from power/energy
measurements. The reader is referred to the authoritative Handbook for Electricity Metering
by the Edison Electric Institute (EEI 1981), and the paper by Schuster (1985) for additional
details. A significant amount of material for the next section of this workbook has come from
these texts.
The Watt-hour meter.
A Watt-hour/demand meter acts very much like the speedometer and odometer on an
automobile. It is composed of a combination of sub-components: a very slow-speed motor
whose rotational speed is proportional to the power that passes through it, a magnetic brake
to retard the spinning rotor when power is withdrawn from the meter, a series of mechanical
registers to record the number of revolutions, and a meter that records the peak electric
demand. Basically, as the power is increased, the rotor spins faster and the Watt-hour meter
records more revolutions. A measurement of the energy used during any given period of time
is then be obtained by subtracting two consecutive Watt-hour meter readings (revolution
counts).
Figure 2-1 shows the basic parts of a Watt-hour meter. The mechanical-type Watt-hour meter
shown contains a register upon which the energy use is recorded on four decade dials, a
electrically conductive rotor (i. e., a spinning motor), retarding magnets, current coils,
potential coils, and contact blades to connect it to the metering can. Such meters form the
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basis for almost all of the electrical metering that is performed in this country. The basic
principal upon which they work was set forth in 1884 by Ferraris who showed that torque
(rotation) can be produced in an electrically conductive rotor when it is exposed to two
alternating-current fluxes in such a way that they produce rotational motion in one direction
on the rotor.
In a Watt-hour meter this is accomplished with a lead-lag current and potential coils as shown
in Figure 2-2. An electromotive torque (EMF) is induced in a rotating conductor that is
proportional to the power passing through the meter. Alternating magnetic flux causes
additive eddy currents in a rotating disk that force it to rotate in one direction.
j
In order to assure that the rotational speed of the disk closely follows both increasing and
decreasing power loads, the disk is constantly retarded by permanent magnets which act like
brakes that immediately slow the rotor whenever there is a decrease in the EMF. This creates
an immediate decrease in the disk rotational speed whenever the power load on the meter (and
hence the disk) drops off yet allows the disk to accelerate quickly whenever power is
increased. Usually a series of gears connects the: disk to decade-type dials on the face of the
Watt-hour meter which are used to display the energy used by counting the total number of
rotations.
Connecting a Computer to a Watt-hour Meter.
The basic method that is used to generate an electronic time-series data record of the energy
that passes through a Watt-hour meter is to send a series of on/off pulses to a digital recorder.
Originally, this was accomplished with pen and ink charts which gave way to magnetic tapes
that were collected and transferred to a mainframe computer periodically. More recently,
such information is recorded by microprocessor-based data acquisition systems where it is
transferred (sometimes automatically) over phone lines to a central facility. In almost all
cases, the time-series record consists of a record of pulses where each pulse is equal to some
predetermined number of Watt-hour disk revolutions and hence the amount of energy that has
passed through the meter during that period of time.
In order to accomplish this the energy-accounting gear train of the Watt-hour meter is fitted
with either a two-wire or three-wire pulse initiator (either electronic, optical, or mechanical)
as shown in Figure 2-3. A simplified schematic of 2-wire and 3-wire telemetering circuits are
shown in Figure 2-4. Most Watt-hour meters that are fitted with pulse initiators use the 3-
wire configuration. The difference between 2-wire and 3-wire systems is due to physical
problems that arose with the original mechanical pulse receivers. If the pulse initiator was not
carefully installed and adjusted, there was a chance that it would chatter and over-register the
number of pulses. This egregious characteristic was removed by adding a third wire which
serves as a latching mechanism since the pulse generator must not only switch on/off but also
switch between circuits between each pulse—thus eliminating the chatter. A 2-wire
telemetering connection can always be made to a 3-wire pulse initiator by simply using one of
the contacts and adjusting the energy/pulse ratio. However, one should always check to make
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sure that the 2-wire circuit is not chattering. This problem can be eliminated by installing an
approximately-sized capacitor.
Measuring demand with a Watt-hour meter.
In most commercial buildings both the electricity energy use and peak electric demand are
usually recorded for billing purposes. In order to accomplish this the Watt-hour meter is
equipped with a demand meter which retains a reading of the peak electric power level that
passed through the meter until the demand reading is reset at the end of each billing period.
This was originally accomplished through the use of a thermal demand element which later
gave way to a mechanical gear-driven demand meter.
In thermal demand meters a pair of bimetallic coils are attached to the demand indicator shaft
as shown in Figure 2-5. Movement of the shaft is produced by creating a temperature
difference between the coils that is proportional to the power measured. This is accomplished
by reversing the currents in one heater when compared to the other as shown. Thermal
demand meters are still being used today. However, one should be careful when such meters
are exposed to widely varying ambient temperatures because the demand readings can be
effected by temperature.
A simplified schematic of an indicating-type mechanical Watt-hour demand meter is shown in
Figure 2-6. Such a device is actually a "Watt-hour meter within a Watt-hour meter". It
records the energy used during a pre-specified period, pushing the maximum demand pointer
to a new value when the demand for the current period exceeds any previous period, and then
resets itself to zero at the end of a predetermined demand period; beginning the cycle over
again. Some versions also include a cumulative-type demand meter that displays the current
peak demand and adds the demand to another register each time it is reset.
The Watt/Watt-hour Transducer.
A replacement for the Watt-hour meter became a reality in the 1970s with the commercial
availability of the Watt/Watt-hour transducer. This solid state device produced dramatic
improvements in the accuracy and stability of electrical metering and paved the way for
microprocessor-based electrical power and energy metering. The Watt/Watt-hour meter
provides a direct analog or digital output signal that is proportional to the energy being
consumed. A functional block diagram of the basic Watt/Watt-hour transducer is provided in
Figure 2-7.
Watts are calculated electronically and output as either an analog DC signal or pulsed output
that uses a basic time-division-multiplier principle. Conversion of the energy consumption to
analog or pulsed output utilizes two different processes. In each process a carefully
controlled triangular wave form is compared to a varying sinusoidal wave form to produce a
pulse-width and pulse-amplitude modulation. In other words, the width of each pulse is
proportional to the input voltage, and the amplitude of each pulse is proportional to the input
current. The output from the modulator is a DC current signal that is proportional to the
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input wattage. The output from the modulator can also be sent to the pulse initiator section to
produce a pulse that is proportional to the input wattage. Figure 2-8 illustrates the signal
from the comparator and modulator for power factor =1.0.
The basic unit that is inside integrated solid state digital Watt/Watt-hour meters that are used
in certain data acquisition systems utilizes a similar principal as that of the Watt/Watt-hour
transducer. In brief, an input reference voltage from a potential transformer (PT) is supplied
that provides a signal that is proportional to each of the phases being monitored. This is
combined with input current signals to produce digital output signals that are proportional to
the energy used by each circuit being monitored. A simplified block diagram of an integrated
solid state Watt/Watt-hour meter is shown in Figure 2-9.
The primary advantage with such a multi-channel, integrated, solid state Watt/Watt-hour
meter is that it only requires PTs and CTs to attach it to a building's electrical system which
eliminates the need for a separate Watt/Watt-hour transducer for each load being monitored,
and since it is directly combined with the microprocessor that records the data, it can be re-
configured in software for different loads which makes it ideal for portable applications. A
more complete description of the circuitry inside the data logger developed for the United
States Department of Energy is provided in the paper by Schuster (1985) that is included in
the appendix to this workbook.
2.2 MEASURING TEMPERATURE.
The computerized measurement of temperature and humidity is rapidly becoming an off-the-
shelf technology. In an average day it is difficult to avoid coming into contact with
microprocessor-based temperature measurements in everything from cooking appliances, to
automobiles. All of these devices utilize one of several basic techniques for measuring
temperature, and it is worthwhile to become reasonably aware of the basic principles of how
these measurements are performed. The measurement of temperature (and more recently
humidity) relies on principles that were laid down in the 1800s and later miniaturized, and
computerized. This next section provides a brief introduction to the basic techniques that are
used to measure temperatures and humidities with computers. The reader is referred to the
reference list for additional reading material. In particular the classic textbooks by Benedict
(1984), and Doebelin (1990), the NIST (formerly NBS) papers by Hurley (1985), Wise
(1976) and Wise and Soulen (1986), and the other references that are listed. This next section
borrows heavily from these texts.
The measurement of temperature by a computer is a rather mature technology. In fact, the
computerized measurement of temperature has become so reliable that it is quite often used as
and indirect method for measuring other quantities such as flow and humidity. Most
commonly used computerized temperature measurements use one of four basic methods for
measuring temperatures, including: thermoelectric sensors (thermocouples), resistance
temperature detectors (RTDs), semiconductor-type resistance thermometers (thermistors),
and junction semiconductor devices which are also called integrated circuit temperature (IC)
sensors.
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Thermocouples.
In 1821 John Seebeck, an Estonian-born physicist, inadvertently discovered the existence of <
the thermoelectric properties in bismuth-copper, and bismuth-antimony circuits while
performing electromagnetic experiments. He showed that when a closed-circuit junction of
two dissimilar materials is exposed to different temperatures a small electromagnetic force
(EMF) is generated that can be measured as a continuous electric current. Unfortunately,
Seebeck misunderstood his findings, thinking instead that he had shown that magnetism was
caused by a difference in temperature. In 1834 Peltier, a Frenchman, also observed a thermal
effect at the junction of two dissimilar metals. However, it wasn't until 1857 that Lord Kelvin
(William Thomson) correctly proved by thermodynamic analysis that the Seebeck effect and
Peltier effect were related, and in fact opposite (Threlkeld 1970). This discovery, now
referred to as the Seebeck effect, paved the way for the development of thermocouple jq
thermometry.
In thermocouple thermometry, the magnitude of the voltage is dependent on the type of
material and the temperature difference. Interestingly enough, when a current from an
external source is applied to a thermoelectric circuit, heat is forced to flow from one junction
to another. This is the basis for thermoelectric refrigeration (which is often used in a
dewpoint humidity sensor.) Most thermocouple junctions (or thermojunctions) are formed by
soldering, welding, or simply pressing the two materials together. The most commonly used
thermocouple materials are: platinum-rodium (Type S or R), chromel-alumel (Type K),
copper-constantan (Type T), and iron-constantan (Type J). Figure 2-10 illustrates the -
voltage-temperature relation for some of the more commonly used thermocouples.
Most thermocouple applications require some sort of reference junction so that the accurate
temperature of one of the thermocouple junctions can be known. Figure 2-11 shows a typical
isothermal (constant temperature) reference junction. Basically, by measuring the junction
temperature one can compensate for the difference in ambient temperature the temperature
that the reference junction is exposed to (versus that which is being measured) and obtain a
more accurate measurement. Quite often, one reference junction can be used for multiple
thermocouple measurements. In general thermocouples are used when many extremely
accurate temperatures are required.
Resistance Temperature Detectors (RTDs),
Electrical resistance in many materials changes with temperature. In some materials this
change is very reproducible and therefore can be used as an accurate measure of the
temperature. In general materials that display reproducible temperature-resistance properties
fall into two classes: conducting (metals) and semiconducting materials. Metallic materials
were the first to be developed and have evolved into a class of temperature sensors referred to
as Resistance Temperature Detectors (RTDs). The development of semiconducting
temperature sensors followed that of RTDs and has been developed into a separate class of
sensors called thermistors.
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Figure 2-12 displays the temperature-resistance curves for nickel, copper, platinum and
manganin. Any slight non-linearity in an RTD signal is usually corrected by applying an
empirical polynomial expression that has been derived for a specific sensor. Sensors that use
RTD windings come in various shapes and sizes and can be encapsulated and directly exposed
to a fluid stream. Most RTDs utilize one of several different types of bridge circuits as shown
in Figure 2-13. Of particular interest to measurements in buildings are 3-wire RTD bridge
circuits (Figures 2-13c and 2-13d). 3-wire RTDs were developed to compensate for
applications where an RTD required a long wire lead that was exposed to varying ambient
conditions. This is because three wires of identical length and material exhibit similar
resistance-temperature characteristics, and can be used to cancel the effect of the long leads
in an appropriately designed bridge circuit. 2-wire RTDs must be field calibrated to
compensate for lead length and should not have lead wires exposed to conditions that vary
significantly from those that are being measured.
Thermistors.
Thermistors are semiconductor temperature sensors and usually consist of an oxide of either
manganese, nickel, cobalt or one of several other types of materials that is milled, mixed,
pressed and sintered. One of the primary differences between thermistors and RTDs is that
thermistors have a very large negative resistance change with temperature as shown in Figure
2-14. One of the disadvantages of thermistors is that their temperature-resistance relationship
is very non-linear. However, when monitoring with a microprocessor, a corrective algorithm
can easily be assembled and attached to the raw data stream to yield a linearized thermistor
reading. Such algorithms usually have an equation of the form (Doebelin 1990, p. 648):
Thermistor manufacturers usually publish the appropriate constants for their sensors that fit
this equation or one that is similar. Linearization can also be obtained electronically by using a
linearization network.
Integrated Circuit Temperature Sensors.
Certain semiconductor diodes and transistors also exhibit reproducible temperature
sensitivities. Such devices are usually ready-made Integrated Circuit (IC) sensors and can
come in various shapes and sizes. Figure 2-15 shows one manufacturer's junction
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semiconductor temperature sensor. As indicated in Figure 2-15 IC temperature sensors have
a moderately good absolute error over a broad temperature range.
2.3 MEASURING HUMIDITY.
Accurate, affordable, and reliable humidity measurement has always been a time-consuming
task for the HVAC industry. Recently, such measurements have become more important in
HVAC applications for purposes of control, comfort, and system diagnosis. Although easily
explained, psychrometric properties are often misunderstood by the general public (and
sometimes engineers). The amount of moisture in the air can be described by several
interchangeable parameters including: relative humidity, humidity ratio, dewpoint temperature
and wet bulb temperature as shown in Figure 2-16.
In brief, relative humidity is the measure of moisture concentration expressed as a percentage
of the moisture at saturated conditions. Humidity ratio (lb-moisture/lb-dry air) is the ratio of
the weight of water contained in one pound of dry air . Dewpoint temperature is the
temperature at which water in the air begins to condense on a surface. Wetbulb temperature,
an historic term, is the temperature one would obtain if taking a temperature measurement
with a thermometer that had a perfectly "wetted" surface. A psychrometric chart is a graph
that is formed by plotting moist air conditions on an x-y graph that has dry bulb temperature
on the x-axis and humidity ratio on the y-axis, as shown in Figure 2-16.
Psychrometric terms are interchangeable to some extent. Dry bulb and any one of the
following (wet bulb, specific humidity, relative humidity or dewpoint) can be converted to dry
bulb and any of the following (wet bulb, specific humidity, relative humidity, dewpoint,
enthalpy, or specific volume) using psychrometric routines that are published by the American
Society of Heating Refrigeration and Air-conditioning Engineers (ASHRAE 1977). Such a
conversion program has been computerized by Texas A&M and is available as public domain
software (AIR 1992).
In general most measurements of humidity do not actually "measure" the humidity but rather
measure the effect of moisture using an indirect measurement. Dew point measurement
includes chilled mirror dewpoint sensors and dewcell sensors. Relative humidity
measurements (indirect) include: the evaporation psychrometer, electrical resistance or
conductivity, elongation, capacitance-reactance, infrared, radio-frequency, and acoustic
measurements. The sections that follow will discuss chilled mirrors, resistance, and
capacitance type humidity measurements. For additional material on the evaporation
psychrometer, elongation, infrared, radio-frequency, and acoustic measurements the reader is
referred to the following references: Cortina (1988), Harding (1982), Huang (1991), Kulwicki
(1991), Lee (1988), Leider, et al. (1990), Morrissey (1990), Ross and White (1990),
Threlkeld (1970), and Wiesman, (1989).
The measurement and basic understanding of the amount of moisture in the air became a
reality in 1911 when Willis Carrier developed his psychrometric formulas and the
psychrometric chart (Howell and Sauer 1985). Historically, the measurement of the amount
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of moisture in the air was first performed with a psychrometer. A psychrometer consists of
two thermometers, one that is exposed to the air stream directly (the dry bulb) and one that is
wetted (the wet bulb). The basic principle behind the psychrometer is that the temperature of
a "wetted" thermometer will always be less than, or equal to the temperature of a "dry"
thermometer because of the cooling effect of the evaporation of the water. This temperature
difference is called a "wet bulb depression" and is related to the amount of moisture that is
already in the air. Psychrometers are best used ifi a moving air stream. As the air passes over
the wet bulb thermometer it evaporates water from the wetted wick which results in a
lowering of the temperature of the wetted thermometer. The reading from the wet bulb and
dry bulb thermometers are then used to determine the other psychrometric properties by using
the appropriate algorithm.
A sling psychrometer consists of a dry-bulb thermometer and a wet-bulb thermometer that are
mounted together on a rotating blade that is attached to a handle with a pivot (Figure 2-17).
The air movement is obtained by manually whirling the sling psychrometer. Over time, the
use of sling psychrometers for measuring humidity in an HVAC system has gradually given 5
way to other methods of measuring humidity. This is because of the significant amount of
maintenance that is required to maintain the wetted wick, and keep it free from contaminates,
etc. Sling psychrometers remain popular with HVAC engineers as a means of reliably "field
checking" their instrumentation. With proper use sling psychrometers can reliably measure
wet bulb temperatures to about ± 1F given air temperatures of 35 to 200 F and humidities of
20 to 80%. Most of the problems that occur with a sling psychrometer are due to human
error, and/or inappropriate applications (e.g. freezing conditions, + 80% RH, exposure solar
radiation, etc.). The reader is referred to the text by Threlkeld (1970) for additional details.
Chilled-mirrors humidity measurements.
One of the methods of determining the amount of humidity in the air is to simply expose the
air stream to a carefully controlled cooled-surface that is at the dewpoint temperature ~ the
temperature at which moisture begins to condense from the air stream. Careful measurement
of the surface temperature will yield the dewpoint temperature which can then be combined
with a corresponding dry bulb temperature to produce the intended psychrometric properties.
Such a sensor is called a chilled mirror dewpoint sensor.
Figure 2-18 is a schematic of a basic chilled-mirror dewpoint sensor. In such a device the
presence of moisture in an air sample is measured by constantly checking for moisture on a
refrigerated surface, and then reporting the temperature of the surface. This is usually
accomplished optically as shown. The cooling effect is provided by a precisely-controlled
thermoelectric refrigerator (also known as the Peltier-Seebeck-Joulean-Thompson conduction
effect) -- basically a thermocouple with a current passed through it which causes one of the
bimetallic junctions to heat-up and the other to cool-down. In a chilled-mirror dewpoint
sensor the output signal is the surface temperature, or dewpoint temperature. When used in
extremely humid conditions, such a device sometimes requires a "heated, chilled mirror"
which allows for a continuous dewpoint reading,! or near saturation conditions.
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Chilled-mirror dewpoint sensors are routinely used whenever an extremely accurate humidity
reading is needed. However, such sensors require constant maintenance and must be carefully
installed to assure that the mirror surface remains clean, and is maintained at the same
pressure as the sampled air stream. The pathway of the air to and from the sensor must also
be carefully chosen to avoid problems with adsorption and desorption in the tubing walls.
Resistance-type humidity measurements.
The electrical conductivity of certain hygroscopic materials varies in proportion to the amount
of moisture absorbed by the material. In certain materials this occurs in a repeatable fashion
and can be used to measure the relative humidity of the surrounding air. One of these sensors,
known as a Pope cell-type sensor, utilizes a thin layer of sulfonated polystyrene which has
been placed on an insoluble surface. An electrically conductive layer is then bonded to the
resin and electrodes are attached to facilitate the measurement of the difference in electrical
resistance as shown in Figure 2-19. Such a device exhibits a non-linear change in resistance as
moisture is absorbed by the hygroscopic resin, varying from a few megohms to about 1,000
ohms at 100 percent saturation. The non-linearities are usually handled by making the sensor
one leg of a Wheatstone bridge network. Care must be taken to keep the surface of a Pope-
type sensor free of contaminants (such as an oil film) that could interfere with the absorption
and desorption of moisture.
Capacitance-type humidity measurements.
Aluminum-oxide capacitance-type sensor. This sensor consists of an aluminum strip that has
a porous oxide layer deposited on its tip underneath a very thin gold layer as shown in Figure
2-20. The aluminum base, the oxide layer and the gold electrode act as an aluminum oxide
capacitor that has a capacitance that varies with the amount of moisture in the porous oxide
layer. As water vapor passes through the very thin gold layer it is absorbed and desorbed by
the porous oxide layer and changes the electrical capacitance and resistance of the layer. This
sensor is known as a Jason-type hygrometer, and can be used to obtain reasonably good
humidity measurements provided that it remains below 85% RH. At conditions above 85%
RH such a sensor saturates and irreversibly drifts.
Thin-film capacitance-type sensors. Other capacitance-type sensors have been introduced
that are similar in operation to the Jason-type hygrometer; one of these is the thin-film
polymer capacitance-type sensor. A thin-film polymer humidity sensor uses a polymer in
place of the porous oxide to absorb and desorb moisture. The polymer is usually mounted
between a rigid aluminum base and another electrode (usually a thin gold film). The polymer
is carefully chosen so that it exhibits a change in capacitance with a change in absorbed
moisture. In one type of sensor, this changing capacitance changes the frequency of an
oscillating circuit which in turn is changed into a varying voltage or current that is
proportional to the moisture present. Figure 2-21 shows a thin-film capacitance sensor.
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Differential pressure flow meters.
Differential pressure flow meters are probably one of the oldest techniques for measuring flow
in pipes. The basis for their use is Bernoulli's theorem which converts differences in flow rates
into differences in pressures which can be easily
differential pressure flow meters, namely, orifice
measured. There are three basic types of
plates, venturi meters, and pitot tubes. In
general these meters are made to standard dimensions and are considered very accurate if
installed and maintained properly.
Orifice plate meters. Figure 2-22 illustrates an orifice plate differential-pressure flow meter.
In such a constant-area, variable-pressure-drop meter (or obstruction meter) the presence of
the flow restriction causes an acceleration in the flow and a corresponding pressure drop
which varies predictably with the flow. In general, the volumetric flow rate (Q) for one-
dimensional, incompressible, frictionless fluid, w/o heat transfer or elevation change can be
determined by converting the differential pressure signal with a variation of the following
equation (Doebelin 1990, p. 566):
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2.4 MEASURING FLOW, AND BTUS.
In many situations, whole-building Btu measurements are needed for a building or group of
buildings. Most often this requires that accurate measurements of liquid flow and
temperature, usually at the service entrance to the building. Even in cases where steam flow
must be measured in a closed loop, it is easier (and much safer) to measure the returning
liquid condensate than to measure the live steam as it enters the building.
Choosing a flow meter for a particular application requires a knowledge of what type of fluid
is being measured, how dirty or clean that fluid is, what the lowest expected flow velocities
for that fluid are and what type of budget one has available as shown in Table 2-1. This next
section discusses the common liquid flow measurement devices that are used in conjunction
with temperature measurements to determine the thermal energy in a fluid flow.
Flow measurement, like humidity measurement, has greatly improved with the advent of the
microprocessor. However, many of the basic sensors remain the same as those that have been
in use for many years. In general, these sensors can be grouped into four different types of
meters, including: differential pressure flow meters (e.g., orifice plate meter, venturi meter,
pitot tube meter), obstruction flow meters (e.g., variable-area meter, positive displacement
meter, turbine meter, tangential paddlewheel meter, target meter, vortex meter), non-
interfering meters (e.g., ultrasonic meter, magnetic meter), and mass flow meters (e.g.,
coriolis mass flow meter, angular momentum mass flow meter). The sections that follow will
briefly describe each of these meters. Additional details can be found in Doebelin (1990),
Baker and Hurley (1984), and Miller (1989).
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Although orifice plate meters are simple in design they produce a significant amount of
pressure loss which must be considered in the system in which they are being installed. The
installation of an orifice plate meter (venturi meter or flow nozzle) is often impractical because
it requires the complete drain-down of the system in which it is being installed.
Venturi meters. Figure 2-23 displays a cross-section of a venturi flow meter. In general the
venturi flow meter (or venturi tube) utilizes the same flow-pressure relationship as that of the
orifice plate meter. However, the design and manufacture of the meter body is somewhat
more complex. Instead of an orifice plate to produce the restriction,the venturi uses a smooth
throat. The main advantage with a venturi meter is that it offers a lower pressure drop while
providing the same accuracy as an orifice plate meter. A flow nozzle (not shown) is a slightly
more complex meter that actually combines an orifice plate with a venturi tube meter. Nozzle
meters tend to be preferred in steam and high pressure gas metering installations.
Pitot tube meters. The pitot tube meter utilizes the same basic design that is used in an aircraft
to measure the speed of the craft. In an ideal pitot tube the velocity of the fluid at the
entrance to the pitot tube can be determined for a one-dimensional, incompressible,
frictionless fluid using (Doeblin 1990, p. 528)
Figure 2-24 is a basic cut-away diagram of a pitot tube used for a point velocity metering
application typical of one used in an HVAC duct. When a velocity profile is needed for an
entire cross-section, a single point pitot tube can be transversed across the duct or an
averaging array can be installed that combines the signals from multiple pitot tubes into a
single signal for the entire duct.
In applications where clean fluid flow is expected an averaging pitot tube like that shown in
Figure 2-25 can be applied. This "interpolating" pitot tube provides highly accurate flow
measurements by using impact ports that are precisely located for a given pipe size to
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duplicate the calibration conditions in which the pressure differential constants were
determined. Such a meter imposes a low pressure loss and can be inserted into an existing
pipe without having to drain the system through the use of a welded wet-tap.
Non-pressure-differential obstruction flow meters.
Several additional types of obstruction flow meters have been developed that are capable of
providing a linear output signal over a wide range of flow rates, often times without the severe
pressure-loss penalty that is incurred with a orifice plate or venturi meters. In general these
meters place a much smaller target, weight or spinning wheel in the flow stream that then
allows the velocity of the fluid to be determined by the force on the meter body (target or
variable area meter), and by the rotational speed of the meter, (turbine, paddlewheel meters).
Positive displacement meters. Positive displacement meters are meters in which a fluid is
forced to repeatedly fill and empty a chamber. Each filling, and the subsequent recording of
the filling, indicates that a specific volume of fluid has passed through the meter. In Figure
2-27 a nutating-type positive displacement meter is shown. Positive displacement meters are
usually applied to measurement low velocity of slow applications. They are often used when
it comes to dispensing fluid commodities such as gasoline because they are repeatable,
accurate, and can be incorporated into a compact enclosure since there is no need for a
developed length of flow. The primary element can be a reciprocating piston, nutating disk,
lobed impeller, sliding vanes or rotating vanes, i
Turbine meters. Turbine meters measure fluid flow by counting the rotations of a rotor that is
placed in a flow stream. Turbine meters can be an axial-type or insertion-type. Axial turbine
meters (Figure 2-28) usually have an axial rotor and a housing that is sized for an appropriate
installation. Insertion turbine meters utilize a welded "wet tap" (usually about 2" diameter)
that allows for the axial turbine to be inserted into the fluid stream and use the existing pipe as
the meter body. Insertion turbine meters can be installed directly into fluid-carrying pipe
without having to drain the pipe.
Tangential paddlewheel meters. Figure 2-29 shows two profiles of a tangential paddlewheel
meter. Like the insertion turbine meter (and the averaging pitot tube meter) such meters can
be installed with a wet tap directly into a fluid carrying pipe without the need for draining the
system. In a tangential paddlewheel meter flow is determined by counting the rotations of a
tangential rotor in a flow stream. In both turbine flow meters and tangential paddlewheel
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Variable-area meters. The variable-area meter, also called rotameters, measure flow by
vertically lifting a weighted float (or spring loaded float) a proportional amount equal to the
velocity of the fluid. One type of variable-area flow meter is shown in Figure 2-26. In general
variable-area flow meters utilize a tapered shaft to maintain a constant differential pressure
across the float. As the flow increases the tapered float rises up the tapered shaft, thus
allowing more cross-sectional area for the flow. Variable-area meters are often used as visual
displays for flow rates and can have magnetic-type electronic pickups or an extension tube
attached to the float that rises and falls with the flow.
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meters the actual counting is accomplished by converting rotations from either a magnetized
or a non-magnetized rotor into an equivalent frequency or pulse. The exact technique that is
used is usually jealously guarded by each manufacturer.
Target meters. An illustration of a target meter is provided in Figure 2-30. In a similar
fashion as insertion turbine meters, target meters (also called drag force meters) place an
obstacle in the path of the fluid. However, instead of employing a rotor a target meter
measures the flow of a fluid by measuring the stress on stem that supports the target. This is
usually accomplished with a resistance-type strain-gauge that is placed near to the point where
the support stem is attached to the meter body. Higher rates of flow cause the supporting
stem to bend backwards which is measured by the strain gauge.
Vortex meters. Vortex meters (Figure 2-31) utilize the same basic principle that makes
telephone wires oscillate in the wind between telephone poles. This effect is due to oscillating
instabilities in a low field after it splits into two flow streams around a blunt object. The
measurement of the fluid flow takes advantage of the principle that the frequency of the
oscillations is linearly proportional to velocities above Rg > 10,000. The oscillating frequency
usually varies from 1 to 500 Hz and can often be measured by piezoelectric, strain-gauge
meter, or by magnetic pickup. Vortex meters can effectively be used to measure either
liquids, gases or steam.
Mass Flow Meters.
In certain measurements the mass or mass-momentum of a fluid needs to be measured rather
than the volumetric velocity. The earliest mass flow meters combined a volumetric flowmeter
with a continuous weighing device. More recently, meters have been developed that measure
both quantities, specifically, the coriolis mass flow meter, and angular momentum mass flow
meter.
Coriolis mass flow meters. Coriolis mass flow meters are essentially vibrating gyroscopes that
use principles of angular momentum to measure the mass of a fluid passing through them.
Coriolis meters are obstructionless, and are basically insensitive to viscosity, pressure and
temperature differences. Such meters can be used to measure homogeneous liquids and
mixtures of liquids and gases. Figure 2-32 illustrates the basic principle behind a Coriolis
mass flow meter. The mass-momentum measurement of a fluid mixture is measured as small
differences in the oscillating frequency of a vibrating u-tube.
Angular momentum mass flow meters. One of the earliest mass flowmeters was developed to
measure fuel in the aircraft industry and utilized the moment-of-momentum principle of
turbomachines. Simply stated the torque exerted on a fluid by an impeller wheel is dependent
on the mass flow rate through the wheel, and the inlet-outlet tangential velocity difference.
Figure 2-33 illustrates one kind of angular-momentum mass flowmeter. In this device an
angular momentum is first imposed on a fluid stream by a rotating impeller. The spinning fluid
stream is then passed into a similar non-spinning impeller that is held in place by a calibrated
spring. The force on the spring is then proportional to the mass flow rate.
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Prior to the widespread availability of microprocessors this was accomplished by mechanical
means as shown in Figure 2-36. In any Btu meter the energy content in a liquid flow requires
the subtraction, multiplication and totalization of variables. In the ingenuous mechanical
device in Figure 2-36, the subtraction was accomplished by connecting one temperature
measurement to the pointer and one to the scale, which produced a temperature difference.
Then, through a series of cams, this temperature difference was used to multiply the flow rate
from the flow meter into an accumulator that measured Btus as shown. This same basic
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Non-interfering flow meters. .. ,. =
In all of the previously mentioned meters some interference with the flow stream was
necessary to extract a measurement. Recently, a relatively new class of meters has been
! developed that are able to extract a measurement without placing an obstruction into the fluid
I stream.
Ultrasonic flow meters. Ultrasonic flow meters measure clean fluid velocities by detecting
small differences in the transit time of sound waves that are shot at an angle across a fluid
stream as shown in Figure 2-34. Various designs have been developed that utilize multiple
pass, multiple path configurations. Accurate clamp-on ultrasonic flow meters have been
i developed that now facilitate rapid measurement of fluid velocities in pipes of varying sizes.
Recently, an ultrasound meter that uses the Doppler principle in place of transit time has been
developed. In such a meter a certain amount of particles and air are necessary in order for the
signal to bounce-off and be detected by the receiver.
Magnetic flow meters. Magnetic flow meters measure volumetric fluid velocities by magnetic
induction as shown in Figure 2-35. When a moving conductive fluid is exposed to a strong
magnetic field a potential difference is induced that is proportional to the average velocity.
Because both the magnetic field and induced voltage measurement can be obtained without
obstructing the fluid flow, such meters have proven useful for measuring flow in a wide range
of applications, including, corrosive fluids, slurries, and non-Newtonian fluids.
Btu meters.
The measurement of thermal energy used in a building's heating or cooling system often
requires the measurement and recording of Btus. A Btu meter requires both flow
measurement and a temperature difference to continuously solve the following relation
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principle (subtraction, multiplication and totalization) is used today in microprocessor-based
Btu transducers.
2.5 INSTALLING AND CALIBRATING SENSORS AND INSTRUMENTS.
Any analysis based on measured data relies on the accuracy of the measurements and how
well they portray the true events that transpired. Measurements taken in buildings are no
exception to this condition. In fact, since monitoring programs can extend over several
years, calibration and re-calibration of the instruments and sensors used in the experiments
becomes an important aspect of the experimental design.
Installing sensors.
The installation of measurement sensors is a critical link in any monitoring experiment.
Although there is no teacher like experience, here are a few tips that could have saved
LoanSTAR installation crews a lot of headaches.
Electrical energy measurements. Make sure that the intended end-use loads are actually on
the circuit or panel being monitored. Check and double-check field information from local
electricians, etc. against measured loads. In any electrical power measurement the correct
alignment of phases is necessary to assure proper metering. Often this can require special
detective work to determine if the "A" phase is really the "A" phase on all panels, if even
marked at all. Match CTs with the anticipated load. Try not to over-load any CTs or severely
under load a CT. Make sure to match the digital output frequency (pulses/second) with the
receiving ability of the data acquisition system. Although this is not a problem in most
applications, sometimes a Watt-hour transducer can be putting-out 100 pulses/second when
the data acquisition system can only "see" 50 pulses/second. Make sure that the polarity of
each CT is correct, especially when using summing modules that can hide a reversed CT that
is reading negative.
Analog measurements. Avoid ground loops at all costs. Mechanical rooms are notorious for
having intensive magnetic and electrical fields from motors and transformers. Make sure to
check each installation for ground loop current before connecting to the data logger.
Although some data loggers can accept 3-wire RTDs, many cannot. Try to minimize long 2-
wire RTD leads whenever possible. Pre-calibrate sensors with lead wires permanently
attached before installing in the field when possible and then don't cut the lead wires. Use
matched lengths whenever possible on any DT measurements. Always use shielded wire and
ground properly only at one point to avoid ground loops.
Digital sensors. Check and double-check any manufacturer's pulse constant. Whenever
possible use an independent method to check the value of a pulse constant. For example, a
KYZ pulse should always be checked against the monthly utility bill. Make sure that you have
checked for over counting of pulses on any 2-wire telemetering circuits. This can occur
whenever contact closure "bounces" between on and off states, which can be seen on an
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oscilloscope or an analog ohm meter. The simple remedy to this is to install an appropriate
capacitor to "debounce" the circuit.
Flow measurements. Check flow velocities in a pipe before specifying the final flow metering
equipment. Many manufacturers now use a 2" wet tap to install their flow sensor in a "live"
pipe. Most flow devices are capable of measuring flow rates at velocities above 3 feet per
second. However, in installations where flow rates are in the 1/2 to 3 feet per second range,
pre-calibration tests should be performed on typical flow sensors in the intended pipe size to
determine the suitability of a particular meter foil a given installation. Insertion rotors should
be carefully installed at the manufacturer's recommended depth, and upstream flow
obstructions should be avoided at all costs.
Check the logger's power supply. Often, access to mechanical rooms is provided to outside
contractors who may or may not be aware of a metering experiment. In some cases power to
a logger can be inadvertently disconnected to provide power for another device, or switched-
off without knowing it. Although simple in concept, providing reliable power to a logger
located deep in a mechanical room can be a frustrating task. Also, before using any data
logger, make sure that bench tests have been performed to determine the duration that the
logger can go without power. The impact of short power interruptions should also be
determined in advance (i.e., data loss or communication loss). Short power interruptions can
cause microprocessors (in the modem) to lose its programming which can be a expensive
problem for a remote site located hundreds of miles away. This problem is easily remedied
with 120 VAC circuitry that always assures that any power interruption is 10 seconds or more
which is ample time for the logger and modem to reset and maintain communication. Always
isolate all power connections, data lines, and phone lines with fuses and/or spike protectors.
Calibration of the instrumentation.
In contrast to the computer industry (where new! and better equipment is introduced almost
daily), the methods for calibrating instruments commonly used in building monitoring
experiments have changed little over the years. A significant body of literature documents
standard methods for calibrating instruments. A list of documents describing such procedures
is included in the bibliography.
Any serious monitoring program should use the procedures described by a certified standards
institute, for example, those published by the National Institute of Standards and Technology
(formerly the National Bureau of Standards) or should at least have access to such a facility
where instruments can be periodically sent in for calibration.
In the LoanSTAR program a calibration facility has been established to calibrate sensors used
in the program. Table 2-2 and 2-3 provide a listing of the different sensors that need
calibration in a large-scale monitoring program. The measurement of building energy use and
the accompanying influencing parameters often requires the measurement of liquid flow rate,
temperatures, hydraulic pressures, air pressures, humidity, electrical power, electrical current,
electrical voltage, air-flow rates, rotational speed, solar radiation and illumination levels.
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In the LoanSTAR program the calibration of several sensor types has proven to be important,
including flow measurement and humidity measurement. Figure 2-37 provides a photograph
of the LoanSTAR dynamic-weight flow meter testing facility. In this facility, the accuracy of
flow meters in 3 to 10 inch pipes can be tested against both a calibrated orifice plate and a
dynamic-weight measure. This allows for the signal from a flow sensor to be tested over a
range of fluid velocities varying from 1/2 to 10 feet per second. Figure 2-38 provides an
example of the results from testing magnetic and non-magnetic tangential paddlewheel flow
meters in a 6 inch pipe. Although such meters provide reasonable accuracy for flow above 3
feet per second, one should be careful to make sure that the velocities are not falling below
about 2 feet per second.
The measurement of relative humidity is also problematic. In the LoanSTAR calibration
laboratory humidity calibration is performed with saturated salt solutions as specified by
NIST. Figure 2-39 provides an example of typical results that can be obtained by comparing
the relative humidity from a manufacturer's sensor against the humidity predicted by a
saturated salt solution.
Re-calibration of Instrumentation.
Instrumentation should also be recalibrated periodically. Unfortunately, this can add
substantially to the cost of a monitoring program. Several helpful rules-of-thumb are:
1) When in doubt...calibrate; 2) Calibrate those sensors that are measuring the most critical
variables more often (i.e., large thermal flows, whole-building weather-monitoring sensors,
etc.); 3) Use as many redundant sensors and sum-checks as often as your budget will permit;
and, 4) Periodically recalibrate your calibration instruments.
2.6 ANALYZING ERRORS.
Like death and taxes, we will always have "errors" with us. However, with a concerted effort,
the most damaging (and potentially embarrassing) ones can be avoided.
Blunders and Mistakes
Even the best experimenters make mistakes and occasionally a major blunder. Such
occurrences are usually apparent from results that are not even reasonably close to the
expected value. A simple range check will often suffice to catch most blunder-type errors.
Occasionally, slightly more complicated statistical measures (i.e., mean, standard deviation, or
goodness of fit) need to be employed.
Systematic Errors
Systematic (often called "bias" errors) are not always detected by simple range checks or
other statistical measures. Often systematic errors result from instruments or sensors that
have drifted out of calibration. One method for trapping systematic errors is to compare
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current measurements to estimated values. Corrections to the data that compensate for
systematic errors can be made once the type and extent of error are known. The experimental
accuracy is therefore dependent on how well systematic errors are controlled.
Random Errors
Random errors represent differences in the measured and true values that cannot easily be
removed. They are generally due to sensor or other instrument limitations. Such fluctuations
should be minimized within the available budget The size of the remaining errors must be
found to determine the experiment precision. Random errors can be reduced by carefully
planning the experiment and by repeating the experiment and comparing the results. Bendat
and Piersol (1986), Bevington and Robinson (1992), and Taylor (1982). have lengthy
treatments of random error analysis as well as additional definitions of random data.
Procedures for Analyzing Data >- v
Procedures for automatically analyzing data can be divided into two primary categories:
procedures for analyzing individual records, and procedures for analyzing a collection of
records (Bendat and Piersol 1986). Some individual record procedures which we have found
helpful include simple static range checks, and dynamic range checks or comparisons to
expected values. Procedures for analyzing collections of records are considerably more
complex and typically involve measurements of central tendency and dispersion,
measurements of periodicity, and frequency or spectral analysis. At a minimum, all records
should be checked against static range checks.
In the LoanSTAR program all channels are run through static high-low checks using the
ARCHIVE program and are visually inspected each week using a common summary plot to
facilitate comparison to previous weeks.
What About Missing Data?
Missing data can present problems. Often, when one finds individual or groups of records
that do not meet prescribed error criteria, the simplest thing to do is to declare it to be
"missing data" and replace those records with the appropriate indicator (we prefer to use -99).
Although this is the safest way to assure that the data base is not contaminated with bad data,
the practice can present problems during the analysis phase.
In general, missing data can be dealt with by: 1) throwing it out, 2) embedding a replacement
value, 3) interpolation, and 4) replacing it with a synthesized or calculated value. Regardless
of which method is chosen, always keep the raw data and the instructions necessary for
recreating any embedded or estimated values. ,
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2.7 SUMMARY
This section has attempted to provide a review of measurement techniques, including a review
of electricity monitoring, temperature measurements, humidity measurements, and flow and
Btu measurements. Helpful hints from experiences gained in the LoanSTAR program have
also been provided concerning the installation and calibration of sensors, and the analysis of
errors.
TABLE 2-1 Summary of Flow Meter Characteristics. This table presents a summary of flow
meter characteristics which has been assembled from experiences gained in the LoanSTAR
monitoring program and other useful sources.
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NOTE: 1. VALUES FROM MILLER 1989.
2. ARE OTHER VALUES IN THIS TABLE ARE APPROXIMATE AND ARE GIVEN AS REFERENCE VALUES C
PRICES AND CHARACTERISTICS WILL CHANGE AS CONDITIONS DICTATE
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TABLE 2-2 List of Potential Sensors for Calibration. This table provides a list of possible
sensors that will need to be calibrated in a large monitoring program (Turner et al. 1992).
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TABLE 2-3 Ranges and Accuracies of the Calibration Facility. This table provides a
summary of the intended range and accuracies of each of the calibration stations at the
facility (Turner et al. 1992).
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FIGURE 2-1 Basic Parts of a Watt-hour Meter. This figure shows the basic parts of a Watt-
hour meter in an exploded view (Reproduced with permission: Edison Electric Insitute's
Handbook for Electricity Metering 1981).
FIGURE 2-2 Voltage and Current Flux Waveforms in a Watt-hour Meter. This figure
shows the basic waveforms for voltage and current flux in a Watt-hour meter and their net
effect on the rotor (Reproduced with permission :^ Edison Electric Institute's Handbook for
Electricity Metering 1981).
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FIGURE 2-3 Contact Mechanical Pulse Initiator for 2-wire or 3-wire KYZ pulse
(Reproduced with permission: Edison Electric Institute's Handbook for Electricity Metering
1981).
FIGURE 2-4 Simplified Diagrams Illustrating Basic Methods of Telemetering Kilowatt-hours. (Reproduced with permission: Edison Electric Institute's Handbook for Electricity
Metering 1981).
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FIGURE 2-5 Thermal Demand Meter and Circuits. (Reproduced with permission: Edison
Electric Institute's Handbook for Electricity Metering 1981).
FIGURE 2-6 Mechanical Cumulative Watt-hour Demand Meter (Reproduced with
permission: Edison Electric Institute's Handbook for Electricity Metering 1981).
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FIGURE 2-7 Functional Block Diagram for a Watt/Watt-hour Transducer (Reproduced with
permission: Edison Electric Institute's Handbook for Electricity Metering 1981).
FIGURE 2-8 Electronic Multiplier Waveforms for a Watt/Watt-hour Transducer
(Reproduced with permission: Edison Electric Institute's Handbook for Electricity Metering
1981).
ELECTRONIC MULTIPLIER WAVEFORMS
UNITY POWER FACTOR
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FIGURE 2-9 Integrated, solid state Watt-hour Meter. This figure shows a schematic of an
integrated solid state Watt/Watt-hour meter of the kind used in the Synergistic recorder
(Source: Schuster 1985).
FIGURE 2-10 Thermocouple temperature/voltage curves. (Reproduced with permission:
Doebelin 1990). This figure shows the voltage-temperature relationships for Type E, J, K, T,
R, and S thermocouples.
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FIGURE 2-11 Isothermal thermocouple reference junction (Reproduced with permission:
Doebelin 1990). This sketch shows an isothermal reference-junction that is commonly used in
computerized thermocouple measurements.
FIGURE 2-12 Resistance-temperature curves for nickel, copper, platinum and manganin
(Reproduced with permission: Doebelin 1990).
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FIGURE 2-13 Bridge circuits for Resistance Temperature Detectors - RTDs - (Reproduced
with permission: Doebelin 1990).
FIGURE 2-14 Thermistor temperature-resistance curves (Reproduced with permission:
Doebelin 1990).
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FIGURE 2-15 Junction semiconductor temperature sensor (Reproduced with permission-
Doebelin 1990).
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FIGURE 2-16 ASHRAE psychrometric chart (Source: ASHRAE).
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FIGURE 2-17 Typical hand-held psychrometer (Source: ASHRAE).
FIGURE 2-18 Simplified schematic of a chilled-mirror dew point sensor (Source: Wiesman
1989).
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FIGURE 2-19 A Pope-type ion-exchange resin sensor (Source: Hurley 1985).
Terminals
FIGURE 2-20 An aluminum oxide capacitance-type sensor or Jason hygrometer
(Source: Hurley 1985).
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FIGURE 2-21 Diagram of a thin-film polymer-type capacitance sensor (Source: Hurley
1985).
FIGURE 2-22 Orifice plate meter (Reproduced with permission: Doebelin 1990).
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FIGURE 2-23 Venturi meter (Source: Baker and Hurley 1984).
FIGURE 2-24 Pitot tube meter (Source: Baker and Hurley 1984).
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FIGURE 2-25 Averaging-type pitot meter (Reproduced with permission: Doebelin 1990).
FIGURE 2-26 Variable-area meter (Reproduced with permission: Miller 1989).
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FIGURE 2-27 Positive displacement meter (Source: Hurley 1985).
FIGURE 2-28 Turbine meter (Source: Hurley 1985).
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FIGURE 2-29 Tangential paddlewheel meter.
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FIGURE 2-30 Target meter (Source: Hurley 1985).
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FIGURE 2-31 Vortex meter (Reproduced with permission: Doebelin 1990).
FIGURE 2-32 Coriolis mass flow meter (Reproduced with permission: Miller 1989).
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FIGURE 2-33 Angular momentum mass flow meter (Reproduced with permission: Doebelin
1990).
FIGURE 2-34 Ultrasonic meter (Source: Hurley 1985).
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FIGURE 2-35 Magnetic meter (Reproduced with permission: Doebelin 1990).
FIGURE 2-36 Mechanical totalizing Btu meter (Reproduced with permission: Doebelin
1990).
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FIGURE 2-3 7 Photo of the LoanSTAR flow meter test facility. This figure shows the
LoanSTAR dynamic-weight flow meter test facility at Texas A&M (Claridge et al. 1991).
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FIGURE 2-38 Results of different flow meters in a 6" pipe. This figure shows the results of
tests that were performed on magnetic and non-magnetic flow meters in a 6" pipe for
velocities varying from 1/2 to 10 feet per second (Robinson 1992).
FIGURE 2-39 Typical results from the calibration of humidity sensors using the NIST
saturated salt solutions (Bryant and O'Neal 1992).
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3.0 USING A DATA LOGGER
This section that follows is intended to be a "survival guide" to instruct the first time user in
setting-up and using the data logger that was developed by Battelle/PNL for the USDOE and
is now commercially available (Synergistics 1990). This logger is the primary logger in the
Texas LoanSTAR program. Other data logger survival guides (and software translators) are
available from Texas A&M. Additional details may be necessary to connect the logger to
different configurations. The reader is referred to the manufacturer's manual for additional
details. A descriptive paper by Schuster (1985) has been included in the appendix to this
workbook to add further details concerning the basics behind the logger.
3.1 CONNECTING THE SENSORS TO THE LOGGER.
Figure 3-1 is a generalized diagram that shows the logger in an installation where power is
being monitored from 3 circuits in a 3-phase, 4-wire electrical panel. In this diagram solid
core, shunted current transformers (CTs) are shown installed around circuits leading to three
electrical loads. The potential transformer (PT) is shown connected to voltage leads from A,
B, C, neutral and ground. A 24 VAC transformer has also been installed (in the electrical
panel) to provide the basic power for the logger. The phone line connection (not shown)
would also require a connection.
Configuration of the Logger.
Figures 3-2 and 3-3 show the basic termination boards for the logger. In Figure 3-2 the
termination board for the digital (Dxx), power (CTxx), voltage (L2xx), and power supply
(24xx) points are shown. Figure 3-3 shows the termination board for the analog channels. In
this particular logger different combinations of voltage (Vxx), current (Axx), and ground
(GND) channels must be used to connect purely resistive or 4-20 mA loads. In this logger
non-resistive (4-20mA) signals are connected through the use of resistive "headers" that must
be plugged in for each circuit.
Connecting a digital pulse signal. Figure 3-4 gives an illustration of a digital signal
connection to the logger. The on/off pulse signal can be that provided by a 2-wire KYZ pulse
(which will need field scaling), or any other dry contact telemetering circuit. In Figure 3-4 the
2-wire unshielded leads for a digital channel are shown connected to digital channel "0" on the
main termination board.
Connecting a 2-wire resistive RTD signal. Figure 3-5 shows how a resistive 2-wire RTD
could be connected to the logger. A resistive load can be connected directly to the logger
without the need for a header. The shield wire is grounded only to the logger to avoid a
ground loop. NOTE: The use of a 2-wire RTD usually limits the length of the analog signal
because of the resistance that is added by the intervening wire. Any 2-wire RTD should be
field calibrated (or calibrated in a laboratory) with the exact length of lead wire to assure that
the extra resistance from signal wire is accounted for in software.
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Connecting a 2-wire, 4-20 mA signal with the use of a 200 Ohm resistive header. The basic
diagram for connecting a 2-wire 4-20 mA current loop is shown in Figure 3-6. Connecting a
4-20 mA current loop to the logger requires that a resistive header be inserted for this
channel. The header basically provides a 200 Ohm resistor across the Ax to GND terminals.
Connecting multiple CTs using a summing module to one power channel. Electrical power,
voltage, current, and power factor are measured by the on-board solid state Watt/Watt-hour
transducers. The primary input(s) that are needed for this are properly sized shunted current
transformers (CTs) and a potential transformer (PT). In some cases where high voltage loads
(+480 VAC) are being monitored, a combination of PTs may be required. In Figure 3-7 the
basic connection for a single power signal is shown being connected to channel "0" after it has
been totalized in the summing module. The use of such summing modules is convenient when
one has multiple CTs (of the same rating) that need to be accumulated into one signal. Care
must be taken to assure that the circuits being monitored are all on the same phase and are of
the same size for this to work properly. Any CT should be field checked with hand-held
"clamp-on" ammeter. All CTs must be installed! with the same polarity. This is accomplished
by aligning the arrows, or dots, toward the electrical source.
3.2 SURVIVAL COMMANDS FOR PROGRAMMING THE LOGGER.
1
The Synernet software that is provided by the manufacture with each logger is a reasonably
powerful polling software package. Like any software package, there is a learning curve to
using the software and the user should allow time to become familiar with the software by
practicing on a site or two before committing to a monitoring project. The section that
follows provides a survival guide to setting-up and polling a logger. In each example enough
details are provided to illustrate the basic steps that are necessary for setting-up a site and
polling a site. As such, only those SYNERNET, CONFIG, QUEUE, and PARSET
commands that are necessary to accomplish this are discussed. For more information about
the SCHEDULE, and MESSAGE commands the reader is referred to the Synergistics
manual (Synergistics 1990).
SYNERNET
SYNERNET is the menu-driven software that is provided by the manufacturer to schedule
and poll a logger. It basically contains 5 sub-programs that can be used to perform the
different functions as shown in Figure 3-9. Each of the 5 sub-programs can be executed
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Connecting the PT to provide a voltage signal, [n order to provide the power measurements a
potential transducer must be connected to each 3-phase feed being monitored. This logger
provides PT inputs for two 3-phase feeds. Additional feeds can be accommodated with
additional loggers. NOTE: Care must be taken to align the A,B,and C phases with their
respective CTs both on the termination board and in software. This is the single most common
mistake that is made with any logger ~ incorrect configuration of power monitoring. Figure
3-8 provides an example of how the potential transformer is connected to the logger.
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separately by typing the executable name (i.e., PARSET <CR>) to execute directly or by
beginning a session with SYNERNET and working one's way down the menu tree.
SYNERNET always begins a session by checking the PC's time and date.
CONFIG
The first thing that must be done with any PC after installing SYNERNET software is to setup
the configuration file. This tells SYNERNET important features about the PC such as which
communication port is being used, etc. This is accomplished by running the CONFIG routine.
In Figure 3-10 an outline of the different questions that must be answered with CONFIG is
shown. In general, one must declare whether there is a color or monochrome monitor, how
long to wait (30 seconds) for a response, whether one is using RS232 or a MODEM and
whether it is COM1 or COM2 on the PC, and (if necessary) what the phone numbers are for
calling the site. Exiting the CONFIG menu (as is similar to most SYNERNET menus requires
pressing the <F10> key to save what has just been entered on the screen.
QUEUE
The QUEUE program helps activate a logger/site for use by the SYNERNET software.
QUEUE is used to define loggers and when/if those loggers are to be automatically called
with the SCHEDULE software. Figure 3-11 illustrates the basic configuration of the QUEUE
software. QUEUE should be used to set up a logger prior to using the PARSET program to
manually poll the logger. The main advantage to using QUEUE is that any resultant list of
loggers is organized by site number in QUEUE whereas in PARSET the list of loggers
remains in the order that they were added. This can create a problem with large numbers of
loggers. Either QUEUE or PARSET can be used to activate a logger.
PARSET
PARSET is the workhorse of the SYNERNET software system. In general, PARSET is used
to add a logger to the network, configure channels in a logger, manually poll a logger, view
realtime data, and/or download data if desired. Prior to running PARSET, QUEUE can be
run to add a logger into a sorted list, or the logger can be added to the network in PARSET.
Figure 3-12 illustrates the menu arrangement within PARSET. For the most part one must
always choose a logger, then either edit the channels, or (if this has not already been
accomplished) connect to a site, and use the terminal command to communicate to the logger
after connecting.
3.3 SETTING-UP AND POLLING A LOGGER.
This section discusses how to set-up a logger, configure the logger, call the logger, and
download data using an example as a guide to illustrate the steps. In this example, a logger
has been configured as illustrated in Figure 3-13 to record:
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one channel of electrical power, kW (Channel 0, 1, 2 & 3),
one channel of electrical power, kV (1)
one channel of electric voltage, VOLT (%)
one channel of the electric current, AMPS (3)
one channel of temperature (1000 Ohm RTD, Channel 4),
one channel of humidity (4-20 mA RH, Channel 5),
one channel of chilled water flow, pulse GAL (Channel 6),
one channel of chilled water energy, BTU (Channel 7).
This logger can be re-selected anytime by calling-up:
SYNERNET
PARSET
LOGGER(S)
PICK FROM EXISTING LOGGERS
999/A/1613/A
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This next section walks the reader through how the logger was set up and configured and
what the data look like coming from the logger.
Setting-up and polling a logger.
Any new logger that is added to a network needs to be set up with either the QUEUE
program or PARSET. In the case of this example we will be using a portable C150 logger
connected to the PC via RS232. This logger has been set up as follows
SYNERNET
QUEUE
LOGGER(S)
ADD NEW LOGGERS
HOW MANY NEW LOGGERS TO ADD TO THE NETWORK: (1)
INPUT SITE NUMBER: (999)
INPUT LOGGER LETTER:(A)
INPUT LOGGER SERIAL NUMBER:( 1613)
INPUT PARAMETER SET CODE:(A)
This results in the following logger being added:
Next, the logger needs to be configured so that it is recording the necessary information.
This is accomplished with PARSET as follows:
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EDIT
INTEGRATION PERIODS
NON-UNIFORM INTEGRATION PERIOD EDITOR
Table 3.1 is shows the integration periods for logger 999/A/1613/A. In general we see that
one minute data are being sampled and captured to memory. When configuring a logger for
the first time, it is best to check all integration periods with the non-uniform integration period
editor. (NOTE: F10 is used to exit this system).
Next, the Watt meter channels are set up with
EDIT
WATT METER CHANNELS
The results of the session are shown in Table 3-2. In the case of this logger, one channel of
110 VAC single phase electricity is being monitored on CTO using a 5 Amp CT. CTO has
been assigned to power register 0 and that volts, current, Watts, and volt-amps, are being
recorded only for this channel. These are indicated by the "*" toggle that was activated with
the F9 key for the STAtus (STA), (Hi), (Lo), Voltage, (V), Current (C), Power (P), and
Apparent power (A). When one is done with this channel, exit by pressing F10 to the
selection.
The analog channels are set up next by selecting
EDIT
ANALOG CHANNELS
The configuration is shown in Table 3-3. For logger 999/A/1613/A we can see that
temperature is being recorded on analog channel 0, using a scale of 1, and an offset of 0 (this
is the default for a 1000 Ohm RTD connected directly to the logger). This setting
automatically produces output in Deg F as indicated.
Analog channel 1 is recording humidity using a 4-20 mA signal. In order to accomplish this
we have previously placed a Synergistics 25A118-2 resistive header into the logger (for the
portable logger we used a 200 Ohm precision resistor across the A1 to GND terminals.). This
then allows the recorder to see DC volts using a scale of 31.25, and an offset of-25. The
scale and offset allow for the 4-20 mA signal to read 0 to 100 % RH.
Next, the digital channels are configured as shown in Figure 3-13, and Table 3-4
EDIT
DIGITAL CHANNELS
In the case of this example, fluid flow is being recorded on digital channel 0 and thermal Btus
are being recorded on digital channel 1. Units of one pulse equal to 1000 gallons, and one
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pulse equal to Btu x 10A6, respectively have been already assigned by the Btu transducer.
They are, if effect, passed through the logger by choosing a state equal to 1.
Finally, the ordering of the configuration table is accomplished by using
EDIT
TSR MEASUREMENT NUMBERS
The configuration of logger 999/A/1613/A is now complete and is shown in Table 3-5 as
follows:
Governor's Energy Office
Texas LoanSTAR Monitoring Program
(C) Energy Systems Laboratory
Texas A&M University
This is basically what is put to disk at each recording interval or Time Series Record (TSR).
At this point we are ready to SAVE and/or PRINT the configuration tables. Tables 3-1
through 3-5 are the result of printing the configurations tables to a file.
The next step is to connect PARSET to the logger using
CONNECT
DIRECT SERIAL
PARSET will then respond with the appropriate message to tell us that Serial port 1 or 2 has
been opened at the appropriate baud rate (this assumes that we have previously CONFIGured
the PC on which SYNERNET is running in advance).
Actual communications with the logger is established with the TERMINAL command. At
this point we have various different options. If we choose
TERMINAL
BREAD REAL TIME DATA
; We obtain the screen that is shown in Table 3-6 for logger 999/A/1613/A.
i
To download and/or look at TSR data we need to go back to the TERMINAL menu. This
can be accomplished by pressing the ESC key. By choosing
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TERMINAL
C READ TSR DATA
We can now look at and/or download Time Series Records (TSR) to the local PC for further
processing. For example, after selecting this we see that we need to choose which TSRs to
look at (or download), if we chose TSRs 900 through 925 we would have to entered:
ENTER STARTING TSR INDEX: 900 LAST TSR INDEX IS 1152
ENTER ENDING TSR INDEX: 925 PRESENTLY WORKING ON 976
(S)CREEN OR (F)ILE OUTPUT: F
OUTPUT FILE NAME: EXAMPLE.RAW
FILE TYPE: ASCII (R)EAL/(E)XPON, (W)K1 SPREADSHEET, (T)SR: R
HEADER TITLES? (N)ONE (A)SCII, (L)OTUS-IMPORT: N
This selects TSRs 900-925 to be recorded to disk on the PC in file EXAMPLE.RAW without
headers and in real ASCII format. Table 3-7 is an example of what was recorded, from left
to right the channels are
• Date
• Time
• TSR#
• Status
. KWH
• KVA
• VOLTS
• AMPS
• TEMP
• HUMIDITY
. FLOW
. BTU
3.3 SUMMARY.
This section of the workbook has introduced the use of a data logger. It is intended to be a
first time survival guide. Additional details about the Synergistics C180 logger can be found
in the documentation provided by the manufacturer. This section introduced the basics of
connecting the logger to pulse, analog, and power signals, and provides an example session
where a simple logger is configured to perform these tasks.
Survival commands for first time operation of the logger are provided, including the use of
SYNERNET, QUEUE, CONFIG, and PARSET. An example configuration, setup, polling
and retrieving of data session is also provided to walk the reader through his/her first session.
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TABLE 3.1 Configuration table for example logger showing integration periods.
TABLE 3-2 Configuration table for example logger showing Watt channels.
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TABLE 3-3 Configuration table for example logger showing analog channels.
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TABLE 3-4 Configuration table for example logger showing digital channels.
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TABLE 3-5 Configuration table for example logger showing TSR channels.
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TABLE 3-6 Example of the TERMINAL, READ REAL TIME DATA screen.
TABLE 3-7 EXAMPLE.RAW file recorded for sample session. The columns shown are for
Date, time, TSR#, Status, KWH, KVA, VOLTS, AMPS, TEMP, HUMIDITY, FLOW, and
BTU
Governor's Energy Office (C) Energy Systems Laboratory
Texas LoanSTAR Monitoring Program Texas A&M University
LoanSTAR Monitoring Workbook, 8/92, p. 72
FIGURE 3-1 Typical electrical connection of the logger (Reproduced with permission:
Synergistics 1990).
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FIGURE 3-2 Power and digital termination board for the logger (Reproduced with
permission: Synergistics 1990).
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FIGURE 3-3 Analog termination board to the logger (Reproduced with permission:
Synergistics 1990).
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FIGURE 3-4 Connecting a digital pulse circuit to the logger (Reproduced with permission:
Synergistics 1990).
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FIGURE 3-5 Connecting a 2-wire RTD sensor load to the logger (Reproduced with
permission: Synergistics 1990).
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FIGURE 3-6 Connecting a 4-20 mA signal from a sensor transducer (Reproduced with
permission: Synergistics 1990).
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FIGURE 3-7 Connecting multiple current transducers (CTs) to the logger using a summing
module (Reproduced with permission: Synergistics 1990).
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FIGURE 3-8 Connecting the potential transducer (PT)from a 3-phase 4-wire circuit to the
logger (Reproduced with permission: Synergistics 1990).
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FIGURE 3-9 Main menu diagram for the SYNERNET program.
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FIGURE 3-10 CONFIG(uration) settings for typical software setup.
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FIGURE 3-11 Diagram for QUEUE program.
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FIGURE 3-12 Diagram for the PARSET program.
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FIGURE 3-13 Diagram of an example logger \set-up.
Governor's Energy Office
Texas LoanSTAR Monitoring Program
(C) Energy Systems Laboratory
Texas A&M University
LoanSTAR Monitoring Workbook, 8/92, p. 85
4.0 WHAT TO DO WITH THE DATA
This section provides the reader with some helpful hints about what to do with the data once
it has been collected from a logger. This section describes a collection of routines used to
process and plot data collected from Synergistics loggers used by the Texas LoanSTAR
Program over the last three years on a weekly basis. Instructions and sample code are
provided on disk for developing inspection and summary plots, and 3-D plots using a
combination of public domain data processing toolkits and inexpensive commercially available
plotting software. Table 4-12 contains a listing of the routines that are provided on the disk.
4.1 PROCESSING/PLOTTING SYNERGISTICS DATA
This section describes a collection of routines that are used to process and plot data collected
from data loggers. These routines have been used by the Texas LoanSTAR Program over the
last three years on a weekly basis to create a set of inspection plots which can be used as a
primary quality control measure. One of the major goals of LoanSTAR has been to provide a
fully functional system for presenting measured building energy data at a minimum of both
cost and effort. To these ends, the system utilizes a collection of inexpensive commercially
available products and public domain packages, as well as a set of public domain software
filters written in-house to knit the streams together.
Controlling batch files are used to call the routines in sequence; once a production mode is
established for creating the plots for a particular building, only a few keystrokes are required
to actually create the graphic report. As each building being measured possesses some unique
properties, an inherent amount of tailoring of these routines is required. Most of the effort
required to run and maintain this system is in the initial setup.
The enclosed diskette contains a sample set of data for a typical university building, an
associated weather file, and the routines used to process the data. This processing includes:
1) Automated quality control checks of all data channels against static lower and upper
bounds.
2) Insertion of missing records with bad data markers (-99).
3) Creation of time series graphs of all channels, grouped twelve graphs per page.
4) Creation of summary plots.
The processing stream makes these assumptions:
1) Data are being collected on an hourly basis.
2) Each data file to be processed contains exactly one week worth of hourly records.
Governor's Energy Office (C) Energy Systems Laboratory
Texas LoanSTAR Monitoring Program Texas A&M University
LoanSTAR Monitoring Workbook, 8/92, p. 86
3) Each site (data logger) has an associated three-digit code. The example used herein is site
101 - The University Teaching Center at the University of Texas in Austin.
j
4) The raw data recorded from the Synergistics logger has been stored into a file using real
numbers and no headers from the Synergistics software (10192168.RAW).
5) The file name used to record the raw data follows the strict format of XXXYYDDD.RAW
where XXX is the three-digit site code, YY is the year, and DDD is the number of the day
during which the data were collected. Collectively, YYDDD is known as the Julian date. As
an example, the raw data file included on the distribution diskette is 10192168.RAW (Table 4-
1). This is data for site 101. Because it was collected on 92168 (the 168th day of 1992 or
June 15, 1992), this file contains data for the period beginning 92161 (June 8, 1992 at
midnight) and ending 92167 (June 15, 1992 at ljl:00 p.m.).
6) To print summary plots, a weekly weather fil^ containing hourly data for the region is
present (20292168.WEA).
7) The commercially available graphing program GRAPHER (Golden 1990) is used to create
the plots.
8) The public domain programs ARCHIVE and COLS (Feuermann and Kempton 1987), and
GAWK(FSF 1989) (included on the distribution diskette) are used for quality control and data
manipulation.
9) The subdirectory \TEMP has been created prior to running the routines.
The following sections discuss the methodology of these routines as well as possible
modifications for plotting other metered data.
Installing the sample routines
To run the sample data file through the processing stream, simply copy all files from the
distribution diskette into the same directory on the hard disk.
NOTE:
• The directory containing GRAPHER must be placed on the path in the AUTOEXEC.BAT
file, and GRAPHER should be configured to run out of the current directory and plot in
Postscript output.
• GRAPHER should also be configured to run in landscape mode (plot rotation = yes).
• A \TEMP subdirectory must be created on the hard disk if it does not already exist.
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• A copy of the ARCHIVE manual by Feuermann and Kempton is included in the appendix
to this workbook.
Preparing data from time series channels from raw Synergistics data with R2A.BAT.
Given this set of filters and programs, a rudimentary quality control range check can be
performed and a full set of time series plots can be created with a simple command line
operation. To perform the quality control and produce plots, type:
R2A.BAT 101 92168 90001 <CR>
This command calls the controlling batch file R2A.BAT to begin the process as shown in
Figure 4.3. The parameters passed to R2A.BAT include the three-digit logger code (101), a
Julian polling date (92168), and a channel table descriptor (90001). R2A.BAT uses the
logger code and Julian date to understand which file to process.
R2A utilizes an ARCHIVE channel table: which is a data dictionary that attaches static
high/low bounds, English language descriptions and scaling factors to each data column. In a
long term monitoring project, this channel table might change significantly during the course
of the project; therefore, different channel tables can be written or changes added to the same
channel table. The channel table descriptor tells R2A.BAT which channel table is current for
the data being processed.
The output of this scheme includes the flat file 10192168.ACS, which is incorporated into the
LoanSTAR database, and two pages of Postscript output, 101ONE.OUT and 101TWO.OUT
These pages contain time series plots of all the channels being monitored at site 101.
Examples of these pages are given as Figures 4-2a and 4-2b.
A flowchart for R2A.BAT is given as Figure 4-3. A copy of R2A.BAT is included on the
distribution disk.
Briefly, these steps are performed by R2A.BAT:
1) The GAWK script RAW2DAT.AWK is called to preprocess the raw data 10192168.RAW
for quality control checks. The quality control is performed by the public domain program
ARCHIVE (Feuermann & Kempton, 1989), which is unable to understand some of the
characters that the Synergistics software leaves in the 10192168.RAW file. An example of
Synergistics data is given as Table 4-1. The output of RAW2DAT is given as Table 4-2.
Notice date/time columns have been adjusted, and certain characters have been stripped-out of
the file (e.g., 7", ":", etc.).
2) The output of RAW2DAT and the site's ARCHIVE channel table are fed into ARCHIVE
for static high/low range checking. The ARCHIVE channel table 10190001.CHT for site 101
is given as Table 4-3. Example output from ARCHIVE is given as Table 4-7. ARCHIVE will
report any offending data readings in a logfile and will replace such readings in the data with a
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"bad data" marker (Table 4-4). Currently, this marker is -99. ARCHIVE automatically
appends the DOS file extension .ACH to the filename. For the example dataset provided, this
step will have created the file 10192168.ACH.
An ARCHIVE channel table is created for each site and contains the instructions that
ARCHIVE uses to process the data from each site. In Table 4-3, the ARCHIVE channel table
10190001.CHT is shown that process the data from site 101. The first four lines of the
channel table are labels for the columns below. The " " column alignment guide
indicates to the user how many characters to include in each parameter, and uses a blank as a
separating delimiter. The line beginning with "#" contains special characters that tell
ARCHIVE what kind of data it is processing, and what to use as a missing variable (the
default is -99).
The next variable is the time, in this case "00:00". This is instructing ARCHIVE to begin
processing on April 23, 1992 at midnight.
Following the ARCHIVE column position indicator is an eight character descriptor of the
channel. This is followed by another twelve character descriptor of the ARCHIVE units
and a six character codeword for the ARCHIVE output format.
The next two variables contain the conversion codeword and conversion constants. The
conversion codeword is an integer from 1 to 31 and instructs ARCHIVE whether or not
to perform conversions on the incoming data. Conversion code "0" will place a missing
variable into this column, code "1" is an identity code that allows the value to pass
through ARCHIVE untouched, code "2" is a linear transformation that requires two
constants (i.e., slope and intercept), and so forth.
The last three columns contain the error code, error constants, and channel description.
The error checking code is an l=on, 0=offcode that initiates the high/low limit checking
which makes use of the high/low limit values that immediately follow.
04/23/92 00:00 1 0 0 Begin UTC Beginning Date
is basically a comment line that does not appear in the output. The next line
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• Next are the line number and column number of the input channel. These are followed by
the ARCHIVE output column number. A "0" value is essentially a comment line and does
not appear in the .ACH file.
In the 10190001. CHT channel table in Table 4-3, there are 24 lines of input. The first line
• The first eight characters are the date that the parameters are to be applied. Excluding the
last line, this is "04/23/92" for site 101 which is the most recent date for this parameter
set.
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04/23/92 00:00 1 1 1 Bldg.# XX I3 2 0 101 0 0 *Good starting 92.19*
places the site number" 101 "in the first column of the ARCHIVE output. This is done by
using a linear transformation of slope = 0 and intercept =101.
The next six lines
04/23/92 2
U I I . • '
04/23/92 6
create the second through seventh columns in the output file. The second, third, and fourth
columns in 10192168.ACH are the month, day and year that are simply passed through
ARCHIVE without change.
• The fifth column is the Julian date (92161), that is calculated by ARCHIVE using the first,
second, and third input columns.
• The sixth column is the decimal date (4543.000) that is calculated by ARCHIVE. The
decimal date is a combined date and time stamp that is an offset number of days and hours
from January 1, 1980. It is similar to the @DATE(YR,MO,DAY) function that is used in
many spreadsheets.
• The seventh column is the hour of the day using military notation (i.e., 0 to 23 hours).
• Columns eight through eighteen in 10192168.ACH all contain monitored data from the
UTC building.
As can be seen in Table 4-7, many additional columns have been appended to the data. These
columns are:
Site number. Because these files are stored as ASCII text, it is very easy for records from
other sites to be mistakenly inserted into a dataset. This simple site number at the beginning
of each line is a first step to ensure that the data recorded in this file really belong here.
Month, Day, Year. This is recorded in the file so that people can understand the dates.
Julian date. This has been discussed previously.
Decimal date. Although this looks bizarre at first, the decimal date is a very handy way for a
computer to understand time and graph data points as a time series. The integer part of the
decimal date is merely an offset number of days from January 1, 1980. The decimal part is the
hour of the reading divided by 24. This date format guarantees different timestamps for all
data points including leap years. A time series graph based on hourly indices is difficult to
handle and plot because of the cyclic nature of the clock (20, 21, 22, 23, 0, 1, 2, 3, etc.).
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Time. This is recorded in military units to differentiate between a.m. and p.m.
3) The .ACH file is fed to the program MISSING. This program scans the timestamps and
insert records and appropriate bad data markers for any missing records. When a logger loses
power in the field, it stops recording TSRs, and begins recording TSRs when the power is
restored. However, a hole will exist in the data for those periods when the power was off.
This hole is filled to aid in file merging and in graph readability. The output of MISSING uses
the file extension .ACS. This is the ASCII flat file from which most of the work at
LoanSTAR gets done. When there are no missing data there is no difference between an
.ACH and .ACS file except the extension.
h
4) The final task of R2A is to call the graphing routines found in the batch file
101GRAPH.BAT. This program is sufficiently complicated and merits discussion on its own.
Using GRAPHER to Create an Individual Graph
GRAPHER is one of many commercially available general purpose graphics software.
GRAPHER is very useful for rapidly plotting data because of its flexibility, overlay and
programmable batch mode operation. GRAPHER is actually composed of several
subprograms as shown in Figure 4-1a. The most important of these (once configured) are the
VIEW and PLOT programs. VIEW allows one to quickly preview a graph that has been
created. PLOT translates GRAPHER's .PLT file into device-specific plot instructions.
In general, to produce a plot with GRAPHER, one needs data (.DAT) and plotting
instructions (.GRF). GRAPHER also allows for additional customization with axis (.AXS),
grid (.GRD), dividing line (.DIV) and text (.TXT) files.
Figure 4-1b shows the result of processing the T1017.GRF GRAPHER instruction file.
Table 4-5 contains a summary of the graphic instructions contained in the T1017.GRF file.
Table 4-6 is the T1017.GRF file that GRAPHER produces. From Table 4-5, one can see that
input file T101.DAT is being used and that a linear X-Y plot is being produced using the sixth
column (F) for X and the fourteenth column (N) for the Y variable. GRAPHER produces a
time series graph since the X variable is actually the decimal date and a solid line without
symbols is being used to plot the data. Each graph that is to be plotted requires a .GRF file.
The use of GRAPHER to produce weekly inspection plots is reasonably efficient because the
same GRF file (modified slightly) can be used With each week's data.
Creating graphs using 101GRAPH.BAT.
101GRAPH.BAT is another controlling batch file. Its function is to automatically produce a
set of time series plots (Figure 4-2a and 4-2b), one per channel being reported by the logger.
A flowchart for 101GRAPH.BAT is given as Figure 4-4. The copy of the actual code can be
obtained by printing the 101GRAPH.BAT file that is included on the distribution disk.
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Briefly, these steps are performed by 101GRAPHBAT:
1) Copy a temporary version of the 10192168.ACS file into the \TEMP directory and rename
the file to T101.DAT. This is required because GRAPHER only takes files with the .DAT
extension as input.
2) Call the GAWK script 101DATE.AWK to determine the beginning dates in the dataset.
This script automatically writes the batch file 101CHGRF.BAT.
3) Call 101CHGRF.BAT. This uses the GAWK script 101CHGRF.AWK and the dates found
in 101DATE.AWK to change the .GRF files for each plot. These files need to be changed to
start the time line (the X axis) at the correct spot for each week. As each GRAPHER file is
modified, it is written into \TEMP.
4) For each .GRF file in \TEMP, call GRAPHER. The output is a device independent .PLT
file.
5) Format each page. To print twelve graphs per page, the .PLT files need to be shrunk and
pasted together. This is accomplished with a simple set of scale/translate files and the DOS
copy command. The scale/translate files work as follows:
• A.PLT: Shrink. Move to the lower left corner (only one shrink command is needed).
• B.PLT: Move up one row.
• C.PLT: Move to the right one column and down two rows (back to the bottom of the
page).
Therefore, a full page of twelve plots (i.e., #1, #2, ...#12) is created by appending all of these
together:
6) For each page of twelve graphs, use the GRAPHER PLOT program to create a Postscript
.OUT file.
7) Clean out all the temporary files. ""*
Modification of routines
In order to modify the example routines to produce plots of channels from another logger, the
following steps must be taken:
1) Assign a three digit code to the logger. For the purposes of these instructions, we'll use the
generic designation XXX.
LoanSTAR Monitoring Workbook, 8/92, p. 92
Governor's Energy Office
Texas LoanSTAR Monitoring Program
(C) Energy Systems Laboratory
Texas A&M University
2) Using the Synergistic PARSET program, make a printout of the logger's parameter set for
this site. This is accomplished with the EDIT PRINT command after a logger has been
selected. The last page produced by this report is a list of the channels that the PARSET
software is using, as well as the left-to-right ordering of the columns in which they will
appear in each TSR.
3) Using the last page of the parameter set report, modify the example ARCHIVE channel
table (Table 4-3) to reflect the new site. This can be accomplished with any ASCII editor.
These modifications include:
• The site number (line 2 after the header).
• The start date (first column of all lines after the header). w
• The name of each channel.
• The error constants for each channel.
• The description of each channel.
• Scaling of any channel that has not been previously scaled by PARSET.
Save this file as XXX90001.CHT.
4) Modify 101DATE.AWK to utilize site XXX instead of 101. Save this file as
XXXDATE.AWK.
5) Modify 101CHGRF.AWK to utilize site XXX instead of 101. Save this file as
XXXCHGRF.AWK.
6) 101CHGRF.BAT does not need to be changed. This routine will be written automatically
at runtime.
7) For each channel in the parameter set, a template GRAPHER .GRF file needs to be written.
The easiest way to do this is to modify the T1011.GRF through T10116.GRF files. This can
be accomplished by either using GRAPHER interactively or by hand-editing the .GRF files.
The following items must be changed:
• Data file name from T101 to TXXX (in line 3).
• The site/date designation from "Site 101 Beginning" to "Site XXX Beginning" (line 16).
• The actual description of the channel being plotted (line 24).
8) Modify and rename 101GRAPH.BAT to utilize site XXX. This includes changing the user
diagnostics that appear on the screen both at the beginning of the script and upon
termination, but it mainly consists of tailoring the middle section to knit together the page
sections that print all the graphs cleanly. As has been stated previously, the given scaling and
translation factors in A.PLT, B.PLT, and C.PLT can yield up to twelve graphs per page.
Additional pages that might be required can be pasted into the routines by copying the lines
which create page XXXONE.PLT and using a different destination filename.
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4.2 CREATION OF SUMMARY PAGES FROM RAW SYNERGISTICS DATA AND
AREA WEATHER DATA
Because each building usually has a unique parameter set summary plot pages have been
created to produce a generalized scheme for quickly inspecting data collected from multiple
buildings. A summary plot page contains whole building information presented in a standard
orientation.
The motivation for creating such a page is twofold: first, in many buildings whole building
readings are often recorded on multiple channels (e.g. A, B, and C phases); second, unless a
very rigid channel selection is followed each time, it is very difficult to get the same graph
appearing in the same location on the standard time series pages over several buildings.
Summary plot pages decrease the time required during plot inspection because they present
whole-building data. It was found early on in the LoanSTAR Program that pages such as
these are tremendously helpful for visual quality control.
An example summary page is shown in Figure 4-5. The first row of the summary page always
contains a time series plot of whole building electric for the site, as well as weather time series
data (outdoor dry bulb temperature, relative humidity, and solar radiation) for the region. In
the LoanSTAR program, one or more loggers may share the same weather station. In the case
where a logger does not have its own weather station, weather data from a nearby site must
be merged in from an outside file.
The second row contains time series graphs of building chilled water consumption, hot water
consumption or steam condensate, submetered electrical points, and lighting where applicable.
The third and final row contains scatter plots of the same data points in the second row
plotted against outdoor dry bulb temperature for the region.
To create a summary plot page for the example dataset provided, type:
UTSUMM 101 92168 <CR> ,
This invokes the controlling batch file UTSUMM.BAT, and tells it to print a summary of site
101, using the Julian date of 92168 as its target. The output is the file 101SUMM.OUT which
contains the summary page in Postscript form. The flowchart of UTSUMM.BAT is given as
Figure 4-6.
The methodology behind the creation of summary pages is almost identical to that of the
standard time series plots, preceded by two steps:
1) A step to create summary pseudo-channels. This is needed in buildings with multiple
electric or chilled water feeds to create a temporary channel which totalizes all the subfeeds.
This is accomplished for site 101 with a call to the GAWK script 101SUMM.AWK.
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For example, included with this workbook 10192168.ACS is passed to 101SUMM.AWK and
produces TS101.DAT in the current directory. Within 101SUMM.AWK Motor Control
Center (MCC) channels #8, 9, 10, 11, 12, 13, 10, 20, 21, and 22 are added together to form a
total MCC channel, excluding any values that are missing (-99). The TS101.DAT output file
then contains values for the Motor Control Center (MCC), whole-building electricity (ELEC),
whole-building steam use (HW), and whole-building chilled-water use (CW). The whole-
building steam is multiplied by 9.075 to convert from gallons to Btus.
2) A step to merge in regional weather data for the same week. Assuming both the building
data and the weather data have been filtered through the MISSING program, this step can be
accomplished with a simple call to COLS. COLS is one of the helpful toolkits that comes
with ARCHIVE.
The output file TS101.DAT is then merged together with local weather data with the
command:
COLS ATS%1.DAT A202%2.WEA At:5 B8:ll >\TEMP\TS%1.DAT <CR>
This calls COLS with the input files TS101.DAT and 20292168.DAT. Columns 1 through 5
from TS101.DAT and 8 through 11 from 20292168.DAT are merged together to form
TS101.DAT in the subdirectory \TEMP, which is immediately followed by a deletion of
TS101.DAT in the current directory because it is no longer needed.
The remaining steps that are performed in UTSUMM.BAT are as follows:
3) Call the GAWK script 101DATE.AWK to determine the beginning dates in the dataset. In
a similar fashion to 101GRAPH.BAT, this creates the batch file 101CHGRF.BAT.
4) Call 101CHRGF.BAT, which uses 101CHGRF.AWK to change the TS*.GRF files for
each plot. Modified graphs are then written to \TEMP.
5) Change directory to \TEMP. Then for each .GRF file in \TEMP, call GRAPHER.
! 6) Format the summary page using a combination of shrink and paste commands as shown.
7) Plot the Postscript file and clean-up.
Modification of summary plot routines
Prior to modification of summary plot routines, it is assumed that the process for creating the
I standard time series plot pages is in order and functional. To modify the example routines to
•' produce summary plots of channels from an arbitrary logger, the following steps should be
taken:
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1) Modify each template GRAPHER file, TS1011.GRF through TS10112.GRF, to reflect site
XXX. This is identical to changing the original files when creating the standard pages.
2) Modify UTSUMM.BAT to do the following:
a) Report the correct site number in the user diagnostics upon entrance and exit.
b) Merge the weather data from the correct region/file.
3) Create a GAWK summary script similar to 101SUMM.AWK. The contents of this script
will be completely site specific.
4.3 CREATING A 3-D GRAPH USING LOTUS 123 AND INTEX SOLUTIONS 3D
GRAPH.
3-D graphs have been shown to be useful in displaying schedule-related whole-building and
end-use energy profiles. However, it is not always easy to create useful 3-D plots on a PC
because certain software packages require that data be placed in a special format prior to
processing. One such combination of processing schemes is shown in Figure 4-7. Columnar
data are plotted with the Intex Solutions 3-D plot package that can be attached to Lotus 123
on a PC.
To facilitate the creation of 3-D plots a special routine was created to convert COLumnar
data into ROW format to produce a 3D plot ~ COLROW3D (1991). With this routine two
columns of ASCII data are fed to COLROW3D where they are reformatted into a row-wise
matrix to allow for importing into 123 for plotting with the 3-D graphics add-on package. To
facilitate this easily in a batch mode previously compiled 3-D plot instructions can be used in a
123 macro file as shown in Figure 4-7. Output from 123 consists of .PIC files that can be
plotted or passed on to additional programs for further processing. This next section
describes how to use the software to produce 3-D surface plots with the Lotus 123 add-on
package that is available from Intex Solutions. The reader is referred to the Lotus 123 manual
or the Intex Solutions 3-D graphics manual for further information about plotting the 3-D
graphs.
Using the COLROW3D Columnar to Row Data Processing Routine.
COLROW3D is a columnar data manipulation program which processes hourly energy
consumption data to produce a "new" file containing a spread sheet compatible data matrix.
COLROW3D compresses each day's worth of data into one row in the matrix. For example, a
leap year's worth of hourly data (8784 lines) will be compressed down to just 367 lines!
The output file generated by COLROW3D can be used in conjunction with Lotus 123 and
Intex Solution's 3D-Graphics add-on package to produce a three dimensional (3D) picture of
energy consumption versus day of year and time of day. COLROW3D also creates a .LOG
file containing information about the run and any erroneous data found. The COLROW3D
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program is written in ANSI Standard C. The source code is provided on the diskette that
accompanies this workbook.
Keywords:
Source: COLROW3D's input filename.
Dest or Destination: COLROW3D's output filename.
LOG: COLROW3D's log file.
Method or Option: Code used to process input data.
3D extension: Output filename extension.
3D Graph: Three dimensional graph.
Decimal date: Data string used to express date and time of data together.
kWh/h: Hourly energy consumption data.
Requirements:
For COLROW3D; IBM PC compatible computer with at least 128K memory
MS-D0S 2.11 or greater
Input file(s):
The original energy consumption file contains two columns of data: Date (day of year and
time of day expressed as a single decimal date string), and consumption (expressed in units
between -999.9 and +9999.9). The data should be separated by a space from the decimal date
and can be of real or integer type. The input file may contain up to 366 days of hourly data
with each day containing 24 hours. All dates must be in chronological order.
COLROW3D requires one input file. Table 4-9 is a sample input file. The input file contains
two columns of data separated by at least one space. The first column is the date and time of
the data expressed in decimal format, while the second column is the energy consumption
data. When preparing the input file, keep in mind the following "Rules": -
• The input file may only contain numeric data of the integer and real type. No characters
other than the numerals 0 through 9, decimal points, minus signs, and spaces are allowed.
• Each line row or record should contain only two data fields. If more than two values are
included, data beyond the second value are ignored. If only one datum is given on a line,
the program will assume a missing value for the second field. A value of 0 is used as the
missing code.
• The maximum data that will be read are 366 days worth of hourly data. Each day may
contain from 1 to 24 hours of data-one record per hour. Only hourly data should be used
as input to COLROW3D. Data in sub-hourly format must be converted to hourly format
prior to processing.
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• The first column of data in the input file is the decimal date stamp. The decimal date is a
contrived method of representing the date and time using a single data string. Before you
run COLROW3D, you must first convert your date and time to the decimal date format.
The Princeton ARCHIVE program by Feuermann and Kempton (1987) is recommended
for this purpose. A copy of ARCHIVE is included in this workbook.
Arbitrarily, January 1, 1980 00:00:00 hours is considered to be day 0 and has the decimal date
representation 0000.0000. The number on the left hand side of the decimal point represents
the number of days since January 1, 1980. The number on the right hand side of the decimal
point represents the hour as a fraction of the day. Hours range from 0 through 23 and are
calculated using the formula Hour = Decimal portion multiplied by 24 and rounded to the
nearest integer. Hour 24 becomes Hour 0 of the following day. Note, the day of the year
must be in chronological order. No such requirement is imposed on the hour of the day.
Valid dates are from January 1, 1980 (day 0) through December 31, 2009 (day 10957). Leap
years and century leap years are taken into consideration. The program will need to be
updated for decimal dates beyond the year 2009. Table 4-11 gives decimal dates for January
1 from 1980 through 2009. The following are examples of decimal date conversion
• The second data column in the input file can be any consumption environmental data.
Acceptable values are between -999.9 and 9999.9. A value of 0 will be used for missing
data. If the value lies outside the acceptable range, the program records an error message
to the .LOG file, and sets the hourly consumption to 0 for missing data. Data are
recorded to the output file by rounding off to the first decimal place.
Examples of Energy use data
2901.0417 100 record indicates that on December 11, 1987 at 1:00 am the building,
used 100 kW of energy.
4020.0000 99999 ERROR! data value is out of bounds. A message will be written to the
.LOG file, and the consumption will be set to 0.
Output file(s):
The output data file contains the original energy use data which have been rearranged in a
matrix format for use with Lotus 123. This file must have a .3D extension. The .LOG file
contains information written by COLROW3D while the program is executed. Information
Governor's Energy Office
Texas LoanSTAR Monitoring Program
(C) Energy Systems Laboratory
Texas A&M University
LoanSTAR Monitoring Workbook, 8/92, p. 98
regarding date and time of run, and any errors encountered during processing are included.
The date of the first and last string of processed data are shown.
Output File.
The output file is a N by 24 matrix containing only the valid input data. Here N stands for
number of days between the first and last valid date stamp read from the input data file. For
example, for one year's worth of data N is 366.
Both sample output files are shown in Table 4-9. The first row is a header that contains the
hour of the day (ranging from 0 to 23), the first column is the day of the year (for example,
day 121 is May 1st), and the remaining fields are hourly consumption data (in units of kWh/h).
Missing data is represented by the value 0. The very first value in the first row shows the day
of year for the last date read. This makes it convenient to use the output file in a spreadsheet
since it can be used to compute the number of rows in the table.
.LOG File.
COLROW3D keeps a record of what happened during each run of the program. This
information is written to disk in a LOG file. The .LOG file has the same name as the input
data file, but with a .LOG extension. Existing .LOG files with the same name will be
overwritten. Any errors encountered during execution are written to the .LOG file. An
example of a .LOG file is shown in Table 4-10.
I
The header specifies the name of the program and the date and time the run was made. The
next line gives the name of the input file, the output file, the .LOG file, and the option
selected. The following line gives the time the first record was read and the beginning date
associated with that record.
The error table follows, and lists the location of the erroneous record, the data in the record,
and the invalid datum. Since COLROW3D can deal with very large data files, a maximum of
50 date stamp errors and 20 data errors will be recorded in the .LOG file. This is to prevent a
single bad datum from causing the entire data file to be written to the .LOG file. At the end of
the error table is the time the last record was read and the ending date associated with that
record.
The last part of the .LOG file consists of statistics about the input records. The .LOG file
ends with a note, which states that the time portion of the date stamp is not checked for
chronological order, and a message that the LOG file is complete.
Execution:
COLROW3D Input Output Option <CR>
Input is the input file name (with complete path and extension specified.)
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Output is the processed data file (with .3D extension).
Option is the integer 0 or 1. Choose 0 to create a file beginning with days = 1 and ending
with day = 366, each day containing 24 hours of data. If the original file has fewer than 366
days of data, missing data are set to 0. Select a value of 1 to output fewer than one year's
worth of data in contiguous order. Option 1 preserves the chronological order of input file.
Figure 4-8 illustrates the difference in 3-D graphs between a "0" and "1" option. Table 4-9
shows the difference in the output files.
Example: - •
COLROW3D SAMPLE.DAT SAMPLE.3D 1 <CR>
Action: COLROW3D will read data from the input file called SAMPLE.DAT, output data to
SAMPLE.3D, and create the .LOG file SAMPLE.LOG. Since the SAMPLE.DAT input file
contains less than one year's worth of data, missing data are given the value of 0.
Example:
COLROW3D SAMPLE.DAT SAMPLE.3D 0 <CR>
Action: COLROW3D will read the file SAMPLE.DAT, output to the file SAMPLE.3D, and
create the .LOG file SAMPLE.LOG. The output file is a 366 by 24 matrix with missing data
set to 0.
Example:
COLROW3D? <CR>
Action: COLROW3D displays the on-line help screen. For additional help, check the manual.
Notes:
(1) An additional program is available from the Energy Systems Lab that automatically creates
the Lotus .PIC graphing instructions called 3DMAC.WK1. Feel free to contact the Energy
Systems Laboratory about availability. This program is useful for automatically creating 3-D
spreadsheet graphics in the batch mode.
Table 4-13 contains the 3DGRAPH plotting instructions that were used to produce the lower
half at Figure 4-8. The plot instructions are also included in electronic form in the
SAMPLEM1.3DP file that is included with the workbook diskette. After installing,
configuring, and initiating the Intex 3DGRAPH Lotus add-on, the SAMPLE.3D data matrix
can be loaded with a FILE IMPORT command (with the pointer in cell A1). The
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SAMPLEM1.3DP graphing instructions can then be loaded after 3D Graph has been initiated
with a GRAPH NAME USE command.
(2) COLROW3D will accept only numeric data of the real and integer type separated by at
least one space. This program cannot handle any other data types. Two primary kinds of
errors can occur: (i) Decimal date error, and ii) Energy use (or other data) error.
(i) Decimal date errors.
An error with the date stamp will occur if the day is not in chronological order. The hours of
the day do not need to be in order. Example, if the input file reads:
The last two records will be skipped and reported as an error in the .LOG file because the
decimal dates 3840.1250 and 3840.0833 are out
10
of sequence with the record 3880.0000.
value is less than 0 (January 1, 1980) or
the COLROW3D manual for further
Another date error will occur if the decimal date
larger than 10957 (December 31, 2009). Refer
details.
(ii) Energy use errors.
A data out of bounds error will occur if the consumption value lies outside the acceptable
range [-999.9 ,9999.9]. If this should happen, the data record is skipped and an error message
is written to the .LOG file. These limits are established by the maximum file import size in
Lotus 123.
4.4 SUMMARY.
This section has been included to give the reader some helpful hints about what to do with the
data once it has been collected from a logger. This section describes a collection of routines
used to process and plot data collected from Synergistics loggers used by the Texas
LoanSTAR Program over the last three years on a weekly basis. Instructions and sample
code are provided for developing inspection and summary plots, and 3-D plots using a
combination of public domain data processing toolkits and inexpensive commercially available
plotting software.
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TABLE 4-1 Example Synergistics raw data format 10192168.RAW.
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TABLE 4-2 Example output 10192168.DAT from RAW2DAT program.
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TABLE 4-3 Example channel table for the 10190001.CHT ARCHIVE program.
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TABLE 4-4 Example .LOG file from the ARCHIVE program.
Log of Archive, version: 1.41 of 15 June 1987, processed on 24 Jun 1992
Files:
RAW DATA 10192168.dat
CHANNEL TABLE 10190001.cht
ARCHIVE 10192168.ach
LOG 10192168.log
Archive delimiter is " ".
Missing or bad data values are replaced by the value -99.000 .
Line errors: are identified by their line number in the raw data file.
Data errors: are identified by the channels name, line and position
within the case: "name "(line in case/position in line).
Line numbers in raw data file are shown as | number | or as *number*
| numbers | indicates a line of data, * numbers* is a comment line.
First case on raw data: 92 161 00:00
BeginDate: 92 114 00:00 First output case: 92 161 00:00
EndDate: 99 101 23:00 Last output case: 92 167 23:00
STATISTICS:
168 lines read from beginning of raw data file.
168 lines processed between Begin and End dates,
(including 0 comments and 0 all-blank lines)
0 line errors detected.
0 data errors, and 0 missing data detected
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TABLE 4-5 Summary of GRAPHER instructions for graph T1017.GRF.
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Table 4-6 T1017.GRF GRAPHERfile.
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TABLE 4-7 Example output from the ARCHIVE program, file 10192168.ACH.
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TABLE 4-8 Example input data file for COLROW3D.
TABLE 4-9 An example output data file for COLROW3D.
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TABLE 4-10 An example .LOG file for COLROW3D.
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TABLE 4-11 Decimal Date Reference Table for COLROW3D. The following is a
table of decimal dates for January 1 for the years from 1980 through 2009.
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TABLE 4-12 Files included with the distribution diskette.
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TABLE 4-13 Intex solutions 3DGRAPH plotting instructions for 3D Surface plot
SAMPLEM1.3DP.
LoanSTAR Monitoring Workbook, 8/92, p. 113
FIGURE 4.1a Flow chart for the GRAPHER program. This figure illustrates the basic
command flow chart for the GRAPHER software.
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FIGURE 4.1b Graph created with T1017.GRFand T101.DAT data file.
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FIGURE 4.2a Example plot of the first 12 channels from site 101.
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FIGURE 4.2b Example plot of the remaining channels for site 101.
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FIGURE 4.3 Flow chart for R2A.BAT plotting procedure.
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FIGURE 4.4 Flow chart for 101GRAPH.BAT.
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FIGURE 4.5 Example summary plot for site 101.
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FIGURE 4.6 Flow chart for summary page UTSUMM.BAT.
THIS WEEK'S
.GRF FILES
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FIGURE 4-7 Basic flow chart for producing 3-D plots. This figure shows a basic flow
chart for producing 3-D plots using several commercially available software packages and
data processing routines from the LoanSTAR program.
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FIGURE 4-8 Example .PIC plots using the COLROW3D software package.
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1.0 Introduction
Direct metering of electr ical energy
flows to specific end-uses in commercial
buildings is an important adjunct to evalua-
tion of possible conservation savings as a
result of weatherization or equipment optimiz-
ation measures. In addition, metering can
often represent the most"reliable and low-cost
means of determining the weekly operating
schedules required to model the building
computer simulation tools. In order to sup-
port a number of building studies sponsored by
the U.S. Department of Energy (DOE) and later
by the Bonnevilie Power Administration, an
effort was init iated at Pacific Northwest
Laboratory (PNL) to develop a low-cost method
for carrying out such metering.
After several pilot studies, a decision
was made to engineer a microprocessor-based
f ie ld data acquisition system (FDAS) tailored
for the specific job of metering electrical
energy flows in complex commercial bui ld-
ings. The applications indicated that the
f ie ld unit should have the following
characteristics:
• I t should permit the metering of as many
circuits as necessary at a given site to
provide the desired level of end-use
disaggregation and redundancy in
measurement.
• I t should permit the acquisition of data
at a variety of temporal resolutions,
ranging from intervals short enough to
monitor the behavior of electr ical equip-
ment with short cycle times to hourly or
lower resolution data col lect ion. I f
possible, i t should permit remote adjust-
ment of the measurement resolution.
• I t should be reliable, maintaining i ts
performance over extended periods in the
f ie ld without requiring adjustment.
• I t should be suff icient ly inexpensive to
permit metering of a large sample of
buildings at reasonable cost.
• 4 I t should have nonvolatile, solid state
• memory and permit the remote acquisition
of data'.
• I t should permit measurements with an
accuracy at least equal to that of
uti l i ty-grade meters.
• I t should be capable of supporting a
variety of instrumentation, including not
only watt metering sensors but also
meteorological devices.
The most recently completed system, designed
to meet these requirements, is currently being
deployed in BPA's End-Use Load and Conserva-
tion Assessment Program (ELCAP), an end-use
metering study of 1000 residential and commer-
cial buildings in BPA's service terr i tory.
This document provides a functional descrip-
tion of the FDAS design resulting from this
support. A section on the hardware describes
in some detail the functionality of the FDAS,
and is followed by a description of the sen-
sors which measure energy use and other param-
eters that affect energy use. The final
section provides a description of the system's
software.
2.0 FDAS Hardware
The principle components of the FDAS are
the data logger, the modem, and the watt meter
c i rcui ts. The system also includes a dc power
supply, sampling transformers, fuses, and the
ac input terminal blocks. These components
are mounted to a single anodized aluminum
panel for easy assembly and testing and for
quick removal and replacement during instal la-
tion and repair. Al l components are then
placed in a standard electrical enclosure, and
the modem board is mounted to the door ;
(Figure 1).
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Figure 1
Layout of Digital Field Data Acquisition
System
All system interconnects are accomplished
with standard industry insulation displacement
connectors and ribbon cable or, in the case of
power cables, 18-gauge (UL-listed) stranded
interconnect wire. The unit was carefully
designed to route a l l high-voltage wire away
from low-voltage sections, and wire harnesses
ere securely fastened using standard indus-
t r i a l techniques.
.1 Data Logger
The FDAS data logger contains the micro-
computer or central processing unit (CPU),
which has the software needed to run the FDAS,
as well as interfaces to each watt meter
board. The data logger also provides a stan-
dard serial l ink to the modem, which enable!
he FDAS to use an ordinary telephone l ine as
means of receiving commands from and trans-
ferr ing data to a central data acquisition
computer. A block diagram of the logger is
given in Figure 2.
The data logger runs a program (described
in Section 4) that acquires data periodically
from each watt meter board and stores these
data in nonvolatile memory. Sixteen kilobytes
of data storage are available in this memory
section where data are accumulated for each
input channel. Data for each channel are col-
lected by converting the watt meter's analog
signal into a digital number using an analog-
6-digital (A/D) converter; these converters
re compatible with the 8-bit microprocessor
bus and have 16 multiplexed inputs each.
Thus, each data logger has the capability of
using four A/D converters, with 16 channels
each, for a total, of 64 analog input chan-
nels. A few of these analog input channels
are usually provided with additional c i rcu i t ry
to enable the data logger to collect meteor-
ology data, Including wind direction, inside
and outside air temperature, horizontal solar
radiation, and humidity. The CPU selects each
of the 16 channels of each A/D converter and
converts the 0-5 V de signal at i ts input to a
single 8-bit number. This number is then
stored in memory and accumulated into totals
for data reduction and storage. Providing the
A/D converters with an analog reference
voltage is a precision reference that can be
preset for accuracy at the time the FDAS is
calibrated.
The CPU is a single-chip microcomputer
that has 128 bytes of Random Access Memory
(RAM), 2048 bytes of Erasable Programmable
Read Only Memory (EPROM), 29 parallel input/
output lines, a serial communications inter-
face, and a 16-bit programmable timer.
The 16,384 (16K) bytes of memory are
Implemented with eight-2K Complementary Metal
Oxide Semiconductor (CMOS) RAM chips that are
configured in a battery-backed protection
c i rcu i t . I f power is lost to the FDAS, the
battery-protected memory retains data through
the power outage. In addition to this memory
protection function, the CPU is programmed to
dial out via the modem to the central com-
puter, signaling power outage and providing
Us identification number. The FDAS resumes
logging data after the power outage, and the
time is reset by the central computer shortly
after the condition is detected. A special
reset circuit was designed that detects
brownout conditions in advance of power
failure and holds the CPU in a reset condition
to prevent random accessing of program or data
storage. Once power is restored, the CPU is
released to execute its program under normal
conditions.
Three independent digital input devices,
or Parallel Interface Adapters (PlAs), give
the FDAS an additional 48 channels of digi tal
Input capability. These PIAs allow external
monitoring or control of devices that use a
standard Transistor-Transistor Logic (TTL) or
5-V interface. The CPU is programmed to count
pulses at the PIA inputs at rates up to
75 cycles per second; this enables the FDAS to
accept input from devices such as pulse-
in i t ia t ing watt-hour meters. This additional
parallel capability enables the FDAS to be ,
colnstrumented with other energy-monitoring
equipment or to act as the remote data logging
unit for studies that use these devices. Two
(of these digital inputs have conditioning
circuits to convert sine waves generated by
wind speed anemometers to digital inputs.
1U0
Logger PCB
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i t does on the analog FDAS. The CT input,
once adjusted for fu l l scale, is gated by the
reference pulses into an integration amplifier
whose output is ribbon-cabled to the logger
board. Since these reference pulses are pro-
portional to phase angle and voltage ampli-
tude, this digi ta l method of watt metering
provides accurate power measurements for which
the power factor of a c i rcui t is already
accounted.
3.2 Full Sensor Complement
In addition to the watt meters, the FDAS
can be equipped with an indoor temperature
sensor and with meteorological sensors to
measure wind speed, wind direction, solar
radiation, and outdoor air temperature. Sites
with meteorological stations would also
receive an indoor relat ive humidity sensor.
The; meteorological instruments would be
mounted on top of a pole of sufficient height
to ensure that the effects of the building's
envelope do not interfere with the instru-
ment's performance. Signals from the instru-
ments would be fed to special signal condi-
tioning circuits within the FDAS.
Indoor air temperature is measured by
using a calibrated reference voltage across a
resistor divider network containing a
temperature-sensitive thermistor. This
thermistor (a Yellow Springs YSI 44006)
provides an approximately linear resistance
change versus temperature in the 0° to 30cC
range. From this change the resistor divider
network provides a temperature-dependent
voltage which is input into an analog chan-
nel. Despite the sl ight nonlinearity in the
resistance temperature characteristic curve
and uncertainties due to a digit ization
scheme, the combination provides temperature
measurements with an absolute accuracy of
+0.5°C over this range.
i Wind speed is •measured with a 3-cup drag-
type anemometer (Weather Measure W200-SD)
attached to the shaft of an ac generator. The
anemometer has a usable range of 0 to 100 mph
with a 5% accuracy and a 1.33 mph resolution
with the A/D converter system. The ac signal
from this instrument is rectif ied into a
square wave with a frequency proportional to
wind speed. This d ig i ta l signal is input to
one of the digi tal channels on the data
logger.
The wind direction vane is mounted on a
common axis with the anemometer and supported
on teflon thrust bearings. A wiper contacts a
potentiometer to create a voltage divider net-
work. This device has a 0 to 5 V (dc) output
for a rotation of 0° to 360° clockwise from
north. The resolution of the instrument com-
bined with a data collection system is 1.4°.
Figure 3
Digital Watt Meter
The accuracy also depends on an accurate
determination of true north at the time of
ins ta l la t ion.
A pyranometer (Li-Cor LI-200S) is used to
measure the solar radiation that strikes a
horizontal surface. A sil icon photodiode is
used as the sensing element with an output of
near 80 p amps at fu l l sun (1 kW/nr). Each
instrument has i ts own characteristics and
thus i t s own calibration constant. Typical
resolution is 5 W/nr with an accuracy of +51
for incident angles of less than 80°.
The outdoor air temperature sensor uses a
special thermistor (Yellow Springs YSE 44211A)
in an active circuit to produce a linear
response over a wide temperature range. The
accuracy of the instrument is ±1.0°C over a
range of -50° to 60eC. The outdoor air tem-
perature sensor is mounted on the same pole as
the meteorological station in a shroud that
protects i t from direct solar radiation.
The indoor relative humidity sensor
(Weather Measure Model 5131-A) is a variable
capacitance instrument that provides 0 to 5 V
(dc) output proportional to 0 to 100% relative
humidity. This instrument, l ike the indoor
temperature sensor, is mounted on an inter ior
wall and the resolution of the instrument is
0.4% relative humidity with an accuracy of
+5%.
One additional sensor is used to monitor
woodstoves used as space heating equipment. I
thermocouple (Omega XC1B-111) placed in the
chimney transmits a low voltage signal
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proportional to the hot flue gas temperature
to the conditioning board when the woodstove
s in use. This signal is amplified and
recorded by one of the data logger's nonenergy
channels.
The full complement of exterior sensors
available for use in the FDAS allows all the
significant parameters of building energy use
to be monitored, making the FDAS a flexible,
and highly useful tool.
• 4.0 FDAS Software
The FDAS software processes the signals
from the sensors into average values and
reports those average values on request; that
is, it processes signals from a collection of
sensors into values that are representative of
a time interval. This software must perform
the repetitive scans and data manipulations
necessary for the measurements to constitute a
well-defined, appropriate physical quantity
and to allow the analyst to examine the per-
formance of his apparatus and retrieve the
measurements upon request without disturbing
the data collection function. Note that the
FDAS software does not reduce the data into
ts final form. The task of applying calibra-
tion constants to the data is left to the
central data acquisition computer.
The data accumulation that occurs within
he integration period is the principle soft-
ware routine which is performed. The Integra-
tion period is the interval of time over which
he signals from the sensors are averaged; it
s selected by the user and can be set to any
integer number of seconds from 1 minute to
18 hours. This integration period determines
he length of contiguous, nonoverlapping
intervals of time.
The values from the scans from all 112
data channels are accumulated for each inte-
gration period. Each channel has three 8-qJt
bytes of memory; at the start of the Integra-
ion period, their sums are all zero. The
values from the sensors are added to these
sums, and, at the end of the integration
period, the sums are converted by the data
eduction routine to a record of the inte-
gration period.
The data reduction routine uses data
compression techniques to reduce the data from
the 3-byte sums so that only significant
numbers are saved in the time series records.
the routine will save two bytes from sums
requiring the highest significance, one byte
where only 8 bits are significant, and nothing
where the sum has no significance (no sensor).
In order to assess the performance of the
FDAS and allow for the extraction of the data
from its memory, the FDAS recognizes 19 com-
mands, summarized in Table 1. The FDAS l
examines the incoming characters from the
modem, if the character stream matches one of
the 19 executable commands, then any old
command is terminated and the new command is
requested.
After the interpretation of a command,
the command processor executes one of the
routines for the control of the FDAS. This
processing is assigned a lower priority than
the interpretation of the commands, so the
execution of a command can always be inter-
rupted. A new command will always supersede
the previous one. This is most useful for
ending the execution of commands that initiate
continuous displays.
Whenever the software is idle, the logger
indicates the idle condition by lighting a
small light-emitting diode (LED). Here the
FDAS awaits the next timer interrupt. These
interrupts indicate the need for additional
data processing.
4.1 Data Records
The data records consist of the time-
series data as collected by the FDAS, i.e., in
binary format, directly from the sensors. The
records consist of a header, the digital data,
and the analog data.
Table 1
List of Available Logger Commands
Function
Continuously display pulse counts from the
48 digital input channels
Continuously display scans of the 64 analog
Input channels
Continuously display the 3-byte sums
Display the software identification
Display the control parameters
Enter the set mode; display pointer
Enter the point mode
Add 1 to pointer or parameter
Subtract 1 from pointer or parameter
Add 10 to pointer or parameter
Add 50 to pointer or parameter
Transmit the data records in ASCII
Transmit the first data record in binary
Transmit the next data record in binary
Retransmit a data record in binary
Reset software
Set control parameters to zero
Clear data records and tests memory
Reset the modem
The data records were designed for the
efficient use of memory and for speed of
transmission. The record is transmitted in
the same form in which it is stored in memory,
as an Integer number of 8-bit binary numbers.
The length of the record is determined by the
confirmation of the specific installation and
the number of sensors connected to the FDAS.
One or two bytes of data are entered into the
data record for every active channel.
Each record will have a header of
nine bytes for the purpose of identifying the
record. The header was designed to verify the
performance of the data acquisition system as
well as to identify the data record. For
these purposes, the data record provides a
check sum, a record length check, and a time
stamp. The check sum is the result of adding
together the values from the other bytes in
the data record. The record length check
verifies the total number of bytes 1n the data
record, and the time stamp ensures that all
necessary data records have been reviewed and
are in the proper order.
It is important to assess the validity of
the data record as it is recovered. If the
check sum, the record length, and the time
stamp all agree with the values expected for
these parameters, then the measurements con-
tained In the record can be taken as an
accurate representation of the scans of the
channels. Other considerations are used to
determine if the signals from the sensors are
representative of the quantities being sensed.
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Prof. Jeff Haberl
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College Station, TX 77843-3123
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xc: Rob Socolow
Willett Kempton,
Research Anthropologist
Dear Jeff,
You have requested permission to distribute the ARCHIVE program (for
buildings data)which I designed and Daniel Feuermann and I developed.
You propose to distribute the source1 code and documentation, with some
modifications made by your team at A&M.
The software source code bears the following notations:
"Copyright (c) 1987, Princeton University."
"This program bears a copyright notice to prevent rights from being
claimed by any other party. Princeton University intends that the
program be placed in the public domain and grants permission for it to
be used and redistributed, provided that: the source code is
distributed, this notice is retained, and the program is not sold for
profit."
"The program is distributed "as is". Princeton provides no warranty
or support service."
The distribution you propose would be consistent with these terms.
Please insure that the modifications! and bug fixes you have made to
the software are tested in production prior to distribution, and that
such modifications are described in Accompanying documentation.
We would prefer that you provide full printed documentation with the
software, rather than on-disk documentation, but leave that decision
to you. You have permission to photocopy our printed documentation,
retaining the Princeton identification, possibly with supplementary
sheets added under A&M's name. Charging for media and distribution
costs is acceptable, and that is our practice here.
We are pleased that our software has furthered your efforts, and
welcome your further publicizing it and redistributing it.
princeton university
the
center for
energy and
environmental
studies
ARCHIVE: Software for*}
Management of Field Data
ZSiiaraSXJz
Daniel -Feuermann and W i l l e t t Kempton
Archive is a computer program which pre-processes field data recorded
at regular intervals through time. It serves four functions:
It cleans raw data, filtering data which are improperly formatted,
outside plausible bounds, or garbled by transmission errors.
It converts the raw data, performing any necessary algebraic
transformations and formatting! to produce a clean archive file for
! subsequent analysis.
It ensures the keeping of a record of changes to the field
instrumentation through time. The same record identifies the data
in the archived file.
It produces a separate log - - a file that identifies time and
location of erroneous data in the raw data file.
I
Archive is designed to be used for automated data processing, and is
therefore batch-oriented rather than interactive. It deals correctly with
various calendrical systems, missing or erroneous data, and equipment
changes through time. Archive was developed by a group of scientists
collecting energy data on buildings. While it applies to any
instrumentation data, it may best solve the problems faced in buildings
instrumentation, such as malfunctioning or changing of sensors partway
through a monitoring period, cumulative meters which wrap around to zero,
and short-term experiments conducted in the middle of a long-term monitoring
project. These and similar problems have in the past usually been solved by
manual adjustments of the data or ad-hoc programming. Archive handles them
uniformly and automatically, and leaves a record of what it has done. The
program is in the public domain. It is Written in Standard Pascal and runs
on a variety of computer systems.
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I. INTRODUCTION
1.1 Why Did We Write Archive? ,
Archive was written to simultaneously solve several problems which
arose in data collection and analysis projects at Princeton University's New
Jersey Energy Conservation Lab. Archive makes range checking, data
conversion, and format standardization easy to do, and properly formats the
data for downstream analysis. While it is possible to perform checking,
converting, and reformatting without a program like Archive, such
manipulations are typically buried inside complex programs. Data checking
in particular poses the institutional problem that the criteria can not be
easily reviewed, or even that routine checking is foregone because of the
inconvenience of programming it. With Archive, data checks are more likely
to be done from the beginning and the criteria used are easily readable by
all levels of project staff.
In an active research institution with many simultaneous projects,
Archive offers the additional advantage that data files are written in a
standard format for archival and exchange of data and programming tools.
The standardization of data format means that tools developed for one
project can often be used unchanged on other projects. After just a year's
use of Archive at Princeton, this tool sharing is already happening across
projects using very different field instruments, which previously had
produced incompatible data. (The projects range from measuring home radon
concentrations, to air conditioning in multi-family buildings, to large
commercial HVAC). The diverse raw data from these projects had previously
required developing independent software "front-ends" for each project. All
are now handled with a single tool - Archive.
1.2 Overview of Archive's operation
The Archive program has two input files and two output files. The
primary files are the "raw data file", which it reads, and the "archived
data file", which it creates. The other two files are the "channel table
file", needed to identify variables in the raw data file, and the "log file"
to which the program writes messages and error statistics.
The raw data file contains data as received from the field--possibly
with errors, formatting problems, etc.--and the archived file contains the
clean data to be used as the permanent archive for subsequent analysis. The
archive file is clean in two senses: the data are formatted correctly and a
standard missing value replaces any unreadable or implausible data values.
Archive is "crash-proof" to errors in the raw data file --no matter
how badly garbled the input file is, archive produces error reports and puts
missing data values in the archive file rather than terminating with a
program error. (However, program termination may be caused by errors in the
channel table or by specifying files which do not exist.)
The channel table is central to the design of Archive. The researcher
creates it, listing each of the data collection "channels" (i.e., variables
or columns) recorded by the field instruments. For each channel, the
channel table specifies how the raw data are to be transformed into archived
data, including appropriate conversion formulas, checking procedures, and
the format and position of the data in the archive file. In addition, each
entry in the channel table is associated with a date and time which indicate
the beginning date and time when the information about the channel becomes
valid. (Of course, for the user to use this capability the field instrument
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must write some date, time or sequence number to the raw data file.)
Therefore, channel specifications may be changed during different phases of
the project. The new specifications are simply added to the end of the
channel table file, with the times at which they become effective. Whenever
Archive is run, it synchronizes the dates and times in the data file with
those in the channel table. Thus, for example, several sequential raw data
files can be processed by the same channel table, or an old raw data file
can be re-archived, even with an updated channel table. In either case, the
correct conversions and calibrations will automatically be applied.
The fourth file used by Archive is a log file. This is created every
time Archive is run, and it lists errors and summary statistics for that
run. In some projects, the log file will be used as a guide to fix parts of
the raw data file using a text editor. Archive can then be re-run to
produce a more complete archive file. Depending on the record-keeping
policy of the individual project, the log^  file may be printed out and filed
for each run, or it may be used only when} there are errors needing
attention.
A diagram of the files and data floW associated with Archive is given
below:
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As illustrated by the diagram, Archive is a pre-processor or "filter", it
does not replace analysis programs.
The figure on the following two pages gives an example of a raw data
file and corresponding channel table file, along with the log and archive
files they produce. The details shown in this figure have not yet been
explained, and only one of many possible data formats are shown. It is
shown now to provide an overview, since it gives a complete mapping across
all the pieces which can be referred back to as each part is explained in
more detail.
The following two pages
give an example data file
processed by Archive,
along with its channel table file
and output.
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RAW DATA FILE
CHANNEL TABLE FILE
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Log of Archive, version: 1.4 of 1 June 1987, processed on 9 Jun 1987
Files:
RAW DATA demo9.raw
CHANNEL TABLE demo.cht
ARCHIVE demo9.ach
LOG demo9.log
Archive delimiter is " ".
Hissing or bad data values are replaced by the value -99.000 .
Line errors: are identified by their line number in the raw data file.
Data errors: are identified by the channels name, line and position
within the case: "name "(line in case/position in line).
Line numbers in raw data file are shown as |number| or as *number*
|numbers| indicates a line of data, *numbers* is a comment line.
First case on raw data: 85 001 01:00
STATISTICS:
19 lines read from beginning of raw data file.
19 lines processed between Begin and End dates.
(including 1 comments and 0 all-blank lines)
0 line errors detected.
9 cases read; 9 cases archived.
2 data errors, and 2 missing data detected, itemized below:
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I.3. Definitions
This section defines some of the terminology used in the remainder of
the document.
Channel A single "variable" or "column". Typically, this is the
output of one sensor, written to the raw data file once each sampling
period.
Case (or record) A set of channels collected at one point In time.
Each case must have a date and/or time value associated with it. A case can
have several lines in the raw data file (multiple-line input case), but will
always be written on one line in the archive file.
Line A line of the raw data file is a series of characters terminated
by an end-of-line marker (CR and/or LF oh ASCII systems) . If an input case
has multiple-line input, the lines may have a within-case line number used
to distinguish them.
Missing value A value reserved to represent data which are absent,
improperly formatted, or outside the checking limits. The value -99.00 is
used by default. The missing value can be changed either by the program
constant "MissingReal", or by a user-defined string (see Section III.2, flag
5).
1.4 Limits
Archive is not limited in the total length of the file (except in that
it has an integer line counter which on a some computers would limit the
length to 32,767 lines). However, there are limits on the types of data it
can process and what it can do with them.
Archive can process only a series of numbers organized into "cases.1
It cannot handle alphabetic data. (Text is treated as comment and written
to the log file.) Input and output of numbers can be integer or real, and
are stored internally as real numbers. Reals must be in floating point
notation, not scientific notation (thus 4600 and 4600.00 are permitted, not
4.6E03). The largest integer that can be written to the archive file is
10,000 times the maximum integer number permitted by the computer in use
(e.g., 327,670,000 is acceptable, even for a 16-bit micro-computer).
Archive can handle multiple-line input cases, but its archive file
output is always one line per case (this could be changed by simple
reprogramming, but we desired it for standardization). Archive cannot
process more than one type of case within one file. An example of multiple
types of cases would be hourly readings interspersed with ten-minute
readings, each with a different number of channels. (Archive can handle
this diversity only if each type is in a different data file.)
The channel table and raw data can have dates in either Gregorian or
Julian format. Day, month, and year can be in any order in the raw data
file, but must use the same delimiter as the rest of the data and must be on
the first line of the case. Archive does not divide time more finely than
one minute, although this would not be difficult for a programmer to add to
the program.
The channel table is easily changed to add or rearrange channels, or to
set a channel to "missing" for a given period of time. However, no
provision is made for reducing the number of channels already defined.
Unless a new channel table is written for the reduced set of channels, they
will be reported as errors.
Program limits such as the maximum number of channels or characters per
line can be altered by a very simple change to the Archive program itself.
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Such limits are noted throughout the documentation; they involve what are
called "program constants". Program constants appear in the first two pages
of the program listing, and can be changed even by someone with little
familiarity with the Pascal programming language.
II. RAW DATA
II.1 Cases
Each case in a raw data file consists of a set of data values including
the date and/or time the case was recorded. Cases may be written on a
single line or on several lines. The default maximum number of characters
per raw line is 350; it can be increased by changing the program constant
"MaxChrPerLine". Extra characters are ignored and an error message is
written to the log file. The data values may be separated by space or
comma*, or by the '+' or '-' sign at the beginning of a new data value.
Each data value in the case corresponds to a channel of the data acquisition
system and is identified by its position in the case (e.g., line number and
position in the line).
If multiple-line cases are used, lines can optionally have line numbers
which will be used to check for "alignment" or completeness of the case*.
It is therefore strongly recommended that line numbers be included in any
raw data having multiple lines per case. Such line numbers are not counted
as channels, and therefore need not be identified in the channel table.
Line numbers sometimes correspond to the board number of the data
acquisition system, each board having a given number of channels. For
Archive, line numbers do not need to be adjacent or sequential. For
example, a three-line case with the sequence of line numbers 1, 11, 9 is
acceptable. There is an upper limit of line numbers of 25 (changed by
program constants "MaxRawLine"and "MaxRawQueue").
•^By default, any number of commas and blanks between values are
skipped. Alternatively, the comma may be a place holder, by setting the
constant "CommaIsPlaceHolder" to true. (For instance, if true, a line
containing "1,,2" would be read as three values: a 1, a missing, and a 2).
*Data with multiple lines per case and no line numbers will produce
garbage once a line is missing, since data will erroneously be assigned to
the wrong line positions. The date and time will likely be nonsense. A
missing line is immediately recognized by the skyrocketing number of errors
showing on the screen. If this happens, the raw data file must be edited
and re-processed.
II.2 Date and Time
Program Archive uses the date and time of each case to govern its
operation. Archive expects the date and time to be in the first line of
each case, but within this line they can be positioned anywhere. The date
can be Julian or Gregorian (see IV.1.3). The time must be in a twenty-four
hour format (see IV.1.2). Other time and date formats are not accepted by
Archive3. Date and time can be missing in the raw data, but many archive
features will, as a result, not be available (see Appendix A.3).
II.3 Comment Lines
If more than 5% non-numeric characters appear on a line of the raw data
file, it is considered a "comment line" (the percentage allowed is constant
"MaxAlphaPct"). Comment lines are not written to the archive file, but are
written to the screen and to the log file. They may be comments or warnings
written to the raw data file by the data acquisition system or they may be
non-numeric characters introduced by data transmission errors.
II.4 Examples of Raw Data
1. Raw data file with one line per case and Julian date
2. Same data file with multiple lines per case, without line numbers:
85001 100 10
1.4 21.2 10.0 1200.0
85001 200 12
1.6 21.5 9.8 1244.0
85001 300 10
1.7 21.3 10.2 1258.0
are currently not included in the time pro
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Following are several examples of raw data files which can be processed
by Archive. More examples are shown in Appendix A.
3Other formats could be accommodated with a small program change for
time formats such as 09:00, or 09:00:00, or with other separators. Seconds
cessing routines.
3. Same data file with multiple lines per case with line numbers:
5. Raw data file produced by Campbell scientific CR-21:
(see also Appendix A.4).
4. Same data file comma-separated, one line per case, and with a Gregorian
date:
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II.5 Errors In the raw data file
Due to data transmission errors or power failures, cases may sometimes
be incomplete. Archive will then issue an error message to the log file.
Errors may be detected when first reading that data on an individual line
("line errors") or when converting, checking, and writing out the entire
case ("data errors"). Line errors are written to the log file with just the
one line on which the error occurred. Data errors include the entire case.
For either error, the number of the line, counted from the beginning of the
raw data file, indicates the place at which the error occurred. The line
number can be used to inspect and correct the case and line in the raw data
file using a text editor.
II.5.1 Line errors
The following errors are considered line errors:
- the number of data values in a line of raw data is not equal to the number
declared in the channel table;
- the line exceeds the maximum number of characters permitted (default is
350 which can be adjusted with the program constant "MaxChsPerLine");
- a data value exceeds the maximum number of characters permitted (default
is 25 which can be adjusted by the program constant "MaxField"+l) ;
j
- for cases with line numbers: a line with a line number that is not
declared in the channel table or a line whose line number appears for a
second time in the currently processed case. (In either instance, the line
will be ignored.)
In each case the faulty line is echoed to the log file with an appropriate
error message. After the same error has occurred 20 times (which is the
current default --it can be changed by the program constant
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"MaxErrorCount"), a warning message is issued to the log file and error
reporting is suppressed for this error.
11.5.2 Data errors
Reported data errors are:
- a data value is too big to write it in the specified integer format (see
also Section V.);
- a data value is out of bounds after conversion has taken place (only
appears when a bound check has been activated, see Section IV.2);
- a data value contains an unrecognizable character or two decimal points;
- special error checks (bound checks) are built in for time and date.
Every time an error is detected, the entire case is printed to the log file
with an appropriate error message, indicating the position of the faulty
data in the case and its line in the raw data file. After a channel has
accumulated 20 errors (which is the current default that can be changed by
the program constant "MaxErrorCount"), a warning message is issued to the
log file and error reporting is suppressed for this error.
11.5.3 Example of a raw data file with errors
We give as an example an especially noisy data file, as might come
through a modem over a bad phone line from the field. This file will be
processed by Archive without problem, although some data are not
recoverable. Italicized notes on the right describe what archive will do
with the file. All errors and comments are reported to the log file.
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RAW DATA FILE
III. CHANNEL TABLE
The channel table is a file created by the user containing descriptions
of all channels that appear in each case of the raw data file. It must be a
plain ASCII file, like a file which can be produced with a text editor.
Some word processors add control codes which will cause errors . For quick
production of new channel tables, a blank form of the channel table is
provided with the Archive distribution disk, called Blank.cht. The channel
table lines are long (typically over 80 columns), and it is important that
the editor or word processor not "wrap" them; this may require adjusting the
margins on some word processors.
The channel table is read by Archive, which extracts from it all the
necessary information for checking and converting the raw data. If an error
is detected while reading the channel table, a message is sent to the
^On microcomputers, be sure to produce a "non-document" file (Wordstar)
or "DOS text" file (Text-out function in Wordperfect). It is advisable not
to use the TAB key. On non-ASCII machines other character sets, such as
EBCDIC, can be used with only minor programming changes to Archive.
12
ACTIONS TAKEN BY ARCHIVE
Comment lines written to
screen and log file
screen, and the program terminates the run. (For finding errors in the
channel table, see Section III.2 - flag 4.) In the following, the content
of the channel table and its function are explained in detail. An example
channel table is shown first below.
Example channel table for raw data of Section II.5:
The first few lines in the example channel table are optional and can
be used for a description of the experiment and column identification. The
heading may contain any amount of text. It is treated as a "comment" in the
channel table file, and is not processed by Archive. It usually also
includes column identification to improve readability. The heading is
terminated by the "flag line" which begins with a pound sign "#"; thus the
pound sign may not appear as the first character in any line of the heading.
III.2 Flag line
The flag line is required and must begin with a "#". It is followed
optionally by option "flags", of which five are currently recognized:
2 Line numbers in raw data for multiple-line cases (default is no line
numbers).
3 Julian dates in channel table, (Gregorian is default).
4 Echo channel table to screen as it is being read (useful when first
testing a new channel table).
5 User-defined missing identifier (default is -99.0).
6 User-defined archive delimiter (default is blank).
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The flags may be separated by blanks. They are described In more detail
below:
Flag "2" means that there are multiple lines per case, and line numbers
are present in the data cases (at the beginning of each line of the case) .
If the cases of raw data consist of one line only then the user should leave
the flag at its default setting.
Flag "3" means that the dates in the channel table are written as
Julian dates (e.g., 86 234 ). The blank between the year and day is
necessary. The default is the Gregorian date (e.g., 10/27/86). Notice that
this is specified independently of the date format in the raw data file.
Flag "4" means that the channel table is echoed to the screen as
Archive reads it. This is a desirable debugging feature when errors appear
due to improperly written channel tables. Once the channel table is
correct, this flag should be turned off, since error messages may be lost in
the volume of echoed channel table information.
Flag "5" can be used to specify a string (in parenthesis) which will be
put in the Archive file for missing data. It need not be a number. The
string will use as many spaces as defined by the field width (Section
III.3.7.), using right justification, or, if longer, as many spaces as the
defined string requires. Unlike the default missing value, a user defined
missing string cannot be reformatted. For example, with 5(-999) a missing
data value will be printed in F7.2 format: as " -999" not as "-999.00", and
5(*) will appear with format F7.2 as " *". The default maximum number
of characters is 12 and can be changed b}' program constant "MaxMissingStr".
Flag "6" and any one character In parenthesis allows free choice of a
delimiter on the archive file. The default Is a blank separator. For comma
separation, for example, use 6(,). Separation by blanks is recommended,
because some auxiliary analysis tools may require it.
Example flag line: #245(***)6(,)
III.3 Description of columns
The channel table is divided into 13 columns (some of which may have
several values). The columns must be separated by at least one blank.
Additional leading blanks before columns are ignored. The columns do not
necessarily need to be aligned.
III.3.1 Date and time columns
The date and time must be given on every line of the table; they
indicate the starting point of validity of the information on that line.
Initially, they are the date and time at which the experiment was started;
however, later they can be the date and time at which some change was made
(adjusting of calibration constant, change of sensor location, etc.).
The date may be Gregorian, with month, day, and year, or Julian, with
year and day, all separated by any single separator character. They must be
in that order. The time must be expressed as a one or two-digit hour
followed by a one-character separator, then a two-digit minute. Examples:
05/27/86 08:30
12-1-86 8-30
86 335 08:30 (Julian date, requires flag "3")
If year or date (but not both) is absent from the raw data file,
conversion codes can be used to add a constant offset to the raw data, so
that the channel table and archive file contains the true date and time (see
Section IV.1.2 and IV.1.3). It is possible but less desirable to enter a
year or date of zero on the channel table corresponding to the absent year
or date on the raw file.
If neither time nor date is present in the raw data file, enter zeros
for year, day, hour, and minute (see example in Appendix A.3). Conversion
codes which require the time difference between cases will then be
unavailable. Furthermore, updating of channels during a monitoring period
will be impossible (unless a separate channel table file is used).
111.3.2 Raw line position
The line position within a case must always be indicated for each
channel. If there is only one unnumbered line per case, each channel table
entry must nevertheless enter a line position of "1". For multiple lines
per case, the line numbers in the raw data case are used if present,
otherwise line numbers are counted sequentially starting with 1. Line
numbers need not be in sequence either in the channel table or the raw data
file. The default range of allowed line numbers is 0 to 25. (This can be
changed with the program constants "MaxRawLine" and "MaxRawQueue".)
111.3.3 Raw column position
The raw column position indicates the position of the channel within
the raw line. If line numbers are present, the line number occupies raw
position "0" and is not counted as a channel and does not need to be
specified (although it may be if that is desirable.)
Channels that exist in the raw data but do not need to be archived may
be skipped by not declaring their position in the channel table. However,
for clear error reports, the last channel on every line should be declared.
If it is an undesired channel, it can be discarded by assigning archive
position "0" to it. (Failing to declare the last channel results in a
warning message which reports that more channels are found on a line than
were expected.)
The range of raw positions is 0 to 40 (which can be changed by the
program constant "MaxChannelsPerLine"). It is not necessary to declare
channels in sequence.
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III.3.4 Archive position
After conversion and checking, each case is written to the archive file
as a series of numbers on a single line. The archive position is the
position to which the data for the given channel will be written. The range
of archive positions is 1 to 120 (program constant "MaxChannels").
An archive position of "0" indicates that data for the channel should
not be written to the archive file. This can be used to discard unwanted
data in the raw data file.
Unfilled archive positions: An archive position may be left open for
later use. This is handy if channels are to be added later, yet a
consistent format is desired for the entire monitoring period. The
undeclared position will be filled with "missing values" and a warning
message will appear while the channel table is being read.
For intensive users of Archive, it may be useful to know that the
writing of the archive file is "driven" by archive positions, not raw
positions. For each line of output, the program steps through each archive
position, performs any necessary checking and conversion, and writes the
datum. This explains an asymmetry in updating the channel table: A new
entry with a changed raw channel for the same archive position will
supersede the old entry. But a new entry with a changed archive position
for the same raw channel will cause the same raw datum to be written to both
the old and the new archive positions. (See conversion code 0, Section
IV. 1.1: this code will cancel writing of a raw data value to an archive
position by putting in a missing value.)
III.3.5 Channel name
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The channel name serves as additional descriptive identification of
each channel. A fixed field of eight characters counted from the first non-
blank character is reserved for the name (program constant
"CharsPerChName"). This field cannot be Left entirely blank, since leading
blanks are skipped and the next field would be mistaken for the channel
name. If no name is specified, the user should enter "-" followed by at
least seven blanks ("CharsPerChName"-1 blanks).
"End" and "Begin" are reserved names (upper or lower case). They
indicate the beginning and end of an experiment, and are used to skip raw
data that is not to be processed (See Section III.4.4).
III.3.6 Archive units
The archive units serve as documentation for the user of the units to
which the data were converted when written to the archive file. A fixed
field of twelve characters counted from the first non-blank character is
reserved for the units (program constant "CharsPerUnit"). This field cannot
be left entirely blank. If no units are specified, enter "-" followed by at
least 11 blanks ("CharsPerUnit-1 blanks).
III.3.7 Archive format
The format in which the data are written to the archive file is
specified in this column. It can be either integer or real format. The
convention used here is that of Fortran. "I" or "i" stands for integer
format, "F" or "f" for real format. The next one or two-digit number number
after the format specifier indicates the entire field width. No space is
permitted between format specifier and field width. In the case of the real
format a decimal point is required followed by the field width of the
decimal part.
III.3.9 Conversion constants
The conversion code automatically determines how many calibration or
conversion constants have to be specified (see Section IV). Archive will
skip to the next column if no conversion constants are required, or will
read the necessary number of constants. The constants may be integer or
real format, and must be separated by blanks.
Warning: A mismatch between the number of constants entered and the
number required by the conversion code will result in an error which may not
necessarily be detected by the program and which could result in erroneous
data in the archive file.
17
The delimiter is not part of the field width. Should a value need more
spaces than available from the field width, more spaces will be used. For
example,
Minimal space for the archive file is obtained by specifying a field
width of 1, which uses the minimum number of characters necessary to write
the number. However, column alignment will probably be lost.
III.3.8 Conversion code
The conversion code is an integer between 0 and 31 (the maximum number
of existing conversion codes), and must be specified. Conversion codes are
available for various algebraic transformations, including identity. All
conversion codes are described in Section IV.
III.3.10 Error checking code
An error checking code must be specified. The current version of
Archive provides only two options: 0 (no check) or 1 (high-low bound check),
as described in Section IV.2.
III.3.11 Error checking constants
The error checking code automatically determines how many error
checking constants have to be specified (see Section IV). Archive will move
on to the next line if no error checking constants are called for, or will
read the necessary number of constants. The constants may be in integer or
real format. They are separated by blanks.
III.3.12 Channel description
Text can be added at the end of the line,
but can be very helpful for documentation
It is ignored by Archive,
III.5 "Begin" and "End" lines, delimiting experiments
"Begin" and "End" lines determine the time range of an experiment.
They are used to include (or exclude) data during a specified time range,
for example, when the instruments are used to conduct a temporary experiment
during a long-term monitoring project. Begin and End lines are not needed
for simply updating or adding channels. There is an implicit Begin prior to
the first channel table entry, and an implicit End after the last one.
Thus, if no short-term experiments are conducted, no Begin or End lines are
required.
At the Begin, all counters are zeroed, and there is no possible
comparison between data across the boundaries defined by Begin or End. This
applies especially for rates or time differences.
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III.4 Updating the channel table
The channel table can be conveniently updated without interrupting the
flow of data, simply by adding a line at the end which redefines the channel
and specifies the time and date when the change took place in the field.
Archive will process all raw data up to the date the change was marked, then
read the new channel table entry (or entries) and then continue processing
raw data until a new date on the channel table indicates a further update.
When updating involves channels that use the preceding raw datum, (for
example, channels that use conversion code 7 which computes a difference
from the previous meter reading) they are reset.
111.5.1 Begin line
The Begin line identifies the starting date and time (inclusive) of the
experiment, or the starting date and time of the particular configuration
described by subsequent lines with the same time. The start of an
experiment is indicated by "Begin" for the channel name (upper or lower case
is acceptable), with sufficient number of blanks following to fill the fixed
field of channel name characters (see Section III.3.5).
The Begin date need not coincide with the first date in the raw data
file. If the Begin date precedes (comes before) the first date on the raw
data file, the archiving process starts with the first case. If the Begin
date is succeeds (comes after) the first date on the raw data file, cases
will be skipped until the date on the raw data file reaches the Begin date.
This synchronization requires that the date and time are at the same
positions in the entire raw data file.
111.5.2 End line
The End line identifies the last date and time (inclusive) for which
the configuration described by the preceding lines applies to the raw data.
The end of an experiment is indicated by "End" for the channel name (upper
or lower case is acceptable), with sufficient number of blanks followed to
fill the fixed field of channel name characters (see Section III.3.5).
Raw data with later dates will not be processed or copied to the
archive file. The End line can be omitted or the date can be set to a date
far in the future for a complete processing of the raw data file.
The raw line, raw column, and archive columns are ignored; zeros can be
used to distinguish Begin and End lines. For example:
III.5.3 Skipping data
It is sometimes useful to skip data in the raw data file for a specific
period of time. This is accomplished with the "Begin" and "End" lines, for
example:
The data between 12:01 and 20:59 on day 208 are skipped. Note also
that if no new entries are made between the second "Begin" and the second
"End", the channel configuration remains the same as for the first chunk of
data. The date and time positions in the skipped portion must not be
changed, but other raw data positions or formats may be.
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IV. CONVERSION CODES
This section describes the data conversions available in the Archive
program. Conversion code numbering is organized as follows:
The following abbreviations are used to describe the codes:
For example; conversion code 2 is described as: "c^x + C2", which is a
linear conversion. The input data value, x, is multiplied by the first
constant, a second constant is added, and the result is stored in the
archive file. The two constants must be given in the channel table
following the "2" for conversion code 2. If the input value was missing, no
conversion will occur; a missing value will be put in the archive file.
IV.1 Conversion codes
IV.1.1 Raw data conversion codes
put missing value in archive position
regardless of raw data
identity (no conversion)
linear transformation
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Code numbers Type of data converted
Time of day, separate hours and minutes.
Same as 15, but time format on raw data is HH mm, while archive
output format will be HHmm. The raw column gives the position of
hours, c^ the position of minutes.
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IV.1.2 Time of day conversion code
If time of day is to be used in the archiving process, it has to be
identified by code 15 or 16. If it is only copied (say, with conversion
code 1), Archive will not know to use it as the time of day.
Time of day, combined hours and minutes.
Output is same as input. Raw data format is HHmm e.g., 800 or
0800, 1400. Archive output format is HHmm e.g., 800, 1400 (but
not 0800). Error check is built in: test for 0 <- x <- 2400.
IV.1.3 Year and date conversion codes
For all year and date processing, offsets (if any) are added and year-
end processing is done before Archive uses the date. Thus dates on the
channel table file and archive file will always be true, corrected dates.
Year-end processing, for example, would make year 1986, day 367, become year
1987, day 2. Leap years are correctly processed through year 2000.
Dates are stored internally in Julian form. Note that several of the
date conversions allow offsets - these can be especially useful for
recording correct year and Julian date in an archive file even if the field
instrument only records sequential days since start of operation.
Julian formats:
Combined year and Julian date.
Output is same as input, Raw
YYDDD (or YYYYDDD), e.g., 8603:
built in: test for 0 <- YYYY <•
data and archive output format is
(or 1986032). Error check is
2050 and test for 1 <- DDD <- 366.
Combined year and Julian date with offset; c^, C2-
The raw column position is Julian date. An offset can be used to
compensate for missing year (c^) or date (C2). Example: "86 0"
would add 86 to the year and zero to the Julian day.
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If it is desired to have the time in the archive output also
separately (HH mm), specify "0" for Archive position to discard
(HHmm) and add two more entries in the channel table to copy the
hour and minutes separately, specifying conversion "1".
18: t-t Time interval between successive data samples,
prev r
Interval in hours and fractions thereof. The interval can be used
only if either 15 or 16 is specified. Since the input to this
conversion is the internal time, the entries for raw line and raw
column are ignored; use any existing channel.
Separate year and Julian date.
The date format on raw data is YY DDD (separated) , while Archive
output format is YYDDD. The raw column gives year position, c^
gives day position.
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Separate year and Julian date with offset; C£, C3.
The raw column is year position, c^ is day position, C2 is year
offset, C3 is day offset.
Gregorian format:
Gregorian YY MM DD.
The raw column is year position, c^ is month position, C£ is day
position. Output to Archive is YYDDD. No offsets available here.
IV.1.4 Decimal time conversion
Many types of analysis, especially graphical presentations, require the
variable "time" to be continuous. However, our calendrical and chronometric
systems are non-decimal at all levels: years, months, days, hours, and
minutes. Thus, Archive computes a linear, decimal time which can be output
to the archive file for later use. Typically, it would be output in
addition to the standard-format time. The decimal time is computed with
respect to the reference date of 1 January 1980; another reference date is
easily specified by changing three program constants "RefYear", "RefDate",
and "RefTod".
Decimal time (output only).
Decimal time since January 1, 1980. Output is in days and
fractions thereof. Since this conversion is based on the internal
date and time, it will give a proper value only if date and time
have been specified. The entries for raw line and raw column are
ignored; use any existing channel (e.g., the entries for the date
or time).
IV.1.5 User customized conversions:
Conversion codes of 30 and above are reserved for custom conversions which
may not be included on the distributed versions of the Archive program.
Users may modify the program code to implement their own conversions. To
add conversion codes, users will need to make changes in the procedures
ReadCht (case ConvCode of), EchoCht, Convert (case ConvCode of), and in the
program constant "MaxConvCode".
V. ARCHIVE FILE
When processed by Archive, each case of raw data becomes a single line
of data values on the Archive file, using the conversions and error checking
procedures for each channel. The data separator for the archive file will
appear in addition to the field width specified by the format. If a value
requires a field width larger than specified, more space will be used to
accommodate the larger number (see Section III.3.7). Integers may be
written up to 10,000 times the maximum integer value, in integer format
(see Section 1.4). All numbers are stored internally as reals.
There exists neither a limitation on the length of the lines nor on the
length of the file that can be created, other than hardware limitations.
Below is an archive file produced from the raw data file, first shown
in Section 1.2:
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IV.2 Error checking codes
VI. LOG FILE AND ERROR RECORDING
The log file keeps a record of what has been done during the archiving
process. For convenience, the log file first shown in Section 1.2 is
reproduced on the following page.
A header includes the version of Archive in use and the date that
Archive was run. All four file names are listed. The chosen Archive
delimiter, the character separating data values in the archive file, and the
string or value for bad or missing data are indicated. A short description
explains the notation for line and data errors in the log file. If there is
text on the raw data file prior to the first case of data, it will be shown
as comment lines after the headings. This text may be an identification of
the raw data file or other messages.
The first readable time and date on the raw data file is called "First
record on raw data". Following this, dashed lines separate "experiments".
The variable "BeginDate" corresponds to the "Begin" date of the channel
table and the variable "EndDate" to the "End" date of the channel table.
Next to these two dates are written the dates of the first and the last
output case that is written to the archive file. In between these dates,
marked by the dashed lines, are recorded all comment lines and errors as
they occur during the processing. Each line is preceded by a line number,
with "*" surrounding line numbers of comment lines and "|" indicating error
lines. The line number is counted from the very beginning of the raw data
file; it is intended to facilitate locating the error on the raw data file
with a text editor.
Line errors are recorded by printing the entire line to the log file.
Line errors apply to the first decoding step, and involve: wrong number of
channels, an invalid or duplicated line number within a case, or an
excessively long number sequence.
Data errors are caused by single channels, due to missing values or a
range check. For data errors, the entire case is reproduced as it appears
or. the raw data. file. The case is written only once, even when several data
errors are encountered in the same case. Short messages describe each error
and where in the case it occurred.
If a data error on a particular channel appears repeatedly, the error
reporting will be interrupted after reporting the same error 20 times
(changed by the program constant "MaxErrorCount"). This prevents a single
bad sensor from causing the entire raw data file to be written on the log
file. Note that the error count is kept for each channel - thus if another
sensor goes bad, writing of bad lines to the log file will resume. The same
limit is applied to repeated line errors of the same type.
Finally an error statistic is included. A distinction is made between
missing values and errors. A missing value can occur at the beginning of
the file when time differences between the current and previous case are
needed such as for determination of rates or differences. The first number
will then be set to missing. A channel can also be deliberately set to
missing (using conversion code 0).
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Log of Archive, version: 1.4 of 1 June 1987, processed on 9 Jun 1987
STATISTICS:
19 lines read from beginning of raw data file.
19 lines processed between Begin and End dates.
(including 1 comments and 0 all-blank lines)
0 line errors detected.
9 cases read; 9 cases archived.
2 data errors, and 2 missing data detected, itemized below:
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Files:
RAW DATA demo9.raw
CHANNEL TABLE demo.cht
ARCHIVE demo9.ach
LOG demo9.log
Archive delimiter is " ".
Missing or bad data values are replaced by the value -99.000 .
Line errors: are identified by their line number in the raw data file.
Data errors: are identified by the channels name, line and position
within the case: "name "(line in case/position in line).
Line numbers in raw data file are shown as |number| or as *number*
|numbers| indicates a line of data, *numbers* is a comment line.
VII. RUNNING ARCHIVE
When running the program, the raw data file and the channel table file
(in that order) have to be specified. This section describes how Archive is
called from DOS or CP/M-86 systems. Details may differ slightly on other
systems. The files can be given on the command line; e.g.,
ARCHIVE A:RAW.DAT B:CHANNEL.TBL
the program will then automatically assign default names using the file name
of the raw data file. In this example, it would use the names A:RAW.ACH for
the Archive file, and A:RAW.LOG for the log file (note that the same device
or directory is used). If it is desired that the output files have
different names or that they should be output to another output device or
directory, then the two files can be specified fully on the command line,
such as
ARCHIVE A:RAW.DAT B:CHANNEL.TBL B:FILE.ACH C:FILE.LOG
If no files are specified on the command line, then the program will
prompt for the input files.
While running the program you will see a title on the screen indicating
which version of Archive is running. Then a message appears that archive is
reading the channel table. If flag 4 was given, the channel table is echoed
onto the screen. The "end of channel table entry" indicates that the
program has read the channel table until the next change in its date and
will now proceed to process the data. If there are no raw data older than
this last channel table date, the program will resume reading the channel
table.
If there are raw data older than the "Begin" date on the channel table,
the raw data will be skipped until the begin date is reached or surpassed,
and data processing will start. While raw data are being skipped, the date
and time of each case is shown on the screen together with the word
"skipping".
While processing data, the date and time of each case are displayed
together with an error counter that indicates the accumulated number of
errors. When the "End" date is reached, a summary error statistic is
written to the Log file and to the screen.
If there are more data on the raw data file, and if there are more
entries on the channel table, channel table reading and raw data processing
is resumed, ending when either the end of the raw data file or of the
channel table file is reached. This is indicated on the screen with the
message "ARCHIVE COMPLETE".
VIII. HINTS ON USING THE BOUNDS CHECK
Any use of archive must begin with a systematic description of the data
to be collected. This description will become the channel table. The step
of creating this description must be performed, or at least approved, by
research staff familiar with the substance of the research, because they
must establish the limits within which each channel will be considered
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"valid" data. (Archive allows you to skip the check for valid data, but we
'do not recommend this.)
When first setting up limits, it may be advisable to err on the side of
accepting too much. For example, to measure outside temperature in Florida,
you might accept any values between -50 F and 150 F. The reason for this is
that you never know when that record-breaking cold wave will happen to hit
during your study, and most actual failures will be wildly outside the
measurement range (say -1000 F). After some familiarity with the data, one
can go back and narrow the limits of acceptability. Conversely, as long as
the raw data files have been preserved, one can also go back and specify
broader limits, then re-run Archive.
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IX. PROGRAMMING NOTES
The Archive source code is distributed on a microcomputer floppy
diskette. It consists of about 2400 lines of Pascal. The main file,
ARCHIVE.PAS, contains the declarations and statements of the main program,
and the few procedures which need be changed when switching operating
systems or computers. Three include directives access three files
containing all additional procedures used by Archive.
Archive is written in Level 0 Standard Pascal as defined by ISO 7185.
Further, it does not use procedural parameters, get/put, or file buffers.
As a result, it can be compiled and run on most Pascal systems. At
Princeton, we have tested it on Turbo Pascal, Prospero ProPascal, and BSD
UNIX Pascal on computers ranging from an IBM-PC to a VAX. We are currently
distributing it ready to be compiled by Turbo Pascal on MS-DOS. Conversion
to other systems is quite simple. To illustrate the conversion process, the
following steps were followed to compile Archive under UNIX on a
minicomputer:
1. transfer files from PC to the UNIX system using error-free protocol
such as Kermit
2. rename the source codes files from .PAS to .p
( all following changes made to file archive.p )
3. un-comment the #include directives, making the pound sign the first
character on those lines
' 4. comment-out the system-date fetch in procedure GetAndWriteDate
5. comment-out the command line get in GetSysCommLine (the ambitious
could rebuild the command line using argc and argv, otherwise it
prompts the user for files)
6. change "assign(f,fn)" to "reset(f,fn)" in PrepFile
7. comment-out the two close statements at the end of the main program
(close is needed only for Turbo)
8. compile using -s or {$L } flags to tell the pc compiler not to
distinguish upper- from lower-case characters in word-symbols
Once the files were transferred, the entire conversion process required
about 10 minutes.
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APPENDIX A: EXAMPLES
This section gives several example uses of archive on diverse types of
data files.
A.I Use of "Begin" and "End" lines to skip portion of the raw data.
A.1.1 Skipping beginning portion of raw data.
A.1.2 Skipping a mid-range of raw data.
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Log file (Note: The Log file is divided into two separate "reports" defined
by the Begin/End bounds)
Log of Archive, version: 1.4 of 1 June 1987, processed on 9 Jun 1987
Files:
RAW DATA a:raw0
CHANNEL TABLE a:chtO2
ARCHIVE a:raw0.ach
LOG a:raw0.1og
Archive delimiter is " ".
Missing or bad data values are replaced by the value -99.000 .
Line errors: are identified by their line number in the raw data file.
Data errors: are identified by the channels name, line and position
within the case: "name "(line in case/position in line).
Line numbers in raw data file are shown as |number| or as *number*
|numbers| indicates a line of data, *numbers* is a comment line.
STATISTICS:
3 lines read from beginning of raw data file.
2 lines processed between. Begin and End dates.
(including 0 comments and 0 all-blank lines)
0 line errors detected.
1 cases read; 1 cases archived.
0 data errors, and 0 missing data detected
STATISTICS:
7 lines read from beginning of raw data file.
3 lines processed between Begin and End dates,
(including 0 comments and 1 all-blank lines)
0 line errors detected.
1 cases read; 1 cases archived.
0 data errors, and 0 missing data detected
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A.2 Using several conversion codes for a variable on the raw data file.
A. 3 Variations in date and time on raw data file.
A.3.1 No date nor time available on raw data, missing data indicated bv "*"
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Channel table:
Date Time Lin raw Arch name of Archive
mn/dd/yy hh:ann pea poa pos channel Units
Arch Conv'n Calib. or Error limitation channel
Format Code Constants Code Constants Description
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Log file:
Log of Archive, version: 1.4 of 1 June 1987, processed on 9 Jun 1987
Files:
Archive delimiter is ","..
Kissing or bad data values are replaced by the string "*".
Line errors: are identified by their line number in the raw data file.
Data errors: are identified by the channels name, line and position
within the case: "name "(line in case/position in line).
Line numbers in raw data file are shown as |number| or as *number*
|numbers| indicates a line of data, *numbers* is a comment line.
9 lines read from beginning of raw data file.
9 lines processed between Begin and End dates.
(including 0 comments and 1 all-blank lines)
0 line errors detected.
4 data errors, and 0 missing data detected, itemized below:
Arc Channel Error Missing
pos name count count
1 3digit# 4 0
STATISTICS:
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A.3.2 No year in raw data - conversion 21 (offset year-19871)
Archive file:
35
A.3.3 Year and Julian day separately on raw data - conversion 22
(day-position - 2).
A.3.4 Using offsets for day and year.
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A.3.5 Gregorian date on raw data, separate hour and minutes.
use conversion 24 (month position, day position)
use conversion 16 (minute position)
A.4 Campbell scientific CR-21 data format
Channel table:
Note: Campbell CR-21 raw data files Include a channel number in front of each
data value. This channel table treats the first channel number on every line in
the raw data file as a line number (1, 9, 17). The line number is considered the
"zeror position. So the useful data have odd raw positions (1,3,5...). The
channel numbers are simply being ignored. The same could be done without line
numbers, but the data would be messed up if a line were missing.
The date is adjusted by a constant offset of 86 in the channel table with
conversion code 21. The number "0" next to the offset is the offset for the day.
Note that the archive file begins with 86DDD, then wraps to the next year 87DDD
when DDD > 365 (it would have wrapped at 366, if 1986 had been a leap year.).
Luciano's initial 10-days of data.
Data Time Lin Raw Arc name of Archive
mm/dd/yy hh:mm pos pos pos channel Units
Arch Conv Calib. or Err. Limit. Channel
Format Coda Constants Coda Const Description
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Log file: 1
Log of Archive, version: 1.4 of 1 June 1987,
Files:
RAW DATA a:rn3.raw
CHANNEL TABLE a:rn4.cht
ARCHIVE a:rn3.ach
LOG b:rn3.log
processed on 9 Jun 1987
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Archive delimiter is " ".
Missing or bad data values are replaced by the string "*".
Line errors: are identified by their line number in the raw data file.
Data errors: are identified by the channels name, line and position
within the case: "name "(line in case/position in line).
Line numbers in raw data file are shown as |number| or as *number*
(numbers| indicates a line of data, *numbers* is a comment line.
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A.5 Practical example for raw data without line numbers.
STATISTICS:
20 lines read from beginning of raw data file.
15 lines processed between Begin and End dates.
(including 0 comments and 0 all-blank lines)
0 line errors detected.
5 cases read; 5 cases archived.
0 data errors, and 2 missing data detected, itemized below:
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Archive delimiter is " ".
Missing or bad data values are replaced by the value -99.000 .
Line errors: are identified by their line number in the raw data file.
Data errors: are identified by the channels name, line and position
within the case: "name "(line in case/position in line).
Line numbers in raw data file are shown as | number | or as *number*
Jnumbers| indicates a line of data, *numbers* is a comment line.
Log file: "
Log of Archive, version: 1.4 of 1 June 1987, processed on 9 Jun 1987
Files:
RAW DATA a:lraw
CHANNEL TABLE a:lcht
ARCHIVE a:lraw.ach
LOG b:lraw.log
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STATISTICS:
24 lines read from beginning of raw data file.
7 lines processed between Begin and End dates.
(including 0 comments and 0 all-blank lines)
0 line errors detected.
25 data errors, and 4 missing data detected, itemized below:
A.6 Practical example for raw data with multiple, numbered lines per case,
Raw data, file:
Sending data tor b:0525S; Bit <£sc> to return to main menu.
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(part of raw data file removed)
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••i"
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Channel table:
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Archive file:
To fit on this page, each line is split into several lines below.
(part of archive file removed)
Log file:
Log of Archive, version: 1.4 of 1 June 19
Files:
7, processed on 9 Jun 1987
RAW DATA a:e870525s.raw
CHANNEL TABLE a:enerplex.cht
ARCHIVE a:e870525s.ach
LOG a:e870525s.log
Archive delimiter is ",".
Missing or bad data values are replaced b the string "99991
Line errors: are identified by their line number in the raw data file.
Data errors: are identified by the channels name, line and position
' within the case: "name "(line in case/position in line).
Line numbers in raw data file are shown as | number | or as *number*
|numbers| indicates a line of data, *numbers* is a comment line.
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STATISTICS:
415 lines read from beginning of raw data file.
402 lines processed between Begin and End dates.
(including 16 comments and 1 all-blank lines)
i 1 line errors detected.
24 cases read; 24 cases archived.
31 data errors, and 24 missing data detected, itemized below
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