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A-POSTERIORI KAM THEORY WITH OPTIMAL ESTIMATES
FOR PARTIALLY INTEGRABLE SYSTEMS
ALEX HARO† AND ALEJANDRO LUQUE‡
Abstract. In this paper we present a-posteriori KAM results for existence
of d-dimensional isotropic invariant tori for n-DOF Hamiltonian systems with
additional n− d independent first integrals in involution. We carry out a cov-
ariant formulation that does not require the use of action-angle variables nor
symplectic reduction techniques. The main advantage is that we overcome the
curse of dimensionality avoiding the practical shortcomings produced by the
use of reduced coordinates, which may cause difficulties and underperform-
ance when quantifying the hypotheses of the KAM theorem in such reduced
coordinates. The results include ordinary and (generalized) iso-energetic KAM
theorems. The approach is suitable to perform numerical computations and
computer assisted proofs.
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1. Introduction
Persistence under perturbations of regular (quasi-periodic) motion is one of the
most important problems in Mechanics and Mathematical Physics, and has deep
implications in Celestial and Statistical Mechanics. Classical perturbation theory
experienced a breakthrough around sixty years ago, with the work of Kolmogorov
[35], Arnold [1] and Moser [40], the founders of what is nowadays known as KAM
theory. They overcame the so called small divisors problem, that might prevent
the convergence of the series appearing in perturbative methods. Since then, KAM
theory has become a full body of knowledge that connects fundamental mathem-
atical ideas, and the literature contains eminent contributions and applications in
different contexts (e.g. unfoldings and bifurcations of invariant tori [7, 8], quasi-
periodic solutions in partial differential equations [4, 24, 45], hard implicit function
theorems [42, 43, 51, 52], stability of perturbed planetary problems [2, 18, 26], con-
formally symplectic systems and the spin-orbit problem [9, 17], reversible systems
[49], or existence of vortex tubes in the Euler equation [25], just to mention a few).
The importance and significance of KAM theory in Mathematics, Physics and
Science in general are accounted in the popular book [23]. But, although KAM
theory holds for general dynamical systems under very mild technical assumptions,
its application to concrete systems becomes a challenging problem. Moreover, the
“threshold of validity” of the theory (the size of the perturbation strength for which
KAM theorems can be applied) seemed to be absurdly small in applications to
physical systems1. With the advent of computers and new developed methodologies,
the distance between theory and practice has been shortened (see e.g. [16] for a
illuminating historical introduction and [14, 21] for pioneering computer-assisted
applications). But new impulses have to be made in order to make KAM theory
fully applicable to realistic physical systems. In this respect, recent years have
witnessed a revival of this theory. One direction that have experienced a lot of
progress is the a-posteriori approach based on the parameterization method [19,
20, 33, 50].
The main signatures of the parameterization method are the application of the
a-posteriori approach and a covariant formulation, free of using any particular sys-
tem of coordinates. In fact, the method was baptized as KAM theory without
action-angle variables in [20]. Instead of performing canonical transformations, the
1This source of skepticism was pointed out by the distinguished astronomer M. He´non, who
found a threshold of validity for the perturbation of the order of 10−333 in early KAM theorems.
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strategy consists in solving the invariance equation for an invariant torus by cor-
recting iteratively an approximately invariant one. If the initial approximation is
good enough (relatively to some non-degeneracy conditions), then there is a true
invariant torus nearby [16, 20] (see also [15, 19, 42, 47] for precedents). Hence one
can consider non-perturbative problems in a natural way. The approach itself im-
plies the traditional approach (of perturbative nature) and has been extended to
different theoretical settings [12, 29, 31, 36]. A remarkable feature of the paramet-
erization method is that it leads to very fast and efficient numerical methods for
the approximation of quasi-periodic invariant tori (e.g. [10, 11, 30, 34]) We refer
the reader to the recent monograph [33] for detailed discussions (beyond the KAM
context) on the numerical implementations of the method, examples, and a more
complete bibliography.
A recently reported success in KAM theory is the design of a general methodology
to perform computer assisted proofs of existence of Lagrangian invariant tori in a
non-perturbative setting [27]. The methodology has been applied to several low
dimensional problems obtaining almost optimal results2. The program is founded
on an a-posteriori theorem with explicit estimates, whose hypotheses are checked
using Fast Fourier Transform (with interval arithmetics) in combination with a
sharp control of the discretization error. This fine control is crucial to estimate the
norm of compositions and inverses of functions, outperforming the use of symbolic
manipulations. An important consequence is that the rigorous computations are
executed in a very fast way, thus allowing to manipulate millions of Fourier modes
comfortably.
One of the typical obstacles to directly apply the above methodology (and KAM
theory in general) to realistic problems in Mechanics is the presence of additional
first integrals in involution. This degeneracy implies that quasi-periodic invariant
tori appear in smooth families of lower dimensional tori. The constraints linked to
these conserved quantities can be removed by using classical symplectic reduction
techniques [13, 38], thus obtaining a lower dimensional Hamiltonian system in a
quotient manifold, where Lagrangian tori can be computed. This approach has an
undeniable theoretical importance (e.g. the moment map is an object of remarkable
relevance [39]) and has been successfully used to obtain perturbative KAM results in
significant examples [18, 26, 44]. However, the use of symplectic reduction presents
serious difficulties when applying the a-posteriori KAM approach to the reduced
system. This is obvious because, in the new set of coordinates, it may be difficult to
quantify the required control of the norms for both global objects (e.g. Hamiltonian
system or symplectic structure) and local objects (e.g. parameterization of the
invariant torus, torsion matrix), or also, these estimates may become sub-optimal
to apply a quantitative KAM theorem. The goal of this paper is overcoming these
drawbacks. Instead of reducing the system, we will characterize a target lower
dimensional torus, using the original coordinates of the problem, by constructing a
geometrically adapted frame to suitably display the linearized dynamics on the full
family of invariant tori.
2For example, for the Chirikov standard map, it is proved that the invariant curve with golden
rotation persists up to ε ≤ 0.9716, which corresponds to a threshold value with a defect of 0.004%
with respect to numerical observations (e.g. [32, 37]).
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In this paper we present two KAM theorems in a-posteriori format for existence of
(families of) isotropic3 tori in Hamiltonian systems with first integrals in involution,
avoiding the use of action-angle coordinates (in the spirit of [20]) and symplectic
reduction. The first theorem is an ordinary KAM theorem (also known as a` la
Kolmogorov) on existence of an invariant torus with a fixed frequency vector. Of
course, if no additional first integrals are present in the system, then we recover the
results in [20], with the extra bonus of providing a geometrically improved scheme
with explicit estimates. Our second theorem is a version of a non-perturbative iso-
energetic KAM theorem (see [5, 22] for perturbative formulations), in which one
fixes either the energy or one of the first integrals but modulates the frequency vec-
tor. Actually, we present a general version that allows us to consider any conserved
quantity in involution. Even if there are no additional first integrals, the corollary
of this result is an iso-energetic theorem for Lagrangian tori which is a novelty in
this covariant formulation.
The statements of the results are written with an eye in the applications. Hence,
we provide explicit estimates in the conditions of our theorem, so that the hypo-
theses can be checked using the computer assisted methodology in [27]. In partic-
ular, another novelty of this paper is that estimates are detailed taking advantage
of the presence of additional geometric structures in phase space other than the
symplectic structure, such as a Riemannian metric or a compatible triple, covering
a gap in the literature [33]. We think researchers interested in applying these tech-
niques to specific problems can benefit from these facts. It is worth mentioning that
the required control of the first integrals is limited to estimate the norm of objects
that depend only on elementary algebraic expressions and derivatives. Quantitative
application of these theorems using computer assisted methods will be presented
in a forthcoming work.
The paper is organized as follows. Section 2 introduces the background and the
geometric constructions. We present the two main theorems of this paper in Section
3: the ordinary KAM theorem and the generalized iso-energetic KAM theorem
(with presence of first integrals). Some common lemmas are given in Section 4,
that control the approximation of different geometric properties. The proof of the
ordinary KAM theorem is given in Section 5, while the proof of the generalized
iso-energetic KAM theorem is done in Section 6. In order to collect the long list
of expressions leading to the explicit estimates and conditions of the theorems, we
include separate tables in the appendix.
2. Background and elementary constructions
2.1. Basic notation. We denote by Rm andCm the vector spaces ofm-dimensional
vectors with components in R and C, respectively, endowed with the norm
|v| = max
i=1,...,m
|vi|.
We consider the real and imaginary projections Re, Im : Cm → Rm, and identify
Rm ≃ Im−1{0} ⊂ Cm. Given U ⊂ Rm and ρ > 0, the complex strip of size ρ is
3The invariant tori we consider in this paper are isotropic, but they are not lower dimensional
invariant tori in strict meaning (see [6]). The invariant tori are neither partially hyperbolic nor
elliptic (see the a-posteriori formulations in [29] and [36]), but partially parabolic tori that appear
in families of invariant tori with the same frequency vector.
KAM THEORY FOR PARTIALLY INTEGRABLE SYSTEMS 5
Uρ = {θ ∈ C
m : Re θ ∈ U , |Im θ| < ρ}. Given two sets X,Y ⊂ Cm, dist(X,Y ) is
defined as inf{|x− y| : x ∈ X , y ∈ Y }.
We denote Rn1×n2 and Cn1×n2 the spaces of n1×n2 matrices with components in
R and C, respectively. We will consider the identifications Rm ≃ Rm×1 and Cm ≃
C
m×1. We denote In and On the n × n identity and zero matrices, respectively.
The n1×n2 zero matrix is represented by On1×n2 . Finally, we will use the notation
0n to represent the column vector On×1. Matrix norms in both R
n1×n2 and Cn1×n2
are the ones induced from the corresponding vector norms. That is to say, for a
n1 × n2 matrix M , we have
|M | = max
i=1,...,n1
∑
j=1,...,n2
|Mi,j |.
In particular, if v is a n2-dimensional vector, |Mv| ≤ |M ||v|. Moreover,M
⊤ denotes
the transpose of the matrix M , so that
|M⊤| = max
j=1,...,n2
∑
i=1,...,n1
|Mi,j |.
Given an analytic function f : U ⊂ Cm → C, defined in an open set U , the action
of the r-order derivative of f at a point x ∈ U on a collection of (column) vectors
v1, . . . , vr ∈ C
m, with vk = (v1k, . . . , vmk), is
Drf(x)[v1, . . . , vr] =
∑
ℓ1,...,ℓr
∂rf
∂xℓ1 . . . ∂xℓr
(x) vℓ11 · · · vℓrr,
where the indices ℓ1, . . . , ℓr run from 1 to m.
The construction is extended to vector and matrix valued functions as follows:
given a matrix valued functionM : U ⊂ Cm → Cn1×n2 (whose componentsMi,j are
analytic functions), a point x ∈ U , and a collection of (column) vectors v1, . . . , vr ∈
Cm, we obtain a n1 × n2 matrix D
rM(x)[v1, . . . , vr] such that
(DrM(x)[v1, . . . , vr])i,j = D
rMi,j(x)[v1, . . . , vr].
For r = 1, we will often write DM(x)[v] = D1M(x)[v] for v ∈ Cm.
Notice that, given a function f : U ⊂ Cm → Cn ≃ Cn×1 we can think of
Df as a matrix function Df : U → Cn×m. Hence, D1f(x)[v] = Df(x)v for v ∈
Cm. Therefore, we can apply the transpose to obtain a matrix function (Df)⊤,
which acts on n-dimensional vectors, while Df⊤ = D(f⊤) acts on m-dimensional
vectors. Hence, according to the above notation, the operators D and (·)⊤ do not
commute. Therefore, in order to avoid confusion, we must pay attention to the use
of parenthesis.
A function u : Rd → R is 1-periodic if u(θ+ e) = u(θ) for all θ ∈ Rd and e ∈ Zd.
Abusing notation, we write u : Td → R, where Td = Rd/Zd is the d-dimensional
standard torus. Analogously, for ρ > 0, a function u : Rdρ → C is 1-periodic if
u(θ + e) = u(θ) for all θ ∈ Rdρ and e ∈ Z
d. We also abuse notation and write
u : Tdρ → R, where T
d
ρ = {θ ∈ C
d/Zd : |Im θ| < ρ} is the complex strip of Td of
width ρ > 0. We will also write the Fourier expansion of a periodic function as
u(θ) =
∑
k∈Zd
uˆke
2πik·θ, uˆk =
∫
Td
u(θ)e−2πik·θdθ ,
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and introduce the notation 〈u〉 := uˆ0 for the average. The notation in the paragraph
is extended to n1×n2 matrix valued periodic functionsM : T
d
ρ → C
n1×n2 , for which
Mˆk ∈ C
n1×n2 denotes the Fourier coefficient of index k ∈ Zd.
2.2. Hamiltonian systems and invariant tori. In this paper we consider an
open set M of R2n endowed with a symplectic form ω, that is, a closed (dω = 0)
non-degenerate differential 2-form on M. We will assume that ω is exact (ω = dα
for certain 1-form α called action form), soM is endowed with an exact symplectic
structure. The matrix representations of α and ω are given by the matrix valued
functions
a :M −→ R2n
z 7−→ a(z) ,
and
Ω :M −→ R2n×2n
z 7−→ Ω(z) = (Da(z))⊤ −Da(z) ,
respectively. The non-degeneracy of ω is equivalent to detΩ(z) 6= 0 for all z ∈ M.
Remark 2.1. The prototype example of symplectic structure is the standard sym-
plectic structure on M ⊂ R2n: ω0 =
∑n
i=1 dzn+i ∧ dzi. An action form for ω0 is
α0 =
∑n
i=1 zn+i dzi. The matrix representations of α0 and ω0 are, respectively,
a0(z) =
(
On In
On On
)
z , Ω0 =
(
On −In
In On
)
.
Another usual action form onM⊂ R2n is α0 =
1
2
∑n
i=1(zn+i dzi−zi dzn+i), which
is represented as
a0(z) =
1
2
(
On In
−In On
)
z ,
in coordinates.
We say that a vector field X :M→ R2n is symplectic (or locally-Hamiltonian) if
LXω = 0 where LX stands for the Lie derivative with respect to X . Using Cartan’s
magic formula, and the fact that dω = 0, it turns out that X is symplectic if and
only if iXω is closed. We say that X is exact symplectic (or Hamiltonian) if the
contraction iXω is exact, i.e., if there exists a function h :M→ R (globally defined)
such that iXω = −dh. In coordinates, an exact symplectic vector field satisfies
Ω(z)X(z) = (Dh(z))⊤ , i.e., X(z) = Ω(z)−1(Dh(z))⊤ .
Hence, we will use the notation X = Xh.
The Poisson bracket of two functions f , g is given by {f, g} = −ω(Xf , Xg). In
coordinates,
{f, g}(z) = Df(z)Ω(z)−1(Dg(z))⊤.
Then, if ϕt is the flow of Xh, it follows that
d
dt
(f ◦ ϕt) = {f, h} ◦ ϕt,
and so, f is a conserved quantity if {f, h} = 0.
In this context, given a Hamiltonian vector field Xh on M and a frequency
vector ω ∈ Rd, with 2 ≤ d ≤ n, we are interested in finding a parameterization
K : Td →M satisfying
(2.1) Xh(K(θ)) = DK(θ)ω .
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This means that the d-dimensional manifold K = K(Td) is invariant and the in-
ternal dynamics is given by the constant vector field ω. For obvious reasons, equa-
tion (2.1) is called invariance equation for K. Therefore, given a parameterization
K : Td →M and a frequency vector ω ∈ Rd, the error of invariance is the periodic
function E : Td → R2n given by
(2.2) E(θ) := Xh(K(θ))−DK(θ)ω .
Roughly speaking, if we have a good enough approximation of a d-dimensional
invariant torus K (that is, the error (2.2) is small enough in certain norm), then
one is interested in obtaining a true invariant torus, close to K, satisfying (2.1).
Remark 2.2. Equation (2.1) is the infinitesimal version of the equation
ϕt(K(θ)) = K(θ + ωt) ,
where ϕt is the flow of Xh. Accordingly, we can study the invariance of K using
a discrete version of a KAM theorem for symplectic maps. We refer the reader to
[20, 27, 33] for such a-posteriori theorems, quantitative estimates, and applications.
However, notice that obtaining the required estimates for the flow ϕt demands to
integrate the equations of the motion up to second order variational equations.
If ω ∈ Rd is nonresonant (i.e. if ω · k 6= 0 for every k ∈ Zd\{0}) then z(t) =
K(α+ ωt) is a quasi-periodic solution of Xh for every α ∈ T
d, and α is called the
initial phase of the parameterization. It is well known that quasi-periodicity implies
additional geometric properties of the torus (see [6, 41]). In particular, that the
torus is isotropic. This means that the pullback K∗ω of the symplectic form on the
torus K vanishes. In matrix notation, the representation of K∗ω at a point θ ∈ Td
is
(2.3) ΩK(θ) = (DK(θ))
⊤Ω(K(θ)) DK(θ) ,
and so, K is isotropic if ΩK(θ) = Od, ∀θ ∈ T
d. If d = n then K is Lagrangian.
Moreover, quasi-periodicity implies that
h(K(θ)) = 〈h ◦K〉 , ∀θ ∈ Td ,
which means that the torus is contained in an energy level of the Hamiltonian.
Remark 2.3. Other topologies can be considered for the ambient manifold. For
example, we may have some information (e.g. from normal form analysis) that
allows us to construct tubular coordinates around a torus. In this situation, it is
interesting to look for an invariant torus inside an ambient manifold of the form
M⊂ Td×U , with U ⊂ R2n−d. Notice that both a(z) and h(z) are 1-periodic in the
first d-variables, and, since the Poisson bracket preserves this property, also is Xh.
Assume that we are interested in obtaining an invariant torus that preserves the
topology of the manifold (typically called primary torus). Then we must choose a
parameterization K : Td →M such that K(θ) − (θ, 0) is 1-periodic (that is, K is
homotopic to the zero-section). Therefore, it turns out that the error function (2.2)
is also 1-periodic, so the construction makes sense. All expressions and formulas
presented in this paper remain valid, and one only needs to take into account that
the elements ofK and DK contain an additional term that comes from the topology.
We refer to [33] for a detailed discussion of this case. The case of intermediate
topologies M⊂ Tm × U with U ⊂ R2n−m is similar.
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2.3. Conserved quantities and families of invariant tori. We will assume that
the vector field Xh has n − d first integrals in involution p1, . . . , pn−d : M → R,
that is to say:
(2.4) {h, pj} = 0 , 1 ≤ j ≤ n− d ,
and
(2.5) {pi, pj} = 0 , 1 ≤ i, j ≤ n− d .
Consequently, the Lie brackets of the corresponding Hamiltonian vector fields vanish
and we have:
(2.6) DXh(z)Xpj (z) = DXpj (z)Xh(z) , 1 ≤ j ≤ n− d ,
and
(2.7) DXpi(z)Xpj (z) = DXpj (z)Xpi(z) , 1 ≤ i, j ≤ n− d .
We will encode the n− d first integrals in an only function p :M→ Rn−d, so that
the involution conditions are rephrased as
Dh(z) Ω(z)−1(Dp(z))⊤ = 0⊤n−d ,
and
Dp(z) Ω(z)−1(Dp(z))⊤ = On−d .
Moreover, the corresponding n−d Hamiltonian vector fields are the columns of the
matrix function Xp :M→ R
2n×(n−d), with (Xp)i,j = (Xpj )i, and
Xp(z) = Ω(z)
−1(Dp(z))⊤ .
The commuting conditions are
(2.8) DXh(z)Xp(z) = DXp(z)[Xh(z)] ,
and
(2.9) DXpi(z)Xp(z) = DXp(z)[Xpi(z)] , 1 ≤ i ≤ n− d .
The above setting implies that p generates a (n − d)-parameter family of local
symplectomorphisms. In particular, we introduce
(2.10) Φs = ϕ
1
s1 ◦ · · · ◦ ϕ
n−d
sn−d
where s = (s1, . . . , sn−d) belongs to an open neighborhood of 0 in R
n−d, and ϕisi
is the flow of the Hamiltonian vector field Xpi . Notice that this is a local group
action of Rn−d and, by the commutativity of the flows in (2.7), we have
∂Φs
∂si
= Xpi ◦ Φs .
If the vector fields are linearly independent, then the local group action (2.10)
defines a family of local diffeomorphisms s 7→ Φs which commutes with the flow of
Xh:
Φs ◦ ϕt = ϕt ◦ Φs .
The map Φs is usually called the continuous family of symmetries of Xh. A con-
sequence of this is the following: if K = K(Td) is invariant for Xh, with frequency
vector ω, then Ks = Φs(K) is also invariant for Xh with the same frequency vector:
ϕt(Φs(K(θ))) = Φs(ϕt(K(θ))) = Φs(K(θ + ωt)) ,
and so, Φs ◦K is a parameterization of Ks.
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An important observation is that all invariant tori of the family are contained in
the submanifold
{z ∈M : h(z) = h0 , p(z) = p0} .
Hence, once the frequency ω of the torus has been fixed, we cannot fix the values of
h0 or p0. This case is considered in Section 3.2, referred to as the ordinary case. If
we are interested in obtaining an invariant torus on a target energy level h0, then
we fix the direction of the frequency vector ω but adjust its modulus (iso-energetic
case). Similarly, the same kind of adjustment of ω can be made if we are interested
in obtaining an invariant torus having a prefixed value of one of the components of
p (iso-momentum case). The previous scenarios can be generalized by considering
any first integral c :M→ R that commutes with h and p = (p1, . . . , pn−d), that is,
Dc(z)Xh(z) = 0 , Dc(z)Xp(z) = 0
⊤
n−d .
For example, we can thing that c is a function of h and p given by c(z) = fc(h(z), p(z)),
where fc : R × R
n−d → R is known (we have the particular cases c(z) = h(z) and
c(z) = pj(z) with j ∈ {1, . . . , n − d}). In Section 3.3 we will establish sufficient
conditions to obtain an invariant torus having a prefixed value of the target con-
served quantity c (generalized iso-energetic case). We emphasize that selecting
simultaneously the values of several conserved quantities is not possible in general,
but makes sense for Cantor sets of frequencies.
2.4. Linearized dynamics and reducibility. In this section we describe the
geometric construction of a suitable symplectic frame attached to an invariant torus
K of a Hamiltonian system Xh with conserved quantities p : M→ R
n−d. Indeed,
given a parameterization K : Td →M satisfying
(2.11) Xh(K(θ)) = DK(θ)ω ,
and given any m-dimensional vector subbundle parameterized by V : Td → R2n×m,
with 1 ≤ m ≤ 2n, we introduce the operator
(2.12) XV (θ) := DX(K(θ))V (θ)−DV (θ)[ω] ,
which corresponds to the infinitesimal displacement of V , and we say that a bundle
is invariant under the linearized equations if XV (θ) = O2n×m for every θ ∈ T
d.
We consider the map L : Td → R2n×n given by
L(θ) =
(
DK(θ) Xp(K(θ))
)
,
and we will assume that rankL(θ) = n for every θ ∈ Td. Then, it turns out that
L(θ) satisfies
(2.13) XL(θ) = O2n×n , ∀θ ∈ T
d .
This invariance follows from two observations. Firstly, taking derivatives at both
sides of (2.11), we have
DXh(K(θ))DK(θ) = D(DK(θ))[ω] ,
and secondly, from the commutation rule (2.6), we have:
D(Xp(K(θ)))[ω] = DXp(K(θ))[DK(θ)ω]
= DXp(K(θ))[Xh(K(θ))]
= DXh(K(θ))Xp(K(θ)) .
Then, the property in (2.13) follows putting together both expressions.
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By similar geometric properties (detailed computations will be presented in Sec-
tion 4.4), it turns out that the subspace L(θ) is Lagrangian, i.e., we have
L(θ)⊤Ω(K(θ))L(θ) = O2n×n
for every θ ∈ Td. Then one can use the geometric structure of the problem to
complement the above frame, thus obtaining linear coordinates on the full tangent
bundle TM that express DXh ◦K in a simple way. This is one of the main ingredi-
ents of recent KAM theorems presented in different contexts and structures (see
e.g. [9, 20, 29, 31, 36]). The constructions have been summarized in [33] using a
common framework that unifies the previous works and emphasizes the role of the
symplectic properties. We briefly summarize this framework in Section 2.5.
Hence, we will obtain a map N : Td → R2n×n such that the juxtaposed matrix
P (θ) =
(
L(θ) N(θ)
)
,
satisfies rankP (θ) = 2n for every θ ∈ Td and also
(2.14) P (θ)⊤Ω(K(θ))P (θ) = Ω0 .
In this case, we say that P : Td → R2n×2n is a symplectic frame. The use of these
linear coordinates on TKM has several advantages. Among them, it produces a
natural and geometrically meaningful non-degeneracy condition (twist condition)
in the KAM theorem, it simplifies certain computations substantially (P−1 can
be computed directly), but most importantly, it reduces the linearized equation to
triangular form as follows:
DXh(K(θ))P (θ) −DP (θ)[ω] = P (θ)Λ(θ) ,
with
Λ(θ) =
(
On T (θ)
On On
)
and
T (θ) = N(θ)⊤Ω(K(θ)) (DXh(K(θ))N(θ) −DN(θ)[ω])
= N(θ)⊤Ω(K(θ))XN (θ) .
The matrix T is usually called the torsion matrix and plays the role of Kolmogorov’s
non-degeneracy condition.
Remark 2.4. The torsion measures the symplectic area determined by the normal
bundle and its infinitesimal displacement. Notice that, in the present paper, the
torsion involves geometrical and dynamical properties of both the torus and the
first integrals, and in fact, of the family of d-dimensional invariant tori.
The above setting allows us a approximate the solutions of the linearized equa-
tions around the torus by the solutions of a triangular system which is easier to
handle. The fundamental idea is the following fact: if K is approximately invari-
ant, the above geometrical properties are still satisfied, modulo some error functions
which can be controlled in terms of the error of invariance. The main ingredient
is the fact that (under certain assumptions) the frame θ 7→ L(θ), associated to a
(n−d)-parameter family of approximately invariant tori, is also approximately Lag-
rangian. Hence, the linear dynamics around the torus is approximately reducible.
This is enough to perform a quadratic scheme to correct the initial approximation.
This will be discussed in Section 4.
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2.5. Construction of a geometrically adapted frame. In this section we deal
with the construction of a symplectic frame on the bundle TKM by complementing
the column vectors of a map L : Td → R2n×n that parameterizes a Lagrangian
subbundle. To this end, we assume that we have a map N0 : Td → R2n×n such
that
(2.15) rank
(
L(θ) N0(θ)
)
= 2n ⇔ det(L(θ)⊤Ω(K(θ))N0(θ)) 6= 0 ,
for every θ ∈ Td. Then, we complement the Lagrangian subspace generated by
L(θ) by means of a map N : Td → R2n×n given by
N(θ) = L(θ)A(θ) +N0(θ)B(θ) ,
where
B(θ) = −(L(θ)⊤Ω(K(θ))N0(θ))−1
and A(θ) is a solution of
A(θ)−A(θ)⊤ = −B(θ)⊤N0(θ)⊤Ω(K(θ))N0(θ)B(θ).
The solution of this equation is given by
A(θ) = −
1
2
(B(θ)⊤N0(θ)⊤Ω(K(θ))N0(θ)B(θ))
modulo the addition of any symmetric matrix. A direct computation shows that
the juxtaposed matrix P (θ) = (L(θ) N(θ)) satisfies (2.14).
The map N0 can be obtained by directly complementing the tangent vectors of
the initial (approximately invariant) torus, and after that, be fixed along the iter-
ative procedure. This is called Case I in chapter 4 of [33]. It has the advantage of
being more general and flexible, but the it requires some extra work to obtain op-
timal quantitative estimates (we refer the reader to [27], where additional geometric
properties of N0 are controlled).
A natural way to construct a map N0 systematically is by using additional
geometric information. In this paper, we assume that M is also endowed with a
Riemannian metric g, represented in coordinates as the positive-definite symmetric
matrix valued function G :M→ R2n×2n. Then, we define the linear isomorphism
J : TM → TM such that ωz(Jzu, v) = gz(u, v), ∀u, v ∈ TzM. Observe also
that J is antisymmetric with respect to g, that is, gz(u,Jzv) = −gz(Jzu, v),
∀u, v ∈ TzM. The matrix representation of J is given by the matrix valued function
J :M→ R2n×2n. Then, we have
(2.16) Ω⊤ = −Ω , G⊤ = G , J⊤Ω = G ,
and we introduce the matrix valued function Ω˜ :M→ R2n×2n, as
Ω˜ := J⊤ΩJ = GJ ,
for the representation of the symplectic form in the frame given by J .
Then, we choose the map N0 as follows
(2.17) N0(θ) := J(K(θ))L(θ)
and condition (2.15) is equivalent to
det(L(θ)⊤G(K(θ))L(θ)) 6= 0 ∀θ ∈ Td .
Moreover, the matrices A(θ) and B(θ) are expressed as follows
A(θ) = −
1
2
(B(θ)⊤L(θ)⊤Ω˜(K(θ))L(θ)B(θ)) ,
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B(θ) = (L(θ)⊤G(K(θ))L(θ))−1 .
This is called Case II in [33].
Remark 2.5. We want to point out that the above construction differs slightly from
the discussion in chapter 4 of [33], where the linear isomorphism J is defined as
ωz(u, v) = gz(u,Jzv). This choice results in the map
N0(θ) = −J(K(θ))−1L(θ)
rather than (2.17). Both constructions are equivalent, but the construction de-
scribed here is geometrically more natural and produces better quantitative estim-
ates.
There is also the special case where the isomorphism J is anti-involutive. that is,
J
2 = −I. Then, we say that the triple (ω, g,J) is compatible and that J endows
M with a complex structure. This is called Case III in chapter 4 of [33]. In
coordinates, we have the following properties
J2 = −I2n, Ω = J
⊤ΩJ, G = J⊤GJ.
In this situation, we have
N0(θ) = J(K(θ))L(θ) , A(θ) = On , B(θ) = (L(θ)
⊤G(K(θ))L(θ))−1 .
It is important to notice that the above constructions lead to different quant-
itative estimates in the KAM theorem. Selecting the best option depends on the
particular problem under consideration. Since Case I has been fully reported in
the references [27, 33], in this paper we will focus in obtaining sharp quantitative
estimates for Case II and Case III. Hence, we cover a gap in the literature that
could be valuable in future studies.
2.6. Univocal determination of an invariant torus of the family. In this
section we describe suitable strategies to avoid the undeterminations observed in
Sections 2.2 and 2.3. Let us recapitulate them:
• If K = K(Td) is a d-dimensional invariant torus of Xh of frequency ω, then
Kα(θ) = K(θ + α) also parameterizes K for every α ∈ Td.
• If K = K(Td) is a d-dimensional invariant torus of Xh of frequency ω, and
we introduceKs = Φs◦K using the family of symmetries, thenKs = Ks(T
d)
is also an invariant torus of frequency ω for every s ∈ Rn−d in the domain
of definition.
The first indetermination corresponds to the choice of the parameterization of
the invariant object, and it can be avoided simply by fixing an initial phase of
the torus. To this end, we consider a (2n − d)-dimensional manifold given by the
preimage of a map Z : R2n → Rd and select the value of α such that
Z(Kα(0)) = Z0 ,
for some Z0 ∈ R
d. Notice that Z must be selected in such a way that the trans-
versality condition
det(DZ(Kα(0))DKα(0)) 6= 0 ,
holds in an open set of values α ∈ Rd.
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Remark 2.6. If M = Td × U and we are considering a non-contractible invariant
tori of the form K(θ) = (Kx(θ),Ky(θ)) ∈ M, then a typical way to determine the
phase univocally is to ask the following average condition
〈Kx − id〉 = 0d .
In this case, we select α = −〈Kx − id〉. Another possibility, in the spirit described
above, is to select the transversal plane given by Z(z) = (z1, . . . , zd).
The second indetermination corresponds to a choice of a given invariant torus
inside the (n− d)-parameter family described in Section 2.3. In this case, we need
to fix additional (n−d) conditions in order to define univocally a single torus of the
family. For example, we may assume that there is a map q :M→ Rn−d satisfying
(2.18) Dq(z)Xp(z) = Dq(z) Ω(z)
−1(Dp(z))⊤ = In−d ,
which means that {qi, pj} = δij . For obvious reasons, p and q are referred to as the
generalized momentum and the generalized conjugated position, respectively. Then,
we can determine univocally a torus in the family by asking for the extra equations
q ◦K(0) = q0 ∈ R
n−d .
We can recover the full family by considering the map
s 7−→ q ◦ Φs ◦K = q ◦K + s ,
where we used that
∂
∂si
(q ◦ Φs ◦K) = (Dq ◦ Φs ◦K)∂si(Φs ◦K)
= (Dq ◦ Φs ◦K)(Xpi ◦ Φs ◦K) = ei
Remark 2.7. The above construction can be readily generalized asking the map q
to satisfy
det(Dq(z)Xp(z)) 6= 0
instead of (2.18).
It is clear that both indeterminations can be addressed simultaneously by fixing
n conditions. This can be done for example by asking for a transversality condition
on the Lagrangian frame θ 7→ L(θ) described in Section 2.4 at a given point. To
this end, we denote
Kα,s(θ) = Φs(K(θ + α)) , α ∈ R
d , s ∈ Rn−d ,
we consider a map Q :M→ Rn, and we ask for the condition
Q(Kα,s(0)) = Q0
for a given point Q0 ∈ R
n. It this situation, the transversality condition reads
det (DQ(Kα,s(0))Lα,s(0)) 6= 0
where
θ 7→ Lα,s(θ) =
(
DKα,s(θ) Xp(Kα,s(θ))
)
is the Lagrangian frame associated with the torus Kα,s. For example, a natural
choice would be
Q(z) =
(
Z(z)
q(z)
)
,
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where Z is selected to fix the phase of the parameterizations and q are generalized
positions associated with p. Depending on the topology of the ambient space, we
may consider other choices (see Remark 2.6).
3. A-posteriori KAM theory for partially integrable Hamiltonian
systems
In this section, we present two a-posteriori KAM theorems for d-dimensional
quasi-periodic invariant tori in Hamiltonian systems with n degrees-of-freedom that
have n− d additional first integrals in involution. To this end, we will assume that
the frequency vector ω satisfies Diophantine conditions. Specifically, we denote the
set of Diophantine vectors as
(3.1) Dγ,τ =
{
ω ∈ Rd : |k · ω| ≥
γ
|k|τ1
, ∀k ∈ Zd\{0} , |k|1 =
d∑
i=1
|ki|
}
,
for certain γ > 0 and τ ≥ d− 1.
In Section 3.1 we set some basic notation regarding Banach spaces and norms of
analytic functions. In Section 3.2 we present the statement of a KAM theorem for
existence (and persistence) of d-dimensional invariant tori having fixed frequency
vector ω ∈ Dγ,τ . This corresponds to the so-called ordinary (a` la Kolmogorov)
KAM theorem. In Section 3.3 we present and adapted version of the theorem that
generalizes the iso-energetic approach. Section 4 is devoted to the control of ap-
proximate geometric properties, the anteroom of the proofs of the main theorems
in Sections 5 and 6. We will pay special attention in providing explicit and rather
optimal bounds, with an eye in the application of the theorems and in computer as-
sisted proofs. The constants have been collected in a series of tables in Appendix B.
3.1. Analytic functions and norms. In this paper we work with real analytic
functions defined in complex neighborhoods of real domains. We will consider
the sup-norms of (matrix valued) analytic functions and their derivatives (see the
notation in Section 2.1). That is, for f : U ⊂ Cm → C, we consider
‖f‖U = sup
x∈U
|f(x)|,
and
‖Drf‖U =
∑
ℓ1,...,ℓr
∥∥∥∥ ∂rf∂xℓ1 . . . ∂xℓr
∥∥∥∥
U
,
that could be infinite. For M : U ⊂ Cm → Cn1×n2 , we consider the norms
‖M‖U = max
i=1,...,n1
∑
j=1,...,n2
‖Mi,j‖U ,
‖DrM‖U = max
i=1,...,n1
∑
j=1,...,n2
‖DrMi,j‖U ,
and we notice, of course, that the norms ‖M⊤‖U and ‖D
rM⊤‖U are obtained simply
by interchanging the role of the indices i and j.
Let us remark that the above norms present Banach algebra-like properties. For
example, given r analytic functions v1, . . . , vr : U → C
m ≃ Cm×1, then the function
DrM [v1, . . . , vr] : U ⊂ C
m → Cn1×n2 defined as
DrM [v1, . . . , vr](x) = D
rM(x)[v1(x), . . . , vr(x)]
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is also analytic, and we have
‖DrM [v1, . . . , vr]‖U ≤ max
i=1,...,n1
n2∑
j=1
‖DrMi,j[v1, . . . , vr]‖U
≤ max
i=1,...,n1
n2∑
j=1
∥∥∥∥∥∥
∑
ℓ1,...,ℓr
∂rMi,j
∂xℓ1 · · · ∂xℓr
vℓ11 · · · vℓrr
∥∥∥∥∥∥
U
≤ max
i=1,...,n1
n2∑
j=1
∑
ℓ1,...,ℓr
∥∥∥∥ ∂rMi,j∂xℓ1 · · · ∂xℓr
∥∥∥∥
U
max
ℓ=1,...,r
‖vℓ,1‖U · · · maxℓ=1,...,r
‖vℓ,r‖U
= ‖DrM‖U ‖v1‖U · · · ‖vr‖U .
There is also a similar bound for the action of the transpose:
‖(DrM [v1, . . . , vr])
⊤‖U ≤ max
j=1,...,n2
n1∑
i=1
‖DrMi,j [v1, . . . , vr]‖U
≤
∥∥DrM⊤∥∥
U
‖v1‖U · · · ‖vr‖U .
In addition, given M1 : U ⊂ C
m → Cn1×n3 and M2 : U ⊂ C
m → Cn3×n2 , we have
‖M1M2‖U ≤ ‖M1‖U‖M2‖U ,
and
‖D(M1M2)‖U ≤ ‖DM1‖U‖M2‖U + ‖M1‖U‖DM2‖U .
The particular case of real-analytic periodic functions deserves some additional
comments. We denote by A(Tdρ) the Banach space of holomorphic functions u :
Tdρ → C, that can be continuously extended to T¯
d
ρ, and such that u(T
d) ⊂ R
(real-analytic), endowed with the norm
‖u‖ρ = ‖u‖Tdρ = max|Imθ|≤ρ
|u(θ)| .
As usual in the analytic setting, we will use Cauchy estimates to control the de-
rivatives of a function. Given u ∈ A(Tdρ), with ρ > 0, then for any 0 < δ < ρ the
partial derivative ∂u/∂xℓ belongs to A(T
d
ρ−δ) and we have the estimates∥∥∥∥ ∂u∂xℓ
∥∥∥∥
ρ−δ
≤
1
δ
‖u‖ρ, ‖Du‖ρ−δ ≤
d
δ
‖u‖ρ,
∥∥(Du)⊤∥∥
ρ−δ
≤
1
δ
‖u‖ρ.
The above definitions and estimates extend naturally to matrix valued function,
that is, given M : Tdρ → C
n1×n2 , with components in A(Tdρ), we have
‖DM‖ρ−δ = max
i=1,...,n1
∑
j=1,...,n2
‖DMi,j‖ρ−δ ≤
d
δ
‖M‖ρ.
A direct consequence is that ‖DM⊤‖ρ−δ ≤
d
δ ‖M
⊤‖ρ.
As it was mentioned in Section 2.1, the operators D and (·)⊤ do not commute.
In particular, given a real analytic vector function w : Tdρ → C
n ≃ Cn×1, we have:
‖Dw‖ρ−δ ≤
d
δ
‖w‖ρ, ‖Dw
⊤‖ρ−δ ≤
d
δ
‖w⊤‖ρ ≤
nd
δ
‖w‖ρ, ‖(Dw)
⊤‖ρ−δ ≤
n
δ
‖w‖ρ.
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3.2. Ordinary KAM theorem. At this point, we are ready to state sufficient
conditions to guarantee the existence of a d-dimensional invariant torus with fixed
frequency close to an approximately invariant one. Notice that the hypotheses in
Theorem 3.1 are tailored to be verified with a finite amount of computations.
The result is written simultaneously to Case II and Case III (see Section 2.5).
Estimates corresponding to Case I can be easily obtained without any remarkable
difficulty (see e.g. [27] for details). Hence, given a parameterization of a torus
K = K(Td) (not necessarily invariant) and a tangent frame L : Td → R2n×n, the
normal frame N : Td → R2n×n is constructed as follows:
(3.2) N(θ) := L(θ)A(θ) +N0(θ)B(θ) ,
where
N0(θ) = J(K(θ))L(θ) ,(3.3)
B(θ) = (L(θ)⊤G(K(θ))L(θ))−1 ,(3.4)
A(θ) =

−
1
2
(B(θ)⊤L(θ)⊤Ω˜(K(θ))L(θ)B(θ)), if Case II;
0, if Case III.
(3.5)
The torsion matrix T : Td → Rn×n, given by
(3.6) T (θ) = N(θ)⊤Ω(K(θ))XN (θ) ,
where
(3.7) XN (θ) = DXh(K(θ))N(θ) −DN(θ)[ω] ,
measures the infinitesimal twist of the normal bundle. With this geometric ingredi-
ents we are ready to state our main theorem, in the ordinary case.
Theorem 3.1 (KAM theorem with first integrals). Let us consider an exact sym-
plectic structure ω = dα and a Riemannian metric g on the open set M ⊂ R2n.
Let h be a Hamiltonian function, having n − d first integrals in involution p =
(p1, . . . , pn−d), with 2 ≤ d ≤ n, and let c be any first integral in involution with
(h, p). Let K : Td →M be a parameterization of an approximately invariant torus
with frequency vector ω ∈ Rd, and consider the tangent frame L : Td → R2n×n
given by
(3.8) L(θ) =
(
DK(θ) Xp(K(θ))
)
.
Then, we assume that the following hypotheses hold.
H1 The global objects can be analytically extended to the complex domain B ⊂
C2n, and there are constants that quantify the control of their analytic
norms.
For the geometric structures ω, g,J , ω˜ = J∗ω in B, the matrix functions
Ω, G, J, Ω˜ : B → C2n×2n satisfy:
‖Ω‖B ≤ cΩ,0 , ‖DΩ‖B ≤ cΩ,1 ,
‖Ω˜‖B ≤ cΩ˜,0 , ‖DΩ˜‖B ≤ cΩ˜,1 , ‖D
2Ω˜‖B ≤ cΩ˜,2 ,
‖G‖B ≤ cG,0 , ‖DG‖B ≤ cG,1 , ‖D
2G‖B ≤ cG,2 ,
‖J‖B ≤ cJ,0 , ‖DJ‖B ≤ cJ,1 , ‖D
2J‖B ≤ cJ,2 ,
‖J⊤‖B ≤ cJ⊤,0 , ‖DJ
⊤‖B ≤ cJ⊤,1 .
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For the Hamiltonian h : B → C and its corresponding vector field Xh :
B → C2n, we have :
‖Dh‖B ≤ ch,1 ,
‖Xh‖B ≤ cXh,0 , ‖DXh‖B ≤ cXh,1 ,
‖D2Xh‖B ≤ cXh,2 , ‖DX
⊤
h ‖B ≤ cX⊤h ,1 .
For the first integrals p : B → Cn−d and the corresponding vector fields
Xp : B → C
2n×(n−d), we have:
‖Dp‖B ≤ cp,1 , ‖Dp
⊤‖B ≤ cp⊤,1 ,
‖Xp‖B ≤ cXp,0 , ‖DXp‖B ≤ cXp,1 , ‖D
2Xp‖B ≤ cXp,2 ,
‖X⊤p ‖B ≤ cX⊤p ,0 , ‖DX
⊤
p ‖B ≤ cX⊤p ,1 , ‖D
2X⊤p ‖B ≤ cX⊤p ,2 .
For the first integral c : B → C we have
‖Dc‖B ≤ cc,1 .
H2 The parameterization K is real analytic in a complex strip T
d
ρ, with ρ > 0,
which is contained in the global domain:
dist(K(Tdρ), ∂B) > 0.
Moreover, the components of K and DK belong to A(Tdρ), and there are
constants σK and σK⊤ such that
‖DK‖ρ < σK , ‖(DK)
⊤‖ρ < σK⊤ .
H3 We assume that L(θ) given by (3.8) has maximum rank for every θ ∈ T¯
d
ρ.
Moreover, there exists a constant σB such that
‖B‖ρ < σB,
where B(θ) is given by (3.4).
H4 There exists a constant σT such that
|〈T 〉−1| < σT ,
where T (θ) is given by (3.6).
H5 The frequency ω belongs to Dγ,τ , given by (3.1), for certain γ > 0 and
τ ≥ d− 1.
Under the above hypotheses, for each 0 < ρ∞ < ρ there exists a constant C1 such
that, if the error of invariance
(3.9) E(θ) = Xh(K(θ)) −DK(θ)ω,
satisfies
(3.10)
C1‖E‖ρ
γ4ρ4τ
< 1 ,
then there exists an invariant torus K∞ = K∞(T
d) with frequency ω, satisfying
K∞ ∈ A(T
d
ρ∞) and
‖DK∞‖ρ∞ < σK , ‖(DK∞)
⊤‖ρ∞ < σK⊤ , dist(K∞(T
d
ρ∞), ∂B) > 0 .
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Furthermore, the objects are close to the original ones: there exist constants C2 and
C3 such that
(3.11) ‖K∞ −K‖ρ∞ <
C2‖E‖ρ
γ2ρ2τ
, |〈c ◦K∞〉 − 〈c ◦K〉| <
C3‖E‖ρ
γ2ρ2τ
,
The constants C1, C2 and C3 are given explicitly in Appendix B.
Remark 3.2. If d = n then there are no additional first integrals and we recover the
classical KAM theorem for Lagrangian tori. The corresponding estimates follow
by taking zero the constants cp,1 = 0, cp⊤,1 = 0, cXp,0 = 0, cX⊤p ,0 = 0, cXp,1 = 0,
cX⊤p ,1 = 0, cXp,2 = 0, and cX⊤p ,2 = 0. Thus, as a by-product, we obtain optimal
quantitative estimates for the KAM theorem for flows stated in [20].
Remark 3.3. In the canonical case, we have Ω = Ω˜ = Ω0, G = I2n, and J = Ω0.
Hence, we have cΩ,0 = 1, cΩ,1 = 0, cΩ˜,0 = 1, cΩ˜,1 = 0, cΩ˜,2 = 0, cG,0 = 1, cG,1 = 0,
cG,2 = 0, cJ,0 = 1, cJ,1 = 0, cJ,2 = 0, cJ⊤,0 = 1, and cJ⊤,1 = 0.
Remark 3.4. Notice that the condition d ≥ 2 is optimal. For d = 1, not only
the torus becomes a periodic orbit (and the result would follow from an standard
implicit theorem without small divisors) but also Xh is completely integrable.
Remark 3.5. The existence of a d-dimensional invariant torus with frequency ω
implies the existence of a (n− d)-parameter family of invariant tori with frequency
ω. The family is locally unique, meaning that if there is an invariant torus with
frequency ω close enough to the family, then it is a member of the family. Notice
also that Theorem 3.1 states the existence of the parameterization of an invariant
torus, but that we can also change the phase to obtain a new parameterization.
As mentioned in Section 2.6, both indeterminacies (the phase and the element of
the family) could be fixed by adding n extra scalar equations to the invariance
equation.
3.3. Generalized iso-energetic KAM theorem. Let us consider the setting
presented in Section 3.2, and let us focus on the first integral c : M → R that
commutes with h and p = (p1, . . . , pn−d). It is clear that if K = K(T
d) is invariant
under Xh then K is contained in the hypersurface c(z) = c0, for c0 ∈ R. In this sec-
tion we are interested in finding an invariant torus by pre-fixing such hypersurface,
that is, our aim is to obtain a parameterization satisfying
(3.12) Xh(K(θ)) = LωK(θ) , 〈c ◦K〉 = c0 ,
where c0 ∈ R is fixed and we think in ω ∈ PR
d.
The following result, which is an extension of Theorem 3.1 to this generalized
iso-energetic context, establishes quantitative sufficient conditions for the existence
of a solution of (3.12) close to an approximate one. For this reason, we refer the
reader to Section 3.2 for a compendium of the objects involved in the result and we
do not estate the common hypotheses.
Theorem 3.6 (Iso-energetic KAM theorem with first integrals). Let us consider
the setting of Theorem 3.1, assume that the hypotheses H2 and H3 hold, and replace
H1, H4 and H5 by
H ′1 Assume that all estimates in H1 hold. In addition, for the first integral
c : B → C we have
‖D2c‖B ≤ cc,2 .
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H ′4 There exists a constant σTc such that
|〈Tc〉
−1| < σTc ,
where Tc : T
d
ρ → C
(n+1)×(n+1) is the extended torsion matrix
(3.13) Tc(θ) :=
(
T (θ) ωˆ
Dc(K(θ))N(θ) 0
)
, ωˆ :=
(
ω
0n−d
)
.
H ′5 Let us consider a constant σω > 1 and a frequency vector ω∗ in the set
Dγ,τ , given by (3.1), for certain γ > 0 and τ ≥ d − 1. Then, we assume
that ω ∈ Rd is contained in the ray
Θ = Θ(ω∗, σω) = {sω∗ ∈ R
d : 1 < s < σω} ⊂ Dγ,τ .
Notice that, by definition, we have dist(ω, ∂Θ) > 0.
Under the above hypotheses, for each 0 < ρ∞ < ρ there exists a constant C1 such
that, if the total error
(3.14) Ec(θ) =
(
E(θ)
Eω
)
=
(
Xh(K(θ))−DK(θ)ω
〈c ◦K〉 − c0
)
satisfies
(3.15)
C1‖Ec‖ρ
γ4ρ4τ
< 1 ,
then there exists an invariant torus K∞ = K∞(T
d) with frequency ω∞ ∈ Θ, satis-
fying K∞ ∈ A(T
d
ρ∞) and
‖DK∞‖ρ∞ < σK , ‖(DK∞)
⊤‖ρ∞ < σK⊤ , dist(K∞(T
d
ρ∞), ∂B) > 0 .
Furthermore, the objects are close to the initial ones: there exist constants C2 and
C3 such that
(3.16) ‖K∞ −K‖ρ∞ <
C2‖Ec‖ρ
γ2ρ2τ
, |ω∞ − ω| <
C3‖Ec‖ρ
γ2ρ2τ
.
The constants C1, C2 and C3 are given explicitly in Appendix B.
Remark 3.7. If we consider the case c(z) = h(z) then we recover the classical iso-
energetic situation. Notice that, if K is invariant with frequency ω, then the frame
P (θ) is symplectic, and
Dh(K(θ))N(θ) = Xh(K(θ))
⊤Ω(K(θ))N(θ) = −ω⊤DK(θ)⊤Ω(K(θ))N(θ)
=
(
ω⊤ 0⊤n−d
)
= ωˆ⊤.
Hence, the extended torsion matrix for an invariant torus is
(3.17) Th(θ) :=
(
T (θ) ωˆ
ωˆ⊤ 0
)
.
Remark 3.8. If we consider the case c(z) = pj(z) then we have an iso-momentum
situation. In this case, if K is invariant with frequency ω, then
Dpj(K(θ))N(θ) = −Xpj (K(θ))
⊤Ω(K(θ))N(θ) = e⊤d+j ,
where ed+j is the (d+j)-th canonic vector of R
n (it has 1 in the (d+j)-th component
and 0 elsewhere). Hence, the extended torsion matrix for an invariant torus is
(3.18) Tpj (θ) :=
(
T (θ) ωˆ
e⊤d+j 0
)
.
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4. Some lemmas to control approximate geometric properties
In this section we present some estimates regarding the control of some geometric
properties for an approximately invariant torus. For the sake of clarity, we reduce
the repetition of hypotheses and present a unique setting for the whole section,
consisting in the assumptions of the KAM Theorems in Section 3.2 and 3.3.
4.1. Estimates for cohomological equations. Let us first introduce some useful
notation regarding the so-called cohomological equations that play an important
role in KAM theory. Given ω ∈ Rd and a periodic function v, we consider the
cohomological equation
(4.1) Lωu = v − 〈v〉 , Lω := −
d∑
i=1
ωi
∂
∂θi
.
The notation L comes from “left-operator”.
Let us assume that v is continuous and ω is rationally independent (this implies
that the flow t 7→ ωt is quasi-periodic). If there exists a continuous zero-average
solution of equation (4.1), then it is unique and will be denoted by u = Rωv. The
notation R comes from “right-operator”.
Note that the formal solution of equation (4.1) is immediate. Actually, if v has
the Fourier expansion v(θ) =
∑
k∈Zd vˆke
2πik·θ and the dynamics is quasi-periodic,
then
(4.2) Rωv(θ) =
∑
k∈Zd\{0}
uˆke
2πik·θ, uˆk =
−vˆk
2πik · ω
.
In particular, this implies that Rωv = 0 if v = 0. The solutions of equation (4.1)
differ by their average.
We point out that quasi-periodicity is not enough to ensure regularity of the
solutions of cohomological equations. This is related to the effect of the small
divisors k · ω in equation (4.2). To deal with regularity, we require stronger non-
resonant conditions on the vector of frequencies. In this paper, we consider the
classic Diophantine conditions in H5 and H
′
5.
Lemma 4.1 (Ru¨ssmann estimates). Let ω ∈ Dγ,τ for some γ > 0 and τ ≥ d − 1.
Then, for any v ∈ A(Tdρ), with ρ > 0, there exists a unique zero-average solution
of Lωu = v − 〈v〉, denoted by u = Rωv. Moreover, for any 0 < δ < ρ we have that
u ∈ A(Tdρ−δ) and the estimate
‖u‖ρ−δ ≤
cR
γδτ
‖v‖ρ ,
where cR is a constant that depends on d, τ and possibly on δ.
Proof. There is no need to reproduce here this classical result, and we refer the
reader to the original references [46, 48], where a uniform bound (independent of
δ) is obtained. We refer to [27] for sharp non-uniform computer-assisted estimates
(in the discrete case) of the form cR = cR(δ). representing a substantial advant-
age in order to apply the result to particular problems. Adapting these estimates
to the continuous case is straightforward. Also, we refer to [28] for a numerical
quantification of these estimates and for an analysis of the different sources of over-
estimation. 
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4.2. Approximate conserved quantities. If K = K(Td) is not an invariant
torus with frequency ω, it is clear that a first integral in involution c (such as
the energy h or any of the components of p) is not necessarily preserved along
z(t) = K(θ0 + ωt), since this is not a true trajectory. However, we can “shadow”
its evolution in terms of the error of invariance.
Lemma 4.2. Let us consider the setting of Theorem 3.1 or Theorem 3.6. Then,
for a conserved quantity c the following estimates hold:
‖c ◦K − 〈c ◦K〉‖ρ−δ ≤
cRcc,1
γδτ
‖E‖ρ ,(4.3)
‖Lω(D(c ◦K))‖ρ−δ ≤
dcc,1
δ
‖E‖ρ , ‖Lω(D(c ◦K))
⊤‖ρ−δ ≤
cc,1
δ
‖E‖ρ ,(4.4)
‖D(c ◦K)‖ρ−2δ ≤
cRdcc,1
γδτ+1
‖E‖ρ , ‖(D(c ◦K))
⊤‖ρ−2δ ≤
cRcc,1
γδτ+1
‖E‖ρ .(4.5)
In particular,
‖p ◦K − 〈p ◦K〉‖ρ−δ ≤
cRcp,1
γδτ
‖E‖ρ ,(4.6)
‖Lω(D(p ◦K))‖ρ−δ ≤
dcp,1
δ
‖E‖ρ , ‖Lω(D(p ◦K))
⊤‖ρ−δ ≤
cp⊤,1
δ
‖E‖ρ ,(4.7)
‖D(p ◦K)‖ρ−2δ ≤
cRdcp,1
γδτ+1
‖E‖ρ , ‖(D(p ◦K))
⊤‖ρ−2δ ≤
cRcp⊤,1
γδτ+1
‖E‖ρ .(4.8)
Proof. We will prove the result first for the conserved quantity c. This case includes
analogous estimates for each of the first integrals h and pi, with i = 1, . . . , n − d.
We apply Lω(·) = −D(·)ω in the expression c ◦K, thus obtaining
Lω(c(K(θ))) = Dc(K(θ))LωK(θ)
= Dc(K(θ)) (E(θ)−Xh(K(θ)))
= Dc(K(θ))E(θ) .
(4.9)
In the second line we used the expression of the error of invariance (3.9), and in
the third line we used that c is in involution with h. In particular,
‖Lω(c ◦K))‖ρ ≤ cc,1‖E‖ρ,
where we use that ‖Dc‖B ≤ cc,1. Thus, we end up with
c(K(θ))− 〈c ◦K〉 = Rω(Dc(K(θ))E(θ)) ,
and the estimate (4.3) follows applying Lemma 4.1.
In order to prove (4.4) and (4.5) we just differentiate with respect to θℓ, for
ℓ = 1, . . . , d, both formulae (4.9) and (4.4) and apply Cauchy estimates. Firstly,∥∥∥∥ ∂∂θℓLω(c ◦K)
∥∥∥∥
ρ−δ
≤
cc,1
δ
‖E‖ρ,
so estimates in (4.4) follow immediately. Secondly,∥∥∥∥ ∂∂θℓ (c ◦K)
∥∥∥∥
ρ−2δ
≤
cRcc,1
γδτ+1
‖E‖ρ,
and then estimates in (4.5) follow.
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In order to prove (4.6), (4.7) and (4.8) we just notice that (4.3), (4.4) and (4.5)
work for any of the first integrals pi, for i = 1, . . . , n − d. Then, we change the
occurrences of c by pi in the formulae, with ‖Dpi‖B ≤ cpi,1, and use that
cp,1 = max
i=1,...,n−d
cpi,1, cp⊤,1 =
∑
i=1,...,n−d
cpi,1
to obtain the bounds. 
4.3. Approximate isotropicity of tangent vectors. In this section we prove
that if K is approximately invariant, then K∗ω is small and can be controlled by
the error of invariance. We refer the reader to [29, 31] for similar computations,
using generic constants in the estimates.
Lemma 4.3. Let us consider the setting of Theorem 3.1 or Theorem 3.6. Let us
consider ΩK : T
d → R2n×2n, the matrix representation of the pull-back on Td of
the symplectic form. We have
(4.10) 〈ΩK〉 = Od ,
and the following estimate holds:
(4.11) ‖ΩK‖ρ−2δ ≤
CΩK
γδτ+1
‖E‖ρ ,
where the constant CΩK is provided in Table 1.
Proof. Property (4.10) follows directly from the exact symplectic structure, since
K∗ω = d(K∗α). In more algebraic terms, we have
ΩK(θ) = (DK(θ))
⊤
(
(Da(K(θ)))⊤ −Da(K(θ))
)
DK(θ)
= (D(a(K(θ))))⊤DK(θ)− (DK(θ))⊤D(a(K(θ))) .
and so, the components of ΩK(θ) are
(ΩK)i,j(θ) =
2n∑
m=1
(
∂(am(K(θ)))
∂θi
∂Km(θ)
∂θj
−
∂(am(K(θ)))
∂θj
∂Km(θ)
∂θi
)
=
2n∑
m=1
(
∂
∂θi
(
am(K(θ))
∂(Km(θ))
∂θj
)
−
∂
∂θj
(
am(K(θ))
∂(Km(θ))
∂θi
))
.
Hence, the components of ΩK are sums of derivatives of periodic functions, and we
obtain 〈ΩK〉 = Od.
Now we will use two crucial geometric properties (following Appendix A in [31]).
Using the fact that ω is closed, we first obtain the expression
∂Ωr,s(z)
∂zt
+
∂Ωs,t(z)
∂zr
+
∂Ωt,r(z)
∂zs
= 0,
for any triplet (r, s, t). The second property is obtained by taking derivatives at
both sides of Ω(z)Xh(z) = (Dh(z))
⊤, obtaining
∂2h
∂zi∂zj
(z) =
2n∑
m=1
(
∂Ωj,m(z)
∂zi
Xm(z) + Ωj,m(z)
∂Xm(z)
∂zi
)
,
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for any i, j, where we use the notation Xm = (Xh)m for the components of Xh.
Hence,
0 =
∂2h
∂zj∂zi
(z)−
∂2h
∂zi∂zj
(z)
=
2n∑
m=1
(
∂Ωi,m(z)
∂zj
Xm(z) + Ωi,m(z)
∂Xm(z)
∂zj
)
−
2n∑
m=1
(
∂Ωj,m(z)
∂zi
Xm(z) + Ωj,m(z)
∂Xm(z)
∂zi
)
=
2n∑
m=1
(
∂Ωi,j(z)
∂zm
Xm(z) + Ωi,m(z)
∂Xm(z)
∂zj
+Ωm,j(z)
∂Xm(z)
∂zi
)
The above expressions yield the formula
(4.12) DΩ(z)[Xh(z)] + (DXh(z))
⊤Ω(z) + Ω(z)DXh(z) = O2n.
Then, we compute the action of Lω on ΩK , thus obtaining
LωΩK(θ) = Lω(DK(θ))
⊤Ω(K(θ))DK(θ) + (DK(θ))⊤Lω(Ω(K(θ)))DK(θ)
+ (DK(θ))⊤Ω(K(θ))LωDK(θ) ,
(4.13)
and we use the properties (obtained from the invariance equation (3.9))
Lω(DK(θ)) = DE(θ) −DXh(K(θ)DK(θ) ,
Lω(Ω(K(θ))) = DΩ(K(θ))[LωK(θ)] = DΩ(K(θ)) [E(θ)−Xh(K(θ))] ,
in combination with (4.12), thus ending up with
LωΩK(θ) = (DE(θ))
⊤Ω(K(θ))DK(θ) + (DK(θ))⊤(DΩ(K(θ))[E(θ)])DK(θ)
+ (DK(θ))⊤Ω(K(θ))DE(θ) .
The expression LωΩK(θ) is controlled using H1, H2, the Banach algebra properties
and Cauchy estimates as follows
‖LωΩK‖ρ−δ ≤ ‖(DE)
⊤‖ρ−δ‖Ω‖B‖DK‖ρ + ‖(DK)
⊤‖ρ‖DΩ‖B‖E‖ρ‖DK‖ρ
+ ‖(DK)⊤‖ρ‖Ω‖B‖DE‖ρ−δ
≤
2ncΩ,0σK + σK⊤cΩ,1σKδ + dσK⊤cΩ,0
δ
‖E‖ρ =:
CLΩK
δ
‖E‖ρ .(4.14)
In particular, we used that ‖(DΩ ◦K)[E]‖B ≤ ‖DΩ‖B‖E‖ρ (see Section 3.1). The
estimate in (4.11) is obtained as follows
(4.15) ‖ΩK‖ρ−2δ ≤
cR
γδτ
‖LωΩK‖ρ−δ ≤
cRCLΩK
γδτ+1
‖E‖ρ =:
CΩK
γδτ+1
‖E‖ρ ,
where we used Lemma 4.1 and the estimate in (4.14). 
Remark 4.4. Notice that, even though the KAM theorems 3.1 and 3.6 do not require
a quantitative control con the 1-form α, the facts that the symplectic structure ω
is exact and the vector field Xh is globally Hamiltonian are crucial to obtain the
above result.
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4.4. Approximate symplectic frame. In this section we prove that if K is ap-
proximately invariant, then we can construct an adapted frame that is approx-
imately symplectic. First step is finding an adapted approximately Lagrangian
bundle, that contains the tangent bundle TKM.
Lemma 4.5. Let us consider the setting of Theorem 3.1 or Theorem 3.6. Then,
the map L(θ) given by (3.8) satisfies
(4.16) ‖L‖ρ ≤ CL , ‖L
⊤‖ρ ≤ CL⊤ , 〈L
⊤(Ω ◦K)E〉 = 0n ,
and defines an approximately Lagrangian bundle, i.e. the error map
(4.17) ΩL(θ) := L(θ)
⊤Ω(K(θ))L(θ)
is small in the following sense:
(4.18) ‖ΩL‖ρ−2δ ≤
CΩL
γδτ+1
‖E‖ρ .
Furthermore, the objects
GL(θ) := L(θ)
⊤G(K(θ))L(θ) ,(4.19)
Ω˜L(θ) := L(θ)
⊤Ω˜(K(θ))L(θ) ,(4.20)
are controlled as
(4.21) ‖GL‖ρ ≤ CGL , ‖Ω˜L‖ρ ≤ CΩ˜L .
The above constants are given explicitly in Table 1.
Proof. We first obtain the property of the average in (4.16) by computing
L(θ)⊤Ω(K(θ))E(θ) =
(
(DK(θ))⊤Ω(K(θ))E(θ)
Xp(K(θ))
⊤Ω(K(θ))E(θ)
)
.
The upper term satisfies
(DK(θ))⊤Ω(K(θ))E(θ) = (DK(θ))⊤Ω(K(θ))Xh(K(θ))− ΩK(θ)ω
= (DK(θ))⊤(Dh(K(θ)))⊤ − ΩK(θ)ω
= (D(h(K(θ))))⊤ − ΩK(θ)ω ,
which has zero average, since the first term is the derivative of a periodic function
and ΩK has zero average (see Lemma 4.3). Moreover, the lower term satisfies
(4.22) Xp(K(θ))
⊤Ω(K(θ))E(θ) = Dp(K(θ))E(θ) = −D(p(K(θ)))ω .
Hence, it is clear that 〈L⊤(Ω ◦K)E〉 = 0n.
We control the norm of the frame L(θ), using H1 and H2, as follows
‖L‖ρ ≤ ‖DK‖ρ + ‖Xp ◦K‖ρ ≤ σK + cXp,0 =: CL ,(4.23)
‖L⊤‖ρ ≤ max{‖(DK)
⊤‖ρ , ‖X
⊤
p ◦K‖ρ} ≤ max{σK⊤ , cX⊤p ,0} =: CL⊤ .(4.24)
We have obtained the estimates in (4.16). Using again the expression of L(θ) we
obtain that the anti-symmetric matrix (4.17) is written as
ΩL(θ) =
(
(DK(θ))⊤Ω(K(θ))DK(θ) (DK(θ))⊤Ω(K(θ))Xp(K(θ))
Xp(K(θ))
⊤Ω(K(θ))DK(θ) Xp(K(θ))
⊤Ω(K(θ))Xp(K(θ))
)
.
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Using the expression ΩK(θ) in (2.3), performing similar computations as in (4.22),
and using the involution of the first integrals, we end up with
ΩL(θ) =
(
ΩK(θ) (D(p(K(θ))))
⊤
−D(p(K(θ))) On−d
)
.
Then, we have
‖ΩL‖ρ−2δ = max{‖ΩK‖ρ−2δ + ‖(D(p ◦K))
⊤‖ρ−2δ , ‖D(p ◦K)‖ρ−2δ} ,
≤
cRmax{CLΩK + cp⊤,1 , dcp,1}
γδτ+1
‖E‖ρ =:
CΩL
γδτ+1
‖E‖ρ ,(4.25)
where we use Lemmas 4.2 and 4.3. Thus, we have obtained the estimate in (4.18).
Finally, the estimates in (4.21) with
‖GL‖ρ ≤ CL⊤cG,0CL =: CGL ,(4.26)
‖Ω˜L‖ρ ≤ CL⊤cΩ˜,0CL =: CΩ˜L .(4.27)
follow directly. 
In the following lemma, we will see that that geometric constructions detailed in
Section 2.5 lead, for an approximately invariant torus, to an approximately sym-
plectic frame attached to the torus.
Lemma 4.6. Let us consider the setting of Theorem 3.1 or Theorem 3.6. Then,
the map N : Td → R2n×n given by (3.2) satisfies
(4.28) ‖N‖ρ ≤ CN , ‖N
⊤‖ρ ≤ CN⊤ ,
and the map P : Td → R2n×2n given by
P (θ) =
(
L(θ) N(θ)
)
,
induces an approximately symplectic vector bundle isomorphism, i.e., the error map
(4.29) Esym(θ) := P (θ)
⊤Ω(K(θ))P (θ) − Ω0 , Ω0 =
(
On −In
In On
)
,
is small in the following sense:
(4.30) ‖Esym‖ρ−2δ ≤
Csym
γδτ+1
‖E‖ρ .
The above constants are given explicitly in Table 1.
Proof. First we control the norm of N0(θ) in (3.3), using H1 and (4.16), as
‖N0‖ρ ≤ ‖J ◦K‖ρ‖L‖ρ ≤ ‖J‖B‖L‖ρ ≤ cJ,0CL =: CN0 ,(4.31)
‖(N0)⊤‖ρ ≤ ‖L
⊤‖ρ‖(J ◦K)
⊤‖ρ ≤ ‖L
⊤‖ρ‖J
⊤‖B ≤ CL⊤cJ⊤,0 =: CN0,⊤ ,(4.32)
and the norm of A(θ) in (3.5) as
(4.33) ‖A‖ρ ≤
1
2
‖B⊤‖ρ‖L
⊤(Ω˜ ◦K)L‖ρ‖B‖ρ ≤
1
2
σBCΩ˜LσB =: CA ,
where we also used H3, the second estimate in (4.21) and that B(θ) is symmetric.
We also control the complementary normal vectors as
‖N‖ρ ≤ ‖L‖ρ‖A‖ρ + ‖N
0‖ρ‖B‖ρ ≤ CLCA + CN0σB =: CN ,(4.34)
‖N⊤‖ρ ≤ ‖A
⊤‖ρ‖L
⊤‖ρ + ‖B
⊤‖ρ‖(N
0)⊤‖ρ ≤ CACL⊤ + σBCN0,⊤ =: CN⊤ ,(4.35)
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where we used H1, the estimates (4.16), (4.31), (4.32), and (4.33), and the fact that
A(θ) is anti-symmetric. Thus, we have obtained the estimates in (4.28).
To characterize the error in the symplectic character of the frame, we compute
(4.36) Esym(θ) =
(
L(θ)⊤Ω(K(θ))L(θ) L(θ)⊤Ω(K(θ))N(θ) + In
N(θ)⊤Ω(K(θ))L(θ)− In N(θ)
⊤Ω(K(θ))N(θ)
)
,
and we expand the components of this block matrix using (3.2), (3.4), and (4.17).
For example, we have
L(θ)⊤Ω(K(θ))N(θ)
= L(θ)⊤Ω(K(θ))L(θ)A(θ) + L(θ)⊤Ω(K(θ))N0(θ)B(θ)
= ΩL(θ)A(θ) − L(θ)
⊤G(K(θ))L(θ)B(θ)
= ΩL(θ)A(θ) − In ,(4.37)
where we used that J⊤Ω = G and the definition of B(θ). We also have
N(θ)⊤Ω(K(θ))N(θ)
= B(θ)⊤N0(θ)⊤Ω(K(θ))L(θ)A(θ) +B(θ)⊤N0(θ)⊤Ω(K(θ))N0(θ)B(θ)
+A(θ)⊤L(θ)⊤Ω(K(θ))L(θ)A(θ) +A(θ)⊤L(θ)⊤Ω(K(θ))N0(θ)B(θ)
= A(θ)⊤ΩL(θ)A(θ) + A(θ)−A(θ)
⊤ +B(θ)⊤L(θ)⊤Ω˜(K(θ))L(θ)B(θ)
= A(θ)⊤ΩL(θ)A(θ) .(4.38)
Then, introducing the expressions (4.17), (4.37) and (4.38) into (4.36), we get
Esym(θ) =
(
ΩL(θ) ΩL(θ)A(θ)
A(θ)⊤ΩL(θ) A(θ)
⊤ΩL(θ)A(θ)
)
,
which is controlled as
(4.39) ‖Esym‖ρ−2δ ≤
(1 + CA)max{1 , CA}CΩL
γδτ+1
‖E‖ρ =:
Csym
γδτ+1
‖E‖ρ ,
thus obtaining the estimate (4.30). 
Remark 4.7. The above estimates can be readily adapted to Case III, for which
A = 0. In this case we have (computations are left as an exercise to the reader)
N(θ) = N0(θ)B(θ) , Esym(θ) =
(
ΩL(θ) On
On B(θ)
⊤ΩL(θ)B(θ)
)
.
The corresponding estimates are given explicitly in Table 1.
4.5. Sharp control of the torsion matrix. In this section we will control the
torsion matrix T (θ), given in (3.6). To do so, we could use directly Cauchy estimates
to control LωN(θ), resulting in an additional bite in the domain and an additional
factor δ in the denominator (among other overestimations). Hence, in order to
improve this estimate, thus enhancing the threshold of validity of the result, we
perform a finer analysis of the expression for T (θ). To this end, it is convenient to
include here an additional smallness condition for the error of invariance (see (4.40)
below), that later on it turns out will be rather irrelevant .
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Lemma 4.8. Let us consider the setting of Theorem 3.1 or Theorem 3.6, and let
us assume that
(4.40)
‖E‖ρ
δ
< ν ,
where ν is an independent constant. Then, the torsion matrix T (θ), given by (3.6),
has components in A(Tdρ−δ) and satisfies the estimate
‖T ‖ρ−δ ≤ CT ,
where the constant CT is provided in Table 1.
Proof. Recalling that Lω(·) = −D(·)ω and (2.12), we have
(4.41) XN (θ) = DXh(K(θ))N(θ) + LωN(θ) ,
where
(4.42) LωN(θ) = LωL(θ)A(θ) + L(θ)LωA(θ) + LωN
0(θ)B(θ) +N0(θ)LωB(θ) .
Then, we must estimate the terms LωL(θ), LωA(θ), LωN
0(θ), and LωB(θ), that
appear above.
We start considering
(4.43) LωK(θ) = E(θ) −Xh(K(θ))
which is controlled as
(4.44) ‖LωK‖ρ ≤ ‖E‖ρ + ‖Xh ◦K‖ρ ≤ δν + cXh,0 =: CLK ,
where we used H1 and the assumption (4.40). Then we consider the object LωL(θ),
given by
LωL(θ) =
(
Lω(DK(θ)) Lω(Xp(K(θ)))
)
.
Notice that the left block in the above expression follows by taking derivatives at
both sides of (4.43), i.e.
Lω(DK(θ)) = DE(θ)−DXh(K(θ))[DK(θ)] ,
and the right block follows from
Lω(Xp(K(θ))) = DXp(K(θ))[LωK(θ)] .
Then, using Cauchy estimates, the Hypothesis H1 and H2, the assumption (4.40)
and the estimate (4.44), we have
(4.45) ‖LωL‖ρ−δ ≤ dν + cXh,1σK + cXp,1CLK =: CLL .
Similarly, we obtain the estimates
(4.46) ‖LωL
⊤‖ρ−δ ≤ max
{
2nν + cX⊤
h
,1σK , cX⊤p ,1CLK
}
=: CLL⊤ .
The term LωN
0(θ) is controlled using that
(4.47) LωN
0(θ) = Lω(J(K(θ)))L(θ) + J(K(θ))LωL(θ)
and the chain rule. Actually, we have
‖Lω(J ◦K)‖ρ ≤ cJ,1CLK =: CLJ ,(4.48)
‖Lω(G ◦K)‖ρ ≤ cG,1CLK =: CLG ,(4.49)
‖Lω(Ω˜ ◦K)‖ρ ≤ cΩ˜,1CLK =: CLΩ˜ ,(4.50)
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and then, using (4.48), the expression (4.47) is controlled as
(4.51) ‖LωN
0‖ρ−δ ≤ CLJCL + cJ,0CLL =: CLN0 .
Before controlling LωB(θ) and LωA(θ), we recall the notation for GL(θ) and
Ω˜L(θ), given by (4.19) and (4.20) respectively, and we control the action of Lω on
these objects. For example, we have
LωGL(θ) = LωL(θ)
⊤G(K(θ))L(θ)
+ L(θ)⊤LωG(K(θ))L(θ) + L(θ)
⊤G(K(θ))LωL(θ)
and, using (4.49), we obtain the estimate
(4.52) ‖LωGL‖ρ−δ ≤ CLL⊤cG,0CL + CL⊤CLGCL + CL⊤cG,0CLL =: CLGL .
Analogously, using (4.50), we obtain the estimate
(4.53) ‖LωΩ˜L‖ρ−δ ≤ CLL⊤cΩ˜,0CL + CL⊤CLΩ˜CL + CL⊤cΩ˜,0CLL =: CLΩ˜L .
Now we obtain a suitable expression for LωB(θ). To this end, we compute
On = Lω(B(θ)
−1B(θ)) = Lω(B(θ)
−1)B(θ) +B(θ)−1Lω(B(θ)) ,
which, recalling (3.4), yields the following expression
LωB(θ) = −B(θ)Lω(L(θ)
⊤G(K(θ))L(θ))B(θ) = −B(θ)LωGL(θ)B(θ) .
Then, using (4.52), we get the estimate
(4.54) ‖LωB‖ρ−δ ≤ (σB)
2CLGL =: CLB .
Since B(θ) is symmetric, we also have ‖LωB
⊤‖ρ−δ ≤ CLB .
Finally, using the above notation, we expand LωA(θ) as
LωA(θ) = −
1
2
LωB(θ)
⊤Ω˜L(θ)B(θ) −
1
2
B(θ)⊤LωΩ˜L(θ)B(θ)
−
1
2
B(θ)⊤Ω˜L(θ)LωB(θ) ,
which, using the constants (4.27) and (4.53), yields the following estimate
(4.55) ‖LωA‖ρ−δ ≤ CLBCΩ˜LσB +
1
2
(σB)
2C
LΩ˜L
=: CLA .
With the above objects, we can control (4.42) as follows
(4.56) ‖LωN‖ρ−δ ≤ CLLCA + CLCLA + CLN0σB + CN0CLB =: CLN .
This estimate will be used later in the proof of Lemma 5.2. Now, we could use
(4.56) in equation (4.41) to obtain
‖XN‖ρ−δ ≤ cXh,1CN + CLN .
However, we obtain a sharper estimate observing that
XN (θ) = XL(θ)A(θ) + DXh(K(θ))N
0(θ)B(θ)
+ L(θ)LωA(θ) + LωN
0(θ)B(θ) +N0(θ)LωB(θ) ,
where
XL(θ) = DXh(K(θ))L(θ) + LωL(θ)
=
(
DE(θ) DXp(K(θ))[E(θ)]
)
.
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This last expression follows using the previous formula for LωL(θ) and the fact that
the vector field Xh commutes with the fields Xpi for 1 ≤ i ≤ n− d.
Then, the objects XL(θ) and XL(θ)
⊤ are controlled as follows:
‖XL‖ρ−δ ≤
d+ cXp,1δ
δ
‖E‖ρ =:
CXL
δ
‖E‖ρ ,(4.57)
‖X⊤L ‖ρ−δ ≤
max{2n , cX⊤p ,1δ}
δ
‖E‖ρ =:
CX⊤
L
δ
‖E‖ρ ,(4.58)
and, using again the smallness condition (4.40), we obtain
‖XN‖ρ−δ ≤ CXLνCA + cXh,1CN0σB + CLCLA + CLN0σB + CN0CLB
=: CXN .(4.59)
Finally, the torsion matrix satisfies
(4.60) ‖T ‖ρ−δ ≤ CN⊤cΩ,0CXN =: CT ,
which completes the proof. 
Remark 4.9. The bound CT of Lemma 4.8 could be improved for the particular
problem at hand, since the expression for T (θ) can in many cases be obtained
explicitly and may have cancellations.
4.6. Approximate reducibility. A crucial step in the proofs of the KAM the-
orems is the resolution of the linearized equation arising from the application of
Newton method. The resolution is based on the (approximate) reduction of such
linear system into a simpler form, in particular, block triangular form. This is the
content of the following lemma.
Lemma 4.10. Let us consider the setting of Theorem 3.1 or Theorem 3.6. Then,
the map P : Td → R2n×2n, characterized in Lemma 4.6, approximately reduces the
linearized equation associated with the vector field DXh ◦ K to a block-triangular
matrix, i.e. the error map
(4.61) Ered(θ) := −Ω0P (θ)
⊤Ω(K(θ)) (DXh(K(θ))P (θ) + LωP (θ))− Λ(θ) ,
with
(4.62) Λ(θ) =
(
On T (θ)
On On
)
and T (θ) is given by (3.6), is small in the following sense:
‖Ered‖ρ−2δ ≤
Cred
γδτ+1
‖E‖ρ ,
where the constant Cred is provided in Table 1.
Proof. Using the notation in (2.12) we write the block components of (4.61), de-
noted as Ei,jred(θ), as follows:
E1,1red(θ) = N(θ)
⊤Ω(K(θ))XL(θ) ,(4.63)
E1,2red(θ) = N(θ)
⊤Ω(K(θ))XN (θ)− T (θ) = On ,(4.64)
E2,1red(θ) = − L(θ)
⊤Ω(K(θ))XL(θ) ,(4.65)
E2,2red(θ) = − L(θ)
⊤Ω(K(θ))XN (θ) .
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Notice that we have used the definition of T (θ) to see that (4.64) vanishes. To
gather a suitable expression for E2,2red(θ), we apply Lω at both sides of the expression
obtained in (4.37):
Lω(L(θ)
⊤Ω(K(θ)))N(θ) + L(θ)⊤Ω(K(θ))LωN(θ) = Lω(ΩL(θ)A(θ)) .
Then, introducing this expression into E2,2red(θ), using (3.9) and the geometric prop-
erty (4.12), we obtain
E2,2red(θ) = − L(θ)
⊤Ω(K(θ))DXh(K(θ))N(θ) + Lω(L(θ)
⊤Ω(K(θ)))N(θ)
− Lω(ΩL(θ)A(θ))
= L(θ)⊤(DΩ(K(θ))[E(θ)])N(θ) + XL(θ)
⊤Ω(K(θ))N(θ) − Lω(ΩL(θ)A(θ)) .(4.66)
At this point, we could use Cauchy estimates in the expression
Lω(ΩL(θ)A(θ)) = −D(ΩL(θ)A(θ))[ω]
and obtain an estimate controlled by ‖E‖ρ. However, this would give a control of
the form ‖Ered‖ρ−3δ, and we are interested in keeping the strip of analyticity ρ−2δ.
For this reason, we compute
(4.67) Lω(ΩL(θ)A(θ)) = LωΩL(θ) A(θ) + ΩL(θ) LωA(θ) ,
and consider the block components of
(4.68) LωΩL(θ) =
(
LωΩK(θ) Lω(D(p(K(θ))))
⊤
−Lω(D(p(K(θ)))) On−d
)
.
Then, we control (4.68) as follows
‖LωΩL‖ρ−δ ≤ max{‖LωΩK‖ρ−δ + ‖Lω(D(p ◦K))
⊤‖ρ−δ , ‖Lω(D(p ◦K))‖ρ−δ}
≤
max{CLΩK + cp⊤,1 , dcp,1}
δ
‖E‖ρ =:
CLΩL
δ
‖E‖ρ(4.69)
where we used estimates (4.7) and (4.8) from Lemma 4.2.
Finally, we estimate the norms of the block components of Ered using the ex-
pressions (4.63), (4.65), (4.66) and (4.67), and the previous estimates:
‖E1,1red‖ρ−2δ ≤ ‖N
⊤‖ρ‖Ω‖B‖XL‖ρ−δ ≤
CN⊤cΩ,0CXL
δ
‖E‖ρ =:
C1,1red
δ
‖E‖ρ ,(4.70)
‖E1,2red‖ρ−2δ = 0 ,
‖E2,1red‖ρ−2δ ≤ ‖L
⊤‖ρ‖Ω‖B‖XL‖ρ−δ ≤
CL⊤cΩ,0CXL
δ
‖E‖ρ =:
C2,1red
δ
‖E‖ρ ,(4.71)
‖E2,2red‖ρ−2δ ≤
(
CL⊤cΩ,1CN +
CX⊤
L
cΩ,0CN
δ
+
CLΩLCA
δ
+
CΩLCLA
γδτ+1
)
‖E‖ρ
=:
C2,2red
γδτ+1
‖E‖ρ .(4.72)
Then, we end up with
(4.73) ‖Ered‖ρ−2δ ≤
max{C1,1redγδ
τ , C2,1redγδ
τ + C2,2red}
γδτ+1
‖E‖ρ =:
Cred
γδτ+1
‖E‖ρ ,
thus completing the proof. 
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5. Proof of the ordinary KAM theorem
In the section we present a fully detailed proof of Theorem 3.1. For convenience,
we will start by outlining the scheme used to correct the parameterization of the
torus. That is, in Section 5.1 we discuss the approximate solution of linearized
equations in the symplectic frame constructed in Section 4.4. This establishes a
quasi-Newton method to obtain a solution of the invariance equation. In Section
5.2 we produce quantitative estimates for the objects obtained when performing
one iteration of the previous procedure. Finally, in Section 5.3 we discuss the
convergence of the quasi-Newton method.
5.1. The quasi-Newton method. As it is usual in the a-posteriori approach to
KAM theory, the argument consists in refining K(θ) by means of a quasi-Newton
method. Let us consider the equations associated with the invariance error
E(θ) = Xh(K(θ)) + LωK(θ) .
Then, we obtain the new parameterization K¯(θ) = K(θ) + ∆K(θ) by considering
the linearized equation
(5.1) DXh(K(θ))∆K(θ) + Lω∆K(θ) = −E(θ) ,
If we obtain a good enough approximation of the solution ∆K(θ) of (5.1), then
K¯(θ) provides a parameterization of an approximately invariant torus of frequency
ω, with a quadratic error in terms of E(θ).
To face the linearized equation (5.1), we resort to the approximately symplectic
frame P (θ), defined on the full tangent space, which has been characterized in
Section 4 (see Lemma 4.6). In particular, we introduce the linear change
(5.2) ∆K(θ) = P (θ)ξ(θ) ,
where ξ(θ) is the new unknown. Taking into account this expression, the linearized
equation becomes
(5.3) (DXh(K(θ))P (θ) + LωP (θ)) ξ(θ) + P (θ)Lωξ(θ) = −E(θ) ,
We now multiply both sides of (5.3) by −Ω0P (θ)
⊤Ω(K(θ)), and we use the geo-
metric properties in Lemma 4.6 and Lemma 4.10, thus obtaining the equivalent
equations:
(Λ(θ) + Ered(θ)) ξ(θ) + (I2n − Ω0Esym(θ))Lωξ(θ)
= Ω0P (θ)
⊤Ω(K(θ))E(θ) ,
(5.4)
where Λ(θ) is the triangular matrix-valued map given in (4.62).
Then, it turns out that the solution of (5.4) are approximated by the solutions
of a triangular system that requires to solve two cohomological equations of the
form (4.1) consecutively. Quantitative estimates for the solutions of such equations
are obtained by applying Ru¨ssmann estimates. This is summarized in the following
standard statement.
Lemma 5.1 (Upper triangular equations). Let ω ∈ Dγ,τ and let us consider a
map η = (ηL, ηN ) : Td → R2n ≃ Rn × Rn, with components in A(Tdρ), and a
map T : Td → Rn×n, with components in A(Tdρ−δ). Assume that T satisfies the
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non-degeneracy condition det〈T 〉 6= 0 and η satisfies the compatibility condition
〈ηN 〉 = 0n. Then, for any ξ
L
0 ∈ R
n, the system of equations
(5.5)
(
On T (θ)
On On
)(
ξL(θ)
ξN (θ)
)
+
(
Lωξ
L(θ)
Lωξ
N (θ)
)
=
(
ηL(θ)
ηN (θ)
)
has a solution of the form
ξN (θ) = ξN0 +Rω(η
N (θ)) ,
ξL(θ) = ξL0 +Rω(η
L(θ) − T (θ)ξN (θ)) ,
where
ξN0 = 〈T 〉
−1〈ηL − TRω(η
N )〉
and Rω is given by (4.2). Moreover, we have the estimates
|ξN0 | ≤
∣∣〈T 〉−1∣∣ (‖ηL‖ρ + cR
γδτ
‖T ‖ρ−δ‖η
N‖ρ
)
,
‖ξN‖ρ−δ ≤ |ξ
N
0 |+
cR
γδτ
‖ηN‖ρ ,
‖ξL‖ρ−2δ ≤ |ξ
L
0 |+
cR
γδτ
(
‖ηL‖ρ−δ + ‖T ‖ρ−δ‖ξ
N‖ρ−δ
)
.
Proof. This triangular structure is classic in KAM theory and appears in any
Kolmogorov scheme (see e.g. [3, 19, 35]). The Lemma is directly adapted from
Lemma 4.14 in [33] and the estimates are directly obtained using Lemma 4.1. 
To approximate the solutions of (5.4) we will invoke Lemma 5.1 taking
(5.6) ηL(θ) = −N(θ)⊤Ω(K(θ))E(θ) , ηN (θ) = L(θ)⊤Ω(K(θ))E(θ) ,
and T (θ) given by (3.6). We recall from Lemma 4.6 that the compatibility condition
〈ηN 〉 = 0n is satisfied. Note that 〈ξ
N 〉 = ξN0 and we have the freedom of choosing
any value for 〈ξL〉 = ξL0 ∈ R
n. For convenience, we will select later the solution
with ξL0 = 0n, even though other choices can be selected according to the context
(see Remark 3.5).
From Lemma 5.1 we read that ‖ξ‖ρ−2δ = O(‖E‖ρ) and, using the geomet-
ric properties characterized in Section 4, we have ‖Ered‖ρ−2δ = O(‖E‖ρ) and
‖Esym‖ρ−2δ = O(‖E‖ρ). From these estimates, we conclude that the solution of
equation (5.4) is approximated by the solution of the cohomological equation
(5.7) Λ(θ)ξ(θ) + Lωξ(θ) = η(θ) .
This, together with other estimates, will be suitably quantified in the next section.
5.2. One step of the iterative procedure. In this section we apply one cor-
rection of the quasi-Newton method described in Section 5.1 and we obtain sharp
quantitative estimates for the new approximately invariant torus and related ob-
jects. We set sufficient conditions to preserve the control of the previous estimates.
Lemma 5.2 (The Iterative Lemma in the ordinary case). Let us consider the same
setting and hypotheses of Theorem 3.1, and a constant ν > 0. Then, there exist
constants C∆K, C∆B, C∆〈T 〉−1 and CE such that if the inequalities
(5.8)
Cˆ∆‖E‖ρ
γ2δ2τ+1
< 1
CE‖E‖ρ
γ4δ4τ
< 1
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hold for some 0 < δ < ρ, where
Cˆ∆ := max
{
γ2δ2τ
ν
, 2Csymγδ
τ ,
dC∆K
σK − ‖DK‖ρ
,
2nC∆K
σK⊤− ‖(DK)⊤‖ρ
,
C∆B
σB − ‖B‖ρ
,
C∆〈T 〉−1
σT − |〈T 〉−1|
,
C∆Kδ
dist(K(Tdρ), ∂B)
}
,
(5.9)
then we have an approximate torus of the same frequency ω given by K¯ = K+∆K,
with components in A(Tdρ−2δ), that defines new objects B¯ and T¯ (obtained replacing
K by K¯) satisfying
‖DK¯‖ρ−3δ < σK ,(5.10)
‖(DK¯)⊤‖ρ−3δ < σK⊤ ,(5.11)
‖B¯‖ρ−3δ < σB ,(5.12)
|〈T¯ 〉−1| < σT ,(5.13)
dist(K¯(Tdρ−2δ), ∂B) > 0 ,(5.14)
and
‖K¯ −K‖ρ−2δ <
C∆K
γ2δ2τ
‖E‖ρ ,(5.15)
‖B¯ −B‖ρ−3δ <
C∆B
γ2δ2τ+1
‖E‖ρ ,(5.16)
|〈T¯ 〉−1 − 〈T 〉−1| <
C∆〈T 〉−1
γ2δ2τ+1
‖E‖ρ ,(5.17)
The new error of invariance is given by
E¯(θ) = Xh(K¯(θ)) + LωK¯(θ) ,
and satisfies
(5.18) ‖E¯‖ρ−2δ <
CE
γ4δ4τ
‖E‖2ρ .
The above constants are collected in Table 2.
Proof. This result requires rather cumbersome computations, so we divide the proof
into several steps.
Step 1: Control of the new parameterization. We start by considering the new para-
meterization K¯(θ) = K(θ)+∆K(θ) obtained from the system (5.5), with η(θ) given
by (5.6). We choose the solution that satisfies ξL0 = 0. Using the estimates obtained
in Section 4 we have
‖ηL‖ρ ≤ CN⊤cΩ,0‖E‖ρ , ‖η
N‖ρ ≤ CL⊤cΩ,0‖E‖ρ .
In order to invoke Lemma 4.8 (we must fulfill condition (4.40)) we have included
the inequality
(5.19)
‖E‖ρ
δ
< ν
34 KAM THEORY FOR PARTIALLY INTEGRABLE SYSTEMS
into Hypothesis (5.8) (this corresponds to the first term in (5.9)). Hence, com-
bining Lemma 4.8 and Lemma 5.1, we obtain estimates for the solution of the
cohomological equations (we recall that ξL0 = 0n)
|ξN0 | ≤ |〈T 〉
−1|
(
‖ηL‖ρ +
cR
γδτ
‖T ‖ρ−δ‖η
N‖ρ
)
≤ σT
(
CN⊤cΩ,0 +
cR
γδτ
CTCL⊤cΩ,0
)
‖E‖ρ =:
CξN0
γδτ
‖E‖ρ ,(5.20)
‖ξN‖ρ−δ ≤ |ξ
N
0 |+
cR
γδτ
‖ηN‖ρ
≤
CξN0
γδτ
‖E‖ρ +
cR
γδτ
CL⊤cΩ,0‖E‖ρ =:
CξN
γδτ
‖E‖ρ ,(5.21)
‖ξL‖ρ−2δ ≤ |ξ
L
0 |+
cR
γδτ
(
‖ηL‖ρ + ‖T ‖ρ−δ‖ξ
N‖ρ−δ
)
≤
cR
γδτ
(
CN⊤cΩ,0 + CT
CξN
γδτ
)
‖E‖ρ =:
CξL
γ2δ2τ
‖E‖ρ .(5.22)
The norm of the full vector ξ(θ), which satisfies (5.7), is controlled as
‖ξ‖ρ−2δ ≤ max{‖ξ
L‖ρ−2δ , ‖ξ
N‖ρ−δ}
≤
max{CξL , CξN γδ
τ}
γ2δ2τ
‖E‖ρ =:
Cξ
γ2δ2τ
‖E‖ρ .(5.23)
The new parameterization K¯(θ) and the related objects are controlled using
standard computations. Estimate (5.15) follows directly from
K¯(θ)−K(θ) = ∆K(θ) = P (θ)ξ(θ) = L(θ)ξL(θ) +N(θ)ξN (θ) ,
that is, using estimates in (5.21) and (5.22), we obtain
(5.24) ‖K¯ −K‖ρ−2δ ≤
CLCξL + CNCξN γδ
τ
γ2δ2τ
‖E‖ρ =:
C∆K
γ2δ2τ
‖E‖ρ .
To complete this step, we check that K¯(θ) remains inside the domain B where
the global objects are defined. This is important because we need to estimate the
new error E¯(θ) before controlling the remaining geometrical objects For this, we
observe that
dist(K¯(Tdρ−2δ), ∂B) ≥ dist(K(T
d
ρ), ∂B)− ‖∆K‖ρ−2δ
≥ dist(K(Tdρ), ∂B)−
C∆K
γ2δ2τ
‖E‖ρ > 0 ,(5.25)
where the last inequality follows from Hypothesis (5.8) (this corresponds to the
seventh term in (5.9)). We have obtained the control in (5.14).
Step 2: Control of the new error of invariance. To control the error of invariance of
the corrected parameterization K¯, we first consider the error in the solution of the
linearized equation (5.4), that is, we control the quadratic terms that are neglected
when considering the equation (5.7):
Elin(θ) = Ered(θ)ξ(θ) − Ω0Esym(θ)Lωξ(θ) .
The term Lωξ(θ) is controlled using that ξ(θ) is precisely the solution of the co-
homological equation (5.7) :
‖Lωξ
N‖ρ = ‖η
N‖ρ ≤ CL⊤cΩ,0‖E‖ρ =: CLξN ‖E‖ρ ,(5.26)
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‖Lωξ
L‖ρ−δ = ‖η
L − TξN‖ρ−δ ≤
(
CN⊤cΩ,0 + CT
CξN
γδτ
)
‖E‖ρ
=:
CLξL
γδτ
‖E‖ρ ,(5.27)
‖Lωξ‖ρ−δ ≤ max
(
CLξL
γδτ
, CLξN
)
‖E‖ρ =:
CLξ
γδτ
‖E‖ρ .(5.28)
Hence, we control Elin(θ) by
‖Elin‖ρ−2δ ≤ ‖Ered‖ρ−2δ‖ξ‖ρ−2δ + cΩ,0‖Esym‖ρ−2δ‖Lωξ‖ρ−2δ
≤
Cred
γδτ+1
Cξ
γ2δ2τ
‖E‖2ρ + cΩ,0
Csym
γδτ+1
CLξ
γδτ
‖E‖2ρ =:
Clin
γ3δ3τ+1
‖E‖2ρ .(5.29)
We remark that this last estimate can be improved by considering the components
of ξ(θ) = (ξL(θ), ξN (θ)) separately, thus obtaining a divisor γ2δ2τ+1 in (5.29).
Nevertheless, this improvement is irrelevant for practical purposes.
After performing the correction, the error of invariance associated with the new
parameterization is given by
E¯(θ) = Xh(K(θ) + ∆K(θ)) + LωK(θ) + Lω∆K(θ)
= Xh(K(θ)) + DXh(K(θ))∆K(θ) + LωK(θ) + Lω∆K(θ) + ∆
2X(θ)
= DXh(K(θ))∆K(θ) + Lω∆K(θ) + E(θ) + ∆
2X(θ)
= (DXh(K(θ))P (θ) + LωP (θ)) ξ(θ) + P (θ)Lωξ(θ) + E(θ) + ∆
2X(θ)
= (−Ω0P (θ)
⊤Ω(K(θ)))−1Elin(θ) + ∆
2X(θ)
= P (θ)(I2n − Ω0Esym(θ))
−1Elin(θ) + ∆
2X(θ) ,
(5.30)
where
∆2X(θ) = Xh(K(θ) + ∆K(θ))−Xh(K(θ))−DXh(K(θ))∆K(θ)
=
∫ 1
0
(1− t)D2Xh(K(θ) + t∆K(θ))[∆K(θ),∆K(θ)]dt ,
(5.31)
and we used (4.29). Notice that the above error function is well defined, due to the
computations in (5.25), and we estimate its norm as follows
‖E¯‖ρ−2δ ≤ ‖P‖ρ−2δ‖(I − Ω0Esym)
−1‖ρ−2δ‖Elin‖ρ−2δ + ‖∆
2X‖ρ−2δ .
Then, using a Neumann series argument, we obtain
‖(I − Ω0Esym)
−1‖ρ−2δ ≤
1
1− ‖Ω0Esym‖ρ−2δ
< 2 ,
where we used the inequality
Csym
γδτ+1
‖E‖ρ ≤
1
2
,
that corresponds to the second term in (5.9) (Hypothesis (5.8)). Putting together
the above estimates, and applying the mean value theorem to control ∆2X(θ), we
obtain
(5.32) ‖E¯‖ρ−2δ ≤
(
2(CL + CN )Clin
γ3δ3τ+1
+
1
2
cXh,2
(C∆K)
2
γ4δ4τ
)
‖E‖2ρ =:
CE
γ4δ4τ
‖E‖2ρ .
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We have obtained the estimate (5.18). Notice that the second assumption in (5.8)
and (5.19) imply that
(5.33) ‖E¯‖ρ−2δ < ‖E‖ρ < δν .
This will be used in Step 6.
Step 3: Control of the new frame L(θ). Combining (5.24) with Cauchy estimates,
we obtain the control (5.10):
(5.34) ‖DK¯‖ρ−3δ ≤ ‖DK‖ρ + ‖D∆K‖ρ−3δ ≤ ‖DK‖ρ +
dC∆K
γ2δ2τ+1
‖E‖ρ < σK ,
where the last inequality follows from Hypothesis (5.8) (this corresponds to the
third term in (5.9)). The control (5.11) on the transposed object is analogous
(5.35) ‖(DK¯)⊤‖ρ−3δ ≤ ‖(DK)
⊤‖ρ +
2nC∆K
γ2δ2τ+1
‖E‖ρ < σK⊤ ,
where the last inequality follows from Hypothesis (5.8) (this corresponds to the
fourth term in (5.9)).
After obtaining the estimates (5.34) and (5.35), it is clear that
‖L¯‖ρ−3δ ≤ CL , ‖L¯
⊤‖ρ−3δ ≤ CL⊤ .
Indeed, we can control the norm of the corresponding corrections using Cauchy
estimates, the mean value theorem and estimate (5.24):
‖L¯− L‖ρ−3δ ≤
dC∆K
γ2δ2τ+1
‖E‖ρ +
cXp,1C∆K
γ2δ2τ
‖E‖ρ =:
C∆L
γ2δ2τ+1
‖E‖ρ ,(5.36)
‖L¯⊤ − L⊤‖ρ−3δ ≤
C∆K max{2n , cX⊤p ,1δ}
γ2δ2τ+1
‖E‖ρ =:
C∆L⊤
γ2δ2τ+1
‖E‖ρ .(5.37)
Step 4: Control of the new transversality condition. To control B¯ we use Lemma
A.1 taking
M(θ) = GL(θ) = L(θ)
⊤G(K(θ))L(θ) ,
M¯(θ) = GL¯(θ) = L¯(θ)
⊤G(K¯(θ))L¯(θ) ,
where we have used the notation introduced in (4.19). First, we compute
‖G ◦ K¯ −G ◦K‖ρ−2δ ≤ ‖DG‖B‖K¯ −K‖ρ−2δ ≤
cG,1C∆K
γ2δ2τ
‖E‖ρ
=:
C∆G
γ2δ2τ
‖E‖ρ ,(5.38)
and
‖GL¯ −GL‖ρ−3δ ≤ ‖L¯
⊤(G ◦ K¯)L¯− L¯⊤(G ◦ K¯)L‖ρ−3δ
+ ‖L¯⊤(G ◦ K¯)L − L¯⊤(G ◦K)L‖ρ−3δ
+ ‖L¯⊤(G ◦K)L− L⊤(G ◦K)L‖ρ−3δ
≤ ‖L¯⊤‖ρ‖G‖B‖L¯− L‖ρ−3δ
+ ‖L¯⊤‖ρ‖G ◦ K¯ −G ◦K‖ρ−3δ‖L‖ρ
+ ‖L¯⊤ − L⊤‖ρ−3δ‖G‖B‖L‖ρ
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≤
CL⊤cG,0C∆L + CL⊤C∆GCLδ + C∆L⊤cG,0CL
γ2δ2τ+1
‖E‖ρ
=:
C∆GL
γ2δ2τ+1
‖E‖ρ .(5.39)
Then, we introduce the constant
C∆B := 2(σB)
2C∆GL
and check the condition (A.1) in Lemma A.1:
2(σB)
2‖GL¯ −GL‖ρ−3δ
σB − ‖B‖ρ
≤
2(σB)
2C∆GL
σB − ‖B‖ρ
‖E‖ρ
γ2δ2τ+1
=
C∆B
σB − ‖B‖ρ
‖E‖ρ
γ2δ2τ+1
< 1 ,(5.40)
where the last inequality follows from Hypothesis (5.8) (this corresponds to the
fifth term in (5.9)). Hence, by invoking Lemma A.1, we conclude that
(5.41) ‖B¯‖ρ−3δ < σB , ‖B¯ −B‖ρ−3δ ≤
2(σB)
2C∆GL
γ2δ2τ+1
‖E‖ρ =
C∆B
γ2δ2τ+1
‖E‖ρ ,
and so, we obtain the estimates (5.12) and (5.16) on the new object.
Step 5: Control of the new frame N(θ). To control the new adapted normal frame
N¯(θ), it is convenient to recall the following notation:
N(θ) = L(θ)A(θ) +N0(θ)B(θ) ,
N0(θ) = J(K(θ))L(θ) ,
A(θ) = − 12 (B(θ)
⊤L(θ)⊤Ω˜(K(θ))L(θ)B(θ)) ,
B(θ) = (L(θ)⊤G(K(θ))L(θ))−1 ,
where, as usual, the new objects N¯(θ), A¯(θ), N¯0(θ) and B¯(θ) are obtained by
replacing K(θ) by K¯(θ). Note that the object B¯(θ) has been controlled in Step 4.
Now, we recall the notation introduced in (4.20) and reproduce the computations
in (5.38) and (5.39) for the matrix functions
Ω˜L(θ) = L(θ)
⊤Ω˜(K(θ))L(θ) ,
Ω˜L¯(θ) = L¯(θ)
⊤Ω˜(K¯(θ))L¯(θ) ,
thus obtaining
(5.42) ‖Ω˜ ◦ K¯ − Ω˜ ◦K‖ρ−2δ ≤
cΩ˜,1C∆K
γ2δ2τ
‖E‖ρ =:
C∆Ω˜
γ2δ2τ
‖E‖ρ ,
and
‖Ω˜L¯ − Ω˜L‖ρ−3δ ≤
CL⊤cΩ˜,0C∆L + CL⊤C∆Ω˜CLδ + C∆L⊤cΩ˜,0CL
γ2δ2τ+1
‖E‖ρ
=:
C∆Ω˜L
γ2δ2τ+1
‖E‖ρ .(5.43)
Now, we control the matrix A¯(θ) as follows
‖A¯−A‖ρ−3δ ≤
1
2
‖B¯⊤Ω˜L¯B¯ − B¯
⊤Ω˜L¯B‖ρ−3δ
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+
1
2
‖B¯⊤Ω˜L¯B − B¯
⊤Ω˜LB‖ρ−3δ +
1
2
‖B¯⊤Ω˜LB −B
⊤Ω˜LB‖ρ−3δ
≤ σBCΩ˜L‖B¯ −B‖ρ−3δ +
1
2
(σB)
2‖Ω˜L¯ − Ω˜L‖ρ−3δ
≤
σBCΩ˜LC∆B +
1
2 (σB)
2C∆Ω˜L
γ2δ2τ+1
‖E‖ρ =:
C∆A
γ2δ2τ+1
‖E‖ρ ,(5.44)
where we used that B(θ)⊤ = B(θ), and the constants (4.27), (5.41) and (5.43). The
same control holds for ‖A¯⊤ −A⊤‖ρ−3δ, since we have that A(θ)
⊤ = −A(θ). We
notice that C∆A = 0 in Case III.
Analogous computations yield to
‖J ◦ K¯ − J ◦K‖ρ−2δ ≤
cJ,1C∆K
γ2δ2τ
‖E‖ρ =:
C∆J
γ2δ2τ
‖E‖ρ ,(5.45)
‖(J ◦ K¯ − J ◦K)⊤‖ρ−2δ ≤
cJ⊤,1C∆K
γ2δ2τ
‖E‖ρ =:
C∆J⊤
γ2δ2τ
‖E‖ρ ,(5.46)
‖N¯0 −N0‖ρ−3δ ≤ ‖J‖B‖L¯− L‖ρ−3δ + ‖J ◦ K¯ − J ◦K‖ρ−2δ‖L‖ρ
≤
cJ,0C∆L + C∆JCLδ
γ2δ2τ+1
‖E‖ρ
=:
C∆N0
γ2δ2τ+1
‖E‖ρ ,(5.47)
‖(N¯0)⊤ − (N0)⊤‖ρ−3δ ≤
C∆L⊤cJ⊤,0 + CL⊤C∆J⊤δ
γ2δ2τ+1
‖E‖ρ
=:
C∆N0⊤
γ2δ2τ+1
‖E‖ρ .(5.48)
Finally, we control the correction of the adapted normal frame:
‖N¯ −N‖ρ−3δ
≤ ‖L¯A¯− L¯A‖ρ−3δ + ‖L¯A− LA‖ρ−3δ
+ ‖N¯0B¯ − N¯0B‖ρ−3δ + ‖N¯
0B −N0B‖ρ−3δ
≤
CLC∆A + C∆LCA + CN0C∆B + C∆N0σB
γ2δ2τ+1
‖E‖ρ
=:
C∆N
γ2δ2τ+1
‖E‖ρ ,(5.49)
‖N¯⊤ −N⊤‖ρ−3δ
≤
CAC∆L⊤ + C∆ACL⊤ + C∆BCN0,⊤ + σBC∆N0⊤
γ2δ2τ+1
‖E‖ρ
=:
C∆N⊤
γ2δ2τ+1
‖E‖ρ .(5.50)
Step 6: Control of the action of the left operator. It is worth mentioning that an
important effort is made to obtain optimal estimates for the twist condition. As
it was illustrated in the proof of Lemma 4.8, improved estimates are obtained by
avoiding the use of Cauchy estimates when controlling the action of Lω on different
objects and their corrections.
Using the assumption (5.19) and the control (5.33) of the new error of invariance,
we preserve the control for the new objects LωK¯(θ), LωL¯(θ) and LωL¯(θ)
⊤. Indeed,
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using (5.33), we have
‖LωK¯‖ρ−2δ ≤ ‖E¯‖ρ + ‖Xh ◦ K¯‖ρ ≤ δν + cXh,0 = CLK ,
‖LωL¯‖ρ−3δ ≤ dν + cXh,1σK + cXp,1CLK = CLL ,
‖LωL¯
⊤‖ρ−3δ ≤ max
{
2nν + cX⊤
h
,1σK , cX⊤p ,1CLK
}
= CLL⊤ .
Then, we also control the action of Lω on the correction of the torus, using that
LωK¯(θ)− LωK(θ) = Lω∆K(θ)
= LωL(θ)ξ
L(θ) + L(θ)Lωξ
L(θ) + LωN(θ)ξ
N (θ) +N(θ)Lωξ
N (θ)
and, recalling previous estimates, we obtain:
‖LωK¯ − LωK‖ρ−2δ ≤
(
CLLCξL
γ2δ2τ
+
CLCLξL
γδτ
+
CLNCξN
γδτ
+ CNCLξN
)
‖E‖ρ
=:
C∆LK
γ2δ2τ
‖E‖ρ .(5.51)
The action of Lω on the correction of L(θ) is similar. On the one hand, we have
‖LωL¯− LωL‖ρ−3δ ≤ ‖Lω(DK¯ −DK)‖ρ−3δ + ‖Lω(Xp ◦ K¯ −Xp ◦K)‖ρ−3δ
≤ ‖D(LωK¯ − LωK)‖ρ−3δ
+ ‖(DXp ◦ K¯)[LωK¯]− (DXp ◦ K¯)[LωK]‖ρ−3δ
+ ‖(DXp ◦ K¯)[LωK]− (DXp ◦K)[LωK]‖ρ−3δ
≤
dC∆LK
γ2δ2τ+1
‖E‖ρ +
cXp,1C∆LK
γ2δ2τ
‖E‖ρ +
cXp,2C∆KCLK
γ2δ2τ
‖E‖ρ
=:
C∆LL
γ2δ2τ+1
‖E‖ρ ,(5.52)
and on the other hand, we have
‖LωL¯
⊤ − LωL
⊤‖ρ−3δ
≤ max{‖Lω(DK¯ −DK)
⊤‖ρ−3δ , ‖Lω(Xp ◦ K¯ −Xp ◦K)
⊤‖ρ−3δ}
≤ max
{
2nC∆LK
γ2δ2τ+1
‖E‖ρ ,
cX⊤p ,1C∆LK
γ2δ2τ
‖E‖ρ +
cX⊤p ,2C∆KCLK
γ2δ2τ
‖E‖ρ
}
=:
C∆LL⊤
γ2δ2τ+1
‖E‖ρ .
(5.53)
To control the action of Lω on the correction of the matrix B(θ) that provides
the transversality condition, we first consider the correction
‖Lω(G ◦ K¯)−Lω(G ◦K)‖ρ−2δ ≤ ‖DG‖B‖LωK¯ − LωK‖ρ−2δ
+ ‖D2G‖B‖K¯ −K‖ρ−2δ‖LωK‖ρ−δ
≤
cG,1C∆LK + cG,2C∆KCLK
γ2δ2τ
‖E‖ρ =:
C∆LG
γ2δ2τ
‖E‖ρ ,(5.54)
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and we control the correction of the adapted metric
LωGL¯(θ) − LωGL(θ) = LωL¯
⊤(θ)G(K¯(θ))L¯(θ)− LωL
⊤(θ)G(K(θ))L(θ)
+ L¯⊤(θ)LωG(K¯(θ))L¯(θ) − L
⊤(θ)LωG(K(θ))L(θ)
+ L¯⊤(θ)G(K¯(θ))LωL¯(θ) − L
⊤(θ)G(K(θ))LωL(θ)
(5.55)
as follows
‖LωGL¯ − LωGL‖ρ−3δ
≤
CLL⊤cG,0C∆L + CLL⊤cG,1C∆KCLδ + C∆LL⊤cG,0CL
γ2δ2τ+1
‖E‖ρ
+
CL⊤cG,1CLKC∆L + CL⊤C∆LGCLδ + C∆L⊤cG,1CLKCL
γ2δ2τ+1
‖E‖ρ
+
CL⊤cG,0C∆LL + CL⊤cG,1C∆KCLLδ + C∆L⊤cG,0CLL
γ2δ2τ+1
‖E‖ρ
=:
C∆LGL
γ2δ2τ+1
‖E‖ρ .(5.56)
Moreover, the following estimates (borrowed from Lemma 4.8) will be also useful
‖LωGL‖ρ−δ ≤ CLGL , ‖LωGL¯‖ρ−3δ ≤ CLGL ,
Again, it is clear that this control is preserved for the corrected objects. Using the
previous estimates, we have
‖LωB¯ − LωB‖ρ−3δ ≤ ‖B¯LωGL¯B¯ − B¯LωGL¯B‖ρ−3δ
+ ‖B¯LωGL¯B − B¯LωGLB‖ρ−3δ + ‖B¯LωGLB −BLωGLB‖ρ−3δ
≤
2σBCLGLC∆B + (σB)
2C∆LGL
γ2δ2τ+1
‖E‖ρ =:
C∆LB
γ2δ2τ+1
‖E‖ρ .(5.57)
By repeating the computations (5.54), (5.55) and (5.56), mutatis mutandis, we
obtain the estimates
‖Lω(Ω˜ ◦ K¯)−Lω(Ω˜ ◦K)‖ρ−2δ
≤
cΩ˜,1C∆LK + cΩ˜,2C∆KCLK
γ2δ2τ
‖E‖ρ =:
C∆LΩ˜
γ2δ2τ
‖E‖ρ ,(5.58)
and
‖LωΩ˜L¯ − LωΩ˜L‖ρ−3δ
≤
CLL⊤cΩ˜,0C∆L + CLL⊤cΩ˜,1C∆KCLδ + C∆LL⊤cΩ˜,0CL
γ2δ2τ+1
‖E‖ρ
+
CL⊤cΩ˜,1CLKC∆L + CL⊤C∆LΩ˜CLδ + C∆L⊤cΩ˜,1CLKCL
γ2δ2τ+1
‖E‖ρ
+
CL⊤cΩ˜,0C∆LL + CL⊤cΩ˜,1C∆KCLLδ + C∆L⊤cΩ˜,0CLL
γ2δ2τ+1
‖E‖ρ
=:
C∆LΩ˜L
γ2δ2τ+1
‖E‖ρ .(5.59)
We also recall the following controls
‖LωΩ˜L‖ρ−δ ≤ CLΩ˜L . ‖LωΩ˜L¯‖ρ−3δ ≤ CLΩ˜L .
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Finally, we obtain
‖LωA¯− LωA‖ρ−3δ
≤
CLBCΩ˜LC∆B + CLBC∆Ω˜LσB + C∆LBCΩ˜LσB
γ2δ2τ+1
‖E‖ρ
+
1
2
σBCLΩ˜LC∆B + (σB)
2C∆LΩ˜L + C∆BCLΩ˜LσB
γ2δ2τ+1
‖E‖ρ
=:
C∆LA
γ2δ2τ+1
‖E‖ρ ,(5.60)
‖Lω(J ◦ K¯)− Lω(J ◦K)‖ρ−2δ
≤
cJ,1C∆LL + cJ,2C∆KCLK
γ2δ2τ
‖E‖ρ =:
C∆LJ
γ2δ2τ
‖E‖ρ ,(5.61)
‖LωN¯
0 − LωN
0‖ρ−3δ
≤
CLJC∆L + C∆LJCLδ + cJ,0C∆LL + C∆JCLLδ
γ2δ2τ+1
‖E‖ρ
=:
C∆LN0
γ2δ2τ+1
‖E‖ρ ,(5.62)
‖LωN¯ − LωN‖ρ−3δ
≤
CLLC∆A + C∆LLCA + CLC∆LA + C∆LCLA
γ2δ2τ+1
‖E‖ρ
+
CLN0C∆B + C∆LN0σB + CN0C∆LB + C∆N0CLB
γ2δ2τ+1
‖E‖ρ
=:
C∆LN
γ2δ2τ+1
‖E‖ρ ,(5.63)
where we used the constant (5.57).
Step 7: Control of the new torsion condition. Notice that this step could be replaced
by the use of Cauchy estimates, thus obtaining a much pessimistic control. Now we
control the non-degeneracy (twist) condition associated to the new torsion matrix
T¯ (θ) = N¯⊤Ω(K¯(θ))XN¯ (θ) ,
where
XN¯ (θ) = DXh(K¯(θ))N¯ (θ) + LωN¯(θ) ,
is the infinitesimal displacement of the normal subbundle for the linearized dynam-
ics. At this point, intermediate computations will be skipped for convenience. Such
details are left to the reader (they are analogous to previous computations).
We start by controlling the correction of the displacement. To this end, we
observe that
XN¯ (θ)−XN (θ) = DXh(K¯(θ))N¯ (θ)−DXh(K(θ))N(θ)
+ LωN¯(θ) − LωN(θ) ,
and we readily obtain
‖XN¯ −XN‖ρ−3δ ≤
cXh,1C∆N + cXh,2C∆KCNδ + C∆LN
γ2δ2τ+1
‖E‖ρ
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=:
C∆XN
γ2δ2τ+1
‖E‖ρ .(5.64)
Now, we can control the correction of the torsion matrix
‖T¯ − T‖ρ−3δ ≤ ‖N¯
⊤‖ρ−3δ‖Ω ◦ K¯‖ρ−2δ‖XN¯ −XN‖ρ−3δ
+ ‖N¯⊤‖ρ−3δ‖Ω ◦ K¯ − Ω ◦K‖ρ−2δ‖XN‖ρ−δ
+ ‖N¯⊤ −N⊤‖ρ−3δ‖Ω ◦K‖ρ‖XN‖ρ−δ
≤
CN⊤cΩ,0C∆XN + CN⊤cΩ,1C∆KCXN δ + C∆N⊤cΩ,0CXN )
γ2δ2τ+1
‖E‖ρ
=:
C∆T
γ2δ2τ+1
‖E‖ρ .(5.65)
Then, we introduce the constant
C∆〈T 〉−1 := 2(σT )
2C∆T
and check the condition (A.1) in Lemma A.1:
2(σT )
2|〈T¯ 〉 − 〈T 〉|
σT − |〈T 〉−1|
≤
2(σT )
2‖T¯ − T‖ρ−3δ
σT − |〈T 〉−1|
≤
2(σT )
2C∆T
σT − |〈T 〉−1|
‖E‖ρ
γ2δ2τ+1
=
C∆〈T 〉−1
σB − ‖B‖ρ
‖E‖ρ
γ2δ2τ+1
< 1 ,(5.66)
where the last inequality follows from Hypothesis (5.8) (this corresponds to the
sixth term in (5.9)). Hence, by invoking Lemma A.1, we conclude that
(5.67) |〈T¯ 〉−1| < σT , |〈T¯ 〉
−1 − 〈T 〉−1| ≤
2(σT )
2C∆T
γ2δ2τ+1
‖E‖ρ =
C∆〈T 〉−1
γ2δ2τ+1
‖E‖ρ ,
and so, we obtain the estimates (5.12) and (5.16) on the new object. 
5.3. Convergence of the iterative process. Now we are ready to proof our first
KAM theorem with conserved quantities. Once the quadratic procedure has been
established in Section 5.2, proving the convergence of the scheme follows standard
arguments. Nevertheless, the required computations will be carefully detailed since
we are interested in providing explicit conditions for the KAM theorem.
Proof of Theorem 3.1. Let us consider the approximate torus K0 := K with initial
error E0 := E. We also introduce B0 := B and T0 := T associated with the
initial approximation. By applying Lemma 5.2 recursively, we obtain new objects
Ks = K¯s−1, Es = E¯s−1, Bs = B¯s−1 and Ts = T¯s−1. The domain of analyticity
of these objects is reduced at every step. To characterize this fact, we introduce
parameters a1 > 1, a2 > 1, a3 = 3
a1
a1−1
a2
a2−1
and define
ρ0 = ρ, δ0 =
ρ0
a3
, ρs = ρs−1 − 3δs−1, δs =
δ0
as1
, ρ∞ = lim
s→∞
ρs =
ρ0
a2
.
We can select the above parameters (together with the parameter ν) to optimize
the convergence of the KAM process for a particular problem (see [27]).
Let us assume that we have successfully applied s times Lemma 5.2 (the It-
erative Lemma), and let Ks, Es, Bs and Ts be the objects at the s-step of the
quasi-Newton method. We observe that condition (5.8) is required at every step,
but the construction has been performed in such a way that we control ‖DKs‖ρs ,
‖(DKs)
⊤‖ρs , ‖Bs‖ρs , dist(Ks(T
d
ρs), ∂B), and |〈Ts〉
−1| uniformly with respect to s,
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so the constants that appear in Lemma 5.2 (which are obtained in Table 1 and
Table 2) are taken to be the same for all steps by considering the worst value of δs,
that is, δ0 = ρ0/a3.
The first computation is tracking the sequence Es of invariance errors:
‖Es‖ρs <
CE
γ4δ4τs−1
‖Es−1‖
2
ρs−1 =
CEa
4τ(s−1)
1
γ4δ4τ0
‖Es−1‖
2
ρs−1
<
(
a4τ1 CE‖E0‖ρ0
γ4δ4τ0
)2s−1
a−4τs1 ‖E0‖ρ0 < a
−4τs
1 ‖E0‖ρ0 ,
(5.68)
where we used the sums 1+2+ . . .+2s−1 = 2s− 1, and 1(s− 1)+2(s− 2)+22(s−
3) . . .+ 2s−21 = 2s − s− 1. Notice that we also used the inequality
(5.69)
a4τ1 CE‖E0‖ρ0
γ4δ4τ0
< 1 ,
which is included in (3.10). Now, using expression (5.68), we check the Hypothesis
(5.8) of the iterative Lemma, so that we can perform the step s+ 1. The required
sufficient condition will be included in the hypothesis (3.10) of the KAM theorem.
The right inequality in (5.8) reads:
CE‖Es‖ρs
γ4δ4τs
≤
CEa
−4τs
1 ‖E0‖ρ0
γ4δ4τs
=
CE‖E0‖ρ0
γ4δ4τ0
≤ a−4τ1 < 1 ,
where we used (5.68) and (5.69).
The left inequality in (5.8) has several terms (which correspond to the different
components in (5.9)). The first of them, using again (5.68), is given by
(5.70)
‖Es‖ρs
δs
≤
as1a
−4τs
1 ‖E0‖ρ0
δ0
≤
‖E0‖ρ0
δ0
< ν .
We used that τ ≥ d − 1 ≥ 1, so that 1 − 4τ < 0. The last inequality in (5.70)
is included in (3.10). The second term is guaranteed by performing the following
computation
(5.71)
2Csym‖Es‖ρs
γδτ+1s
≤
2Csyma
s(τ+1)
1 a
−4τs
1 ‖E0‖ρ0
γδτ+10
≤
2Csym‖E0‖ρ0
γδτ+10
< 1 ,
where we used (5.68), the fact that 1 − 3τ < 0, and we have included the last
inequality in (3.10). The remaining conditions are similar. We only need to pay
attention to the fact that they involve the objects DKs, (DKs)
⊤, Bs and 〈Ts〉
−1, at
the sth step. Hence, we have to relate these conditions to the corresponding initial
objects DK0, (DK0)
⊤, B0 and 〈T0〉
−1. For example, the third term in (5.8) reads(
dC∆K
σK − ‖DKs‖ρs
)
‖Es‖ρs
γ2δ2τ+1s
< 1 ,
and it is checked by performing the following computations
‖DKs‖ρs+
dC∆K‖Es‖ρs
γ2δ2τ+1s
< ‖DK0‖ρ0 +
s∑
j=0
dC∆K‖Ej‖ρj
γ2δ2τ+1j
< ‖DK0‖ρ0 +
∞∑
j=0
dC∆Ka
(1−2τ)j
1
γ2δ2τ+10
‖E0‖ρ0
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= ‖DK0‖ρ0 +
dC∆K‖E0‖ρ0
γ2δ2τ+10
(
1
1− a1−2τ1
)
< σK .(5.72)
Again, the last inequality is included into (3.10). The fourth, fifth and sixth terms
in (5.8) (associated to (DKs)
⊤, Bs and 〈Ts〉
−1, respectively) follow by reproducing
the same computations. Finally, the seventh term in (5.8) is checked as follows
dist(Ks(T
d
ρs), ∂B)−
C∆K
γ2δ2τs
‖Es‖ρs > dist(K0(T
d
ρ0 ), ∂B)−
∞∑
j=0
C∆Ka
−2τj
1 ‖E0‖ρ0
γ2δ2τ0
= dist(K0(T
d
ρ0), ∂B)−
C∆K‖E0‖ρ0
γ2δ2τ0
1
1− a−2τ1
> 0 ,(5.73)
where the last inequality is included into (3.10).
Having guaranteed all hypothesis of Lemma 5.2, we collect the inequalities (5.69),
(5.70), (5.71), (5.72) and (5.73) that are included into hypothesis (3.10). This
follows by introducing the constant C1 as
(5.74) C1 := max
{
(a1a3)
4τCE , (a3)
2τ+1γ2ρ2τ−1C∆
}
where
C∆,1 := max
{
dC∆K
σK − ‖DK‖ρ
,
2nC∆K
σK⊤− ‖(DK)⊤‖ρ
,(5.75)
C∆B
σB − ‖B‖ρ
,
C∆〈T 〉−1
σT − |〈T 〉−1|
}
,
C∆,2 :=
C∆Kδ
dist(K(Tdρ), ∂B)
,(5.76)
C∆ := max
{
γ2δ2τ
ν
, 2Csymγδ
τ ,
C∆,1
1− a1−2τ1
,
C∆,2
1− a−2τ1
}
.(5.77)
Note that we recovered the original notation K = K0, B = B0, T = T0, ρ = ρ0 and
δ = δ0 for the original objects.
Therefore, by induction, we can apply the iterative process infinitely many times.
Indeed, we have
‖Es‖ρs < a
−4τs
1 ‖E‖ρ −→ 0 when s→ 0
so the iterative scheme converges to a true quasi-periodic torus K∞. As a result of
the output of Lemma 5.2, this object satisfies K∞ ∈ A(T
d
ρ∞) and
‖DK∞‖ρ∞ < σK , ‖(DK∞)
⊤‖ρ∞ < σK⊤ , dist(K∞(T
d), ∂B) > 0 .
Furthermore, we control the the limit objects by repeating the computations in
(5.73) as follows
‖K∞ −K‖ρ∞ ≤
∞∑
j=0
‖Kj+1 −Kj‖ρj+1 <
C∆K‖E‖ρ
γ2δ2τ
1
1− a−2τ1
=:
C2‖E‖ρ
γ2ρ2τ
,(5.78)
|〈c ◦K∞〉 − 〈c ◦K〉| ≤ ‖Dc‖B‖K∞ −K‖ρ∞ <
cc,1C2‖E‖ρ
γ2ρ2τ
=:
C3‖E‖ρ
γ2ρ2τ
,(5.79)
thus obtaining the estimates in (3.11). This completes the proof of the ordinary
KAM theorem. 
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6. Proof of the generalized iso-energetic KAM theorem
In the section we present a proof of Theorem 3.6 following the same structure of
the proof of Theorem 3.1 in Section 5. We will emphasize the differences between
both proofs, and the computations that are analogous will be conveniently omitted
for the sake of brevity. In Section 6.1 we discuss the approximate solution of
linearized equations in the symplectic frame constructed in Section 4. In Section
6.2 we produce quantitative estimates for the objects obtained when performing
one iteration of the previous procedure. Finally, in Section 6.3 we discuss the
convergence of the quasi-Newton method.
6.1. The quasi-Newton method. The proof of Theorem 3.6 consists again on
refining K(θ) and ω by means of a quasi-Newton method. In this case, the total
error is associated with the invariance error and the target energy level:
Ec(θ) =
(
E(θ)
Eω
)
=
(
Xh(K(θ)) + LωK(θ)
〈c ◦K〉 − c0
)
.
Then, we look for a corrected parameterization K¯(θ) = K(θ) + ∆K(θ) and a
corrected frequency ω¯ = ω +∆ω by considering the linearized system
DXh(K(θ))∆K(θ) + Lω∆K(θ) + L∆ωK(θ) = −E(θ) ,
〈(Dc ◦K)∆K〉 = −Eω .
(6.1)
If we obtain a good enough approximation of the solution (∆K(θ),∆ω) of (6.1),
then K¯(θ) provides a parameterization of an approximately invariant torus of fre-
quency ω¯, with a quadratic error in terms of Ec(θ) = (E(θ), E
ω).
To face the linearized equations (6.1), we introduce again the linear change
(6.2) ∆K(θ) = P (θ)ξ(θ) ,
where P (θ) is the approximately symplectic frame characterized in Lemma 4.6. In
addition, to ensure Diophantine properties for ω¯, we select a parallel correction of
the frequency:
(6.3) ∆ω = −ω ξω ,
where ξω is a real number. This guarantees the solvability of system (6.1) along the
iterative procedure. The following notation for the new unknowns will be useful
ξc(θ) =
(
ξ(θ)
ξω
)
, ξ(θ) =
(
ξL(θ)
ξN (θ)
)
.
Then, taking into account the expressions (6.2) and (6.3), the system of equations
in (6.1) becomes
(DXh(K(θ))P (θ) + LωP (θ)) ξ(θ) + P (θ)Lωξ(θ)− LωK(θ)ξ
ω = −E(θ) ,(6.4)
〈(Dc ◦K)Pξ〉 = −Eω .
We now multiply both sides of (6.4) by −Ω0P (θ)
⊤Ω(K(θ)), and we use the geo-
metric properties in Lemma 4.6 and Lemma 4.10, thus obtaining the equivalent
equations:
(Λ(θ) + Ered(θ)) ξ(θ) + (I2n − Ω0Esym(θ))Lωξ(θ)(6.5)
+ Ω0P (θ)
⊤Ω(K(θ))LωK(θ)ξ
ω = Ω0P (θ)
⊤Ω(K(θ))E(θ) ,
〈(Dc ◦K)NξN 〉+ 〈(Dc ◦K)LξL〉 = −Eω .(6.6)
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We observe that
Ω0P (θ)
⊤Ω(K(θ))LωK(θ) = −Ω0P (θ)
⊤Ω(K(θ))L(θ)ωˆ
=
(
ωˆ
0n
)
+
(
A(θ)⊤ΩL(θ)ωˆ
−ΩL(θ)ωˆ
)
,
where we used the notation for ωˆ introduced in the statement of the theorem (e.g.
equation (3.13)). Moreover, recalling the computations in Lemma 4.2, we obtain
Dc(K(θ))L(θ) =
(
Dc(K(θ))DK(θ) Dc(K(θ))Xp(K(θ))
)
=
(
D(c(K(θ))) 0⊤n−d
)
=
(
D(Rω(Dc(K(θ))E(θ))) 0
⊤
n−d
)
.
From the above expressions, we conclude that equations (6.5) and (6.6), are ap-
proximated by a triangular system that requires to solve two cohomological equa-
tions of the form (4.1) consecutively. Quantitative estimates for the solutions of
such equations are provided in the following statement.
Lemma 6.1 (Upper triangular equations for the iso-energetic case). Let ω ∈ Dγ,τ ,
ηω ∈ R, and let us consider the map η = (ηL, ηN ) : Td → R2n ≃ Rn × Rn, with
components in A(Tdρ), and the maps T : T
d → Rn×n and H : Td → R1×n, with
components in A(Tdρ−δ). Let us introduce the notation
Tc(θ) =
(
T (θ) ωˆ
H(θ) 0
)
, ωˆ =
(
ω
0n−d
)
.
Let us assume that Tc satisfies the non-degeneracy condition det〈Tc〉 6= 0, and η
satisfies the compatibility condition 〈ηN 〉 = 0n. Then, for any ξ
L
0 ∈ R
n, the system
of equations(
On T (θ)
On On
)(
ξL(θ)
ξN (θ)
)
+
(
Lωξ
L(θ)
Lωξ
N (θ)
)
+
(
ωˆξω
0n
)
=
(
ηL(θ)
ηN (θ)
)
〈HξN 〉 = ηω ,
(6.7)
has a solution given by
ξN (θ) = ξN0 +Rω(η
N (θ)) ,(6.8)
ξL(θ) = ξL0 +Rω(η
L(θ) − T (θ)ξN (θ)) ,(6.9)
where
(6.10)
(
ξN0
ξω
)
= 〈Tc〉
−1
(
〈ηL − TRω(η
N )〉
〈ηω −HRω(η
N )〉
)
and Rω is given by (4.2).
Moreover, we have the estimates
|ξN0 |, |ξ
ω| ≤
∣∣〈Tc〉−1∣∣max
{
‖ηL‖ρ +
cR
γδτ
‖T ‖ρ−δ‖η
N‖ρ ,
|ηω|+
cR
γδτ
‖H‖ρ−δ‖η
N‖ρ
}
,
‖ξN‖ρ−δ ≤ |ξ
N
0 |+
cR
γδτ
‖ηN‖ρ ,
‖ξL‖ρ−2δ ≤ |ξ
L
0 |+
cR
γδτ
(
‖ηL‖ρ−δ + ‖T ‖ρ−δ‖ξ
N‖ρ−δ
)
.
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Proof. It is analogous to Lemma 5.1. After solving ξN = ξN0 +Rω(η
N ), ξN0 ∈ R
n
from the triangular system, we observe that
〈HξN 〉 = 〈H〉ξN0 + 〈HRω(η
N )〉 ,
so that the last equation in (6.7) becomes
〈H〉ξN0 = η
ω − 〈HRω(η
N )〉 = 〈ηω −HRω(η
N )〉 .
This equation, together with the compatibility condition required to solve the equa-
tion for ξL, yields to a linear system which can be solved using that det〈Tc〉 6= 0,
thus obtaining (6.10). The estimates are obtained using Lemma 4.1. 
To approximate the solutions of (6.5)–(6.6), we will invoke Lemma 6.1 taking
ηL(θ) = −N(θ)⊤Ω(K(θ))E(θ) ,(6.11)
ηN (θ) = L(θ)⊤Ω(K(θ))E(θ) ,(6.12)
ηω = −Eω ,(6.13)
H(θ) = Dc(K(θ))N(θ) ,(6.14)
and T (θ) given by (3.6). We recall from Lemma 4.6 that the compatibility condition
〈ηN 〉 = 0n is satisfied. We will select the solution that satisfies ξ
L
0 = 〈ξ
L〉 = 0n, even
though other choices can be selected according to the context (see Remark 3.5).
Then, from Lemma 6.1 we have ‖ξ‖ρ−2δ = O(‖Ec‖ρ) and |ξ
ω| = O(‖Ec‖ρ), and
using the geometric properties characterized in Section 4, we have ‖Ered‖ρ−2δ =
O(‖E‖ρ) and ‖Esym‖ρ−2δ = O(‖E‖ρ). Hence, the error produced when approxim-
ating the solutions of (6.5)–(6.6) using the solutions of (6.7) will be controlled by
O(‖Ec‖
2
ρ). This, together with other estimates, will be suitably quantified in the
next section.
6.2. One step of the iterative procedure. In this section we apply one cor-
rection of the quasi-Newton method described in Section 6.1 and we obtain sharp
quantitative estimates for the new approximately invariant torus and related ob-
jects. We set sufficient conditions to preserve the control of the previous estimates.
Lemma 6.2 (The Iterative Lemma in the iso-energetic case). Let us consider the
same setting and hypotheses of Theorem 3.6, and a constant ν > 0. Then, there
exist constants C∆K , C∆ω, C∆B, C∆〈Tc〉−1 and CEc such that if the inequalities
(6.15)
Cˆ∆‖Ec‖ρ
γ2δ2τ+1
< 1
CEc‖Ec‖ρ
γ4δ4τ
< 1
hold for some 0 < δ < ρ, where
Cˆ∆ := max
{
γ2δ2τ
ν
, 2Csymγδ
τ ,
dC∆K
σK − ‖DK‖ρ
,
2nC∆K
σK⊤− ‖(DK)⊤‖ρ
,
C∆B
σB − ‖B‖ρ
,
C∆〈Tc〉−1
σTc − |〈Tc〉
−1|
,
C∆Kδ
dist(K(Tdρ), ∂B)
,
C∆ωγδ
τ+1
dist(ω, ∂Θ)
}
,
(6.16)
then we have an approximate torus of frequency ω¯ = ω+∆ω given by K¯ = K+∆K,
with components in A(Tdρ−2δ), that defines new objects B¯ and T¯c (obtained replacing
K by K¯) satisfying
‖DK¯‖ρ−3δ < σK ,(6.17)
‖(DK¯)⊤‖ρ−3δ < σK⊤ ,(6.18)
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‖B¯‖ρ−3δ < σB ,(6.19)
|〈T¯c〉
−1| < σTc ,(6.20)
dist(K¯(Tdρ−2δ), ∂B) > 0 ,(6.21)
dist(ω¯, ∂Θ) > 0 ,(6.22)
and
‖K¯ −K‖ρ−2δ <
C∆K
γ2δ2τ
‖Ec‖ρ ,(6.23)
|ω¯ − ω| <
C∆ω
γδτ
‖Ec‖ρ ,(6.24)
‖B¯ −B‖ρ−3δ <
C∆B
γ2δ2τ+1
‖Ec‖ρ ,(6.25)
|〈T¯c〉
−1 − 〈Tc〉
−1| <
C∆〈Tc〉−1
γ2δ2τ+1
‖Ec‖ρ ,(6.26)
The new total error is given by
E¯c(θ) =
(
E¯(θ)
E¯ω
)
=
(
Xh(K¯(θ)) + Lω¯K¯(θ)
〈c ◦ K¯〉 − c0
)
,
and satisfies
(6.27) ‖E¯c‖ρ−2δ <
CEc
γ4δ4τ
‖Ec‖
2
ρ .
The above constants are collected in Table 4.
Proof. The proof of this result is parallel to the ordinary situation. On the one hand,
those constants that must be changed in this result (e.g. CξN0 ) will be redefined
using the symbol “:=” and will be included in Table 4. On the other hand, those
constants that are not redefined (e.g. C∆K) will have the same expression that in
the proof of Lemma 5.2 and the reader is referred to Table 2 for the corresponding
label in the text.
Step 1: Control of the new parameterization. We start by considering the new ob-
jects K¯(θ) = K(θ) + ∆K(θ) and ω¯ = ω +∆ω, obtained from the expressions (6.2)
and (6.3), using the solutions of the system (6.7) taking the objects (6.11) (6.12)
(6.13) and (6.14). We have
‖ηL‖ρ ≤ CN⊤cΩ,0‖E‖ρ , ‖η
N‖ρ ≤ CL⊤cΩ,0‖E‖ρ , |η
ω | ≤ |Eω | ,
and
‖H‖ρ−δ = ‖(Dc ◦K)N‖ρ−δ ≤ ‖Dc‖B‖N‖ρ ≤ cc,1CN .
Notice that
‖Ec‖ρ = max{‖E‖ρ, |E
ω|} ,
so, from now on, we will use that ‖E‖ρ ≤ ‖Ec‖ρ and |E
ω| ≤ ‖Ec‖ρ.
In order to invoke Lemma 4.8 (we must fulfill condition (4.40)) we include the
inequality
(6.28)
‖Ec‖ρ
δ
< ν
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into Hypothesis (6.15) (this corresponds to the first term in (6.16)). Hence, com-
bining Lemma 4.8 and Lemma 6.1, we obtain estimates for the solution of the
cohomological equations (we recall that ξL0 = 0n)
|ξN0 |, |ξ
ω| ≤ σTc max
{
CN⊤cΩ,0 +
cR
γδτ
CTCL⊤cΩ,0 , 1 +
cR
γδτ
cc,1CNCL⊤cΩ,0
}
‖Ec‖ρ
=:
CξN0
γδτ
‖Ec‖ρ =:
Cξω
γδτ
‖Ec‖ρ ,(6.29)
and we observe that ξL(θ) and ξN (θ) are controlled as in Lemma 5.2, and so are
the objects ξ(θ), K¯(θ) and K¯(θ) − K(θ), thus obtaining the estimate in (6.23).
Observing that
(6.30) |ω∗| < |ω| < σω |ω∗| =: Cω ,
we get the estimate (6.24) as follows:
(6.31) |ω¯ − ω| = |ωξω| <
CωCξω
γδτ
‖Ec‖ρ =:
C∆ω
γδτ
‖Ec‖ρ .
To obtain (6.21), we repeat the computations in (5.25) using Hypothesis (6.15)
(this corresponds to the seventh term in (6.16)). Similarly, we obtain (6.22):
dist(ω¯, ∂Θ) ≥ dist(ω, ∂Θ)− |∆ω| ≥ dist(ω, ∂Θ)−
C∆ω
γδτ
‖Ec‖ρ > 0 ,
where we used Hypothesis (6.15) (this corresponds to the eight term in (6.16)). A
direct consequence of the fact that the new frequency ω¯ is strictly contained in Θ,
and then |ω∗| < |(1− ξ
ω)ω| < σω |ω∗|, is that we have
(6.32)
1
σω
< 1− ξω < σω ,
1
σω
<
1
1− ξω
< σω .
Step 2: Control of the new error of invariance. To control the error of invariance
of the corrected parameterization K¯, we first consider the error in the solution of
the linearized equation (6.1), that is
Elin(θ) := Ered(θ)ξ(θ) − Ω0Esym(θ)Lωξ(θ) +
(
A(θ)⊤ΩL(θ)
−ΩL(θ)
)
ωˆξω ,
Eωlin := 〈
(
D(Rω((Dc ◦K)E)) 0
⊤
n−d)
)
ξL〉 .
First, we control Lωξ(θ) in a similar fashion as in Step 2 of the ordinary case, but
using now that ξ(θ) is the solution of (6.7). The only difference is that
‖Lωξ
L‖ρ−δ = ‖η
L − TξN − ωˆξω‖ρ−δ
≤
(
CN⊤cΩ,0 + CT
CξN
γδτ
+ Cω
Cξω
γδτ
)
‖E‖ρ =:
CLξL
γδτ
‖E‖ρ ,(6.33)
Then, we control Elin(θ) and E
ω
lin by
‖Elin‖ρ−2δ ≤ ‖Ered‖ρ−2δ‖ξ‖ρ−2δ + cΩ,0‖Esym‖ρ−2δ‖Lωξ‖ρ−2δ
+max{‖A‖ρ−2δ , 1}‖ΩL‖ρ−2δ|ωˆ||ξ
ω|
≤
Cred
γδτ+1
Cξ
γ2δ2τ
‖Ec‖
2
ρ + cΩ,0
Csym
γδτ+1
CLξ
γδτ
‖Ec‖
2
ρ
+
max{CA , 1}CΩLCωCξN0
γ2δ2τ+1
‖Ec‖
2
ρ =:
Clin
γ3δ3τ+1
‖Ec‖
2
ρ ,(6.34)
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|Eωlin| ≤
dcRcc,1
γδτ+1
‖Ec‖ρ
CξL
γ2δ2τ
‖Ec‖ρ =:
Cωlin
γ3δ3τ+1
‖Ec‖
2
ρ .(6.35)
After performing the correction, the total error associated with the new para-
meterization is given by (the computation is analogous to (5.30))
E¯c(θ) =
(
E¯(θ)
E¯ω
)
=
(
P (θ)(I − Ω0Esym(θ))
−1Elin(θ) + ∆
2X(θ) + L∆ω∆K(θ)
Eωlin + 〈∆
2c(θ)〉
)
,
where ∆2X(θ) is given by (5.31) and
∆2c(θ) =
∫ 1
0
(1− t)D2c(K(θ) + t∆K(θ))[∆K(θ),∆K(θ)]dt .
Now we observe that
L∆ω∆K(θ) = −ξ
ω
Lω∆K(θ) ,
where Lω∆K(θ) is controlled using the expression
Lω∆K(θ) = LωL(θ)ξ
L(θ) + L(θ)Lωξ
L(θ) + LωN(θ)ξ
N (θ) +N(θ)Lωξ
N (θ) ,
thus obtaining
‖Lω∆K‖ρ−2δ ≤
(
CLLCξL
γ2δ2τ
+
CLCLξL
γδτ
+
CLNCξN
γδτ
+ CNCLξN
)
‖E‖ρ
=:
CL∆K
γ2δ2τ
‖E‖ρ .(6.36)
Hence, we have:
‖E¯‖ρ−2δ ≤
(
2(CL + CN )Clin
γ3δ3τ+1
+
1
2
cXh,2
(C∆K)
2
γ4δ4τ
+
CξωCL∆K
γ3δ3τ
)
‖Ec‖
2
ρ
=:
CE
γ4δ4τ
‖Ec‖
2
ρ ,(6.37)
where we used the second term in (6.16) (Hypothesis (6.15)). Moreover, we get
|E¯ω| ≤
(
Cωlin
γ3δ3τ+1
+
1
2
cc,2
(C∆K)
2
γ4δ4τ
)
‖Ec‖
2
ρ =:
CEω
γ4δ4τ
‖Ec‖
2
ρ(6.38)
and, finally,
(6.39) ‖E¯c‖ρ−2δ ≤
max {CE , CEω}
γ4δ4τ
‖Ec‖
2
ρ =:
CEc
γ4δ4τ
‖Ec‖
2
ρ .
We have obtained the estimate (6.27). Notice that the second assumption in (6.15)
and (6.28) imply that
(6.40) ‖E¯c‖ρ−2δ < ‖Ec‖ρ < δν .
Step 3, 4 and 5. All arguments and computations presented in these steps depend
only on the invariance equation. Hence, the control of the new frames L(θ), N(θ)
and the new transversality condition is exactly the same as in Lemma 5.2, but
replacing ‖E‖ρ by ‖Ec‖ρ. Specifically, we obtain the estimates (6.17) and (6.18)
using Hypothesis (6.15) (they correspond to the third and fourth term in (6.16),
respectively). We obtain the estimates (6.19) and (6.25) following the computations
in (5.40) and (5.41) (using the fifth term in (6.16)).
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Step 6: Control of the action of left operator. Notice that the action of Lω is affected
by the change of the frequency, since now the natural operator to control is Lω¯.
From now on, given any object X , we introduce the operator
(6.41) ∆LX(θ) := Lω¯X¯(θ)− LωX(θ)
for the convenience of notation.
The control of Lω¯K¯ is straightforward, since
‖Lω¯K¯‖ρ−2δ ≤ ‖E¯c‖ρ−2δ + ‖Xh ◦ K¯‖ρ−2δ ≤ δν + cXh,0 = CLK ,
and similarly we obtain ‖Lω¯L¯‖ρ−3δ ≤ CLL and ‖Lω¯L¯
⊤‖ρ−3δ ≤ CLL⊤ . However, to
control increments of the form ‖∆LK‖ρ−2δ we need to include an additional term.
More specifically,
∆LK(θ) = L∆ωK¯(θ) + Lω∆K(θ) = −
ξω
1− ξω
Lω¯K¯(θ) + Lω∆K(θ) ,
where we use that ω¯ = (1− ξω)ω, and, from bounds (6.32) and (6.36),
‖∆LK‖ρ−2δ ≤
(
σωCξωCLK
γδτ
+
CL∆K
γ2δ2τ
)
‖Ec‖ρ =:
C∆LK
γ2δ2τ
‖Ec‖ρ .(6.42)
We now observe that this is the only estimate that must be updated, since it is
the only place where cohomological equations play a role. For example, we have
∆LL(θ) =
(
∆LDK(θ) ∆L(Xp ◦K)
)
=
(
D(∆LK(θ)) DXp ◦ K¯∆LK + (DXp ◦ K¯ −DXp ◦K)LωK
)
and this expression yields formally to the same estimate in (5.52), but using the
constants C∆LK , C∆K and CLK defined in this section (and replacing E by Ec).
This also affects to the control of the objects ∆LL⊤, ∆L(G◦K), ∆LGL, ∆L(Ω◦K),
∆LΩ˜L, ∆LA, ∆L(J ◦K), ∆LN
0 and ∆LN .
Step 7: Control of the new torsion condition. Now we consider the control of the
extended torsion matrix Tc(θ) and the corresponding non-degeneracy condition.
First, we observe that the upper-left block T (θ) is controlled as in Lemma 5.2.
Thus, we control the extended torsion as
‖T¯c − Tc‖ρ−3δ ≤ max
{
C∆T
γ2δ2τ+1
+
C∆ω
γδτ
,
cc,1C∆N
γ2δ2τ+1
+
cc,2C∆KCN
γ2δ2τ
}
‖Ec‖ρ
=:
C∆Tc
γ2δ2τ+1
‖Ec‖ρ .(6.43)
Finally, we obtain the estimates (6.20) and (6.26) by adapting the computations in
(5.66) and (5.67). We use the second term in (6.16) (Hypothesis (6.15)) to get the
estimate
(6.44) |〈T¯c〉
−1 − 〈Tc〉
−1| ≤
2(σTc)
2C∆Tc
γ2δ2τ+1
‖E‖ρ =:
C∆〈Tc〉−1
γ2δ2τ+1
‖E‖ρ .
This completes the proof of the lemma. 
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6.3. Convergence of the iterative process. Now we are ready to proof our
second KAM theorem with conserved quantities. Again, we comment the differences
with respect to Theorem 3.1 and omit the common parts.
Proof of Theorem 3.6. Let us consider the approximate torus K0 := K with fre-
quency ω0 := ω and with initial errors E0 := E and E
ω
0 = E
ω. We also introduce
B0 := B, T0 := T , Tc,0 = Tc and Ec,0 = Ec associated with the initial approxim-
ation. We reproduce the iterative construction in the proof of Theorem 3.1, but
applying Lemma 6.2 recursively, and taking intro account the evolution of the error
Ec,s at the s-step of the quasi-Newton method.
Computations are the same mutatis mutandis. In this case, we need to consider
additional computations regarding the correction of the frequency. In particular,
the eight term in (6.15) is checked as follows
dist(ωs, ∂Θ)−
C∆ω‖Ec,s‖ρs
γδτs
> dist(ω0, ∂Θ)−
C∆ω‖Ec,0‖ρ0
γδτ0
1
1− a−3τ1
> 0 ,
where the last inequality is included into (3.15).
Having guaranteed all hypothesis of Lemma 6.2, we collect the assumptions by
introducing the constant C1 as
(6.45) C1 := max
{
(a1a3)
4τCEc , (a3)
2τ+1γ2ρ2τ−1C∆
}
where
C∆,1 := max
{
dC∆K
σK − ‖DK‖ρ
,
2nC∆K
σK⊤− ‖(DK)⊤‖ρ
,(6.46)
C∆B
σB − ‖B‖ρ
,
C∆〈Tc〉−1
σTc − |〈Tc〉
−1|
}
,
C∆,2 :=
C∆Kδ
dist(K(Tdρ), ∂B)
,(6.47)
C∆,3 :=
C∆ωγδ
τ+1
dist(ω, ∂Θ)
,(6.48)
C∆ := max
{
γ2δ2τ
ν
, 2Csymγδ
τ ,
C∆,1
1− a1−2τ1
,
C∆,2
1− a−2τ1
,
C∆,3
1− a−3τ1
}
.(6.49)
Note that we recovered the original notation K = K0, ω = ω0, B = B0, Tc = Tc,0,
ρ = ρ0 and δ = δ0 for the original objects.
Therefore, by induction, we can apply the iterative process infinitely many times.
Indeed, we have
‖Ec,s‖ρs < a
−4τs
1 ‖Ec‖ρ −→ 0 when s→ 0
so the iterative scheme converges to a true quasi-periodic torus K∞ with frequency
ω∞. As a result of the output of Lemma 6.2, these objects satisfy K∞ ∈ A(T
d
ρ∞),
ω∞ ∈ Θ and
‖DK∞‖ρ∞ < σK , ‖(DK∞)
⊤‖ρ∞ < σK⊤ , dist(K∞(T
d), ∂B) > 0 .
Furthermore, we control the the limit objects as follows:
‖K∞ −K‖ρ∞ <
C∆K‖Ec‖ρ
γ2δ2τ
1
1− a−2τ1
=:
C2‖Ec‖ρ
γ2ρ2τ
,(6.50)
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|ω∞ − ω| <
C∆ω‖Ec‖ρ
γδτ
1
1− a−3τ1
=:
C3‖Ec‖ρ
γρτ
,(6.51)
thus obtaining the estimates in (3.16). This completes the proof of the generalized
iso-energetic KAM theorem. 
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Appendix A. An auxiliary lemma to control the inverse of a matrix
To prove Lemmas 5.2 and 6.2, we control the correction of inverses of matrices
several times using Neumann series This affects to the estimates in (5.16), (5.17),
(6.25) and (6.26). For convenience, we present the following auxiliary result sep-
arately. Notice that the result is presented for matrices but it is directly extended
for matrix-valued maps with the corresponding norm (see Section 3.1).
Lemma A.1. LetM ∈ Cn×n be an invertible matrix satisfying |M−1| < σ. Assume
that M¯ ∈ Cn×n satisfies
(A.1)
2σ2|M¯ −M |
σ − |M−1|
≤ 1 .
Then, we have that M¯ is invertible and
|M¯−1 −M−1| < 2σ2|M¯ −M | , |M¯−1| < σ .
Proof. A direct computation shows that
(A.2) M¯−1 = (In +M
−1(M¯ −M))−1M−1 .
By hypothesis (A.1) we obtain
(A.3) |M−1||M¯ −M | <
σ2|M¯ −M |
σ − |M−1|
<
1
2
.
Then a Neumann series argument in (A.2), using (A.3) and |M−1| < σ, yields the
estimate
|M¯−1 −M−1| ≤
|M−1|2|M¯ −M |
1− |M−1||M¯ −M |
< 2σ2|M¯ −M | .
Finally, we conclude that
|M¯−1| ≤ |M−1|+ |M¯−1 −M−1| ≤ |M−1|+ 2σ2|M¯ −M |
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< |M−1|+ σ − |M−1| = σ ,
where we used again (A.1). 
Appendix B. Compendium of constants involved in the KAM theorem
In this appendix we collect the recipes to compute all constants involved in
the different estimates presented in the paper. Keeping track of these constants
is crucial to apply the presented KAM theorems in particular problems and for
concrete values of parameters. In addition, we think that the labels included in the
tables will be of valuable help assisting the reading of the paper. Thus, the reader
can find the place where a particular object is estimated.
Given an object X : Tnρ∗ → C
n1×n2 , the following tables code an estimate of the
form
‖X‖ρ∗ ≤
CX
γa∗δb∗
‖E∗‖
c∗
ρ .
Notice that the strip ρ∗ and the exponents a∗, b∗, c∗ can be tracked following the
corresponding label; and E∗ is the target error (E∗ = E for Theorem 3.1 and
E∗ = Ec for Theorem 3.6).
Let us remark that, as it becomes clear in the proof, the numbers a1, a2, a3
and ν are independent parameters, that can be selected in order to optimize the
applicability of the theorems depending on the particular problem at hand.
Remark B.1. Table 1 corresponds to the geometric construction that is common
to both theorems. The constants associated to the ordinary KAM theorem 3.1 are
presented in Tables 2 and 3. The constants associated to the iso-energetic KAM
theorem 3.6 are presented in Tables 4 and 5. To reduce the length of the tables,
in the iso-energetic situation we have omitted those constants that have the same
formula that in the ordinary case.
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Table 1: Constants introduced in Section 4. Constants with ∗ in the label are 0 in
Case III. We denote by χ0 the characteristic function of the set {0}.
Object Constant Label Result
LωΩK CLΩK = 2ncΩ,0σK + σK⊤cΩ,1σKδ + dσK⊤cΩ,0 (4.14) Lemma 4.3
ΩK CΩK = cRCLΩK (4.15) Lemma 4.3
L CL = σK + cXp,0 (4.23) Lemma 4.5
L⊤ C
L⊤
= max{σ
K⊤
, c
X⊤p ,0
} (4.24) Lemma 4.5
ΩL CΩL = cRmax{CLΩK + cp⊤,1 , dcp,1} (4.25) Lemma 4.5
GL CGL = CL⊤cG,0CL (4.26) Lemma 4.5
Ω˜L CΩ˜L
= C
L⊤
cΩ˜,0CL (4.27) Lemma 4.5
N0 CN0 = cJ,0CL (4.31) Lemma 4.6
(N0)⊤ C
N0,⊤
= C
L⊤
c
J⊤,0
(4.32) Lemma 4.6
A CA =
1
2 (σB)
2 CΩ˜L
(4.33)∗ Lemma 4.6
N CN = CLCA + CN0σB (4.34) Lemma 4.6
N⊤ C
N⊤
= CACL⊤ + σBCN0,⊤ (4.35) Lemma 4.6
Esym Csym = (1 + CA) max{1, CA + (σB)
2χ0(CA)}CΩ˜L
(4.39) Lemma 4.6
LωK CLK = δν + cXh,0 (4.44) Lemma 4.8
LωL CLL = dν + cXh,1σK + cXp,1CLK (4.45) Lemma 4.8
LωL
⊤ C
LL⊤
= max{2nν + c
X⊤
h
,1
σK , cX⊤p ,1
CLK} (4.46) Lemma 4.8
Lω(J ◦K) CLJ = cJ,1CLK (4.48) Lemma 4.8
Lω(G ◦K) CLG = cG,1CLK (4.49) Lemma 4.8
Lω(Ω˜ ◦K) CLΩ˜ = cΩ˜,1CLK (4.50) Lemma 4.8
LωN
0 C
LN0 = CLJCL + cJ,0CLL (4.51) Lemma 4.8
LωGL CLGL = CLL⊤cG,0CL + CL⊤CLGCL + CL⊤cG,0CLL (4.52) Lemma 4.8
LωΩ˜L CLΩ˜L
= C
LL⊤
cΩ˜,0CL + CL⊤CLΩ˜CL + CL⊤cΩ˜,0CLL (4.53) Lemma 4.8
LωB CLB = (σB)
2CLGL (4.54) Lemma 4.8
LωA CLA = CLBCΩ˜L
σB +
1
2 (σB)
2C
LΩ˜L
(4.55)∗ Lemma 4.8
LωN CLN = CLLCA + CLCLA + CLN0σB + CN0CLB (4.56) Lemma 4.8
XL CXL = d + cXp,1δ (4.57) Lemma 4.8
X⊤L CX⊤
L
= max{2n , c
X⊤p ,1
δ} (4.58) Lemma 4.8
XN
CXN = CXLνCA + cXh,1CN0σB + CLCLA
+ C
LN0σB + CN0CLB
(4.59) Lemma 4.8
T CT = CN⊤cΩ,0CXN (4.60) Lemma 4.8
LωΩL CLΩL = max{CLΩK + cp⊤,1 , dcp,1} (4.69) Lemma 4.10
E1,1
red
C1,1
red
= C
N⊤
cΩ,0CXL (4.70) Lemma 4.10
E2,1
red
C2,1
red
= C
L⊤
cΩ,0CXL (4.71) Lemma 4.10
E2,2red
C2,2red = (CL⊤cΩ,1CNδ + CX⊤
L
cΩ,0CN + CLΩLCA)γδ
τ
+ CΩLCLA
(4.72) Lemma 4.10
Ered Cred = max{C
1,1
redγδ
τ , C2,1redγδ
τ + C2,2red} (4.73) Lemma 4.10
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Table 2: Constants introduced in Lemma 5.2. Given an objectX, we use the notation
∆LX = LωX¯ − LωX. Constants with
∗ in the label are 0 in Case III.
Object Constant Label
ξN0 CξN0
= σT (CN⊤cΩ,0γδ
τ + cRCTCL⊤cΩ,0) (5.20)
ξN C
ξN
= C
ξN
0
+ cRCL⊤cΩ,0 (5.21)
ξL C
ξL
= cR(CN⊤cΩ,0γδ
τ + CTCξN ) (5.22)
ξ Cξ = max{CξL , CξN γδ
τ } (5.23)
∆K C∆K = CLCξL + CNCξN γδ
τ (5.24)
Lωξ
N C
LξN
= C
L⊤
cΩ,0 (5.26)
Lωξ
L C
LξL
= C
N⊤
cΩ,0γδ
τ + CTCξN (5.27)
Lωξ CLξ = max{CLξL , CLξN γδ
τ } (5.28)
Elin Clin = CredCξ + cΩ,0CsymCLξγδ
τ (5.29)
E¯ CE = 2(CL + CN )Clinγδ
τ−1 + 1
2
cXh,2
(C∆K)
2 (5.32)
∆L C∆L = (d + cXp,1δ)C∆K (5.36)
∆L⊤ C
∆L⊤
= max{2n , c
X⊤p ,1
δ }C∆K (5.37)
∆G C∆G = cG,1C∆K (5.38)
∆GL C∆GL
= C
L⊤
cG,0C∆L + CL⊤C∆GCLδ + C∆L⊤cG,0CL (5.39)
∆B C∆B = 2(σB)
2C∆GL
(5.41)
∆Ω˜ C
∆Ω˜
= c
Ω˜,1
C∆K (5.42)
∆Ω˜L C∆Ω˜L
= C
L⊤
c
Ω˜,0
C∆L + CL⊤C∆Ω˜CLδ + C∆L⊤cΩ˜,0CL (5.43)
∆A C∆A = σBCΩ˜L
C∆B +
1
2
(σB)
2C
∆Ω˜L
(5.44)∗
∆J C∆J = cJ,1C∆K (5.45)
∆J⊤ C
∆J⊤
= c
J⊤,1
C∆K (5.46)
∆N0 C
∆N0
= cJ,0C∆L + C∆JCLδ (5.47)
∆N0⊤ C
∆N0⊤
= C
∆L⊤
c
J⊤,0
+ C
L⊤
C
∆J⊤
δ (5.48)
∆N C∆N = CLC∆A + C∆LCA + CN0C∆B + C∆N0σB (5.49)
∆N⊤ C
∆N⊤
= CAC∆L⊤ + C∆ACL⊤ + C∆BCN0,⊤ + σBC∆N0⊤ (5.50)
Lω∆K C∆LK = CLLCξL + (CLCLξL + CLNCξN )γδ
τ + CNCLξN γ
2δ2τ (5.51)
∆LL C∆LL = dC∆LK + cXp,1C∆LKδ + cXp,2C∆KCLKδ (5.52)
∆LL⊤ C
∆LL⊤
= max{2nC∆LK , cX⊤p ,1
C∆LKδ + cX⊤p ,2
C∆KCLKδ} (5.53)
∆LG C∆LG = cG,1C∆LK + cG,2C∆KCLK (5.54)
∆LGL
C∆LGL
= C
LL⊤
cG,0C∆L + CLL⊤cG,1C∆KCLδ + C∆LL⊤cG,0CL
+ C
L⊤
cG,1CLKC∆L + CL⊤C∆LGCLδ + C∆L⊤cG,1CLKCL
+ C
L⊤
cG,0C∆LL + CL⊤cG,1C∆KCLLδ + C∆L⊤cG,0CLL ,
(5.56)
∆LB C∆LB = 2σBCLGL
C∆B + (σB)
2C∆LGL
(5.57)
∆LΩ˜ C
∆LΩ˜
= c
Ω˜,1
C∆LK + cΩ˜,2C∆KCLK (5.58)
∆LΩ˜L
C
∆LΩ˜L
= C
LL⊤
c
Ω˜,0
C∆L + CLL⊤cΩ˜,1C∆KCLδ + C∆LL⊤cΩ˜,0CL
+ C
L⊤
c
Ω˜,1
CLKC∆L + CL⊤C∆LΩ˜CLδ + C∆L⊤cΩ˜,1CLKCL
+ C
L⊤
c
Ω˜,0
C∆LL + CL⊤cΩ˜,1C∆KCLLδ + C∆L⊤cΩ˜,0CLL ,
(5.59)
∆LA
C∆LA = CLBCΩ˜L
C∆B + CLBC∆Ω˜L
σB + C∆LBCΩ˜L
σB
+ σBCLΩ˜L
C∆B +
1
2
(σB)
2
C
∆LΩ˜L
(5.60)∗
∆LJ C∆LJ = cJ,1C∆LL + cJ,2C∆KCLK (5.61)
∆LN0 C
∆LN0
= CLJC∆L + C∆LJCLδ + cJ,0C∆LL + C∆JCLLδ (5.62)
∆LN
C∆LN = CLLC∆A + C∆LLCA + CLC∆LA + C∆LCLA
+ C
LN0
C∆B + C∆LN0σB + CN0C∆LB + C∆N0CLB
(5.63)
∆XN C∆XN
= cXh,1
C∆N + cXh,2
C∆KCNδ + C∆LN (5.64)
∆T C∆T = CN⊤cΩ,0C∆XN
+ C
N⊤
cΩ,1C∆KCXN
δ + C
∆N⊤
cΩ,0CXN
(5.65)
∆〈T〉−1 C
∆〈T〉−1
= 2(σT )
2C∆T (5.67)
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Table 3: Constants introduced in Section 5.3 associated with the convergence of
que quasi-Newton method that yields Theorem 3.1, i.e., the ordinary formulation.
Constant Label
C1 = max
{
(a1a3)
4τCE , (a3)
2τ+1γ2ρ2τ−1C∆
}
(5.74)
C∆,1 = max
{
dC∆K
σK−‖DK‖ρ
,
2nC∆K
σ
K⊤
−‖DK⊤‖ρ
,
C∆B
σB−‖B‖ρ
,
C
∆〈T〉−1
σT−|〈T〉
−1|
}
(5.75)
C∆,2 =
C∆Kδ
dist(K(Tdρ),∂B)
(5.76)
C∆ = max
{
γ2δ2τ
ν
, 2Csymγδ
τ ,
C∆,1
1−a
1−2τ
1
,
C∆,2
1−a
−2τ
1
}
(5.77)
C2 = a
2τ
3 C∆K/(1− a
−2τ
1 ) (5.78)
C3 = cc,1C2 (5.79)
Table 4: Constants introduced in Lemma 6.2, i.e. in the Iterative Lemma for the
generalized iso-energetic KAM theorem. In this table, given an object X, we use
the notation ∆LX = Lω¯X¯ − LωX.
Object Constant Label
ξN0 CξN0
= σTc max
{
C
N⊤
cΩ,0γδ
τ + cRCTCL⊤cΩ,0 , γδ
τ + cRcc,1CNCL⊤cΩ,0
}
(6.29)
ξω Cξω = CξN0
(6.29)
ω Cω = σω |ω∗| (6.30)
∆ω C∆ω = CωCξN
0
(6.31)
Lωξ
L C
LξL
= C
N⊤
cΩ,0γδ
τ + CTCξN + CωCξω (6.33)
Elin Clin = CredCξ + cΩ,0CsymCLξγδ
τ +max{CA , 1}CΩLCωCξω (6.34)
Eωlin C
ω
lin = dcRcc,1CξL (6.35)
Lω∆K CL∆K = CLLCξL + (CLCLξL + CLNCξN )γδ
τ + CNCLξN γ
2δ2τ (6.36)
E¯ CE = 2(CL + CN )Clinγδ
τ−1 + 12 cXh,2(C∆K)
2 + CξωCL∆Kγδ
τ (6.37)
E¯ω CEω = C
ω
linγδ
τ−1 + 12 cc,2(C∆K)
2 (6.38)
E¯c CEc = max{CE , CEω} (6.39)
∆LK C∆LK = σωCξωCLKγδ
τ + CL∆K (6.42)
∆Tc C∆Tc = max{C∆T + C∆ωγδ
τ+1 , cc,1C∆N + cc,2C∆KCNδ} (6.43)
∆〈Tc〉
−1 C∆〈Tc〉−1 = 2(σTc )
2C∆Tc (6.44)
Table 5: Constants introduced in Section 5.3 associated with the convergence of que
quasi-Newton method that yields Theorem 3.6, i.e., the iso-energetic formulation.
Constant Label
C1 = max
{
(a1a3)
4τCEc , (a3)
2τ+1γ2ρ2τ−1C∆
}
(6.45)
C∆,1 = max
{
dC∆K
σK−‖DK‖ρ
,
2nC∆K
σ
K⊤
−‖DK⊤‖ρ
,
C∆B
σB−‖B‖ρ
,
C
∆〈Tc〉−1
σTc
−|〈Tc〉−1|
}
(6.46)
C∆,2 =
C∆Kδ
dist(K(Tdρ),∂B)
(6.47)
C∆,3 =
C∆ωγδ
τ+1
dist(ω,∂Θ) (6.48)
C∆ = max
{
γ2δ2τ
ν
, 2Csymγδ
τ ,
C∆,1
1−a
1−2τ
1
,
C∆,2
1−a
−2τ
1
,
C∆,3
1−a
1−3τ
1
}
(6.49)
C2 = a
2τ
3 C∆K/(1− a
−2τ
1 ) (6.50)
C3 = a
τ
3C∆ω/(1− a
−3τ
1 ) (6.51)
