Introduction 1
Demand for higher processor performance led chipmakers to include into their designs so-2 lutions that are a combination of brute-force and innovation. The increase of processors cache 3 size, instruction-level parallelism and working frequency have been for the last decades their 4 main tools to accomplish this mission. However, these approaches seem to have reached a point 5 in which they, by themselves, are not su cent to ensure the steep curve of performance improve-6 ment predicted by Moore's Law and expected by the users [1] . 7 An exponential increase in power consumption related to a linear increase in the clock fre- OpenCL. Thus, considerable e↵ort may be necessary to adapt parallel code originally developed 26 for multicores to GPUs. Here we are interested in the former.
27
In this paper we describe three di↵erent irregular applications and the necessary adaptations 28 to use them on four distinct hardware platforms. The Traveling Salesman Problem (TSP), the 29 K-Means clustering (K-Means) algorithm, and a Seismic Wave Propagation kernel (Ondes3D).
30
Solutions to the TSP and K-Means problems are NP-hard and, for a large enough instance, the 31 algorithm can be parallelized to make use of an arbitrary number of threads, assuring the com-32 plete use of the chosen platforms. Ondes3D, on the other hand, employs a numeric seismic 33 wave propagation simulation algorithm. These applications were chosen because they represent 34 three di↵erent behaviors: CPU-bound (TSP), memory-bound (Ondes3D), and mixed (K-Means).
35
However, while all of them are highly parallelizable, they also reveal important issues related to 36 imbalance and irregularity: the execution course for the same instance of the problem can dras-37 tically change depending on the order and on the number of employed processor cores.
38
We consider two important aspects in this study. The first aspect concerns the programming have important memory constraints, e.g., limited amount of directly addressable memory (2 MB).
44
Furthermore, e cient execution on this processor requires data transfers in conformance to the general-purpose processors, while the remaining two are based on embedded low-power proces-51 sors. We compare the overall performance of these platforms as well as their power e ciency.
52
Our results show that the energy-to-solution for the same instance of the problem can present on average from 13.0x to 20.4x, 108.8x to 154.8x and 13.0x to 15.3x slower on the Xeon E5, 61 Exynos 5 and MPPA-256 platforms respectively. Next, we compare the Altix UV 2000 and the
62
MPPA-256 platforms. Although very di↵erent from each other, these platforms share some simi-63 larities that give us the opportunity to evaluate important aspects of their scalability and energy 64 e ciency. We concluded that both architectures scale well for the chosen applications. While 65 on low core counts MPPA-256 may have a higher energy-to-solution, it can quickly fill the gap as 66 the increase in the number of cores results in a small increase in the average power consumption.
67
The remainder of this paper is organized as follows. Section 2 outlines the evaluated plat- 
Experimental Platforms

74
In this section we describe the experimental platforms used in this study. These platforms 75 represent three di↵erent classes: general-purpose, embedded and manycore. chose three applications with three distinct behaviors (CPU-bound, memory-bound and mixed).
157
We now detail these applications further. The multi-threaded version of the algorithm works by creating a queue of tasks from which 187 each thread takes the jobs to be executed. A task is nothing more than one of the branches of 188 the search tree. The generation of the tasks is done sequentially since the time needed to do 189 it is negligible. As soon as one thread runs out of work, it takes a new task from the queue.
190
The number of tasks to be generated is a function of the number of threads and is defined by 191 the max hops parameter. This is the minimum number of levels of the search tree that must ) which is defined for 0  l < n.
Algorithm 3.2 shows the pseudo-code for this approach. This algorithm also receives as a
196
parameter the number of threads n threads to be used.
197
Algorithm 3.2: TSP Multi-threaded(n cities, costs, n threads, max hops)
global queue, min path procedure generate tasks(n hops, last city, current cost, cities) if n hops = max hops then ( task (last city, current cost, cities)
for each i 2 cities To avoid two peers working on the same subproblem, each peer peer id only works on the 208 tasks which were assigned to it. To do so, we specify the desired number of partitions per 209 peer. We also specify the percentage of the tasks that will be distributed in the beginning of 210 the execution. Afterwards, as the peers run out of work, they will ask a master peer for more 211 partitions. To reduce communication, the master peer sends sets of partitions of decreasing size 212 at each request [10] . The rationale behind it is that, as the task sizes are irregular, distributing 213 a smaller number of partitions during the end of the execution might decrease the imbalance 214 between the peers. In this case, for each request the master peer sends a set of partitions S and 215 the peer peer id will work on the tasks such that task index mod n partitions 2 S . Since the 216 task generation is done locally, the amount of transferred data can be minimized.
217
As a runtime optimization, only one thread per peer becomes responsible for asking for Formally, the K-Means clustering problem can be defined as follows. Given a set of n points 228 in a real d-dimensional space, the problem is to partition these n points into k partitions, so as to 229 minimize the mean squared distance from each point to the center of the partition it belongs to. 
Several distinct heuristics have been proposed to address the K-Means clustering problem
232
[12, 13]. One of the most widely employed is the Lloyd's algorithm [14] , also known as K-
233
Means algorithm. Such heuristic is based on an iterative strategy that finds a locally minimum 234 solution for the problem. In our work we used this algorithm as a case study. In the following 235 subsections, we first present the sequential version of the algorithm and then we introduce and 236 explain our parallel and distributed versions. between them and the centroids -points are assigned to the nearest partition. Next, the centroid 247 of each partition is recalculated taking the mean of all points in the partition, and the whole 248 procedure is repeated until no centroid is changed and every point is farther than the minimum 249 accepted distance.
250
It is worthy to note that this algorithm presents a natural irregularity: at any time during the 251 execution, the number of points within each partition (population) may di↵er, implying di↵erent 252 recalculation times for each partition's centroid. 
Multi-threaded Algorithm
254
The multi-threaded version of the K-Means algorithm is presented in Algorithm 3.4. Com-255 pared to the sequential algorithm, it takes an additional parameter, t, that specifies the total num-256 ber of execution flows. The strategy adopted is to assign to each thread an unique range of points 257 and partitions, and split the algorithm in two phases. In the first phase, each thread re-clusters its 258 own range of points into the k partitions. In the second phase, each thread works in its own range 259 of partitions, in order to recalculate centroids.
260
Algorithm 3.4: K-means Multi-Threaded(points, k, mindistance, t) global partitions procedure do kmeans(work) repeat ( populate(work. f irst point, work.last point) compute centroids(work. f irst partition, work.last partition) until has changed() and too far() main random populate(partitions, points) compute centroids(partitions. f irst, partition.last)
The multi-threaded version of the algorithm still presents some important execution irregu- 
Distributed Algorithm
266
The distributed algorithm described in this section is widely used in practice [11, 15, 16] 267 and a scalability analysis for this algorithm can be seen in the work by Rodrigues et. al. [17] .
268
Compared to the multi-threaded algorithm, the distributed K-Means algorithm takes an additional 269 parameter p that specifies the number of distributed peers to be used. Each peer by itself spawns 270 t working threads, so the total number of threads equals to p ⇥ t.
271
The strategy employed in this algorithm is to first distribute the data points and replicate the 272 data centroids among peers, and then to loop over a two-phase iteration. In the first phase, par- Nevertheless, the irregularity itself is closely related to the working data set: if partitions are 289 too unbalanced, irregularity is strongly present; whereas if points are evenly distributed among 290 partitions, irregularity is not so sharply presented. In both the multi-threaded and distributed 291 algorithms, we work with a uniformly distributed random data set, and thus irregularity is not 292 strongly present. Considering that, if we adopted the distributed approach in the multi-threaded 
Seismic Wave Propagation
297
Understanding the wave propagation with respect to the structure of the Earth lies at the 298 core of many analysis both in the oil and gas industry and for quantitative seismic hazard as-299 sessment. In this paper the earthquake process is described as elastodynamics and we use a 300 finite-di↵erences scheme for solving the wave propagation problem in elastic media [18] . This 301 approach was first proposed in 1970 and since then it has been widely employed due to its simple 302 formulation and implementation. In this section we describe the governing equations and discuss 303 some of their standard sequential and parallel implementations.
304
The seismic wave equation in the case of an elastic material is:
Additionally, the constitutive relation in the case of a isotropic medium is:
Where indices i, j, k represent a component of a vector or tensor field in Cartesian coordinates corresponds to the space step, t to the time step and a 1 , a 2 and a 3 are defined as three constants.
326
Algorithm 3.5: Sequential Seismic Wave Propagation Kernel( , v)
for y 1 to y dimension
One particularity of the three-dimensional simulation of seismic wave propagation is the 327 consideration of a finite computing domain whereas the physical problem is unbounded. Addi-328 tional numerical conditions are then required to absorb the energy at the artificial boundaries.
329
At the lateral and bottom edges of the three-dimensional geometry, a specific set of equations is in gray color in Figure 6 ) and the CPU-cost ratio observed between a boundary grid point and a 334 physical domain point varies from two to four. 
General Considerations
373
In this section we described the three applications we use as case studies. We presented 374 TSP, a CPU-bound application, in which only a small amount of data needs to be kept during the 375 execution. In the multi-threaded algorithm threads rarely communicate, and when they do so they its own set of data that is synchronized at the end of each iteration. irregularity is also present in these applications and it is normally associated to the chosen algo-387 rithms, data structures, and load-balancing strategy. With varying degrees of e↵ort (and success) 388 these weak irregularities might lightened by distinct implementation choices.
389
Contrary to TSP and K-Means, Ondes3D is an application that presents only weak irregular- der of computation domain and inside the computation domain) and not from the load-balancer.
396
The load-balancer is, in fact, the responsible for trying to ensure a more regular execution.
397
By taking into consideration these three applications and the three distinct hardware archi-398 tectures used in our experimental evaluations, we can draw comprehensive (yet straightforward)
399
conclusions about execution performance and energy e ciency of these applications on the dis-400 tinct hardware platform classes.
401
Manycores have several distinctive features that must be considered so that applications can 402 achieve good performance. In the next section we present the adaptations we did to the applica-
403
tions we just presented in order to achieve an e cient execution. 
Adapting Irregular Applications for Manycores
405
The adaptation of existing distributed applications to manycores such as the we can make a better use of this system by keeping the memory near the threads that use it and 438 avoid using the link to perform anything but global synchronizations and min path propagation.
439
The distributed algorithm fits perfectly in this scenario.
440
In general, the distributed algorithm used by we employed a dynamic solution for the distribution of points to be able to work with a number 473 of points that is only limited by the amount of memory available at the I/O subsystem.
474
In order to do so, we implemented a variation of the distributed algorithm using a dynamic 
Seismic Wave Propagation
484
Performing stencil computations on the MPPA-256 processor is a challenging task. This class The 3D data required for seismic wave modeling do not fit in those low-latency memories. Figure 7 shows the algorithm.
496
The three dimensional structures corresponding to the velocity and stress fields are allocated 
517
The number of planes prefetched in advance is parameterizable and its maximum value de-518 pends on the problem dimensions and the amount of available memory on each compute cluster.
519
To better exploit the NoC, we carefully select the NoC node on the I/O subsystem with which the 520 compute cluster will communicate. This choice is based on the NoC topology and aims at reduc-521 ing the number of hops necessary to deliver a message. Moreover, the prefetching scheme also 522 allows us to send less messages containing more data, which has been empirically proven to be 
Experimental Results
526
In this section, we present performance and energy e ciency evaluations for the experimental 527 platforms. These evaluations were conducted by the execution of parallel and distributed versions 528 of the presented applications. We begin by introducing our energy consumption measurement 
543
Distributed versions experience periods of low processor usage as, for example, those during the 544 task request/response cycle and those related to load imbalance. This will be further discussed in 545 Section 5.5). We also defined three input problem sizes for all applications (Table 2 ). These problem sizes 555 were chosen based on the execution time on all platforms and amount of memory needed. For 556 instance, we used a small problem size when running the applications with low thread counts in 557 order to obtain the results in a reasonable time 1 . Each experiment was repeated as many times as 558 needed to ensure a relative error inferior to 2% with 95% statistical confidence using Student's 559 t-distribution. Time-to-Solution. As expected, applications on Exynos 5 presented the highest execution 565 times among all platforms, being from 6.7x (TSP) up to 8.1x (Ondes3D) slower than Xeon E5.
566
The reason for that is threefold: (i) it has considerably lower clock frequency than Xeon E5; (ii)
567
Xeon E5 is a performance-centric processor that is tuned far more for speed than for low power 
576
An optimized implementation of the seismic wave propagation algorithm has been consid-577 ered as a baseline for our evaluations. As detailed in Section 3.3, the shared-memory implemen-578 tation relies on e cient data and thread mapping strategies in order to reduce both the NUMA 579 penalty and the load imbalance. It is well known that stencil-based computations like finite 580 di↵erences method applied to seismic wave propagation achieve a low fraction of the peak per-581 formance on standard processors such as x86. This is mainly due to the huge demand for memory and Ondes3D in at least 6.9x, 6.5x and 3.8x, respectively. 
Energy E ciency
602
In the previous section, we showed that MPPA-256 presented the best energy-to-solution re-603 sults among all platforms. The main reason is that MPPA-256 o↵ers a high parallelism and yet 604 has a low power consumption. In this section, we intend to look in more detail at the energy we used Linux's specific system calls to ensure that threads would not be migrated during the increases (e.g., from 6 to 7 and from 13 to 14 peers) in the TSP. In these cases, the addition 687 of a peer incurred performance losses (higher execution times). In order to investigate this pe- 
