ABSTRACT
INTRODUCTION
Vision-based localization has recently witnessed a newfound popularity. The CCD Camera is a popular choice for mobile robot sensing because it is not inherently dependent on environmental geometry like ranging devices [13] . Therefore, it is hoped that a transition to indoor and outdoor navigation will be more straightforward with vision despite that each of them has their proper challenges.
Simple ranging devices require integration over time and high-level reasoning to accomplish localization. In contrast, vision has the potential to provide enough information to uniquely identify the robot's position.
Recent vision-based navigation methods have overcome the challenges of vision to produce mobile robots that can track their position using only a CCD camera. Some of the successful work is currently limited to indoor navigation because of its dependence on ceiling features [4, 151, room geometry, or artificial landmark placement [16] . Other means for visual localization are applicable both indoors and outdoors, however they are designed to collect image statistics while foregoing recognition of specific sccne fcatures, or landmarks [3, 61. This research aims to create a visual localization system based on recognition of sets of visual features. Our goal is to implement a system with a minimal number of implicit assumptions regarding the environment, such that the system may be directly applicable both outdoors and indoors.
THE FINGERPRINT SEQUENCE
As the fingerprints of a person are unique, so each location has its own unique visual characteristics (save in pathological circumstances). The thesis of this localization system is that a unique virtual fingerprint of the current location can be created and that the sequence generation methods can be made insensitive to small changes in robot position. If locations are denoted by unique fingerprints in this manner, then the actual location of a mobile robot may be recovered by constructing a fingerprint using its current view and comparing this test fingerprint to its database of known fingerprints.
Fingerprint sequence encoding
We propose to create a fingerprint by assuming that a set of feature extractors can identify significant features in the image. Furthermore, we use a 360 degrees panoramic image because the orientation as well as the position of the robot may not be known n priori.
We define a fingerprint as a circular list of features, where the ordering of the set matches the relative ordering of the features in the panoramic image. In order to encode efficiently this circular list, we denote the fingerprint sequence using a list of characters, where each character represents the instance of a specific feature type.
Although any number of feature detectors may be used in an implementation of our system, we have used only two in our implementation thus far: a vertical edge detector and a color patch detector. We use the letter 'v' to characterize a vertical edge and the letters A,B,C, ..., P to represent hue bins as detected by the color patch detector (See Fig. 6 ,7 and 13).
Extraction of edges and color features

Edge detection
Edge features are of particular value in artificial environments such as indoor office buildings. For these reasons, they have been popular throughout prior work in vision-based localization [I] . Like other researchers, we have chosen to concentrate on vertical edges because of the instability and rarity of horizontal edges due to projection effects.
Because we use a color CCD camera, the channel used to compute the gradient must be chosen carefully. Knowing that the blue channel of such a camera has a remarkably higher noise level than the other channels, we use only the sum of the red and green in order to increase the signalhoke ratio.
Histogruin bused edge detection
From the gradient image several methods are used to extract edges. One of them consists of the application of a threshold function on the gradient values followed by the application of a non-maxima suppression algorithm [IO] . The most difficult step then remains, which is to group the resulting edges fragments together in order to obtain true vertical edges. This problem is further exacerbating when luminosity changes along the segment.
To group the resulting edge frigments together, first, we construct a histogram by adding the red-green gradient intensity of every pixel in the same column. To avoid the apparition of parasite peaks dui: to the noise, we apply a window filter { 1,2,3,2,1) on the raw histogram. Its triangle shape permits to keep the peakiness of the spikes. One can see on the Fig. 1 that the mean value is actually the level of the noise and provides a bad threshold value. One can compute a more noise insensitive threshold by computing the value t = mean + (max -mean) / c, where c is chosen depending on the number of edges desired. This method is unfortunately very sensitive to occlusion and distance. Indeed, a large peak: will provide a big value and the threshold will be high. In such a case, the majority of edges will not be considered.
To solve this problem we use a more statistical approach to choosing the edge threshold. The standard deviation of the values of the histogram is computed and added to the mean in order to fix the base threshold. All edges below the threshold are ignored. 
Color patches detection
Color patches can be used for localization as well especially in human environments where one finds often saturated colors. The combination of both edges and patches greatly increases the information for the location. A part of the information is coded in the nature of the features (edge or different colors) and another part in the sequence (order of features).
In order to get more intuitive and natural color representation, we convert RGB images extracted from the camera into the HSI color space (Hue, Saturation and Intensity). Because color information is weak for low level of saturation, only high-saturated pixels are considered for the extraction of patches.
Fuzzy voting scheme
The colors in the scene are not known in advance and can cover the entire color space. In order to reduce the quantity of different color patches and memory space similar colors are grouped together considering their hue. The column histogram for each base color is generated as follows. Each pixel in the image (those that remain after saturation thresholding) will add a value in one or two histograms depending on the hue. For example, a pixel with hue 0 will add 100 in the corresponding column of the red histogram. A pixel with hue 10 will add a bigger value in the red histogram than in the yellow one (see The same method as described for edge detection is applied but some parameters change. A different window filter, { 1,2,2,2,1} is used for color histograms because we want to smooth thin peaks in this case. The base threshold is also built by adding sigma and the mean of the histogram.
As we can see in Fig. 6 more patches than expected have been extracted from image in Fig. 4 . In order to avoid inversion between patches, which can change considerably the resulting string, a color fusion step has been introduced. Intermediate colors are used for the new patch and its horizontal coordinate is the mean of the coordinates of the parent's patches'. As one can sec the new string does not match exactly either or the others because the robot is not exactly located on a map point and/or some change in the environment occurred. Now what sequence match scoring method should we use to determine that the match is Place1 in this case and not Place2 with high confidence?
Grcat many string-matching algorithms can be found in the literature. Exact string matching algorithms [8] are not applicable in this case. They are designed to indicate if text occurrences are found within a text and are optimized to be very fast. More elaborate string matching [7, 9] algorithms allow a level of mismatch, such as k-mismatch matching algorithms, and string matching with k differences. The first allows matches where up to k characters in the pattern do not match the text, and the second requires that the pattern have an edit-distance from the text of k or less. Another approach consists in considering strings as digital signals and computing the correlation. A measure of similarity will be in this case the height of the maximum peak of the correlation function. But this method works well only if initial strings have a similar length and fail in case of occlusion and addition. The same ' The colors are fused if the difference between the pixel coordinates is less than 10 pixels problem appears when one computes the SSD (Sum of Square Difference) between two strings.
One of the main problems of the above methods is that they do not consider the nature of features and specific mismatches. We wish to consider the likelihood of specific types of mismatch errors. For instance confusing a red patch with a blue path is more egregious than confusing the red patch with a yellow patch. Furthermore the standard algorithms are quite sensitive to insertion and deletion errors which cause the string lengths to vary significantly.
Minimum energy algorithm
The approach we have adopted for sequence matching is inspired by the minimum energy algorithm used in stereovision for finding pixels in two images that correspond to the same point of a scene [ 111. As in the minimum energy case, the problem can be seen as an optimization problem, where the goal is to find the path that spends the minimum energy to go from the beginning to the end of the first sequence considering the values of the second one. The similarity between two sequences is given by the resulting minimum energy of traversal. Value 0 is used to describe a perfect match (e.g. self-similarity).
We describe our sequence matching algorithm using an example consisting of two particular sequences: "EvHBvKvGA" (length n = 9) and "EBCAvKKv" (length m = 8).
Initialization
First the initial n x m matrix must be built. The characters of the first string represent the rows and those of the second string the columns. Because the algorithm is not symmetric, the longest string will always represent the rows. To initialize this matrix only two parameters are needed. The first parameter is a number that represents the maximum mismatch value and the second is used to fix the minimum mismatch value between two different colors. In this particular example Max-init = 20 and Min-col = 5. If the corresponding features are of wholly different types (e.g. a color and an edge) then the corresponding matrix element is initialized to Max-init. If both features are vertical edges or represent exactly the same color the value 0 is used to describe a perfect match. If the comparison is between two colors, then the error is calculated according to the hue distance between the two colors, adjusted to inhabit the range from Min-col to Max-init.
Although a type-mismatch c,m be generally assigned a score of Max-Init, any newly introduced feature type must not only include the appropriatc: feature detector but also a mismatch table, identifying the score for various feature value comparisons within that feature type. This is an important aspect of the present work. We have noted that differences in illumination cause color, for instance, to change one bin at times, but rarely will a color change two or more bins. Therefore, scme proportionality of the scoring function based on a distance measure between colors is critical to the success 3f our method. Finally the minimum value S2 is assigned to Cost(2,3) and the coordinates of the cell (1,2) are stored in Neig(2,3) = 2 (See Fig 10) . In case of horizontal occlusion we put a negative sign for the neighbor coordinates.
The best path
The minimum value of the last line of the Cost matrix. This value corresponds inversely to the similarity between the two input sequences. In this particular example the score that results is 381. In order to normalize the result this value is then divided by the worst value that can be obtained with two strings of similar length (in this case, result of the match between a string composed of m edges and one with n colors).
IMPLEMENTATION
The camera used to acquire the images is an inexpensive CCD color camera with a 640 x 480 resolution3. The interface IO the computer is via the USB.
Image manipulation is performed with a Microsoft Visual C++ 6.0 application running under Windows'98. The camera is fixed via a 110-CM mast to a Nomad Scout mobile robot research platform4. To build the panoramic view of the scene the differential-drive Scout is rotated about its center while a series of 12 images are grabbed from the CCD camera every 30 degrees.
Building the panoramic image
Various methods exist to align corresponding pixels in two adjacent pictures. One method consists of computing the SSD between adjacent images and the best alignment is given by the minimum of the function [14] .
This method produces panoramas that are of high quality for human consumption; however, such exact alignment is unnecessary for our purposes of color patch and edge extraction. Instead, we simply attach images end to end, taking into account the resulting "seam" by suppressing detection of edges at these seams. To avoid the additional The point of view of the panoramic is very important and the height of the camera must be chosen carefully. If the camera is too low every item of furniture such as chairs and tables can occupy the view in front of the robot. Sincc thesc low objects are apt to move, the resulting image will be highly dynamic. In our implementation we have placed the camera at almost the same height as the eyes of an human so that large-scale features of interest (e.g. door posts, windows, corners) are easily visible while low-level clutter is avoided.
EXPERIMENTAL RESULTS
In order to test the system, two maps corresponding to two different environments have been constructed (See Fig. 14 Second, some locations are locally so unique that they are different of all test points even if they are geographically close. Those pathological cases happen mostly in close areas and for points close to object that can hide a big portion of the mvironment. Indeed, the displacement/(changes in the string) ratio can be very small in these cases. This explains the relative bad results for the second criteria compared to the first. This problem makes us thin'k about the necessity to choose carefully the map points. The natural rule is to put more map points when objects are close and fewer points are necessary for open areas. This can be done automatically while the robot is exploring the scene.
CONCLUSIONS
The structure of circular chains and the string matching algorithm allows us to insert other kinds of features. Using different features extracted from several kinds of sensors provides several advantages. One can improve the edge detection by fusing infisrmation from the camera and a laser range finder for instance. Or, infrared images and laser range finder can be used in dark scenes. Furthermore probabilities related to features can be easily introduced in the string matching algorithm.
.For the moment the largest computational burden is
. construction of the panoramic image. Optical solutions can alleviate this problem, and so one should consider using a panoramic vision system, such as an Omnicam, to capture a panorama instantly.
ACKNOWLEIIGEMENTS
Thanks to Iwan Ulrich who provided much help during the project and Jianbo Shi for his panoramic algorithm and good advice. REFERIENCES
