Patient similarity assessment is an important task in the context of patient cohort identification for comparative effectiveness studies and clinical decision support applications. The goal is to derive clinically meaningful distance metric to measure the similarity between patients represented by their key clinical indicators. It is desirable to learn the distance metric based on experts' knowledge of clinical similarity among subjects. However, often different physicians have different understandings of patient similarity based on the specifics of the cases. The distance metric learned for each individual physician often leads to a limited view of the true underlying distance metric. The key challenge will be how to integrate the individual distance metrics obtained for a group of physicians into a globally consistent unified metric.
Introduction
There is an increased adoption of Electronic Medical Records (EMR) among care providers and healthcare facilities. A byproduct of this trend is that large amounts of patient data are becoming available in those institutions. Many nuggets of insight on best practice patterns could be derived from these data repositories. A key enabler is the concept of inter-patient similarity, which can be leveraged for patient cohort identification, case retrievals, comparative effectiveness studies, and patient risk stratification. Inter-patient similarity assessment tools aim at capturing and quantifying the similarity among patients based on their key clinical characteristics.
In practice, patient similarity assessment algorithms can be customized to individual physicians' needs for analyze their own patients through supervised metric learning (see [21] ). These individual distance metrics are subjective and highly depend on the a single physician's experience. The technical objective of this paper is to integrate distance metrics obtained for individual physicians into a single optimal objective metric reflecting the true underlying patient similarity. The practical benefit of deriving a consistent patient similarity are the followings:
Knowledge sharing: Each physician only has a partial view of the patient similarity due to limited knowledge or experience, so a successful integration of patient similarity from multiple physicians can compensate the experience of different physicians and achieve a better outcome.
single consistent distance measure that captures the similarity across all patients. Our proposed Comdi method is related to Distance Metric Learning (DML) [28] . A short literature survey is presented in Section 5. The key technical novelty lies in learning a composite Mahalanobis distance metric by combining the discriminative information obtained from different parties. We formulate the problem as a quadratic optimization problem and propose an efficient block coordinate descent approach to solve it.
In summary, the main contributions of this paper are:
• We formalize the problem for integrating multiple distance metrics as the neighborhood integration problem.
• We present a theoretically sound algorithm Comdi to learn an optimal distance metric from multiple individual distance metrics.
• We evaluate the effectiveness of Comdi on multiple real datasets comparing to several baselines.
• We demonstrate a case study using Comdi to combine patient similarity from multiple physicians.
The rest of this paper is organized as follows. Section 2 presents the Comdi framework. Section 3 provides the empirical evaluation results on two benchmark clincical data sets. Section 4 presents the case study of Comdi on the real clinical data, followed by the related work in Section 5 and conclusions in Section 6.
Composite Distance Integration
In this section, we present Comdi for integrating multiple individual distance metrics. First, we overview the entire framework through an application on clinical decision support. Second, we present a core distance learning component for a single party through discriminant neighborhood construction. Third, we present the metric integration component for multiple parties and the theoretical results.
Comdi overview
The objective of Comdi is to integrate individual metrics from multiple parties into a global consistent metric. For each party, Comdi only requires it to provide the neighborhood information to share with others.
The whole process of Comdi is illustrated in Fig. 1 , where there are m parties involved in this metric integration process. Party i (1 ≤ i ≤ m) has its own patient feature matrix
d×ni , where d is the patient feature dimension and n i is the number of patients in the i-th party. There is also an associated individual metric p i for party i. Both X i and p i are hidden from other parties. Each party will derive and share neighborhood information encoded in two d × d matrices Σ C and Σ S . Finally, the Comdi algorithm is applied through an alternative optimization on all the neighborhood matrices in order to learn a global consistent distance metric. The details of all the definitions will be presented shortly. The only assumption to enable Comdi is that all the parties share the consistent set of feature dimensions and output label. 
d×n to represent a data matrix from a single specific party, and y = [y 1 , · · · , y n ]
T ∈ R n is the corresponding label vector with y i ∈ {1, 2, · · · , C} denoting the label of x i , and C is the number of classes.
Our goal is to learn a Mahalanobis distance as follows
where Σ ∈ R d×d is a Symmetric Positive Semi-Definite (SPSD) matrix. Following [25] In the above two definitions we use | · | to denote set cardinality. In order to define the individual distance metric on this party, we need to first construct the neighborhood N o i and N e i . Then we can define the local compactness and scatterness around point x i as
which makes the data in the same class compact while data in different class diverse. As Σ is SPSD, we can factorize it using incomplete Cholesky decomposition as
where tr(·) is the matrix trace, and
are the local Compactness and Scatterness matrices. Hence the distance metric learning problem can be formulated as
Note that the orthogonality constraint W ⊤ W = I is imposed to reduce the information redundancy among different dimensions of W, as well as control the scale of W to avoid some arbitrary scaling. In summary, the individual distance metric, which is parameterized by a projection matrix W, can finally be learned from local neighborhood information. Next, we will show how to combine these neighborhoods from different base metrics into a single optimal distance metric.
Neighborhood Integration from Multiple Parties
Now we present how to integrate neighborhood information from multiple parties. First, we generalize the optimization objective; second, we present an alternating optimization scheme; at last, we provide the theoretical analysis on the quality of the final solution.
Objective function
We still aim at learning a Mahalanobis distance as in Eq.(2.1) but integrating the neighborhood information from all parties. Here the q-th party constructs homogeneous neighborhood N o i (q) and heterogeneous neighborhood N e i (q) for the i-th data point in it. Correspondingly, the compactness matrix Σ q C and the scatterness matrix Σ q S are computed and shared by the q-th party:
Similar to one party case presented in Eq.(2.6), we generalize the optimization objective as (2.10)
where α q is the importance for the q-th party and α = (α 1 , α 2 , · · · , α m ) ⊤ is constrained to be in a simplex as α q 0, q α q = 1, and m is the number of parties. Note that by minimizing Eq.(2.10), Comdi actually leverages the local neighborhoods of all parties to get a more powerful discriminative distance metric. Thus Comdi aims at solving the following optimization problem.
Here Ω(α) is some regularization term used to avoid trivial solutions, and λ 0 is the tradeoff parameter. In particular, when λ = 0, i.e., without any regularization, only α q = 1 for the best party, while all the others have zero weight. The best λ can be selected through cross-validation.
Alternating Optimization
It can be observed that there are two groups of variables α and W. Although the problem is not jointly convex with respect to both of them, it is convex with one group of variables with the other fixed. Therefore we can apply block coordinate descent to solve it. Specifically, if Ω(α) is a convex regularizer with respect to α, then the objective is convex with respect to α with W fixed, and is convex with respect to W with α fixed.
Solving W with α Fixed: Starting from α = α 0 , at step t we can first solve the following optimization problem to obtain W (t) with α = α
Note that the second term of the objective is irrelevant to W, therefore we can discard it. For the first term of the objective, we can rewrite it as
The optimal W can be obtained with the following theorem. THEOREM 2.1. (Ky Fan) [30] . Let H ∈ R d×d be a symmetric matrix with eigenvalues λ 1 ≤ λ 2 ≤ · · · ≤ λ d and the
To apply Ky Fan theorem here, we can solve problem (2.12), and set
being the eigenvector of (2.14)
whose eigenvalue is the i-th smallest. The worst computational complexity can reach
Solving α with W Fixed: After W (t) is obtained, we can get α (t) by solving the following optimization problem.
Here e is an all one vector. Now we analyze how to solve it with different choices of Ω(α). For notational convenience, we denote r (t) = (r
L2 regularization:
Here Ω(α) = α 2 2 = α ⊤ α, which is a common choice for regularization as adopted in SVM [19] and Ridge Regression [15] to avoid overfitting. In this case, the problem becomes
which is a standard Quadratic Programming (QP) problem which can be solved by many mature softwares (e.g., the quadprog function in MATLAB). However, solving a QP problem is usually time consuming. Actually the objective of problem (2.16) can be reformulated as
As the second term
is irrelevant with α, we can discard it and rewrite problem (2.16) as
. Therefore this is just an Euclidean projection problem under the simplex constraint, several researchers have proposed linear time approaches to solve this type of problem [6, 18] .
Other regularizations: Other popular regularization options include L1 (Ω(α) = α 1 ) and elastic net [31] (Ω(α) = λ 1 α 2 2 + λ 2 α 1 ). L1 norm regularization is a popular choice to give sparse results. However, it can be observed that with the nonnegativity and sum-to-one constraints α 1 = 1, which makes the L1 norm regularization meaningless here. Elastic net regularizer is another popular choice that balances L1 and L2 terms, however, since L1 term is already constrained to be α 1 = 1. In this case, elastic net regularization becomes equivalent to L2.
Comdi Implementation
Now we know how to update W (t) and α (t) at each step t, and we summarize the whole algorithm in Algorithm 1. The complexity of constructing of scatterness and compactness matrices is of order O(n 2 + n log n). In each step, updating W needs O(kn 2 ) time, and updating α only costs O(m) time.
There are some clever design that we can apply to make Algorithm 1 more effective and efficient: 1). The patient feature vectors {x i } n i=1 are usually sparse, which makes the compactness matrix Σ q C scatterness matrix Σ q S sparse, and the resultant matrix E (t) (Eq.(2.14)) will also be sparse. As we just need to get the eigenvectors that corresponding to the smallest k eigenvalues of E (t) , we can apply some fast iterative methods (e.g., Lanczos method [12] ).
2). Algorithm 1 needs to predefine the projected dimensionality k of matrix W, which is hard if we do not have any prior knowledge. However, according to Ky Fan theorem, the optimal objective value of problem (2.12) is just the sum of the smallest k eigenvalues of E (t−1) , therefore we can set k to be the number of negative eigenvalues of E (t−1) . Therefore the only parameter left for the Comdi algorithm is the regularization parameter λ, which can be set through cross-validation as shown in Section 3.
Theoretical analysis
Recall Comdi is a model sharing approach that combines models from multiple parties. On the contrary, a data sharing approach would build a global model over all the data from multiple parties directly. Our proposed Comdi algorithm is much better in terms of communication efficiency and feasibility due to privacy requirement. In this section, we will answer the following question: how close our model sharing approach compares to a data sharing approach (i.e., build a global model directly over all the data)? To quantify the closeness, we use the objective function value deviation and derive the following theorem and prove it in the appendix. The intuitive interpretation
to be an all-zero matrix, E 0 using Eq. 2.14.
2: while ∆ > ǫ do 3: Set W (t) as first k eigenvectors of E (t−1) .
4:
Obtain α (t) by solving problem (2.15)
Update E (t−1) using Eq. (2.14).
6:
end while is that our model sharing approach is close to a global data sharing approach in terms of model accuracy, which theoretically verifies the validity of our approach. 
with W ⊤ W = I, where Σ C and Σ S are constructed on the data collected from all parties. Then we have
max λ max is a constant with σ max is the maximum singular value of the entire data matrix X (collected from all parties), and λ max is some constant related to α and the constructed neighborhood structures.
Experiments on Benchmark Data
In this section we will present the experiments on applying our algorithm to two UCI benchmark data sets downloaded from http://archive.ics.uci.edu/ ml/datasets.html: Breast Cancer and Diabetes. First we will describe these two data sets briefly.
Data Set Information
The Breast Cancer (Diagnostic) data set 2 contains 569 data vectors with dimensionality 30, which are computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. These features describe characteristics of the cell nuclei present in the image. All the samples will be categorized as either malignant (positive) or benign (negative), which is a binary classification problem.
The Pima Indians Diabetes data set 3 contains 768 patients which are all females at least 21 years old of Pima Indian heritage. Each patient is represented by a 8 dimensional vector. Finally each patient will be classified as either diabetic patients (positive) or not (negative). Therefore both data sets are binary classification problems.
Experimental Setup
We partition 3/4 of each data set as the training set, 1/4 as the testing set. For the training set, we further randomly partition it into 3 groups, and this random partition procedure is repeated 100 times independently and we report the statistical results. Besides our Composite Distance Integration (Comdi) method, we also present the performance of Locally Supervised Metric Learning (LSML), which is just the single party distance metric learning method in Section 2.2. We also implement Principal Component Analysis (PCA) [16] , Linear Discriminant Analysis (LDA) [7] and Locality Sensitive Discriminant Analysis (LSDA) [4] . Moreover, the results using simple Euclidean distance (EUC) will also be presented as the baseline. For all the methods, except Comdi, we present the results in both data sharing mode and model sharing mode, which are configured as follows:
• Shared version: To simulate the data sharing setting, all three groups of training data will be aggregated together as a whole group of training set. Then we run all the methods on this global training set and learn the optimal projection matrix, and finally evaluate the performance of the algorithm by nearest neighbor classification for the testing data using the learned distance metric.
• Secure version: The three groups of training data will be treated individually to learn their own model. Each group will be regarded as a separate cohort without sharing across cohorts. We train all the algorithms on each cohort and learn an optimal projection matrix for each cohort. Finally the classification performance will be evaluated on each cohort with the learned distance metric with nearest neighbor classifier.
For Comdi, the optimal distance is learned on combining base metric learned from the three patient cohorts using Algorithm 1, where m = 3 and ǫ = 10 −3 , and the projected dimensionality is chose by the tips described below Algorithm 1. Finally the classification performance will be evaluated on each patient cohort. For PCA, the projected dimensionality is selected so that 90% of the spectrum energy is preserved. For LDA, the projected dimensionality is selected to be 1, as these are binary classification problems. For LSDA, the parameter setting is presented in 3.4, and the 
Performance Mearure
We measure the final classification performance using four different criteria: Accuracy, Recall, Precision and F1 score, which are common criteria used for evaluating the classification performance [8] [13] . In order to give the detailed definition of these four criteria, we first define the classification contingency table as in Table 1 for binary classification problems (the two classes are indicated by positive and negative), which is constructed by comparing the actual data labels and predicted outcomes. Then we can define the classification validity measures as [8] 
Experimental Results
We first present the classification performance results, which are shown in Fig.2 (for Breast Cancer data) and Fig.3 (for Pima Diabetes data). Besides Comdi, the method names with the initial "M" are the secure version, i.e., classification performance will be reported over the multiple models each derived from an individual patient cohort. while the method names without the initial "M" denote the methods trained using the whole data set. In Fig.2 and Fig.3 , the x-axis indexes the different data cohort, and y-axis indicates the value of different classification validity measures. For secure version implementation, the training set was randomly partitioned into three patient cohorts, and this process is implemented 100 times independently and we report the averaged values of the classification performance measure together with the standard deviation on each cohort. For those local methods, including LSDA, LSML and Comdi, we simply fix |N Fig. 2 and Fig. 3 we can clearly observe that:
• The shared versions of those methods outperform their secure version counterparts. This is in accordance with what we expected as the shared versions use more training data.
• Comdi outperforms all the other secure versions significantly in all measures, which indicates the effective model sharing strategy indeed improves the performance.
• Comdi performs almost the same as the shared version of LSML in all measures. Although Comdi works in a secure manner (i.e., we do not need to share the data features among different cohorts), it can produce similar performance as the ones trained directly on all data. 
Insensitive to parameter choices:
We also tested the parameter sensitivity of Comdi with respect to the tradeoff parameter λ. The classification accuracy vs. λ plots are shown in Fig.4 (a) (for breast cancer data) and Fig.4 (b) (for pima diabetes data), where the y-axis represents the classification accuracy, and x-axis corresponds to the value of λ in log scale, which varies in the range [2 −3 , 2 3 ]. Different curves correspond to the classification accuracy evaluated on different data cohorts. We fix |N will disappear, then the solution will be trivially equivalent to
where α i is the i-th element of α, and W is the optimal solution at the current iteration. Therefore there will not be any information leveraging. When λ → ∞, α will converge to [1/3, 1/3, 1/3] ⊤ , which is just a simple average over all data cohorts. Moreover, as Fig.4(a)(b) are plotted in log scale on x-axis, this indicates that the algorithm can perform fairly well on a large range of λ value.
Finally, we test how the neighborhood sizes at different patient cohorts affect the performance of Comdi. For simplicity, we assume the homogeneous and heterogeneous neighborhoods sizes are the same across different data cohorts. Moreover, within each data cohort, we also assume that the sizes of homogeneous and heterogeneous neighborhoods are the same for each point. Thus there is a unique |N accuracy is illustrated on the z-axis. Fig.5 show that, on breast cancer data set, the variation surface of classification accuracy vs. neighborhood sizes is very flat (only with significant drops when |N e i | is much larger than |N o i |). Fig.6 show that there is a ridge on the plotted surface, which is along the diagonal line of the x-y plane. This suggests that on this data set, we can achieve good results if we set |N Fig.7(a) for breast cancer data and Fig.7(b) for pima diabetes data. In both figures, the y-axis represents the objective function value, and the x-axis is the number of iterations. These figures show that our alternating scheme converges very fast (which only requires two steps) on both data sets.
A Case Study on Clinical Data
We next evaluate the Comdi through a clinical diagnosis scenarios using real clinical data. Data: The data used here is from a real clinical data warehouse of a real health network containing 135K patients over one year. The data consist of diagnosis such as ICD9 and HCC info, procedure such as CPT info, medication such as NDC info and lab results. In this experiment, we only use HCC diagnosis information. In particular, we aggregate the longitudinal records of individual patients into a set of patient feature vectors, where each patient is a binary vector of HCC diagnosis categories. In this dataset, all the patients are assigned to 247 physicians. We treat the patients assigned to each physician as a patient cohort, so there are totally 247 different patient cohorts. We will take the disease Dementia without Complications with HCC code 4 HCC352 and Diabetes with No or Unspecified Complications with HCC code HCC019 as two examples to evaluate the effectiveness of our algorithm, i.e., we use whether or not each patient own diagnosis code HCC352 or HCC019 as the patient labels, and the rest of the 194 HCC codes as patient features. Accuracy on clinical data: The experiment includes two parts: We randomly pick 30 patient cohorts to perform our experiments. We report the classification performance of different methods trained using all patients (shared version) and trained using only one patient cohort (secure version). For LSML, LSDA and Comdi, we fix |N
For Comdi, we use Algorithm 1 with m=30, and λ is set by cross validation. We report the classification performance for disease HCC 352 and HCC019 in Fig.8 and Fig.9 in terms of accuracy, recall, precision and F1 score, where the performance for secure version methods are averaged over 30 patient cohorts and we also show the standard deviation bars. From the figures we can see that Comdi significantly outperforms other secure version methods and can achieve almost the same performance as the shared version of LSML.
Effect of metric integration: In the second part of the experiments, we test how the performance of Comdi is affected by the choice of individual cohorts. For the evaluation purpose, we also hold-out one fixed set of 2000 patients for testing. The idea is that because some cohorts represent well the entire patient distribution, which often lead to good base metrics. On the other hand, some cohorts do not represent the entire patient distribution, which often leads to bad base metric. We call the former representative cohorts and the latter biased cohorts. What is the effect of incorporating other metrics learned from a set of mixed cohorts? In particular, we want to find out 1) whether the base metric learned from a biased cohort will improve as incorporating other metrics; 2) whether the base metric learned from a representative cohort will improve as incorporating other metrics.
From each HCC code, we select a representative cohort and a biased cohort to build the base metric using LSML. Then we start adding other base metrics learned from other cohorts sequentially and check the accuracy changes during this process. We repeat the experiments 100 times and report the averaged classification accuracy as well as the standard deviation, which are shown in Fig.10(a) and (b) . From the figure we clearly observe that by leveraging other metrics, the accuracy increases significantly for biased cohorts, and also still improves the accuracy for representative cohorts.
Related Work
Distance Metric Learning (DML) [28] is a fundamental Figure 10 : The affect of Combi on specific physicians for HCC352 and HCC019. The x-axis corresponds to the number of physicians, i.e., the number of patient cohorts used. The y-axis represents the classification accuracy: the accuracy increases significantly for biased cohorts, and also still improves the accuracy for representative cohorts. problem in data mining field. M Depending on the availability of supervision information in the training data set (e.g., labels or constraints) , a DML algorithm can be classified as unsupervised [5] [14] [16] , or semi-supervised [24] [27] and supervised [7, 11, 26] . In particular, Supervised DML (SDML) constructs a proper distance metric that leads the data from the same class closer to each other, while the data from different classes far apart from each other.
In fact, SDML can further be categorized as global and local methods. A global SDML method attempts to learn a distance metric that keep all the data points within the same classes close, while separating all the data points from different classes far apart. Typical approaches in this category include Linear Discriminant Analysis (LDA) [7] and its variants [10] [29] . Although global SDML approaches achieve empirical success in many applications, generally it is hard for a global SDML to separate data from different classes well [23] , because the data distribution are usually very complicated such that data from different classes are entangled together. Local SDML methods, on the other hand, usually first construct some local regions (e.g., neighborhoods around each data points), and then in each local region, they try to pull the data within the same class closer, and push the data in different classes apart. Some representative algorithms include Large Margin Nearest Neighbor (LMNN) classifier [26] , Neighborhood Component Analysis (NCA) [11] , Locality Sensitive Discriminant Analysis (LSDA) [4] , as well as the single party LSML method introduced in section 2.2. It is empirically observed that these local methods can generally perform much better than global methods.
Another set of methods that closely related to Comdi is Multiple Kernel Learning (MKL) [17] [2] [20] , which aims to learn an integration of kernel function from multiple base kernels. These approaches usually suppose that there is a initial set of "weak" kernels defined over the whole data set and the goal is to learn a "strong" kernel, which is some linear combination of these kernels. In MKL, all the weak kernels as well as the final strong kernel are required to defined on the same set of data, which cannot be used in the distributed environment as Comdi.
Comdi is also related to Ensemble Methods, such as Bagging [3] and Boosting [9] . What ensemble methods do is to obtain a strong learner via combining a set of weak learners, where each weak learner is learned from a sampled subset of the entire data set. At each step, the ensemble methods just sample from the whole data set according to some probability distribution with replacement and learn a weak learner on the sampled set. This is also different from the Comdi setting where the data in different parties are fixed.
Finally, our work is related to the area of privacy preserving data mining [1] . Different from of data perturbation and encrypted database schemes, Comdi share only models instead of data. Comdi falls into the general category of private distributed mining [22] , which focus on building local mining models first before combining at the global level.
Conclusion
In this paper, we proposed a composite distance integration method for systematically combining multiple base distance metrics. Comdi enables model sharing across multiple parties without revealing the underlying data. We formulated the problem as a quadratic optimization and proposed an efficient method for solving it. The experiments on several benchmark data sets validated the efficacy and efficiency of the approach. We also demonstrated an application of this approach on real patient data for decision support scenario.
Future work includes applying Comdi on other applications. We also plan to generalize Comdi to handle inconsistent feature characteristics from different experts.
Appendix: Proof of Theorem
We define the total homogeneous adjacency matrix W o ∈ R n×n with its (i, j)-th entry as 
where L ∈ R n×n is the total difference Laplacian matrix. Similarly, the objective of problem (2.11) can be rewritten as where Xq ∈ R d×nq is the data matrix on the q-th patient cohort. Suppose X is arranged as X = [X1, · · · , Xm], and define a blockdiagonal concatenated Laplacian matrix as 
