Merge mode can achieve a considerable coding gain because of reducing the cost of coding motion information in video codecs. However, the simple adoption of the motion information from the neighbouring blocks may not achieve the optimal performance as the motion correlation between the pixels and the neighbouring block decreases with their distance increasing. To address this problem, the paper proposes a Euclidean distance-based weighted prediction algorithm as an additional candidate in the merge mode. First, several predicted blocks are generated by motion compensation prediction (MCP) with the motion information from available neighbouring blocks. Second, an additional predicted block is generated by a weighted average of the predicted blocks above, where the weighted coefficient is related to Euclidean distances from the neighbouring candidate to the pixel points in the current block. Finally, the best merge mode is selected by the rate distortion optimization (RDO) among the original merge candidates and the additional candidate. Experimental results show that, on the joint exploration test model 7.0 (JEM 7.0), the proposed algorithm achieves better coding performance than the original merge mode under all configurations including random access (RA), low delay B (LDB), and low delay P (LDP), with a slight coding complexity increase. Especially for the LDP configuration, the proposed method achieves 1.50% bitrate saving on average.
Introduction
As one of the main components of multimedia information, the apparent feature of videos is the amount of data. Video coding technologies [1] can effectively achieve data compression by removing various redundancies in videos, which include spatial redundancy, temporal redundancy, statistics redundancy, and visual redundancy. In the current blockbased hybrid video coding framework, a picture is partitioned into blocks of variable size and each block is either spatially or temporally predicted with a set of mode or coding parameters. Motion information including motion vectors (MVs) and reference indices is the main parameter for a prediction unit (PU) which adopted interprediction. To remove the motion information redundancy among neighbouring PUs, motion vector coding techniques such as advanced motion vector prediction (AMVP) [2] , block merging, and skip mode [3] are introduced in high efficiency video coding (HEVC) [4] . It is noted that the skip mode can be treated as a special case of the merge mode, where the prediction residual is not transmitted or all discrete cosine transform (DCT) coefficients of the prediction residual are quantized to zeros [5] . e block merging generates a single motion parameter set for a whole region of contiguous motion-compensated blocks, and thus the motion parameters need to be signalled only once for all blocks included in the same merging region [6] . In the mode decision process, rate distortion optimization (RDO) [7] is performed among the merge mode, skip mode, intermode, and intramode [8] .
e best mode is selected in terms of the minimization of rate-distortion (R-D) cost, which is expressed as follows:
where J is the R-D cost and D is the coding distortion, which is measured by sum of squared differences between the reconstructed block and original block; R is the bits to encode the corresponding mode and DCT coefficients; and λ mode is called as a Lagrange multiplier, which is used to adjust the trade-off between distortion and bits. e block merging technique brings the coding performance improvement significantly in HEVC [9] . erefore, the merge mode is inherited and extended in the exploration of future video coding which is initiated by the joint video exploration team (JVET) [10] , and the new video coding standard has been officially named as versatile video coding (VVC) [11] at the 10th JVET meeting. Recently, some modified versions of the merge mode were proposed for the implementation in video codecs [12] [13] [14] [15] [16] [17] [18] [19] , and the most of these methods are focused on reducing the computational complexity at the cost of R-D performance degradation. For example, in [12] , based on the all-zero block, the motion estimation information, and the mode selection correlation between the largest coding unit (LCU) and its children coding units (CUs), an early merge mode decision algorithm is proposed to reduce the encoding computational complexity. In [13] , an early merge mode decision framework is proposed by identifying smooth/single-motion regions, which achieves the coding time reducing of 46% on average but degrades rate distortion performance to some extent. To implement merge mode module in a hardwarebased encoder, in [14, 15] , a novel hardware design which can alleviate the computational cost and the requirement of memory accesses was proposed. e coding complexity of three-dimensional-(3D-) HEVC is higher than HEVC, because 3D-HEVC needs to handle the multiple views and depth information. So, in [16] , an adaptive merge list construction for 3D-HEVC encoders to fast the coding speed was proposed. In [17] , an early merge mode decision for 3D-HEVC encoders is proposed by analysing the inter-view correlation and hierarchical depth correlation of coding modes. In [18] , to provide a better balance between computational complexity and coding efficiency, several fast CU encoding schemes are surveyed according to the rate-distortion-complexity characteristics of early merge mode decision. In [19] , to accelerate interprediction coding, a merge candidate decision and an early merge termination are proposed based on the sum of absolute transformed difference (SATD) cost, and a merge-based coding unit filtering is proposed to remove the unnecessary CU evaluation process. In addition, [20, 21] focus on improving the R-D performance rather than reducing coding complexity. In [20] , an adjacentblock-based prediction model for more accurately predicting the deformable block is proposed, which is added as an additional candidate in the merge mode. Zhang et al. [21] proposed a merge mode for deformable block motion information derivation in rotation, zoom, and deformation motion, which obtains greater R-D performance improvement but leads to significant complexities increasing at both encoder and decoder.
In this paper, we proposed a Euclidean distance-based weighted prediction approach as an additional candidate for the merge mode to further improve the R-D performance in HEVC. It considers the correlation between the motion of pixels in different locations and the motion of the candidate block and makes full use of the motion information of all available spatial-temporal merge candidates. Experimental results show that the proposed algorithm achieves better coding performance than the original merge mode, with a slight coding complexity increase. e rest of this paper is organized as follows. Section 2 briefly reviews the merge mode in interframe video coding. Section 3 presents the proposed Euclidean distance-based weighted prediction algorithm. Experimental results are presented in Section 4, and finally, conclusions are drawn in Section 5.
Merge Mode in HEVC
In order to reduce the number of bits required to encode the motion information, a merge mode [3] was proposed in HEVC. e merge mode utilizes the motion correlation of neighbouring blocks in the spatial and temporal domains. Motion estimation is not required in the merge mode, and the motion information from the neighbouring encoded block is directly adopted to motion compensation prediction (MCP) for the current block.
erefore, encoding the motion information of a merging block only needs a few number of bits to indicate the merge index. e flow chart of the merge mode is shown in Figure 1 . A merge candidate list is first constructed, which includes several spatial candidates and one temporal candidate. en, RDO is employed to choose the best merge candidate from the list. Finally, the predicted block of the current PU is obtained by MCP with the MV of the best merge candidate. e construction of merge candidate list is given in Figure 2 . e output of this process is a list of merge candidates, and each of them has a tuple of motion parameters, which can be used for MCP of the current PU. e flag NumMergeCands is a predefined constant, which indicates the number of candidates in the list. In HEVC, the number of merge candidates is five, but the number has been increased to seven in VVC. e whole process of adding candidates will stop as soon as the number of candidates reaches NumMergeCands during the following ordered steps: the process starts with the derivation of the initial candidates from spatially neighbouring PUs called spatial candidates. en, a candidate from a PU in a temporally collocated picture can be included, which is called the temporal candidate. Due to unavailability of certain candidates or some of them being redundant, the number of initial candidates could be less than Num-MergeCands. In this case, additional candidates are inserted to the list so that the number of candidates in the list is always equal to NumMergeCands. For the spatial merge candidate selection, a maximum of four candidates are selected from the neighbouring PUs encoded within the current picture. For the temporal merge candidate derivation, one candidate is generated from the collocated PUs in the previous frame encoded.
e specific implementation about the merge mode can be referred from [3] . 2 Advances in Multimedia MCP includes uniprediction for P frames and biprediction for B frames. Taking the uniprediction as an example, the MCP is expressed as follows:
where P(x, y) and F ref (x, y) are the predicted picture and reference picture, respectively, and (i, j) is the MV from the merge candidate. In addition, the biprediction needs two MVs and corresponding reference index for performing weighted prediction.
Proposed Weighted Prediction for Merge Mode
It has been proved that the merge mode can obtain a considerable R-D performance improvement because of reducing the cost of encoding motion information. However, the merge mode can be further improved, since the MCP in the merge mode is not accurate enough. Intuitively, a more accurate prediction can reduce the number of nonzero coefficients after quantization, which directly affects coded bitrate. In this section, we first analyse the characteristic of MCP in the merge mode. en, a Euclidean distance-based weighted prediction is proposed as an additional candidate in the merge mode to obtain a more accurate predicted block.
Analysis for Distribution of Predicted Residual.
During the merge mode decision process, MCP is performed with the motion information of each merge candidate to obtain the prediction signal for the current block. Generally, with the distance, between the pixel points in the current block to its neighbouring block which is the merge candidate, increasing, their motion correlation decreases. Consequently, the distribution of the residual after MCP is uneven over the whole block, and the magnitudes of the residual usually become larger with smaller motion correlation. e residual block is the difference between the original block and predicted block as follows:
If the motion information of the merge candidate at the left top is adopted for MCP, the magnitudes of the residual gradually increase from left to right and from top to bottom. Similar distributions of the residual can be observed when other merge candidates are adopted for MCP. Specifically, the positions of merge candidates and the residual distribution after MCP with different candidates are shown in Figure 3 . In Figure 3 
Euclidean Distance-Based Weighted Prediction.
According to the analysis as above, we can see that the conventional MCP with only one set of motion vector cannot achieve optimal performance for the merge mode because the motion compensation is not accurate enough. erefore, to obtain a better prediction for the current block, an additional candidate is added to the merge mode decision process. e predicted block of the additional candidate is generated by weighting the predicted blocks obtained from the available merge candidates. Figure 4 illustrates the schematic diagram of adding the additional merge candidate, and the detailed steps are described in the following:
Step 1: for each merge candidate position, the availability is checked according to the order of L, T, RT, LB, LT, and TMVP as in Figure 3(a) . It is note that the TMVP only checks the position of co-located right bottom in the temporal candidates. e additional candidate is added as described in the following steps 2 Advances in Multimedia and 3 if the number of the available candidates is larger than one.
Step 2: according to the motion information of the available merge candidates, the corresponding predicted blocks are obtained by (2) . en, the predicted block of the additional candidate is obtained according to (4) with the predefined Euclidean distance-based weights.
where W i (x, y) is the weighted coefficient which is inversely proportional to the Euclidean distance from the point (x, y) to the corresponding candidate block and n is the number of available merge candidates. e definition of the weighted coefficients is illustrated in Table 1 , where H and W are the height and width of the current PU, respectively.
Step 3: the best merge mode is selected by RDO among the additional candidate and the original merge candidates. If the additional candidate is selected as the best merge mode, motion information needs to be padded for the current PU so that it can be used as a candidate in the coding of the following units. Here, the motion information of the first one of available candidates in Step 1 is used for padding.
In the end, a flag needs to be signalled to decoder side to indicate the additional merge candidate if the proposed Euclidean distance-based weighted prediction method is selected for coding the current PU. en, the decoder will reconstruct the pixel block using the same weighted algorithm as the encoder side.
Experimental Results
To evaluate the performance of the proposed Euclidean distance-based weighted prediction for the merge mode, the proposed algorithm is integrated into the joint exploration test model 7.0 (JEM 7.0) [10] , which is built up on top of the HEVC test model (HM) by the JVET to evaluate new compression techniques. Several experiments are conducted in comparison with the anchor (the original JEM 7.0) under the JVET common test conditions (CTC) and software reference configurations [22] . e sixteen test sequences from Classes B, C, D, and E are selected for low delay B (LDB) and low delay P (LDP) configurations, and the thirteen test sequences from Classes B, C, and D are selected for random access (RA) configuration, according to CTC. e coding performance is measured by the Bjontegaard delta bitrate (BDBR) [23] which calculates the average bitrate reduction under the same peak signal to noise ratio (PSNR) conditions. Note that the positive value of BDBR means performance loss while the negative value means performance improvement. e computational complexities are measured by encoding time ratio (EncTR) and decoding time ratio (DecTR), which are defined as follows:
where T pro and T org are the encoding time or decoding time for the proposed algorithm and the original JEM 7.0, respectively. If the time ratios are larger than 100%, it means the computational complexities are increased, and vice versa. Table 2 gives the experimental results about the coding performance and the computational complexities in the cases of LDP, LDB, and RA configurations. In Table 2 , the BDBRs for Y, U, and V components are given, and the time ratios are calculated by the total time for encoding or decoding. e results show that the proposed algorithm achieves bitrate savings of 1.50%, 0.11%, and 0.14% on average, respectively, under the configurations of LDP, LDB, and RA, with a slight encoding complexity increase. e encoding complexity increase is due to an additional RDO process in the best merge mode decision. It is worth noting that the average bitrate saving of the LDP configuration is much higher than that of the other two configurations, which is because P frames have a larger space for improving prediction accuracy than B frames.
In the case of LDP, some test sequences show significant rate distortion performance improvement and up to 6.74% for test sequence BQTerrace. Figure 5 shows some R-D curve comparisons for four test sequences from different classes under the case of LDP. We can see that the proposed method outperforms the original JEM 7.0 at both high and low bitrates.
In the above-mentioned references about the merge mode, only [20, 21] focus on improving the R-D performance rather than reducing coding complexity, which is similar to our method. erefore, the merge mode for deformable block by the bilinear interpolation model in [20] Advances in Multimedia 5
(MMD-B [20] ) and the merge mode for deformable block in [21] (MMD [21] ) are selected for further performance comparisons. Table 3 shows Y component BDBRs and encode and decode computational complexities for three competitions, where the BDBR, EncTR, and DecTR are calculated by the competition against its corresponding original encoder anchor. We can see that MMD [21] has the best R-D performance, but it significantly increases encode and decode computational complexities. MMD-B [20] has the least R-D performance improvement with a slight encode and decode time increasing. Our method has a moderate R-D performance improvement with a slight coding complexity increase, but it does not increase any decode time.
Conclusion
In this paper, we proposed a Euclidean distance-based weighted prediction algorithm for the MCP in the merge Advances in Multimedia mode to improve the coding performance. It considers the correlation between the motion of pixels in different locations and the motion of the candidate block and makes full use of the motion information of all available spatial-temporal merge candidates. e experimental results demonstrated that, on the platform of JEM 7.0, the proposed method can obtain the rate distortion performance improvement under different coding structures, where up to 1.50% coding gain on average can be obtained under the LDP configuration.
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