Abstract. Large-scale information extraction systems extract massive amounts of interrelated information, but unfortunately transforming these noisy and incomplete extractions into useful knowledge or facts is a formidable challenge. We consider the setting where uncertain extractions about entities and the relations between them constitute candidate facts for inclusion in a knowledge graph. To remove noise and infer missing information in the knowledge graph, we propose knowledge graph identification: jointly reasoning about these candidate facts and their associated extraction confidences, identifying co-referent entities, and incorporating ontological information that constrains the knowledge graph. Our approach uses probabilistic soft logic (PSL), a recently-introduced probabilistic modeling framework which easily scales to millions of facts. We demonstrate the power of our method on a synthetic Linked Data corpus derived from the MusicBrainz music community and a real-world set of extractions from the NELL web-extraction project, with over 1M extractions and 70K ontological relations, showing superior results to existing methods on both datasets.
Introduction
The web is a vast repository of knowledge, but automatically extracting that knowledge at scale has proven to be a formidable challenge. Recent evaluation efforts have focused on automatic knowledge base population [1, 2] , and many well-known broad domain and open information extraction systems exist, including the Never-Ending Language Learning (NELL) project [3] , OpenIE [4] , and efforts at Google [5] , which use a variety of techniques to extract new knowledge, in the form of facts, from the web. These facts are interrelated, and hence, recently this extracted knowledge has been referred to as a knowledge graph [6] .
Many web-scale extraction systems that build knowledge graphs achieve their goal using similar mechanisms. They attempt to recognize a set of entities, the attributes of these entities, and relations between these entities. These extractions constitute a collection of candidate facts for inclusion into the knowledge graph. To find these candidates, systems leverage a small amount of training data and use bootstrapping to find extraction patterns [7] , which in turn are used to generate additional candidate facts from text. Systems can use different types of patterns: syntactic patterns based on part of speech tags or parse trees, lexical patterns based on phrases, structural patterns based on hypertext elements, and lexicographic patterns from surface features such as capitalization.
In addition to sharing a common mechanism, information extraction systems for the web also share a common challenge of eliminating extraction errors. Extraction errors come from many sources: the underlying data may be noisy, ambiguous or incorrect; the extraction may rely on other error-prone tools such as parsers; or the patterns used by the extractor may be imprecise. Reflecting the potential for erroneous extraction, systems often annotate candidate facts with a confidence value. However, these extractor confidence values are assigned independently to each candidate fact, and so confidence values have limited power. For example, an extractor may produce two extractions for a particular entity, one claiming the entity is male and the other claiming the entity is female. If both extractions have high confidence values, considering them independently may lead both extractions to be added to a knowledge base; only joint reasoning allows us to consider constraints between related facts.
Previous work has considered jointly reasoning about extractions using graphical models. Yao et al. [8] improve extractions by jointly learning the selectional preferences for relations using Conditional Random Fields. Namata et al. [9] introduced the process of graph identification to collectively resolve entities, attributes, and relations by iteratively applying entity resolution, collective classification and link prediction and propagating results between stages. Jiang et al. [10] use an ontology to relate candidate extractions and explore many different modeling choices with Markov Logic Networks (MLNs) [11] . Jiang et al. provide a straightforward codification of ontological constraints and candidate facts found in a knowledge base as rules in first-order logic, contributing an attractive abstraction for knowledge bases. However, the choice of MLNs as a modeling framework comes with certain limitations. In MLNs, all logical predicates must take Boolean truth values, making it difficult to incorporate the confidence values from an IE system. Moreover, the combinatorial explosion of Boolean assignments to random variables make inference and learning in MLNs intractable optimization problems. Jiang et al. surmount these obstacles with a number of approximations, and demonstrate the utility of joint reasoning in comparison to a baseline that considers each fact independently.
Our work builds on the foundations of [9] and [10] by combining the process of graph identification with constraints based on ontological information. We provide a richer model for knowledge bases, vastly improve scalability, and evaluate the model in a number of different settings. As input, we use candidate facts comprising the output of an information extraction system, which we formulate as a noisy knowledge graph. Our method, knowledge graph identification, defines the problem of jointly inferring the knowledge graph, taking into account dependencies between entities, relations, attributes expressed through ontological constraints. Furthermore, instead of representing candidate facts as discrete variables, we use continuous variables with values derived from extractor confidence scores. To support this representation, we use a continuous-valued Markov random field and use the probabilistic soft logic (PSL) modeling framework [12] . Inference in our model can be formulated as a convex optimization that scales linearly in the number of variables [13] , allowing us to handle millions of candidate facts. With improved scalability, we reason about the joint distribution of all facts and are able to infer the structure of the full knowledge graph, instead of restricting the output to a neighborhood around the query set.
Our contributions in this work are 1) formulating the knowledge graph identification problem; 2) incorporating uncertain fact extractions; 3) solving knowledge graph identification efficiently with convex optimization; 4) evaluating our proposed approach on a synthetic dataset derived from the MusicBrainz community and ontological relationships defined in the Music Ontology as well as noisy extractions from NELL, a large-scale operational knowledge extraction system; and 5) demonstrating results superior to state-of-the-art methods, producing results on the scale of minutes that are infeasible in competing systems.
Motivating Knowledge Graph Identification
In this work, we represent the candidate facts from an information extraction system as a knowledge graph where entities are nodes, categories are labels associated with each node, and relations are directed edges between the nodes. Information extraction systems can extract such candidate facts, and these extractions can be used to construct a graph. Unfortunately, the output from an information extraction system is often incorrect; the graph constructed from it has spurious and missing nodes and edges, and missing or inaccurate node labels. Our approach, knowledge graph identification (KGI) combines the tasks of entity resolution, collective classification and link prediction mediated by rules based on ontological information. We motivate the necessity of our approach with examples of challenges taken from a real-world information extraction system, the Never-Ending Language Learner (NELL) [3] .
Entity extraction is a common problem: many textual references that initially look different may refer to the same real-world entity. For example, NELL's knowledge base contains candidate facts involving the entities "kyrghyzstan", "kyrgzstan", "kyrgystan", "kyrgyz republic", "kyrgyzstan", and "kyrgistan" which are all variants or misspellings of the country Kyrgyzstan. In the extracted knowledge graph, these incorrectly correspond to different nodes. Our approach uses entity resolution to determine co-referent entities in the knowledge graph, producing a consistent set of labels and relations for each resolved node.
Another challenge in knowledge graph construction is inferring labels consistently. For example, NELL's extractions assign Kyrgyzstan the attributes "country" as well as "bird." Ontological information suggests that an entity is very unlikely to be both a country and a bird at the same time. Using the labels of related entities in the knowledge graph can allow us to determine the correct label of an entity. Our approach uses collective classification to label nodes in manner which takes into account ontological information and neighboring labels.
A third problem commonly encountered in knowledge graphs is determining the relationships between entities. NELL also has many facts relating the location of Kyrgyzstan to other entities. These candidate relations include statements that Kyrgyzstan is located in Kazakhstan, Kyrgyzstan is located in Russia, Kyrgyzstan is located in the former Soviet Union, Kyrgyzstan is located in Asia, and that Kyrgyzstan is located in the US. Some of these possible relations are true, while others are clearly false and contradictory. Our approach uses link prediction to predict edges in a manner which takes into account ontological information and the rest of the inferred structure. Refining a knowledge graph becomes even more challenging as we consider the interaction between the predictions and take into account the confidences we have in the extractions. Figure 1 illustrates such a complex example. As mentioned earlier, NELL's ontology includes the constraint that the attributes "bird" and "country" are mutually exclusive. Reasoning collectively allows us to resolve which of these two labels is more likely to apply to Krygyzstan. For example, NELL is highly confident that the Kyrgyz Republic has a capital city, Bishkek. The NELL ontology specifies that the domain of the relation "hasCapital" has label "country". Entity resolution allows us to infer that "Kyrgyz Republic" refers to the same entity as "Kyrgyzstan". Deciding whether Kyrgyzstan is a bird or a country now involves a prediction where we include the confidence values of the corresponding "bird" and "country" facts from co-referent entities, as well as collective features from ontological relationships of these co-referent entities, such as the confidence values of the "hasCapital" relations.
We refer to this process of inferring a knowledge graph from a noisy extraction graph as knowledge graph identification. Knowledge graph identification builds on ideas from graph identification [9] ; like graph identification, three key components to the problem are entity resolution, node labeling and link prediction. Unlike earlier work on graph identification, we use a very different probabilistic framework, PSL, allowing us to incorporate extractor confidence values and also support a rich collection of ontological constraints.
Background: Probabilistic Soft Logic
Probabilistic soft logic (PSL) [12, 14] is a recently-introduced framework which allows users to specify rich probabilistic models over continuous-valued random variables. Like other statistical relational learning languages such as Markov Logic Networks (MLNs), it uses first-order logic to describe features that define a Markov network. In contrast to other approaches, PSL employs continuousvalued random variables rather than binary variables and casts most probable explanation (MPE) inference as a convex optimization problem that is significantly more efficient to solve than its combinatorial counterpoint (polynomial vs. exponential).
A PSL model is composed of a set of weighted, first-order logic rules, where each rule defines a set of features of a Markov network sharing the same weight. PSL associates a numeric distance to satisfaction with each ground rule that determines the value of the corresponding feature in the Markov network. The distance to satisfaction is defined by treating the ground rule as a formula over the ground atoms in the rule. In particular, PSL uses the Lukasiewicz t-norm and co-norm to provide a relaxation of the logical connectives, AND (∧), OR(∨), and NOT(¬), as follows (where relaxations are denoted using the ∼ symbol over the connective):
This relaxation coincides with Boolean logic when p and q are in {0, 1}, and provides a consistent interpretation of soft-truth values when p and q are in the numeric range [0, 1]. A PSL program, Π, consisting of a model as defined above, along with a set of facts, F , produces a set of ground rules, R. If I is an interpretation (an assignment of soft-truth values to ground atoms) and r is a ground instance of a rule, then the distance to satisfaction φ r (I) of r is 1 − T r (I), where T r (I) is the soft-truth value from the Lukasiewicz t-norm. We can define a probability distribution over interpretations by combining the weighted degree of satisfaction over all ground rules, R, and normalizing, as follows:
Here Z is a normalization constant, w r is the weight of rule r, and p in {1, 2} allows a linear or quadratic combination of rules. Thus, a PSL program (set of weighted rules and facts) defines a probability distribution from a logical formulation that expresses the relationships between random variables.
MPE inference in PSL determines the most likely soft-truth values of unknown ground atoms using the values of known ground atoms and the dependencies between atoms encoded by the rules, corresponding to inference of random variables in the underlying Markov network. PSL atoms take soft-truth values in the interval [0, 1], in contrast to MLNs, where atoms take Boolean values. MPE inference in MLNs requires optimizing over combinatorial assignments of Boolean truth values. In contrast, the relaxation to the continuous domain greatly changes the tractability of computations in PSL: finding the most probable interpretation given a set of weighted rules is equivalent to solving a convex optimization problem. Recent work from [13] introduces a consensus optimization method applicable to PSL models; their results suggest consensus optimization scales linearly with the number of ground rules in the model.
Knowledge Graph Identification Using PSL
Knowledge graphs contain three types of facts: facts about entities, facts about entity labels and facts about relations. We represent entities with the logical predicate Ent(E) and labels with the logical predicate Lbl(E,L) where entity E has label L. Relations are represented with the logical predicate Rel(E 1 ,E 2 ,R) where the relation R holds between the entities E 1 and E 2 , eg. R(E 1 ,E 2 ).
In knowledge graph identification, our goal is to identify a true set of atoms from a set of noisy extractions. Our method for knowledge graph identification incorporates three components: capturing uncertain extractions, performing entity resolution, and enforcing ontological constraints. We show how we create a PSL program that encompasses these three components, and then relate this PSL program to a distribution over possible knowledge graphs.
Representing Uncertain Extractions
We relate the noisy extractions from an information extraction system to the above logical predicates by introducing candidate predicates, using a formulation similar to [10] . For each candidate entity, we introduce a corresponding predicate, CandEnt(E). Labels or relations generated by the information extraction system correspond to predicates CandLbl(E,L) or CandRel(E 1 ,E 2 ,R) in our system. Uncertainty in these extractions is captured by assigning these predicates a soft-truth value equal to the confidence value from the extractor. For example, the extraction system might generate a relation, teamPlaysSport(Yankees, baseball) with a confidence of .9, which we would represent as CandRel(Yankees, baseball, teamPlaysSport) and assign it a truth value of .9.
Information extraction systems commonly use many different extraction techniques to generate candidates. For example, NELL produces separate extractions from lexical, structural, and morphological patterns, among others. We represent metadata about the technique used to extract a candidate by using separate predicates for each technique T, of the form CandRel T and CandLbl T . These predicates are related to the true values of attributes and relations we seek to infer using weighted rules.
Together, we denote the set of candidates, generated from grounding the rules above using the output from the extraction system, as the set C.
Entity Resolution
While the previous PSL rules provide the building blocks of predicting links and labels using uncertain information, knowledge graph identification employs entity resolution to pool information across co-referent entities. A key component of this process is identifying possibly co-referent entities and determining the similarity of these entities, which we discuss in detail in Section 5. We use the SameEnt predicate to capture the similarity of two entities.
To perform entity resolution using the SameEnt predicate we introduce three rules, whose groundings we refer to as R, to our PSL program:
These rules define an equivalence class of entities, such that all entities related by the SameEnt predicate must have the same labels and relations. The softtruth value of the SameEnt, derived from our similarity function, mediates the strength of these rules. When two entities are very similar, they will have a high truth value for SameEnt, so any label assigned to the first entity will also be assigned to the second entity. On the other hand, if the similarity score for two entities is low, the truth values of their respective labels and relations will not be strongly constrained. We introduce these rules as weighted rules in the PSL model, where the weights can capture the reliability of the similarity function.
Enforcing Ontological Constraints
In our PSL program we also leverage rules corresponding to an ontology, the groundings of which are denoted as O. Our ontological rules are based on the logical formulation proposed in [10] . Each type of ontological relation is represented as a predicate, and these predicates represent ontological knowledge of the relationships between labels and relations. For example, the ontological predicates Dom(teamPlaysSport, sportsteam) and Rng(teamPlaysSport, sport) specify that the relation teamPlaysSport is a mapping from entities with label sportsteam to entities with label sport. The predicate Mut(sport, sportsteam) specifies that the labels sportsteam and sport are mutually exclusive, so that an entity cannot have both the labels sport and sportsteam. We similarly use predicates for subsumption of labels (Sub) and relations(RSub), and inversely-related functions (Inv). To use this ontological knowledge, we introduce rules relating each ontological predicate to the predicates representing our knowledge graph. We specify seven types of ontological constraints in our experiments using weighted rules:
Probability Distribution Over Uncertain Knowledge Graphs
The logical formulation introduced in this section, together with ontological information and the outputs of an information extraction system define a PSL program Π. The corresponding set of ground rules, R, consists of the union of groundings from uncertain candidates, C, co-referent entities, R, and ontological relationships, O. The distribution over interpretations, I, generated by PSL corresponds to a probability distribution over knowledge graphs, G:
The results of inference provide us with the most likely interpretation, or softtruth assignments to entities, labels and relations that comprise the knowledge graph. By choosing a threshold on the soft-truth values in the interpretation, we can select a high-precision set of facts to construct our knowledge graphs.
Experimental Evaluation

Datasets and Experimental Setup
We evaluate our method on two different datasets: a synthetic knowledge base derived from the LinkedBrainz project [15] , which maps data from the MusicBrainz community using ontological information from the MusicOntology [16] as well as web-extraction data from the Never-Ending Language Learning (NELL) project [3] . Our goal is to assess the utility of knowledge graph identification, formulated as a PSL model, at inferring a knowledge graph from noisy data. Additionally, we contrast two very different evaluation settings. In the first, as used in previous work [10] inference is limited to a subset of the knowledge graph generated from the test or query set. In the second evaluation setting, inference produces a complete knowledge graph, which is not restricted by the test set but employs a soft-truth threshold for atoms. MusicBrainz MusicBrainz is a community-driven, open-source, structured database for music metadata, including information about artists, albums, and tracks, The Music Ontology is built on top of many well known ontologies, such as FRBR [17] and FOAF [18] , and has been used widely, for instance in BBC Music Linked Data sites [19] . However, the relational data available from MusicBrainz are expressed in a proprietary schema that does not map directly to the Music Ontology. To bridge this gap, the LinkedBrainz project publishes an RDF mapping between the freely available MusicBrainz data and the Music Ontology using D2RQ [20] tool. A summary of the labels and relations we use in our data is show in Figure 2 . We use an intuitive mapping of ontological relationships to the PSL predicates, using ontological information from FRBR and FOAF classes used by the Music Ontology. Specifically we convert rdfs:domain to Dom, rdfs:range to Rng, rdfs:subClassOf to Sub, rdfs:subPropertyOf to RSub, owl:inverseOf to Inv, and owl:disjointWith to Mut.
Our synthetic knowledge graph uses a sample of data from the LinkedBrainz mapping of the MusicBrainz project 3 and adds noise to generate a realistic data set. To generate a subset of the LinkedBrainz data, we use snowball sampling from a set of tracks in the MusicBrainz dataset to produce a set of recordings, releases, artists and labels. Next, we introduce noise into this graph by randomly removing known facts and adding inconsistent facts as well as generating random confidence values for these facts. This noise can be interpreted as errors introduced by a MusicBrainz user misspelling artist names, accidentally switching input fields, or omitting information when contributing to the knowledge base.
We model these errors by distorting a percentage of the true input data. For labels, we omit known labels and introduce spurious labels for 25% of the facts in the input data. When dealing with relations, we focus on the foaf:maker and foaf:made relations between artists and creative works. We randomly remove one of these pair of relations 25% of the time. Finally, 25% of the time we remove the relationship between a work and its artist, and insert a new relationship between the work and a generated artist. We also add a SameEnt between these two artists. The confidence values for facts found in the input are generated from a Normal(.7, .2) distribution while inconsistent facts have lower confidence values generated from a Normal(.3, .2) distribution. The high variance in these distributions ensures a significant overlap. For the SameEnt the similarity values are generated from a Normal(.9, .1) distribution. In all cases, the distribution is thresholded to the [0, 1] range. We make this dataset freely available for download. 4 We summarize important data statistics in Table 1 . In our experiments, we represent the noisy relations and labels of the knowledge graph as candidate facts in PSL with the predicates CandLbl and CandRel. During evaluation, we use the PSL program for knowledge graph identification to infer the most probable knowledge graph. In this setting, we use quadratic combinations of static weights for all rules, where w CL = w CR = 1, w EL = w ER = 25 and w O = 100. We evaluate our results by comparing to the true knowledge graph used to generate the data, and include false labels corresponding to spurious data we introduce.
NELL NELL iteratively generates a knowledge base: each iteration NELL uses facts learned from the previous iteration and a corpus of web pages to generate a new set of candidate facts. NELL selectively promotes those candidates that have a high confidence from the extractors and obey ontological constraints with the existing knowledge base to build a high-precision knowledge base. We present experimental results on the 165th iteration of NELL, using the candidate facts, promoted facts and ontological relationships that NELL used during that iteration. We summarize the important statistics of this dataset in Table 1 . Due to the diversity of the web, the data from NELL is larger, includes more types of relations and categories, and has more ontological relationships than our synthetic data.
NELL uses diverse extraction sources, and in our experiments we use distinct predicates CandLbl T and CandRel T for the sources CBL, CMC, CPL, Morph, and SEAL while the remaining sources, which do not contribute a significant number of facts, are represented with CandLbl and CandRel predicates. In addition to candidate facts, NELL uses a heuristic formula to "promote" candidates in each iteration of the system into a knowledge base, however these promotions are often noisy so the system assigns each promotion a confidence value. We represent these promoted candidates from previous iterations as an additional source and produce corresponding candidate predicates.
In addition to data from NELL, we use data from the YAGO database [21] as part of our entity resolution approach. Our model uses a SameEnt predicate to capture the similarity of two entities. To correct against the multitude of variant spellings found in the data, we use a mapping technique from NELL's entities to Wikipedia articles. We then define a similarity function on the article URLs, using the similarity as the soft-truth value of the SameEnt predicate.
The YAGO database contains entities which correspond to Wikipedia articles, variant spellings and abbreviations of these entities, and associated WordNet categories. Our approach to entity resolution matches entity names in NELL with YAGO entities. We perform selective stemming on the NELL entities, employ blocking on candidate labels, and use a case-insensitive string match to find corresponding YAGO entities. Once we find a matching set of YAGO entities, we can generate a set of Wikipedia URLs that map to the corresponding NELL entities. We can judge the similarity of two entities by computing a set-similarity measure on the Wikipedia URLs associated with the entities. For our similarity score, we use the Jaccard index, the ratio of the size of the set intersection and the size of the set union.
In our experiments using NELL, we consider two scenarios. The first is similar to experimental setup in [10] where rule weights are learned using training data and predictions are made on a limited neighborhood of the test set. The neighborhood used in this previous work attempts to improve scalability by generating a grounding of the test set and only including atoms that are not trivially satisfied in this grounding. In practice, this produces a neighborhood that is distorted by omitting atoms that may contradict those in the test set. For example, if ontological relationships such as Sub(sportsteam,organization) and Mut(sport, sportsteam) are present, the test set atom Lbl(Yankees,sportsteam) would not introduce Lbl(Yankees,sport) or Lbl(Yankees,organization) into the neighborhood, even if contradictory data were present in the input candidates. By removing the ability to reason about contradictory information, we believe this evaluation setting diminishes the true difficulty of the problem. We validate our approach on this setting, but also present results from a more realistic setting. In the second scenario we perform inference independently of the test set, lazily generating truth values for atoms supported by the input data, using a soft-truth value threshold of .1. This second setting allows us to infer a complete knowledge graph similar to the MusicBrainz setting. We evaluate this knowledge graph using the test set as well as by sampling facts weighted by truth-value.
Knowledge Graph Identification Results for MusicBrainz
Our experiments on MusicBrainz data attempt to recover the complete knowledge graph despite the addition of noise which introduces uncertainty for facts, removes true information and adds spurious labels and relations. We evaluate a number of variants on their ability to recover this knowledge graph. We measure performance using a number of metrics: the area under the precision-recall curve (AUC), as well as the precision, recall and F1 score at a soft-truth threshold of .5, as well as the maximum F1 score on the dataset. Due to the high variance of confidence values and large number of true facts in the ground truth, the maximum F1 value occurs at a soft-truth threshold of 0, where recall is maximized, in all variants. These results are summarized in Table 2 . The first variant we consider uses only the input data, and derives a softtruth value equal to the confidence value, and serves as an indicator of the underlying noise in the data. The results on the baseline represent using only the candidate rules we introduced in subsection 4.1. We improve upon this data by adding either the entity resolution rules introduced in subsection 4.2, which we report as PSL-EROnly, or with weighted rules capturing ontological constraints introduced in subsection 4.3. Finally, we combine all the elements of knowledge graph identification introduced in section 4 and report these results as PSL-KGI-Complete. The results on the baseline demonstrate the magnitude of noise in the input data; fewer than half of the knowledge graph can be correctly inferred. Reasoning jointly about co-referent entities, as in graph identification, improves results. Using ontological constraints, as previous work in improving extraction in this domain has, also improves results as well. Comparing these two improvements, adding entity resolution has a higher AUC, while ontological constraints show a greater improvement in F1 score. However, when these two approaches are combined, as they are in knowledge graph identification, results improve dramatically. Knoweldge graph identification increases AUC, precision, recall and F1 substantially over the the other variants, improving AUC and F1 over 10% compared to the more competitive baseline methods. Overall, we are able to infer 71.4% of true relations while maintaining a precision of .97. Moreover, a high AUC of .901 suggests that knowledge graph identification balances precision and recall for a wide range of parameter values.
Knowledge Graph Identification Results for NELL
Comparison to Previous Work While results on data with synthetic noise confirm our hypothesis, we are particularly interested in the results on a large, noisy real-world dataset. We compare our method to data from iteration 165 of NELL using previously reported results on a manually-labeled evaluation set [10] . A summary of these results is shown in Table 3 . The first method we compare to is a simple baseline similar to the one used in the MusicBrainz results where candidates are given a soft-truth value equal to the extractor confidence (averaged across extractors when appropriate). Results are reported at a softtruth threshold of .45 which maximizes F1.
We also compare the default strategy used by the NELL project to choose candidate facts to include in the knowledge base. Their method uses the ontology to check the consistency of each proposed candidate with previously promoted facts already in the knowledge base. Candidates that do not contradict previous knowledge are ranked using a heuristic rule based on the confidence scores of the extractors that proposed the fact, and the top candidates are chosen for promotion subject to score and rank thresholds. Note that the NELL method includes judgments for all input facts, not just those in the test set. To provide a more equal comparison, we also include a baseline "Input" which uses the averaged confidence value across promotions and candidate extractions as a softtruth value.
The third method we compare against is the best-performing MLN model from [10] , that expresses ontological constraints, and candidate and promoted facts through logical rules similar to those in our model. The MLN uses additional predicates that have confidence values taken from a logistic regression classifier trained using manually labeled data. The MLN uses hard ontological constraints, learns rule weights considering rules independently and using logistic regression, scales weights by the extractor confidences, and uses MC-Sat with a restricted set of atoms to perform approximate inference, reporting output at a .5 marginal probability cutoff, which maximizes the F1 score. The MLN method only generates predictions for a 2-hop neighborhood generated by conditioning on the values of the query set, as described earlier.
Our method, PSL-KGI, uses PSL with quadratic, weighted rules for ontological constraints, entity resolution, and candidate and promoted facts as well as incorporating a prior. We also incorporate the predicates generated for the MLN method for a more equal comparison. We learn weights for all rules, including the prior, using a voted perceptron learning method. The weight learning method generates a set of target values by running inference and conditioning on the training data, and then chooses weights that maximize the agreement with these targets in absence of training data. Since we represent extractor confidence values as soft-truth values, we do not scale the weights of these rules. Using the learned weights, we perform inference on the same neighborhood defined by the query set that is used by the MLN method. We report these results, using a soft-truth threshold of .55 to maximize F1, as PSL-KGI. As Table 3 shows, knowledge graph identification produces modest improvements in both F1 and AUC. Adding entity resolution and source information to our model while using soft-truth values for facts provide a richer representation of the data. One motivation for using PSL for knowledge graph identification was to frame complex joint reasoning as a convex optimization. This model can tackle problems such as the NELL dataset, containing millions of candidate facts. Running inference for knowledge graph identification given a query set (PSL-KGI) requires a mere 10 seconds to perform inference. The MLN method we compare against takes a few minutes to an hour to run. Running knowledge graph identification to produce the complete knowledge graph containing 4.9M facts requires only 130 minutes, while such problems are infeasible using existing MLN optimization techniques.
Analyzing Variations of Knowledge Graph Identification
To better understand the contributions of various components of our model, we explore variants that omit one aspect of the knowledge graph identification model. PSLNoSrcs removes predicates CandLbl T and CandRel T for different candidate sources, replacing them with a single CandLbl or CandRel with the average confidence value across sources. PSL-NoER removes rules from subsection 4.2 used to reason about co-referent entities. PSL-NoOnto removes rules from sub- While source information and entity resolution both provide benefits, ontological information is clearly a principal contributor to the success of knowledge graph identification.
One drawback of our comparisons to previous work is the restriction of the model to a small set of inference targets. The construction of this set obscures some of the challenges presented in real-world data, such as conflicting evidence. To assess the performance of our method in a setting where inference targets do not restrict potentially contradictory inferences, we also ran knowledge graph identification using the same learned weights but with no predefined set of targets, allowing lazy inference to produce a complete knowledge graph. The resulting inference produces a total of 4.9M total facts, which subsumes the test set. We report results on the test set as PSL-KGI-Complete. Allowing the model to optimize on the full knowledge graph instead of just the test set reduced the performance as measured by the particular test set, suggesting that the noise introduced by conflicting evidence does have a significant impact on results. Compared to the NELL scoring method, KGI has lower AUC and precision but higher recall and F1. One possible explanation for this lackluster performance may be the use of weights learned for a different setting. For example, during weight learning the weights for the Mut rule dropped significantly. However, as results on the MusicBrainz data show, knowledge graph identification can be very powerful at recovering a full knowledge graph.
Conclusion
We have described how to formulate the problem of knowledge graph identification: jointly inferring a knowledge graph from the noisy output of an information extraction system through a combined process of determining co-referent entities, predicting relational links, collectively classifying entity labels, and enforcing ontological constraints. Using PSL, we illustrate the benefits of our approach on two knowledge graph inference problems: synthetic data from MusicBrainz and noisy, real-world web extractions from NELL. On both datasets, knowledge graph produces superior results by combining the strengths of ontological reasoning with graph identification. Moreover, our method is solved through efficient convex optimization allowing previously infeasible problems to be solved on the order of minutes. In the future, we hope to apply knowledge graph identification to larger, more varied problems with richer ontological relationships.
