ABSTRACT. We study q−designs over finite fields and their connection to network coding. We prove that invariant subgrassmanians in the Grassmannian G k,n (F q ) parametrizing k−planes in the vector space F n q by the action of any triangle group hold a t-design.
INTRODUCTION
Let q be a power of a prime number p. It is well known, that there exists exactly one finite field with q elements which is isomorphic to the splitting field of the polynomial x q − x over the prime field F p .
Any other field F of characteristic p contains a copy of F p . We denote respectively by A n (F q ) and P n (F q ) the affine space and the projective space over F q . Let F q [x 1 , x 2 , . . . , x n ] be the algebra of polynomials in n variables over F q .
The encoding of an information word into a k−dimensional subspace is usually known as coding for errors and erasures in random network coding, [KK] . Namely, let V be an N−dimensional vector space over F q , a code for an operator channel with ambient space V is simply a nonempty collection of subspaces of V . The collection of subspaces is a code for error correcting errors that happen to send data through an operator channel. The matrix coding the information is parametrised by random variables a 1 , a 2 , . . . , a n which constitute the letters of an alphabet. Here the operator channel is an abstraction of the operator encountered in random linear network coding, when neither transmitter nor receiver has knowledge of the channel transfer characteristics. The input and output alphabet for an operator channel is the projective geometry.
Let C be a non-singular, projective, irreducible curve defined over F q , as the vanishing locus of a polynomial F ∈ F q [x 0 , x 1 , x 2 ]. We define the number N(q) of F q −rational points on the curve to be
It is a polynomial in q with integer coefficients, whenever q is a prime power. The number of points C (F q r ) on C over the extensions F q r of F q is encoded in an exponential generating series, called the zeta function of C :
One of the main problems in algebraic geometry codes is to obtain non-trivial lower bounds for the number N(F i ) of rational places of towers of function fields
, as n varies through powers of the prime p or through all integers not divisible by the characteristic of the ground field, that is p. Here F q denotes the algebraic closure of F q . The corresponding field extension F = F q (t) ֒→ F ′ = F q (t, y), where y is a n−root of the polynomial σ (u,t) = t n − u ∈ F[u] and u is transcendental over F q , is a finite cyclic Galois extension of degree n. Moreover F ′ /F is an extension of Kummer type and F q is the full constant field.
Let V be an n + 1 dimensional vector space over the field F q , we denote by PG(n, q) or P(V ) the n−dimensional projective space over it. The set of all subspaces of dimension r is the Grassmannian and it is denoted by G r,n (F q ) or by PG r (n, q). Any code C ⊂ F n q of parameters [n, k, d] is a point in the Grassmannian G k,n (F q ), where d is the minimum distance under the Hamming Metric (HM).
In general, for any integers n, r with n ≥ r ≥ 0, we call φ (r; n, q) := |PG r (n, q)|, the number of r dimensional subspaces of an n dimensional subspace over F q . It is the number of ways of choosing r + 1 linearly independent points in PG(n, q) divided by the number of ways of choosing such a set of points in a particular r−space. It is given by the q−ary binomial coefficient,
ALGEBRAIC GEOMETRIC CODES
Let F q be a finite field of q elements, where q is a power of a prime. The encoding of an information word into a k−dimensional subspace is usually known as coding for errors and erasures in random network coding [KK] . We consider as an alphabet a set P = {P 1 , . . . , P N } of N− F q rational points lying on a smooth projective curve C of genus g and degree d defined over the field F q . Goppa in [Go] , constructed algebraic geometric linear codes from algebraic curves over finite fields with many rational places.
Definition 2.1. Algebraic geometric codes (AGC) are constructed by evaluation of the global sections of a line bundle or more generally, a vector bundle on the curve C over N (N > g) distinct rational places P 1 , . . . , P N , being g the genus of the curve. Namely, let F|F q be the function field of the curve, D the divisor P 1 + · · · + P N and G a divisor of F|F q of degree s ≤ N such that Supp G ∩ Supp D = / 0. Then the geometric Goppa code associated with the divisors D and G is defined by
Recall that F q n |F q is a cyclic Galois extension and is finitely generated by unique element α ∈ F q . In particular, any element in F q n can be represented uniquely as a polynomial in α of degree less than n with coefficients in F q . By Riemann-Roch Theorem, the code C(D, G) of Definition 2.1 is a linear [n, k, d] code over F q , that is a code of length n, dimension k with k ≥ s− g+ 1, and minimum distance d ≥ n− s.
Another important family of Goppa codes is obtained considering the rational normal curve C n defined over F q :
We assume that q and n are relatively prime (n, q) = 1, so that any codeword (c 0 , c 1 , . . . , c n−1 ) can be expressed into a q−ary k−vector with respect to the basis {1, α, . . . , α n }. These codes are just Reed-Solomon codes or cyclic codes of pa-
α is a primitive root of F q such that α k+1 = α + 1. Recall that a linear cyclic code is an ideal in the ring F q [x]/(x n − 1) generated by a polynomial g(x) with roots in the splitting field F l q of x n − 1, where n| q l − 1, ([BS2] ). A natural question is how many polynomial are there over the algebraic closure of F q [x] . The next theorem expresses this number in terms of Stirling numbers.
Theorem 2.2. The number of polynomials decomposable into distinct linear factors over a finite field F q n of arbitrary characteristic a prime number p, is equal to ∑ n k=1 (q) k , where (q) k is the falling factorial polynomial q·(q−1) . . . (q−(k −1)) = ∑ n k=0 s(n, k) q k , where s(n, k) is the Stirling number of the first kind divided by the order of the affine transformation group of the affine line A 1 = P 1 \∞, that is q 2 − q.
Proof. We need to count all the polynomials f n (x) in one variable of degree n fixed. We assume that our polynomial f n (x) decomposes into linear factors, otherwise we work overF q [x], where F q denotes the algebraic closure of the finite field F q . Since the number of ordered sequences on q symbols is q! and each root is counted with its multiplicity, it follows that the number of monic polynomials with n − 1 different roots is q(q − 1)(q − 2) . . . (q − n + 1) := (q − 2) n . Now we observe that polynomials are invariant by the action of automorphisms of the affine line, so we must divide this number by the order of this group which is q 2 − q. Theorem 2.3. Given a set of integers {0, 1, . . . , n − 1} modulo n, there is a set J of k integers which is a set of roots, that is, there is a polynomial h(x) = ∏ j∈J (x− α j ), where α is a generator of (F p ) m for some prime number p and m is the least integer such that n|p m − 1. The ideal h(x) generates in F p m [x]/(x n − 1) is a cyclic linear code of parameters (n, k, n − k + 1).
Remark 2.4. As an application of Theorem 2.2 and Theorem 2.3, given an integer n, we can count the number of cyclic codes of parameters [n, k] for each 0 ≤ k ≤ n and set of roots α 1 , . . . , α k in the splitting field of x n − 1, the corresponding polynomial g(x) = ∏ k i=1 (x − α i ) generates a linear cyclic code in the ring F q [x]/(x n − 1). Thus for each 0 ≤ k ≤ n there are exactly (q) k /(q 2 − q) cyclic codes.
t−DESIGNS AND REPRESENTATION THEORY OF GL(n, F q )
A simple t−design over a finite field or, more precisely, a t − (n, k, λ ; q) design is a set B of k−subspaces of an n−dimensional vector space V over the finite field F q such that each t−subspace of V is contained in exactly λ blocks of B. Recently, designs over finite fields gained a lot of attention because of its applications for error-correcting in networks. If V is the finite field F n q , then the set of points are the vectors and the block set B of k subspaces K ⊆ F n q are the points in the Grassmannian G k,n (F q ). A permutation matrix σ ∈ GL(n, q) acts on the Grassmannian by multiplication on the right of the corresponding representation matrix. In particular σ is an automorphism of the design D = (V, B) if and only if σ leaves the Grassmannian invariant, that is B σ = B.
In particular, we are interested in understanding the orbits by the action of any permutation matrix of GL(n, q) and moreover of any subgroup G contained in GL(n, q). Further, it is possible to count the orbits of the action in several cases and these correspond to blocks of the design satisfying certain geometrical properties.
Definition 3.1. Let α ∈ F q n be a generator of the underlying vector space over F q . Then an r−dimensional W subspace is α−splitting if α i W = W is invariant under the action of any element α i in the Galois group of the extension F q ֒→ F q (α).
More precisely, given any F q −linear endomorphism T : F q n → F q n , an r−dimensional subspace is T −splitting if F q n = W ⊕ T (W ) ⊕ · · · ⊕ T n−1 (W ), where T j denotes the j−fold composite of T with itself.
Proposition 3.2. Let λ be the number of α−splitting subspaces of F n q , then the design whose blocks are the α−splitting subspaces of F n q is a t − (n, r, λ ; q) design. Proof. Suppose n = r · s, where r, s are coprime positive integer numbers, that is (r, s) = 1. There is an element α ∈ F n q of order s, so that {1, α, . . . , α s−1 } is a basis of F q s over F q . Hence the set {1, α s , α 2s . . . , α (r−1)s } spans an r−dimensional α−splitting subspace of F q n , say W . Define an isomorphism between F rs q and F r q s , for i = 0, 1, . . . , , r − 1 associating each s−tuple (v i,0 , v i,1 , . . . , v i,s−1 ), with the element v i ∈ F q s , where v i = v i,0 + v i,1 α + . . . + v i,s−1 α s−1 . Then every element in F rs q is in correspondence with an element in F r q s . If we complete W to a basis of F q n by adding elements v 1 , . . . , v m ∈ F q n , we let
where
, is regarded as an ordered set with n = r · m elements. In this case B α (v 1 ,...,v s ) is necessarily a F q −basis of an s−dimensional subspace of F q rs , and we will refer to B α (v 1 ,...,v s ) as an α−splitting ordered basis of F rs q . The subspaces generated by the α−splitting ordered basis constitute an s−design of parameters (n, k, λ ; q), where k is the number of ordered basis, which is exactly |GL(m,
Let us define S(α, r, s; q) to be the number of α−splitting subspaces of F q n of dimension r. Let N(α, r, s; q) be the number of ordered basis of F q rs , then S(α, r, s; q) = N(α, r, s; q) |GL n (m, F q )| .
Corollary 3.3. If F q n = F q (α), any Galois conjugate β of α generates F q n and the corresponding t−designs are isomorphic.
For example, if β = aα q r +b cα q r +d for some non negative integer r and a b c d ∈ GL 2 (F q ), then F q n = F q (β ) and S(α, r, s; q) = S(β , r, s; q). We want to understand which subspaces are invariant by the action of elements of the general linear group GL(n, F q ) or finite subgroups of GL(n, F q ). In this way, one can construct designs with prescribed groups where the blocks are the orbits by the action, and thus to generalize to other Galois extensions not necessarily cyclic.
The general linear group GL(n, F q ) acts on the Grassmannian G k,n (F q ) by multiplication on the right:
for a representation matrix U ∈ F q k×n .
Then cyclic codes correspond to orbits in G k,n (F q ) defined by a cyclic subgroup Z p for some prime number p. These codes are supported on the Normal Rational Curve (NRC), that is, coding vectors for networks with n sources live in the projective space PG(n − 1, q).
Definition 3.4. In PG(n − 1, q) a (k; r)−arc is a set of k points any r of which form a basis for F n q , or in other words, r − 1 of them but not r are collinear. Consider the normal rational curve over F q :
is a (q + 1)−arc in the n−dimensional projective space PG(n, q).
In coordinates, the Veronese mapping
n−e 0 x e 1 c e ) x i ∈ F q , maps the point set of the projective line P(X ) into the point set of P(Y ), where Y is an (n + 1)−dimensional vector space over F q with a basis {c 0 , . . . , c n } where n ≥ 2.
We see that if q ≤ n, the NRC is a basis of a q−dimensional projective subspace, that is, a PG q (n, q). So we can enumerate how many NRC's are there in a PG(n, q). The answer is φ (q; n, q), the number of ways of choosing such a set of points in a particular q−space. If q ≥ n + 2, the NRC is an example of a (q + 1)−arc. It contains q + 1 points, and every set of n + 1 points are linearly independent.
When q = 2, finite subgroups of PGL(2, q) have been classified. They are isomorphic either to the dihedral group D n of order 2n (n ≥ 2), the alternating group A 4 , the alternating group A 5 , or the symmetric group S 4 . The corresponding invariant subgrassmannianas in G k,n (F m 2 ) define t−designs.
Proposition 3.5. Invariant subgrassmannians in G k,n (F m 2 ) by the action of any triangle group hold a t−design.
Proof. Triangle groups are reflection groups which admit a presentation T(r, s,t) = x, y, x : x r = y m = z w = xyz = 1 , with r, m, w integer numbers such that 1 r + 1 m + 1 w < 1. They are finite subgroups of PGL(2, q) and they are known to be isomorphic to either the dihedral group D m of order 2m, m ≥ 2, the alternating group A 4 , the alternating group A 5 , or the symmetric group S 4 . Since they are finitely generated, the invariant subgrassmannians in G k,n (F m 2 ) define a t−design where t is the number of generators. The dihedral group D m is generated by a rotation τ and a reflection σ , then the corresponding invariant subgrassmannian in G k,n (F m 2 ) define a 2-design and so on for the other triangle groups.
Remark 3.6. From a graph theoretical point of view, we associate to the 2-design generated by τ and σ in Proposition 3.5 the graph which has as vertex set V the points of the projective system P((F 2 ) m ) and edge set E ⊆ [V ] 2 the lines of the projective space which corresponds to the blocks of the design. There are m 2 q lines. For any two points there are as much blocks (lines) containing these points as eigenvectors W j by the action of the linear operators τ and σ . This special design with parameters t = 2 and k = 3 is a Steiner triple system.
CONCLUSION
The proofs given in this short note give a way of constructing designs of given parameters n, q, s by deriving ordered bases of (F q ) n .
