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EXISTENCE OF WEAK SOLUTIONS TO KINETIC FLOCKING
MODEL WITH CUT-OFF INTERACTION FUNCTION
CHUNYIN JIN
Abstract. We prove the existence of weak solutions to kinetic flocking model
with cut-off interaction function by using Schauder fixed pointed theorem and
velocity averaging lemma. Under the natural assumption that the velocity sup-
port of the initial distribution function is bounded, we show that the velocity
support of the distribution function is uniformly bounded in time. Employing
this property, we remove the constraint in the paper of Karper, Mellet and Triv-
isa[SIAM. J. Math. Anal., (45)2013, pp.215-243] that the initial distribution
function should have better integrability for large |x|.
1. Introduction
In this paper, we consider the existence of weak solutions for the following
kinetic flocking model with cut-off interaction function:
(1.1)
{ ft + v · ∇x f + λ∇v · [(u(t, x) − v) f ] = 0,
f |t=0= f0(x, v),
where f (t, x, v) is the distribution function and λ is a positive constant denoting the
coupling strength. We define
jr(t, x) =
∫
|x−y|<r
∫
Rd
f (t, y,w)wdwdy, ρr(t, x) =
∫
|x−y|<r
∫
Rd
f (t, y,w)dwdy,
where r > 0 denotes the neighborhood radius. Then u(t, x) is defined by
(1.2) u(t, x) =

jr(t, x)
ρr(t, x) , ρr(t, x) 6= 0,
0, ρr(t, x) = 0.
This model is derived formally from the particle model by taking mean-field
limit. Now let us review some background related to it.
Collective behaviors are common phenomena in nature, such as flocking of
birds, swarming of fish and herding of sheep. These phenomena have drawn much
attention from researchers in Biology, Physics and Mathematics. They try to under-
stand the mechanisms that lead to the above phenomena via modeling, numerical
simulation and mathematical analysis.
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Among them, Vicsek et al. [31] put forward a simple discrete model. It is
composed of N autonomous agents moving in the plane with the same speed v.
Their positions (xi, yi)(1 ≤ i ≤ N) and headings θi(1 ≤ i ≤ N) are updated as
follows:
(1.3)
{
xi(t + 1) = xi(t) + v cos θi(t),
yi(t + 1) = yi(t) + v sin θi(t), i = 1, 2, · · · ,N,
θi(t + 1) = arctan
∑
j∈Ni(t) sin θ j(t)∑
j∈Ni(t) cos θ j(t)
,
where Ni(t) =
{
j :
√
(x j(t) − xi(t))2 + (y j(t) − yi(t))2 < r
}
denotes the neighbors of
agent i at the instant t.
Through simulations, Vicsek et al. found that this system can synchronize, that
is, all agents move in the same direction when the density is large and the noise
is small. Following this, mathematicians have tried to give a rigorous theoretical
analysis. They found that the connectivity of the neighbor graph is crucial in the
proof, cf. [23][26]. However, the verification of connectivity is difficult in gen-
eral. One way to avoid this difficulty is to modify the Vicsek model from local
interactions to global ones. In 2007, Cucker and Samle [9] proposed the following
model:
(1.4)

dxi
dt = vi,
dvi
dt =
λ
N
N∑
j=1
ψ(|x j − xi|)(v j − vi), i = 1, 2, · · · ,N,
where ψ(·) is a positive non-increasing function denoting the interactions between
agents. However, in reality each agent can only detect the information around it, so
a more realistic requirement is to assume ψ(·) is a cut-off function. Combining the
advantages of the above two models, recently Huang and Jin [22] got the following
model:
(1.5)

dxi
dt = vi,
dvi
dt =
λ
Ni(t)
N∑
j=1
χr(|x j − xi|)(v j − vi), i = 1, 2, · · · ,N,
where
Ni(t) = card{ j : |x j − xi|< r},
χr(s) =
{1, |s|< r,
0, |s|≥ r.
They established the global flocking for this system under the condition that the
initial configurations are close to the flocking state and got the convergence rate.
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However, when the number of agents is large, it is impossible to establish an
ODE for each agent. Following the strategy from statistical physics, we introduce
a kinetic description for flocking. Let the empirical distribution function
f N(t, x, v) = 1
N
N∑
i=1
δ(x − xi(t)) ⊗ δ(v − vi(t)).
Then f N(t, x, v) satisfies
∂ f N
∂t
+ v · ∇x f N + λ∇v ·


∫
|x−y|<r
∫
Rd
w f N(t, y,w)(dw, dy)∫
|x−y|<r
∫
Rd
f N(t, y,w)(dw, dy) − v
 f N
 = 0
in the sense of distributions. Formally taking the limit results in the kinetic model
we consider.
Besides, this model can also be observed from another perspective. Motsch and
Tadmor [28] also noticed the shortcomings of the C-S model. For example, if a
small group is located far from a much larger group, then the dynamics of the
small group is almost halted because of the normalization factor 1N in (1.4), which
is unreasonable. To remedy this deficiency, they proposed a new model, given by
(1.6)

dxi
dt = vi,
dvi
dt =
λ∑N
j=1 ψ(|x j − xi|)
N∑
j=1
ψ(|x j − xi|)(v j − vi), i = 1, 2, · · · ,N.
Similarly, they derived the kinetic model
(1.7) ft + v · ∇x f + λ∇v · ( f L[ f ]) = 0,
where L[ f ](t, x, v) =
∫
Rd
∫
Rd
ψ(|x − y|) f (t, y,w)(w − v)dwdy∫
Rd
∫
Rd
ψ(|x − y|) f (t, y,w)dwdy .
In the above model, ψ is smooth and is defined in the whole space. However, if
we let ψ(s) = χr(s), then it also reduces to the situation we consider.
Recently, Karper, Mellet and Trivisa in [24] studied a more general model,
which is of the form
ft + v · ∇x f + ∇v · ( f F[ f ]) + β∇v · [ f (u − v)] = σ∆v f − ∇v · [(a − b|v|2) f v],
where
F[ f ](t, x, v) =
∫
Rd
∫
Rd
ψ(|x − y|) f (t, y,w)(w − v)dwdy,
u(t, x) =
∫
Rd
f (t, x, v)vdv∫
Rd
f (t, x, v)dv and β, σ > 0.
They proved the existence of weak solutions for the above equation. Then by
establishing the necessary a priori estimate that holds for the solutions of (1.7),
they got the following theorem. For simplicity, we use the notations in this paper
and just state the main content.
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Theorem 1.3[Karper-Mellet-Trivisa, SIAM. J. Math. Anal.(45)2013, pp.215-243]
Assume that f0 ≥ 0 satisfies
f0 ∈ L1(R2d) ∩ L∞(R2d) and (|v|2+|x|2) f0 ∈ L1(R2d).
Suppose that ψ is a smooth non-negative function such that
ψ(x) > 0 for |x|≤ r, ψ(x) = 0 for |x|≥ R.
Then there exists a weak solution to (1.7) in the sense of distributions.
In fact, the above theorem was established by vanishing σ method since the a priori
estimate is independent of σ.
So far, nearly all the literature about flocking concerned smooth interaction func-
tion. In this paper, we study a cut-off situation. We consider (1.1) under the con-
dition that the velocity support of the initial distribution function f0 is bounded by
M0. This condition is natural in view of its derivation. Since the particle agents
have bounded velocities initially, it is reasonable to assume that the mean-field
limit f0 has bounded velocity support. Then by using our technical Lemma 2.1,
we show the velocity support of f (t, x, v) is uniformly bounded in time. Employ-
ing this property, we remove the constraint that |x|2 f0 ∈ L1(R2d) in Theorem 1.3
[Karper-Mellet-Trivisa, SIAM. J. Math. Anal. 2013]. This result cannot be estab-
lished by vanishing σ method as above because σ > 0 will change the type of the
equation, which disables us to use characteristics method to show that the velocity
support is uniformly bounded.
Next we give the definition of the weak solution and present our main theorem.
Definition 1.1. Let 0 ≤ f0(x, v) ∈ L1(R2d) ∩ L∞(R2d) and T > 0. Then f (t, x, v) ∈
L∞([0, T ], L1(R2d)) ∩ L∞([0, T ] × R2d) is a weak solution of (1.1) if
ft + v · ∇x f + λ∇v · [(u(t, x) − v) f ] = 0 in D′((0, T ) × R2d)
and f |t=0= f0(x, v) for a.e. (x, v) ∈ R2d.
Denote
M(t) = max{|v|: (x, v) ∈ supp f (t, ·, ·)}.
Then we have the following theorem.
Theorem 1.1. Assume 0 ≤ f0(x, v) ∈ L1(R2d)∩ L∞(R2d) and M0 is bounded. Then
(1.1) admits a weak solution f (t, x, v) ∈ L∞([0, T ], L1(R2d)) ∩ L∞([0, T ] × R2d),
∀T > 0. Besides, f (t, x, v) and M(t) satisfy
(i) 0 ≤ f (t, x, v) ≤ ‖ f0‖L∞(R2d)eλdt for a.e. (t, x, v) ∈ [0, T ] × R2d and
f (t, x, v) ∈ C([0, T ], L1(R2d)) ∩ L∞([0, T ] × R2d),
(ii) M(t) ≤ M0,
(iii) ‖ f (t)‖Lp(R2d)≤ e
λd(p−1)t
p ‖ f0‖Lp(R2d), 1 ≤ p < ∞, ∀t ∈ [0, T ].
After the introduction, the rest of the paper is divided into four parts. In section
2, we prove the well-posedness of weak solution to the linear equation. Based on
the results about the linear equation, in section 3 we show that there exists a weak
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solution to the approximate equation by using Schauder fixed point theorem. In
section 4, we recover the weak solution of the original system by taking weak limit
to the approximate solutions. Finally, section 5 is devoted to the summary of our
paper.
Notation: Throughout the paper, a superscript i of a vector denotes its i-th compo-
nent, while a subscript denotes its order. K denotes a positive constant. We denote
by C a general positive constant depending on λ,r, M0 and ‖ f0‖L∞(R2d) that may
takes different values in different expressions.
2. Well-posedness ofWeak Solutions to the Linear Equation
In this section, we study the following linear equation
(2.1)

ft + v · ∇x f + λ∇v · [(E(t, x) − v) f ] = 0 in [0, T ] × R2d,
f |t=0= f0(x, v),
with E(t, x) ∈ [C([0, T ] × R2d)]d (∀T > 0) satisfying
(2.2) |E(t, x2) − E(t, x1)|≤ K|x2 − x1|, ∀t ∈ [0, T ].
We denote by X(t; x0, v0), V(t; x0, v0) the characteristic issuing from (x0, v0) ini-
tially. Then it satisfies
(2.3)

dX
dt = V,
dV
dt = λ(E(t, x) − V),
X|t=0= x0, V |t=0= v0.
By virtue of the standard theory of ODEs, we know
(X(t; ·, ·),V(t; ·, ·)) : R2d −→ R2d
is a bi-Lipschitz continuous homomorphism. Thus we can construct the unique
smooth solution by characteristics method if the initial data is smooth. Since
C∞0 (R2d) is dense in L1(R2d) ∩ L∞(R2d), a simple approximation yields the fol-
lowing theorem.
Theorem 2.1. Assume 0 ≤ f0(x, v) ∈ L1(R2d) ∩ L∞(R2d) and E(t, x) ∈ [C([0, T ] ×
R
2d)]d (∀T > 0) satisfies (2.2). Then the equation (2.1) admits a unique weak solu-
tion f (t, x, v) ∈ L∞([0, T ], L1(R2d)) ∩ L∞([0, T ] × R2d). Besides, f (t, x, v) satisfies
(i) 0 ≤ f (t, x, v) ≤ ‖ f0‖L∞(R2d)eλdt for a.e. (t, x, v) ∈ [0, T ] × R2d and
f (t, x, v) ∈ C([0, T ], L1(R2d)) ∩ L∞([0, T ] × R2d),
(ii) ‖ f (t)‖Lp(R2d)= e
λd(p−1)t
p ‖ f0‖Lp(R2d), 1 ≤ p < ∞, ∀t ∈ [0, T ].
Proof. Since C∞0 (R2d) is dense in L1(R2d)∩ L∞(R2d), we can take a sequence f ε0 ∈
C∞0 such that
‖ f ε0 − f0‖L1(R2d)→ 0 as ε → 0 and ‖ f ε0 ‖L∞(R2d)≤ ‖ f0‖L∞(R2d).
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Using the method of characteristics, we know
(2.4)

f εt + v · ∇x f ε + λ∇v · [(E(t, x) − v) f ε] = 0 in [0, T ] × R2d,
f ε|t=0= f ε0 (x, v),
admits a unique smooth solution
(2.5) f ε(t, X(t; x0, v0),V(t; x0, v0)) = f ε0 (x0, v0)eλdt ∀t ∈ [0, T ].
Integrating (2.4)-1 in [0, t] × R2d, we have
(2.6)
∫
R2d
f ε(t, x, v)dxdv =
∫
R2d
f ε0 (x, v)dxdv.
Write f ε10 − f ε20 in the form of
f ε10 − f ε20 = ( f ε10 − f ε20 )+ + ( f ε10 − f ε20 )−.
By virtue of the uniqueness of the solution, we obtain∫
R2d
| f ε1 (t, x, v) − f ε2(t, x, v)|dxdv
=
∫
R2d
[( f ε1(t, x, v) − f ε2 (t, x, v))+ − ( f ε1 (t, x, v) − f ε2 (t, x, v))−]dxdv
=
∫
R2d
[( f ε10 (x, v) − f ε20 (x, v))+ − ( f ε10 (x, v) − f ε20 (x, v))−]dxdv
=
∫
R2d
| f ε10 (x, v) − f ε20 (x, v)|dxdv.
Thus there exists a subsequence still denoted by f εi(t, x, v) such that
(2.7) f εi(t, x, v) → f (t, x, v) for a.e. (t, x, v) ∈ [0, T ] × R2d, as εi → 0.
From (2.6), we have∫
R2d
[ f ε(t2, x, v) − f ε(t1, x, v)]dxdv = 0, ∀t1, t2 ∈ [0, T ].
Letting ε → 0, we get
ft + v · ∇x f + λ∇v · [(E(t, x) − v) f ] = 0 in D′((0, T ) × R2d),
0 ≤ f (t, x, v) ≤ ‖ f0‖L∞(R2d)eλdt for a.e. (t, x, v) ∈ [0, T ] × R2d
and ∫
R2d
[ f (t2, x, v) − f (t1, x, v)]dxdv = 0, ∀t1, t2 ∈ [0, T ].
Therefore, f (t, x, v) is a weak solution and f (t, x, v) ∈ C([0, T ], L1(R2d))∩L∞([0, T ]×
R
2d).
Multiplying (2.4)-1 by p( f ε)p−1 (1 < p < ∞) and integrating in R2d, we get
d
dt
∫
R2d
| f ε(t, x, v)|pdxdv = λd(p − 1)
∫
R2d
| f ε(t, x, v)|pdxdv.
Solving the above ODE yields
(2.8) ‖ f ε(t)‖Lp(R2d)= e
λd(p−1)t
p ‖ f ε0 ‖Lp(R2d), 1 < p < ∞, ∀t ∈ [0, T ].
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Combining (2.6), (2.7) and (2.8), we obtain
(2.9) ‖ f (t)‖Lp(R2d)= e
λd(p−1)t
p ‖ f0‖Lp(R2d), 1 ≤ p < ∞, ∀t ∈ [0, T ]
by letting ε → 0, which amounts to the uniqueness of the weak solutions. 
The following lemma implies that f is a measure preserving map along the
characteristics. It plays an important role in our subsequent proof.
Lemma 2.1. Assume f (t, x, v) is a weak solution of (2.1) and ϕ(x, v) ∈ L1loc(R2d).
Then it holds that∫
Ω
f (t, x, v)ϕ(x, v)dxdv =
∫
Ω0
f0(x0, v0)ϕ(X(t; x0, v0),V(t; x0, v0))dx0dv0
for any Ω ∈ R2d.
Proof. We only need to prove∫
Ω
f ε(t, x, v)ϕ(x, v)dxdv =
∫
Ω0
f ε0 (x0, v0)ϕ(X(t; x0, v0),V(t; x0, v0))dx0dv0.
By virtue of our previous analysis on the characteristics, we know
(X(t; ·, ·),V(t; ·, ·)) : Ω0 −→ Ω
is a bi-Lipschitz continuous homomorphism. Make the following coordinate trans-
form
x = X(t; x0, v0) v = V(t; x0, v0).
Then the Jacobian of the transform is defined by
J(t, x0, v0) =
∣∣∣∣∣∣
∂X
∂x0
∂X
∂v0
∂V
∂x0
∂V
∂v0
∣∣∣∣∣∣ .
Since ∣∣∣(X1(t; x10, v10),V1(t; x10, v10)) − (X2(t; x20, v20),V2(t; x20, v20))∣∣∣
≤ eKT |(x10, v10) − (x20, v20)| ∀t ∈ [0, T ],
we know ∂X
∂x0 ,
∂X
∂v0 ,
∂V
∂x0 and
∂V
∂v0 exist for a.e. (x0, v0) ∈ R2d. As we compute
Lebesgue integral, we can suppose that J(t, x0, v0) exists for all (x0, v0) ∈ R2d.
Then
(2.10)∫
Ω
f ε(t, x, v)ϕ(x, v)dxdv
=
∫
Ω0
f ε(t, X(t; x0, v0),V(t; x0, v0))ϕ(X(t; x0, v0),V(t; x0, v0))J(t, x0, v0)dx0dv0.
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Next we compute J(t, x0, v0). Fix (x0, v0) ∈ R2d. We differentiate J with respect to
t and then obtain
dJ
dt =
d∑
i=1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
.
.
.
.
.
∂
∂x0
dXi
dt
∂
∂v0
dXi
dt
.
.
.
.
.
.
∂V
∂x0
∂V
∂v0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
d∑
i=1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂X
∂x0
∂X
∂v0
.
.
.
.
.
.
∂
∂x0
dV i
dt
∂
∂v0
dV i
dt
.
.
.
.
.
.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −λdJ,
where we used
dXi
dt = V
i,
dV i
dt = λ(E
i(t, X) − V i)
and
∂Ei
∂x0
=
∂Ei
∂X
∂X
∂x0
,
∂Ei
∂v0
=
∂Ei
∂X
∂X
∂v0
.
Thus J(t, x0, v0) = e−λdt since J0 = 1. Substituting (2.5) into (2.10), we conclude
our proof. 
3. Construction of the Approximate Solutions
This section is devoted to construction of the approximate solutions for (1.1).
Notice that the nonlinear term in (1.1) is u(t, x). The difficulty mainly comes from
the fact that ρr(t, x) may be equal to 0, so we approximate u(t, x) with uδ(t, x) =
jδr (t,x)
δ+ρδr (t,x) . j
δ
r (t, x) and ρδr (t, x) are defined in the same way as before, where f δ(t, x, v)
is the weak solution of the following approximate equation:
(3.1)

f δt + v · ∇x f δ + λ∇v · [(uδ(t, x) − v) f δ] = 0,
f δ|t=0= f0(x, v) ∈ L1(R2d) ∩ L∞(R2d).
We use the Schauder fixed point theorem to establish the existence of approxi-
mate solutions. Take
(3.2) X := {E(t, x) : E(t, x) ∈ C([0, T ] × R2d), ‖E(t, x)‖L∞([0,T ]×R2d)≤ M0 and
E(t, ·) is Lipschitz continuous uniformly for t ∈ [0, T ]},
where M0 is the bound of the velocity support of f0. For any E(t, x) ∈ X, we know
there is a unique weak solution to (2.1) according to Theorem 2.1. We denote it by
g(t, x, v) and define
F [E](t, x) =
∫
|x−y|<r
∫
Rd
g(t, y,w)wdwdy
δ +
∫
|x−y|<r
∫
Rd
g(t, y,w)dwdy .
In the following, we suppose the weak solution g(t, x, v) ∈ C∞0 ([0, T ] × R2d). If
not, we approximate f0 with f ε0 and use the smooth solution gε(t, x, v) to substitute
g(t, x, v).
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We will show that F satisfies the frame of Schauder fixed point theorem and
yields the following theorem. We denote the approximate solution by f δ(t, x, v),
while Mδ(t) denotes the bound of its velocity support at time t.
Theorem 3.1. Assume 0 ≤ f0(x, v) ∈ L1(R2d)∩ L∞(R2d) and M0 is bounded. Then
(3.1) admits a weak solution f δ(t, x, v) ∈ L∞([0, T ], L1(R2d)) ∩ L∞([0, T ] × R2d),
∀T > 0. Besides, f δ(t, x, v) and Mδ(t) satisfy
(i) 0 ≤ f δ(t, x, v) ≤ ‖ f0‖L∞(R2d)eλdt for a.e. (t, x, v) ∈ [0, T ] × R2d and
f δ(t, x, v) ∈ C([0, T ], L1(R2d)) ∩ L∞([0, T ] × R2d),
(ii) Mδ(t) ≤ M0,
(iii) ‖ f δ(t)‖Lp(R2d)= e
λd(p−1)t
p ‖ f0‖Lp(R2d), 1 ≤ p < ∞, ∀t ∈ [0, T ].
In order to prove the above theorem, we need the following lemmas.
Lemma 3.1. Assume E(t, x) ∈ X. Then F [E](t, x) ∈ X.
Proof. The proof is divided into three steps.
step 1: ‖F [E](t, x)‖L∞([0,T ]×Rd)≤ M0
According to Lemma 2.1, we know
supp f (t, ·, ·) = {(x, v) : x = X(t; x0, v0), v = V(t; x0, v0),where (x0, v0) ∈ supp f0}.
Since
dV
dt = λ(E(t, x) − V) and ‖E(t, x)‖L∞([0,T ]×Rd)≤ M0,
we have
|V(t; x0, v0)|≤ M0, ∀(x0, v0) ∈ supp f0.
Thus
‖F [E](t, x)‖L∞([0,T ]×Rd)≤ M0
∥∥∥∥∥ ρr(t, x)δ + ρr(t, x)
∥∥∥∥∥
L∞([0,T ]×Rd)
≤ M0.
step 2: |F [E](t, x2) − F [E](t, x1)|≤ C|x2 − x1|, ∀t ∈ [0, T ]
It is sufficient to prove
| jr(t, x2) − jr(t, x1)|≤ C|x2 − x1| and |ρr(t, x2) − ρr(t, x1)|≤ C|x2 − x1|.
Define
o(x1, r) = {y : |y − x1|< r}, o(x2, r) = {y : |y − x2|< r},
∆(x1, x2) = (o(x1, r) \ o(x2, r)) ∪ (o(x2, r) \ o(x1, r)).
(1) If |x1 − x2|< 2r, we have
|∆(x1, x2)| ≤ C
rd −
(
r −
|x1 − x2|
2
)d
≤ C(r)|x1 − x2|.
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Then
| jr(t, x2) − jr(t, x1)| =
∣∣∣∣∣∣
∫
o(x1,r)
∫
Rd
g(t, y,w)wdwdy −
∫
o(x2,r)
∫
Rd
g(t, y,w)wdwdy
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
∆(x1,x2)
∫
Rd
g(t, y,w)wdwdy
∣∣∣∣∣∣
≤ C‖ f0‖L∞(R2d)Md+10 |∆(x1, x2)|
≤ C|x2 − x1|.
Similarly, we have
|ρr(t, x2) − ρr(t, x1)|≤ C|x2 − x1|.
(2) If |x1 − x2|≥ 2r, we have
| jr(t, x2) − jr(t, x1)| ≤ | jr(t, x2)|+| jr(t, x1)|
≤ C‖ f0‖L∞(R2d) Md+10 rd
≤ C|x2 − x1|.
Similarly, we get
|ρr(t, x2) − ρr(t, x1)|≤ C|x2 − x1|.
Combining (1) and (2) yields the conclusion of step 2.
step 3: |F [E](t2, x) − F [E](t1, x)|≤ C|t2 − t1|, ∀t1, t2 ∈ [0, T ]
We only need to prove
| jr(t2, x) − jr(t1, x)|≤ C|t2 − t1| and |ρr(t2, x) − ρr(t1, x)|≤ C|t2 − t1|.
Employing the equation (2.1), we have
| jr(t2, x) − jr(t1, x)|
=
∣∣∣∣∣∣
∫
o(x,r)
∫
Rd
[g(t2, y,w) − g(t1, y,w)]wdwdy
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ t2
t1
∫
o(x,r)
∫
Rd
∂g
∂t
wdwdydt
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ t2
t1
∫
o(x,r)
∫
Rd
{
−w · ∇yg − λ∇w ·
[(
E(t, y) − w)g]}wdwdydt
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ t2
t1
∫
Rd
w
∫
∂o(x,r)
−gw · ndσdwdt + λd
∫ t2
t1
∫
o(x,r)
∫
Rd
g
[
E(t, y) − w]dwdydt
∣∣∣∣∣∣
≤C|t2 − t1|.
by direct computation. Similarly,
|ρr(t2, x) − ρr(t1, x)|≤ C|t2 − t1|.
Combining step 2 and step 3, we know
|F [E](t2, x2) − F [E](t1, x1)|
≤|F [E](t2, x2) − F [E](t2, x1)|+|F [E](t2, x1) − F [E](t1, x1)|
≤C|x2 − x1|+C|t2 − t1|.
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Therefore, F [E](t, x) ∈ C([0, T ] × Rd). 
Next lemma implies that F is a continuous functional in X. It states as follows.
Lemma 3.2. Assume {En} ∈ X satisfy ‖En − E‖L∞([0,T ]×Rd)→ 0, as n → ∞. Then
‖F [En] − F [E]‖L∞([0,T ]×Rd)→ 0, as n → ∞.
Proof. We only need to prove
‖ jnr (t, x) − jr(t, x)‖L∞([0,T ]×Rd)→ 0, as n → ∞
and
‖ρnr (t, x) − ρr(t, x)‖L∞([0,T ]×Rd)→ 0, as n → ∞.
Define
Unr (t, x) = {(y0,w0) :
(
Yn(t; y0,w0),Wn(t; y0,w0)
)
⊆ o(x, r) × suppvgn(t, ·, ·)},
Ur(t, x) = {(y0,w0) :
(
Y(t; y0,w0),W(t; y0,w0)
)
⊆ o(x, r) × suppvg(t, ·, ·)},
and
∆(Unr ,Ur) = (Unr \ Ur) ∪ (Ur \ Unr ).
Using Lemma 2.1, we obtain
(3.3)
| jnr (t, x) − jr(t, x)|
=
∣∣∣∣∣∣
∫
o(x,r)
∫
Rd
gn(t, y,w)wdwdy −
∫
o(x,r)
∫
Rd
g(t, y,w)wdwdy
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
∆(Unr ,Ur)
f0(y0,w0)Wn(t; y0,w0)dw0dy0 +
∫
Ur
f0(y0,w0)(Wn − W)dw0dy0
∣∣∣∣∣∣
≤C|∆(Unr ,Ur)|+C|Wn − W |.
Employing the characteristic equation (2.3), we have
d(Yn − Y)
ds = Wn − W,
d(Wn − W)
ds = λ[En − E − (Wn − W)],
(Yn − Y)|s=t= 0, (Wn − W)|s=t= 0.
If ∀ε > 0, ‖En − E‖L∞([0,T ]×Rd)< ε, then a simple computation yields
(3.4) |Wn0 − W0|≤ λε and |Yn0 − Y0|≤ λTε.
Since
(3.5) |∆(Unr ,Ur)|≤ |∂(Unr ∩ Ur)|·λTε ≤ Cε,
Combining (3.3), (3.4) and (3.5), we obtain
‖ jnr (t, x) − jr(t, x)‖L∞([0,T ]×Rd)≤ Cε.
Similarly, we get
‖ρnr (t, x) − ρr(t, x)‖L∞([0,T ]×Rd)≤ Cε.

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The following lemma is the famous velocity averaging lemma. We mainly use it
to get some compactness of the approximate solutions. For the detailed proof, we
refer the reader to [13].
Lemma 3.3 (DiPerna and Lions 1989). Let m ≥ 0, f , g ∈ L2(R+ × R2d) and
f (t, x, v), g(t, x, v) satisfy
∂ f
∂t
+ v · ∇x f = ∇ξvg in D′
((0, T ) × R2d),
where ∇ξv = ∂
ξ1
v1
∂
ξ2
v2
· · · ∂
ξd
vd
and |ξ|= ∑di=1 ξi = m. Then for any ϕ(v) ∈ C∞0 (Rd), it
holds that∥∥∥∥∥
∫
Rd
f (t, x, v)ϕ(v)dv
∥∥∥∥∥
Hs(R+×Rd)
≤ C
(
‖ f ‖L2(R+×R2d)+‖g‖L2(R+×R2d)
)
,
where s = 12(1+m) and C is a positive constant.
This lemma is used to prove that F is compact. Using the fact that the velocity
support is uniformly bounded for the linear equation if it is bounded initially, we
remove the constraint |x|2 f0(x, v) ∈ L1(R2d) in [24].
Lemma 3.4. Assume {En} ⊆ X. Then there exists a subsequence still denoted by
{En} such that ‖F [En] − F [E]‖L∞([0,T ]×Rd)→ 0 as n → ∞.
Proof. We only need to prove
jnr (t, x) → jr(t, x) and ρnr (t, x) → ρr(t, x) uniformly in [0, T ] × Rd,
as n → ∞.
For any ε > 0, there exists a ball B(R) such that∫
Rd\B(R)
f0(x, v)dvdx < ε.
Employing Lemma 2.1, we have
(3.6)
∣∣∣∣∣∣
∫ T
0
∫
Rd\B(R+M0T )
∫
Rd
gn(t, x, v)vdvdxdt
∣∣∣∣∣∣
≤M0
∣∣∣∣∣∣
∫ T
0
∫
Rd\B(R)
∫
Rd
f0(x, v)dvdxdt
∣∣∣∣∣∣
≤M0Tε.
Since
∂gn
∂t
+ v · ∇xgn = −λ∇v · [(En(t, x) − v)gn] in D′((0, T ) × R2d),
and
‖gn‖L2([0,T ]×R2d)≤ C, ‖(En(t, x) − v)gn‖L2([0,T ]×R2d)≤ C,
Using Lemma 3.3, we get∥∥∥∥∥
∫
Rd
gn(t, x, v)vdv
∥∥∥∥∥
H
1
4 ([0,T ]×Rd)
≤ C,
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where we have used the fact that the velocity support of gn is uniformly bounded
for t ∈ [0, T ]. Since
(3.7) H 14 ([0, T ] × B(R + M0T )) →֒ →֒ L1 ([0, T ] × B(R + M0T )) ,
combining (3.6), we know there exists a subsequence still denoted by jn such that
(3.8)
∫ T
0
∫
Rd
| jn(t, x) − j(t, x)|dxdt → 0, as n → ∞,
where
jn(t, x) =
∫
Rd
gn(t, x, v)vdv and j(t, x) =
∫
Rd
g(t, x, v)vdv.
In the above equation, g is the weak limit of gn in L2([0, T ]×R2d). By the definition
of jnr (t, x) and jr(t, x), we have
| jnr (t, x) − jr(t, x)| ≤
∫
o(x,r)
| jn(t, y) − j(t, y)|dy
≤
∫
Rd
| jn(t, y) − j(t, y)|dy, ∀x ∈ Rd.
From (3.8), we know there exists a further subsequence such that
| jnr (t, x) − jr(t, x)|→ 0 for a.e. t ∈ [0, T ]
uniformly with respect to x, as n →∞. Using the fact that
| jnr (t2, x) − jnr (t1, x)|≤ C|t2 − t1| and | jr(t2, x) − jr(t1, x)|≤ C|t2 − t1|,
we know
jnr (t, x) → jr(t, x) uniformly in [0, T ] × Rd, as n → ∞.
Similarly, we get
ρnr (t, x) → ρr(t, x) uniformly in [0, T ] × Rd, as n → ∞
and then conclude the proof. 
With the help of the above lemmas, we can easily present the proof of Theorem
3.1, by using the Schauder fixed point theorem and our analysis on linear equation.
Proof of Theorem 3.1. Since X is convex and bounded. Using Lemma 3.1 and
Lemma 3.4, we know FX is convex and compact, and FX ⊆ X. Thus F (FX) ⊆
FX. Using the Schauder fixed theorem, we know there is a fixed point in FX.
Therefore, (3.1) has a weak solution.
Based on our analysis on linear equation, we know Theorem 2.1 (i), (ii) hold
for every E(t, x) ∈ X. Especially for the fixed point, we have Theorem 3.1 (i) and
(iii). From the step 1 of Lemma 3.1, we know Theorem 3.1 (ii) holds. Thus we
complete the proof of Theorem 3.1.
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4. Existence ofWeak Solution for the Original Equation
In this section, we will recover the weak solution of (1.1) by taking weak limit
to the approximate solutions of (3.1).
Proof of Theorem 1.1. From Theorem 3.1, we know there exists a sequence f δ(t, x, v)
such that
(4.1) f δ(t, x, v) ⇀ f (t, x, v) weakly in L2([0, T ] × R2d).
Since ‖ f δuδ‖L2([0,T ]×R2d)≤ C, there also exists a subsequence
f δuδ ⇀ m weakly in L2([0, T ] × R2d).
We only need to prove m = f u. Following the proof of Lemma 3.4, we know
(4.2)
∫
Rd
f δ(t, x, v)ϕ(v)dv →
∫
Rd
f (t, x, v)ϕ(v)dv, ∀ϕ(v) ∈ C∞0 (Rd)
and for a.e. (t, x) ∈ [0, T ] × Rd, as δ → 0. By the definition
jδr (t, x) =
∫
o(x,r)
∫
Rd
f δ(t, y,w)wdwdy, ρδr (t, x) =
∫
o(x,r)
∫
Rd
f δ(t, y,w)dwdy,
then the Lebesgue dominated convergence theorem yields
(4.3) jδr (t, x) → jr(t, x) a.e. in [0, T ] × Rd, as δ→ 0,
and
(4.4) ρδr (t, x) → ρr(t, x) a.e. in [0, T ] × Rd, as δ→ 0.
Define
A = {(t, x) : ρr(t, x) = 0}, B = {(t, x) : ρr(t, x) > 0}.
By the definition of A, we know A ⊆ [0, T ]×Rd\supp f (·, ·, v) for any v ∈ Rd. Com-
bining the fact |uδ|≤ M0 and (4.2), the Lebesgue dominated convergence theorem
yields
(4.5)
∫
A
∫
Rd
f δ(t, x, v)ϕ(v)dvφ(t, x)uδdxdt → 0,
for any ϕ(v) ∈ C∞0 (Rd), φ(t, x) ∈ C∞0 ((0, T ) × Rd), as δ → 0. Using the definition
of u(t, x) in (1.2), we also have
(4.6)
∫
A
∫
Rd
f (t, x, v)ϕ(v)dvφ(t, x)udxdt = 0,
for any ϕ(v) ∈ C∞0 (Rd), φ(t, x) ∈ C∞0 ((0, T ) × Rd). Thus(4.7)
lim
δ→0
∫
A
∫
Rd
f δ(t, x, v)uδϕ(v)φ(t, x)dvdxdt =
∫
A
∫
Rd
f (t, x, v)uϕ(v)φ(t, x)dvdxdt,
for all ϕ(v) ∈ C∞0 (Rd) and φ(t, x) ∈ C∞0 ((0, T ) × Rd).
For any (t, x) ∈ B, combining (4.3), (4.4) and the definition of u give
uδ(t, x) → u(t, x) a.e. in B, as δ→ 0.
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Then the Lebesgue dominated convergence theorem leads to
(4.8)
lim
δ→0
∫
B
∫
Rd
f δ(t, x, v)uδϕ(v)φ(t, x)dvdxdt =
∫
B
∫
Rd
f (t, x, v)uϕ(v)φ(t, x)dvdxdt,
for all ϕ(v) ∈ C∞0 (Rd) and φ(t, x) ∈ C∞0 ((0, T ) × Rd). Combining (4.7) and (4.8),
we have
(4.9)
lim
δ→0
∫ T
0
∫
R2d
f δ(t, x, v)uδϕ(v)φ(t, x)dvdxdt =
∫ T
0
∫
R2d
f (t, x, v)uϕ(v)φ(t, x)dvdxdt,
for all ϕ(v) ∈ C∞0 (Rd) and φ(t, x) ∈ C∞0 ((0, T ) ×Rd). Using the density of the sums
and products of the form ϕ(v)φ(t, x) in C∞0 ((0, T ) × R2d, we get
f δuδ → f u in D′((0, T ) × R2d), as δ → 0.
Thus f is a weak solution of (1.1). Employing (4.1) and Theorem 3.1, it is easy to
see Theorem 1.1 (i), (ii) and (iii) hold. This completes the proof.
5. Conclusion
In this paper, we just prove the existence of weak solutions, while the uniqueness
is a remaining unsolved problem. The rigorous derivation of the kinetic model is
also a challenging question. These issues are beyond the scope of our paper.
From a modeling perspective, there are many other factors that are not included
in our model. The most meaningful is to add noise to the model. It will lead to the
addition of a Laplace term in the equations. Whether we can establish the global
well-posedness of the solution around the equilibrium state or not as in [15] is also
an interesting question.
From a theoretical point of view, the derivation of the fluid model from the ki-
netic model can also been done following formal arguments. A very recent trend of
research has been launched in these directions. We refer the reader to [1][2][3][4]
[5][7][11][12][16][17] [18][20][21][25]. But the analysis, asymptotic behavior and
the stability of many of these models still remain unexplored. For further reference
to the state of the art in this interesting topic, we refer the reader to the survey paper
[6] for the recent results in this territory.
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