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A recent experiment has observed the antiferromagnetic interaction between the ground state
1S0 and the metastable state
3P0 of
171Yb atoms, which are fermionic. This observation combined
with the use of state-dependent optical lattices allows for quantum simulation of the Kondo model.
We propose that in this Kondo simulator the anomalous temperature dependence of transport,
namely the Kondo effect, can be detected through quench dynamics triggered by the shift of a
trap potential. For this purpose, we improve the numerical efficiency of the minimally entangled
typical thermal states (METTS) algorithm by applying additional Trotter gates. Using the im-
proved METTS algorithm, we compute the quench dynamics of the one-dimensional Kondo model
at finite temperatures quasi-exactly. We find that the center-of-mass motion exhibits a logarithmic
suppression with decreasing the temperature, which is a characteristic feature of the Kondo effect.
Orbital degrees of freedom are a fundamental element
for understanding physics of various condensed matter
systems, including heavy-fermion materials [1, 2], transi-
tion metal oxides [3–5], iron pnictides [6–8], and com-
pound semiconductors [9, 10]. In these systems, the
multiorbital character, together with the spin degrees
of freedom and strong interparticle interactions, leads
to the emergence of magnetism, superconductivity, ex-
citonic condensation, and the Kondo effect. It is widely
believed that the essence of some of these properties can
be extracted by analyzing the two-orbital Anderson- and
Kondo-type models, in which delocalized fermions in one
orbital exchanges their spins with localized fermions in
the other orbital. However, accurate simulation of these
models with classical resources is in general intractable
because of the exponential growth of the Hilbert space
and the minus sign problem in quantum Monte Carlo
simulations.
An alternative approach for analyzing the proto-
typical two-orbital models is analog quantum simula-
tion [11] using optical lattices loaded with ultracold
gases [12–14]. It has been proposed that optical-lattice
quantum simulators (OLQSs) of the two-orbital models
can be realized with use of fermionic alkaline-earth-like
atoms (AEAs) [15–19], such as strontium [20] and ytter-
bium [21, 22]. A remarkable advantage of AEAs over
alkali atoms is the existence of the electronically excited
state 3P0 or
3P2 with long lifetime, which can be coupled
to the ground state 1S0 via an ultranarrow clock transi-
tion. Riegger et al. indeed have used a state-dependent
optical lattice to create a two-orbital fermionic quantum
gas of 173Yb [23], in which atoms in 1S0 (
3P0) state play
a role of delocalized (localized) fermions. Moreover, Ono
et al. have reported the observation of antiferromagnetic
spin-exchange interaction between the 1S0 and
3P0 states
of 171Yb [24]. Since 171Yb atoms in the 1S0 state hardly
interact with each other [25], their two-orbital system in
a state-dependent optical lattice naturally simulates the
Kondo model.
One of the most important targets of the OLQS of the
Kondo model is the Kondo effect [26–31], in which a local-
ized fermion forms a many-body spin-singlet state with
delocalized fermions when the temperature is lowered.
The formation of such Kondo singlets causes the anoma-
lous increase of the resistance with decreasing the tem-
perature. The Kondo effect is thought to be a key con-
cept for understanding rich quantum phases and phase
transitions of the Kondo lattice model represented by
a Doniach phase diagram [32]. Since transport proper-
ties of trapped quantum gases have been often investi-
gated by measuring their center-of-mass (COM) motion
induced in response to a sudden displacement of the trap-
ping potential [33–38], it is likely that the Kondo effect
in the OLQS of the Kondo model will be detected via
such simple transport measurements. However, accurate
theoretical predictions on the COM dynamics have never
been made because of the difficulties in calculating real-
time evolution of the quantum many-body system with
two orbitals at finite temperatures.
In this letter, we develop a numerical method that
overcomes such difficulties in order to show that the
Kondo effect of the Kondo OLQS can be indeed de-
tected by measuring the COM motion of the delo-
calized fermions after the trap displacement. Specifi-
cally, we restrict ourselves to one-dimensional (1D) sys-
tems, in which matrix product states (MPS) serve as
an efficient description of states with relatively low en-
ergy [39–41], and modify the finite-temperature algo-
rithm using the minimally entangled typical thermal
states (METTS) [42, 43]. Our modified METTS algo-
rithm includes additional Trotter gates and allows for ef-
ficient simulations of systems with an Abelian symmetry,
such as the Hubbard and Kondo models. Using the modi-
fied METTS, we compute the finite temperature dynam-
ics of the Kondo model with the antiferromagnetic in-
teraction and find that when the temperature decreases,
the maximum COM speed during the dynamics logarith-
mically decreases, i.e., the transport exhibits a logarith-
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2mic suppression, which is a characteristic feature of the
Kondo effect. We also analyze the fully spin-polarized
system and the ferromagnetic Kondo model, in which
the Kondo effect does not occur [44], as references to be
compared with the antiferromagnetic case. The logarith-
mic suppression of the transport is found to be absent in
these two cases.
Model and method.— We consider an ultracold mixture
of 171Yb atoms, which are fermionic, in the 1S0 and
3P0
states confined in a combined potential of optical lattices
and a parabolic trap. We assume that the transverse op-
tical lattice is sufficiently deep such that the system can
be regarded to be spatially 1D. The longitudinal opti-
cal lattice is state dependent in a way that an atom in
the 3P0 state is localized at j = 0 while the lattice for
1S0 atoms is modestly deep for the tight-binding approx-
imation to be valid but is shallow enough to make 1S0
atoms delocalized. This system is well described by the
1D Kondo model [26, 45] with a parabolic trap term,
Hˆ =− J
L−1∑
i=−L
∑
σ
(
cˆ†iσ cˆi+1σ + H.c.
)
+ V sˆi=0 · Sˆimp
+ w
L∑
i=−L
∑
σ
(i− xc/a)2nˆiσ,
(1)
and can be regarded as an OLQS of the model. The
total number of sites is 2L + 1. Here, cˆ†iσ (cˆiσ) creates
(annihilates) a 1S0 fermion with spin σ at site i, and
nˆiσ = cˆ
†
iσ cˆiσ. sˆi = (sˆ
x
i , sˆ
y
i , sˆ
z
i ) are spin operators of a
1S0 fermion at site i and each component is defined as
sˆγ = (1/2)
∑
αβ cˆ
†
iασ
γ
αβ cˆiβ with the Pauli matrices σ
γ .
Sˆimp = (Sˆ
x
imp, Sˆ
y
imp, Sˆ
z
imp) are spin operators of the im-
purity fermion at site 0. J denotes the hopping amplitude
of 1S0 fermions, V the spin-exchange interaction between
1S0 and
3P0 fermions, w the amplitude of the trap, xc
the position of the trap center, and a the lattice constant.
The interaction between 171Yb atoms in the 1S0 state
can be safely ignored because it is very small (the s-wave
scattering length is as = −0.15 nm [25]). It is worth not-
ing that there exists direct interaction between 1S0 and
3P0 fermions, which is given by Vd(
∑
σ nˆi=0σ)nˆimp [24].
Since the number of a 3P0 fermion nˆimp is fixed to be
unity, the direct interaction is equivalent to a barrier po-
tential at site 0. We assume that a laser beam is fo-
cused on site 0 to cancel the direct interaction. Such
control can be made in experiment, e.g., by using a
digital micromirror device [46, 47]. With this Hamil-
tonian (1), we calculate the time evolution of the COM
position xˆG =
∑L
i=−L,σ ianˆiσ/N with total particle num-
ber of 1S0 fermions N =
∑
iσ 〈nˆiσ〉 and the COM velocity
vˆG = − ih¯ [xˆG, Hˆ] followed by the shift of a trap center xc
from 3a to 0 at finite temperatures as depicted in Fig. 1.
In order to numerically simulate dynamics of quan-
tum many-body systems at finite temperatures, we use
FIG. 1. (Color online) The solid line represents the density
distribution of the delocalized fermions of the Kondo model
in the stationary state for N = 9, M = 0, V/J = 1, xc = 3a,
and β = 75J . The localized fermion is located at i = 0. The
dashed and dotted lines represent the parabolic trap potential
before and after the displacement of its center.
MPS and the METTS algorithm. There is another option
for computing such finite-temperature dynamics, namely,
the purification method [48–51]. However, since in the
purification method the density matrix of a system is
represented as a pure state by squaring the dimensions
of local Hilbert spaces, it is not very efficient for our two-
orbital system with large local Hilbert spaces.
In the METTS algorithm, thermal expectation value
at an inverse temperature β = 1/kBT is calculated as
〈Oˆ〉β =
Tr
[
e−
β
2 HˆOˆe−
β
2 Hˆ
]
Z
=
∑
i
〈
i
∣∣∣ e−βHˆ ∣∣∣ i〉
Z
〈
i
∣∣∣ e− β2 HˆOˆe− β2 Hˆ ∣∣∣ i〉〈
i
∣∣∣ e−βHˆ ∣∣∣ i〉 ,
(2)
and the summation over orthonormal basis |i〉 is per-
formed by the Markov-chain Monte Carlo (MCMC) sam-
pling. In the ordinary METTS algorithm [42, 43], the
transition probability of MCMC method from a state |i〉
to |j〉 is given by
pi→j =
∣∣∣〈j ∣∣∣ e− β2 Hˆ ∣∣∣ i〉∣∣∣2〈
i
∣∣∣ e−βHˆ ∣∣∣ i〉 (3)
With this transition probability, the METTS algorithm
suffers from a severe autocorrelation problem at high
temperatures as easily inferred from the β → 0 limit.
This autocorrelation problem can be eliminated by
breaking the total particle number conservation. How-
ever, the breaking of the conservation of particle num-
ber leads to significant increase of computation time in
dynamics. Hence, we introduce the following transition
probabilities for odd steps,
poddi→j =
∣∣∣〈j ∣∣∣ [Uˆ(τ)]ne− β2 Hˆ ∣∣∣ i〉∣∣∣2〈
i
∣∣∣ e−βHˆ ∣∣∣ i〉 (4)
3and
peveni→j =
∣∣∣〈j ∣∣∣ e− β2 Hˆ[Uˆ†(τ)]n ∣∣∣ i〉∣∣∣2〈
i
∣∣∣ [Uˆ(τ)]ne−βHˆ[Uˆ†(τ)]n ∣∣∣ i〉 (5)
for even steps. Here, τ is a parameter which characterizes
the Trotter gates,
Uˆ(τ) = e−iτHˆevene−iτHˆodd , (6)
and n is an integer. For Hˆeven and Hˆodd, one can take
any hermitian operators as long as they respect the con-
servation of particle number. We use the products of
local Hilbert states in some symmetric sector as the or-
thonormal basis |i〉. This approach is a variant of the
symmetric METTS algorithm [52] with symmetric bases
|i〉 and
[
Uˆ†(τ)
]n
|i〉, which are very flexible because of
the parameter τ and the freedom to choose Hˆeven and
Hˆodd. Moreover, the implementation of our approach is
quite easy since it requires only the applications of the
Trotter gates in addition to the ordinary METTS algo-
rithm. With the transition probabilities, we can reduce
the autocorrelation time by increasing τ and n without
breaking the conservation. The validity of our approach
and some benchmark results are shown in Supplemental
Material [53].
The dynamics of thermal expectation value is obtained
by representing the operator Oˆ in the Heisenberg picture
Oˆ(t) = eitHˆ
′/h¯Oˆe−itHˆ
′/h¯ with the Hamiltonian Hˆ ′ after a
quench. Both imaginary and real time evolutions of MPS
in this study are performed with the time-evolving block
decimation method [54–57] using the optimized Forest-
Ruth-like decomposition [58]. Throughout this study, we
set w/J = 0.001, the number of delocalized fermions N
to nine, L = 75, τ = 1.0/J , n = 4, and Hˆeven (Hˆodd) is
the Hamiltonian linking even (odd) bonds of the Kondo
model (1). On-site terms are equally divided to Hˆeven
and Hˆodd. Truncation error is set to 10
−10 in imaginary-
time evolution and 10−8 in real-time evolution, and the
bond dimensions are allowed to increase up to 4000.
Antiferromagnetic case.— We first consider the case
that the spin exchange interaction is antiferromagnetic
and the total magnetization is zero, i.e., V > 0 and
M =
〈
Sˆzimp +
∑
i sˆ
z
i
〉
= 0. In order to identify a tem-
perature range in which the Kondo effect occurs, we
show in Fig. 2 the spin correlation, Re
∑
i 〈Sˆ+impsˆ−i 〉 =∑
i 〈Sˆximpsˆxi + Sˆyimpsˆyi 〉, for V/J = 1 (blue solid line) and
5 (orange dashed line), as a function of the temperature.
It is clearly seen that when the temperature decreases,
the spin correlation grows logarithmically, implying the
formation of a many-body spin-singlet. For V/J = 1,
the significant growth of the correlation occurs at T <∼
0.1J/kB . In the following calculations for the real-time
dynamics, we take V/J = 1 and 75.0 ≤ βJ ≤ 7.5. Notice
FIG. 2. (Color online) The spin correlation versus temper-
ature in steady states for V/J = 1 (blue solid line) and 5
(orange dashed line). Error bars indicate 1σ uncertainty. We
set M = 0 and xc = 0.
FIG. 3. (Color online) Time evolution of the normalized COM
positions (a) and velocities (b) for several temperatures. We
set V/J = 1 and M = 0. The shaded regions are 1σ uncer-
tainty of trajectories.
that this temperature range is remarkably lower than the
lowest temperature, T = 0.25J/kB, achieved in experi-
ments with ultracold fermions [47]. We emphasize that
the temperature range for observing the Kondo effect in
experiments can be significantly lifted by increasing V/J .
For instance, Fig. 2 (b) shows that at V/J = 5 the growth
of the spin correlation occurs well above T = 0.25J/kB.
Nevertheless, we set V/J = 1 for computations of real-
time dynamics because the numerical cost is much more
expensive for higher temperatures.
Figure 3 shows the time evolution of the COM po-
sitions and velocities at several temperatures after the
shift of the trap center from xc = 3a to xc = 0. The
COM positions and velocities are respectively normal-
ized by 〈xˆG(0)〉 and ωf 〈xˆG(0)〉, where ωf = 2
√
wJ/h¯
denotes the dipole oscillation frequency of free parti-
cles [59]. ωf 〈xˆG(0)〉 means the maximum speed during
the undamped dipole oscillation starting with the posi-
tion 〈xˆG(0)〉. In Fig. 3, we see that the transport is signif-
icantly suppressed when the temperature decreases. This
tendency is reminiscent of the Kondo effect, in which the
resistance increases with decreasing the temperature.
Fully spin-polarized and ferromagnetic cases.— In or-
der to support our argument that the suppression of
transport is a manifestation of the Kondo effect, we also
compute the quench dynamics of the following two sys-
4FIG. 4. (Color online) Time evolution of the normalized COM
velocities in the fully spin-polarized system with V/J = 1 (a)
and in the ferromagnetic Kondo model with V/J = −1 (b).
tems, which are widely known NOT to exhibit the Kondo
effect [44]. The first example is a fully spin-polarized
system (M = 5), in which the spin-exchange interaction
term in Eq. (1) acts as a simple potential barrier term.
In this system, we completely prohibit spin-flip processes
that are essential for the Kondo effect [26]. Figure 4
(a) represents the dynamics of the normalized COM ve-
locities in the fully spin-polarized system. Except the
total magnetization M , any other settings are equivalent
to those of the dynamics shown in Fig. 3. In contrast
to the M = 0 case in Fig. 3 (b), the normalized ve-
locities in Fig. 4 (a) does not show visible temperature
dependence. This behavior is consistent with the for-
mula of the resistance, R ∝ T 2K−2, obtained from the
Tomonaga-Luttinger liquid theory, where K denotes the
Luttinger parameter for the charge sector and K = 1 for
noninteracting fermions [60–63].
The second example is the case that the spin-exchange
interaction is ferromagnetic. Specifically, we take V/J =
−1 and M = 0. Notice that while there exists the ferro-
magnetic Kondo effect in 1D for K < 1 [44, 64], this is
not the case for non-interacting delocalized fermions con-
sidered here. Figure 4 (b) shows the time dependence
of the normalized COM velocities in the ferromagnetic
Kondo model. Except the sign of V/J , any other set-
tings are equivalent to the settings in Fig. 3. Likewise
the fully spin-polarized case, the normalized COM veloc-
ities in the ferromagnetic Kondo model do not exhibit
visible temperature dependence.
In order to discuss the temperature dependence of
the transport more quantitatively, we plot the quantity,
R˜ = 1−maxt | 〈vˆG(t)〉 |/[ωf 〈xˆG(0)〉], in Fig. 5. As shown
in the Supplemental Material [53], R˜ is approximately
proportional to the resistance R under the assumption
that R˜  1, and is suited to characterizing the trans-
port. In Fig. 5, we see that the temperature dependence
of the transport is only visible in the antiferromagnetic
Kondo model with spin-flip processes (blue solid line).
We emphasize that the horizontal axis of Fig. 5 is loga-
rithmic scale; R˜ of the antiferromagnetic Kondo model
exhibits a logarithmic growth with decreasing the tem-
perature, which is a characteristic feature of the Kondo
FIG. 5. (Color online) Temperature dependence of R˜ =
1 − maxt |〈vˆG(t)〉|/(ωf〈xˆG(0)〉). The solid, dashed, dashed-
dotted lines represent the antiferromagnetic Kondo (M = 0
and V/J = 1), fully spin-polarized (M = 5 and V/J = 1),
and ferromagnetic Kondo (M = 0 and V/J = −1) systems.
Error bars indicate 1σ uncertainty.
effect. We suggest that observation of this logarithmic
temperature dependence serves as a smoking-gun signa-
ture of the Kondo effect in the OLQS of the Kondo model.
Summary.— In order to propose an experimental way
for observing the Kondo effect with ultracold alkaline-
earth-like atoms in optical lattices, we numerically sim-
ulated the finite temperature dynamics of the one-
dimensional Kondo model with using quasi-exact min-
imally entangled typical thermal states (METTS) algo-
rithm based on matrix product states. We found that
when the spin-exchange interaction is antiferromagnetic,
the COM motion after a sudden displacement of the trap
potential is suppressed logarithmically with decreasing
the temperature. In contrast, it was shown that such sup-
pression of the transport is absent in the ferromagnetic
Kondo model or the fully spin-polarized system. These
findings convincingly indicate that the Kondo effects in
ultracold atoms are detectable via the simple transport
measurement.
We also improved the numerical efficiency of the
METTS algorithm without breaking the total particle
number conservation by the applications of the Trotter
gates. The modified METTS algorithm can be applied
to other systems for accurately analyzing static and dy-
namical properties at finite temperatures, such as the
spectral functions [65] and the out-of-time ordered cor-
relations [66].
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VALIDITY OF TRANSITION PROBABILITIES WITH UNITARY
TRANSFORMATIONS
In the main text, we introduce the transition probabilities for odd Markov steps
poddi→j =
∣∣∣〈j ∣∣∣ Uˆe−β2 Hˆ ∣∣∣ i〉∣∣∣2〈
i
∣∣∣ e−βHˆ ∣∣∣ i〉 (1)
and
peveni→j =
∣∣∣〈j ∣∣∣ e−β2 HˆUˆ † ∣∣∣ i〉∣∣∣2〈
i
∣∣∣ Uˆe−βHˆUˆ † ∣∣∣ i〉 (2)
for even steps. Here, a state |i〉 is some orthonormal basis, β is inverse temperature, Hˆ is
a system Hamiltonian, and Uˆ is some unitary operator. The stationary distribution of the
Markov chain should be the canonical ensemble
Πi =
〈
i
∣∣∣ e−βHˆ ∣∣∣ i〉
Z
(3)
so that the minimally entangled typical thermal states (METTS) algorithm gives correct
thermal expectation values [1, 2]. Here, Z =
∑
i 〈i|e−βHˆ |i〉. In this section of the Supple-
mental Material, we show the stationary distribution of the Markov chain defined by the
transition probabilities (1) and (2) is the canonical ensemble (3).
The stationary distribution can be obtained as the left eigenvector with the eigenvalue
1 of a transition matrix defined as pi,j = pi→j [3]. By taking the two Markov steps as one
step, the transition probability for every two step can be given as
pi→j =
∑
k
poddi→kp
even
k→j. (4)
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2With this transition probability, one can directly confirm that the canonical ensemble Πi (3)
is the stationary distribution as follows:
∑
i
Πipi→j =
1
Z
∑
i,k
∣∣∣〈k ∣∣∣ Uˆe−β2 Hˆ ∣∣∣ i〉∣∣∣2
∣∣∣〈j ∣∣∣ e−β2 HˆUˆ † ∣∣∣ k〉∣∣∣2〈
k
∣∣∣ Uˆe−βHˆUˆ † ∣∣∣ k〉
=
1
Z
∑
k
〈
k
∣∣∣ Uˆe−βHˆUˆ † ∣∣∣ k〉
∣∣∣〈j ∣∣∣ e−β2 HˆUˆ † ∣∣∣ k〉∣∣∣2〈
k
∣∣∣ Uˆe−βHˆUˆ † ∣∣∣ k〉
=
1
Z
∑
k
〈
j
∣∣∣ e−β2 HˆUˆ † ∣∣∣ k〉〈k ∣∣∣ Uˆe−β2 Hˆ ∣∣∣ j〉
= Πj.
(5)
Therefore, the canonical ensemble Πi (3) is the left eigenvector with the eigenvalue 1 and thus
the stationary distribution of the Markov chain defined by the transition probabilities (1)
and (2).
A BENCHMARK RESULT IN THE KONDO MODEL
In this section, we show that the unitary transformation implemented by the successive
applications of the Trotter gates used in the main text reduces the autocorrelation of samples
and the total computation time through a performance test with the Kondo model,
Hˆ = −J
L−1∑
i=−L
∑
σ
(
cˆ†iσ cˆi+1σ + H.c.
)
+ V sˆi=0 · Sˆimp + w
L∑
i=−L
∑
σ
i2nˆiσ. (6)
Here, J is the hopping amplitude, cˆ†iσ (cˆiσ) creates (annihilates) an itinerant fermion with
spin σ at site i, V is the spin-exchange interaction between an itinerant fermion and a
localized spin at site 0, sˆi = (sˆ
x
i , sˆ
y
i , sˆ
z
i ) are spin operators of an itinerant fermion at site i
and each component is defined as sˆγ = (1/2)
∑
αβ cˆ
†
iασ
γ
αβ cˆiβ with Pauli matrices σ
γ, Sˆimp =
(Sˆximp, Sˆ
y
imp, Sˆ
z
imp) are spin operators of the localized spin, w is the amplitude of a trap
potential, and nˆiσ = cˆ
†
iσ cˆiσ. We choose the same parameter with the main text for the
performance test, i.e., V/J = 1.0, L = 75, w/J = 0.001, the number of particles are set to
nine, and the total magnetization is set to zero. We also choose the same unitary operator
with the main text for Uˆ :
Uˆ =
[
e−iHˆeven/Je−iHˆodd/J
]4
. (7)
3FIG. 1. The comparison of computation time required to reach the stationary distribution between
the original (blue solid) and modified (orange dashed) METTS algorithms.
Here, Hˆodd (Hˆeven) is the Hamiltonian linking odd (even) bonds of the Kondo model (6).
On-site terms are equally divided to Hˆodd and Hˆeven.
The benchmark of the modified METTS algorithm is performed by comparing the time
required to reach the stationary value of the total energy with the original METTS algo-
rithm with the fixed total particle number. An inverse temperature β is set to 2.5J−1. All
calculations are performed on a single thread of Intel Xeon E5–2683 v4 processor and use
the same pseudo-random number sequence.
Figure 1 represents the chronological sequence of the total energy 〈Hˆ〉 in the original (blue
solid line) and modified (orange dashed line) METTS algorithm. From this data, one can
infer how fast the Markov chain reaches their stationary distribution. Although it is difficult
to point out precisely when the stationary distributions are realized, the modified METTS
algorithm approaches the stationary value twice or three times as fast as the original METTS
algorithm: The applications of the Trotter gates reduces the computation time indeed.
The improvement given by the applications of the Trotter gates are also visible in the
selected transition probabilities adopted at each Markov step. Figure 2 shows the transition
probability selected in first hundred Markov steps. In the original METTS algorithm (blue
4FIG. 2. The selected transition probability for first hundred Markov steps in the original (blue
solid) and modified (orange dashed) METTS algorithms.
solid line), the typical order of the transition probability is 10−5. On the other hand, the
typical order in the modified METTS algorithm (orange dashed line) is 10−10: Roughly
speaking, the modified METTS algorithm select a next state from 105 times larger region of
the Hilbert space compared to the original METTS algorithm. Because of the larger region,
the autocorrelation of samples in the modified METTS algorithm is much smaller than that
of the original METTS algorithm and the small autocorrelation leads to numerically efficient
simulations shown in Fig. 1.
RELATION BETWEEN RESISTANCE AND THE MAXIMUM
CENTER-OF-MASS VELOCITY
In this section, we relate the resistance R and the quantity
R˜ = 1− vp
vf
(8)
by regarding the difference of kinetic energy between undamped and damped dipole oscil-
lations as the Joule heat [4]. Here, vp is the peak velocity of the center-of-mass (COM)
motion during the damped dipole oscillation and vf is the maximum COM velocity of the
5undamped dipole oscillation.
After the quarter of the dipole oscillation period tq, the COM velocity reaches maximum
value and the difference of the kinetic energy between undamped and damped oscillations
at this time point is given by
Ediff =
1
2
mtot(v
2
f − v2p) (9)
with the total mass mtot. Assuming R˜  1, or equivalently (vf − vp)/vf  1, the energy
difference (9) can be approximated to
Ediff = mtotv
2
f
[
1− vp
vf
− 1
2
(
vf − vp
vf
)2]
≈ mtotv2f R˜. (10)
If we regard the effects of interactions on the dipole oscillation as those from a resistor,
its resistance R is obtained by identifying the kinetic energy difference to the Joule heat
generated during the quarter period, in short,
Ediff = RI
2tq (11)
where I is the time-averaged particle current over the quarter period which is almost pro-
portional to vf , I ∼ αvf with some constant α. From Eqs. (10) and (11), one can derive
R˜ ∼ α
2tq
mtot
R, (12)
and thus R˜ is approximately proportional to the resistance R under the assumption that
R˜ 1.
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