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Abstract
Reaction times are described as a measure of perception, decision making, and other
cognitive processes. For each individual, they usually follow an ex-gaussian distri-
bution. However, this approach omits relationships between consecutive answers to
tasks geared to evaluate attention. We show how natural visibility graphs (NVG’s)
can provide a further insight for analyzing these times and in the prediction of
attention deficit hyperactivity disorder (ADHD) among young students.
Keywords: Natural visibility graph; attention deficit hyperactivity disorder;
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1 Introduction
Attention deficit hyperactivity disorder (ADHD) is a mental disorder that car-
ries problems in paying attention, excessive activity, or difficulties for control-
ling behavior. In school-aged children, ADHD may provoke a poor academic
performance. Its diagnosis is confirmed in the basis of psychiatric interviews
received by the children, their parents, and their teachers. However, there is
usually a backlog between the appearance of symptoms and the diagnosis and
beginning of the treatment [7].
The reaction time (RT) is defined as the elapsed time between the pre-
sentation of a sensory stimulus and a subsequent behavioral response. It is
understood as a measure of the processing speed. Alternative conductual ap-
proaches to the diagnosis of ADHD have been recently based on the modeling
of RT’s. Increased intra-individual variability in RT’s is one highly consistent
abnormalities in ADHD. Usually, reaction times follow an ex-Gaussian dis-
tribution. The fitting of the distribution of RT’s to probabilistic functions is
usually performed trying to maximize the likelihood estimation [9]. Several
studies have been recently developed with the goal of setting a correspondence
between the three parameters (µ, σ, τ) of an ex-Gaussian distribution of RT
derived from performance tests, such as the one of Conners’ continuous per-
formance tests [1], with mental disorders related to attention . In the last
years, the more interesting parameter has been τ since it has been assumed
to contain a perceptual portion of an RT, a decision component and it has
been recently related to factors related to attention. For a recent account on
the relevance of these three parameters in the diagnosis of ADHD, we refer to
[2,3]. We point out, that these approaches cannot replace professional diag-
nosis of a mental disorder, however they permit to conduct wider screenings
along large populations with a limited cost and it can permit to act when the
first symptoms appear.
The natural visibility graph (NVG) introduced in [5] permits to give a
visual representation of time series. These graphs inherit several properties
of the underlying time series. For instance, periodic series are represented by
regular graphs. In the same way, random series are represented by random
graphs. Furthermore, there is a connection between fractal series and scale-
free networks. As a matter of fact, stochastic time series are transformed into
graphs whose degree distributions P (k) follows a power-law function αk−γ [6].
NVG’s are also intended for deducing properties of the time series with the aid
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of network science results. Visibility graphs have been used for representing
complex time series that appear in different phenomena ranging from chaotic
signals, heartbeat variability, economics, language structure, and seismology.
An NVG comes from the representation of the data of a time series on
the plane. Let (t1, y1), (t2, y2), . . . , (tn, yn) be the observations of a time series,
where ti holds for the time and yi for the magnitude measured. Each observa-
tion (ti, yi) is represented by a segment from the point (ti, 0) to (ti, yi), for all
1 ≤ i ≤ n. The associated NVG graph G = (V,E) is constructed as follows:
Each one of these observations (ti, yi) is in correspondence with a node vi ∈ V
in the graph G. Two nodes vi, vj ∈ V of G are connected by an edge in E
if, and only if, we can connect the points (ti, vi) with (tj, vj) without crossing
any segment joining (tk, 0) to (tk, yk) for any 1 ≤ k ≤ n, k 6= i, j. NVG’s are
connected, undirected, and invariant under affine transformations of the series
data. For a detailed description of their properties we refer to [5].
In this work, NVG’s are used as a tool to study the answers of students to
a test of attention evaluation in order to detect which students are potential
candidates of having an ADHD disorder. We show how the preliminary results
obtained of a screening conducted over a group of students are congruent with
the medical diagnosis of the mental disorders of them.
2 Method and materials
The experiment was carried out in a group of 38 students who were 8 years
old and come from the Valencia region (Spain). The students took a lexical
decision task test of type yes/no, processed under a DMDX software on a
laptop. The test consists on presenting a set of letters (maybe only one) on the
screen and then the student has to answer whether the letter P appears or not
there. This task is inspired in the adaptation of attention tasks for children
presented in [8]. A total of 120 stimuli were presented to each student. A
maximum time to answer to each item was set to 2.500 ms. If the time
expires 2.500 ms. is assigned as answer time and a new stimulus is presented
to the student. Answers faster than 100 ms. were discarded.
For analyzing the results from the perspective of time series, we have just
considered the time needed to answer by each student. If the answer was tight,
then the time is considered as a positive magnitude. If not, we consider it
with negative value. Since NVG’s are invariant under affine transformations,
we have added to all the values 2 times the lowest negative amount. This
transformation permits us to consider all magnitudes as positive.
3 Results
We first have studied the distribution of the degrees of the nodes of the visibil-
ity graph associated to each participant. Figure 1 illustrates the probability of
a certain degree in the visibility graph for all the students of 8 year that took
part in the study. The degrees of the NVG of each participant are represented
by a different colour. At first sight, one can see that the results for 2 students
are significantly different respect to the others, with a higher frequency of
nodes of high order.
Afterwards, we have tried to verify whether the frequency of the degrees
of the NVG’s follow a power-law pattern. For instance, Figures 2 and 3 show
the probabilities of the degrees of the NVG for a pair of students and its
fitting to a power law function. Figure 2 corresponds to a student presenting
some attention disorder and Figure 3 to a regular student. We can see how
different is the behavior in both cases. The distribution of degrees in Figure
2 is concentrated in higher degrees. On the contrary, the probabilities for
student 18, see Figure 3 are concentrated in lower degrees.
















Fig. 1. Degree distribution of the visibility graphs of the participants.
In order to compare the different power law functions, we have computed
the matrix of p-values from the application of the Kolmogorov–Smirnov (K–S)
test to all pairs of participants in the study. This approach is quite similar to
the one carried out in [4]. The results are presented in Figure 4. The power-
law fitting of students 15, 16, and 17 differ considerably from the others, and
its quite similar between them. We observe that at the 5% level of significance,
we can reject the null hypothesis that any pair of students follow the same
distribution. A careful look should also be paid to students 16 and 17.

















Fig. 2. Degree distribution (student 15).















Fig. 3. Degree distribution (student 18).
Fig. 4. Matrix of p-values from the application of the Kolmogorov–Smirnov (K–S).
4 Discussion and conclusions
After a clinical and independent clinical evaluation, these three students were
diagnosed with ADHD and other behavioral disorders. One of them had a
family history of ADHD and two of them were being medicated. The next
applied objective of this research is to make a clinical diagnosis of subjects with
no normative results in response times regarding their age group, in order to
validate this detection methodology. We point out that these measurements
cannot replace a clinical assessment, but it could help to make the correct
diagnosis, mainly in a specially difficult field as ADHD[7].
To sum up, we have seen the potential use of this approach in screenings
of ADHD. However, some improvements has still to be carried out. Our
approach takes artificially whether the answers to the items were right or
not. Other options can also be considered for treating the wrong answers. In
fact, the three participants whose behavior differs from the others also show
a significantly higher number of mistakes respect to the others. Furthermore,
we have treated as equal missing responses and responses of 2500 ms.
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