In this contribution, different measurement noise pre-filtering techniques were developed using frequency-domain fluorescence measurements of homogeneous breast phantoms. We demonstrated that implementing noise pre-filtering, based on modulation depth and measurement error in amplitude, can improve model match between experimental and simulated data under varying experimental conditions (target depths, 1-3 cm and fluorescence optical contrast, 1:0 and 100:1). Noise pre-filtering also improves the qualitative estimation of target(s) location in reconstructed images in deep target(s) when there was fluorescence in the background. Interestingly, decreases in model mismatch did not necessarily correlate with increases in reconstructed target accuracy. In addition, it was observed that pre-filtering measurement noise using different criteria can help differentiate target(s) from artifacts, thus possibly minimizing the false-positive cases in a clinical environment. 1982-1989 (1998 
Introduction
Optical imaging is based on the principle of using the minimally absorbed and preferentially scattered near-infrared (NIR) light (between the wavelengths of 700-900 nm) in order to illuminate and detect optical signals deep into the tissue surface [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The inherent differences in the optical properties (in terms of absorption and scattering coefficient) between normal and diseased tissues detected using optical imaging technique is not sufficient for diagnosing early-stage or small volume tumors. Hence, contrast agents are used to improve the optical contrast ratio from small volume or deeply located targets.
Over the past few years, several researchers have embarked on the development of fluorescence-enhanced NIR optical technology as a new modality for molecularly based diagnostic imaging in deep tissues. Three-dimensional (3-D) fluorescence tomography studies have been successfully demonstrated by various research groups on small animal models [11] [12] [13] and recently on large tissue phantoms [14] [15] [16] [17] [18] . In all these tomography studies, the 3-D reconstructed images of the tissue phantoms are typically contaminated with artifacts (noise in parameter estimates) apart from the reconstructed target(s). These artifacts can arise from one or more of the following: (i) experimental errors arising from estimated tissue background optical properties, and/or homogeneity of the background phantom; (ii) instrumentation errors arising from detectors (based on their precision), optical filters (from light leakage), or other electronics that contaminate the NIR signal; and (iii) computational errors arising from the approximation of the light propagation models used in reconstruction algorithms or the accuracy of the numerical techniques employed in solving the highly illposed optical tomography problem. Efforts are made in minimizing the errors during experimental studies and data acquisition, although errors remain and appear as artifacts in the reconstructed images.
To date, there is little emphasis by researchers on the methods (if) implemented to prefilter their noisy data prior to tomography studies [14] [15] [16] [17] . In recent 3-D fluorescence optical tomography studies performed by Godavarty et al [14] , a modulation depth based noise prefiltering technique was employed to remove noisy measurement prior to image reconstructions. A modulation depth (AC/DC) based pre-filtering technique was chosen because model mismatch errors (errors between experimental and simulated data, which is obtained from appropriate light propagation models) were observed to increase sharply at detection points whose modulation depth was below 0.025 [14] . Noisy measurements may also exist independent of increased model mismatch errors, and thus remain unfiltered using the modulation depth pre-filtering criterion. These unfiltered measurements may in turn contaminate the 3-D reconstructed images with artifacts. Hence, in this contribution, different noise pre-filtering techniques are developed (which also includes the modulation depth based pre-filtering criteria from past studies) using experimental studies. The effect of filtering noisy optical measurements on 3-D image reconstructions is studied. Initially, the instrumentation and the different experimental data sets employed in our studies are briefly described. The correlations among different measurement parameters (that contain noise), such as modulation depth, measurement errors in amplitude (AC) and phase shift (θ) value, and source-detector distance are investigated in order to develop different noise pre-filtering techniques. Three-dimensional (3-D) image reconstructions using the developed noise prefiltering techniques are presented under different experimental cases (1:0 and 100:1 target:background fluorescence absorption contrast) at varying target depths. The effect of implementing the developed noise pre-filtering on model mismatch errors and quality of 3-D image reconstructions is discussed.
Materials and methods

Instrumentation
A frequency-domain photon migration (FDPM) intensified CCD (ICCD) based optical imaging system was developed in order to perform fluorescence-enhanced optical imaging on large breast phantoms [14] . The schematic of the FDPM-ICCD imaging system is illustrated in Fig. 1 . Detailed description of the instrumentation is provided elsewhere [14] and is briefly described herein. Sinusoidally modulated NIR light source at 783nm wavelength and at 100MHz was used to sequentially illuminate the hemispherical surface of the breast phantom at multiple point locations (via optical fibers). The generated fluorescent signals (from the external fluorescence contrast agents used in the phantom) along with the attenuated excitation signals (at 100 MHz) were collected via optical fibers from the hemispherical surface of the phantom and imaged using the ICCD camera, which was also modulated at 100MHz. Appropriate optical filters (band pass, long pass, holographic filters, [14] ) were used to eliminate the strong excitation signal, allowing only the weak fluorescence signal to be imaged by the ICCD detector. The two oscillators modulating the light at both the source and detector ends were phase locked, causing the steady-state signal, acquired and stored by the CCD camera, to be phase-sensitive. By introducing a phase delay varying from 0 to 2π between the two oscillators, steadystate phase sensitive measurements were observed to vary sinusoidally. Upon performing Fast Fourier Transforms (FFT), the amplitude (AC) and phase shift (θ) at each pixel (or point) was extracted for each repeated measurement (five in this case). Measurement repetitions were performed for each point detector location in order to assess the measurement error of the imaging instrument.
The integration time of the CCD camera was varied for different experimental cases, and even within each experimental case, based on the distance between the point of illumination and detection. The change in integration time can impact the inherent sources of noise in the imaging system (i.e. shot noise and electronic noise). In order to remove these sources of noise (when dominant and obvious over the weak fluorescence measurements) for our studies, a criteria was implemented to determine which fluorescence measurements should even be recorded during data acquisition. The criteria used was that fluorescence measurements for a given point source illumination was recorded only if the average modulation depth of all the collection points on the interfacing plate (that is imaged by the CCD camera) was greater than 0.1. This criterion was based on various preliminary studies with and without the use of fluorescence, in order to differentiate the actual measurements from the obvious/dominant noise (only) arising from the imaging system.
Experimental parameters
Initially, experiments were performed under homogeneous conditions (i.e. no target present) in order to determine any correlations among different measurement parameters (described in Section 2.3) and in turn develop different noise pre-filtering techniques. These techniques were further used for different heterogeneous phantoms contains target(s) under different experimental conditions. For homogeneous studies, the hollow breast phantom was filled with 0.01 μM Indocyanine Green (ICG, an external fluorescence contrast agent) in 1% Liposyn solution (Abbott Laboratories, North Chicago, IL). The intrinsic optical properties of 1% Liposyn in the homogeneous phantom were measured using a single-pixel FDPM imaging system [19] and the absorption coefficient of the ICG was estimated from its concentrations (see Table 1 ).
Further experimental studies were performed under target: background fluorescence absorption contrast ratios of 1:0 and 100:1 using a single 1x1x1 cm 3 target, which was located ~ 1 to 3 cm deep from the phantom surface. One μM of ICG in 1% Liposyn solution was used in the target, with 0 and 0.001 μM ICG in the in 1% Liposyn background, for the perfect (1:0) and imperfect (100:1) uptake cases, respectively, and for all the target depths (1.4, 2.0 and 2.8 cm). The optical properties of the target and the background for different experimental cases (using a different batch of 1% Liposyn solution from the homogeneous phantom studies) are provided in Table 2 . 
Correlation studies among different measurement parameters
Frequency-domain measurements provide AC and phase shift (θ) information for different source-detector pairs and distances (see Fig. 2 ). These measurements can in turn be used to calculate the DC, modulation depth (AC/DC), measurement errors in AC and θ (i.e. standard deviations in repeated AC and θ measurements). Image reconstructions employ one or more of the above measurement parameters in order to reconstruct the 3-D optical property distribution map of the phantom, and eventually determine the target(s)' location and size.
The quality of image reconstructions may improve by differentiating noise from the actual optical signal, prior to inversions. Hence, noise pre-filtering techniques are developed and implemented prior to image reconstructions.
Noise pre-filtering can be implemented by using cut-off limits in AC, θ, DC, AC/DC, and/or measurement errors in AC and θ. However, these measurement parameters could possibly be independent or dependent on each other, or with respect to changes in sourcedetector distance. Correlation among these parameters can aid in reducing the number of noise pre-filtering criteria, since filtering noisy data from one measurement parameter will eliminate the same noisy data from its correlated parameter.
In the current study, correlation studies were performed among the following measurement parameters: (i) modulation depth; (ii) source-detector distance; (iii) phase shift (θ); (iv) measurement error in AC (standard deviation of normalized repeated AC measurements); and (v) measurement error in θ (standard deviation of normalized repeated θ measurements). Since the measurement parameters AC and DC are contained in modulation depth (AC/DC), they were used as a single parameter in the correlation studies. The selection of the standard deviations is due to its statistical characteristic, which reflects how tightly the repeated measurements are clustered around the mean. Typically, the NIR light in a tissue medium tends to exponentially decay with increasing source-detector separation.
In frequency-domain measurements, it is expected that fluorescence signal in terms of modulation depth (AC/DC) and θ varies linearly with respect to the source-detector distance. As the fluorescence signal decays exponentially with increasing sources-detector distance, the magnitude of standard deviation values in AC and θ also tend to decrease accordingly. This is contradictory to the SNR (signal-to-noise ratio), which is expected to decrease at detectors far from the source locations. In order to reflect the true correlation of measurement errors with respect to source-detector separation and remain consistent with the SNR behavior, the repeated measurements of AC and θ were normalized prior to calculating the standard deviation values.
The statistical parameters (mean and standard deviation σ ) of five normalized measurements were calculated as below (x can be any AC or θ); 
Following the correlation studies, only the uncorrelated parameters were considered as noise pre-filtering tools, and appropriate cut-off values estimated (described in Section 3.1). These uncorrelated parameters were in turn used in different combinations in order to develop different noise pre-filtering techniques towards tomography studies.
Model mismatch error
The performance of different noise pre-filtering techniques was evaluated using the model mismatch errors. These errors are defined as the difference between the experimental measurements (after pre-filtrating the noisy measurements) and simulated measurements of AC and θ. The simulated measurements were obtained by solving the coupled diffusion equations, which describes light propagation and fluorescence generation in a turbid medium, using the Galerkin approximation of the finite element method (FEM) [20] [21] . The experimental fluorescence measurements were referenced for each given point source illumination, in order to account for the instrument effects [14] . The simulated measurements data were also referenced accordingly and the model mismatch error in terms of logarithmic AC ratio (ln(ACR) and relative phase shift (RPS) were determined by:
RPS error = RPS exp -RPS sim (4) where ACR and RPS are the referenced AC (AC ratio) and phase shift (relative phase shift) [14] . In these model mismatch studies, the experimental and simulated fluorescence measurements were referenced after pre-filtering the noisy measurements using the developed noise pre-filtering techniques.
Image reconstructions
A computationally efficient version of the approximate extended Kalman filter (AEKF) [22, 23] was used to reconstruct the 3-D fluorescence absorption coefficient (μ axf ) distribution in the breast phantom. The AEKF is a weighted-damped non-linear least-squares optimizer, weighted by the inverse of the sum of the measurement and model error covariance matrices and damped by the inverse of the recursively updated parameter error. This Bayesian method regularizes the inversion in an optimal manner, and explicitly compensates for spatial variability in SNR. Measurement error variances were assumed uncorrelated, with variances experimentally determined for repeated observations (we used 5) for each source-detector pair. Model error variances were also assumed uncorrelated, and were empirically chosen to be one-fourth the mean of the measurement error variance (as in [16, 23] ) in order to regularize underdetermined parts of the system. Reconstructions were performed with initial guess in the unknown parameter (μ axf ) that was assumed to be homogeneous with a low value of 0.003 cm -1 for the entire phantom. These parameter values were then transformed prior to updates using pseudo-beta transforms [22] in order to bounds-constrain parameter updates to within feasible values; initial transformed parameter error variance was empirically estimated to be 0.01 (as in [14] ). Extensive details of the algorithm are presented elsewhere [14-17, 22, 23] .
The reconstruction process was carried out recursively until the system converged to less than 1% in sum of squared prediction error or when 50 iterations has been reached. Anterior and lateral views of the 3-D reconstructed phantom under the perfect and imperfect uptake cases were plotted using Tecplot 10.6 software (Tecplot Inc., Bellevue, WA). A cutoff value of fluorescence absorption coefficient, μ axf was selected to distinguish between the background and the target based on the break between modes in the histogram of the reconstructed μ axf [14] . The reconstructed targets are quantified in location and the distanceoff. The Euclidean distance between the value-weighted centroids of the predicted and actual target location was termed as distance-off. The reconstructed optical contrast was estimated as the ratio of the mean of fluorescence absorption coefficient in reconstructed target to that in the background.
Results and discussion
Correlation of different measurement parameters
Correlation studies were performed among the following measurement parameters as described in Section 2.3. The homogeneous experimental data of AC/DC, phase shift (θ), measurement errors in AC and θ were plotted with respect to the source-detector distance, since these measurement parameters tend to change with source-detector distance. Figure 3(a) shows that the logarithm of modulation depth varied linearly with respect to source-detector distance, verifying that the modulation depth decreases exponentially with increasing source-detector distance (based on the physics of light decay). The linear correlation was observed only up to a source-detector distance of 8.0 cm (based on statistical regression analysis, R 2 =0.76) and hence measurements beyond source-detector distance of 8.0 cm can be considered noise. From past studies performed by Godavarty et al. [14] , the model mismatch error was significantly larger for those source-detector pairs (or measurement points) whose modulation depth was <0.025. Using this as an initial basis for our studies, the noisy measurements filtered using the 8.0 cm source-detector distance cut-off were a subset of the noisy measurements filtered using modulation depth of 0.025 as cut-off. However, beyond a source-detector distance of 6.0 cm, it was observed that the maximum modulation depth was less than 0.025. Hence, measurements even beyond source-detector distance of 6.0 cm can be considered as noise, although the linear correlation between the logarithm of AC/DC still exists at this source-detector distance.
From plotting the phase shift with respect to the source-detector distance (Fig. 3(b) ), it was observed that the phase shift deviates from the linear tread as the source-detector distance is ~ ≥6.0cm and source-detector distances of ≤ 1 cm. From simulated phase measurements under similar experimental conditions, it was observed that such deviations are possible probably due to the curvature of the tissue phantom and the sinusoidal nature of the phase measurements (see Fig. 3(c) ). It was thus difficult to differentiate between actual phase measurements and noise, causing phase shift to be an inappropriate noise pre-filtering criteria in our studies. The standard deviations of normalized phase shift were observed to be independent of the source-detector distance ( Fig. 3(d) ) and also < 1%. Hence this measurement parameter was not considered as a significant parameter to filter noisy measurements.
Figure 3(e) shows that the measurement error in AC (i.e. standard deviation of normalized amplitude) increases linearly with the source-detector distance. When 20% of the standard deviation of normalized amplitude was chosen as a cut-off, the eliminated measurements become a subset of the measurements filtered using modulation depth of 0.025 as cut-off (as shown in Fig. 3(f) ). However, a 20% of the standard deviation represents a very high tolerance to measurement error (close to the maximum standard deviation value). Therefore, in our studies, a 10% of the standard deviation of normalized amplitude (~ 50% of the maximum value) was selected as the maximum deviation in measurements that can be tolerated for tomographic imaging. The noisy measurements eliminated using the 10% cut-off value in measurement error of AC were not the same set of measurements eliminated using the modulation cut-off value of 0.025. This in turn implies that modulation depth are not correlated to measurement errors in AC, thus considering the measurement error in AC as another noise pre-filtering criterion during image reconstructions.
In summary, based on the correlation studies among different measurement parameters, modulation depth and measurement error in AC were chosen as the two noise pre-filtering criteria for tomography studies. These noise pre-filtering tools were used in different combinations to develop different noise pre-filtering techniques (PFT), as follows: (i) PFT-1 using only modulation depth (cut-off 0.025) as the noise pre-filtering tool (PFT-1); (ii) PFT-2 using only measurement error in AC (10% cut-off) as the noise pre-filtering tool; and (iii) PFT-3 using both the modulation depth and measurement error in AC as the noise prefiltering tools. The effects of the three noise pre-filtering techniques were assessed with respect to no noise pre-filtering technique (i.e. No PFT) employed on measurements, in terms of model mismatch error and the quality of 3D image reconstructions.
Model mismatch error studies
Model mismatch errors are represented as the variance ( 2 σ ) of ln(ACR) and RPS using the different noise-filtering techniques (i.e. No PFT, PFT-1, PFT-2, PFT-3) under perfect (1:0) and imperfect (100:1) uptake cases, in Fig. 4 and 5, respectively. In most experimental cases of varying fluorescence absorption contrast ratios (1:0 and 100:1) and target depths (1.4, 2.0 and 2.8 cm), the application of noise pre-filtering techniques tends to improve the model match in comparison to the no PFT case. This indicates that at least some of the model mismatch errors in the no PFT case is due to noisy measurements that were filtered using the three PFTs. Comparing the results among the three PFTs, it was observed in most cases that employing PFT-1 or PFT-3 provided relatively smaller variance in model mismatch errors of both AC and phase shift in comparison to the variance obtained by employing PFT-2. Unlike in PFT-2, where measurement error in AC alone was the criteria for pre-filtering noisy data, PFT-1 and PFT-3 employed modulation depth as a noise pre-filtering criteria. This implies that modulation depth based pre-filtering is probably a better criteria in reducing the model mismatch errors in comparison to the measurement error in AC based criteria.
Image reconstructions
Three-dimensional image reconstructions were performed using the different noise prefiltering techniques (no PFT, PFT-1, PFT-2, PFT-3) for different target depths (1.4, 2.0 and 2.8 cm) and fluorescence absorption contrast ratios (1:0 and 100:1). For brevity, only the results from the experimental case with target depth of 2.8 cm under perfect (1:0) and imperfect (100:1) uptake contrast ratios cases are presented in Fig. 6 and 7 , respectively. Under perfect uptake conditions (i.e., no background fluorescence), the contamination of measurements with background noise is relatively low and reconstructions were thus largely artifact free, regardless of the pre-filtering technique (Fig. 6, Table 3) . Similarly, even with imperfect uptake (target:background contrast of 100:1), there was no significant effect of noise pre-filtering techniques on quality of reconstruction when target depths were relatively shallow (i.e. 1.4 cm and 2.0 cm deep) (see Table 4 ). However, for the deepest targets (2.8 cm deep) under imperfect uptake conditions, artifacts appeared within the reconstructed images when no PFT case was applied (see Fig. 7(a) ). The artifacts were reduced upon employing the noise pre-filtering techniques as seen from Fig. 7(b)-(d) . These preliminary results suggest that pre-filtering of noise may only become crucial when targets are deep and there is confounding fluorescence in the background. It should be noted that we also performed image reconstructions (not shown here for brevity) using modulation depth cut-off values of 0.015 and 0.035 (in PFT-1). The higher cut-off value (0.035) reduced the quality of the reconstructions for the deepest target. This is probably from pre-filtering more useful measurements upon using larger modulation cut-off values, in experimental cases with no background fluorescence. There was no significant impact on the quality of image reconstructions at modulation depth cut-off value of 0.015. However, upon further decreasing the cut-off value, the noisy measurements generated artifacts especially in deeper targets with background fluorescence. It was also observed that the effect of PFTs on model mismatch errors was almost independent of their effect on the quality of image reconstructions in these studies.
The quantified results of the target localization and optical contrast are provided in Tables  3 and 4 for the perfect and imperfect uptake cases, respectively. In all the experimental studies (1:0 and 100:1 cases), the target localization and the recovered optical contrast improved upon using PFT-2 in comparison to using PFT-1 and PFT-3. In most cases, the target localization for the no-PFT case was good and comparable to the target localization using the PFT-2 case, as observed from Tables 3 and 4 . However, the reconstructed images using the no-PFT generated artifacts at deeper target cases contaminated by background noise, which were eliminated by PFT-2 case. In addition, it was also observed there was no correlation in the drop in model mismatch errors using noise PFTs and the quality of image reconstructions. These observations are preliminary and will be validated by extensive tomography studies in the future. Parallel to the above observations, an interesting observation was made for all experimental cases of 1:0 and 100:1 contrast ratios, and varying target depths. Image reconstructions with and without the use of noise pre-filtering techniques, consistently generated target(s) close to the true target location (see Fig. 6 and 7) . However, the artifacts appeared at different locations in the reconstructed images using different pre-filtering techniques. In a real clinical environment, the true location and number of targets (or tumors) are unknown. Hence by combining image reconstuctions using different noise pre-filtering techniques, we could possibly differentiate the target (from its consistent appearance in the same location for each reconstructed case) from artifacts (whose location is random and tends to change based on the noise pre-filtering technique employed), thus improving the accuracy of target detectability. In other words, this approach may help minimize the false positive and true negative cases during ROC (receiver operator characteristic) analysis.
Conclusions
Noise plays a significant role in any experimental study in any given field of research. Differentiating the acquired measurement as a weak signal or noise is very crucial in the postprocessing and analysis of the data. Imaging studies in a real clinical environment, data analysis can significantly impact the radiologist's report on the subject's health condition and eventually the treatment procedure. Fluorescence-enhanced optical imaging is an emerging technology towards cancer diagnostic/prognostic imaging. To date, there is still a need to develop standardized methods to differentiate noise from true optical signals.
The current work is a preliminary study towards developing appropriate noise prefiltering techniques, such that the reconstructed images of the imaged tissue medium or phantoms have minimal artifacts or the artifacts can be easily differentiates from the actual target(s) locations. In this contribution, we have studied the correlations of different measurement parameters obtained from large homogeneous breast phantoms using the FDPM-ICCD imaging system. Based on the correlations of these measurement parameters, three noise pre-filtering techniques were chosen for removing the noisy measurements (employing AC/DC and measurement error in AC). From the perfect and imperfect uptake studies under varying target depths, it was observed that the noise pre-filtering techniques become significant in cases where the target is deeply located (> 2 cm) and when fluorescence is also present in the background. Interestingly, performing 3-D image reconstructions using all the different proposed noise pre-filtering techniques (no PFT, PFT-1, PFT-2, and PFT-3) can possibly differentiate target(s) from artifacts. This observation was based on the fact that the target(s) repeatedly reconstructed in the same location using either of the noise prefiltering technique, whereas the location of artifacts varied with the technique employed. This result is very significant, especially from a clinical perspective of trying to minimize false positive cases.
The performance of these noise pre-filtering techniques will be further verified and validated by extensive future testing under varying experimental conditions from measurements obtained at different target depths, target number, target volumes, fluorescence absorption contrast ratio in large and clinically relevant tissue volumes and using different cut-off values in the noise pre-filtering parameters (modulation depth and standard deviation in normalized amplitude).
In addition, the developed noise pre-filtering techniques were from experimental results obtained using a particular type of imaging system, which employed modulated laser diodes (source) and ICCD camera (detector) along with pertinent electronics. The magnitude and sources of measurement noise may vary for different imaging systems, based on the instrument developed and its sensitivity. Hence, these noise pre-filtering techniques need to be assessed on various imaging systems with initial studies employing different cut-off values of the un-correlated parameters, before the conclusions can be safely generalized. Similarly, the effect of the inversion algorithm employed in conjunction with the noise pre-filtering techniques will be assessed in the future.
