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Abstract
We give an alternative proof of a conjecture due to Wang (J. Graph Theory 26 (1997) 105)
in a stronger form. The main theorem states that for any integer k¿ 2 if G is a graph of order
n¿ 4k − 1 and d(u) + d(v)¿ n+ 2k − 2 for each pair of non-adjacent vertices u and v of G,
then, for any k independent edges e1; : : : ; ek of G, there exist k vertex-disjoint cycles C1; : : : ; Ck
in G such that
(i) ei ∈E(Ci) for all 16 i6 k,
(ii) V (C1) ∪ · · · ∪ V (Ck)=V (G), and
(iii) #{i6 k | |Ci|¿ 4}6 1;
unless Ka + :K2k +Kn−2k−a ⊂ G ⊂ Ka +K2k +Kn−2k−a for some a (2k − 2¡a¡n− 4k +2). It
strengthens the conjecture of Wang, which was $rst proven by Egawa et al. (Graphs Combin.
16 (2000) 81). c© 2002 Published by Elsevier Science B.V.
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1. Introduction
We discuss only $nite graphs without loops and multiple edges and use standard
terminology and notation from [1,2] except as indicated. For a graph G, we de$ne
(G) :=min{d(u) + d(v) | u; v∈V (G); uv ∈ E(G); u = v}: Ore [5] showed that,
if (G)¿ |V (G)| then G is Hamiltonian. As an extention of it, Brandt et al. [3] showed
1 Research was done while the $rst author resided at the Department of Mathematics, University of
Illinois at Urbana-Champaign as a visiting scholar, supported by JSPS Postdoctoral Fellowships for Research
Abroad (Japan Society for the Promotion of Science) between April 1999 and March 2001.
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that if (G)¿ |V (G)|¿ 4k then G contains a 2-factor with exactly k components. A
set S of edges is independent if and only if V (e)∩V (e′)= ∅ for any e; e′ ∈ S (e = e′):
The following was conjectured in [6] and proved for k =2 in [6] and for all k¿ 2
in [4]:
Theorem A (Egawa et al. [4]). Let k¿ 2 be an integer and G a graph of order
n¿ 4k−1 satisfying the condition that (G)¿ n+2k−2. Then for any k independent
edges e1; : : : ; ek of G; G has k vertex-disjoint cycles C1; : : : ; Ck such that
(i) ei ∈E(Ci) for each i∈{1; : : : ; k}; and
(ii) V (C1) ∪ · · · ∪ V (Ck)=V (G).
The degree condition is sharp because of G=K1 + K2k−1 + Kn−2k(V (e1 ∪ · · · ∪
ek)=V (K1 + K2k−1)): Graphs
G=Kn=2−2 + Kn=2 + K2(e1 =K2)
and
G=(Kk−1; k−1 ∪ Kk−1; k−1) + K2(ek =K2)
are counter examples for k =1 and for n=4k−2, respectively. See [4] for more details.
In order to prove Theorem A, Egawa et al. [4] presented the following theorem.
Theorem B (Egawa et al. [4]). Let k¿ 1 be an integer and G a graph of order
n¿ 4k−1 satisfying the condition that (G)¿ n+2k−2. Then for any k independent
edges e1; : : : ; ek of G; G has k vertex-disjoint cycles C1; : : : ; Ck of order at most four
such that ei ∈E(Ci) for each i∈{1; : : : ; k}.
Our main purpose of this paper is to give an alternative proof of Theorem A, which
strengthens it as follows:
Theorem 1. Let k¿ 2 be an integer and G a graph of order n¿ 4k − 1 satisfying
the condition that (G)¿ n+ 2k − 2. Then for any k independent edges e1; : : : ; ek of
G; G has k vertex-disjoint cycles C1; : : : ; Ck such that
(i) ei ∈E(Ci) for each i∈{1; : : : ; k};
(ii) V (C1) ∪ · · · ∪ V (Ck)=V (G); and
(iii) #{i | |Ci|¿ 4}6 1;
unless Ka+ :K2k +Kn−2k−a ⊂ G ⊂ Ka+K2k +Kn−2k−a for some integer a (2k − 2¡
a¡n− 4k + 2).
It is obvious that the above exceptional graph does not contain the desired cycles.
See Fig. 1.
The proof strategy of [4] was as follows: After they show Theorem B, $rst they
take k vertex-disjoint cycles C1; : : : ; Ck with ei ∈E(Ci) (i6 k) such that |
⋃
i V (Ci)|
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Fig. 1. An exception Ka + K2k + Kn−2k−a (k =3; a=2k − 1):
is maximum. The existence of such cycles is guaranteed by Theorem B. Then they
assume |⋃i V (Ci)|¡n and show that the cycles can be extended.
Therefore, the proof did not give any information about the lengths of the cycles.
On the other hand, in our proof, we will take k cycles Ci’s of length at most four,
such that |⋃i V (Ci)| is minimum at the earliest stage and then expand only one Ci to
cover many vertices. The proof is essentially diJerent from the one of [4].
We shall use the following terminology and notation in the proof. Let G be a graph.
For a vertex u∈V (G) and a vertex set U ⊂ V (G); N (u; U )=NG(u; U ) is the set of
neighbors of u contained in U , i.e., N (u; U )=N (u)∩U . We let d(u; U )=dG(u; U )=
|NG(u; U )|: For a subgraph H of G, we write N (u; H)=N (u; V (H)) and d(u; H)=
d(u; V (H)). Thus, d(u; G) is equal to the degree d(u)=dG(u) of u in G. For a subset
U ⊂ V (G); G[U ] denotes the subgraph of G induced by U . For subsets U;W ⊂ V (G),
we denote the number of edges between U and W by e(U;W ); i.e. e(U;W )= #{uw∈
E(G) | u∈U; w∈W}: Let e1; e2; : : : ; ek be k independent edges and C1; C2; : : : ; Cm be
m (6 k) vertex-disjoint cycles. We say that C1; C2; : : : ; Cm are admissible cycles with
respect to {e1; e2; : : : ; ek} if and only if there exist m edges {ei1 ; : : : ; eim} ⊆ {e1; : : : ; ek}
such that each Cj passes through eij and (V (Cj)−V (eij))∩
⋃
h6k V (eh)= ∅ (16 j6m):
We say that admissible cycles C1; : : : ; Cm span edges ei1 ; : : : ; eim if eij ∈E(Cj)(16 j6m):
2. Lemmas
We prepare some lemmas of which we will make use in next section. Let
G=(V (G); E(G)) be a graph of order n. These lemmas are elementary and often
used in the previous works [1,4,6].
Lemma 1. Let C be a cycle containing edge e. If d(v; C)¿ 3 for some
v∈V (G) − V (C) then G has a cycle C′ such that |C′|¡ |C|, V (C′) ⊂ V (C) ∪ {v};
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and e∈E(C′) unless d(v; C)= 3 and N (v; C) is a set of three consecutive vertices
on C.
Proof. Let C = u1u2 · · · u‘u1, e= u1u‘, and N (v; C)= {ui1 ; : : : ; uis}. Consider cycle
C′= u1 · · · ui1vuis · · · u‘u1; which contains e: If ‘ − s + 3= |C′|¿ |C|= ‘ then s6 3
and {ui1 ; : : : ; uis} ⊂ {ui1 ; ui1+1; ui1+2}:
Lemma 2. Let P= u1 · · · us (s¿ 1) be a path and u a vertex such that u ∈ V (P). If
dG−uus(u; P) + dG−uus(u1; P)¿ s then there exists a path with vertex set V (P) ∪ {u}
whose end vertices are u and us:
Proof. Since {uui ∈E(G) | 16 i6 s − 1} ∪ {u1ui ∈E(G) | 26 i6 s} ⊂
⋃
16i¡s
{uui; u1ui+1}, if dG−uus(u; P) + dG−uus(u1; P)¿ s; then there exists i¡ s such that
uui ∈E(G) and u1ui+1 ∈E(G): Therefore, uuiui−1 · · · u2u1ui+1 · · · us is the desired path
in G.
Lemma 3. Let P= u1 · · · us (s¿ 1) be a path. If d(u1; P)+d(us; P)¿ s then G[V (P)]
is Hamiltonian or s6 2:
Proof. Let s¿ 3: Since {u1ui ∈E(G) | 26 i6 s} ∪ {usui ∈E(G) | 16 i6 s − 1} ⊂⋃
16i¡s{u1ui+1; usui}, if d(u1; P) + d(us; P)¿ s then there exists i¡ s such that
u1ui+1 ∈E(G) and usui ∈E(G): Therefore, u1u2 · · · uiusus−1 · · · ui+1u1 is the desired
cycle.
We use the following theorem which is slightly stronger than Theorem B.
Theorem C (Egawa et al. [4]). Let G be a graph of order n¿ 3k; where k¿ 1 is an
integer. Let e1; : : : ; ek be independent edges. Assume that there exist m (06m6 k)
admissible triangles spanning {ei | i∈ Im} for some Im ⊂ {1; : : : ; k} (|Im|=m); and that
m is maximal; that is to say; for any j∈{1; : : : ; k}−Im; there exist no m+1 admissible
triangles spanning {ei | i∈ Im}∪{ej}. If (G)¿ n+2k−2 and n¿ 4k−m, then G has
k vertex-disjoint cycles C1; C2; : : : ; Ck such that ei ∈E(Ci) (16 i6 k); |Ci|=3 (i∈ Im);
and |Ci|=4 (i∈{1; : : : ; k} − Im).
3. Proof
In this section, we prove the following theorem which is slightly stronger than
Theorem 1.
Theorem 2. Let G be a graph of order n¿ 3k; where k¿ 2 is an integer. Let
e1; : : : ; ek be independent edges. Assume that there exist m (06m6 k) admissible
triangles spanning {ei | i∈ Im} for some Im ⊂ {1; : : : ; k} (|Im|=m); and that m is
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maximal; that is to say; for any j∈{1; : : : ; k} − Im; there exist no m + 1 admissi-
ble triangles spanning {ei | i∈ Im} ∪ {ej}. If (G)¿ n+ 2k − 2 and n¿ 4k −m; then
G has k vertex-disjoint cycles C1; C2; : : : ; Ck such that
(i) ei ∈E(Ci) (16 i6 k);
(ii) V (G)=V (C1) ∪ · · · ∪ V (Ck); and
(iii) for some i0 ∈{1; : : : ; k}; |Ci|=3 (i∈ Im − {i0}) and |Ci|=4 (i∈{1; : : : ; k} − Im −
{i0}); unless Ka + :K2k + Kn−2k−a ⊂ G ⊂ Ka + K2k + Kn−2k−a for some
a (k6 a6 n− 3k):
First we show that Theorem 2 implies Theorem 1: Let X =
⋃
i V (ei); Y :=V (G)−X;
and ei = xix′i (16 i6 k): If n¿ 4k or m¿ 0 then it is clear. Let n=4k−1 and m=0:
Since m=0, there is no triangle spanning e1: We can assume that d(x1; Y )6 |Y |=2=
(n− 2k)=2: Take y∈Y −N (x1; Y ). We have that n+2k − 26 (G)6d(x1) + d(y)=
d(x1; X ) + d(y; X ) + d(x1; Y ) + d(y; Y )6 (|X | − 1) + k + |Y |=2 + (|Y | − 1)= 32n− 2.
Therefore, 4k6 n=4k − 1; a contradiction. There is no graph with n=4k − 1 and
m=0, implying that Theorem 2 is stronger than Theorem 1.
We start the proof of Theorem 2.
Proof of Theorem 2. Let k; n; m; G; ei be as given in Theorem 2. Put X :=
⋃
i6k V (ei);
Y :=V (G)−X; and ei = xix′i (i6 k). We assume that G does not have k cycles satisfying
the properties of Theorem 2.
Claim 1. If G − X is disconnected; G is a graph of the exceptional type of
Theorem 2.
Proof. Suppose that G − X is disconnected. There exist two non-empty sets A; B ⊂
V (G) − X such that A ∪ B=V (G) − X; A ∩ B= ∅; and e(A; B)= 0: Let a∈A and
b∈B: We see that n+2k − 26d(a) + d(b)=d(a; A) + d(a; X ) + d(b; B) + d(b; X )6
(|A| − 1) + 2k + (|B| − 1) + 2k = |A|+ |B|+ 4k − 2= (n− 2k) + 4k − 2= n+ 2k − 2:
Therefore, d(a; A)= |A| − 1; d(b; B)= |B| − 1; and d(a; X )=d(b; X )= 2k for any
a∈A; b∈B; yielding that G[A] and G[B] are complete and G=G[A] +G[X ] +G[B].
Since n¿ 3k, we have m= k.
It is clear that if |A|¡k then there exist k vertex-disjoint cycles C1; : : : ; Ck such that
ei ∈E(Ci) (16 i6 k); V (G)=
⋃
16i6k V (Ci); and |Ci|=3 (26 i6 k): They are the
desired cycles. If |A|¿n− 3k then |B|= n− 2k − |A|¡k. Thus, the same conclusion
holds. Hence, G must be of the desired type.
By Theorem C, we can take vertex-disjoint cycles C1; : : : ; Ck such that
(i) ei ∈E(Ci) (16 i6 k);
(ii) |Ci|=3 (i∈ Im) and |Ci|=4 (i∈{1; : : : ; k} − Im), and
(iii) the length of a longest path in G −W is maximal,
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Fig. 2. (i) and (ii), Proof of Claim 2.
where W :=
⋃
i6k V (Ci): Let P= u1 · · · us be a longest path in G − W; and
t := n−∑i6k |Ci|. Clearly, t¿ s:
3.1. Case 1 (t= s)
First we show the following claim.
Claim 2. G −W is Hamiltonian or s6 2:
Proof. Suppose that G −W is not Hamiltonian and s¿ 3. By Lemma 3, d(u1; P) +
d(us; P)6 s − 1: Since k¿ 2, we have d(u1; W ) + d(us;W )¿ (n + 2k − 2) −
(s− 1)= (n− s) + k + (k − 1)¿∑i6k (|Ci|+ 1) + 1, yielding that
d(u1; Ci0 ) + d(us; Ci0 )¿ |Ci0 |+ 2 for some i06 k:
If |Ci0 |=3 then, we can assume that d(u1; Ci0 ) = 3 and d(us; Ci0 )¿ 2; implying that
there exists a Hamilton cycle of G[V (Ci0 ) ∪ W ] containing ei0 , a contradiction. See
Fig. 2(i).
Therefore, |Ci0 |=4: By Lemma 1, d(u1; Ci0 ) =d(us; Ci0 ) = 3: It is easily seen that
there also exists a Hamilton cycle of G[V (Ci0 ) ∪ W ] containing ei0 , a contradiction.
See Fig. 2(ii).
By Claim 2, we can assume that u1us ∈E(G).
Subcase 1:1: (d(ui; Cj)6 2 for any i; j (16 i6 s; 16 j6 k)).
By Claim 1, we assume that G−X is connected. Thus, for some i; j, d(ui; V (Cj)−
V (ej))¿ 1; say i= j=1: Without loss of generality, we can take v1 ∈V (C1)− V (e1)
and w1 ∈V (C1) such that u1v1 ∈E(G); u1w1 ∈ E(G), and v1w1 ∈E(C1) since,
d(u1; C1)6 2. See Fig. 3(i).
When w1us ∈E(G), we get the desired cycles if we replace C1 by
C′1 = v1u1 · · · usw1Qv1 where w1Qv1 is path C1 − v1w1: Then let w1us ∈ E(G): If
d(us; P) + d(w1; P)¿ s then Lemma 2 guarantees the existence of a path u1Rw1 with
vertex set V (P)∪{w1}, yielding the desired cycles {Ci}i¿2∪{v1u1Rw1Qv1}. Therefore,
d(us; P) + d(w1; P)6 s− 1:
By the assumption of Subcase 1:1, for any i¿ 2,
d(us; Ci)6 2 and d(w1; Ci)6 |Ci|:
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Fig. 3. (i) and (ii), Proof of Subcase 1:1.
Since, w1 ∈V (C1); if d(w1; C1)= 3 then |C1| must be four and C1 contains a triangle
containing e1, contradicting the maximality of m: Thus,
d(w1; C1)= 2:
By the assumption of Subcase 1:1,
2¿ d(us; C1)
= (d(us) + d(w1))− (d(us; P) + d(w1; P))
−d(us;W − V (C1))− d(w1; W − V (C1))− d(w1; C1)
¿ (n+ 2k − 2)− (s− 1)− 2(k − 1)−
∑
i¿2
|Ci| − 2
= |C1| − 1:
Therefore,
|C1|=3 and d(us; C1)= 2:
Clearly V (C1)= {x1; x′1; v1}: We can assume that usx1 ∈E(G). See Fig. 3(ii). Consider
cycle C′1 = x1x
′
1v1u1 · · · usx1. Cycles C′1; C2; : : : ; Ck satisfy the desired properties.
Subcase 1.2: (d(ui; Cj)= 3 for some i; j).
Assume that d(u1; C1)= 3. Further, we can assume that |C1|=3 unless d(ui; Cj)6 2
for any i (16 i6 s) and for any triangle Cj (j∈ Im).
Let C1 = v11 · · · vr1v11 (r= |C1|=3; 4). By the maximality of m, if |C1|=4 then N (u1) ⊃
V (e1). Thus, without loss of generality, we assume that N (u1; C1)= {v11; v21; vr1} and
V (e1)= v21v
3
1: See Fig. 4(i).
If s=1 then we get the desired cycles {u1v11 · · · vr1u1} ∪ {Ci}i¿2: We can assume
s¿ 2:
If v11u2 ∈E(G) then consider {v11u2 · · · usu1v21 · · · vr1v11} ∪ {Ci}i¿2. If v21u2 ∈E(G)
then consider {v21u2 · · · usu1v11vr1 · · · v21} ∪ {Ci}i¿2: If vr1u2 ∈E(G) then consider
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Fig. 4. (i) and (ii), Proof of Subcase 1:2.
{vr1u2 · · · usu1v11 · · · vr1}∪{Ci}i¿2. These families of cycles satisfy the desired properties.
Therefore,
d(u2; {v11; v21; vr1})= 0:
By the symmetry of u2 and us, we similarly show that
d(us; {v11; v21; vr1})= 0:
If there exists a Hamiltonian path u1Qv11 on vertex set V (P) ∪ {v11} connecting u1
and v11 then there is a cycle C
′
1 = u1Qv
1
1v
r
1 · · · v21u1 on vertex set V (P)∪ V (C1) passing
through e1. We have the desired family of cycles C′1; C2; : : : ; Ck , a contradiction. Thus,
by Lemma 2
d(v11; P) + d(us; P)=dG−u1v11 (v
1
1; P) + dG−u1v11 (us; P) + 16 (s− 1) + 1= s:
Since, u1us ∈E(G), by the symmetry of u2 and us,
d(v11; P) + d(u2; P)6 s:
By the maximality of m,
d(v11; C1)= 2:
Therefore,
2d(v11; W − V (C1)) + d(u2; W − V (C1)) + d(us;W − V (C1))
= (2d(v11) + d(u2) + d(us))
− (2d(v11; P) + d(u2; P) + d(us; P))− (2d(v11; C1) + d(u2; C1) + d(us; C1))
¿ 2(n+ 2k − 2)− 2s− (2× 2 + 2(|C1| − 3))
= 2(n− s− |C1|) + 4k − 2
= 2
∑
i¿2
|Ci|+ 4(k − 1) + 2;
yielding that for some i¿ 2, say i=2,
2d(v11; C2) + d(u2; C2) + d(us; C2)¿ 2|C2|+ 5:
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Since, Lemma 1 implies d(w; C2)6 3 for w∈{v11; u2; us}; 12¿ 2|C2|+ 5: Hence,
d(v11; C2)= |C2|=3 and d(u2; C2) + d(us; C2)¿ 5:
By the assumption of C1 and |C2|=3, C1 is also a triangle. By the symmetry of u2 and
us, we let d(us; C2)= 3: We can assume that u2x2 ∈E(G), where V (C2)= {x2; x′2; v2}.
Consider cycles C′1 = x1x
′
1u1x1 and C
′
2 = x2u2 · · · usv2v11x′2x2. Cycles C′1; C′2; C3; : : : ; Ck
are the desired cycles. See Fig. 4(ii).
3.2. Case 2 (t ¿ s)
Take u∈V (G)−W − V (P) = ∅ arbitrarily. We make use of the following claim in
this case.
Claim 3. Let i6 k and w∈{u1; us}. Then d(u; Ci) + d(w; Ci)6 5. If |Ci|=3 and
N (u) ⊃ V (ei) then N (w; Ci) ⊂ V (ei).
Proof. It is suMcient to show the claim only for w= u1. By the maximality of m and
Lemma 1, d(u; Ci)6 3 and d(u1; Ci)6 3.
Suppose that |Ci|=3. Let N (u) ⊃ V (ei), otherwise d(u; Ci) + d(u1; Ci)6 5. If
u1vi ∈E(G), where vi ∈V (Ci) − V (ei), then we replace Ci and P by C′i = uxix′i u and
P′= viu1 · · · us: Path P′ is longer than P, a contradiction. Therefore, N (u1; Ci) ⊂ V (ei)
and d(u; Ci) + d(u1; Ci)6 5.
Suppose that |Ci|=4 and d(u; Ci)=d(u1; Ci)= 3. By the maximality of m, we can
assume that N (u; Ci)= {xi; vi; v′i}, where Ci = xiviv′ix′i xi(ei = xix′i). If viu1 ∈E(G), we
can replace Ci and P by C′i = xiuv
′
ix
′
i xi and longer P
′= viu1 · · · us, a contradiction. Thus
viu1 ∈ E(G). Since, N (u1) ⊃ V (ei) by the maximality of m, it holds that d(u; Ci) +
d(u1; Ci)6 3 + 2=5.
Second we show the following claim.
Claim 4.
(i) G −W − V (P) is complete;
(ii) |Ci|=3 for all i6 k; and
(iii) d(u; Ci) + 1=d(u1; Ci)=d(us; Ci)= 3 or d(u; Ci) − 1=d(u1; Ci)=d(us; Ci)= 2
for all i6 k.
Proof. By the maximality of m and Lemma 1,
d(w; Ci)6 3 for w∈{u; u1; us} and 16 i6 k: (1)
Since, P is a longest path, it is clear that
d(u; V (G)−W − V (P))6 t − s− 1
and
d(u1; V (G)−W − V (P))=d(us; V (G)−W − V (P))= 0:
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Furthermore, it follows from Lemma 2 that
d(u; P) + d(w; P)6 s− 1 for w∈{u1; us}
since, uu1; uus ∈ E(G). Therefore, we have
2d(u;W ) + d(u1; W ) + d(us;W )
= (2d(u) + d(u1) + d(us))
−
∑
S∈{V (G)−W−V (P);V (P)}
(2d(u; S) + d(u1; S) + d(us; S))
¿ 2(n+ 2k − 2)− 2(t − s− 1)− 2(s− 1)
=2(n− t) + 4k
=2
∑
i6k
|Ci|+ 4k:
If 2d(u; Ci0 ) + d(u1; Ci0 ) + d(us; Ci0 )¿ 2|Ci0 | + 5 for some i0 then (1) implies that
12¿ 2|Ci0 |+5 and thus |Ci0 |=3: Without loss of generality, d(u; Ci0 )+d(u1; Ci0 ) = 6;
contradicting Claim 3.
Therefore,
2d(u; Ci) + d(u1; Ci) + d(us; Ci)= 2|Ci|+ 4 for all 16 i6 k; (2)
and
d(u; V (G)−W − V (P))= t − s− 1;
which means (i) since u∈V (G)−W − V (P) is chosen arbitrarily.
If |Ci0 |=4 for some i0 then (2) yields 2d(u; Ci0 ) + d(u1; Ci0 ) + d(us; Ci0 ) = 12; con-
tradicting Claim 3. Therefore,
|Ci|=3 for all i;
which shows (ii). By (ii) and (2), 2d(u; Ci) + d(u1; Ci) + d(us; Ci)= 10 for i6 k.
If d(u; Ci)= 2, then d(u1; Ci)=d(us; Ci)= 3 by (1). If d(u; Ci)= 3 then d(u1; Ci)=
d(us; Ci)= 2 by Claim 3. Therefore, (iii) holds.
We consider two cases $nally.
Subcase 2:1: (d(u; Ci)= 2 and d(u1; Ci)=d(us; Ci)= 3 for some i6 k and for all
u∈V (G)−W − V (P)).
Without loss of generality, d(u1; C1)=d(us; C1)= 3. We write V (C1)−V (e1)= {v1}.
For any u∈V (G) − W − V (P), it follows from Claim 3 that uv1 ∈E(G) since
d(u; V (C1))¿ 2 and d(u1; C1)= 3: Take vertices u′; u′′ ∈V (G)−W − V (P) so that if
t − s¿ 2 then u′ = u′′. Let u′x1 ∈E(G): Consider cycle C′1 = x1u′ · · · u′′v1u1 · · · usx′1x1,
where u′ · · · u′′ is a Hamilton cycle of G − W − V (P), which exists in G since
G −W − V (P) is complete. Cycles C′1; C2; : : : ; Ck are the desired ones.
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Subcase 2:2: (d(u; Ci)= 3 and d(u1; Ci)=d(us; Ci)= 2 for all i6 k and for all
u∈V (G)−W − V (P)).
It follows from Lemma 3 that G[V (P)] is Hamiltonian or s6 2 since
d(u1; P) + d(us; P)¿d(u1) + d(us) − d(u1; W ) − d(us;W ) − d(u1; G − W − V (P)) −
d(us; G−W −V (P))¿ (n+2k − 2)− 2k − 2k − 0− 0= n− 2k − 2= t+ k − 2¿ t ¿ s:
By Claim 3, N (u1; W−X )= ∅. Since P is a longest path, N (u1; W−X )∪N (u1; V (G)−
W − V (P))=N (u1; V (G) − X − V (P))= ∅. Since G[V (P)] is Hamiltonian or s6 2,
similarly, we show that N (u; V (G) − X − V (P))= ∅ for any u∈V (P). Therefore,
e(V (P); V (G)−X −V (P))= 0, which means that G−X is disconnected. By Claim 1,
G is a graph of the exceptional type.
We have completed the proof of Theorem 2.
At the end of this paper, we would like to give a comment. The main theorem gives
one type of cycle lengths, that is, a long cycle and k−1 cycles of length three or four.
We feel that it is very plausible that, with few exceptions, there exist much more (or
almost all) types of cycle lengths under the same assumption.
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