Abstract. We introduce coarse flow spaces for relatively hyperbolic groups and use them to verify a regularity condition for the action of relatively hyperbolic groups on their boundaries. As an application the Farrell-Jones Conjecture for relatively hyperbolic groups can be reduced to the peripheral subgroups (up to index 2 overgroups in the L-theory case).
Introduction
Farrell and Jones [19] used the geodesic flow on closed Riemannian manifolds of negative sectional curvature to prove that the Whitehead group of the fundamental group of such manifolds vanishes. This method has been extremely fruitful and has been generalized in many ways.
Among the developments following [19] was the formulation of what is now known as the Farrell-Jones Conjecture [20] . This conjecture predicts that the K-and Ltheory of group rings R[G] is determined by group homology and the K-and L-theory of group rings of virtually cyclic subgroups. If the conjecture holds for a group G, then this often yields vanishing results or computational results for Whitehead groups and the manifolds structure set appearing in surgery theory. In particular, the Farrell-Jones Conjecture has implications for the classification of higher dimensional non-simply connected manifolds. We will review the precise formulation of the conjecture in Section 4. More information about the FarrellJones Conjecture and its applications can be found for example in [6, 26, 27] .
In many cases it is fruitful to replace the family of virtually cyclic subgroups VCyc with a bigger family of subgroups F . There is then a formulation of the Farrell-Jones Conjecture relative to F . This version of the conjecture is particularly useful whenever the groups in the family F are already known to satisfy the original Farrell-Jones Conjecture.
In work with Lück and Reich the geodesic flow method from [19] has been successfully implemented in [2, 4, 5] to prove the Farrell-Jones Conjecture for hyperbolic groups. More generally, the results from [2, 5] state that the Farrell-Jones Conjecture for a group G holds relative to a family F whenever there exists an action of G on a finite dimensional contractible ANR satisfying a regularity condition relative to the family F . We will review this regularity condition shortly and refer to actions satisfying it relative to F as finitely F -amenable actions. In this language the main result of [4] implies that for hyperbolic groups the action on the boundary is finitely VCyc-amenable. In this paper we prove a similar result for relatively hyperbolic groups. For definitions of relatively hyperbolic groups see [18, 22, 23, 38] . We will use Bowditch's point of view [12] , recalled in Section 2.
for this action belong to F . The maps f n are contracting in the G-direction: for any g ∈ G we have sup x∈X f n (e, x) − f n (g, x) 1 → 0 as n → ∞. The maps f n can be contructed using a partition of unity subordinated to the covers U appearing in the definition of N -F -amenability, compare [5, Sec. 4 and 5] . The maps f n (e, −) : X → K n are then almost G-equivariant in the following sense: for any g ∈ G we have sup x∈X gf n (e, x) − f n (e, gx) 1 → 0 as n → ∞. The action of G on X is amenable [33] if there is such an almost equivariant sequence of maps to the space of probability measures on G. The isotropy groups for the action on the space of probability measures are the finite subgroups of G. Thus N -F -amenability can be thought of as both stronger and weaker then amenabilty: stronger since a finite dimensional target is required; weaker since the target may have larger isotropy groups.
Ozawa [34] investigated amenable actions for relatively hyperbolic groups. In particular, his results imply that if G is relatively hyperbolic to amenable groups, then the action of G on the boundary if amenable.
Flow spaces. If G is the fundamental group of a negatively curved manifold M , then the geodesic flow is a flow on the unit sphere bundle SM of the tangent bundle of M . We will say that SM together with the geodesic flow is the geodesic flow space for G. Let G now be a hyperbolic group. Mineyev [28] constructed an analog of the geodesic flow space and this flow space FS and its dynamic properties are a key ingredient to the proof of finite VCyc-amenability for the action of G on its boundary in [4] . The proof has naturally two parts. In the first part so called long and thin covers of FS are constructed. In the second part the dynamic of the flow is used to construct maps G×∂G → FS under which the long and thin covers of FS pull back to the necessary covers of G×∂G.
The key property of the long and thin covers U α is that they are long in the direction of the flow: for each x ∈ FS there is U ∈ U α such that x stays in U for time t ∈ [−α, α]. Typically the members of U are very thin transverse to the flow -thus the name long and thin covers. These covers are a variation of the long and thin cell structures appearing in [19] . The construction of these long and thin covers in [4] is quite involved but works for very general flow spaces. Moreover, assumptions on the order of finite subgroups of G and the structure of periodic orbits were later shown to be not necessary by Mole-Rüping [31] and by Kasprowski-Rüping [25] . Sauer [37] used packing methods to prove in a measure theoretic context results that are similar to long and thin covers. Later he pointed out that such packing methods should also be applicable to the construction of long and thin covers of flow spaces. This led to a much simpler construction for the long and thin covers from [4] by Kasprowski-Rüping [25] .
Coarse flow spaces. An observation of the present paper is that the construction of long and thin covers using the packing method works in a more general context then flow spaces. This can be used to give an alternative argument for the finitely VCyc-amenability of the actions of hyperbolic groups on their boundaries that avoids Mineyev's flow space. Moreover, this alternative argument generalizes to relatively hyperbolic groups 1 . In this and the next subsection we outline this argument for hyperbolic groups. The case of relatively hyperbolic groups is treated in detail in the main text of this paper.
Let G be a hyperbolic group. We will replace Mineyev's flow space with a more easily defined coarse flow space. Let Γ be a Cayley graph for G. Assume that Γ is δ-hyperbolic. Let G := G ∪ ∂G and Z := G 2 .
1 It is plausible that the argument from [4] can also be extended to relatively hyperbolic groups.
A step in this direction is [30] .
Definition 0.5. The coarse flow space CF for G is the subspace of G×Z consisting of triples (g, ξ − , ξ + ) such that there exists a geodesic in Γ from ξ − to ξ + that passes g within distance δ.
There is no actual flow on this coarse flow space, but there are natural analoga of the orbits of the flow on FS . These analoga are the subsets G ξ−,ξ+ := {g ∈ G | (g, ξ − , ξ + ) ∈ CF } ⊂ G. Since Γ is hyperbolic each G ξ−,ξ+ is contained in a uniformly bounded neighborhood of a geodesic. Consequently, the G ξ−,ξ+ satisfy a uniform doubling property: there is D such that for any R and any subset S of a 2R-ball in G ξ−,ξ+ the following holds: if S is R-separated, i.e., d G (s, s ′ ) ≥ R for all s = s ′ ∈ S, then the cardinality of S is at most D. This observation is the main ingredient for the following version of long and thin covers for CF . Let d G be a left-invariant word metric on G.
Proposition 0.6. There is N such that for any α > 0 there exists an VCyc-cover W of CF such that the following holds: a) for any (g, ξ − , ξ + ) ∈ CF there is W ∈ W such that B α (g)×{(ξ − , ξ + )}∩CF ⊂ W ; b) the dimension of W is at most N .
In Theorem 1.1 we prove a version of this result in a more general situation that will also be applicable to the coarse flow spaces for relatively hyperbolic groups introduced in Definition 3.4. An important assumption is again a uniform doubling property. As an application of Theorem 1.1 we obtain a version of Proposition 0.6 for relatively hyperbolic groups in Proposition 3.7. In a different direction a corollary to Theorem 1.1 is that all actions of finitely generated virtually nilpotent groups on finite dimensional normal separable spaces with isotropy in F are finitely F -amenable, see Corollary 1.7. ∩ CF form then the desired cover W of CF . This cover is α-long in the direction of G, more or less by construction. To compute the dimension of W one checks that if W i1 ∩ · · · ∩ W iN = ∅, then the g i form an α-separated set in a ball of radius 2α in one of the G ξ−,ξ+ and therefore dim W ≤ D − 1.
Sketch of proof of Proposition
In this sketch we ignored the action of G on CF . To amend this one has to choose the V i sufficiently small in order to avoid intersections gW i ∩ W i for to many g. Moreover, in the definition of U ′ i and W i the group action has to be taken into account. In order to extend the argument to the case dim ∂G > 0 an induction over subspaces of CF of lower dimension can be used.
Pulling back long and thin covers from CF to G×∂G. Let CF be the coarse flow space for the hyperbolic group G. For W ⊂ CF and τ > 0 we define ι −τ W ⊂ G×∂G to consist of all pairs (g, ξ) for which there is v ∈ G on a geodesic from g to ξ such that (v, g, ξ) ∈ W and d G (g, v) = τ .
One way to think about ι −τ W is as follows: First define ι : G×∂G → CF by ι(g, ξ) = (g, g, ξ). Next apply a partially defined multi-valued geodesic flow φ τ on CF : this flow takes (g, g, ξ) to the set of all (g, v, ξ) where v ∈ G belongs to a geodesic between g and ξ and are of distance τ from g. Then ι −τ W is the pull-back of W under the composition φ τ • ι.
This construction allows us to use the long thin covers of CF from Proposition 0.6 to prove that the action of G on ∂G is finitely VCyc-amenable: If W is a VCyccover of CF then the same holds for ι −τ W := {ι −τ W | W ∈ W}. Since geodesics in Γ are not unique (or equivalently, since φ τ is multi-valued) dim ι −τ W can be larger then dim W. But since any two geodesics between the same end points in Γ are uniformly close dim ι −τ W can be bounded in terms of dim W. Finally, if W is a long cover of CF (as in Proposition 0.6 a)) then for sufficiently large τ the cover ι −τ W of G×∂G is wide in the G-direction (as in Definition 0.1 b)). This last fact can be thought of as a consequence of dynamic properties of φ τ and uses the hyperbolicity of Γ.
For relatively hyperbolic groups this step is carried out in detail in Section 3. The main additional difficulty appearing is discussed in the next subsection.
Relatively hyperbolic groups. The precise definitions for relatively hyperbolic groups that we use will be given in Section 2 and mostly follows Bowditch [12] . Let G be relatively hyperbolic to the peripheral subgroups P 1 , . . . , P n . By definition G acts on a hyperbolic graph Γ. Unlike the Cayley graph for hyperbolic groups Γ will contain vertices of infinite valency and the isotropy groups of these vertices will be conjugated to the P i . We write V for the set of vertices of Γ and V ∞ for the set of vertices of Γ of infinite valency. The boundary of G is defined by Bowditch as the union of ∆ := ∂G ∪ V ∞ ; this is a compact space.
The key additional property of the graph Γ used here is fineness, as introduced by Bowditch [12] . Under a mild additional assumption this property can be used to define a proper metric on the set of edges of Γ, see [29] . In particular, it is possible to measure angles in Γ. Here an angle is a pair of edges that share a vertex. In order to allow for peripheral subgroups that are not necessarily finitely generated it is better to avoid the additional assumption. To this end we take a slightly different point of view and consider G-invariant G-cofinite subsets Θ of the set of all angles. Such a subset will be called a size for angles. Each size for angles Θ is then locally finite in the following sense: for each edge e there are only finitely many edges e ′ such that (e, e ′ ) ∈ Θ. Fineness of Γ implies that the set of all angles appearing in any non-degenerate geodesic triangle is such a size for angles.
For any size for angles Θ we define a coarse flow space CF (Θ). Its definition is similar to the hyperbolic case in Definition 0.5, where we replace G with vertices of finite valency and only use geodesics along which all angles are Θ-small. The argument outlined in the hyperbolic case above can then be used to produce wide covers of certain subspace of G×∆, see Proposition 3.2. In order to prove that the action of G on ∆ is finitely P-amenable, we need to extend these wide covers to all of G×∆. This is done by an explicit construction in Proposition 3.17.
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Long thin covers of subspaces of V ×Z
Throughout this section we fix − a group G; − a family F of subgroups of G;
− a discrete countable proper metric space V with an isometric G-action, the metric of V will be denoted by d V ; we allow distances for d V to be ∞; − a normal separable space Z with an action of G by homeomorphisms; − a closed G-invariant subspace X of V ×Z; we will always use the diagonal action of G on V ×Z. An example for X is the coarse flow space for hyperbolic groups from Definition 0.5. Let α > 0. We write B α (v) := {w ∈ V | d V (v, w) ≤ α} for the closed α-ball around w. A subset S ⊂ V is said to be α-separated if d V (s, s ′ ) > α for any two distinct elements of S. We will say that a subset V 0 of V has the D-doubling property if there is R 0 such that for any R ≥ R 0 the following holds: if S ⊂ V 0 is R-separated and contained in a ball of radius 2R, then the cardinality of S is at most D.
For v ∈ V we set
The following is the most abstract result about long thin covers in this paper.
Theorem 1.1. Assume that X satisfies the following assumptions.
A) X is finite dimensional; B) there is D > 0 such that for all z ∈ Z the subspace V z of V has the D-doubling property; C) for each (v, z) ∈ X the isotropy group G z := {g ∈ G | gz = z} belongs to F . Then X admits long thin covers as follows: there is a number N depending only on the dimension of X and the doubling constant D, such that for any
The proof of Theorem 1.1 will proceed by induction on the dimension of subspaces of X. The following proposition is the induction step. Since we can take Y = ∅ to start the induction it implies Theorem 1.1.
Proof. We have Y = w∈V {w}×Y w . Since dim Y = n and V is discrete each Y w satisfies dim Y w ≤ n. Since X is closed, Z v ⊂ Z is closed for each v ∈ V . As dimension is monoton for closed subspaces, we have dim 
Proof of Proposition 1.2. Throughout this proof closure and boundary will always taken with respect to Z. Let α > 0. Since Y is separable we can use Lemma 1.3 and find sequences
where the union is over all pairs (h, j) with h ∈ G, j < i, and
Clearly, W consists of open subsets of X and is G-invariant. 
All together, we have shown that if (v, z) is contained in N distinct members in W, then there is an α-separated set in B 2α (v) ∩ V z of cardinality N . Thus N is bounded by the doubling constant appearing in the assumptions of Theorem 1.1. This implies that the order of W is at most D − 1. Proof. This follows from Theorem 1.1 where we take V = G with a word metric and X = G×Z: Assumption A) is satisfied since Z is finitely dimensional. Finitely generated virtually nilpotent groups are of polynomial growth [9] . This implies that G has a doubling property. Thus assumption B) is satisfied. Assumption C) holds by choice of F .
Relative hyperbolic groups
Throughout this section Γ will be a fine and hyperbolic graph in the sense of Bowditch [12] and G will be a countable group equipped with a cocompact simplicial action on Γ. In particular, Γ is uniformly fine: for any α there is N α such that for any edge e there are at most N α circuits of length ≤ α containing e. (A circuit is an embedded loop in Γ.) The isotropy groups of edges for the action of G on Γ are assumed to be finite. Let P 1 , . . . , P n be representatives of the conjugacy classes of the isotropy groups of the vertices of Γ of infinite valency. We will then say that G is relatively hyperbolic to P 1 , . . . , P n 2 . We denote by ∆ the union of the Gromov boundary ∂Γ of Γ with the set V ∞ of vertices of Γ with infinite valency. By V we denote the set of all vertices of Γ and by E the set of all edges of Γ. We think of edges as subsets of V with two elements; in particular, edges are not oriented. Bowditch [12, Sec. 8 ] defined a topology on ∆; this topology is sometimes called the observer topology. This topology naturally is also defined on ∆ + := ∂Γ ∪ V . We recall a basis for the observer topology. For ξ ∈ ∆ + and a finite subset
form an open basis for the observer topology. An important fact [12, p. 51 ] is that the ∀ in the definition of M (ξ, V 0 ) can be replaced with ∃ without changing the topology: the sets M ′ (ξ, V 0 ), defined to consist of all ξ ′ for which there exists a geodesic between ξ and ξ ′ missing V 0 \ {ξ}, also form an open neighborhood basis for the observer topology. Note that this provides a countable neighborhood basis at each point. The observer topology is compact and in particular Hausdorff [12, Lem. 8.4, 8.6] . A convenient procedure to produce convergent subsequences in ∆ + is reviewed in Lemma 2.1. As a compact space with a countable basis for the topology ∆ + is metrizable.
We will use the term geodesic for finite geodesics, geodesic rays and bi-infinite geodesics. If c is a geodesic and ξ, ξ ′ ∈ ∆ + are both contained in c or endpoints of c then we write c| [ξ,ξ ′ ] for the restriction of c to a geodesic between ξ and ξ ′ . Hyperbolicity of a graph is usually formulated in terms of geodesic triangles whose sides are finite geodesics. But it then follows that all geodesic triangles, including geodesic triangles with one or more corners at the boundary are uniformly slim. We can therefore fix a constant δ > 0 such that in all geodesic triangles each side is contained in the union of the δ-neighborhood of the other two. We will refer to δ as a hyperbolicity constant for Γ.
The following fact is implicitly used in [12] , but not explicitly stated. For ξ, ξ ′ ∈ ∆ + , with ξ = ξ ′ if ξ, ξ ′ ∈ ∂Γ, there exists a geodesic between ξ and ξ ′ . If ξ or ξ ′ belong to V , then this is obvious. If ξ, ξ ′ ∈ ∂Γ the proof of this fact requires an extension of the locally finite case [14, Lem. 3.2, p.428] explained to me by Bowditch. Fix a vertex v 0 ∈ V and pick geodesics c from v 0 to ξ and c ′ from v 0 to ξ ′ . We may assume that c ∩ c
Pick geodesics c n between v n and v ′ n . The key observation is, that there is a vertex w that belongs to infinitely many of the c n . Then we apply Lemma 2.1 below to restrictions c n | [w,vn] and c n | [w,v ′ n ] of the c n . Since v n → ξ and v ′ n → ξ ′ we obtain in the limit a geodesic between ξ and ξ ′ . To prove the key observation let e be the initial edge of c. Since
We can then build for any n ≥ N a circuit of uniformly bounded length containing e that meets c n : start at v 0 and travel along c, before meeting v N we can use hyperbolicity and shortcut to c n ; return using the same procedure along c ′ . Since Γ is fine, there are only finitely many such circuits.
For each n, let c n be a geodesic from v to ξ n . Then there exists a subsequence I ⊂ N such that the c i converge pointwise to a geodesic c from v to ξ ∈ ∆ + in the following sense
In particular, ξ i → ξ for i ∈ I, i → ∞.
If V k := {c n (k) | n ∈ N} is finite for all k then (using diagonal subsequence) we can pick a subsequence I ∈ N such that c i (k), i ∈ N is eventually constant. Then (ξ i ) i∈I converges to some ξ ∈ ∆ + and the c i converge pointwise to a geodesic c from v to ξ.
Otherwise, there is k 0 such that V k is finite for all k < k 0 and V k0 is infinite. Then we find a subsequence 
Since Γ is uniformly fine the number of such circuits is uniformly bounded.
An unordered pair (e, e ′ ) of edges in Γ that have a vertex v in common is called an angle at v. If e = e ′ , then we say that the angle (e, e ′ ) is trivial. The group G acts on the set of angles; this action will usually be not cofinite. A G-invariant, G-cofinite subset Θ of the set of all angles, that contains all trivial angles will be called a size for angles. Members of Θ will be called Θ-small. Angles that are not contained in Θ will be called Θ-large. If c is a geodesic in Γ then c determines a non-trivial angle at every internal vertex v of c; this angle will be called the angle of c at v and sometimes be denoted by v c. If all these angles are Θ-small, then we will say that c is Θ-small. If Θ and Θ ′ are two sizes for angles then we define Θ + Θ ′ to consist of all angles (e, e ′′ ) for which there is an edge e ′ with (e, e ′ ) ∈ Θ and (e ′ , e ′′ ) ∈ Θ ′ . This is again a size for angles.
Lemma 2.3. Let Θ be a size for angles. Then each edge e is contained in only finitely many angles of Θ, i.e., Θ e := {e ′ ∈ E | (e, e ′ ) ∈ Θ} is finite.
Proof. Since the action of G on Θ is cofinite, the same holds for the action of the isotropy group G e of e on Θ e . Since G e is finite, so is Θ e .
This yields the following criterion for sequences to converge to a point in ∂Γ.
Addendum 2.4. Suppose that in Lemma 2.1 in addition there is a size for angles
Θ such that all the c n are Θ-small and that for any r > 0 only finitely many
Proof. Since all c n are Θ-small, Lemma 2.3 implies that the V k appearing in the proof of Lemma 2.1 are all finite and we can arrange, after passing to a subsequence, for the c i (k) to be eventually constant, c i (k) = c(k). Since every B r (v) contains only finitely many ξ n , we must have d Γ (v, c(k)) = k. Therefore the limit ξ appearing in Lemma 2.1 must belong to ∂Γ.
Definition 2.5. We define Θ (3) as the set of all angles (e, e ′ ) such that there exists a geodesic triangle (possibly with some corners in ∂Γ) with sides c, c ′ and c ′′ such that c and c ′ determine the angle (e, e ′ ) at the corner v ∈ V , and such that c ′′ does not meet v. Proof. Clearly, G acts on Θ (3) and Θ (3) contains all trivial angles. To show that Θ (3) is cofinite it suffices to show, since the action of G on E is cofinite, that for all e there are only finitely many e ′ with (e, e ′ ) ∈ Θ (3) . The definition of Θ (3) and hyperbolicity of Γ imply that for each e ′ with (e, e ′ ) ∈ Θ (3) there is a circuit of uniformly bounded length in Γ that contains both e and e ′ . Since Γ is fine there are only finitely many such circuits.
Lemma 2.7. Let c and c
′ be two geodesics from v ∈ V to ξ ∈ ∆ + , ξ = v. Let e and e ′ be the initial edges of c and c
Proof. If e = e ′ then we can subdivide c or c ′ and obtain a geodesic triangle for which (e, e ′ ) will be the angle at v and for which v does not belong to all three sides. Thus (e, e ′ ) ∈ Θ (3) .
Remark 2.8. By cutting geodesic n-gons in Γ into geodesic triangles one obtains a version of Lemma 2.6 for geodesic n-gons. For n ≥ 3 let (n − 2)Θ (3) be the n − 2-fold sum of Θ (3) . Suppose that the geodesics c 1 , . . . , c n are the sides of an n-gon in Γ (possibly with some corners in ∂Γ). Let (e, e ′ ) be the angle in Γ determined by the corner v ∈ V of the n-gon between c 1 and
If the angle of a geodesic at some vertex v is large, then this often forces further geodesics to pass through v. In the next few lemmas we collect some results of this kind. Results of this form are very common in connection with relatively hyperbolic groups, see for example [29 
Proof. For the first statement we can take X := Θ 0 + 2Θ (3) . Lemma 2.10 implies v ∈ c ∪ c 2 . If v ∈ c 2 then Lemma 2.10 implies that v is an internal vertex of c and that v c is Θ 0 large. But c is assumed to be Θ 0 -small and thus v ∈ c 2 .
For the second statement we can take X := Θ 0 + 3Θ (3) . Let e 1 , e Proof. Assume this fails. Then there are ξ n , x n ∈ ∆ + with ξ n → ξ and x n → v for which there are geodesics b n from ξ n to x n in Γ that do not meet v. Let c be a geodesic from ξ to v, a n be geodesics from v to x n and c n be from ξ n to ξ. Since x n → v, the initial edges of the a n form an infinite set. Lemma 2.3 and Remark 2.8 imply that not all angles at v determined by c and a n can be 2Θ (3) -small. On the other hand we can consider the geodesic 4-gon with sides c, a n , b n and c n . Since the angle at v determined by c and a n is eventually not 2Θ (3) -small, eventually v ∈ b n ∪ c n . Since ξ n → ξ, we can arrange that the c n eventually miss v. This implies that eventually v ∈ b n , contradicting our assumption.
There is a neighborhood U of ξ ∈ ∆ + such that only finitely many edges in Γ appear as the initial edge of a geodesic from v to some ξ ′ ∈ U .
Proof. Assume this fails. Then there are sequence ξ n ∈ ∆ + , geodesics c n from v to ξ n such that ξ n → ξ and the initial edges of the c n are pairwise different. Since the initial edges of the c n are all different it follows that ξ n → v. But v = ξ.
Lemma 2.15. Let ξ − = ξ + ∈ ∆ + . Then the intersection of the isotropy groups
Proof. If ξ − ∈ V , then, by Lemma 2.14 there are only finitely many edges that are incident to ξ − and are part of a geodesic from ξ − to ξ + . The group G ξ− ∩ G ξ+ acts on this finite set. Since the action of G on the set of all edges is proper, this implies that G ξ− ∩ G ξ+ is finite. The same argument applies if ξ + ∈ V . It remains to treat the case ξ − , ξ + ∈ ∂Γ. Let L be the subgraph of Γ spanned by all geodesics from ξ − to ξ + . By hyperbolicity L is contained in a bounded neighborhood of a fixed geodesic. Lemma 2.2 implies that L is locally finite. Since the action of G on edges is proper, the action of G ξ− ∩ G ξ+ on L is proper as well. Since L is contained in a bounded neighborhood of a geodesic this implies that
Remark 2.16. Suppose that the group G ξ− ∩ G ξ+ appearing in Lemma 2.15 is infinite virtually cyclic. Then, since G ξ− ∩ G ξ+ fixes the two ends of L, this group is virtually cyclic of type I, i.e., admits a surjection to an infinite cyclic group.
Proof. Let (v ′ n ) n∈I be a subsequence for which ξ ′ := lim n∈I v ′ n exists. We have to prove ξ = ξ ′ . Assume this fails. Since ∆ + is Hausdorff, we find disjoint neighborhoods U of ξ and U ′ of ξ ′ . This means, that there is a finite set W of vertices of Γ such that any geodesic starting in U and ending in U ′ contains a vertex from W . Let c n be a geodesic between v n and v ′ n . For almost all n ∈ I we have v n ∈ U and v ′ n ∈ U ′ and therefore for almost all n ∈ I the geodesic c n meets W . Since the c n are of bounded length, this implies that almost all v n are contained in a fixed bounded subset of Γ. But this contradicts ξ = lim v n ∈ ∂Γ, see Lemma 2.1. 
∈ U and v n belongs to a geodesic c n between (v − ) n and (v + ) n . If ξ ∈ V , then we apply Lemma 2.13 to c n | [vn,(v−)n] and to c n | [vn,(v+)n] . Lemma 2.13 implies that both restrictions eventually contain ξ, which can only happen if v n = ξ. Since this contradicts v n / ∈ U we have ξ ∈ ∂Γ. Hyperbolicity implies that there are v ′ n such that v ′ n belongs to a geodesic from (v − ) n to ξ or to a geodesic from (v + ) n to ξ and such that d Γ (v n , v ′ n ) is uniformly bounded. The first property ensures v ′ n → ξ since (v − ) n → ξ and (v + ) n → ξ. The second property allows us to apply Lemma 2.17 and deduce that also v n → ξ. This contradicts again v n / ∈ U .
The coarse Θ-flow space for relatively hyperbolic groups
Throughout this section we use the notations and assumptions from Section 2. In particular, G is a group with a simplicial cocompact action on a fine and hyperbolic graph Γ. The stabilizers of edges under this action are finite. We fix again a hyperbolicity constant δ ≥ 0 for Γ. We will use the family P consisting of all subgroups H ≤ G that are virtually cyclic or fix a vertex v ∈ V . The space ∆ is the union ∂Γ ∪ V ∞ and equipped with the observer topology. We also fix a proper left invariant metric d G on G. Proof. This will be a consequence of Proposition 3.2 and 3.17.
Covering G× Θ0 ∂Γ. It will be convenient to replace Γ with its first barycentric subdivision Γ ′ . The set of vertices in the barycentric subdivision corresponding to the edges of the original graph will be denoted V E . Thus the set vertices of Γ ′ is the disjoint union V ∪ V E , where V is the set of vertices of Γ. The vertices in V E are all of valence 2. We will give edges in Γ ′ the length 1/2. Then the path length metric of Γ and Γ ′ coincide. We will in this subsection use δ ′ := δ + 1. This has the effect that we can use vertices from V E when we apply hyperbolicity: for any geodesic triangle and any vertex v from V E on one side of the triangle there is a vertex w from V E on one of the two other sides with d Γ (v, w) ≤ δ ′ . Moreover, Γ ′ is still fine and the considerations from Section 2 and the appendix all apply to Γ ′ as well. In particular, we can define ∆ ′ and ∆ ′ + . Since all vertices in V E are of valence 2 we have ∆ ′ = ∆ and ∆
To prove Proposition 3.2 we will construct a coarse flow space and use the long and thin covers from Theorem 1.1. For a size for angles Θ, we define the metric
where the minimum is taken over all finite sequences v = w 0 , w 1 , . . . , w n = v ′ of vertices from V E such that there are Θ-small geodesics between w i−1 and w i for all i. If there is no such sequence, then
Therefore, it suffices to check that balls of radius 1 are finite. This is a consequence of Lemma 2.3.
2 . Let Θ be a size for angles. The coarse Θ-flow space CF (Θ) for Γ is the subset of V E ×Z consisting of all triples (v, ξ − , ξ + ) for which there exist v ′ ∈ V E and a Θ-small geodesic c between ξ − and ξ + such that
Example 3.5. Suppose that Γ is a locally finite tree. The flow space FS from [3] for Γ consists of all generalized (parametrized) geodesics c : R → Γ. If we use δ ′ = 0 and all angles for Θ then there is a natural embedding CF (Θ) → FS that sends (v, ξ − , ξ + ) to the generalized geodesic c : R → Γ with c(−∞) = ξ − , c(0) = v and c(+∞) = ξ + . Lemma 3.6. Let Θ be a size for angles with
property with respect to d Θ , where D is independent of (ξ − , ξ + ) and Θ; d) for (v, ξ − , ξ + ) the isotropy group G ξ−,ξ+ = {g ∈ G | gξ − = ξ − , gξ + = ξ + } is virtually cyclic.
Proof. a) It suffices to show that
proper by Lemma 3.3 we can pass to a subsequence and assume that v n = w is constant. Using Lemma 2.1 we can assume that the c n converge pointwise (around w) to a Θ-small geodesic c from ξ − to ξ + . If ξ − ∈ V ∞ , then the angle ξ− c n would eventually be Θ-large by Lemma 2.3. Thus ξ − / ∈ V ∞ . As the set of vertices of finite valency is discrete in ∆ ′ + and the (ξ − ) n are from V E ∪ ∂Γ, we must have
ξ+ is non-empty, then there is a Θ-small geodesic between ξ − and ξ + . By hyperbolicity, any vertex v ′ ∈ V E on any other Θ-small geodesic c ′ from ξ − to ξ + will be within distance δ ′ of some vertex in v ∈ V E ∩ c. Moreover, we claim that there is a Θ-small geodesic between v and v ′ . Indeed, choose a geodesicĉ from v to v ′ , that first travels along c, then along a (possibly constant) geodesic c ′′ that meets c and c ′ only in its endpoints and finally along c ′ . Let w be an internal vertex ofĉ. If w ∈ c ′′ , then wĉ is an angle on c or c ′ and therefore Θ-small. If w ∈ c ′′ then we consider the two geodesic triangle whose sides are c ′′ and the restrictions of c and c ′ to geodesics from the endpoints of c ′′ to ξ − and ξ + . If w ∈ c ′′ ∩ c or w ∈ c ′′ ∩ c ′ , then it follows that wĉ is Θ (3) -small. If w is an internal vertex of c ′′ , then we can cut the two triangles at w into geodesic 4-gons and Remark 2.8 implies that wĉ is 2Θ (3) -small. Thus any v ∈ V ξ−,ξ+ will be within distance 2δ
′ of a vertex from V E ∩ c with respect to d Θ . Therefore, any R-separated subset S in a 2R-ball in V ξ−,ξ+ can be mapped injectively to an R − 4δ ′ -separated subset S ′ of an 2R + 2δ ′ -ball in c. For sufficiently large R (for example, R > 24δ ′ ) any such set S ′ contains at most 5 elements, since c is isometric to a subset of Z. 
Proof. Let Θ be a size for angles. Lemma 3.3 and 3.6 allow us to apply Theorem 1.1. We obtain a number N ′ such that for any α ′ > 0 there exists a VCyc-cover W of CF (Θ) satisfying a) and b).
The number N ′ only depends on dim CF (Θ) and the doubling constant. For these numbers Lemma 3.6 provides bounds that do not depend on Θ. Therefore N ′ does not depend on Θ. Proof. Pick Θ 1 such that for any h ∈ B α (e) there exists a Θ 1 -small geodesic from hv 0 to v 0 . Thus, if g ′ ∈ G with d G (g, g ′ ) ≤ α then there is a Θ 1 -small geodesic between gv 0 and g ′ v 0 . Let X be the size for angles from Lemma 2.12. In particular, for any size for angles Y , and any geodesic triangle in Γ where the first side is Θ 0 -small and the second side is Y -small, the third side will be Y + X-small. Then a) holds whenever Θ 1 + X ⊂ Θ and b) holds whenever Θ 1 + 2X ⊂ Θ. Definition 3.9. Let W ⊂ CF (Θ) and τ ∈ N. We define
as the subspace consisting of pairs (g, ξ) ∈ G× Θ ∂Γ with the following property. For every Θ-small geodesic c from gv 0 to ξ we have (v c , gv 0 , ξ) ∈ W , where v c is the
Proof. Let (g, ξ) ∈ ι −τ W . Assume that (g, ξ) does not belong to the interior of ι −τ W in G× Θ ∂Γ. Then there are ξ n ∈ ∂Γ with ξ n → ξ and Θ-small geodesics c n from gv 0 to ξ n such that for the vertices v n ∈ V E ∩ c n with d Γ (gv 0 , v n ) = τ we have (v n , gv 0 , ξ n ) ∈ W . Using Lemma 2.1 and passing to a subsequence we may assume that the c n converge pointwise to a Θ-small geodesic c from gv 0 to ξ. Then eventually v n = v c is constant and belongs to c. Since (g, ξ) ∈ W , it follows that (v c , gv 0 , ξ) ∈ W . Since W is open, eventually (v n , gv 0 , ξ n ) ∈ W , contradicting our assumption.
Proof of Proposition 3.2.
Let Θ 0 and α > 0 be given. Let Θ be the size for angles from Lemma 3.8. Since B α (e) ⊂ G is finite, we can find a number α ′ > 0 such that d Γ (gv 0 , ghv 0 ) + 2δ ′ ≤ α ′ for all g ∈ G and h ∈ B α (e). Let W be the cover of CF (Θ) from Proposition 3.7. For τ ∈ N let ι −τ W := {ι −τ W | W ∈ W}. By Lemma 3.10, the members of ι −τ W are open subsets of G× Θ ∂Γ. Since ι −τ is a G-equivariant operation and W is G-invariant and consist of VCyc-subset, the same is true for ι −τ W.
The order of W is bounded by Proposition 3.7 a). A uniform bound for the order of ι −τ W can be obtained from the following fact, proved in Lemma 2.2: there is a number N ′′ depending only on Γ such that for g ∈ G, ξ ∈ ∆ there are at most N ′′ different vertices of Γ that are contained in a geodesic from gv 0 to ξ and of distance τ from gv 0 . We claim that there exists τ ∈ N such that ι −τ W is α-wide in the G-direction, i.e., we claim that there is τ such that (3.11) for any (g, ξ) ∈ G× Θ0 ∂Γ there is W ∈ W with B α (g)×{ξ} ⊆ ι −τ W .
Suppose there is no such τ . Then there is a sequence of pairs (g τ , ξ τ ) τ ∈N in G× Θ0 ∂Γ such that (3.12) for all W ∈ W and all τ ∈ N we have
By definition of G× Θ0 ∂Γ there are Θ 0 -small geodesics c τ from g τ v 0 to ξ τ in Γ. Let v τ be the unique vertex on c τ with d Γ (g τ v 0 , v τ ) = τ . Since the action of G on V is cofinite, and since the ι −τ W are G-invariant we may, after passing to a subsequence (g τ , ξ τ ) τ ∈T , assume that v τ = v is constant. Using the compactness of ∆ ′ + , we may, after passing to a further subsequence, assume that ξ − := lim g τ v 0 and ξ + := lim ξ τ exist in ∆ ′ + . Using Lemma 2.1, we can assume that the restrictions c τ | [v,gτ v0] and c τ | [v,ξτ ] converge pointwise to geodesics c − from v to ξ − and c + from v to ξ + . In particular, c − can be combined with c + to obtain a geodesic c between ξ − and ξ + . This geodesic c is Θ 0 -small, since the c τ are Θ 0 -small. Using Addendum 2.4, we see ξ − , ξ + ∈ ∂Γ.
By Proposition 3.7 b) there is
proper by Lemma 3.3, the set V ′ is finite. Therefore we find neighborhoods U − of ξ − and U + of ξ + , such that
Elements of B α (g τ ) can be written as g τ h with h ∈ B α (e). For each h, lim τ g τ hv 0 = lim τ g τ v 0 = ξ − by Lemma 2.17. Since B α (e) is finite we find τ 0 such that g τ0 hv 0 ∈ U − for all h ∈ B α (e), τ 0 > α
Let h ∈ B α (e). By Lemma 3.8 a) there is a Θ-small geodesic c ′ from g τ0 hv 0 to ξ τ0 . Let v ′ ∈ V E ∩ c ′ be the vertex with d Γ (g τ0 hv 0 , v ′ ) = τ 0 . We need to show that (v ′ , g τ0 hv 0 , ξ τ0 ) belongs to W . To this end it suffices to show v ′ ∈ V ′ , where V ′ is as defined earlier. Now we use hyperbolicity to find w ∈ V E ∩ c τ0 with
implies that there is a Θ-small geodesic between w and
Since c is Θ 0 -small and therefore Θ-small, and since v, w ∈ c, we have
Altogether we have shown v ′ ∈ V ′ and therefore (3.13). This contradicts (3.12) and finishes the proof of (3.11).
It remains to extend ι −τ to a G-invariant collection of VCyc-subset of G×∆ of the same order. Since ∆ is metrizable, there is a G-invariant metric on G×∆. Thus the needed extension exists by Lemma B.2. 
Lemma 3.15. Assume that Θ is a size for angles containing
Proof. a) Let (g, w) ∈ V + (v, Θ) with w ∈ V ∞ . Let c be a geodesic from gv 0 to w. We proceed by contradiction and assume that (g, w) does not belong to the interior of V + (v, Θ). Then there is a sequence ξ n in ∆ with ξ n → w and (g, ξ n ) / ∈ V + (v, Θ). Let c n be a geodesic from gv 0 to ξ n . By Lemma 2.13 the c n will eventually pass through w. In this case we can change c n and arrange for c n | [gv0,w] = c. If w = v then these c n prove that eventually (g, ξ n ) ∈ V + (v, Θ) which contradicts our assumption. If w = v, then it remains to show that v c n will eventually be Θ-large. In this case the initial edges of the restriction c n | [v,ξn] will form an infinite set since ξ n → v. This implies, by Lemma 2.3, that v c n at v will eventually be Θ-large. 
Proof. If a) holds, then set A := {v}; if b) holds, then set A := {w}. Recall that M ′ (ξ, A) consists of all ξ ′ for which there exists a geodesic between ξ and ξ ′ that misses A \ {ξ ′ }. Since M ′ (ξ, A) is part of a neighborhood basis for the observer topology, it suffices to show that (g, Proof. Since Γ is fine there are only finitely many geodesics between any two vertices. In particular, we can pick a size for angles Θ 0 such that for all h, h ′ , h ′′ ∈ B α (e) any geodesic starting at hv 0 and ending in some vertex on another geodesic between vertices h ′ v 0 and h ′′ v 0 is Θ 0 -small. Let X be the angles size appearing in Lemma 2.12. After increasing X, if necessary, we may assume Θ 0 + 2Θ (3) ⊆ X. We set Θ 1 := 2X and Θ 2 := 5X. Let
Both collections are G-invariant. Lemma 3.15 implies that both V 1 and V 2 are of order 0, and consist of P-sets. Thus V := V 1 ∪ V 2 is a G-invariant collection of P-sets and satisfies a). It remains to check that V also satisfies b) where we use Θ := 6X. Since V is G-invariant it suffices to consider (e, ξ) ∈ G×∆.
Let C be the set of all geodesics from some hv 0 , h ∈ B α (e) to ξ. If all c ∈ C are 6X-small, then b) holds. Indeed, if ξ ∈ V , then, using Lemma 3.15 a), we obtain B α (e)×{ξ} ⊆ V (ξ, 2X) and b) holds. If ξ ∈ ∂Γ, then b) holds as well, simply since C contains a Θ-small geodesic from v 0 to ξ. Therefore we may assume that not all c ∈ C are 6X-small. In particular, by our choice of Θ 0 , none of the geodesics c ∈ C contain ξ.
Let c 0 be a geodesic from v 0 to ξ. Let W be the set of all internal vertices w of c 0 for which w c 0 is X-large. Lemma 2.12 implies for any c ∈ C and any size for angles Θ ′ the following holds: (3.18) c will pass through any w ∈ W ; (3.19) if v is an internal vertex of c, where v / ∈ W , then the angle of c at v is 2X-small; (3.20) if, for w ∈ W , the angle of c 0 at w is Θ ′ + X-large, then the angle of c at w is Θ ′ -large; if, for w ∈ W , the angle of c 0 at w is 4X-small, then the angle of c at w is 5X-small. Since not all c ∈ C are 6X-small, we conclude from (3.20) that W = ∅. Among all w ∈ W we let w 0 be the one closest to v 0 . Then (3.18) implies that w 0 is also closest to all hv 0 , h ∈ B α (e). In particular, any c will, on its way to ξ, meet w 0 before meeting any of the other w. Using (3.19) this implies that any geodesic starting in some hv 0 , h ∈ B α (e) and ending in w 0 will be 2X-small. If w0 c 0 is 4X-large, then by (3.20) for any c ∈ C the angle of c at w 0 is 3X-large. Using Lemma 3.16 a) we see that in this case, B α (e)×{ξ} ⊂ V (w 0 , 2X) and b) holds.
Therefore we may assume that w0 c 0 is 4X-small. Then (3.20) implies that for all c ∈ C the angle at w 0 is 5X-small. Since not all c ∈ C are Θ-small, there are w ∈ W and c ∈ C such that the angle of c at w is 5X-large. Among all such pairs we pick (w 1 , c 1 ) such that w 1 is closest to v 0 . As before (3.18) implies that w 1 is also closest to all hv 0 , h ∈ B α (e). Using (3.19) this implies that all geodesics starting in some hv 0 , h ∈ B α (e) and ending at w 1 are 5X-small. Since w 0 = w 1 we can use (3.18) again, to see that for any h ∈ B α (e) there is a geodesic from hv 0 to ξ that agrees with c 1 between w 0 and ξ. Therefore, for any h ∈ B α (e) there is a geodesic from hv 0 to ξ for which the angle at w 1 is 5X-large. If ξ ∈ V , then using Lemma 3.15 a), we deduce B α (e)×{ξ} ⊆ V (w 1 , 5X) and b) holds.
If ξ ∈ ∂Γ we need to distinguish two further cases. If the angle of c 1 at w 1 is even Θ = 6X-large, then Lemma 3.16 a) implies B α (e)×{ξ} ⊆ V (w 1 , 5X) and b) holds. Otherwise, we use again that not all c ∈ C are 6X-small. Therefore, there is w 2 ∈ W and c 2 ∈ C such that the angle of c 2 at w 2 is 6X-large. Since w 1 was chosen closest to v 0 , w 2 will be further from v 0 than w 1 . Now using (3.20) twice we see that for any geodesic c ∈ C the angle at w 2 is 4X-large. Since we already found geodesics for any h ∈ B α (e) from hv 0 to ξ whose angle at w 1 is 5X-large, we can now use Lemma 3.16 b) to conclude B α (e)×{ξ} ⊆ V (w 1 , 5X). Therefore b) holds.
Covering G×P d,Θ . Associated to Γ there is, for given d > 0 and a given size for angles Θ, a finite dimensional simplicial complex P d,Θ , the relative Rips complex of Γ. The construction of P d,Θ is reviewed in Definition A.3. The union P d,Θ := P d,Θ ∪ ∂Γ carries a compact topology, see Lemma A.11 a). Theorem 3.1 has the following straight forward extension from ∆ to P d,Θ . Proof. Given α > 0 we need to construct a P-cover of G×P d,Θ as in Definition 0.1.
The action of G on P d,Θ (G) is simplicial and the dimension of P d,Θ is finite by Lemma A.4. In particular, Remark 0.3 applies and we find a P-cover W of
The compact topology on
of open P-subsets, satisfies (3.22) and satisfies (3.23) for all (g, x) ∈ G×(P d,Θ \ V ∞ ). Given α > 0, Theorem 3.1 provides a P-cover V for G×∆ such that (3.24) dim V is bounded by a number independent of α; (3.25) for any (g, ξ) ∈ G×∆ there is V ∈ V such that B α (g){ξ} ⊂ V . Since P d,Θ is compact with a countable basis for the topology it is also metrizable. Therefore we find a G-invariant metric d G×P d,Θ on G×P d,Θ . Using Lemma B.2 we can extend V to G-invariant collection V + of P-subset of G×P d,Θ that still satisfies (3.24) and (3.25) . Altogether {W \ G×V ∞ | W ∈ W} ∪ V + is the desired cover of G×P d,Θ .
The Farrell-Jones Conjecture for relatively hyperbolic groups
Let G be a group and A be an additive category with a strict G-action and a strict direct sum. In [2, Sec. 4.1] such categories are called additive G-categories. Similar to (twisted) group rings there is an additive category G A whose morphisms are formal linear combinations of group elements with morphisms from A as coefficients 3 . Given a family F of subgroups of G there is the assembly map [20] can be recovered as a special case of (4.1) by using for A the category of finitely generated free Z-modules; then G A is equivalent to the category of finitely generated free Z[G]-modules. We will say that G satisfies the K-theoretic If A is in addition equipped with a strict involution, see for example [2, Sec. 4.1], then G A inherits an involution and there is the L-theoretic assembly map
The L-theoretic Farrell-Jones Conjecture (with coefficients) asserts that this map is an isomorphism for the family of virtually cyclic subgroups VCyc. Everything said for K-theory above has an L-theory counterpart. In particular, we will say that G satisfies the L-theoretic Farrell-Jones Conjecture relative to F if (4.2) is an isomorphism for all additive G-categories A with involution.
Next we give a minor reformulation of conditions from [2, 5] that implies the Farrell-Jones Conjecture relative to F . For a family F of groups we write F 2 for the family of groups that contain a group from F as a subgroup of index ≤ 2. under very similar conditions. In this reference also an action of G on a compact metrizable space X is required. Assumption 1.4 in this reference is what we defined as finitely F -amenability here. In this reference it is further assumed that X contains a simplicial complex X whose complement is a Z-set in X. This further assumption is only used in the proof of [5, Lem. 6.9] . It is not hard to see that this Lemma also holds for controlled N -dominated metric spaces, compare [2, Lem. 8.4] . Therefore, the Z-set assumption can be safely replaced with the assumption that X is a compact finite-dimensional ANR. Alternatively, a) can be deduced from [39, Thm 1.1]. The conditions given in this reference are more involved (using strong homotopy actions) and designed for more general situations, but can be checked to hold in our case. For K-theory this slightly strengthens Theorem 4.4. However, it is known that such a strengthening is always possible: in the K-theoretic Farrell-Jones Conjecture only virtually cyclic subgroups of type I are needed [16] . Proof. This follows from Theorem 4.4 and the transitivity principle reviewed earlier in this section.
Remark 4.7. Many classes of groups that are known to satisfy the Farrell-Jones Conjecture are closed under finite index overgroups, but there is no general result to this effect. A good formalism to circumvent this difficulty is the Farrell-Jones Conjecture with wreath products considered for example in [7, 21] . A group G is said to satisfy the Farrell-Jones Conjecture with wreath products relative to a family of subgroups F if for any finite group F the wreath product G≀F satisfies the Farrell-Jones Conjecture relative to F . This version of the conjecture passes to finite overgroups and to finite wreath products [7, Rem. 6.2] . Moreover, the conditions that we verified for relatively hyperbolic groups in the proof of Theorem 4.4 can also be used to obtain results for the Farrell-Jones Conjecture with wreath products [7, Thm. 5.1] . Combining this observation with the transitivity principle we obtain the following variant of Corollary 4.6: Suppose that G is realtively hyperbolic to subgroups P 1 , . . . , P n all of which satisfy the Farrell-Jones Conjecture with wreath products, then G satisfies the Farrell-Jones Conjecture with wreath products.
Here it is no longer necessary to distinguish between K-and L-Theory; everything in this remark applies as stated to the K-theoretic and the L-theoretic version of the conjecture.
Remark 4.8. If G is relatively hyperbolic to infinite subgroups P 1 , . . . , P n , then for the action of G on ∆ each P i fixes a unique point in ∆. In particular, no overgroups of the P i have fixed points on the space P 2 (∆) of unordered pairs in ∆ used in [2, Sec. 9] . It seems plausible that this observation together with a careful analysis of the arguments in [2] can be used to show that the appearance of index 2 overgroups in in Theorem 4.4 b) and Corollary 4.6 b) is not necessary.
We conclude this section with some examples where Corollary 4.6 applies.
Example 4.9. Let G be the fundamental group of a complete Riemannian manifold M of pinched negative curvature and finite volume. Then G is hyperbolic relative to virtually finitely generated nilpotent groups [12, 18] . Since virtually finitely generated nilpotent groups satisfy both the K-and L-theoretic Farrell-Jones Conjecture [1] , the K-and L-theoretic Farrell-Jones Conjecture for G holds. Example 4.11. Suppose that G acts cocompactly and properly discontinuously on a systolic complex with the Isolated Flats Propert. Then G is relatively hyperbolic to virtually finitely generated abelian subgroups [17] . Since virtually finitely generated abelian groups satisfy both the K-and L-theoretic Farrell-Jones Conjecture [1, 36] , the K-and L-theoretic Farrell-Jones Conjecture for G holds.
Appendix A. The relative Rips complex and the boundary
In this appendix we prove that ∆ is finite dimensional and embeds into finite dimensional compact contractible ANR with a complement homeomorphic to a simplicial complex. For the boundary of hyperbolic groups both these facts are wellknown [10] . For relative hyperbolic groups closely related results have been obtained by Dahmani [15] and Mineyev-Yaman [29] . Our treatment is very similar to the one in these references, but we do not require any assumptions on the parabolic subgroups.
Throughout this appendix we use again the notation from Section 2. In particular, G is a relatively hyperbolic group exhibited by a proper cocompact action on the fine and hyperbolic graph Γ. Throughout this appendix we will make the following additional assumption on Γ: no two vertices from V ∞ are adjacent. This can be easily arranged for by replacing Γ with its first barycentric subdivision.
A very similar result by Dahmani is [15, Lemma 3.7] , whose proof we mostly copy.
Proof. For a vertex v of finite valency let ∂ v Γ ⊂ Γ consist of all ξ ∈ ∂Γ for which there exists a Θ (3) -small geodesic from v to ξ. Let U be the union of all ∂ v Γ, where we vary v over all vertices of finite valency. If ξ ∈ ∂Γ \ U , then any geodesic from a vertex of finite valency to ξ will have a Θ (3) -large angle at infinitely many vertices. The finite union of finite dimensional spaces is again finite dimensional, see [24, p.28] . Therefore it suffices to show that V , U and ∂Γ \ U are finite dimensional subspace of ∆ + .
We recall again the countable sum theorem [35, Thm. 2.5, p.125]: the countable union of closed subsets of dimension ≤ n is of dimension ≤ n. In particular, the countable subspace V ⊂ ∆ + is of dimension 0. The spaces ∂ v Γ are finite dimensional by Lemma A.2 below with a uniform bound on their dimensions. As a consequence of Addendum 2.4 the ∂ v Γ are closed in ∂Γ. Thus U is finite dimensional by the countable sum theorem.
It remains to show that ∂Γ\U is finite dimensional. In fact, we will show that it is homeomorphic to a subset of the boundary of a tree T and therefore 0-dimensional. Fix a vertex v 0 of finite valency. The tree T is a maximal subtree of Γ and can be build inductively by choosing, for each vertex at distance n from v 0 , an edge of Γ that connects it to a vertex at distance n − 1 from v 0 . For any ξ ∈ ∂Γ the tree T will contain a geodesic from v 0 to ξ. (To construct such a geodesic pick a sequence of vertices v n with v n → ξ and apply Lemma 2.1 to geodesics c n from v 0 to v n in T .) The inclusion T → Γ induces a continuous surjective map f : ∆ + (T ) → ∆ + , where ∆ + (T ) is the union of the vertices of T with ∂T and is also equipped with the observer topology. For any ξ ∈ ∂Γ \ U there is a unique geodesic in T from v 0 to ξ. Indeed, any geodesic c in Γ from v 0 to ξ will have a Θ (3) -large angle at infinitely many vertices and any other geodesic c ′ in Γ from v 0 to ξ will, by Lemma 2.9, also pass through these vertices. Therefore c = c ′ if both are in T . It follows that the restriction of f to the preimage of ∂Γ \ U is bijective. Since ∆ + (T ) is compact this restriction of f is a homeomorphism. Using Lemma 2.3 it follows now that V v0 is uniformly proper with respect to d v0 : the number of elements in a ball is bounded by a number only depending on the radius of the ball. Consequently, the boundary of V v0 is finite dimensional. Since this boundary agrees with ∂ v0 Γ it follows that ∂ v0 Γ is finite dimensional. The action of G on the set of vertices of finite valency is cocompact. It follows that the maximum of the dimension of the ∂ v0 Γ is finite.
The relative Rips complex. We will say that a geodesic is (d, Θ)-small if it is Θ-small and of length at most d. In the next statement δ > 0 will be again a hyperbolicity constant for Γ. Proof. Let V K be the set of vertices of K.
Let a be the number of vertices in
be the set of vertices w ∈ V such there exists a geodesic c from v 0 to v such that c passes through w such that w c is 2Θ For the general case we will use induction on (α + β, a + b). We claim that there is a vertex v ∈ V K and a vertexṽ on a geodesic from v 0 to v such that: (A. Lemma A.10 implies that the (set-theoretic) inclusion i : P d,Θ → P d,Θ is continuous, and that the restriction of i to P d,Θ \ V ∞ is a homeomorphism onto its image. On the other hand, i itself is not necessarily a homeomorphism onto its image.
Lemma A.11. a) P d,Θ is compact and metrizable; b) P d,Θ is finite dimensional; c) for any ξ ∈ P d,Θ , and every neighborhood U of ξ in P d,Θ there is a neighborhood U ′ of ξ in P d,Θ such that for any map f :
Proof. a) Let ξ ∈ ∆ + , v ∈ V ∞ . Using Addendum 2.18 we find open neighborhoods U of ξ in ∆ + and W of v in P d,Θ such that N (U ) ∩ W = ∅. Combining this observation with the fact that ∆ + and P d,Θ are Hausdorff we see that P d,Θ is also Hausdorff.
Since the topology on P d,Θ has a countable basis it suffices to prove sequential compactness. Let (x n ) n∈N be a sequence in P d,Θ . We will produce a convergent subsequence. If x n ∈ ∂Γ for infinitely many n, then we can use the compactness of ∆. Therefore we assume that x n ∈ P d,Θ for all n. Since P d,Θ is finite dimensional we find k and vertices v 0,n , . . . , v k,n such that for each n the point x n belongs to the simplex spanned by v 0,n , . . . , v k,n . Since ∆ + is compact we can assume that ξ j := lim n v j,n exists in ∆ + for each j. We now apply Lemma 2.17 and Addendum 2.18 to the v 0,n , . . . , v k,n as sequences in n. It follows that either the ξ j =: ξ all coincide or that we find a subsequence I ⊂ N such that for each j, v j,n =: w j is constant in n ∈ I. In the first case lim n∈I x n = ξ. In the second case we find a subsequence of x n that converges to a point on the simplex spanned by the w j .
Since P d,Θ is compact and has a countable basis for the topology it is metrizable. Let K be a simplicial complex and U be a cover of a space X. A map f : K ′ → X defined on a subcomplex of K ′ , containing the 0-skeleton K (0) of K, is said to be a partial U-realization if for every simplex σ of K, there is a member of U that contains f (K ′ ∩ σ). If K ′ = K, then f is called a full U-realization. Proof. Using Lemma A.11 c) we find a sequence of successively smaller covers U = U n , . . . , U 0 = U ′ such that for any U ′ ∈ U k there is U ∈ U k+1 such that any map S k → i −1 (U ′ ) extends to D k+1 → i −1 (U ). Inductively, any partial i −1 U ′ -realization can then be extended to a i −1 U-realization K → P d,Θ .
Let U be a cover of a space X. Maps f, f ′ : Z → X are said to be U-close if for any x ∈ Z there is U ∈ U containing both f (x) and f ′ (x). The mesh of a cover of a metric space is the supremum of the diameter of its members. Proof. Pick a metric d P for P d,Θ and ε > 0 such that 3ε is a Lebesgue number for W. Let U be a cover of mesh ≤ ε. Pick U ′ as in Lemma A.12 with respect to U and n := dim K. Pick δ > 0 such that 3δ is a Lebesgue number for U ′ and δ < ε. Now subdivide K until the diameter of the image of each simplex in P d,Θ is at most δ. Since i(P d,Θ ) is dense in P d,Θ we find f Proof. The equality (gU ) + = g(U + ) implies that U + consists of F -subsets and that U + is G-invariant. The equation (U ∩ V ) + = U + ∩ V + implies that the orders of U and U + agree.
