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Resumo
A influeˆncia da chuva nas diversas a´reas da atividade humana torna indispensa´vel o seu moni-
toramento. A maioria das precipitac¸o˜es pode ser classificada em dois grupos: sistemas convec-
tivos e estratiformes. Os sistemas estratiformes sa˜o caracterizados por chuvas leves e moderadas
e grande a´rea de cobertura. Ja´ os convectivos esta˜o associados com altas taxas de precipitac¸a˜o.
Devido a`s acentuadas diferenc¸as que existem entre os dois sistemas, ser capaz de classifica´-
los contribui para a melhora da estimativa de precipitac¸a˜o. Ale´m disso, a classificac¸a˜o torna
possı´vel tambe´m a identificac¸a˜o, previsa˜o e acompanhamento de tempestades severas (sistemas
convectivos), resultados que podem ainda ser utilizados nos alertas de temporais, enchentes e
inundac¸o˜es, com aplicac¸o˜es diretas em diversas a´reas da atividade humana (energia, agricul-
tura, turismo, defesa civil, entre outros). Tudo isso justifica a necessidade de um crite´rio para
separar e classificar os diferentes tipos de chuva que podem ocorrer na regia˜o de abrangeˆncia do
radar. O objetivo deste trabalho e´ classificar os sistemas meteorolo´gicos em convectivo ou estra-
tiforme, de acordo com as caracterı´sticas peculiares a cada evento. Para tanto, duas te´cnicas sa˜o
aplicadas. A primeira e´ um me´todo de reconhecimento de padro˜es, o chamado Support Vector
Machine (SVM), te´cnica que, a partir de dados previamente classificados, cria um hiperplano
separador entre as classes, atrave´s do qual novos dados podem ser classificados. Assumindo
como padra˜o imagens de radar classificadas por especialista, os resultados obtidos pelo me´todo
apresentam um maior ı´ndice de acerto, quando comparados com as soluc¸o˜es obtidas por uma
te´cnica de separac¸a˜o da chuva ja´ existente. O segundo me´todo abordado e´ uma te´cnica de
ana´lise de agrupamentos, o K-means, que classifica um conjunto de dados em um determinado
nu´mero de grupos, baseado na similaridade ou dissimilaridade entre os dados. Em relac¸a˜o a`
classificac¸a˜o feita pelo especialista, o SVM apresenta melhores resultados. Pore´m, o K-means
mostra resultados melhores quando a comparac¸a˜o e´ feita com a te´cnica de classificac¸a˜o ja´ exis-
tente na literatura. Ale´m disso, o K-means mostrou-se mais eficiente com relac¸a˜o a tempo de
execuc¸a˜o, e possui a vantagem de na˜o necessitar de dados previamente classificados, ja´ que a
classificac¸a˜o, neste caso, e´ muito subjetiva. Quando a comparac¸a˜o e´ feita entre as duas te´cnicas
propostas, observa-se que mais de 85% dos dados obtiveram a mesma classificac¸a˜o.
Palavras-chave: Reconhecimento de Padro˜es; Support Vector Machine; Ana´lise de Agrupamen-
tos; K-means; Meteorologia; Classificac¸a˜o Meteorolo´gica; Radar Meteorolo´gico.
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Abstract
The influence of rainfall in several areas of human activity makes indispensable its monitoring.
Most precipitation events can be classified in two groups: convective and stratiform systems.
Stratiform systems are characterized by light and moderate rain and a large coverage area.
Convective rain is associated to high rainfall rate. Due to differences which exist between the
two systems, being capable of classification contributes to the improvement on precipitation
estimation. Moreover, classification also allows for identification, forecasting and tracking of
severe storms (convective systems), results that can yet be used on alerts for thunderstorms,
increasing streamflow and flooding, with direct application to several areas of human activity
(energy, agriculture, tourism, civil defense, among others). All these justify the needs for a
criteria for classification and separation of different types of rain that may occur within weather
radar coverage area. The objective of this work is to classify convective and stratiform me-
teorological systems, in accordance with the peculiar characteristics to each event. For that,
two techniques were applied. The first one is a pattern recognition method called Support
Vector Machine (SVM), a technique that, from previously classified data, creates a hyperplane
separating between classes, through which new data can be recognized. Assuming radar images
classified by a specialist, the results obtained with this method presented a better hit index, when
compared with the results from a previous technique for rainfall separation. The second method
evaluated is a cluster analysis, K-means, which classifies a data set in a number of determined
groups or clusters, based on similarities or dissimilarities between the data. In relation to the
classification made by the specialist, SVM presents better results. However, K-means showed
better results when compared to a technique already existent in the literature. Moreover, K-
means revealed more efficient with regard to execution time, and had the advantage of no need
of data previously classified, since classification in this case is very subjective. When the com-
parison is made between the two proposed techniques, it was observed that more than 85% of
the data got the same classification.
Key-words: Pattern Recognition; Support Vector Machine; Cluster Analysis; K-means; Mete-
orology; Meteorological Classification; Weather Radar.
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11 Introduc¸a˜o
A influeˆncia da precipitac¸a˜o nas diversas a´reas da atividade humana faz com que seu
monitoramento seja uma tarefa indispensa´vel. Entretanto, devido a` grande aleatoriedade e vari-
abilidade espacial e temporal dessa varia´vel, torna-se difı´cil a sua identificac¸a˜o e quantificac¸a˜o.
Para monitorar a precipitac¸a˜o, os principais instrumentos sa˜o: os pluvioˆmetros, os pluvio´grafos,
os radares e os sensores que operam a bordo de sate´lites (MOL, 2005).
Estimativas de precipitac¸a˜o acuradas sa˜o de crucial importaˆncia para o sucesso de
qualquer modelagem hidrolo´gica (FILHO; CRAWFORD, 1999). Nesse aspecto, o radar me-
teorolo´gico e´ uma das melhores ferramentas disponı´veis atualmente para a elaborac¸a˜o de tais
estimativas. As vantagens principais oferecidas por ele sa˜o o monitoramento em tempo real de
uma ampla a´rea com alta resoluc¸a˜o espacial e temporal e a possibilidade de observar a estrutura
tridimensional do sistema que deu origem a` precipitac¸a˜o (SAUVAGEOT, 1994).
A maioria das precipitac¸o˜es pode ser classificada em dois grupos: sistemas convec-
tivos e estratiformes. Sistemas convectivos esta˜o associados com fortes campos verticais de
vento e altas taxas pluviome´tricas; enquanto nos sistemas estratiformes predomina extensa
a´rea de cobertura, baixas velocidades verticais de vento, homogeneidade horizontal e taxas
de precipitac¸a˜o menores (ANAGNOSTOU; KUMMEROW, 1997). Devido a`s diferenc¸as exis-
tentes entre os dois sistemas, ser capaz de classifica´-los contribui para a melhora da estimativa
de precipitac¸a˜o obtida atrave´s dos dados medidos por sensores remotos tanto em terra quanto
no espac¸o (SIMPSON; ADLER; NORTH, 1988).
Neste estudo, sa˜o apresentadas duas metodologias para classificac¸a˜o das precipitac¸o˜es
em dois grupos: estratiforme ou convectivo, com base em dados de radar.
1.1 Importaˆncia
A classificac¸a˜o torna possı´vel a identificac¸a˜o, previsa˜o e acompanhamento de tempes-
tades severas (precipitac¸a˜o convectiva), resultados que podem ainda ser utilizados nos alertas
2de temporais, enchentes e inundac¸o˜es, com aplicac¸o˜es diretas em diversos setores da sociedade
(defesa civil, energia, agricultura, turismo, entre outros).
Tudo isso justifica a necessidade de um crite´rio para separar e classificar os diferentes
eventos meteorolo´gicos que podem ocorrer na regia˜o de abrangeˆncia do radar.
1.2 Objetivos
O objetivo geral desse estudo e´ classificar os eventos meteorolo´gicos detectados por
radar em convectivo ou estratiforme, utlizando um me´todo de reconhecimento de padro˜es, o
Support Vector Machine (SVM), e uma te´cnica de ana´lise de agrupamentos, o K-means.
Como objetivos especı´ficos, tem-se:
• pesquisar me´todos de classificac¸a˜o de chuva ja´ existentes na literatura;
• expor conceitos da a´rea de Meteorologia, especialmente sobre o radar meteorolo´gico;
• estudar o me´todo Support Vector Machine, detalhando toda a teoria envolvida;
• apresentar a te´cnica de agrupamento K-means;
• aplicar as duas metodologias propostas utilizando dados reais obtidos por radar meteo-
rolo´gico;
• analisar os resultados obtidos por ambas as te´cnicas, comparando-os entre elas e tambe´m
com alguma te´cnica de classificac¸a˜o de chuva ja´ existente.
1.3 Limitac¸o˜es
Este trabalho limita-se a utilizar apenas dados de radar meteorolo´gico.
1.4 Estrutura do Trabalho
O trabalho esta´ dividido em 7 capı´tulos, incluindo este.
O Capı´tulo 1 apresenta uma introduc¸a˜o ao tema, na qual e´ mostrada a importaˆncia do
trabalho e os seus objetivos.
O Capı´tulo 2 mostra alguns conceitos sobre radar aplicado a` Meteorologia.
3O Capı´tulo 3 apresenta todos os conceitos necessa´rios para o entendimento do SVM,
ale´m de descrever com detalhes o me´todo.
O Capı´tulo 4 apresenta a segunda te´cnica a ser utilizada no trabalho, o K-means.
O Capı´tulo 5 descreve a metodologia aplicada no estudo, assim como os dados utiliza-
dos.
O Capı´tulo 6 apresenta os resultados obtidos e ana´lise de tais, incluindo comparac¸a˜o
entre os resultados de cada te´cnica.
O Capı´tulo 7 apresenta a conclusa˜o do trabalho e sugesto˜es para trabalhos futuros.
42 Conceitos Meteorolo´gicos
Este capı´tulo apresenta alguns fundamentos ba´sicos sobre o radar aplicado a` Meteo-
rologia.
2.1 Radar Meteorolo´gico
A palavra radar e´ o acroˆnimo do termo em ingleˆs RAdio Detection And Ranging
(Ra´dio Detecc¸a˜o e Localizac¸a˜o). Desenvolvido durante a Segunda Guerra Mundial com fins
militares, o radar tornou-se indispensa´vel nas de´cadas seguintes, devido ao seu constante apri-
moramento e utilizac¸a˜o, tanto por usua´rios militares quanto civis (RINEHART, 2004). Suas
aplicac¸o˜es mais conhecidas atualmente sa˜o no controle de tra´fego ae´reo e marı´timo, e no moni-
toramento de eventos meteorolo´gicos.
Muito do que e´ conhecido da estrutura interna de sistemas de precipitac¸a˜o foi obtido
atrave´s da utilizac¸a˜o de radar meteorolo´gico. A tecnologia atual permite que, ale´m de detectar
a existeˆncia de nuvens e precipitac¸a˜o, os radares possam estimar a velocidade das partı´culas
presentes na atmosfera, se elas esta˜o na forma lı´quida ou so´lida e a turbuleˆncia existente na
nuvem. Essas informac¸o˜es permitem estimar com mais precisa˜o quais foram os eventos que
deram origem ao fenoˆmeno meteorolo´gico e qual sera´ seu comportamento no futuro.
A radiac¸a˜o eletromagne´tica e´ composta por oscilac¸o˜es de campos ele´trico e magne´tico
associados, e que se propagam atrave´s do espac¸o transportando energia a` velocidade da luz.
Duas caracterı´sticas importantes da radiac¸a˜o eletromagne´tica sa˜o a sua frequeˆncia e o seu com-
primento de onda, que esta˜o relacionadas com a velocidade da luz atrave´s da equac¸a˜o:
f =
c
λ
, (2.1)
onde f e´ a frequeˆncia em Hz, c e´ a velocidade da luz em m/s e λ e´ o comprimento de onda em
m.
As frequeˆncias utilizadas pelos radares variam entre 100MHz e 100GHz, classificadas
5em bandas. A Tabela 2.1 lista as bandas do espectro eletromagne´tico que comumente sa˜o uti-
lizadas pelos radares, com suas respectivas frequeˆncias e comprimentos de onda (RINEHART,
2004).
Tabela 2.1: Bandas de radar e seus correspondentes intervalos de frequeˆncia e comprimento de
onda
Banda Frequeˆncia Comprimento de onda
HF 3 - 30 MHz 100 - 10 m
VHF 30 - 300 MHz 10 - 1 m
UHF 300 - 1000 MHz 1 - 0,3 m
L 1 - 2 GHz 30 - 15 cm
S 2 - 4 GHz 15 - 8 cm
C 4 - 8 GHz 8 - 4 cm
X 8 - 12 GHz 4 - 2,5 cm
Ku 12 - 18 GHz 2,5 - 1,7 cm
K 18 - 27 GHz 1,7 - 1,2 cm
Ka 27 - 40 GHz 1,2 - 0,75 cm
mm ou W 40 - 300 GHz 7,5 - 1 mm
Fonte: (RINEHART, 2004)
O radar funciona da seguinte forma: um transmissor emite um feixe de radiac¸a˜o eletro-
magne´tica com intensidade e frequeˆncia conhecidas. Quando a radiac¸a˜o atinge os hidrometeo-
ros na atmosfera, parte dessa energia volta para o radar, sendo enta˜o detectada por um receptor
e amplificada, uma vez que a intensidade da energia refletida e´ muito menor do que aquela que
foi emitida (COLLIER, 1996).
Conhecendo-se o intervalo de tempo ∆t entre a emissa˜o e o retorno do eco, e´ possı´vel
determinar a distaˆncia r do alvo. Considerando a velocidade de propagac¸a˜o das ondas eletro-
magne´ticas no meio igual a cm, o intervalo de tempo ∆t e´ relacionado a` distaˆncia r pela seguinte
equac¸a˜o:
r =
cm ∆t
2
. (2.2)
62.1.1 Coleta de Dados
Varredura e´ o movimento da antena do radar durante a coleta dos dados. A antena
do radar normalmente e´ rotacionada sob um eixo vertical, varrendo o horizonte em todas as
direc¸o˜es em torno do radar (RINEHART, 2004).
Existem treˆs informac¸o˜es para determinar a localizac¸a˜o de um alvo. A primeira e´ o
aˆngulo do feixe em relac¸a˜o ao solo, chamado de aˆngulo de elevac¸a˜o (Figura 2.1-a). A segunda
e´ o aˆngulo do feixe de radar em relac¸a˜o ao Norte Geogra´fico, chamado de aˆngulo de azimute
(Figura 2.1-b). A terceira informac¸a˜o necessa´ria e´ a distaˆncia (r) do radar ao alvo (Figura 2.1-c).
Figura 2.1: (a) Aˆngulo de elevac¸a˜o da antena do radar (b) Aˆngulo azimute da antena do radar
(c) Distaˆncia do alvo em relac¸a˜o ao radar
(a) (b) (c)
Fonte: (ILLINOIS, 2010)
O conjunto de elevac¸o˜es e´ denominado Volume Coverage Patterns (VCP) e varia de
acordo com a ocorreˆncia de precipitac¸a˜o e sua intensidade. Um VCP de 15 elevac¸o˜es pode ser
observado na Figura 2.2.
7Figura 2.2: Volume Covarage Patterns (VCP)
Fonte: A autora (2011)
Devido a` abertura do feixe (beam width), o feixe apresenta uma forma coˆnica e quanto
maior a distaˆncia do radar, maior e´ o volume analisado, como pode ser observado na Figura 2.3.
Figura 2.3: Variac¸a˜o do volume analisado devido a` abertura do feixe
Fonte: (METEOPT, 2011)
Quando o sinal refletido retorna, o software do radar se encarrega de separa´-lo em
intervalos com comprimento constante (gate size, usualmente entre 300 e 1000m) na direc¸a˜o
radial. Cada um dos volumes criados por essa separac¸a˜o e´ denominado bin e recebe o valor da
me´dia ponderada dos alvos detectados naquela amostra. O conjunto final de todas as medic¸o˜es
feitas nas elevac¸o˜es especificadas no VCP recebe o nome de Volume. Utilizando como exem-
plo um radar com raio de alcance de 200km, abertura do feixe de 1◦, gate size de 0,5km e 7
8elevac¸o˜es, seu volume sera´ composto por 1008000
(
360× 2000,5 ×7
)
medic¸o˜es.
Formas de Coletas
A coleta de dados pode ser feita de duas formas diferentes:
1. PPI (Plan Position Indicator)
O radar e´ operado com antena com aˆngulo de elevac¸a˜o fixo e azimute varia´vel, como
mostrado na Figura 2.4. As varia´veis coletadas (Sec¸a˜o 2.1.2) podem ser mapeadas em
um plano horizontal.
Figura 2.4: Varredura PPI
Fonte: (ILLINOIS, 2010)
2. RHI (Range Height Indicator)
O radar e´ operado com antena com aˆngulo de azimute constante e aˆngulo de elevac¸a˜o
varia´vel, como mostrado na Figura 2.5. As varia´veis coletadas (Sec¸a˜o 2.1.2) podem ser
mapeadas em um plano vertical.
Figura 2.5: Varredura RHI
Fonte: (ILLINOIS, 2010)
9A taxa com a qual o radar emite os pulsos de energia e´ chamada de Frequeˆncia de
Repetic¸a˜o de Pulso ou PRF (Pulse Repetition Frequency), e e´ expressa em pulsos por segundo
ou Hertz. A maioria dos radares convencionais opera com PRF entre 150 e 300Hz. Ja´ os radares
com capacidade Doppler - aqueles que medem a velocidade de deslocamento dos alvos, operam
entre 700 e 3000Hz (RINEHART, 2004).
2.1.2 Varia´veis Medidas
As varia´veis coletadas pelo radar meteorolo´gico em estudo sa˜o: refletividade (Z), ve-
locidade radial (Vr) e largura espectral (W ).
Refletividade (Z)
E´ possı´vel distinguir as caracterı´sticas dos diferentes hidrometeoros (e dos eventos
meteorolo´gicos por eles formados) com base na intensidade da energia refletida. A energia
refletida por um alvo depende da sua refletividade (Z), que e´ uma medida de eficieˆncia de um
alvo em interceptar e retornar a energia originalmente emitida pelo radar. Tal caracterı´stica
depende do tamanho, formato, aspecto e propriedades diele´tricas do alvo (MASSAMBANI,
2009). Ela e´ calculada a partir da energia refletida para o radar (pr) utilizando-se a seguinte
equac¸a˜o:
z = cr r2 pr, (2.3)
onde r e´ a distaˆncia do radar ao alvo, e cr e´ chamado de constante do radar, que agrupa uma se´rie
de caracterı´sticas do radar, como comprimento de onda, forma e largura do feixe, comprimento
do pulso, poteˆncia transmitida, ganho da antena, entre outros.
Refletividade e´ um paraˆmetro meteorolo´gico que e´ determinado pelo nu´mero e tamanho
das partı´culas presentes em um volume de amostra, o que pode variar de pequenos valores
(ne´voa) para valores muito grandes (granizo). Devido ao grande domı´nio em que os valores
resultantes se encontram, e´ conveniente utilizar sua representac¸a˜o em uma escala logarı´tmica:
Z = 10 log
(
z
1mm6 /m3
)
, (2.4)
onde Z e´ valor de refletividade em escala logarı´tmica, medida em dBz, e z e´ o valor de refletivi-
dade em escala linear, em mm6 /m3.
Normalmente, para visualizac¸a˜o de imagens de refletividade, sa˜o utilizadas tonalidades
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vermelhas para representar valores elevados (regio˜es convectivas) e tonalidades azuis e verdes
para valores intermedia´rios e baixos (estratiformes).
A Figura 2.6 mostra uma imagem da varia´vel refletividade, com escala em dBz.
Figura 2.6: Imagem de radar para a varia´vel refletividade
Fonte: A autora (2011)
Os valores elevados de refletividade esta˜o associados a` chuva intensa e quando ultra-
passam cerca de 50dBz, podem estar presentes hidrometeoros no estado so´lido e ha´ possibili-
dade de queda de granizo.
Velocidade Radial (Vr)
O grande diferencial do radar Doppler e´ que ale´m de estimar a posic¸a˜o da tempestade,
ele tambe´m e´ capaz de calcular sua velocidade radial (Vr), que e´ a velocidade de aproximac¸a˜o
ou afastamento dos alvos (hidrometeoros) em relac¸a˜o ao radar na direc¸a˜o do feixe, o que facilita
prever para onde o evento se deslocara´.
Para isso, e´ utilizado o efeito Doppler, deduzido por Christian J. Doppler em 1842, e
segundo o qual, a mudanc¸a na frequeˆncia causada por fontes mo´veis e´ diretamente proporcional
a` velocidade da fonte.
O mesmo princı´pio aplica-se a` radiac¸a˜o eletromagne´tica do radar. Neste caso, o radar
esta´ parado e o alvo esta´ se movendo. Se o alvo se move em direc¸a˜o ao radar, a frequeˆncia e´
aumentada; se ele esta´ se afastando, a frequeˆncia e´ reduzida (RINEHART, 2004).
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O vento radial e´ normalmente mostrado em m/s. A Figura 2.7 mostra a velocidade
radial captada pelo radar, com valores positivos para os alvos que se afastam (em vermelho) e
valores negativos para os alvos que se aproximam do radar (em verde).
Figura 2.7: Imagem de radar para a varia´vel velocidade radial
Fonte: A autora (2011)
Largura Espectral (W )
Uma outra varia´vel medida pelo radar meteorolo´gico e´ a largura espectral (W), que e´
o desvio padra˜o das medidas obtidas em cada bin e, meteorologicamente, indica a turbuleˆncia
nesse volume conforme a variaˆncia dos alvos presentes. A varia´vel e´ expressa em m/s e pode
ser visualizada na Figura 2.8.
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Figura 2.8: Imagem de radar para a varia´vel largura espectral
Fonte: A autora (2011)
2.2 Interpolac¸a˜o dos Dados
Devido a`s caracterı´sticas fı´sicas do radar, os dados por ele coletados encontram-se em
um sistema de coordenadas esfe´ricas (r,φ ,θ), onde r e´ a distaˆncia do alvo em relac¸a˜o ao radar,
φ e´ o aˆngulo de azimute em relac¸a˜o ao Norte Geogra´fico e θ e´ o aˆngulo de elevac¸a˜o em relac¸a˜o
ao horizonte.
Entretanto, em um sistema de coordenadas esfe´ricas, os dados teˆm resoluc¸a˜o espacial
na˜o-uniforme, com alta resoluc¸a˜o na direc¸a˜o radial e baixa na azimutal. Como pode ser obser-
vado na Figura 2.9, pro´ximo ao radar os centros dos bins esta˜o mais pro´ximos uns dos outros,
enquanto em distaˆncias elevadas, esta˜o mais espac¸ados. Devido a essa na˜o-uniformidade, os
dados sa˜o transformados para um sistema de coordenadas cartesianas, o que ainda facilita a
visualizac¸a˜o dos dados.
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Figura 2.9: Espac¸amento entre os bins
Fonte: (ZHANG et al., 2001)
Devido a` refrac¸a˜o da atmosfera, o feixe emitido na˜o se propaga retilineamente, o
que dificulta ainda mais as aproximac¸o˜es para o sistema cartesiano. Bean e Dutton (BEAN;
DUTTON, 1966) propuseram uma soluc¸a˜o para esse problema, com a aproximac¸a˜o do modelo
de 4/3 Raio-efetivo-da-Terra. Supondo esse novo raio para o planeta, a curvatura do feixe (em
condic¸o˜es normais de refrac¸a˜o) desaparece.
Diversas te´cnicas de interpolac¸a˜o foram adaptadas ou desenvolvidas especificamente
para a interpolac¸a˜o de dados de radar. A utilizada no presente trabalho foi a chamada Mapea-
mento por Vizinhos Pro´ximos (MVP).
A te´cnica consiste em, primeiramente, criar uma grade cartesiana, que ira´ conter os
dados interpolados. Esse esquema simplesmente preenche as ce´lulas da grade cartesiana de-
signando o valor do bin mais pro´ximo a essa ce´lula, sendo a distaˆncia avaliada usando-se a
localizac¸a˜o do centro do bin (ZHANG; HOWARD; GOURLEY, 2005).
Vale lembrar que quanto maior a distaˆncia do bin ao radar, maior e´ o nu´mero de pontos
de grade “iluminados” pelo mesmo.
2.3 Formas de Visualizac¸a˜o e Produtos Gerados
A seguir, sa˜o apresentadas as principais formas de visualizac¸a˜o das varia´veis coletadas
pelo radar meteorolo´gico, bem como alguns produtos gerados a partir das mesmas.
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2.3.1 PPI - Plan Position Indicator
E´ a forma ba´sica de visualizac¸a˜o das varia´veis medidas pelo radar. Normalmente, a
varia´vel e´ plotada em um plano onde o centro indica a posic¸a˜o do radar. O plano e´ fixo para
um determinado aˆngulo de elevac¸a˜o. Portanto, deve-se observar que, conforme a distaˆncia em
relac¸a˜o ao radar aumenta, a altura do feixe com relac¸a˜o ao solo tambe´m aumenta.
Figura 2.10: Produto PPI
Fonte: (METEOPT, 2011)
2.3.2 CAPPI - Constant Altitude of Plan Position Indicator
O CAPPI e´ a visualizac¸a˜o de uma varia´vel a uma altura constante, ou seja, em um plano
paralelo a` superfı´cie terrestre. Ao contra´rio do PPI, em uma imagem de CAPPI, a qualquer
distaˆncia do radar os pontos esta˜o na mesma altitude.
O ca´lculo do CAPPI e´ feito atrave´s da interpolac¸a˜o dos dados nos pontos superior e
inferior mais pro´ximo do ponto selecionado, como mostrado na Figura 2.11.
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Figura 2.11: Produto CAPPI
Fonte: (METEOPT, 2011)
O valor para um ponto de grade (x,y) e´ interpolado pela seguinte equac¸a˜o:
CAPPI = xb− xa− xbda−db ·db, (2.5)
onde xa e xb sa˜o os valores nos pontos acima e abaixo do valor a ser interpolado; da e db sa˜o as
respectivas distaˆncias.
Portanto, para gerar o CAPPI sa˜o necessa´rias ao menos duas varreduras com elevac¸o˜es
diferentes. Para pontos distantes do radar, o intervalo entre os feixes e´ grande e o valor interpo-
lado pode na˜o representar adequadamente a varia´vel no nı´vel escolhido.
2.3.3 Zmax - Refletividade Ma´xima
Indica a ma´xima refletividade encontrada em uma coluna, como ilustrado na Figura
2.12.
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Figura 2.12: Produto Zmax
Fonte: (MASSAMBANI, 2009)
2.3.4 VIL - Vertically Integrated Liquid-Water
O termo VIL , do ingleˆs Vertically Integrated Liquid-Water, representa o conteu´do de
a´gua lı´quida integrado verticalmente. Assim, essa te´cnica mapeia as caracterı´sticas tridimen-
sionais das tempestades em um sistema bidimensional.
A integrac¸a˜o e´ feita desde o aˆngulo elevacional mais baixo ate´ o mais alto de toda a
a´gua lı´quida convertida a partir da refletividade Z pela relac¸a˜o Z-R para cada ponto de grade.
O VIL e´ definido por:
V IL = 3.44×10−6
∫ (zi+ zi+1
2
)4/7
∆h, (2.6)
onde zi e zi+1 sa˜o os valores de refletividade no limite inferior e superior, respectivamente, de
uma camada de amostra e ∆h e´ a diferenc¸a de altura entre os limites dessa camada. A varia´vel
e´ expressa em kg/m2.
2.3.5 Echo Top
E´ a altura ma´xima para cada ponto encontrado acima de um determinado valor de
refletividade. O Echo Top indica o topo da nuvem, caracterizando assim, o esta´gio de desen-
volvimento da ce´lula.
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Figura 2.13: Produto Echo Top
Fonte: (MASSAMBANI, 2009)
2.3.6 VIL Density
O VIL Density e´ simplesmente o VIL (Kg/m2) dividido pelo Echo Top (m). O quo-
ciente e´ multiplicado por 1000 fornecer a unidade g/m3:
V ILD =
V IL
EchoTop
×1000. (2.7)
Quando o VIL e´ “normalizado” pelo Echo Top , o VILD resultante pode ser usado para
identificar tempestades com alta refletividade em relac¸a˜o a` sua altura. As tempestades intensas
muitas vezes conteˆm nu´cleos de granizo. A` medida que o valor do VILD aumenta, os nu´cleos
de granizo tendem a ser mais profundos, intensos e maiores (AMBURN; WOLF, 1997).
2.4 Definic¸o˜es
Nesta sec¸a˜o, sa˜o descritas algumas varia´veis utilizadas posteriormente no trabalho.
Para tanto, e´ preciso apresentar, primeiramente, duas definic¸o˜es relevantes na a´rea de Meteo-
rologia: “isoterma de zero grau” e “banda brilhante”.
2.4.1 Isoterma de Zero Grau
A isoterma de zero grau, tambe´m chamada de nı´vel de congelamento, representa a
superfı´cie na qual a temperatura do ar e´ constante e igual a 0◦C. Essa temperatura varia de
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acordo com o tempo, latitude, longitude e altura.
Esta superfı´cie e´ a fronteira entre as temperaturas superiores e inferiores ao ponto de
congelamento. Acima do nı´vel de congelamento, a temperatura do ar esta´ abaixo de zero.
Abaixo, a temperatura esta´ acima de zero.
2.4.2 Banda Brilhante
A banda brilhante e´ a representac¸a˜o, no radar, do “nı´vel de derretimento”, uma estreita
camada horizontal de elevada refletividade, pro´xima a` isoterma de zero grau.
Quando uma camada de a´gua no estado lı´quido se forma em uma partı´cula de gelo
em processo de derretimento, sua refletividade pode aumentar em ate´ 6.5dBz. A refletividade
diminui abaixo do nı´vel de derretimento, porque quando o gelo converte-se em gotı´culas, o
nu´mero de partı´culas por unidade de volume diminui.
A banda brilhante e´ observada em precipitac¸o˜es estratiformes. As fortes correntes de
ar em precipitac¸o˜es convectivas na˜o permitem a existeˆncia da estratificac¸a˜o horizontal essencial
para a criac¸a˜o e sustentac¸a˜o de uma banda brilhante.
2.4.3 Perfil Vertical de Refletividade
O perfil vertical de refletividade (PVR) mostra o comportamento da varia´vel refletivi-
dade com a variac¸a˜o de altura, para um determinado ponto de latitude e longitude.
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Figura 2.14: Exemplos de PVR’s
Fonte: (ZHANG; LANGSON; HOWARD, 2008)
Os gra´ficos 2.14(a)-(b) representam perfis verticais tı´picos de chuva estratiforme. Ja´ as
imagens em 2.14(c)-(d) mostram perfis verticais encontrados em chuva convectiva.
A parte indicada por flecha nos PVR’s estratiformes representam presenc¸a de banda
brilhante.
2.4.4 Alturas Relevantes
Representa a maior altura encontrada para um determinado valor de refletividade. Por
exemplo, altura de 30dBz (h 30) e altura de 45dBz (h 45) representam a maior altitude encon-
trada para as refletividade de 30dBz e 45dBz, respectivamente.
Se a altura e´ encontrada acima da isoterma de zero grau, significa que a tempestade em
grandes altitudes e´ mais intensa, o que pode ser um indicativo de chuva convectiva.
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2.4.5 Zmax da Banda Brilhante
E´ a ma´xima refletividade encontrada na regia˜o de banda brilhante (isoterma de zero
grau). Observa-se os dados em um intervalo de ate´ 1km acima e 1km abaixo da altura da
isoterma de zero grau, selecionando o maior valor de refletividade encontrado.
2.4.6 Ice Slope
E´ a variac¸a˜o dos valores de refletividade acima da isoterma de zero grau, medida em
dBz/km.
Figura 2.15: Ilustrac¸a˜o do Ice Slope
Fonte: (GOURLEY et al., 2009)
2.5 Relac¸a˜o Z-R
Da mesma forma que o radar na˜o mede a velocidade radial diretamente, e sim a par-
tir da diferenc¸a de fase entre o sinal emitido e refletido, ele tambe´m na˜o e´ capaz de medir
a precipitac¸a˜o (R). Esta e´ calculada a partir da intensidade do sinal que foi refletido pelos
hidrometeoros (Z) presentes na atmosfera utilizando-se da relac¸a˜o Z-R, que se encarrega de
transformar refletividade em precipitac¸a˜o. Uma relac¸a˜o empı´rica pode ser obtida plotando-se
gra´ficos de taxa de precipitac¸a˜o que chega no solo contra a refletividade calculada pelo radar
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(RINEHART, 1994). Sua forma mais conhecida e utilizada e´
Z = aRb, (2.8)
onde Z e´ a refletividade em mm6/m3, R e´ a taxa de precipitac¸a˜o em mm/h, e a e b sa˜o constantes
empı´ricas, determinadas por meio da distribuic¸a˜o das partı´culas. Os valores dessas constantes
variam de acordo com a regia˜o do globo e tipos de precipitac¸o˜es.
A relac¸a˜o mais frequentemente utilizada e´ a de Marshall e Palmer (MARSHALL;
PALMER, 1948), que representa a chuva estratiforme:
Z = 200R1,6. (2.9)
Para a chuva convectiva (tempestades), Sekhon e Srivastava (SEKHON; SRIVAS-
TAVA, 1971) encontraram, a partir de observac¸o˜es de radar, a seguinte relac¸a˜o:
Z = 300R1,35. (2.10)
Estes coeficientes sa˜o pro´ximos aos encontrados para as chuvas convectivas em outras
regio˜es da terra.
Para a neve, Sekhon e Srivastava (SEKHON; SRIVASTAVA, 1970) obtiveram os valo-
res:
Z = 1780R2,21. (2.11)
2.6 Precipitac¸o˜es Convectivas e Estratiformes
Como pode ser observado na sec¸a˜o anterior, para cada tipo (ou classe) de precipitac¸a˜o,
pode-se determinar uma relac¸a˜o Z-R. Este fato justifica a necessidade de um crite´rio para sepa-
rar e classificar os diferentes eventos meteorolo´gicos que podem ocorrer na regia˜o onde o radar
esta´ instalado, em termos de precipitac¸a˜o convectiva ou estratiforme. Com a separac¸a˜o, creˆ-se
que e´ possı´vel alcanc¸ar resultados mais precisos na estimativa de precipitac¸a˜o com dados de
radar, resultados esses que poderiam ser utilizados pela Defesa Civil no alerta de enchentes e
em modelos hidrolo´gicos, para citar algumas aplicac¸o˜es. Nesta sec¸a˜o, sa˜o apresentadas algu-
mas das principais tentativas ja´ feitas para a classificac¸a˜o de eventos de precipitac¸a˜o a partir de
dados de radar e os resultados por elas alcanc¸ados.
Sistemas convectivos esta˜o associados com fortes campos verticais de vento e altas
taxas pluviome´tricas, enquanto nos sistemas estratiformes predomina extensa a´rea coberta,
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baixas velocidades verticais de vento, homogeneidade horizontal (gradiente suave) e taxas de
precipitac¸a˜o menores (ANAGNOSTOU e KUMMEROW, 1997).
Steiner et al. (STEINER; HOUZE; YUTER, 1995) fizeram uma revisa˜o das principais
te´cnicas de separac¸a˜o desenvolvidas ate´ enta˜o e uma nova proposta foi apresentada. Partindo
da te´cnica elaborada por Churchill e Houze (CHURCHILL; HOUZE, 1984), que consistia em
identificar um nu´cleo convectivo, a partir do qual todos os pontos dentro de uma distaˆncia fixa
receberiam a mesma classificac¸a˜o, foi argumentado que um raio fixo como o proposto na˜o era
suficiente para uma correta identificac¸a˜o. A sugesta˜o foi que um raio varia´vel em func¸a˜o da
me´dia da intensidade do nu´cleo fosse adotado. Suas principais concluso˜es foram:
• a identificac¸a˜o de precipitac¸a˜o estratiforme atrave´s da banda brilhante e´ limitada; entre-
tanto, pode ser usada para identificar classificac¸a˜o erroˆnea de precipitac¸a˜o estratiforme
como convectiva;
• te´cnicas baseadas no rastreamento do eco durante intervalos de tempo (coletas sucessivas
de dados) sa˜o computacionalmente muito exigentes;
• crite´rios u´teis na identificac¸a˜o de precipitac¸a˜o convectiva incluem intensidade da refle-
tividade, valor mais elevado na regia˜o do nu´cleo e caracterı´sticas da a´rea no entorno.
No mesmo ano da apresentac¸a˜o desta te´cnica, DeMott et al. (DEMOTT; CIFFELI;
RUTLEDGE, 1995) propuseram um novo aperfeic¸oamento, dessa vez considerando na˜o ape-
nas o perfil horizontal, mas sim a estrutura tridimensional do campo analisado pelo radar. Isso
foi feito aplicando-se a te´cnica de Steiner et al. (1995) para cada um dos nı´veis existentes no
volume do radar e executando um po´s-processamento nos resultados. Nessa etapa, as carac-
terı´sticas fı´sicas das precipitac¸o˜es foram utilizadas para garantir que na˜o houvesse presenc¸a de
precipitac¸a˜o convectiva nos nı´veis de derretimento e que, se sua ocorreˆncia fosse detectada nos
nı´veis me´dios, essa classificac¸a˜o fosse estendida ate´ os nı´veis mais elevados. Segundo DeMott
et al., a utilizac¸a˜o dos dados de va´rios nı´veis aumentou a acura´cia da classificac¸a˜o.
Mais um aperfeic¸oamento de Steiner et al. (1995) foi proposto, dessa vez por Big-
gerstaff e Listemaa (BIGGERSTAFF; LISTEMAA, 2000). Fazendo uma ana´lise criteriosa do
algoritmo de Steiner et al. quando aplicado em treˆs situac¸o˜es (linha de instabilidade, extensas
a´reas estratiformes com centros convectivos e apenas precipitac¸o˜es convectivas espalhadas),
concluiu-se que existem duas causas principais de erros: a´reas de intensa precipitac¸a˜o estrati-
forme sendo classificadas como convectiva e bordas de convectivas sendo classificadas como
estratiformes. Para corrigir o problema, um algoritmo que utiliza como entrada dados ja´ clas-
sificados pela te´cnica de Steiner et al. foi desenvolvido. Ale´m desses dados, o algoritmo
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tambe´m necessita de um volume de radar interpolado em coordenadas cartesianas para que
novos paraˆmetros possam ser calculados para cada ponto de grade.
A metodologia proposta por Steiner et al. (1995), que serviu de base para outras
te´cnicas aperfeic¸oadas, e´ descrita a seguir.
2.6.1 Me´todo de Steiner et al.
Para utilizac¸a˜o da te´cnica, os dados de refletividade coletados pelo radar sa˜o trans-
formados em coordenadas cartesianas e, para cada ponto de grade, e´ feita a classificac¸a˜o em
estratiforme ou convectiva, da seguinte maneira:
1. So´ os dados de chuva acima de 15dBz sa˜o considerados;
2. Divide-se os dados em clusters e considera-se apenas os maiores que 20km2;
3. Os chamados centros convectivos sa˜o encontrados, atrave´s de dois testes:
Teste Absoluto: todo pixel com mais de 40dBz e´ convectivo;
Teste Relativo: calcula-se o z f undo, que e´ a me´dia de refletividade de todos os pontos
(va´lidos) dentro de uma circunfereˆncia de raio de 11km, centrada no ponto em es-
tudo. Tal ponto sera´ considerado um centro convectivo se a seguinte desigualdade
for satisfeita:
z > z f undo+∆z, (2.12)
onde z e´ a refletividade no ponto e
∆z =
{
10− z f undo180 , se 0≤ z f undo < 42.43
0, se z f undo ≥ 42.43 ;
(2.13)
4. Para cada centro convectivo encontrado, pontos ao redor deste tambe´m sa˜o considerados
chuva convectiva. Sa˜o os pontos limitados por uma circunfereˆncia de raio definido de
acordo com o z f undo encontrado anteriormente, da seguinte forma:
R =

1km, se z f undo ≤ 25
2km, se 25 < z f undo ≤ 30
3km, se 30 < z f undo ≤ 35
4km, se 35 < z f undo ≤ 40
5km, se z f undo > 40 .
(2.14)
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A Figura 2.16 esquematiza como pontos de chuva convectiva sa˜o identificados. O
cı´rculo levemente sombreado e´ a regia˜o de fundo para um dado ponto de grade (centro da
imagem), dentro da qual uma me´dia de refletividade e´ calculada. Neste caso, os pontos de grade
esta˜o espac¸ados 2km. O cı´rculo mais escuro representa a regia˜o em torno do centro convectivo -
se identificado como tal - incluı´da como zona convectiva. O raio do cı´rculo de convecc¸a˜o e´ uma
func¸a˜o da refletividade me´dia do raio de fundo, mostrada na Figura 2.17. (STEINER; HOUZE;
YUTER, 1995).
Figura 2.16: Ilustrac¸a˜o do raio convectivo e raio de fundo para um determinado pixel
Fonte: (STEINER; HOUZE; YUTER, 1995)
Figura 2.17: Relac¸a˜o entre a me´dia de refletividade ao redor do ponto e o raio de alcance
convectivo
Fonte: (STEINER; HOUZE; YUTER, 1995)
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Assim, atrave´s dos nu´cleos convectivos e raio de alcance da circunfereˆncia que classi-
fica os pontos ao redor desses nu´cleos, todos os pontos de chuva convectiva sa˜o encontrados.
Os demais pontos sa˜o identificados como estratiformes.
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3 Support Vector Machine
O Support Vector Machine (SVM) e´ uma te´cnica de Aprendizado de Ma´quina que
consiste em, a partir de dados previamente classificados, encontrar um hiperplano separador
entre as classes, a partir do qual, dados desconhecidos ate´ enta˜o podem ser classificados.
O me´todo SVM requer a soluc¸a˜o de um problema de otimizac¸a˜o matema´tica. Sendo as-
sim, a seguir sa˜o apresentados alguns teoremas e definic¸o˜es da Teoria da Otimizac¸a˜o, necessa´rios
para fundamentar a formulac¸a˜o do me´todo.
3.1 Conceitos da Teoria da Otimizac¸a˜o
A teoria da otimizac¸a˜o e´ o ramo da matema´tica que tem como objetivo determinar
soluc¸o˜es para certa classe de problemas e desenvolver algoritmos eficazes que permitam en-
contra´-las (CRISTIANINI; SHAWE-TAYLOR, 2000).
Os conceitos apresentados a seguir sa˜o de fundamental importaˆncia para o entendi-
mento do me´todo SVM. Maiores detalhes podem ser encontrados em Cristianini e Shawe-Taylor
(2000) e em Izmailov e Solodov (2005).
3.1.1 Problema Primal
Um problema de otimizac¸a˜o e´ composto por uma func¸a˜o objetivo, que depende de
varia´veis sujeitas a determinadas restric¸o˜es de igualdade ou desigualdade. Os possı´veis valores
das varia´veis de decisa˜o sa˜o delimitados pelas restric¸o˜es, formando-se um conjunto de soluc¸o˜es
factı´veis do problema. Dependendo da natureza da func¸a˜o objetivo, tem-se um problema de
maximizac¸a˜o ou de minimizac¸a˜o.
Definic¸a˜o 1 (Problema de Otimizac¸a˜o Primal). Um problema de otimizac¸a˜o primal pode ser
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representado da seguinte forma:
Minimizar f (x), x ∈Ω⊆ℜn
Sujeito a: gi(x)≤ 0, i = 1, . . . ,k
h j(x) = 0, j = 1, . . . ,m
(3.1)
onde
f : Ω⊆ℜn→ℜ e´ a func¸a˜o objetivo;
gi : Ω⊆ℜn→ℜ, i = 1, . . . ,k ; h j : Ω⊆ℜn→ℜ, j = 1, . . . ,m sa˜o as restric¸o˜es.
E´ va´lido ressaltar que todo problema de maximizac¸a˜o pode ser transformado em um
problema de minimizac¸a˜o equivalente, mudando-se o sinal da func¸a˜o objetivo. Assim, maxi-
mizar f (x) e´ o mesmo que minimizar − f (x).
A regia˜o factı´vel do problema e´ denotada por qualquer x pertencente ao domı´nio do
problema que satisfac¸a todas as restric¸o˜es simultaneamente, ou seja:
F = {x ∈Ω : gi(x)≤ 0, i = 1, . . . ,k; h j(x) = 0, j = 1, . . . ,m}.
A soluc¸a˜o do problema sera´ o ponto x∗ ∈ F tal que f (x∗) < f (x) para todo ponto
x ∈ F . Este ponto e´ chamado de mı´nimo global. Se ∃ ε > 0 tal que f (x) ≥ f (x∗),∀x ∈ Ω com
‖x− x∗‖< ε , enta˜o o ponto x∗ e´ chamado de mı´nimo local.
Quando a func¸a˜o objetivo e´ uma func¸a˜o quadra´tica e as restric¸o˜es correspondentes sa˜o
lineares ou quadra´ticas, tem-se um problema de otimizac¸a˜o quadra´tica. Um caso especı´fico
deste problema ocorre quando a func¸a˜o objetivo e as restric¸o˜es sa˜o func¸o˜es convexas. Neste
caso, tem-se um problema quadra´tico convexo.
As definic¸o˜es de func¸a˜o convexa e de conjunto convexo sa˜o mostradas a seguir.
Definic¸a˜o 2 (Conjunto Convexo). Um conjunto Ω ∈ℜn e´ dito convexo quando o segmento de
reta que une dois pontos quaisquer do conjunto esta´ contido neste conjunto. Ou seja, para
quaisquer x ∈Ω, y ∈Ω e α ∈ [0,1], a combinac¸a˜o convexa (1−α)x+αy ∈Ω.
A Figura 3.1 ilustra um conjunto convexo e um na˜o-convexo.
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Figura 3.1: Exemplo de (a) conjunto convexo e (b) conjunto na˜o-convexo
(a) (b)
Fonte: A autora (2011)
Definic¸a˜o 3 (Func¸a˜o Convexa). Uma func¸a˜o f : Ω→ ℜ e´ considerada convexa se a regia˜o
sobre o seu gra´fico, ou seja, {(x,y) ∈ ℜ2/y ≥ f (x)}, for um conjunto convexo. Assim, para
quaisquer x ∈Ω, y ∈Ω e α ∈ [0,1] e´ va´lida a equac¸a˜o:
f (αx+(1−α)y)≤ α f (x)+(1−α) f (y).
A Figura 3.2 ilustra a definic¸a˜o de func¸a˜o convexa, apresentada acima.
Figura 3.2: Func¸a˜o convexa
Fonte: (IZMAILOV; SOLODOV, 2005)
A noc¸a˜o de convexidade e´ muito importante na Teoria da Otimizac¸a˜o, como pode ser
observado pelo Teorema 1.
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Teorema 1 (Teorema da Minimizac¸a˜o Convexa). Sejam Ω ∈ ℜn um conjunto convexo e f :
Ω→ ℜ uma func¸a˜o convexa em Ω. Enta˜o todo minimizador local da func¸a˜o f (x) em x ∈ Ω e´
minimizador global.
O me´todo SVM envolve a soluc¸a˜o de um problema de minimizac¸a˜o quadra´tico con-
vexo. Sendo assim, pelo Teorema 1, tem-se a garantia da existeˆncia de um mı´nimo global, o
que torna o me´todo atrativo. Para resolver esse problema, utiliza-se a Teoria Lagrangeana.
3.1.2 Teoria Lagrangeana
O Teorema de Fermat foi desenvolvido em 1629, para problemas de minimizac¸a˜o sem
restric¸o˜es. A Teoria Lagrangeana, desenvolvida por Lagrange em 1797, generalizou os resul-
tados de Fermat para problemas com restric¸o˜es de igualdade. Em 1951, Kuhn e Tucker esten-
deram o me´todo de Lagrange para problemas com possı´veis restric¸o˜es de desigualdade, o que
deu origem ao Teorema de Karush-Kuhn-Tucker. Esses teoremas sa˜o descritos a seguir.
Teorema 2 (Fermat). Seja f ∈C1, onde C1 e´ o conjunto das func¸o˜es contı´nuas emΩ, a condic¸a˜o
necessa´ria para x∗ ser um mı´nimo de f (x) e´
∂ f (x∗)
∂x
= 0. (3.2)
Essa condic¸a˜o, juntamente com a de convexidade de f , e´ tambe´m uma condic¸a˜o suficiente.
A Teoria Lagrangeana utiliza a chamada func¸a˜o Lagrangeana, que incorpora a func¸a˜o
objetivo do problema com as restric¸o˜es. E´, portanto, uma combinac¸a˜o linear da func¸a˜o objetivo
e cada uma das restric¸o˜es de igualdade.
Definic¸a˜o 4 (Func¸a˜o Lagrangeana). Seja um problema de otimizac¸a˜o com func¸a˜o objetivo f (x)
e restric¸o˜es de igualdade h j(x) = 0, j = 1, . . . ,m, define-se a func¸a˜o Lagrangeana como:
L(x,β ) = f (x)+
m
∑
j=1
β j h j(x), (3.3)
onde β j e´ chamado multiplicador de Lagrange.
Teorema 3 (Lagrange). A condic¸a˜o necessa´ria para o ponto x∗ ser um mı´nimo de f (x), sujeito
a h j(x) = 0, j = 1, . . . ,m com f , h j ∈C1, j = 1, . . . ,m e´
∂L
∂x
(x∗,β ∗) = 0; (3.4)
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∂L
∂β
(x∗,β ∗) = 0. (3.5)
Se L(x∗,β ∗) e´ uma func¸a˜o convexa em x∗, enta˜o a condic¸a˜o acima e´ tambe´m suficiente.
Para problemas com restric¸o˜es de igualdade e desigualdade, define-se a func¸a˜o La-
grangeana generalizada.
Definic¸a˜o 5 (Func¸a˜o Lagrangeana Generalizada). Seja um problema de otimizac¸a˜o com func¸a˜o
objetivo f (x) e restric¸o˜es tanto de igualdade quanto de desigualdade, como o problema 3.1.
Define-se a func¸a˜o Lagrangeana generalizada como:
L(x,α,β ) = f (x)+
k
∑
i=1
αi gi(x)+
m
∑
j=1
β j h j(x), (3.6)
onde αi e β j sa˜o os multiplicadores de Lagrange.
3.1.3 Dualidade
A teoria da dualidade baseia-se em associar ao problema original primal (Definic¸a˜o 1)
um outro problema, chamado dual, que, sob certas condic¸o˜es, e´ equivalente ao primal e que
pode ser mais fa´cil de se resolver (IZMAILOV; SOLODOV, 2005).
Definic¸a˜o 6 (Problema de Otimizac¸a˜o Dual). O problema dual Lagrangeano referente ao pro-
blema primal da Definic¸a˜o 1 e´ o seguinte:
Maximizar θ(α,β )
Sujeito a: α(x)≥ 0
(3.7)
onde θ(α,β ) = infx∈ΩL(x,α,β ).
Teorema 4 (Teorema Fraco da Dualidade). Seja x ∈Ω uma soluc¸a˜o via´vel do problema primal
(Definic¸a˜o 1), e seja (α,β ) uma soluc¸a˜o via´vel do problema dual (Definic¸a˜o 6). Enta˜o:
f (x)≥ θ(α,β ).
Este teorema afirma que o valor da soluc¸a˜o dual e´ limitada superiormente pelo valor
da soluc¸a˜o primal.
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Se f (x∗) = θ(α∗,β ∗), onde as restric¸o˜es do problema primal e dual sa˜o satisfeitas,
enta˜o x∗ e (α∗,β ∗) resolvem o problema primal e dual respectivamente.
A diferenc¸a entre os valores da func¸a˜o objetivo no problema primal e no dual e´ de-
nominado de gap de dualidade. Assim, quanto mais pro´ximo de zero esta´ o valor do gap de
dualidade, mais pro´ximo se esta´ da soluc¸a˜o o´tima do problema, ja´ que esta ocorre quando o
valor da func¸a˜o objetivo primal e´ igual ao da func¸a˜o objetivo dual.
Teorema 5 (Teorema Forte da Dualidade). Dado o problema de otimizac¸a˜o da Definic¸a˜o 1
com domı´nio convexo e gi, i = 1, . . . ,k, h j, j = 1, . . . ,m sendo func¸o˜es afins, ou seja, do tipo
h(x) = Ax−b, o gap de dualidade e´ igual a zero.
Teorema 6 (Condic¸o˜es de Karush-Kuhn-Tucker). Dado o problema de otimizac¸a˜o da Definic¸a˜o
1 com domı´nio convexo, f ∈C1 convexa, gi, i= 1, . . . ,k e h j, j = 1, . . . ,m sendo func¸o˜es afins, a
condic¸a˜o necessa´ria e suficiente para o ponto x∗ ser o´timo e´ a existeˆncia de α∗, β ∗ satisfazendo:
∂L
∂x
(x∗,α∗,β ∗) = 0;
∂L
∂β
(x∗,α∗,β ∗) = 0;
αi∗gi(x∗) = 0, i = 1, . . . ,k;
gi(x∗)≤ 0, i = 1, . . . ,k;
αi∗ ≥ 0, i = 1, . . . ,k.
O tratamento Lagrangeano para o problema de otimizac¸a˜o convexo fornece a alter-
nativa da descric¸a˜o dual, que frequentemente tende a ser mais fa´cil de ser resolvida do que a
descric¸a˜o primal, a qual apresenta restric¸o˜es de desigualdades mais complexas. Esta estrate´gia
tornou-se padra˜o na teoria do Support Vector Machine, porque a representac¸a˜o dual permite
trabalhar em um espac¸o de alta dimensa˜o, devido ao nu´mero de paraˆmetros ajustados na˜o de-
pender do nu´mero de atributos sendo utilizados (dimensa˜o dos dados de entrada). Posterior-
mente sera´ visto que as amostras associadas aos multiplicadores de Lagrange maiores do que
zero (restric¸o˜es ativas) sera˜o denominadas de vetores suporte (SEMOLINI, 2002).
3.2 Reconhecimento de Padro˜es
O Reconhecimento de Padro˜es, ou Classificac¸a˜o de Padro˜es, e´ um subto´pico do Apren-
dizado de Ma´quina, o qual, por sua vez, e´ uma sub-a´rea da Inteligeˆncia Artificial.
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Um me´todo de reconhecimento de padro˜es deve, baseado no conhecimento extraı´do
dos exemplos de uma base, classificar um exemplo novo, desconhecido ate´ enta˜o, ao padra˜o
que mais reflete as suas caracterı´sticas (CARVALHO, 2005).
3.2.1 Inteligeˆncia Artificial
Inu´meros sa˜o os problemas feitos de forma repetitiva e manualmente, atrave´s da ac¸a˜o
humana. De forma a automatizar essas atividades, e´ possı´vel realizar um estudo e posterior
desenvolvimento de rotinas computacionais que auxiliem, ou ate´ mesmo substituam, o trabalho
humano em tais atividades (BERGAMINI; ARAUJO; MOTTER, 2006).
A Inteligeˆncia Artificial (IA) e´ uma a´rea da Cieˆncia da Computac¸a˜o responsa´vel pelo
estudo e desenvolvimento de tais rotinas computacionais, envolvendo pesquisas relacionadas a`
aprendizagem e evoluc¸a˜o computacional, sistemas especialistas, sistemas de suporte a` tomada
de decisa˜o, agentes computacionais inteligentes, entre outras a´reas (BERGAMINI; ARAUJO;
MOTTER, 2006).
Um dos ramos da IA e´ o Aprendizado de Ma´quina, te´cnica a ser abordada neste estudo.
3.2.2 Aprendizado de Ma´quina
As te´cnicas de Aprendizado de Ma´quina (AM) empregam um princı´pio de infereˆncia
denominado induc¸a˜o, no qual obte´m-se concluso˜es gene´ricas a partir de um conjunto particular
de exemplos (LORENA; CARVALHO, 2007). O aprendizado pode ser supervisionado ou na˜o-
supervisionado.
O aprendizado supervisionado e´ realizado por meio de um supervisor externo, que
fornece ao sistema as entradas juntamente com os valores de saı´da desejados. A ideia e´ que,
a partir da amostra apresentada, o sistema seja capaz de construir um classificador para rotular
novos dados, desconhecidos ate´ enta˜o.
No aprendizado na˜o-supervisionado na˜o existem exemplos ja´ rotulados. O algoritmo
de AM busca, a partir dos dados de entrada, criar alguma compreensa˜o dos dados e gerar uma
representac¸a˜o interna capaz de codificar as caracterı´sticas de entrada em novas classes e agrupa´-
las corretamente (ALMEIDA, 2007).
A Figura 3.3 mostra um esquema do aprendizado supervisionado. Tem-se um conjunto
com n dados; cada dado xi, i = 1, . . . ,n, e´ representado por um vetor com m caracterı´sticas, ou
seja, xi = (xi1, . . . ,xim). As varia´veis yi representam as classes. A partir dos exemplos e de
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suas respectivas classes, o algoritmo de AM extrai um classificador (LORENA; CARVALHO,
2007).
Figura 3.3: Induc¸a˜o de classificador em aprendizado supervisionado
Fonte: (LORENA; CARVALHO, 2007)
A aprendizagem supervisionada e´ composta por duas fases. A primeira e´ a fase de
treinamento, representada pela Figura 3.3, na qual exemplos sa˜o utilizados pelo sistema para
aprendizagem e gerac¸a˜o de um classificador. A segunda fase e´ a de teste, na qual novos exem-
plos sa˜o rotulados a partir do classificador existente.
O conjunto de treinamento deve ser estatisticamente representativo, para que a ma´quina
consiga reconhecer os exemplos de teste, propriedade conhecida como generalizac¸a˜o (CAR-
VALHO, 2005).
Uma ma´quina de aprendizagem supervisionada deve ter a propriedade de, apo´s a
observac¸a˜o de va´rios pares de entrada e saı´da {xi,yi}ni=1, imitar o comportamento do sistema,
gerando saı´das pro´ximas de yi a partir de entradas pro´ximas de xi (VAPNIK, 1995).
Quando o nu´mero de padro˜es - saı´das ou classes - e´ finito, assumindo valores discre-
tos, a tarefa e´ denominada classificac¸a˜o de padro˜es (reconhecimento de padro˜es). Se houver
apenas duas classes possı´veis, da´-se o nome de classificac¸a˜o bina´ria. Caso haja mais que dois
padro˜es, tem-se uma classificac¸a˜o multiclasses. Ja´ quando existe um nu´mero infinito de padro˜es
possı´veis (valores reais), o problema e´ denominado de regressa˜o.
Para classificar padro˜es existem va´rios me´todos como: Redes Neurais Artificiais, Al-
goritmos Gene´ticos, Ana´lise Multivariada, Support Vector Machine (SVM), entre outros.
O SVM, me´todo utilizado no presente trabalho, e´ baseado na Teoria do Aprendizado
Estatı´stico, que estabelece condic¸o˜es matema´ticas para a escolha de um classificador.
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3.3 Teoria do Aprendizado Estatı´stico
A Teoria do Aprendizado Estatı´stico (TAE), desenvolvida por Vapnik desde 1971
(VAPNIK; CHERVONENKIS, 1971), e´ tambe´m chamada de Teoria de Vapnik-Chervonenkis.
No contexto SVM, a Teoria do Aprendizado Estatı´stico objetiva controlar, em termos
matema´ticos, a habilidade de generalizac¸a˜o, ou seja, a capacidade de classificac¸a˜o correta de
padro˜es na˜o treinados (SANTOS, 2002).
Sejam (xi,yi) pares de entrada e saı´da independentes e identicamente distribuı´dos, ge-
rados de acordo com uma func¸a˜o de probabilidade P(x,y), ou seja, cada amostra xi e´ indepen-
dente das demais amostras e segue P(x,y). Dado um conjunto F de possı´veis func¸o˜es para
escolha de um hiperplano separador, o problema do treinamento supervisionado consiste em
encontrar uma func¸a˜o particular f ∗ ∈ F .
Considerando, por exemplo, o problema de classificac¸a˜o da Figura 3.4. O objetivo e´
encontrar uma func¸a˜o que separe os padro˜es da melhor forma possı´vel.
Figura 3.4: (a) Underfitting; (b) Hiperplano de separac¸a˜o mais adequado; (c) Overfitting
Fonte: (SMOLA; SCHo¨LKOPF, 2002)
A Figura 3.4(a) exemplifica o caso de uma func¸a˜o de complexidade inferior a` ne-
cessidade do problema. Muitos dados do pro´prio conjunto de treinamento sa˜o classificados
erroneamente. E´ o chamado underfitting. Ja´ a func¸a˜o escolhida em 3.4(c) e´ de complexidade
maior do que a necessa´ria para a soluc¸a˜o do problema. A func¸a˜o de classificac¸a˜o considera,
inclusive, possı´veis ruı´dos. Ha´, assim, um sobre-ajuste aos dados de treinamento, e a func¸a˜o
acaba perdendo a capacidade de generalizac¸a˜o. Esse problema e´ conhecido como overfitting. A
Figura 3.4(b), enfim, apresenta uma func¸a˜o mais adequada ao problema. Tem uma complexi-
dade intermedia´ria e classifica corretamente grande parte dos dados.
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A TAE estabelece condic¸o˜es matema´ticas que auxiliam na escolha de um classificador
particular f ∗ a partir de um conjunto de dados de treinamento. Essas condic¸o˜es levam em conta
o desempenho do classificador no conjunto de treinamento e a sua complexidade, com o obje-
tivo de obter um bom desempenho tambe´m para novos dados do mesmo domı´nio (LORENA;
CARVALHO, 2007).
Para tal, e´ necessa´rio definir uma func¸a˜o de risco que mec¸a o erro me´dio ou o risco
associado com o estimador e, enta˜o, encontrar o estimador com menor risco.
3.3.1 Minimizac¸a˜o do Risco Empı´rico
Uma relac¸a˜o entre a saı´da desejada yi com a previsa˜o f (xi) pode ser feita atrave´s da
func¸a˜o custo, ou func¸a˜o erro. Uma func¸a˜o custo comumente empregada em problemas de
classificac¸a˜o bina´ria (onde a saı´da e´ ±1) e´:
c( f (x),y) =
1
2
| f (x)− y|. (3.8)
Essa func¸a˜o retorna 0 se a classificac¸a˜o e´ feita corretamente, e 1 caso contra´rio.
Uma escolha particular da func¸a˜o f resulta em uma ma´quina treinada. O risco espe-
rado para o erro de teste e´, enta˜o:
R( f ) =
∫
c( f (x),y) dP(x,y). (3.9)
Como a distribuic¸a˜o de probabilidade P(x,y) e´ desconhecida, na˜o se pode minimizar
o risco diretamente. Normalmente, utiliza-se o princı´pio de induc¸a˜o para inferir uma func¸a˜o f ∗
que minimize o erro sobre esses dados e espera-se que esse procedimento leve tambe´m a um
menor erro sobre os dados de teste (SMOLA; SCHo¨LKOPF, 2002).
Assim, e´ utilizado o Princı´pio de Minimizac¸a˜o do Risco Empı´rico que consiste em
utilizar o conjunto de treinamento para construir uma aproximac¸a˜o do risco esperado. Essa
aproximac¸a˜o e´ o chamado risco empı´rico e nada mais e´ do que o erro me´dio no conjunto de
treinamento (BORGES, 2003):
Remp( f ) =
1
N
N
∑
i=1
c( f (x),y). (3.10)
Este princı´pio baseia-se na intuic¸a˜o de que, pela lei dos grandes nu´meros, o risco
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empı´rico converge para o risco esperado (DEFILIPPO, 2004), ou seja:
lim
N→∞
(|R( f )−Remp( f )|) = 0. (3.11)
Pore´m, minimizar o erro de treinamento na˜o implica necessariamente em um pequeno
erro de teste. Isso porque, ao escolher uma func¸a˜o f a partir de um conjunto de func¸o˜es muito
amplo, e´ sempre possı´vel encontrar uma f com pequeno risco empı´rico. Entretanto, nesse caso
os exemplos de treinamento podem se tornar pouco informativos para a tarefa de aprendizado,
pois o classificador induzido pode se super-ajustar a eles (LORENA; CARVALHO, 2007).
Deve-se, portanto, restringir a classe de func¸o˜es da qual f e´ extraı´da. A TAE lida
com essa questa˜o considerando a complexidade (ou capacidade) da classe de func¸o˜es que o
algoritmo e´ capaz de obter (SMOLA; SCHo¨LKOPF, 2002). Para tal, e´ utilizado o conceito de
dimensa˜o VC (dimensa˜o Vapnik & Chervonenkis).
3.3.2 Dimensa˜o VC
A dimensa˜o VC e´ uma medida da capacidade de expressa˜o de uma famı´lia de func¸o˜es
classificadoras obtidas por meio de um algoritmo de aprendizado. E´ dada pelo nu´mero ma´ximo
de amostras de treinamento que podem ser classificadas sem erro, usando-se func¸o˜es da classe
escolhida (LORENA; CARVALHO, 2007).
Definic¸a˜o 7 (Dimensa˜o VC - Vapnik & Chervonenkis, 1971). A dimensa˜o VC de uma classe
de func¸o˜es e´ h se e somente se existe um conjunto de amostras {xi}hi=1 tal que, para qualquer
uma das 2h configurac¸o˜es possı´veis de rotulac¸a˜o bina´ria, as amostras podem ser corretamente
classificadas e na˜o existe nenhum conjunto {xi}qi=1 com q > h satisfazendo esta propriedade.
Na Figura 3.5, e´ apresentada uma forma de obtenc¸a˜o da dimensa˜o VC para func¸o˜es
lineares no ℜ2, ou seja, retas. Conclui-se que a dimensa˜o VC de retas no ℜ2 e´ 3, pois 3 e´
o nu´mero ma´ximo de amostras que podem ser corretamente classificadas por uma reta, para
qualquer padra˜o de rotulac¸a˜o bina´ria que as amostras podem admitir. Para 4 ou mais amostras,
existem padro˜es de rotulac¸a˜o que na˜o possibilitam uma classificac¸a˜o correta por interme´dio de
uma reta (LIMA, 2004).
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Figura 3.5: Possibilidades de rotulac¸a˜o de treˆs amostras no ℜ2 e a classificac¸a˜o realizada por
uma func¸a˜o linear
Fonte: (BURGES, 1998)
Do Teorema 7, abaixo, tem-se um corola´rio que permite definir a dimensa˜o de VC de
uma famı´lia de hiperplanos em ℜn.
Teorema 7 (Burges, 1998). Considera-se um conjunto de m pontos em ℜn. Escolhe-se qual-
quer um dos pontos como origem. Enta˜o os m pontos podem ser separados por hiperplanos
orientados se e so´ se os restantes pontos sa˜o linearmente independentes.
Corola´rio 1. A dimensa˜o VC de um conjunto de hiperplanos orientados em ℜn e´ n+ 1, uma
vez que se pode sempre escolher n+1 pontos, e escolher um dos pontos como origem, de forma
que os restantes n pontos sejam linearmente independentes. No entanto e´ impossı´vel escolher
n+2 pontos uma vez que e´ impossı´vel ter-se n+1 pontos linearmente independentes em ℜn.
3.3.3 Minimizac¸a˜o do Risco Estrutural
Diversas te´cnicas de reconhecimento de padro˜es sa˜o baseadas na minimizac¸a˜o do risco
empı´rico, isto e´, tenta-se otimizar o desempenho sobre o conjunto de treinamento. O me´todo
SVM minimiza o risco estrutural, ou seja, a probabilidade de classificar de forma errada
padro˜es ainda na˜o vistos por uma distribuic¸a˜o de probabilidade dos dados fixa e desconhecida
(CRISTIANINI; SHAWE-TAYLOR, 2000).
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Uma relac¸a˜o entre o risco esperado e o risco empı´rico e´ dada por:
R( f )≤ Remp( f )+
√√√√h ln(2Nh +1)− ln(δ4)
N
, (3.12)
onde a parcela de raiz da soma e´ o termo de capacidade, h e´ a dimensa˜o VC da classe de func¸o˜es
F a` qual f pertence, N e´ a quantidade de exemplos no conjunto de treinamento e δ ∈ [0,1].
O princı´pio de minimizac¸a˜o do risco empı´rico visa otimizar o desempenho sobre o con-
junto de treinamento. O princı´pio de minimizac¸a˜o do risco estrutural agrega a essa minimizac¸a˜o
do risco esperado a minimizac¸a˜o do termo de capacidade, ou seja, do erro na classificac¸a˜o de
novos padro˜es, evitando assim o chamado overfitting.
Assim, pela Equac¸a˜o 3.12, tem-se que, para minimizar o risco esperado, e´ preciso
associar a minimizac¸a˜o do risco empı´rico com a minimizac¸a˜o do termo de capacidade. Este
u´ltimo sera´ pequeno quando a raza˜o entre a dimensa˜o VC e o nu´mero de amostras for pequeno.
Figura 3.6: Princı´pio de minimizac¸a˜o do risco estrutural
Fonte: (SMOLA; SCHo¨LKOPF, 2002)
A Figura 3.6 ilustra alguns conceitos da minimizac¸a˜o do risco estrutural. Seja subcon-
juntos Fi de possı´veis func¸o˜es para a escolha de um classificador, de maneira que F0 ⊂ F1 ⊂
. . . ⊂ Fq ⊂ F . Como cada conjunto Fi e´ maior com o crescimento do ı´ndice i, a capacidade
do conjunto de func¸o˜es que ele representa tambe´m e´ maior, ou seja, h0 < h1 < ... < hq < h.
Para um subconjunto particular Fk, seja fk ⊂ Fk o classificador com menor risco empı´rico. A
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medida que k cresce, o risco empı´rico de fk diminui, uma vez que a complexidade do conjunto
de classificadores e´ maior. Pore´m, o termo de capacidade aumenta com k. Como resultado,
deve haver um valor o´timo k∗ em que se obte´m uma soma mı´nima do risco empı´rico e do termo
de capacidade, minimizando assim o limite sobre o risco esperado. A escolha da func¸a˜o fk∗
constitui o Princı´pio da Minimizac¸a˜o do Risco Estrutural (LORENA; CARVALHO, 2007).
3.4 O Hiperplano O´timo
O objetivo do SVM e´ encontrar um hiperplano que separe as duas classes de dados da
melhor forma possı´vel, o chamado hiperplano o´timo.
3.4.1 Hiperplano O´timo para Classes Linearmente Separa´veis - Margens
Rı´gidas
Para um problema de classificac¸a˜o bina´ria, seja um conjunto de treinamento com
n exemplos, representado por {(xi,yi)}ni=1, onde xi ∈ ℜm e´ o vetor de caracterı´sticas e yi ∈
{−1,+1} e´ a saı´da correspondente.
Para classificac¸o˜es bina´rias, uma func¸a˜o f : X ⊆ ℜm → ℜ e´ utilizada, de tal forma
que a classificac¸a˜o seja representada pelo sinal de f (x). Ou seja, se f (x) ≥ 0 enta˜o a entrada
pertence a` classe positiva; caso contra´rio, pertence a` classe negativa.
Considerando, inicialmente, conjuntos linearmente separa´veis, a func¸a˜o f (x) e´ dada
por:
f (x) = wT x+b, (3.13)
onde w ∈ℜm e´ o vetor pesos e b ∈ℜ e´ o chamado bias.
O hiperplano definido pela equac¸a˜o wT x+b = 0 divide o espac¸o em duas partes, cor-
respondentes a dados de duas classes distintas. O vetor w define uma direc¸a˜o perpendicular
ao hiperplano, enquanto a variac¸a˜o do valor de b (bias) move o hiperplano paralelamente a ele
mesmo.
A classificac¸a˜o de cada padra˜o x do conjunto de treinamento e´ dada conforme a pro-
ximidade em relac¸a˜o a`s margens do hiperplano separador. Ou seja, e´ classificado como perten-
cente a` classe −1 se estiver mais pro´ximo da margem negativa wT x+b =−1, e e´ pertencente a`
classe +1 se estiver mais pro´ximo da margem positiva wT x+b =+1 (ALES, 2008).
40
Figura 3.7: Classificac¸a˜o dos dados a partir do hiperplano separador
Fonte: A autora (2011)
A Figura 3.7 ilustra um conjunto de dados dividido por um hiperplano separador
wT x+ b = 0, representado pela linha contı´nua. As amostras mais pro´ximas da margem po-
sitiva M+ : wT x+b =+1 sa˜o classificadas como pertencentes a` classe +1 (cı´rculos); enquanto
as amostras representadas por triaˆngulos pertencem a` classe −1, pois esta˜o mais pro´ximas da
margem negativa M− : wT x+b =−1.
Um padra˜o e´ classificado corretamente se estiver fora da margem de separac¸a˜o de sua
classe, ou seja:
wT xi+b≥ 1 se yi =+1;
wT xi+b≤ 1 se yi =−1.
(3.14)
De forma simplificada, temos:
yi(wT xi+b)≥ 1, ∀ i = 1, . . . ,n. (3.15)
Assim, no caso representado na Figura 3.7, todas as amostras sa˜o classificadas corre-
tamente, pois na˜o ha´ nenhum padra˜o entre as duas margens de separac¸a˜o.
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Figura 3.8: Hiperplano com ma´xima margem de separac¸a˜o
Fonte: (SEMOLINI, 2002)
A Figura 3.8 ilustra alguns conceitos definidos para a te´cnica SVM. A distaˆncia en-
tre o hiperplano de separac¸a˜o f (x) e o padra˜o mais pro´ximo a este e´ denominada margem de
separac¸a˜o, denominada por ρ . Sempre que for possı´vel obter um ρ > 0, existira˜o infinitos
hiperplanos (ilustrado na Figura 3.9), dentre os quais busca-se um hiperplano em particular, em
que a margem de separac¸a˜o ρ e´ maximizada. De acordo com esta condic¸a˜o, a superfı´cie de
decisa˜o e´ dita ser o hiperplano o´timo e a te´cnica de aprendizado de ma´quina utilizada para a
obtenc¸a˜o deste hiperplano e´ denominada Support Vector Machine (SEMOLINI, 2002).
Os pontos que satisfazem a igualdade na Equac¸a˜o 3.15 encontram-se nas margens do
hiperplano separador (wT x+ b = +1 e wT x+ b = −1), e sa˜o denominados vetores suporte.
Como sa˜o os pontos mais pro´ximos da superfı´cie separadora, sa˜o os mais difı´ceis de serem
classificados.
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Figura 3.9: Possibilidades de separac¸a˜o das classes por diferentes hiperplanos
Fonte: A autora (2011)
A Figura 3.10 ilustra dois conjuntos de padro˜es separados pelo hiperplano o´timo. As
margens deste hiperplano sa˜o H1 : wT x+b=+1 e H2 : wT x+b=−1. O vetor w e´ perpendicular
a`s margens. Sendo x1 ∈ H1 e x2 ∈ H2, projetando x1− x2 em w, pode-se obter a distaˆncia entre
as margens. Essa projec¸a˜o e´ dada por:
(x1− x2)
(
w
‖w‖
(x1− x2)
‖x1− x2‖
)
. (3.16)
Subtraindo wx1+b =+1 de wx1+b =−1, encontra-se w(x1− x2) = 2. Substituindo
na Equac¸a˜o 3.16, tem-se:
2(x1− x2)
‖w‖‖x1− x2‖ . (3.17)
Tomando-se a norma da equac¸a˜o 3.17, tem-se o comprimento do vetor projetado, ou
seja, a distaˆncia d entre as margens de separac¸a˜o:
d =
2
‖w‖ . (3.18)
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Figura 3.10: Ca´lculo da distaˆncia d entre os hiperplanos H1 e H2
Fonte: (LORENA; CARVALHO, 2007)
Assim, para encontrar o hiperplano o´timo, deve-se maximizar a distaˆncia d, o que e´
equivalente a minimizar ‖w‖. Desse modo, formula-se o problema de otimizac¸a˜o primal como:
Minimizar
1
2
‖w‖2
Sujeito a: yi(wT xi+b)≥ 1, ∀i = 1, . . . ,n
(3.19)
onde w ∈ℜm e b ∈ℜ sa˜o as inco´gnitas do problema.
A func¸a˜o Lagrangeana referente ao problema 3.19 apresentado acima e´ a que segue:
L(w,b,α) =
1
2
wT w−
n
∑
i=1
αi[yi(wT xi+b)−1], (3.20)
onde αi ≥ 0 sa˜o os multiplicadores de Lagrange associados a i-e´sima restric¸a˜o de desigualdade
do primal.
A soluc¸a˜o do problema de otimizac¸a˜o em questa˜o e´ determinada minimizando-se a
func¸a˜o 3.20 em relac¸a˜o a`s varia´veis primais e maximizando-a em relac¸a˜o aos multiplicadores
de Lagrange. Para minimizar 3.20 em relac¸a˜o a`s varia´veis primais, calculam-se as derivadas
parciais primeiras dessa func¸a˜o em relac¸a˜o a` w e b, e em seguida igualam-nas a zero (BEL-
TRAMI, 2009).
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∂L
∂w
(w,b,α) = w−
n
∑
i=1
yiαixi = 0;
∂L
∂b
(w,b,α) =
n
∑
i=1
yiαi = 0.
(3.21)
Substituindo-se as equac¸o˜es obtidas
w =
n
∑
i=1
yiαixi (3.22)
e
n
∑
i=1
yiαi = 0 (3.23)
na func¸a˜o Lagrangeana 3.20, obte´m-se:
L(w,b,α) =
1
2
n
∑
i, j=1
yiy jαiα j(xiT x j)−
n
∑
i, j=1
yiy jαiα j(xiT x j)+
n
∑
i=1
αi
=
n
∑
i=1
αi− 12
n
∑
i, j=1
yiy jαiα j(xiT x j).
(3.24)
Assim, formula-se o problema de otimizac¸a˜o dual correspondente ao problema 3.19
como:
Maximizar
N
∑
i=1
αi− 12
n
∑
i, j=1
yiy jαiα j(xiT x j)
Sujeito a:
n
∑
i=1
yiαi = 0
αi ≥ 0 ∀i = 1, . . . ,n
(3.25)
onde αi sa˜o os multiplicadores de Lagrange.
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3.4.2 Hiperplano O´timo para Classes Na˜o-Linearmente Separa´veis - Mar-
gens Flexı´veis
Para o caso de classes na˜o linearmente separa´veis, na˜o e´ possı´vel construir um hiper-
plano separador sem encontrar erros de classificac¸a˜o. Todavia, e´ possı´vel encontrar um hiper-
plano que minimiza a probabilidade de erro de classificac¸a˜o junto a`s amostras de treinamento
(SEMOLINI, 2002).
Para tal, sa˜o utilizadas varia´veis de folga ξi ≥ 0 associadas a cada vetor de treinamento
xi. Assim, a restric¸a˜o 3.15 fica da forma:
yi(wT xi+b)≥ 1+ξi, ∀ i = 1, . . . ,n. (3.26)
Pontos classificados fora das margens de separac¸a˜o teˆm ξ = 0. Quando um ponto esta´
localizado entre a margem de separac¸a˜o de sua classe e o hiperplano separador, ou seja, ainda
do lado correto, tem-se que 0 < ξi ≤ 1. Caso o ponto esteja localizado no lado incorreto do
hiperplano separador, tem-se que ξi > 1.
Figura 3.11: Possibilidades de valores para a varia´vel ξ
Fonte: (SEMOLINI, 2002)
Assim, para encontrar o hiperplano o´timo com margens flexı´veis formula-se o seguinte
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problema de otimizac¸a˜o primal:
Minimizar
1
2
‖w‖2+C
n
∑
i=1
ξi
Sujeito a: yi(wT xi+b)≥ 1+ξi
ξ1 ≥ 0 ∀i = 1, . . . ,n
(3.27)
onde w ∈ℜn, b ∈ℜ sa˜o as inco´gnitas do problema e C e´ chamada constante de regularizac¸a˜o.
O primeiro termo da func¸a˜o objetivo (12‖w‖2) visa maximizar a margem, enquanto
o segundo termo (C∑ni=1 ξi) objetiva minimizar o valor das varia´veis de folga ξ . Assim, o
paraˆmetro C determina maior ou menor importaˆncia a`s varia´veis de folga, possibilitando que o
modelo do SVM seja menos sensı´vel a` presenc¸a de pontos “mal comportados” no conjunto de
treinamento (ALES, 2008).
De maneira semelhante a` descrita anteriormente pode-se transformar o problema pri-
mal 3.27 em um problema dual correspondente:
Maximizar
n
∑
i=1
αi−
n
∑
i, j=1
yiy jαiα j(xiT x j)
Sujeito a:
n
∑
i=1
yiαi = 0
0≤ αi ≤C ∀i = 1, . . . ,n
(3.28)
onde αi sa˜o os multiplicadores de Lagrange e C e´ o paraˆmetro que limita o valor dos multipli-
cadores de Lagrange no treinamento SVM.
De acordo com as condic¸o˜es de KKT (Teorema 6), as soluc¸o˜es do problema 3.25
devem satisfazer a seguinte relac¸a˜o:
αi∗[yi(w∗T xi)−1+ξi] = 0 ∀ i = 1, . . . ,n. (3.29)
Isso implica que os αi∗ na˜o zeros esta˜o na margem funcional, chamados de vetores
suporte, e os demais sa˜o nulos (CRISTIANINI; SHAWE-TAYLOR, 2000).
3.5 Func¸a˜o Kernel
O SVM implementa a seguinte ideia: mapeia os vetores de entrada x em um espac¸o
de caracterı´sticas de alta dimensa˜o Z atrave´s de um mapeamento na˜o-linear. Neste espac¸o, um
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hiperplano o´timo separador e´ construı´do (VAPNIK, 1995), como pode ser observado na Figura
3.12.
Figura 3.12: Mapeamento do espac¸o de entrada via func¸a˜o kernel
Fonte: (SANTOS, 2002)
Na pra´tica, este mapeamento e´ feito para um espac¸o de dimensa˜o muito maior do que
a original (SEMOLINI, 2002).
Embora a dimensa˜o do espac¸o aumente em Z, a complexidade diminui, porque a
classificac¸a˜o, que no espac¸o de entrada so´ era possı´vel utilizando superfı´cies de decisa˜o na˜o
lineares, no espac¸o de caracterı´sticas, pode ser feita apenas com um simples hiperplano (su-
perfı´cie de decisa˜o linear) (SANTOS, 2002).
Uma estrate´gia de pre´-processamento em algoritmos de aprendizado envolve a mudanc¸a
de representac¸a˜o dos dados na forma:
x = (x1, . . . ,xm) 7−→ φ(x) = (φ1(x), . . . ,φM(x)), onde M >> m.
Este passo e´ equivalente ao mapeamento na˜o-linear dos dados do espac¸o de entrada X
em um novo espac¸o Z = {φ(x)|x∈X}, chamado de espac¸o caracterı´stico. As medidas originais
de representac¸a˜o dos dados sa˜o chamadas de atributos e as medidas no espac¸o Z sa˜o chamadas
de caracterı´sticas (SEMOLINI, 2002).
Este mapeamento e´ realizado atrave´s da chamada func¸a˜o kernel.
Definic¸a˜o 8 (Func¸a˜o Kernel). Uma func¸a˜o kernel K e´ tal que, para todo xi, x j ∈ X tem-se:
K(xi,x j) = 〈φ(xi) ·φ(x j)〉, (3.30)
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onde φ : X 7−→ Z e´ uma func¸a˜o na˜o linear do espac¸o original X no espac¸o final Z onde esta´
definido um produto interno.
Para que uma func¸a˜o K seja denominada kernel , esta deve satisfazer as seguintes
propriedades:
1. Ser sime´trica:
K(xi,x j) = 〈φ(xi) ·φ(x j)〉= 〈φ(x j) ·φ(xi)〉= K(x j,xi);
2. Satisfazer a desigualdade de Cauchy-Schwarz:
K(xi,x j) = 〈φ(xi) ·φ(x j)〉2 ≤ ‖φ(xi)‖2 ‖φ(x j)‖2
= 〈φ(xi) ·φ(xi)〉 〈φ(x j) ·φ(x j)〉= K(xi,xi) K(x j,x j).
Na func¸a˜o objetivo do problema dual no modelo SVM (3.25), dada por
n
∑
i=1
αi− 12
n
∑
i, j=1
αiα jyiy j(xi · x j),
o mapeamento e´ realizado aplicando-se φ aos dados presentes:
n
∑
i=1
αi− 12
n
∑
i, j=1
αiα jyiy j(φ(xi) ·φ(x j)), (3.31)
ou seja,
n
∑
i=1
αi− 12
n
∑
i, j=1
αiα jyiy jK(xi,x j). (3.32)
Assim, pela equac¸a˜o 3.32, pode-se observar que a func¸a˜o kernel pode ser utilizada
para construir o hiperplano o´timo no espac¸o caracterı´stico sem ter que considerar este espac¸o
de forma explı´cita.
Teorema 8 (Mercer). Seja K(x,x′) uma func¸a˜o kernel contı´nua e sime´trica definida na regia˜o
fechada [a,b]× [a,b]. A func¸a˜o kernel K(x,x′) pode ser expandida em uma se´rie:
K(x,x′) =
∞
∑
i=1
λi φi(x) ·φi(x′)
com coeficientes λi > 0. Para esta expansa˜o ser va´lida e convergir absolutamente e uniforme-
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mente, e´ uma condic¸a˜o necessa´ria e suficiente que:∫ b
a
∫ b
a
K(x,x′) ψ(x)ψ(x′) dxdx′ ≥ 0,
para todo ψ(·) no qual ∫ b
a
ψ2(x)dx < ∞.
A estrutura de produto interno no espac¸o de Hilbert1 que conduz a` construc¸a˜o do SVM
implica que, para qualquer func¸a˜o kernel satisfazendo a condic¸a˜o de Mercer, existe um espac¸o
caracterı´stico onde as func¸o˜es geram um produto interno (VAPNIK, 1998).
De forma simplificada, um kernel que satisfaz as condic¸o˜es de Mercer e´ caracterizado
por dar origem a matrizes positivas semi-definidas K, em que cada elemento Ki j e´ definido por
Ki j = K(xi,x j), para todo i, j = 1, . . . ,n (HERBRICH, 2002).
O uso de diferentes func¸o˜es kernel possibilita a construc¸a˜o de ma´quinas de aprendiza-
gem com diferentes tipos de superfı´cies de decisa˜o na˜o-linear no espac¸o de entrada (SANTOS,
2002).
Alguns exemplos de func¸a˜o kernel sa˜o listados na Tabela 5.2:
Tabela 3.1: Func¸o˜es kernel
Kernel Func¸a˜o K(xi,x j)
Linear xi · x j
Polinomial γ((xi · x j)+ c0)d
Gaussiano exp(−γ‖xi− x j‖2)
Sigmoidal tanh(δ (xi · x j)+ k)
Fonte: (MEYER, 2011)
1Espac¸o de Hilbert e´ um espac¸o vetorial de dimensa˜o finita ou infinita.
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4 K-means
O K-means e´ uma te´cnica de Ana´lise de Agrupamentos, que permite classificar um
conjunto de dados em um determinado nu´mero de grupos, baseado na similaridade ou dissimi-
laridade entre os dados. A Ana´lise de Agrupamentos, tambe´m chamada de ana´lise de clusters,
e´ uma sub-a´rea da Ana´lise Multivariada.
4.1 Ana´lise Multivariada
A ana´lise multivariada e´ baseada em te´cnicas estatı´sticas que analisam simultanea-
mente mu´ltiplas medidas de objetos sob ana´lise.
As te´cnicas de ana´lise multivariadas podem ser de dependeˆncia ou de interdependeˆncia.
Uma te´cnica de dependeˆncia pode ser definida como uma na qual uma varia´vel e´ identificada
como a varia´vel dependente a ser prevista ou explicada por outras varia´veis conhecidas como
independentes. Um exemplo de te´cnica de dependeˆncia e´ a ana´lise de regressa˜o mu´ltipla. Uma
te´cnica de interdependeˆncia e´ aquela em que nenhuma varia´vel ou grupo de varia´veis e´ definida
como sendo dependente ou independente. Ao inve´s disso, o procedimento envolve a ana´lise si-
multaˆnea de todas as varia´veis do conjunto. Ana´lise de agrupamentos e´ um exemplo de te´cnica
de interdependeˆncia (HAIR et al., 2009).
4.2 Ana´lise de Agrupamentos
A ana´lise de agrupamentos tem como objetivo agrupar objetos de acordo com suas
caracterı´sticas. A te´cnica reu´ne os dados em grupos, de forma que objetos de um mesmo grupo
possuem maior similaridade uns com os outros do que com objetos de outros grupos. Em outras
palavras, busca-se obter uma grande homogeneidade interna (entre elementos do mesmo grupo)
e grande heterogeneidade externa (entre os grupos).
A aplicac¸a˜o desta te´cnica se baseia em medidas de semelhanc¸a ou de distaˆncia entre
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objetos e na escolha de crite´rios de agregac¸a˜o (FERREIRA, 2000).
Dado um conjunto de N elementos X = {X1,X2, . . . ,XN}, o problema de agrupamento
consiste na obtenc¸a˜o de um conjunto de k grupos, ou clusters, C = {C1,C2, . . . ,Ck}, tal que
os elementos contidos no grupo Ci possuam uma maior similaridade entre si do que com os
elementos de qualquer um dos demais grupos do conjunto C. O conjunto C e´ considerado
um agrupamento com k clusters caso as seguintes condic¸o˜es sejam satisfeitas (RODRIGUES,
2009):
k⋃
i=1
Ci = X ; (4.1)
Ci 6= Ø, para 1≤ i≤ k; (4.2)
Ci∩C j = Ø, para 1≤ i, j ≤ k e i 6= j. (4.3)
Segundo Hair et al. (2009), o objetivo principal da ana´lise de agrupamentos e´ definir
a estrutura dos dados colocando as observac¸o˜es mais parecidas em grupos. Para conseguir isso,
deve-se tratar de treˆs questo˜es ba´sicas:
1. Medic¸a˜o de similaridade.
E´ necessa´rio desenvolver alguma medida de similaridade entre os objetos a serem usados
ao longo do processo de agrupamento. Similaridade representa o grau de correspondeˆncia
entre os objetos ao longo de todas as caracterı´sticas usadas na ana´lise.
2. Formac¸a˜o de agrupamentos.
Com medidas de similaridade ja´ calculadas, o pro´ximo passo e´ a formac¸a˜o dos agrupa-
mentos com base na medida de similaridade de cada par de observac¸o˜es.
3. Determinac¸a˜o do nu´mero de agrupamentos na soluc¸a˜o final.
E´ necessa´rio definir a quantidade de grupos na qual os dados sera˜o divididos, de forma
que se obtenha as maiores homogeneidade interna e heterogeneidade externa possı´veis.
A ana´lise de agrupamentos e´ usada para descobrir estruturas em dados sem fornecer
uma explicac¸a˜o ou interpretac¸a˜o. Em outras palavras, a te´cnica simplesmente descobre as es-
truturas de dados sem explicar por que eles existem (SILVA, 2010).
Ainda segundo Hair et al. (2009), os algoritmos de agrupamento podem ser classifica-
dos como hiera´rquico ou na˜o-hiera´rquico:
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Hiera´rquicos Os procedimentos hiera´rquicos envolvem uma se´rie de n−1 deciso˜es de agrupa-
mento (sendo n o nu´mero de observac¸o˜es) que combinam observac¸o˜es em uma estrutura
de hierarquia ou do tipo de a´rvore.
O processo pode ser do tipo aglomerativo, no qual cada objeto ou observac¸a˜o comec¸a
com seu pro´prio agrupamento, e reu´ne-se os dois agrupamentos mais parecidos ate´ que
todas as observac¸o˜es estejam contidas em um u´nico agrupamento; ou divisivo, no qual
todas as observac¸o˜es iniciam em um u´nico agrupamento e sa˜o sucessivamente divididas
ate´ que cada observac¸a˜o seja um agrupamento unita´rio.
A representac¸a˜o desse processo e´ dada pelo chamado dendograma ou gra´fico em a´rvore,
ilustrado na Figura 4.1.
Figura 4.1: Dendograma ilustrando agrupamento hiera´rquico
Fonte: (HAIR et al., 2009)
Na˜o-Hiera´rquicos Diferentemente dos me´todos hiera´rquicos, os me´todos na˜o-hiera´rquicos
na˜o envolvem o processo de construc¸a˜o em a´rvore. Em vez disso, designam objetos a
agrupamentos assim que o nu´mero de agregados a serem formados tenha sido especifi-
cado.
O processo essencialmente tem dois passos:
1. Especificar sementes de agrupamento.
A primeira tarefa e´ identificar pontos de partida, conhecidos como sementes de
agrupamento, para cada agregado. Uma semente de agrupamento pode ser pre´-
especificada pelo pesquisador ou observac¸o˜es podem ser escolhidas aleatoriamente.
2. Designac¸a˜o.
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Com as sementes de agrupamento definidas, basta designar cada observac¸a˜o a uma
das sementes de agrupamento com base em similaridade. O objetivo ba´sico e´ desig-
nar cada observac¸a˜o a` semente mais parecida.
4.2.1 O me´todo K-means
O K-means e´ um me´todo na˜o-hiera´rquico de ana´lise de agrupamentos, que busca reunir
os dados em k grupos, baseando-se na medida de distaˆncia entre os objetos.
A te´cnica exige a definic¸a˜o pre´via do nu´mero de grupos e do posicionamento do centro
de cada grupo no espac¸o de atributos. Esse centro e´ chamado de centro´ide, que e´ o ponto me´dio
do grupo (RODRIGUES, 2009).
O me´todo e´ baseado pelos seguintes passos:
1. escolher k objetos para centros iniciais de k clusters;
2. atribuir cada amostra para o centro mais pro´ximo;
3. recalcular os centros dos grupos, utilizando as associac¸o˜es de cluster atual;
4. retornar a` etapa 2, ate´ que os centros dos grupos se estabilizem.
O nu´mero de clusters k e´ previamente determinado pelo usua´rio e, portanto, o algo-
ritmo agrupara´ quantos grupos forem desejados. Pore´m, nem todos os valores de k levam a
grupos “naturais”(RODRIGUES, 2009), o que requer uma atenc¸a˜o com a escolha.
Sendo os objetos caracterizados atrave´s de m varia´veis quantitativas, a medida de si-
milaridade entre dois objetos A e B definida pela distaˆncia euclidiana e´:
d(A,B) =
√
(x1A− x1B)2+(x2A− x2B)2+ . . .+(xmA− xmB)2. (4.4)
E´ importante salientar que todas as varia´veis devem ter a mesma ordem de grandeza
para o ca´lculo da distaˆncia. Assim, e´ necessa´rio normalizar os dados.
A Figura 4.2 ilustra a aplicac¸a˜o do algoritmo K-means para agrupamento dos dados
em dois grupos. O conjunto de dados esta´ representado em (a) pelos pontos em verde, e os dois
centros iniciais, escolhidos aleatoriamente, sa˜o representados pelos pontos azul e vermelho,
marcados em x. Em (b) cada um dos dados e´ associado ao seu centro mais pro´ximo, formando-
se assim dois grupos distintos, um em vermelho, e outro em azul. Os novos centros dos clusters
sa˜o recalculados em (c), atrave´s da me´dia dos pontos pertencentes a cada grupo. O processo se
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repete ate´ que haja convergeˆncia do me´todo, quando na˜o ha´ mais mudanc¸a (ou ha´ mı´nima) nos
centros dos clusters.
Figura 4.2: Ilustrac¸a˜o do algoritmo K-means
Fonte: (QUEENSLAND, 2011)
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5 Metodologia
A fim de classificar os dados de chuva de uma imagem de radar em convectivo ou
estratiforme, e´ aplicado o me´todo SVM, detalhado no Capı´tulo 3, e o K-means, descrito no
Capı´tulo 4.
Os dados utilizados no estudo sa˜o provenientes do radar meteorolo´gico do Instituto
Tecnolo´gico SIMEPAR.
5.1 Radar Meteorolo´gico do SIMEPAR
O radar meteorolo´gico Doppler do SIMEPAR esta´ em operac¸a˜o desde outubro de 1998,
sendo o primeiro do estado do Parana´. As medic¸o˜es do radar sa˜o realizadas numa a´rea de ate´
480km de raio, cobrindo o estado do Parana´, Santa Catarina, parte do centro-sul de Sa˜o Paulo e
norte do Rio Grande do Sul. As informac¸o˜es disponibilizadas pelo radar permitem um melhor
desempenho na vigilaˆncia em condic¸o˜es meteorolo´gicas severas e na previsa˜o a curto prazo de
precipitac¸a˜o (BENETI; NOZU; SARAIVA, 1998).
5.1.1 Especificac¸o˜es Te´cnicas
O radar meteorolo´gico do SIMEPAR e´ um radar Banda S Doppler, modelo DWSR-
95S, e esta´ em operac¸a˜o na regia˜o central do estado (municı´pio de Teixeira Soares, latitude
−25,51◦ e longitude −50,36◦). A antena do radar DWSR-95S, de 8,2m de diaˆmetro, gera
um feixe de ondas eletromagne´ticas com aproximadamente 1◦ de abertura e monitora continu-
amente a atmosfera com uma sequeˆncia pre´-programada de varreduras azimutais em 360◦. Um
volume de varredura corresponde a uma sequeˆncia completa de va´rias varreduras azimutais com
diferentes elevac¸o˜es da antena.
As varia´veis coletadas pelo radar meteorolo´gico do SIMEPAR sa˜o: refletividade, ve-
locidade radial e largura espectral (citadas na Sec¸a˜o 2.1.2).
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O sistemas de aquisic¸a˜o dos dados esta´ configurado de forma a permitir uma avaliac¸a˜o
de alta resoluc¸a˜o espacial e temporal das informac¸o˜es de precipitac¸a˜o e vento (BENETI; NOZU;
SARAIVA, 1998).
5.2 Dados e Varia´veis Utilizadas
Os dados utilizados sa˜o provenientes da varia´vel refletividade captada pelo radar, em
um raio de alcance de 200km. Esta varia´vel e´ usada para o ca´lculo de novos produtos e varia´veis
(descritas no Capı´tulo 2), sempre considerando a estrutura tridimensional da varredura. A
classificac¸a˜o do pixel como convectivo ou estratiforme e´ mostrada em uma imagem de radar
de um PPI de elevac¸a˜o 0,5◦.
A interpolac¸a˜o utilizada foi a chamada Mapeamento por Vizinhos Pro´ximos (MVP),
citada em 2.2, em uma grade cartesiana de resoluc¸a˜o 1km. Ou seja, cada pixel representa uma
a´rea de 1km×1km.
Os dados sa˜o proveniente de 7 imagens de radar, ou conjunto de dados, totalizando
uma amostra de 352557 pixels. Das 7 imagens, 3 foram utilizadas como conjunto de treina-
mento, com um total de 101063 amostras. O restante, 251494 pixels, foram utilizados na
validac¸a˜o, como conjunto de teste.
A Tabela 5.1 mostra a data e hora de cada um dos conjuntos de dados (imagens de
radar) utilizados no trabalho.
Tabela 5.1: Data e hora associados a cada um dos conjuntos de dados
Imagens Data e Hora (UTC)
Conjunto de dados 1 (CJ1) 29/04/2008 08:31
Conjunto de dados 2 (CJ2) 14/04/2009 20:01
Conjunto de dados 3 (CJ3) 24/02/2009 17:01
Conjunto de dados 4 (CJ4) 23/10/2008 23:01
Conjunto de dados 5 (CJ5) 02/11/2008 04:38
Conjunto de dados 6 (CJ6) 14/05/2009 10:48
Conjunto de dados 7 (CJ7) 19/08/2009 18:01
Fonte: A autora (2011)
Todos as imagens foram analisadas por um especialista na a´rea, ou seja, um meteoro-
57
logista, que fez a especificac¸a˜o do que representa chuva convectiva e o que representa chuva
estratiforme. Essa classificac¸a˜o foi feita atrave´s de ana´lise de imagens de radar anteriores e
posteriores ao hora´rio. Os dados classificados como chuva convectiva foram identificados na
pro´pria imagem. Dessa forma, uma leitura posterior dessa imagem permitiu localizar os pixels
marcados, e estes receberam classificac¸a˜o convectiva. Os dados de chuva na˜o marcados pelo
especialista, receberam, assim, classificac¸a˜o estratiforme.
A tarefa da ma´quina e´ aprender o mapeamento xi 7→ yi, onde xi e´ um vetor de varia´veis
meteorolo´gicas que representa um pixel, e yi e´ a classificac¸a˜o correspondente (no caso, 1 para
amostra convectiva e −1 para estratiforme).
As varia´veis escolhidas para representar cada pixel de chuva esta˜o associadas a carac-
terı´sticas do perfil vertical neste ponto. Assim, cada vetor xi e´ formado pelas seguintes varia´veis,
detalhadas no Capı´tulo 2:
1. Z (refletividade):
Valor da varia´vel refletividade no pixel analisado, em dBz. Quanto maior a refletividade,
maior a quantidade de gotas de chuva, ou maior o diaˆmetro das gotas, e, portanto, maior
a precipitac¸a˜o.
No entanto, o radar na˜o detecta apenas chuva, o que pode interferir no processo.
2. Zmax (refletividade ma´xima):
A varia´vel Zmax, como visto anteriormente, indica o valor da ma´xima refletividade ver-
tical. Esse valor, quando acompanhado da varia´vel h Zmax (pro´ximo item), pode ser um
bom indicativo para a classificac¸a˜o, pois valores de Zmax pro´ximos a` altura da isoterma
de zero grau esta˜o relacionados a` existeˆncia de banda brilhante e, portanto, chuva estra-
tiforme. Ja´ quando Zmax e´ encontrado em alturas mais elevadas, significa que a chuva e´
convectiva.
3. h Zmax (altura da refletividade ma´xima):
Indica a altura correspondente ao valor de ma´xima refletividade vertical. Deve acompa-
nhar o valor de Zmax, pelos motivos citados acima.
4. Zmax BB (refletividade ma´xima dentro do intervalo de banda brilhante - isoterma de zero
grau):
Valor ma´ximo de refletividade encontrado dentro do intervalo de 1km acima ou abaixo da
altura da isoterma de zero grau, em dBz.
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5. h 30 (altura da refletividade de 30dBz):
Alturas elevadas mostram que a tempestade em grandes altitudes e´ mais intensa, o que
esta´ associado a` existeˆncia de chuva convectiva.
6. h 45 (altura da refletividade de 45dBz):
Seguindo o mesmo raciocı´nio, alturas elevadas esta˜o relacionadas a` existeˆncia de chuva
convectiva.
7. IceSlope:
Representa a variac¸a˜o dos valores de refletividade acima da isoterma de zero grau. Como
pode ser observado nos perfis verticais representativos de chuva estratiforme e de chuva
convectiva (Sec¸a˜o 2.4.3), uma maior variac¸a˜o da refletividade no topo da nuvem e´ um
indicativo de chuva convectiva.
8. V IL:
Como esta varia´vel representa a integrac¸a˜o vertical de toda a´gua lı´quida, valores maiores
esta˜o relacionados a maior quantidade de precipitac¸a˜o, ou seja, precipitac¸a˜o convectiva.
9. EchoTop:
Indica a altura do topo da nuvem. Nuvens de chuva convectiva geralmente possuem maior
extensa˜o vertical.
10. V ILD:
Como comentado anteriormente, o VILD pode ser usado para identificar tempestades com
alta refletividade em relac¸a˜o a` sua altura (ou seja, chuva convectiva).
E´ importante salientar que o especialista na˜o utilizou essas varia´veis na classificac¸a˜o
dos dados, apenas imagens de refletividade.
5.2.1 Normalizac¸a˜o
Como as varia´veis possuem grandezas de dimenso˜es diferentes, e´ conveniente nor-
malizar os dados. Isso e´ feito atribuindo uma escala no intervalo [−1,1] para cada uma das
varia´veis.
Dado um vetor de varia´veis, a sua normalizac¸a˜o e´ feita dividindo-se todos os valores
pela norma desse vetor.
O objetivo da normalizac¸a˜o e´ evitar que varia´veis com escalas significativamente gran-
des dominem as varia´veis de menor escala.
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5.3 O software R
R e´ um software livre para ana´lise de dados em geral. O programa esta´ disponı´vel
em http://www.r-project.org (R-PROJECT, 2009). Apresenta co´digo fonte aberto, podendo ser
modificado ou implementado com novos procedimentos por qualquer usua´rio. Ale´m disso, o R
possui um grande nu´mero de colaboradores das mais diversas a´reas do conhecimento.
5.3.1 SVM
Empregando-se o software do R-project (R-PROJECT, 2009), e´ usada a implementac¸a˜o
LIBSVM de Chang e Lin (CHANG; LIN, 2001) atrave´s da func¸a˜o svm(), apo´s a instalac¸a˜o do
pacote e1071. Este pacote pode ser utilizado tanto para classificac¸a˜o quanto para regressa˜o.
As entradas para e func¸a˜o svm() sa˜o os dados de treinamento, definidos por uma ma-
triz de dados X e um correspondente vetor de respostas y, e uma func¸a˜o kernel , com seus
respectivos paraˆmetros. Assim, a chamada da func¸a˜o da´-se da forma:
svm(X , y, type, kernel, ...),
onde:
• X e´ a matriz com os dados de treinamento ja´ normalizados, na qual cada linha representa
uma amostra e cada coluna, uma varia´vel definida na Sec¸a˜o 5.2.
• y e´ o vetor de respostas correspondente a` matriz de dados. Cada linha i da matriz X
tem um padra˜o definido em yi. Para este caso, definiu-se 1 para convectiva e −1 para
estratiforme, conforme classificac¸a˜o do especialista.
• type determina se o svm sera´ usado para classificac¸a˜o (C) ou regressa˜o (R).
• kernel e´ a func¸a˜o kernel escolhida para realizar o mapeamento. Cada uma delas possui
paraˆmetros livres que precisam ser definidos pelo usua´rio. A Tabela 5.2 especifica as
possı´veis func¸o˜es kernel e seus respectivos paraˆmetros de entrada:
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Tabela 5.2: Func¸o˜es kernel
Kernel Func¸a˜o K(xi,x j) Paraˆmetros
linear xi · x j -
radial (gaussiano) exp(−gamma‖xi− x j‖2) gamma
sigmoid tanh(gamma(xi · x j)+ c0) gamma,c0
polynomial gamma((xi · x j)+ c0)degree gamma,degree,c0
Fonte: (MEYER, 2011)
Ale´m disso, um paraˆmetro comum a todas as possibilidades de kernel e´ a varia´vel
C, presente na func¸a˜o objetivo do modelo 3.27, que determina menor ou maior importaˆncia a`s
varia´veis de folga do problema. Na chamada da func¸a˜o svm() esse paraˆmetro e´ representado
por cost.
A seguir, e´ exemplificada a chamada da func¸a˜o svm() para cada uma das possı´veis
func¸o˜es kernel .
1. Linear:
svm(X , y, type =′ C′, kernel =′ linear′, cost = ).
2. Radial (Gaussiana):
svm(X , y, type =′ C′, kernel =′ radial′, gamma = , cost = ).
3. Sigmoidal:
svm(X , y, type =′ C′, kernel =′ sigmoid′, gamma = , cO = , cost = ).
4. Polinomial:
svm(X , y, type =′ C′, kernel =′ polynomial′, gamma = , cO = ,
degree = , cost = ).
A func¸a˜o retorna um objeto da classe SVM (SV Mclass) que conte´m o modelo ajustado.
Novas amostras podem ser classificadas de acordo com esse modelo atrave´s da func¸a˜o predict().
A chamada dessa func¸a˜o e´ feita da seguinte forma:
predict(SV Mclass,N),
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onde SV Mclass e´ o objeto da classe SVM obtido pela func¸a˜o svm() e N e´ uma matriz com os
novos dados a serem classificados.
5.3.2 K-means
Para aplicac¸a˜o do me´todo K-means no R, e´ utilizada a func¸a˜o kmeans() da seguinte
forma:
kmeans(X , centers),
onde X ∈ ℜnxm e´ a matriz de dados, sendo n o nu´mero de amostras e m o nu´mero de carac-
terı´sticas de cada amostra; e centers e´ o nu´mero de clusters.
Esta func¸a˜o retorna um objeto da classe kmeans, que e´ uma lista com os seguintes
componentes:
• cluster: Um vetor de inteiros indicando o cluster para qual cada ponto e´ atribuı´do;
• centers: A matriz contendo os centros de cada cluster;
• withinss: A soma dos quadrados das distaˆncias internas para cada cluster;
• size: O nu´mero de amostras atribuı´das a cada cluster.
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6 Aplicac¸a˜o e Resultados
Este capı´tulo apresenta a aplicac¸a˜o dos me´todos mostrados anteriormente, SVM e K-
means, no problema apresentado no Capı´tulo 2.
Ambas as te´cnicas sa˜o aplicadas utilizando o software R, e o detalhamento dessa
aplicac¸a˜o, bem como os resultados, sa˜o mostrados a seguir. Uma comparac¸a˜o entre os dois
me´todos tambe´m e´ apresentada.
6.1 SVM
Os paraˆmetros usados na formulac¸a˜o do SVM sa˜o: a varia´vel C, e as varia´veis da
pro´pria func¸a˜o kernel . Na˜o e´ possı´vel saber de antema˜o qual a func¸a˜o kernel mais adequada,
bem como seus melhores paraˆmetros, para a melhor classificac¸a˜o dos dados.
O nu´mero de vetores suporte (VS) na˜o e´ definido, pois depende da dimensa˜o do espac¸o
onde ocorre a separac¸a˜o linear dos dados, ou seja, o espac¸o caracterı´stico. Na˜o se tem conhe-
cimento da dimensa˜o que a func¸a˜o kernel gera neste espac¸o, sendo impossı´vel determinar o
nu´mero mı´nimo de vetores suporte para o reconhecimento de padro˜es. Caso a maioria das
amostras seja vetor suporte, os dados esta˜o classificados exageradamente, ocorrendo overfitting.
Portanto, quanto menor o nu´mero de vetores suporte, melhor e´ a generalizac¸a˜o na classificac¸a˜o
(ALES, 2008).
Dessa forma, diversos treinamentos foram realizados, com diferentes func¸o˜es kernel
e variac¸a˜o em seus paraˆmetros, bem como na varia´vel C, com o objetivo de encontrar uma
configurac¸a˜o que melhor se adapte ao problema. Algumas das configurac¸o˜es de paraˆmetros
testadas sa˜o apresentadas na Tabela 6.1, totalizando 25 configurac¸o˜es diferentes. Cada uma
delas e´ representada por uma sigla, para posterior ana´lise dos resultados.
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Tabela 6.1: Configurac¸o˜es de paraˆmetros para as func¸o˜es kernel
Sigla Kernel Paraˆmetros do kernel C
L1 Linear - 0,01
L2 Linear - 0,1
L3 Linear - 1
L4 Linear - 10
L5 Linear - 100
R1 Radial radial(gamma = 0,01) 0,1
R2 Radial radial(gamma = 0,1) 0,1
R3 Radial radial(gamma = 0,1) 0,01
R4 Radial radial(gamma = 0,1) 1
R5 Radial radial(gamma = 0,5) 0,1
R6 Radial radial(gamma = 1) 0,1
S1 Sigmoidal sigmoid(gamma = 0,1; c0 = 0) 1
S2 Sigmoidal sigmoid(gamma = 0,1; c0 = 20) 1
S3 Sigmoidal sigmoid(gamma = 0,5; c0 = 0) 1
S4 Sigmoidal sigmoid(gamma = 0,5; c0 = 20) 1
S5 Sigmoidal sigmoid(gamma = 0,1; c0 = 0) 10
S6 Sigmoidal sigmoid(gamma = 0,5; c0 = 0) 10
P1 Polinomial polynomial(gamma = 0,1; c0 = 0; degree = 3) 1
P2 Polinomial polynomial(gamma = 0,1; c0 = 0; degree = 5) 1
P3 Polinomial polynomial(gamma = 1, c0 = 0; degree = 3) 0,1
P4 Polinomial polynomial(gamma = 1, c0 = 0; degree = 5) 0,1
P5 Polinomial polynomial(gamma = 0,1; c0 = 0; degree = 3) 10
P6 Polinomial polynomial(gamma = 0,1; c0 = 0; degree = 5) 10
P7 Polinomial polynomial(gamma = 0,01; c0 = 0; degree = 3) 1
P8 Polinomial polynomial(gamma = 0.,01; c0 = 0; degree = 2) 1
Fonte: A autora (2011)
Os primeiros resultados sa˜o apresentados na Tabela 6.2, e dizem respeito ao tempo de
execuc¸a˜o e nu´mero de vetores suporte (VS) obtidos, mostrado tambe´m em porcentagem do total
de dados.
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Tabela 6.2: Tempo de execuc¸a˜o e nu´mero de vetores suporte para cada kernel estabelecido
Sigla Tempo (minutos) Nu´mero VS Porcentagem VS
L1 14 35881 35,50%
L2 11 35140 34,77%
L3 16 35009 34,64%
L4 48 34995 34,63%
L5 317 34996 34,63%
R1 39 34879 34,51%
R2 31 31150 30,82%
R3 30 29100 28,79%
R4 30 29100 28,79%
R5 35 34087 33,73%
R6 41 38296 37,89%
S1 40 27705 27,41%
S2 54 60116 59,48%
S3 45 27672 27,38%
S4 46 53708 53,14%
S5 39 27696 27,40%
S6 40 27672 27,38%
P1 29 29922 29,61%
P2 166 28950 28,65%
P3 18 30780 30,46%
P4 45 30276 29,96%
P5 128 29492 29,18%
P6 1139 27955 27,66%
P7 26 37371 36,98%
P8 21 39511 39,10%
Fonte: A autora (2011)
Para o kernel linear, a variac¸a˜o do paraˆmetro C pouco influenciou no nu´mero de VS,
pore´m o tempo de execuc¸a˜o ficou bastante elevado na configurac¸a˜o L5, na qual C = 100.
Na configurac¸a˜o para kernel radial, observa-se um aumento no tempo de execuc¸a˜o,
com relac¸a˜o ao kernel linear, pore´m alguns casos apresentam reduc¸a˜o no nu´mero de VS, vari-
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ando de uma me´dia de 34% no kernel linear para ate´ 28%.
O kernel sigmoidal apresentou, em geral, maior tempo computacional. Apesar de al-
gumas configurac¸o˜es apresentarem maioria dos dados como VS (S2 e S4), as demais obtiveram
uma reduc¸a˜o no nu´mero de VS, variando em torno de 27% das amostras.
Analisando, finalmente, as configurac¸o˜es de kernel polinomial, observa-se que algu-
mas apresentam tempo de execuc¸a˜o mais elevado (P2, P5 e P6). Pore´m, com relac¸a˜o ao nu´mero
de VS, a maioria apresentou resultado abaixo de 30%.
A ana´lise feita a seguir e´ a respeito da porcentagem de dados classificados correta-
mente em relac¸a˜o a` classificac¸a˜o feita pelo especialista. Os resultados obtidos pelo SVM sa˜o
comparados com um me´todo de classificac¸a˜o de chuva ja´ existente na literatura, o me´todo de
Steiner et al. (STEINER; HOUZE; YUTER, 1995), cuja descric¸a˜o e´ mostrada na Sec¸a˜o 2.6.1.
A Tabela 6.3 mostra o ı´ndice de acerto, que e´ a porcentagem de pixels classificados correta-
mente em cada um dos 7 conjuntos de dados. Valores em negrito indicam ı´ndices de acerto
melhores que o obtido pelo me´todo de Steiner et al. (1995).
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Tabela 6.3: I´ndices de acerto do me´todo SVM para cada conjunto de dados
Sigla CJ1 CJ2 CJ3 CJ4 CJ5 CJ6 CJ7
Steiner 86,82% 85,41% 78,39% 75,28% 76,33% 77,58% 80,72%
L1 86,30% 89,00% 80,88% 76,57% 82,31% 76,09% 81,97%
L2 86,50% 88,94% 80,86% 76,60% 82,00% 77,22% 81,85%
L3 86,49% 88,98% 80,88% 76,62% 81,97% 77,39% 81,80%
L4 86,48% 88,98% 80,87% 76,62% 81,97% 77,43% 81,80%
L5 86,48% 88,98% 80,88% 76,62% 81,98% 77,43% 81,79%
R1 87,02% 89,20% 82,96% 77,19% 80,95% 78,81% 81,80%
R2 87,82% 89,14% 84,58% 77,69% 77,53% 80,43% 80,90%
R3 87,08% 88,41% 83,65% 77,13% 78,54% 79,51% 79,96%
R4 88,44% 89,71% 85,14% 77,68% 77,93% 80,00% 82,01%
R5 88,26% 89,66% 85,31% 77,15% 78,22% 76,49% 79,51%
R6 88,37% 89,65% 85,97% 76,68% 78,91% 73,49% 78,47%
S1 71,26% 76,61% 74,42% 71,72% 79,20% 61,19% 73,48%
S2 74,22% 71,79% 58,80% 62,54% 61,94% 91,40% 60,06%
S3 72,68% 71,75% 72,86% 72,64% 64,19% 59,83% 69,85%
S4 70,07% 24,10% 29,52% 40,44% 29,00% 66,93% 34,15%
S5 71,26% 76,59% 74,41% 71,72% 79,18% 61,18% 73,47%
S6 72,68% 71,75% 72,85% 72,63% 64,18% 59,82% 69,84%
P1 88,06% 88,82% 83,99% 77,15% 77,01% 82,73% 81,22%
P2 88,98% 88,98% 83,85% 76,57% 76,00% 84,64% 81,23%
P3 87,87% 88,55% 83,56% 76,87% 76,65% 83,60% 80,88%
P4 88,60% 88,46% 82,76% 76,00% 75,36% 86,52% 80,28%
P5 88,22% 88,93% 84,15% 77,36% 77,12% 82,49% 81,14%
P6 89,20% 89,43% 84,70% 77,06% 76,78% 83,65% 81,68%
P7 87,22% 87,19% 78,10% 73,86% 75,20% 88,69% 77,36%
P8 85,59% 87,15% 80,66% 74,36% 76,21% 87,65% 76,75%
Fonte: A autora (2011)
Os valores da Tabela 6.3 sa˜o ilustrados pelos gra´ficos abaixo, separados por func¸a˜o
kernel . A curva em preto representa os ı´ndices de acerto para o me´todo de Steiner et al. (1995),
enquanto as coloridas representam as diferentes configurac¸o˜es de kernel .
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Figura 6.1: I´ndices de acerto para kernel linear
Fonte: A autora (2011)
Para kernel linear, observa-se que as diferentes configurac¸o˜es apresentam resultados
praticamente iguais. A maioria dos resultados e´ superior ao de Steiner et al. (1995), com
excec¸a˜o do conjunto de dados 1 (CJ1) e 6 (CJ6).
Figura 6.2: I´ndices de acerto para kernel radial
Fonte: A autora (2011)
Para kernel radial, algumas configurac¸o˜es tiveram ı´ndices inferiores ao de Steiner et
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al. (1995) somente para o conjunto de dados 6 e 7.
Figura 6.3: I´ndices de acerto para kernel sigmoidal
Fonte: A autora (2011)
O kernel sigmoidal na˜o apresentou bons resultados. Quase todas as configurac¸o˜es
apresentaram ı´ndices muito inferiores ao de Steiner et al. (1995), com excec¸a˜o apenas da
configurac¸a˜o S2 para o conjunto de dados 6, e S1 e S5 para conjunto de dados 5.
Figura 6.4: I´ndices de acerto para kernel polinomial
Fonte: A autora (2011)
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O kernel polinomial apresentou, em geral, bons resultados. Apenas alguns ı´ndices de
acerto obtidos foram inferiores ao ı´ndice obtido por Steiner et al. (1995).
A Tabela 6.4 apresenta uma me´dia das taxas de acerto para dois conjunto distintos:
o conjunto de treinamento, formado pelos treˆs primeiros conjuntos de dados (ou imagens), o
conjunto de teste, formado pelos dados restantes; e tambe´m a me´dia geral de acerto para todo o
conjunto de dados (352557 pontos).
70
Tabela 6.4: I´ndices de acerto do me´todo SVM para conjuntos de treinamento e de teste
Sigla Conjunto de Treinamento Conjunto de Teste Me´dia Geral
L1 85,40% 79,24% 82,32%
L2 85,43% 79,42% 82,43%
L3 85,45% 79,45% 82,45%
L4 85,44% 79,46% 82,45%
L5 85,45% 79,46% 82,45%
R1 86,39% 79,69% 83,04%
R2 87,18% 79,14% 83,16%
R3 86,38% 78,79% 82,58%
R4 87,76% 79,41% 83,58%
R5 87,74% 77,84% 82,79%
R6 88,00% 76,89% 82,44%
S1 74,10% 71,40% 72,75%
S2 68,27% 68,99% 68,63%
S3 72,43% 66,63% 69,53%
S4 41,23% 42,63% 41,93%
S5 74,09% 71,39% 72,74%
S6 72,43% 66,62% 69,52%
P1 86,96% 79,53% 83,24%
P2 87,27% 79,61% 83,44%
P3 86,66% 79,50% 83,08%
P4 86,61% 79,54% 83,07%
P5 87,10% 79,53% 83,31%
P6 87,78% 79,79% 83,78%
P7 84,17% 78,78% 81,46%
P8 84,47% 78,74% 81,60%
Fonte: A autora (2011)
Pode-se observar que a configurac¸a˜o P6 apresenta os valores mais elevados tanto para
conjunto de treinamento como conjunto de teste e, consequentemente, possui maior me´dia geral.
Com o objetivo de analisar melhor o resultado do me´todo proposto, e´ calculada uma
taxa que compara o ı´ndice de acerto do me´todo SVM (indicesvm) com o do me´todo de Steiner
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et al. (indicest). Este ı´ndice, denominado Imelhoria, calcula a melhoria na taxa de amostras
classificadas corretamente pelo me´todo SVM com relac¸a˜o ao me´todo de Steiner et al. (1995), e
e´ calculado da seguinte forma:
Imelhoria =
indicesvm
indicest
. (6.1)
Valores maiores que 1 indicam uma melhoria na porcentagem de amostras classificadas
corretamente pelo me´todo SVM, com relac¸a˜o ao me´todo de Steiner et al. (1995). Analoga-
mente, valores abaixo de 1 indicam que a te´cnica SVM na˜o conseguiu superar o ı´ndice de
acerto do me´todo de Steiner et al. (1995).
Supondo indicesvm = 90%, por exemplo. Se indicest = 89%, enta˜o Imelhoria = 1,011235,
ou seja, o me´todo SVM apresentou um resultado 1,12% melhor que o me´todo de Steiner et al.
Pore´m, supondo indicest = 70%, enta˜o Imelhoria = 1,285714. Ou seja, a performance do SVM
foi 28,57% melhor. De forma ana´loga, valores abaixo de 1, indicam uma reduc¸a˜o no ı´ndice de
acerto do me´todo SVM em relac¸a˜o ao me´todo de Steiner et al. (1995).
Os valores calculados para cada configurac¸a˜o sa˜o mostrados na Tabela 6.5:
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Tabela 6.5: I´ndices de melhoria para conjunto de treinamento, conjunto de teste e conjunto total
de dados
Sigla Conjunto de Treinamento Conjunto de Teste Me´dia Geral
L1 1,022718 1,022689 1,022701
L2 1,023051 1,025043 1,024189
L3 1,023254 1,025404 1,024483
L4 1,023173 1,025533 1,024522
L5 1,023215 1,025535 1,024541
R1 1,034992 1,028532 1,031301
R2 1,044718 1,021427 1,031409
R3 1,035073 1,017002 1,024747
R4 1,051704 1,024753 1,036303
R5 1,051541 1,004897 1,024887
R6 1,054731 0,992710 1,019290
S1 0,889034 0,922112 0,907936
S2 0,815167 0,890924 0,858457
S3 0,868885 0,860392 0,864032
S4 0,488606 0,550624 0,524045
S5 0,888913 0,921984 0,907811
S6 0,868843 0,860263 0,863940
P1 1,041882 1,026333 1,032997
P2 1,045443 1,027284 1,035067
P3 1,038270 1,025975 1,031244
P4 1,037320 1,026414 1,031088
P5 1,043606 1,026369 1,033756
P6 1,051658 1,029668 1,039093
P7 1,007249 1,016471 1,012673
P8 1,011721 1,016471 1,014435
Fonte: A autora (2011)
Os valores da Tabela 6.5 sa˜o ilustrados nos gra´ficos abaixo. A curva em amarelo
representa os valores obtidos para o conjunto de treinamento, a vermelha para o conjunto de
teste, e a azul para a me´dia geral de todo o conjunto de dados.
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Figura 6.5: I´ndice de melhoria para kernel linear
Fonte: A autora (2011)
Observa-se que o kernel linear obteve ı´ndice de melhoria acima de 1 para todas as
configurac¸o˜es, tanto para conjunto de treinamento, quanto para conjunto de teste. Os valores
obtidos para conjunto de treinamento e de teste sa˜o muito semelhantes.
Figura 6.6: I´ndice de melhoria para kernel radial
Fonte: A autora (2011)
O kernel radial tambe´m obteve bons resultados, sendo o u´nico valor abaixo de 1 obtido
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na configurac¸a˜o R6, para o conjunto de teste.
Figura 6.7: I´ndice de melhoria para kernel sigmoidal
Fonte: A autora (2011)
O kernel sigmoidal apresentou resultados muito ruins, visto que os ı´ndices de melhoria
sa˜o todos abaixo de 1, ou seja, na˜o houve resultados melhores que o me´todo de Steiner et al.
(1995) em nenhum caso.
Figura 6.8: I´ndice de melhoria para kernel polinomial
Fonte: A autora (2011)
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Todas as configurac¸o˜es de kernel polinomial apresentaram ı´ndice de melhoria superior
a 1, tanto no conjunto de treinamento, quanto no de teste.
Assim, como P6 obteve os melhores resultados, tanto para ı´ndice de acerto, quanto
para ı´ndice de melhoria, os resultados obtidos por P6 sa˜o ilustrados a seguir.
Sa˜o apresentadas figuras contendo: a imagem de refletividade original, e mais treˆs
imagens de classificac¸a˜o em convectiva ou estratiforme: uma classificada pelo especialista,
outra com os resultados obtidos pela te´cnica de Steiner et al. (STEINER; HOUZE; YUTER,
1995), e uma terceira com os resultados obtidos pelo me´todo SVM proposto.
As porcentagens indicadas sa˜o referentes a` taxa de amostras identificadas correta-
mente, de acordo com a imagem classificada pelo meteorologista.
As treˆs primeiras figuras sa˜o referentes aos dados utilizados como conjunto de treina-
mento, enquanto as demais, conteˆm dados do conjunto de teste.
Figura 6.9: Resultados obtidos pelo me´todo SVM e comparac¸a˜o com a te´cnica de Steiner et al.,
para conjunto de dados 1
Fonte: A autora (2011)
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Figura 6.10: Resultados obtidos pelo me´todo SVM e comparac¸a˜o com a te´cnica de Steiner et
al., para conjunto de dados 2
Fonte: A autora (2011)
Figura 6.11: Resultados obtidos pelo me´todo SVM e comparac¸a˜o com a te´cnica de Steiner et
al., para conjunto de dados 3
Fonte: A autora (2011)
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Figura 6.12: Resultados obtidos pelo me´todo SVM e comparac¸a˜o com a te´cnica de Steiner et
al., para conjunto de dados 4
Fonte: A autora (2011)
Figura 6.13: Resultados obtidos pelo me´todo SVM e comparac¸a˜o com a te´cnica de Steiner et
al., para conjunto de dados 5
Fonte: A autora (2011)
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Figura 6.14: Resultados obtidos pelo me´todo SVM e comparac¸a˜o com a te´cnica de Steiner et
al., para conjunto de dados 6
Fonte: A autora (2011)
Figura 6.15: Resultados obtidos pelo me´todo SVM e comparac¸a˜o com a te´cnica de Steiner et
al., para conjunto de dados 7
Fonte: A autora (2011)
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6.2 K-means
O K-means e´ utilizado com o objetivo de reunir as amostras em dois grupos, ou
clusters, um para dados que representam chuva estratiforme, e outro para chuva convectiva.
Como esses dois eventos meteorolo´gicos possuem caracterı´sticas distintas, espera-se que as
varia´veis escolhidas para representar cada um dos dados (Sec¸a˜o 5.2) possam caracterizar bem
essa diferenc¸a, de forma que seja possı´vel agrupar os objetos e que cada um dos grupos encon-
trados represente bem cada um dos eventos.
O K-means e´ aplicado com todo o conjunto de dados, ou seja, 352557 amostras.
O tempo de execuc¸a˜o para esta te´cnica e´ menor do que 1 segundo. Os dois grupos obti-
dos representam bem o que se era esperado, ou seja, um com caracterı´sticas de chuva estrati-
forme, e outro com caracterı´sticas de precipitac¸a˜o convectiva. O cluster de dados estratiformes
agrupou 278057 amostras; enquanto o cluster de dados convectivos teve 74500 amostras.
As imagens com os resultados da classificac¸a˜o obtida pelo me´todo sa˜o mostradas a
seguir. Optou-se por ilustrar os resultados de forma semelhante a` feita na sec¸a˜o anterior, para
o me´todo SVM, ou seja, com a imagem da classificac¸a˜o feita pelo especialista, a classificac¸a˜o
feita pelo me´todo Steiner et al. (STEINER; HOUZE; YUTER, 1995), e a obtida pelo me´todo
em estudo, o K-means. Isso porque considera-se a ideia de que a classificac¸a˜o do especialista e´ o
padra˜o a ser alcanc¸ado, portanto, o ı´ndice de acerto, ou seja, porcentagem de dados classificados
corretamente, e´ feita de acordo com essa classificac¸a˜o. A imagem do me´todo de Steiner et al.
tambe´m e´ colocada para comparac¸a˜o, por ser uma te´cnica ja´ existente na literatura e bastante
usada. O ı´ndice de acerto mostrado para essa te´cnica tambe´m e´ em comparac¸a˜o ao especialista.
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Figura 6.16: Resultados obtidos pelo me´todo K-means e comparac¸a˜o com a te´cnica de Steiner
et al. para conjunto de dados 1
Fonte: A autora (2011)
Figura 6.17: Resultados obtidos pelo me´todo K-means e comparac¸a˜o com a te´cnica de Steiner
et al. para conjunto de dados 2
Fonte: A autora (2011)
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Figura 6.18: Resultados obtidos pelo me´todo K-means e comparac¸a˜o com a te´cnica de Steiner
et al. para conjunto de dados 3
Fonte: A autora (2011)
Figura 6.19: Resultados obtidos pelo me´todo K-means e comparac¸a˜o com a te´cnica de Steiner
et al. para conjunto de dados 4
Fonte: A autora (2011)
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Figura 6.20: Resultados obtidos pelo me´todo K-means e comparac¸a˜o com a te´cnica de Steiner
et al. para conjunto de dados 5
Fonte: A autora (2011)
Figura 6.21: Resultados obtidos pelo me´todo K-means e comparac¸a˜o com a te´cnica de Steiner
et al. para conjunto de dados 6
Fonte: A autora (2011)
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Figura 6.22: Resultados obtidos pelo me´todo K-means e comparac¸a˜o com a te´cnica de Steiner
et al. para conjunto de dados 7
Fonte: A autora (2011)
Considerando a classificac¸a˜o do especialista como padra˜o, o ı´ndice de acerto obtido
pelo me´todo K-means e´ inferior ao obtido pelo me´todo de Steiner et al. para todas as imagens,
exceto para a imagem 5.
Novos dados podem ser designados a cada um dos grupos sem que haja a necessidade
de rodar novamente o algoritmo. Basta designar cada um dos pontos ao grupo cujo centro´ide
seja mais pro´ximo.
Na sec¸a˜o a seguir, e´ feita uma comparac¸a˜o entre as duas te´cnicas aplicadas no trabalho,
assim como entre as classificac¸o˜es obtidas pelo especialista e pelo me´todo de Steiner et al.
(STEINER; HOUZE; YUTER, 1995).
6.3 Comparac¸a˜o entre os Me´todos
Quando comparados com a classificac¸a˜o feita pelo especialista, os resultados obti-
dos pelo K-means possuem menores ı´ndices de acerto. O que e´ compreensı´vel, ja´ que o
SVM foi treinado com esses dados pre´-classificados, e, portanto, espera-se que obtenha maior
semelhanc¸a com essa identificac¸a˜o feita pelo especialista.
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Foram calculados tambe´m os ı´ndices de acerto com relac¸a˜o ao me´todo de Steiner et al.
(STEINER; HOUZE; YUTER, 1995), bem como entre os dois me´todos apresentados (SVM e
K-means). A Tabela 6.6 apresenta, assim, todos esses ı´ndices de acerto calculados. A coluna
Steiner - Especialista apresenta o ı´ndice de acerto do me´todo Steiner et al. com relac¸a˜o ao
especialista; a coluna K-means - Steiner representa o ı´ndice de acerto do me´todo K-means em
relac¸a˜o ao me´todo Steiner et al.; e assim por diante.
Tabela 6.6: I´ndice de semelhanc¸a entre os dados classificados por especialista e me´todos Steiner
et al., SVM e K-means
Conjunto Steiner - SVM - K-means - SVM - K-means - SVM -
de Dados Especialista Especialista Especialista Steiner Steiner K-means
CJ1 86.82% 89.20% 83.28% 80.64% 81.25% 87.17%
CJ2 85.41% 89.43% 83.35% 87.59% 90.14% 89.63%
CJ3 78.39% 84.70% 71.76% 83.47% 84.25% 81.39%
CJ4 75.28% 77.06% 73.61% 80.12% 82.33% 80.46%
CJ5 76.33% 76.78% 77.49% 80.01% 81.33% 88.35%
CJ6 77.58% 83.65% 82.19% 76.96% 80.81% 83.88%
CJ7 80.72% 81.68% 76.18% 84.20% 82.87% 87.59%
TOTAL 80.08% 83.21% 78.27% 81.86% 83.28% 85.50%
Fonte: A autora (2011)
Pode-se observar que, embora o K-means tenha obtido resultados inferiores ao SVM
quando comparados com o especialista, a te´cnica obte´m resultados melhores que o SVM quando
comparados com Steiner et al.
Quando a comparac¸a˜o dos resultados e´ feita entre ambas as te´cnicas (u´ltima coluna da
Tabela 6.6), tem-se um ı´ndice de semelhanc¸a de 85.5% Ou seja, mais de 85% dos dados foram
classificados igualmente pelas duas metodologias.
Essa semelhanc¸a entre as duas classificac¸o˜es, e as suas diferenc¸as podem ser obser-
vadas nas imagens a seguir.
Para cada amostra foram observadas as seguintes possibilidades:
1. ambos os me´todos classificaram o dado como convectivo (vermelho);
2. apenas o SVM classificou o dado como convectivo (laranja);
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3. apenas o K-means classificou o dado como convectivo (azul);
4. ambos os me´todos classificaram o dado como estratiforme (verde).
Figura 6.23: Imagem comparativa entre a classificac¸a˜o feita por SVM e por K-means, para
conjunto de dados 1
Fonte: A autora (2011)
Figura 6.24: Imagem comparativa entre a classificac¸a˜o feita por SVM e por K-means, para
conjunto de dados 2
Fonte: A autora (2011)
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Figura 6.25: Imagem comparativa entre a classificac¸a˜o feita por SVM e por K-means, para
conjunto de dados 3
Fonte: A autora (2011)
Figura 6.26: Imagem comparativa entre a classificac¸a˜o feita por SVM e por K-means, para
conjunto de dados 4
Fonte: A autora (2011)
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Figura 6.27: Imagem comparativa entre a classificac¸a˜o feita por SVM e por K-means, para
conjunto de dados 5
Fonte: A autora (2011)
Figura 6.28: Imagem comparativa entre a classificac¸a˜o feita por SVM e por K-means, para
conjunto de dados 6
Fonte: A autora (2011)
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Figura 6.29: Imagem comparativa entre a classificac¸a˜o feita por SVM e por K-means, para
conjunto de dados 7
Fonte: A autora (2011)
Nota-se que, em geral, a diferenc¸a de identificac¸a˜o de chuva convectiva entre os dois
me´todos ocorre quando o me´todo SVM classifica o pixel em chuva convectiva e o K-means, na˜o.
Uma explicac¸a˜o para esse fato pode ser dada pelo fato de o SVM ter feito treinamento da rede
com dados classificados por um meteorologista. Ale´m dessa classificac¸a˜o ser muito subjetiva,
ela e´ feita na imagem como um todo, ou seja, na˜o ha´ muita precisa˜o nos limites das regio˜es
classificadas como convectivas. Ja´ a te´cnica K-means analisa pixel por pixel, observando toda
as caracterı´sticas do dados, seu perfil vertical, e, portanto, tem uma maior precisa˜o.
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7 Conclusa˜o
O monitoramento da chuva e´ fundamental para diversos setores econoˆmicos, como
agricultura, turismo, energia, dentre outros. As precipitac¸o˜es podem ser classificadas em estra-
tiformes ou convectivas. Os sistemas convectivos esta˜o associados a tempestades severas, e a
sua identificac¸a˜o torna possı´vel o seu acompanhamento e os alertas de temporais e enchentes.
Baseado nessa ideia, o presente trabalho apresenta duas metodologias para classificac¸a˜o
da chuva: o SVM e o K-means. Ambos foram aplicados e testados no software R.
O me´todo SVM e´ uma te´cnica de reconhecimento de padro˜es, cuja teoria e´ bem fun-
damentada. Possui boa capacidade de generalizac¸a˜o e e´ robusta diante de dados de grande
dimensa˜o. Ale´m disso, a convexidade do modelo garante a existeˆncia de uma soluc¸a˜o global.
Dados na˜o linearmente separa´veis podem ser mapeados em um espac¸o de maior dimensa˜o,
onde, enta˜o, podem ser separados linearmente. Isso e´ feito atrave´s da func¸a˜o kernel . Pore´m, a
escolha dessa func¸a˜o, bem como de seus paraˆmetros, na˜o e´ uma tarefa trivial, o que pode tornar
difı´cil a escolha de um kernel adequado a` aplicac¸a˜o.
Outra caracterı´stica do me´todo SVM e´ que dados previamente classificados sa˜o utiliza-
dos para treinamento da ma´quina. Como as te´cnicas de Inteligeˆncia Artificial (na qual inclui-se
o SVM) visam automatizar tarefas realizadas pela ac¸a˜o humana, optou-se por usar como padra˜o
imagens classificadas por um especialista na a´rea, ou seja, um meteorologista. Deve-se, entre-
tanto, salientar que essa classificac¸a˜o manual e´ muito subjetiva. E, portanto, isso acaba sendo,
para o problema apresentado, uma desvantagem do me´todo.
Mesmo com essas limitac¸o˜es, o me´todo SVM atendeu bem aos objetivos do trabalho,
ao conseguir identificar padro˜es meteorolo´gicos em imagens de radar, e assim, classificar a
chuva representada nestas imagens em estratiforme ou convectiva de forma satisfato´ria, de
acordo com o padra˜o a ser alcanc¸ado (classificac¸a˜o do especialista).
Para observar se a te´cnica sugerida apresentou bons resultados, estes foram compara-
dos com os obtidos por uma te´cnica de classificac¸a˜o de chuva ja´ existente na literatura, o me´todo
de Steiner et al. (STEINER; HOUZE; YUTER, 1995). Comparando-se a porcentagem de
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amostras classificadas corretamente de acordo com a classificac¸a˜o feita por um especialista, o
me´todo SVM apresentou taxas superiores para todas as imagens.
O segundo me´todo aplicado foi o K-means, uma te´cnica de ana´lise de agrupamentos,
sub-a´rea da ana´lise multivariada. A grande vantagem em relac¸a˜o ao SVM e´ que na˜o precisa
de dados previamente classificados. A te´cnica procura um agrupamento “natural” dos dados,
colocando amostras com caracterı´sticas semelhantes em um mesmo grupo. Outra vantagem e´
em relac¸a˜o ao tempo de execuc¸a˜o, que na˜o passa de 1 segundo, enquanto o SVM leva muitos
minutos para gerar um classificador.
Para o problema apresentado, o K-means foi aplicado para agrupar os dados em dois
grupos, esperando-se obter um grupo de dados com caracterı´sticas de chuva estratiforme, e
outro, com caracterı´sticas de precipitac¸a˜o convectiva.
O me´todo atendeu bem esse objetivo, e, apesar de ter apresentado ı´ndices menores que
os resultados obtidos com o SVM, nota-se que as imagens obtidas sa˜o muito parecidas com a
te´cnica de Steiner et al. Vale lembrar que esse ı´ndice de acerto e´ em relac¸a˜o a` classificac¸a˜o
do especialista e, como o SVM foi treinado com esses dados, e´ de se esperar que apresente
resultados mais semelhantes a` esta classificac¸a˜o do que o K-means.
Uma terceira etapa do trabalho mostra uma comparac¸a˜o entre as duas metodologias.
As possibilidades apresentadas sa˜o quatro:
• ambos os me´todos classificaram o dado como convectivo;
• apenas o SVM classificou o dado como convectivo;
• apenas o K-means classificou o dado como convectivo;
• ambos os me´todos classificaram o dado como estratiforme.
Observou-se que, em geral, a diferenc¸a entre as duas metodologias ocorre quando o
SVM classifica o dado como convectivo e o K-means, na˜o. Isso pode ser explicado pelo fato de
o SVM ser treinado com dados classificados manualmente por um especialista. Dessa forma,
pode na˜o haver tanta precisa˜o no espac¸o delimitador de uma regia˜o convectiva, e dados a mais
sa˜o considerados convectivos tambe´m. O K-means ja´ e´ baseado na ana´lise pixel a pixel, e
portanto, pode ter uma precisa˜o maior.
As duas te´cnicas apresentaram a mesma classificac¸a˜o para mais de 85% dos dados.
Ale´m disso, ao relacionar modelos matema´ticos de Otimizac¸a˜o, te´cnica de Ana´lise
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Multivariada e Meteorologia, o trabalho contribui para o desenvolvimento de outras a´reas do
conhecimento.
7.1 Sugesto˜es para trabalhos futuros
A seguir sa˜o descritas algumas sugesto˜es para possı´veis trabalhos futuros:
• Levar em conta a classificac¸a˜o feita por diversos especialistas na a´rea (e na˜o apenas um),
e encontrar assim, uma classificac¸a˜o “me´dia”, talvez mais ideal, ja´ que essa classificac¸a˜o
e´ muito subjetiva;
• Aplicar as relac¸o˜es Z-R para as novas classificac¸o˜es, e verificar se os resultados sa˜o com-
patı´veis com a taxa de precipitac¸a˜o medida.
• Utilizar outras te´cnicas para classificar os dados, como por exemplo, uma Rede Neural.
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