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Results are presented for an extraction of the top quark Yukawa coupling from top quark-antiquark (tt¯)
kinematic distributions in the lepton plus jets final state in proton-proton collisions, based on data collected
by the CMS experiment at the LHC at
ffiffi
s
p ¼ 13 TeV, corresponding to an integrated luminosity of
35.8 fb−1. Corrections from weak boson exchange, including Higgs bosons, between the top quarks can
produce large distortions of differential distributions near the energy threshold of tt¯ production. Therefore,
precise measurements of these distributions are sensitive to the Yukawa coupling. Top quark events are
reconstructed with at least three jets in the final state, and a novel technique is introduced to reconstruct the
tt¯ system for events with one missing jet. This technique enhances the experimental sensitivity in the low
invariant mass region, Mtt¯. The data yields in Mtt¯, the rapidity difference jyt − yt¯j, and the number of
reconstructed jets are compared with distributions representing different Yukawa couplings. These
comparisons are used to measure the ratio of the top quark Yukawa coupling to its standard model
predicted value to be 1.07þ0.34−0.43 with an upper limit of 1.67 at the 95% confidence level.
DOI: 10.1103/PhysRevD.100.072007
I. INTRODUCTION
The study of the properties of the Higgs boson, which is
responsible for electroweak symmetry breaking, is one of
the main goals of the LHC program. The standard model
(SM) relates the mass of a fermion to its Yukawa coupling,
i.e., the strength of its interaction with the Higgs boson, as
gf ¼
ffiffiffi
2
p
mf=v, where mf is the fermion mass and v ¼
246.22 GeV is the vacuum expectation value of the Higgs
potential [1], obtained from a measurement of the μþ
lifetime [2]. Since fermionic masses are not predicted by
the SM, their values are only constrained by experimental
observations. Given the measured value of the top quark
mass of mt ¼ 172.4 0.5 GeV [3], the top quark is the
heaviest fermion and therefore provides access to the
largest Yukawa coupling, which is expected to be close
to unity in the SM. It is important to verify this prediction
experimentally. We define Yt as the ratio of the top quark
Yukawa coupling to its SM value. In this definition, Yt is
equal to κt as defined in the “κ framework” [4], which
introduces coupling modifiers to test for deviations in the
SM couplings of the Higgs boson to other particles. Several
Higgs boson production processes are sensitive to Yt, in
particular Higgs boson production via gluon fusion [5,6]
and Higgs boson production in association with top quark
pairs, tt¯H [7]. In both cases, in addition to Yt, the rate
depends on the Higgs boson coupling to the decay
products, e.g., bottom quarks or τ leptons. The only
Higgs boson production process that is sensitive exclu-
sively to Yt is tt¯H production with the Higgs boson
decaying to a tt¯ pair, leading to a four top quark final
state [8]. In this paper, we explore a complementary
approach to measure Yt independently of the Higgs
coupling to other particles by utilizing a precise measure-
ment of the top quark pair production cross section, which
is affected by a virtual Higgs boson exchange. It has been
shown that in the top quark pair production threshold
region, which corresponds to a small relative velocity
between the top quark and antiquark, the tt¯ cross section
is sensitive to the top quark Yukawa coupling through weak
force mediated corrections [9]. For example, doubling the
Yukawa coupling would lead to a change in the observed
differential cross section comparable to the current exper-
imental precision of around 6% [10]. A detailed study of
the differential tt¯ kinematic properties close to the
production threshold could, therefore, determine the value
of the top quark Yukawa coupling. This approach is similar
to the threshold scan methods proposed for eþe−
colliders [11,12].
We calculate the weak interaction correction factors for
different values of Yt using HATHOR (v2.1) [13] and apply
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them at the parton level to existing tt¯ simulated samples.
From these modified simulations, we obtain distributions
at detector level that can be directly compared to data. The
Yukawa coupling is extracted from the distributions of
the invariant mass of the top quark pair, Mtt¯, and the
rapidity difference between the top quark and antiquark,
Δytt¯ ¼ yt − yt¯, for different jet multiplicities. The low Mtt¯
and small jΔytt¯j regions are the most sensitive to Yt.
Top quarks decay almost exclusively via t → Wb and the
final topology depends on the W boson decays. When one
W boson decays leptonically and the other decays hadroni-
cally, tt¯ → WþbW−b¯→ lþνbqq¯0b¯þ charge conjugate,
the final state at leading order (LO) consists of an isolated
lepton (electron or muon in this analysis), missing trans-
verse momentum (from the neutrino), and four jets (from
two b quarks and two light quarks). This final state has a
sizable branching fraction of 34%, low backgrounds, and
allows for the kinematic reconstruction of the original top
quark candidates. This analysis follows the methodology
employed in Ref. [14] and introduces a novel algorithm to
reconstruct the tt¯ pair when only three jets are detected.
The outline of this paper is as follows. Section II
introduces the method of implementing the weak force
corrections in simulated events as well as the variables
sensitive to the top quark Yukawa coupling. Section III
describes the CMS detector. The data and simulated
samples used in the analysis are described in Sec. IV.
The event selection criteria are discussed in Sec. V. The
algorithm used to reconstruct tt¯ events is described in
Sec. VI. Details on background estimation and event yields
are covered in Secs. VII and VIII. The statistical method-
ologies and the systematic uncertainties are described in
Secs. IX and X, respectively. Section XI presents the results
of the fit to data. Section XII summarizes the results.
II. WEAK INTERACTION CORRECTIONS
TO tt¯ PRODUCTION
Recent calculations provide next-to-next-to-leading-
order (NNLO) predictions within the framework of per-
turbative quantum chromodynamics (QCD) for the tt¯
production cross section [15,16]. Photon-mediated correc-
tions have been determined to be small [17]. The weak
force corrections to the tt¯ production cross section were
originally calculated [18] before the top quark discovery
and were found to have a very small effect on the total cross
section, so they are typically not implemented in
Monte Carlo (MC) event generators. Nevertheless, they
can have a sizable impact on differential distributions and
on the top quark charge asymmetry. There is no interfer-
ence term of order αSαweak between the lowest-order strong
force mediated and neutral current amplitudes in the quark-
induced processes. The weak force corrections start
entering the cross section at loop-induced order αS2αweak
(as shown in Fig. 1). A majority of weak corrections do not
depend on the top quark Yukawa coupling. Amplitudes
linear in Yt, which arise from the production of an
intermediate s-channel Higgs boson through a closed b
quark loop, can be ignored because of the small b quark
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FIG. 1. Example of Feynman diagrams for gluon- and qq¯-
induced processes of tt¯ production and the virtual corrections.
The symbol Γ stands for all contributions from gauge and Higgs
boson exchanges.
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FIG. 2. The dependence of the ratio of weak force corrections
over theLOQCDproduction cross section as calculated byHATHOR
on the sensitive kinematic variablesMtt¯ and Δytt¯ at the generator
level for different values of Yt. The lines contain an uncertainty
band (generally not visible) derived from the dependence of the
weak correction on the top quark mass varied by 1 GeV.
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mass. However, the amplitude of the Higgs boson con-
tribution to the loop (Γ ¼ H in Fig. 1) is proportional to
Yt2. The interference of this process with the Born-level tt¯
production has a cross section proportional to αS2Yt2. Thus,
in some kinematic regions, the weak corrections become
large and may lead to significant distortions of differential
distributions.
The HATHOR generator calculates the partonic cross
section value, including the next-to-leading-order (NLO)
weak corrections at order Oðα2SαweakÞ for given Mtt¯ and
jΔytt¯j. The mass of the top quark is fixed at mt ¼
172.5 GeV, and its uncertainty is treated as a source of
systematic uncertainty. We use HATHOR to extract a two-
dimensional correction factor that contains the ratio of the
tt¯ production cross section with weak corrections over the
LO QCD production cross section in bins ofMtt¯ and jΔytt¯j.
This is done for different hypothesized values of Yt, as
shown in projections in Fig. 2. The largest effects arise near
the tt¯ production threshold region and can be as high as
12% for Yt ¼ 2. We then apply this correction factor at the
parton level as a weight to each tt¯ event simulated with
POWHEG (v2) [19–22]. In the distributions at the detector
level, the experimental resolutions and the systematic
uncertainties, which are especially significant in the low-
Mtt¯ region, will reduce the sensitivity to this effect.
III. THE CMS DETECTOR
The central feature of the CMS detector is a super-
conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter (HCAL), each composed
of a barrel and two endcap sections. Forward calorimeters
extend the coverage provided by the barrel and endcap
detectors. Muons are measured in gas-ionization detectors
embedded in the steel flux-return yoke outside the solenoid.
A more detailed description of the CMS detector, together
with a definition of the coordinate system and relevant
kinematical variables, can be found in Ref. [23].
The particle-flow (PF) algorithm [24] reconstructs and
identifies each individual particle with an optimized com-
bination of information from the various elements of the
detector systems. The energy of photons is directly
obtained from the ECAL measurements, corrected for
zero-suppression effects. The energy of electrons is deter-
mined from a combination of the electron momentum at the
primary interaction vertex as determined by the tracker, the
energy of the corresponding ECAL cluster, and the energy
sum of all bremsstrahlung photons spatially compatible
with originating from the electron track. The momentum of
muons is obtained from the curvature of the corresponding
track, combining information from the silicon tracker and
the muon system. The energy of charged hadrons is
determined from a combination of their momentum
measured in the tracker and the matching ECAL and
HCAL energy deposits, corrected for zero-suppression
effects and for the response function of the calorimeters
to hadronic showers. Finally, the energy of neutral hadrons
is obtained from the corresponding corrected ECAL and
HCAL energy. The reconstructed vertex with the largest
value of the sum of the physics objects transverse momen-
tum squared, p2T, is taken to be the primary proton-proton
(pp) interaction vertex.
IV. DATA SET AND MODELING
The data used for this analysis corresponds to an
integrated luminosity of 35.8 fb−1 at a center-of-mass
energy of 13 TeV. Events are selected if they pass
single-lepton triggers [25]. These require a transverse
momentum pT > 27 GeV for electrons and pT >
24 GeV for muons, each within pseudorapidity jηj < 2.4,
as well as various quality and isolation criteria.
The MC event generator POWHEG is used to simulate tt¯
events. It calculates up to NLO QCD matrix elements and
uses PYTHIA (v8.205) [26] with the CUETP8M2T4 tune
[27] for the parton shower simulations. The default para-
metrization of the parton distribution functions (PDFs) used
in all simulations is NNPDF3.0 [28]. A top quark mass of
172.5 GeV is used. When compared to the data, the
simulation is normalized to an inclusive tt¯ production
cross section of 832þ40−46 pb [29]. This value is calculated
at NNLO accuracy, including the resummation of next-to-
next-to-leading-logarithmic soft gluon terms. The quoted
uncertainty is from the choice of hadronization, factoriza-
tion, and renormalization scales and the PDF uncertainties.
The background processes are modeled using the same
techniques. The MADGRAPH5_aMC@NLO generator [30] is
used to simulate W boson and Drell–Yan (DY) production
in association with jets and t-channel single top quark
production. The POWHEG generator is used to simulate a
single top quark produced in association with a W boson
(Wt), and PYTHIA is used for QCD multijet production. In
all cases, the parton shower and the hadronization are
simulated by PYTHIA. The W boson and DY backgrounds
are normalized to their NNLO cross sections calculated
with FEWZ [31]. The cross sections of single top quark
processes are normalized to NLO calculations [32,33], and
the QCD multijet simulation is normalized to the LO cross
section from PYTHIA. As explained in Sec. VII, the shape
and the overall normalization of the QCD multijet con-
tribution to the background are derived using data in a
control region. The QCDmultijet simulation is only used to
determine relative contributions from different regions.
The detector response is simulated using GEANT4 [34].
The same algorithms that are applied to the collider data are
used to reconstruct the simulated data. Multiple proton-
proton interactions per bunch crossing (pileup) are included
in the simulation. To correct the simulation to be in
agreement with the pileup conditions observed during
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the data taking, the average number of pileup events is
calculated for the measured instantaneous luminosity. The
simulated events are weighted, depending on their number
of pileup interactions, to reproduce the measured pileup
distribution.
V. EVENT RECONSTRUCTION AND SELECTION
Jets are reconstructed from the PF candidates and are
clustered by the anti-kT algorithm [35,36] with a distance
parameter R ¼ 0.4. The jet momentum is determined as the
vectorial sum of the momenta of all PF candidates in the jet.
An offset correction is applied to jet energies to take into
account the contribution from pileup within the same or
nearby bunch crossings. Jet energy corrections are derived
from simulation and are improved with in situ measure-
ments of the energy balance in dijet, QCD multijet,
photonþ jet, and leptonically decaying Z þ jet events
[37,38]. Additional selection criteria are applied to each
event to remove spurious jetlike features originating from
isolated noise patterns in certain HCAL and ECAL
regions [39].
Jets are identified as originating from b quarks using the
combined secondary vertex algorithm (CSV) v2 [40]. Data
samples are used to measure the probability of correctly
identifying jets as originating from b quarks (b tagging
efficiency), and the probability of misidentifying jets
originating from light-flavor partons (u, d, s quarks or
gluons) or a charm quark as a b-tagged jet (the light-flavor
and charm mistag probabilities) [40]. To identify a jet as a b
jet, its CSV discriminant is required to be greater than 0.85.
This working point yields a b tagging efficiency of 63% for
jets with pT typical of tt¯ events, and charm and light-flavor
mistag probabilities of approximately 12 and 2%, respec-
tively (around 3% in total).
The missing transverse momentum, p⃗missT , is calculated
as the negative vector sum of the transverse momenta of all
PF candidates in an event. The energy scale corrections
applied to jets are propagated to p⃗missT . Its magnitude is
referred to as pmissT .
Candidate signal events are defined by the presence of a
muon or an electron that is isolated from other activity in
the event, specifically jets, and p⃗missT associated with a
neutrino. The isolation variables exclude the contributions
from the physics object itself and from pileup events. The
efficiencies of lepton identification and selection criteria are
derived using a tag-and-probe method in pT and η regions
[41]. The same lepton isolation criteria described in
Ref. [14] are followed here.
To reduce the background contributions and to optimize
the tt¯ reconstruction, additional requirements on the events
are imposed. Only events with exactly one isolated muon
[42] or electron [43] with pT > 30 GeV and jηj < 2.4 are
selected; no additional isolated muons or electrons with
pT > 15 GeV and jηj < 2.4 are allowed; at least three jets
with pT > 30 GeV and jηj < 2.4 are required, and at least
two of themmust beb tagged. TheW boson transversemass,
defined as MTðWÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2plTp
miss
T ½1 − cosðΔϕl;p⃗missT Þ
q
, is
required to be less than 140 GeV, where plT is the transverse
momentum of the lepton. For tt¯ events with only three jets in
the final state, thepT of the leadingb-tagged jet is required to
be greater than 50 GeV.
VI. RECONSTRUCTION OF THE TOP
QUARK-ANTIQUARK SYSTEM
The goal of reconstructing tt¯ events is to determine the
top quark and antiquark four-momenta. For this, it is
necessary to correctly match the final-state objects to the
top quark and antiquark decay products. We always assume
that the two b-tagged jets with the highest CSV discrimi-
nant values are associated with the two b quarks from tt¯
decays. For each event, we test the possible assignments of
jets as tt¯ decay products and select the one with the highest
value of a likelihood discriminant constructed based on the
available information.
The first step in building the likelihood discriminant is to
reconstruct the neutrino four-momentum pν based on the
measured p⃗missT , the lepton momentum pl, and the momen-
tum pbl of the jet associated with the b quark from the top
quark decay. The neutrino solver algorithm [44] uses a
geometric approach to find all possible solutions for the
neutrino momentum based on the two mass constraints
ðpνþplÞ2¼m2W¼ð80.4GeVÞ2 and ðpνþplþpblÞ2¼m2t .
Each equation describes an ellipsoid in the three-dimen-
sional neutrino momentum space. The intersection of these
two ellipsoids is usually an ellipse. We select pν as the point
on the ellipse for which the distance Dν;min between the
ellipse projection onto the transverse plane (pνx, pνy) and
the measured p⃗missT is minimal. The algorithm leads to a
unique solution for the longitudinal component of the
neutrino momentum and an improved resolution for its
transverse component. When the invariant mass of the
lepton and the bl candidate is above mt, no solution can be
found and this jet assignment is discarded. If both bl
candidates fail this requirement, then the event is rejected.
The algorithm is applied for each of the two b jet
possibilities and the minimum distance Dν;min is used to
identify the correct b jet in the leptonic top quark decay, bl,
as described below.
A. Reconstruction of events with at least four jets
The likelihood discriminant for events with at least four
reconstructed jets is built to minimize the calculated Dν;min,
and to simultaneously ensure that the invariant mass of the
two jets hypothesized to originate from theW boson decay
(MWh ) is consistent with the W boson mass, and that the
invariant mass of the three jets hypothesized to originate
from the hadronically decaying top quark (Mth ) is con-
sistent with mt. The likelihood discriminant for events with
at least four jets, λ4, is constructed as
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− ln½λ4 ¼ − ln ½PmðMWh ;MthÞ − ln ½PνðDν;minÞ; ð1Þ
where Pm is the two-dimensional probability density to
correctly reconstruct the W boson and top quark invariant
masses, and Pν is the probability density describing
the distribution of Dν;min for a correctly selected bl. On
average, the distance Dν;min for a correctly selected bl is
smaller and has a lower tail compared to the distance
obtained for other jets. Jet assignments with values of
Dν;min > 150 GeV are rejected since they are very unlikely
to originate from a correct bl association. The distributions
from which Pm and Pν are derived, together with λ4 are
shown in Figs. 2 (top-left), 2 (bottom-left) and 4 (left) of
Ref. [14], respectively.
The efficiency of the reconstruction algorithm is defined
as the probability that the most likely assignment, as
identified by the largest value of λ4, is the correct one,
given that all decay products from the tt¯ decay are
reconstructed and selected. Since the number of possible
assignments increases drastically with the number of jets, it
is more likely to select a wrong assignment if there are
additional jets. The algorithm identifies the correct assign-
ment in around 84% of the four-jet events, 69% of the five-
jet events, and 53% of the six-jet events.
B. Reconstruction of events with exactly three jets
The most sensitive region of the phase space to probe the
size of the top quark Yukawa coupling is at the threshold of
tt¯ production. However, the efficiency for selecting tt¯
events in this region is rather low, since one or more
quarks from the tt¯ decay are likely to have pT or η outside
of the selection thresholds resulting in a missing jet. To
mitigate this effect, an algorithm was developed for the
reconstruction of tt¯ events with one missing jet [45].
As the missing jet in 93% of the selected three-jet events
is associated with a quark from the W boson decay, we
assume the two jets with the highest CSV discriminant are
associated with b quarks from the tt¯ decay. The remaining
two-fold ambiguity is in the assignment of the b-tagged
jets: which one originates from the hadronic and which one
from the semileptonic top quark decay. For each of the two
possible b jet assignments, the algorithm uses the neutrino
solver to calculate the corresponding minimum distance
Dν;min. If the neutrino solver yields no solution, this jet
assignment is discarded and the other solution is used if
available. Events with no solutions are discarded. If both b
jet candidates have solutions for neutrino momentum, a
likelihood discriminant is constructed using the minimum
distance Dν;min and the invariant mass Mth of the two jets
hypothesized to belong to the hadronic top quark decay. We
choose the jet assignment with the lowest value of the
negative log likelihood − ln½λ3 defined as
− ln½λ3 ¼ − ln½PMth  − ln ½PνðDν;minÞ; ð2Þ
where the label 3 refers to the requirement of three jets. The
function PνðDν;minÞ is the probability density of Dν;min to
correctly identify bl, and PMth is the probability density of
 [GeV]
, minνD
0 20 40 60 80 100 120 140
N
or
m
al
iz
ed
 e
nt
rie
s
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14 Correct b jets
Wrong b jets
CMS
Simulation
(13 TeV)
+jetsμe/
 mass [GeV]ht
0 50 100 150 200 250 300 350 400
N
or
m
al
iz
ed
 e
nt
rie
s
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16 Correct b jets
Wrong b jets
CMS
Simulation
(13 TeV)
+jetsμe/
)3λ-ln(
6 8 10 12 14 16 18 20
N
or
m
al
iz
ed
 e
nt
rie
s
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14 Correct b jets
Wrong b jets
CMS
Simulation
(13 TeV)
+jetsμe/
FIG. 3. Three-jet reconstruction. Distributions of the distance
Dν;min for correctly and wrongly selected bl candidates (top).
Mass distribution of the correctly and wrongly selected bh and the
jet from the W boson (middle). Distribution of the negative
combined log-likelihood (bottom). All distributions are normal-
ized to have unit area.
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the invariant mass of the hypothesized bh and the jet from
the W boson decay. Figures 3 (top) and (middle) show the
separation between correct and incorrect b assignments in
the relevant variables for signal events. The distribution of
− ln½λ3 is shown in the right plot of Fig. 3. Jet assignments
with values of − ln½λ3 > 13 are discarded to improve the
signal-to-background ratio. Overall, this algorithm identi-
fies the correct b jet assignment in 80% of three-jet events.
Semileptonic top quark decays are fully reconstructible,
regardless of whether the event has three or four jets. The
hadronically decaying top quark candidate in the missing
jet category is approximated by the system of two jets
identified to be associated with the hadronic top quark
decay. Figure 4 shows the relative difference between the
reconstructed and generated invariant mass of the tt¯ system
and of the difference in rapidity for three-jet events,
compared to those with four jets. Because of the missing
jet, the observed value ofMtt¯ in the three-jet category tends
to be lower than in the four-jet category. However, this shift
does not affect the Yt measurement since the data are
compared to the simulation in each different jet multiplicity
bin: only the widths of these distributions are important.
Figure 4 demonstrates that the three-jet reconstruction is
competitive with the one achieved in the four-jet category.
To summarize, the newly developed three-jet
reconstruction algorithm allows us to increase the yields
in the sensitive low-Mtt¯ region. As will be shown in Sec. X,
the addition of three-jet events also helps to reduce the
systematic uncertainty from effects that cause migration
between jet multiplicity bins, e.g., jet energy scale variation
and the hadronization model. The analysis is performed in
three independent channels based on the jet multiplicity of
the event: three, four, and five or more jets.
VII. BACKGROUND ESTIMATION
The backgrounds in this analysis arise from QCD
multijet production, single top quark production, and vector
boson production in association with jets (Vþ jets). The
expected number of events fromWW andWZ production is
negligible and we ignore this contribution in the signal
region (SR).
The contributions from single top quark and Vþ jets
production are estimated from the simulated samples.
Rather than relying on the relatively small simulated
sample of QCD multijet events, smoother distributions
inMtt¯ and jΔytt¯j are obtained from data in a control region
(CR). Events in the CR are selected in the same way as the
signal events, except that the maximum value of the CSV
discriminant of jets in each event has to be less than 0.6.
Hence, events in the CR originate predominately from
Vþ jets and QCD multijet processes. The simulation in
this background-enriched CR describes the data well within
uncertainties. We take the distributions in Mtt¯ and jΔytt¯j
from data in the CR, after subtracting the expected
contribution from the Vþ jets, single top quark, tt¯, and
WW and WZ processes. To obtain distributions in the SR,
the distributions in the CR are then normalized by the ratio
of the number of events in the SR (NSRQCDMC) and CR
(NCRQCDMC) determined from simulated QCDmultijet events:
NSRQCD ¼ NCRresDATA
NSRQCDMC
NCRQCDMC
; ð3Þ
where NCRresDATA is the residual yield in data (after sub-
tracting the background contributions not from QCD
multijet). The SR-to-CR simulated events ratio in Eq. (3)
is 0.043 0.014, 0.041 0.012, and 0.081 0.015 for
three, four, and five or more jets, respectively. The
normalization uncertainty is estimated to be 30%. The
shape uncertainty due to the CR definition is evaluated by
selecting events for which the lepton fails the isolation
requirement. The uncertainty is defined by the difference
between the distributions of events that pass or fail the CSV
discriminant requirement and can be as large as 60% in
some regions of phase space.
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event categories.
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VIII. EVENT YIELDS AND CONTROL PLOTS
Table I shows the expected and observed event yields
after event selection and tt¯ reconstruction, including the
statistical uncertainties in the expected yields. All of the tt¯
components depend on the top quark Yukawa coupling
from the production, so all of them are considered as signal.
Here, the signal simulation is divided into the following
categories: correctly reconstructed tt¯ systems (tt¯ right
reco); events where all required decay products are avail-
able, but the algorithm failed to identify the correct jet
assignments (tt¯ wrong reco); lþ jets tt¯ events where at
least one required decay product is missing (tt¯ nonrecon-
structible); and tt¯ events from dileptonic, W → τν, or fully
hadronic decays (tt¯ background).
Figures 5–7 show the comparison of data and simulation
for p⃗missT , the pseudorapidity of the lepton, and several
kinematic variables of the top quarks and tt¯ system. In
general, good agreement between data and prediction is
observed. The data appear to have a deficit for high top
quark pT with respect to the available MC generators. This
trend has been observed before in Refs. [46,47] and [14,48]
both at 8 and 13 TeV, and recent differential NNLO
calculations [49,50] reduce the discrepancy.
IX. DETERMINATION OF Yt
The two-dimensional data distributions in (Mtt¯, jΔytt¯j)
are fit to the sum of the predicted contributions to infer the
value of Yt for events with three, four, and five or more jets
in the final state. The bin limits are selected to capture the
different behavior of the weak interaction correction, as
seen in Fig. 2. There are three bins in jΔytt¯j: 0–0.6, 0.6–
1.2, and >1.2. A minimum of 10 000 simulated events are
required in each (Mtt¯, jΔytt¯j) bin. This results in 21, 17,
and 17 bins for event categories with three, four, and five or
more jets, respectively.
The likelihood function is constructed as a product of
Poisson distributions for the observed number of events,
nbinobs, in each (Mtt¯, jΔytt¯j) bin [51]:
LðYt; θÞ ¼
Y
bin∈ðMtt¯;jΔytt¯jÞ
Lbin
¼
Y
bin
PoisðnbinobsjsbinðθÞRbinðYt; θÞ þ bbinðθÞÞρðθÞ;
ð4Þ
where sbin is the POWHEG prediction for the number of
signal tt¯ events; bbin is the prediction for the number of
events from all background process (single top quark,
Vþ jets, and QCD multijet production); RbinðYt; θÞ ¼
sbinðYtÞ=sbinðPOWHEGÞ encodes the effect of different
Yt coupling scenarios, parametrized with a quadratic
dependence on Yt in each bin (shown in Figs. 8 and 9
for the first jΔytt¯j bin); and θ represents the full suite of
nuisance parameters with ρðθÞ described by lognormal
distributions parametrizing the uncertainty on each source.
The different sources of systematic uncertainties are
described in detail in Sec. X. The quantity RbinðYt; θÞ is
the main parameter of interest in the fit, as it represents the
strength of the weak correction over the uncorrected
POWHEG yields.
X. SYSTEMATIC UNCERTAINTIES
We describe here the different sources of experimental
and theoretical uncertainties and their effect on determin-
ing Yt.
Systematic uncertainties that do not alter the shape of the
distributions of Mtt¯ and Δytt¯ are treated as normalization
uncertainties, while the others are treated as shape uncer-
tainties. The latter are evaluated bin-by-bin in the like-
lihood function Eq. (4). Table II lists all the systematic
uncertainties.
The uncertainty in the integrated luminosity is 2.5% [52].
The simulated samples are reweighted to match the
measured data distribution in the number of pileup events.
The uncertainty in the total inelastic pp cross section,
which affects the pileup estimate, is accounted for by
varying the average number of pileup events per bunch
crossing by 5% [53].
The lepton efficiency scale factors, which account for the
differences in the trigger, reconstruction, and identification
efficiencies between data and simulation, are measured
using a tag-and-probe method in Z → lþl− events [43,54].
These scale factors, measured in bins of lepton pT, lepton η,
and jet multiplicity, are applied to the simulated events The
overall uncertainty in the final measurement from these
lepton scale factors is approximately 2%.
The uncertainties in the jet energy calibration (JEC) are
evaluated by shifting the energies of jets in simulation up
and down by one standard deviation in bins of pT and η.
Accounting for different sources of JEC uncertainties and
jet flavors, a total of 19 shape variations are considered.
The uncertainty in the jet energy resolution (JER) is
calculated by broadening the resolution in simulation
TABLE I. Expected and observed yields after event selection
and tt¯ reconstruction, with statistical uncertainties in the expected
yields. The QCD multijet yield is derived from Eq. (3) and its
uncertainty is the statistical uncertainty in the control region from
the data-based QCD multijet determination described in Sec. VII.
Source 3 jets 4 jets ≥5 jets
tt¯ right reco 130 520 150 92 900 130 71 640 110
tt¯ wrong reco 29 298 73 17 356 57 43 073 89
tt¯ nonreco 50 695 96 88 760 130 80 960 120
tt¯ background 53 465 99 26 085 69 25 047 68
Single t 17 849 40 6922 27 6294 26
Vþ jets 8990 100 2824 52 2478 49
QCD multijet 19 840 69 2100 25 1080 30
Expected sum 310 650 250 236 950 210 230 570 210
Data 308 932 237 491 226 788
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FIG. 6. Four-jet events after selection and tt¯ reconstruction. Same distributions as described in Fig. 5.
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FIG. 7. Events with five or more jets after selection and tt¯ reconstruction. Same distributions as described in Fig. 5.
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and recomputing the acceptances [38], for which the
resulting effect is a change of less than 1% in event yields.
The b tagging efficiency in the simulation is corrected
using scale factors in bins of jet pT and η determined from
efficiencies measured in data and simulation [40]. The
uncertainty in the measured scale factors ranges between
1% and 20% per jet, leading to an overall effect on the final
measurement of 2%–3%.
The single top quark background estimate is affected by
a 15% normalization uncertainty, evaluated from the
combined results of t-channel and Wt productions
[55,56]. The systematic uncertainty in the Vþ jets back-
ground prediction is 30%, derived from the leading con-
tribution in the signal region: W+heavy flavor production
[57]. The systematic uncertainties described above for the
signal are also derived for these background estimates. The
QCD multijet background estimates from the data CR
include a 30% normalization uncertainty from Eq. (3), and
a shape difference observed between samples with different
lepton isolation (as described in Sec. VII). The uncertainty
from the determination of pmissT due to the electron, muon,
and unclustered energy uncertainties, results in a negligible
effect on the acceptance. All the major experimental
uncertainties described above are evaluated for each proc-
ess in all reconstruction channels.
In the following, we describe the theoretical uncertain-
ties. The uncertainties in the factorization and renormali-
zation scales affect the number of events expected in
simulated samples. These are evaluated by varying each
scale independently up and down by a factor of two.
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FIG. 8. The strength of the weak interaction correction, relative to the predicted POWHEG signal, Rbin, as a function of Yt in the three-jet
category. The plots correspond to the first eightMtt¯ bins for jΔytt¯j < 0.6 (as shown in Fig. 10). A quadratic fit is performed in each bin.
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FIG. 9. The strength of the weak interaction correction, relative to the predicted POWHEG signal, Rbin, as a function of Yt in the
categories with four and five or more jets. The plots correspond to the first six Mtt¯ bins for jΔytt¯j < 0.6 (as shown in Fig. 10).
A quadratic fit is performed in each bin.
TABLE II. Summary of the sources of systematic uncertainty, their effects and magnitudes on signal and backgrounds. If the
uncertainty shows a shape dependence in the Mtt¯ and Δytt¯ distributions, it is treated as such in the likelihood. Only the luminosity,
background normalization, and ISR uncertainties are not considered as shape uncertainties.
Uncertainty tt¯ Single t Vþ jets QCD multijet
Integrated luminosity 2.5% 2.5% 2.5% 2.5%
Pileup 0–1% 0–1%      
Lepton identification/trigger 1.9% 1.9% 1.9%   
JEC 0–5% 0–5%      
JER 0–0.6%         
b tag scale factor 3% 3% 2–3%   
b mistag scale factor 0.5% 1% 3–6%   
Background normalization    15% 30% 30%
QCD multijet CR definition          0–60%
Factorization and renormalization scales 0–6% 2–5% 0–15%   
PDF 0.5–1.5% 0.5–1.5%      
αSðmZÞ in PDFs 1% 1.5%      
Top quark mass 1–5%         
Top quark pT modeling 0–0.5%         
Parton shower
-NLO shower matching 1.5–5%         
-ISR 2–3%         
-FSR 0–9% 0–12%      
-Color reconnection 0–3%         
-b jet fragmentation 0–3% 0–5%      
-b hadron branching fraction 3% 2.5–3%      
Weak correction δQCDδW 0–0.2% (Yt ¼ 2)         
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We consider separate variations of the renormalization and
factorization scales by taking the envelope of the observed
variations as the quoted uncertainty. To account for possible
correlation between the two sources of uncertainty, we also
add an additional shape nuisance parameter that corre-
sponds to the simultaneous variation of both parameters.
The different replicas in the NNPDF3.0 PDF set [28] are
used to estimate the corresponding uncertainty in the shape
from the changed acceptance in each bin, which amounts to
a combined variation as large as 5%. The different replicas
due to the variation of strong coupling constant αS result in
changes of the acceptance of around 1%.
The effect of the top quark mass experimental uncer-
tainty is estimated by the difference in simulations gen-
erated with mt varied by 1 GeV [3,58], and it results in a
shape variation as large as 7%. The dependence ofMtt¯ and
Δytt¯ on the correct description of the top quark pT in the
simulation is taken into account by checking the difference
in the acceptance when the nominal POWHEG NLO samples
are scaled to match the average top quark and antiquark pT
distributions calculated at NNLO in αS in Ref. [59]. This
uncertainty is treated as a shape nuisance parameter in the
likelihood function for the tt¯ samples.
There are several sources of uncertainties arising from
the parton shower modeling. The uncertainty in matching
the matrix element calculation to the parton shower is
estimated by changing the parameter that regulates the
damping of real emissions in the NLO calculation [60],
resulting in an effect of 1%–5%. The scales, which
determine initial- (ISR) and final-state radiation (FSR)
are also varied [27], resulting in a maximum change of
4% in the acceptance and shape variations as large as 10%.
The uncertainty resulting from the modeling of the amount
of multiple parton interactions is derived following the
studies of Ref. [60] and is found to have a negligible effect
on the result. Color reconnection reconfigures color strings
after the parton shower, affecting the hadronic W boson
decays [60]. This source of uncertainty typically results in
shape differences smaller than 1%. The uncertainty in b
quark fragmentation, the momentum transfer from the b
quark to the b hadron, is estimated by varying the para-
metrized function in the PYTHIA simulation. It can produce
a shape variation as large as 3%. As the b hadron semi-
leptonic branching fractions may change the b jet energy
response, the acceptance is recalculated after varying the
Bþ, B0, Bs, andΛb semileptonic branching fractions up and
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FIG. 10. The Mtt¯ distribution in jΔytt¯j bins for all events combined, after the simultaneous likelihood fit in all jet channels.
The hatched bands show the total postfit uncertainty. The ratios of data to the sum of the predicted yields are provided in the lower panel.
To show the sensitivity of the data to Yt ¼ 1 and Yt ¼ 2, the prefit yields are shown in the upper panel, and the yield ratio
RbinðYt ¼ 2Þ=RbinðYt ¼ 1Þ in the lower panel.
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down by their respective experimental uncertainties [61].
The resulting systematic uncertainty is around 3%.
Finally, the weak interaction correction is implemented
by reweighting the nominal POWHEG samples with the ratio
of the weak correction over the LO cross section calculated
by HATHOR. As recommended by the HATHOR authors [9],
the associated systematic uncertainty for this procedure can
be estimated from the difference between the multiplicative
and additive treatments, i.e., ð1þ δQCDÞð1þ δWÞ and
ð1þ δQCD þ δWÞ, where δQCD is estimated from the effect
of varying the factorization and renormalization scale up
and down by a factor of two on the NLO cross section, and
δW is the ratio of the weak correction over the LO cross
section obtained from HATHOR. The difference is δQCDδW,
which is also a function of Yt. This uncertainty is accounted
for as a shape nuisance in the likelihood fit.
The experimental uncertainties are treated as 100%
correlated among signal and background processes and
across the jet multiplicity channels.
XI. RESULTS
The data events are analyzed in three exclusive channels,
according to the number of jets in the final state. The
expected signal and background estimation shown in
Table I, and the systematic uncertainties described in
Sec. X are used to construct a binned likelihood
(Eq. (4)) as a product of the Poisson probabilities
from all bins in (Mtt¯, jΔytt¯j). From this, we construct a
profile likelihood ratio test statistic qðYtÞ¼−2ln½LðYt; ˆˆθÞ=
LðYˆt;θˆÞ, where ˆˆθ in the numerator denotes the value of the
estimator θˆ that maximizes the likelihood for a specific Yt,
i.e., it is the conditional maximum-likelihood estimator of θ
(and thus is a function of Yt). The denominator is the
maximized (unconditional) likelihood function, i.e., Yˆt and
TABLE III. The expected and observed best fit values and
95% CL upper limits on Yt.
Best fit Yt 95% CL upper limit
Channel Expected Observed Expected Observed
3 jets 1.00þ0.66−0.90 1.62
þ0.53
−0.78 <2.17 <2.59
4 jets 1.00þ0.50−0.72 0.87
þ0.51
−0.77 <1.88 <1.77
≥5 jets 1.00þ0.59−0.83 1.27
þ0.55
−0.74 <2.03 <2.23
Combined 1.00þ0.35−0.48 1.07
þ0.34
−0.43 <1.62 <1.67
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θˆ are the values of the estimators that simultaneously
maximize the likelihood. The statistical procedure to
extract the parameter of interest is detailed in Ref. [62].
The distributions of Mtt¯ and jΔytt¯j after performing the
combined likelihood fit are shown in Fig. 10. The analysis
covers the phase space from the production threshold inMtt¯
(which is ≈200 GeV at the detector level for events with
three reconstructed jets) up to 2 TeV.
We measure the top quark Yukawa coupling by scanning
the likelihood function with respect to Yt. The likelihood
scan distributions can be found in Fig. 11. The expected
and observed results are presented in Table III. An upper
limit on Yt is also determined, using a modified frequentist
CLs procedure [63,64] with the asymptotic method [65].
XII. SUMMARY
A measurement of the top quark Yukawa coupling is
presented, extracted by investigating tt¯ pair production in
final states with an electron or muon and several jets, using
proton–proton data collected by the CMS experiment atffiffi
s
p ¼ 13 TeV, corresponding to an integrated luminosity
of 35.8 fb−1. The tt¯ production cross section is sensitive to
the top quark Yukawa coupling through weak force
corrections that can modify the distributions of the mass
of top quark–antiquark pairs, Mtt¯, and the rapidity differ-
ence between top quark and antiquark, Δytt¯. The kinematic
properties of these final states are reconstructed in events
with at least three jets, two of which are identified as
originating from bottom quarks. The inclusion of events
with only three reconstructed jets using a dedicated
algorithm improves the sensitivity of the analysis by
increasing the signal from events in the low-Mtt¯ region,
which is most sensitive to the Yukawa coupling. The ratio
of the top quark Yukawa coupling to its expected SM value,
Yt, is extracted by comparing the data with the expected tt¯
signal for different values of Yt in a total of 55 bins inMtt¯,
jΔytt¯j, and the number of reconstructed jets. The measured
value of Yt is 1.07
þ0.34
−0.43 , compared to an expected value of
1.00þ0.35−0.48 . The observed upper limit on Yt is 1.67 at
95% confidence level (CL), with an expected value of 1.62.
Although the method presented in this paper is not as
sensitive as the combined CMS measurement of Yt
performed using Higgs boson production and decays in
multiple channels [66], it has the advantage that it does not
depend on any assumptions about the couplings of the
Higgs boson to particles other than the top quark. The result
presented here is more sensitive than the only other result
from CMS exclusively dependent on Yt, namely the limit
on the tt¯tt¯ cross section, which constrains Yt to be less than
2.1 at 95% CL [8].
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