Control community's work on System Identification (SysID) and the Physics, Mathematics, Chaos, and Complexity communities' work on phase-space reconstruction via time-delay embedding. There are numerous overlaps between the goals of each community. Nevertheless, the Controls community can gain new insight as well as some new very powerful tools for SysID from the latest developments within the Physics, Mathematics, Chaos, and Complexity communities. These insights are gained via the work on phase-space reconstruction of non-linear dynamics. New methods for discovering non-linear differential based equations that evolved from embedding operations can shed new light on hybrid-systems theory, Nyquest-Shannon's Theories, and network based control theory. This paper strives to guide the Controls community towards a closer inspection of the tools and additional insights being developed within the Physics, Mathematics, Chaos, and Complexity communities for discovery of system dynamics, the first step in control system development. The paper introduces the concepts of phase-space reconstruction via time-delay embedding (made famous by Whitney, Takens, and Sauer's Thoreoms), intergrate-and-fire embedding, and non-linear differential equation discovery based on Perona's method.
I. INTRODUCTION
The core of control system technology is modeling. The reason for this is that before one can attempt to implement any of the key control system technologies, one must first have a useful model for that system. It is no surprise that as one improves the model of a system, the control of that system can also be improved. Today, the gold standard for models is a non-linear differential equation based expression for the system to be controlled. The majority of all control technologies first begin with this type of model. This is true even for linear based controllers, whose development standardly begins with the linearization of the non-linear differential equation based model.
Like the Controls community, the Physics, Mathematics, Chaos, and Complexity communities have also focused on non-linear differential equation based expressions to model their dynamical systems. Similar to the Controls community, these communities discuss observation theory and system identification using a vastly different nomenclature and language. Nevertheless, these communities are working on the cutting edge of nonlinear dynamics and observation of those dynamics. Much of their work remains inaccessible and unused within the general Controls community. It is for that reason, that this paper introduces the concepts of phase-space reconstruction via time-delay embedding (made famous by Whitney [1] , Takens [2] , and Sauer's [3] Theorems), integrate-and-fire embedding [4] , [5] , and non-linear differential equation discovery based on Perona's method [6] , [7] . A concise and accessible overview of the embedding and phase-space reconstruction methods is given in [8] . It is the focus of this paper to tie these concepts together in the light of control theory, and thus begin to chart a new path forward towards an automated method for nonlinear differential equation creation, i.e. automated first principles like modeling. Such a method, when fully developed, has a vast outlet of uses: e.g. the automated discovery of dynamics can be used to track on-going changes within a plant's fundamental dynamics; which in turn, can be interpreted to predict on-coming failures (prognostication and fault detection). In addition, by automatically discovering changes in a non-linear plant on the fly, one might be able to develop a new class of robust adaptive controllers that can validate close-loop stability assumptions online to allow for graceful shutdown of the plant before catastrophic failure can occur. This would be achieved by monitoring the plant as it drifts away from the nominal predicted operating condition, the baseline non-linear model. This new type of controller can re-evaluate the validity of its control strategy, and take appropriate action before the assumptions become invalid, which could lead to catastrophic failure of a system. The tools being currently developed in [6] and [7] are the basis of this new approach (the first implementation step). In order to see how this might be developed, one first needs to understand how phase-space reconstruction relates to control theory and how it can play a part in the development of a new control system design and implementation method.
II. OBSERVERS AND PHASE-SPACE RECONSTRUCTION
For some time, it has been known that by sampling a portion of a system's states, one can reconstruct missing or unmeasurable states needed for the construction, and implementation of full state feedback control. Within the controls community such a process/algorithm is known as an observer. There are many types of these observers, e.g. the Luenberger observer [9] , [10] , [11] , [12] , Kalman Filters [9] , [13] , [14] , and extended Kalman Filters [15] . Of course, the Kalman filter is the optimal observer given a linear system disturbed by a gaussian white noise process. However, in this paper we are interested in non-linear systems as well. The extended Kalman filter can address such systems, but it is no longer optimal and is prone to instabilities. Each of these estimators, when properly used and designed, can estimate the states of a system in real time. In some sense, this is a far cry from discovering dynamics. Alternately, there are a number of least square approaches that can simply estimate a system's dynamics on the fly instead of estimating the states directly. Such systems like auto-regessive moving-average (ARMA) [16] , [17] estimators use the concepts of phasespace reconstruction within their design.
Consider a linear plant model defined as:
where x, y, u are defined as:
. One can define a state estimator,ẋ(t), as:ẋ
where the choice of K controls the estimators means and rate of convergence. Of course, it has been shown that lim t→∞ẋ (t) =ẋ(t), given that certain conditions on the system exist; such as, the observability matrix
There exists a direct parallel to these ideas within the phase-space reconstruction methods.
To begin, phase-space reconstruction was not developed with the limitation of linear systems theory. In fact, phase-space reconstruction works with both discrete time maps as well as continuous time based differential equations [8] . Consider a system of nonlinear first-order differential equations of the form:
where S and I are the number of allowed basis functions for the internal feedback and forcing dynamics within the system respectively, and the a i,k and b i,j are constants controlling the contribution of that basis function to the state,x i . Given this framework, one might consider any type of linear or nonlinear basis functions, e.g.
Note, that the basis functions allowed in eqn. 3 are assumed to be a super-set of the actual dynamics. There does not currently exist a means to guaranty if the basis contains the proper set of functions. The only current means to check this is by re-evolving the dynamics once the fit is complete and verifying that the system in fact reproduces similar dynamics as the original embedded space. The actual process used to reconstruct the phase-space is known as time-delay embedding. The original theorems are based on the system of nonlinear dynamics being unforced, i.e. b i,j = 0. Casdagli et. al. has extended the embedding idea to forced dynamical systems [18] , i.e. b i,j = 0. Time-delay embedding is accomplished by measuring successive-time-delayed values from a fixed linear combination of the system's original state variables. In general, the time-delay, τ , maybe arbitrary (although it is believed that by choosing τ appropriately, less distortion is introduced into the phase-space reconstruction [19] ). For an unforced system, the time embedment is defined as:
where W is a row matrix defining an arbitrary linear combination of the original state variables. Whitney [1] , Takens [2] , and Sauer's [3] theorems state that this embedment is a diffeomorphic representation of a system's original phase space. Gershenfeld describes this in the most accessible way using the following analogy: consider a 2-dimensional phase-space existing on a rubber sheet of paper. By performing a time-delay embedment of successive measurements, one is at most simply stretching and twisting the original phase space within a higher dimensional space [8] . In fact, depending on which theorem one uses (e.g. what constraints are placed on the system -similar to the full rank condition within the observer formulation) the most additional dimensions that one might twist the phase space into is 2D + 1, where D is the original dimension of the systems phasespace. Nevertheless, there remains an analog to the full rank condition in linear systems theory. This analog is simply that the system states must be fully connected, i.e. if one state changes those effects can be seen in each of the other states. This is simply stating in words the full rank condition within linear systems theory for a nonlinear system. In essence, the embedding theorems give us a transformed phase-space:x
where V defines a smooth local linear transformation matrix over a local region, i.e. one-to-one holds but not necessarily onto. The full space can exist as a single or multiple localized series of these smooth transformations. This is a bit of a stretch in nomenclature but it gets the idea across. From an engineering and SysID perspective the lack of onto can be ignored, i.e. if we make successive timedelayed measurements of our system and embed them to reconstruct the original phase-space, our reconstructed phase-space will only contain points that were transformed from the original space. Thus if one uses these measured points to help discover the quote unwrapped dynamics -the points will have a inverse mapping (one-to-one). Discovering phase-space or even a wrapped representation of phase-space is nice in that it makes for nice pictures; but in controls, we need the differential equations that underlie that phase-space. Over the last two and half years, we have been developing a Matlab application that implements Perona et. al.'s method [6] in order to find the nonlinear differential equations that underlie a set of phase-space points. We have also studied the effects of noise on said method [7] . Currently, we are using Casdagli et. al.'s ideas [18] to extend the nonlinear differential equation reconstruction process to forced dynamical systems. In doing so we are replacing our original cost function [7] :
with an augmented cost function which includes the forcing terms:
Once one is able to discover the underling nonlinear differential equations that generate a particular phase-space portrait, one can use this method to proceed to implement the generalized embedding process to reconstruct unknown system phasespaces and thereby discover the nonlinear differential equations that underlie that particular phasespace portrait. Note in general the equations obtained from such a process are not as clean as those created during a first principle modeling process.
Research on how to reduce the cross terms, e.g.
, by rotating and scaling the discovered equations to a more simplified form is needed. Note, additional cross terms arise in a first principle model by rotating and scaling the phase-space away from its primary basis vectors. Such a rotation and scale transformation is what occurs when one reconstructs the phase-space via the embedding process. Reversing these effects is what allows for the discovery of the first principle like model. Even with the advancements in non-linear differential equation based SysID discussed above, yet more powerful versions of the embedding theorems can be brought to bare that might allow for discovery of event based dynamical systems such as welding detachments, dripping faucets, avalanches, etc. These extended methods are known as the integrateand-fire version of the embedding theorems [4] , [5] . Under this extension the dynamical system is sampled using a "integrate-and-fire" process. Consider measuring a linear combination of state variable as before, but this time integrate that measurement up to a threshold value, θ:
The choice of a threshold value, θ, is key in the process. If the value is too great the dynamics are lost; while if the value is too small -the dynamics become greatly deformed, just like the choice of τ in time-delay embedding. As before, by using the time-delays between each firing event one can again reconstruct the desired phase-space [4] , [5] :
Note the results to date are very noisy. Nevertheless, using this extended type of embedding, we should obtain a similar result as before:
The full proof of this extension theorem has not been completed as of yet; this is due to lack of interest by the community, i.e. the usefulness of the initial embedding theorems have not been exploited to their fullest as is being laid out in this paper, so Sauer has not deemed it necessary to complete the extension theorem. It is hoped that by fully exploiting the initial theorem, Sauer and his associates will find it necessary to complete this proof. Consider the implications of the integrate-and-fire theorem to the engineering community. Where Nyquest places a limit on the minimum sample time required to avoid aliasing, the value θ relates a threshold limit on phase-space distance to time. Also, the timedelays themselves are enough to reconstruct phasespace and thus dynamics. As before once one has a portrait of phase-space one can use the differential reconstruction process developed by [6] and [7] to obtain the desired nonlinear differential equation needed to start the control system development process or a prognostication sub-system. Furthermore, consider the vast number of currently un-modeled systems that relate to integrate-and-fire dynamics, e.g. earthquakes, avalanches, etc. These types of systems are ubiquitous, however they remain largely unstudied due to modeling and conceptual understanding based difficulties. The integrate-and-fire theorem might also shed new insight into the process of how one should choose the optimal time-delay τ when embedding is performed. As was discussed above, by varying τ , one changes the amount of stretching and twisting that is introduced into the phase-space reconstruction. Such an effect implies that there might be a particular τ that minimizes any distortions introduced into the reconstruction process. Traditionally, τ has been chosen using mutual information theory [20] , [19] . Moreover, in discussions with Sauer about what choice might be used for τ , he stated that there was no particular requirement on choosing a fixed time-delay between successive embedment terms, as shown in eqn. 4. The only real requirement is that one doesn't continuously sample only one region of the phase-space. One must choose a τ that allows one to visit the complete space of interest. This directly opens the concept of non-uniform sampling of the embedding vector in eqn. 4. It is clear that from a dynamics perspective, time and phase-space evolution change as you move about within it. Perhaps this suggests that a fixed sample time is not always appropriate, e.g. aircraft dynamics are generally broken into two separate models which represent the long period and short period dynamics. Consider Fig. 1 , the grey lines represent trajectories within an exampled phasespace, while the dots along those lines represent equal distance steps for a fixed time-delay. Clearly as one approaches a fixed point, the movement within the phase-space slows, i.e. the dynamics slow. This slowing is shown in Fig. 1 as smaller steps along the trajectory for a fixed time step near the origin. Likewise, as one moves away from the fixed point the dynamics increase in speed. One might conclude that depending on what part of phase-space one is in, one might choose different τ s. This introduces the notion of optimal sample time or perhaps non-uniform sample time. To date this remains an open problem. One possible step towards a solution is Time-Based Clustering (TBC) [21] , [22] . TBC solves an optimization problem for which Fraser's mutual information estimator ap- pears as a special case [21] . TBC might also be used to set the delay-times in eqn. 4 at different intervals. TBC might also be introduced into the equation reconstruction process to optimize the sample delays used when choosing the comparison points within the optimization process in [7] . Currently, when using a fixed time-delay (or sample time), one forces any optimization problem or knowledge discovery process to favor portions of the phase-space, which are slowly evolving, i.e. one obtains more samples within that region. In addition to TBC, calculus of time scales is also a fast developing field that might shed further insight in to sampling theory and the spectrum of hybrid systems that exist between discrete time dynamics and continuous time dynamics [23] , [24] . These concepts of varying times delays to optimally understand dynamics has interesting ramifications on the engineering world and on distributed hybrid-network control systems.
III. CONCLUSION
By extending Perona et. al.'s method [6] to forced dynamical systems, a new method of nonlinear SysID can be developed based on direct phasespace reconstruction. Currently, we have extended our cost function in [7] (eqn. 6) to include forcing dynamics (eqn. 7). The linear algebraic equations needed to solve the optimization problem defined by this extension, eqn. 7, have been completed. We are in the process of updating our Matlab program to solve the extended problem. In the out years, we plan on testing these methods on partial differential equations, as well as developing a method to reduce cross terms obtained via the phase-space embedding process. In addition, using the equation based reconstruction process; one should be able to develop a numerical example of the embedding theorems.
This has yet to be done due to the difficulties in finding a mapping function between two nonlinear spaces. Furthermore, the effects and means to incorporate TBC into the phase-space reconstruction process as well as the equation reconstruction method need further investigation. Finally, more thought is needed to fully comprehend the ramifications of the integrate-and-fire embedding conjecture and what the relationship of a threshold on phase-space distance to dynamics means in the face of sampling theory and reconstructability.
