Abstract. We will show that the conditional first moment of the free deformed Poisson random variables (q = 0) corresponding to operators fulfilling the free relation is a linear function of the regression and the conditional variance also is a linear function of the regression. For this purpose we will first demonstrate some properties of the Wick product and then we will concentrate on the free deformed Poisson random variables.
1. Introduction. In this article we consider a linear mapping H f → a f ∈ A from a real Hilbert space H into the algebra A of bounded operators acting on a real Hilbert space which satisfies the commutation relations a f a * g = f, g I f, g ∈ H.
(1) For the real Hilbert space H with complexification H c = H ⊕ iH we define its full Fock space Γ(H) as the closure with respect to the norm (2) of CΩ n H ⊗n c , where Ω is the vacuum vector. We introduce the scalar product
136 W. EJSMONT respect to scalar product, the creation operator, a * f : Γ(H) → Γ(H), as follows:
These operators are bounded, satisfy the commutation relation (1) , and a f +g = a f + a g (see [1] ). It was also shown in [1] that the scalar product (2) is strictly positive. Analogously we define the right creation and annihilation operators, denoted by a r and a r * , respectively. Fix an orthonormal basis {e i } i∈I of H c . We use the notation i to denote a multiple index, i.e., i = (i 1 , . . . , i n ) ∈ I n . The length of such a multiple index will be denoted by |i|. The empty set ∅ is also regarded as a multiple index, of length zero. Let A denote the family of all multiple indices and A n the subfamily of all multiple indices of length n (n ≥ 0). We put
Then {e i } is an orthonormal basis of the full Fock space Γ(H). For a ξ ∈ Γ(H) we have
Since {e i } i∈An is an orthonormal basis of H ⊗n c with respect to the free scalar product, we have
where the series converges in Γ(H). Since
where the last series converges in Γ(H). Analogously we can deduce (5) for any linearly independent vectors {e i } i∈I (not necessarily an orthonormal basis).
2. Conditional expectation of Wick product. Let A be the algebra generated by the creation and the annihilation operators. Let W be a bounded linear operator
Additionally, we assume that each W g1⊗...⊗gn and W * g1⊗...⊗gn can be expressed as finite combinations of the some elements a * g π (1) . . . a * g π(m 1 )
where m 1 , m 2 ∈ N and π(k) ∈ {1, . . . , n} (1 ≤ k ≤ n). Let B = alg(1, W f1 , . . . , W fn ) be the von Neumann algebra B ⊂ B(Γ(H)), generated by 1, W f1 , . . . , W fn , where f 1 , . . . , f n ∈ H are fixed linearly independent vectors. We assume that the vacuum vector Ω is cyclic and separating for B and each element x ∈ B can be represented as
where
. . , n} for 1 ≤ k ≤ n} and the series (10) converges in the weak-star operator topology.
We define the vacuum expectation state E : B → C as E(X) := XΩ, Ω . In particular, from (10) Take any vector g ∈ H, and denote the orthogonal projection of g onto the linear span of f 1 , . . . , f n by P (g). Then we have g, f i = P (g), f i ∀i ∈ {1, . . . , n}.
(11)
for any
Proof. Take any
If we use (2) then
From (11) we get
Inverting the above steps we get
Using assumptions (9) and (6) we can express
In particular, we can write
Denote by J : Γ(H) → Γ(H) the reversing order operator, J(g 1 ⊗. . .⊗g n ) = g n ⊗. . .⊗g 1 and J(Ω) = Ω.
From (9) and assumption
Then the right hand side of equation (15) can be expressed as
So, we have proved that for all
In particular,
can be expressed as finite linear combinations of W ei , e i ∈ C.
Of course, this is equivalent to
Take any Y 1 , Y 2 ∈ B, and by (10), write
for any π(i), π (i) ∈ {1, . . . , n}, i ∈ N.
Proof 
By (6) and (9)
By induction and (11)
If m 3 = m 4 − m 2 + m 1 + 1 the proof is analogous to the proof of Lemma 2.1 for the case
Corollary 2.4.
Fix an orthonormal basis {e i } of H ⊗n . Let G be the von Neumann algebra generated by {W e i ; i ∈ A and α e i ∈ R} (where A denotes the family of all multiple indices defined in the first part). Additionally we assume that each element of G can be expressed in the form i∈A α e i W e i . Theorem 2.5. Let P (e k ) = P (e 1 ⊗ . . . ⊗ e k ) = P (e 1 ) ⊗ . . . ⊗ P (e k ), then
where the above series converges in the weak-star operator topology. Here E(X|B) is the conditional expectation of the element X ∈ G onto B. Recall that a (non-commutative) conditional expectation on the probability space L 2 (G, E) with respect to the subalgebra B ⊂ G is a projection onto the corresponding L 2 (B, E).
Proof. The assumptions ensure that each element W g1⊗...⊗gn can be expressed as a linear combination of a * g π (1) . . . a * g π(m 1 )
where m 1 , m 2 ∈ N and π(k) ∈ {1, . . . , n} (1 ≤ k ≤ n). Corollaries 2.2 and 2.4 give
for all Y 1 , Y 2 ∈ B, and of course W P (g1)⊗...⊗P (gm) ∈ B. Analogously we deduce that
where t m , t m ∈ N and m , m ∈ N. Now, for any element ζ = i∈A α e i W e i ∈ G we have
Uniqueness. Let us suppose that there exists some variable Y ∈ B (other than W P (g1)⊗...⊗P (gm) ) such that 
On the other hand,
The last equality follows from (33). Since the vectors b ∈ C b are linearly independent, we have 
Since the vectors W m s (s ∈ {1, . . . , n} m ) are linearly independent, we obtained that det D = 0. This gives us that α s m is an explicit set (s ∈ {1, . . . , n} m ). Using this result and (31) we deduce that E(Y 1 ζY 2 ) = E(Y 1 ζ B Y 2 ) can be true only for one element from ζ B ∈ B.
So, we can define an operator E : G → B (ζ → E(ζ)) by the relation
for all Y 1 , Y 2 ∈ B and ζ ∈ G. It is easy to see that the operator E is linear. Now, we shall prove that the operator E(X) is a positive contraction.
Positiveness. Take any ζ = i∈A α e i W e i ∈ G, then 
which follows from (30).
Contractiveness. Take any ζ = i∈A α e i W e i ∈ G, then E(ζ) 2 = E(ζ)Ω, E(ζ)Ω = i∈A α e i W P (e i ) Ω, i∈A α e i W P (e i ) Ω = i∈A α e i P (e i ), i∈A α e i P (e i )
= i∈A α e i e i , i∈A α e i P (e i ) = ζ, E(ζ)
≤ ζ E(ζ) .
Inequality (II) is obtained from the Schwarz inequality. Equality (I) follows from P (l 1 ) ⊗ . . . ⊗ P (l n ), P (l 1 ) ⊗ . . . ⊗ P (l n ) = n j=1 P (l j ), P (l j ) = n j=1 l j , P (l j ) = l 1 ⊗ . . . ⊗ l n , P (l 1 ) ⊗ . . . ⊗ P (l n ) (40)
where l 1 , . . . , l n , l 1 , . . . , l n ∈ H. It only remains to prove that
for all b , b ∈ B and ζ ∈ G. Take any Y 1 , Y 2 ∈ B, then
So, we have proved that the operation E defined by equation (37) is a conditional expectation. Using (31) one concludes the theorem.
