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Abstract—This paper proposes a novel approach for 
automatic estimation of four important traits of speakers, 
namely age, height, weight and smoking habit, from speech 
signals. In this method, each utterance is modeled using the 
i-vector framework which is based on the factor analysis on 
Gaussian Mixture Model (GMM) mean supervectors, and 
the Non-negative Factor Analysis (NFA) framework which is 
based on a constrained factor analysis on GMM weights. 
Then, Artificial Neural Networks (ANNs) and Least Squares 
Support Vector Regression (LSSVR) are employed to 
estimate age, height and weight of speakers from given 
utterances, and ANNs and logistic regression (LR) are 
utilized to perform smoking habit detection. Since GMM 
weights provide complementary information to GMM 
means, a score-level fusion of the i-vector-based and the 
NFA-based recognizers is considered for age and smoking 
habit estimation tasks to improve the performance. 
   In addition, a multitask speaker profiling approach is 
proposed to evaluate the correlated tasks simultaneously and 
in interaction with each other, and consequently, to boost the 
accuracy in speaker age, height, weight and smoking habit 
estimations. To this end, a hybrid architecture involving the 
score-level fusion of the i-vector-based and the NFA-based 
recognizers is proposed to exploit the available information 
in both Gaussian means and Gaussian weights. ANNs are 
then employed to share the learned information with all 
tasks while they are learned in parallel. 
   The proposed method is evaluated on telephone speech 
signals of National Institute for Standards and Technology 
(NIST) 2008 and 2010 Speaker Recognition Evaluation 
(SRE) corpora. Experimental results over 1194 utterances 
show the effectiveness of the proposed method in automatic 
speaker profiling. 
Keywords— Artificial Neural Networks, i-vector, Multitask 
Speaker Characterization, Non-negative Factor Analysis. 
I.  INTRODUCTION  
Speech signals convey important information about 
speakers such as age, gender, body size, accent and 
emotional state. Automatic identification of speaker 
characteristics has a wide range of commercial, medical 
and forensic applications in real-world scenarios such as 
interactive voice response systems, service customization, 
natural human-machine interaction and directing the 
forensic investigation process [1,2]. In this research, we 
focus on estimation of four important traits of speakers, 
namely age, height, weight and smoking habit. 
Speaker age estimation as an important component of 
speaker profiling, has attracted a lot of researchers’ 
attention due to its wide range of applications. As the 
speech production system is modified with aging, speech 
signal is affected in numerous ways. Many acoustic 
features such as fundamental frequency, sound pressure 
level, voice quality, distribution of spectral energy, 
amplitude and speech rate are modified with aging [3,4]. 
These age dependent features can be used in automatic age 
estimation. Of all evaluated acoustic features, segment 
duration, sound pressure level range and the cepstral 
coefficients corresponding to the lower modulation 
frequencies were reported as the most important acoustic 
features which correlate with the age of speakers [5, 6]. 
Many studies focused on the classification of speakers 
based on their age groups by utilizing techniques such as 
GMM mean supervector and Support Vector Machine 
systems [7,8], nuisance attribute projection [9], parallel 
phoneme recognizers [10], maximum mutual information 
training [11] and anchor models [9,11]. In addition, 
significant improvements in accuracy of speaker age 
classification have been reported by combining various 
classification methods [8, 11]. 
Speaker body size (height/weight) estimation is another 
interesting, important and challenging task in speaker 
profiling. In experiments conducted by Van Dommelen 
and Moxness, the ability of listeners to estimate the body 
size of speakers from their voice have been examined, and 
significant correlations between estimated and actual 
height and weight of male speakers were reported [12]. 
They also showed that speech rate of male speakers is a 
reliable predictor for weight estimation. In [13], Gonzalez 
analyzed the correlation between speaker height and 
formant frequencies, based on the assumption of speech 
production theory that there is a correlation between a 
person’s vocal tract length (VTL) and the height. He also 
calculated the formant parameters of running speech 
signals uttered by 91 speakers. In this experiment, the 
Pearson correlation coefficients between formants and 
weights for male and female speakers were reported to be 
0.33 and 0.34, respectively [13]. Recently, Arsikere et al. 
proposed a new algorithm based on the assumption of the 
uniform tube model of the subglottal system to estimate 
the speakers’ height from the subglottal resonances [14]. In 
other studies, Pellom and Hansen performed height group 
recognition by applying Mel frequency cepstral 
coefficients (MFCCs) to train a height dependent GMM 
[15]. Ganchev et al. applied a large set of openSmile audio 
descriptors and performed support vector regression to 
estimate the height of a test speaker [16]. 
Experimental studies show that many acoustic features 
of the speech signal such as fundamental frequency, 
amplitude, frequency tremor intensity indices, jitter and 
shimmer are influenced by cigarette smoking [17–19]. Due 
to the importance of an automatic smoking habit detection 
system and the analysis of the smoking habit effects on 
speech signals, an automatic smoker detection from 
telephone speech signals is proposed for the first time (to 
my knowledge) in this study. 
Modeling speech utterances with GMM mean 
supervectors has been considered as an effective approach 
to speaker recognition systems [20]. However, due to the 
high dimensional nature of these vectors, a robust model is 
not easily obtained when limited data are available. 
Recent advances using the i-vector framework [21] 
have considerably increased the accuracy of the 
classification and regression problems in the field of 
speaker characterization [22–26]. The i-vector framework, 
which is based on the factor analysis on GMM mean 
supervectors, provides a compact representation of 
utterance in the form of a low-dimensional feature vector. 
In addition, various studies show that although GMM 
weights convey less information than GMM means, they 
contain complementary information to GMM means [27–
29]. An NFA framework [30] which is based on a 
constrained factor analysis for GMM weights, have been 
recently introduced and yields a new low-dimensional 
utterance representation. 
In this study, a new speech-based method for automatic 
age, height, weight and smoking habit estimation from 
spontaneous telephone speech signals is proposed. In this 
approach, each utterance is modeled using the i-vector and 
the NFA frameworks. Then, ANNs and LSSVR are 
employed to estimate age, height and weight of speakers 
from given utterances, and ANNs and LR are utilized to 
perform smoking habit detection. Furthermore, the score-
level fusion of the i-vector-based and the NFA-based 
recognizers is considered for speaker age and smoking 
habit estimation tasks to improve the performance. 
Moreover, previous studies were mostly focused on 
independent evaluation of speaker profiling tasks as single-
tasks. However, there might be a meaningful relation 
between some characteristics of a speaker [19,31]. 
Extensive experimental and theoretical studies have 
demonstrated the effectiveness of multitask learning 
(MTL) in improving the performance relative to learning 
each task in isolation [32–34]. Using a MTL approach, this 
study aims at evaluating the correlated tasks 
simultaneously and in interaction with each other. 
The effectiveness of the proposed method is evaluated 
on spontaneous telephone speech signals of NIST 2008 
and 2010 SRE corpora. Experimental results confirm the 
effectiveness of the proposed approach. The rest of the 
paper is organized as follows. In Section II the problem of 
automatic speaker profiling is formulated and the proposed 
approach is described. Section III explains the 
experimental setup. The evaluation results are presented 
and discussed in Section IV. The paper ends with 
conclusions in Section V. 
II. SYSTEM DESCRIPTION 
A. Problem Formulation 
In speaker profiling problems, we are given a set of 
training data Niii yD 1},{ == x , where pi ℜ∈x denotes the ith 
utterance and yi, in the single-task speaker profiling, 
denotes the corresponding age, height, weight or smoking 
habit label. In the case of multitask speaker profiling, yi 
denotes a vector composed of the combination of two or 
more age, height, weight and smoking habit labels. 
The goal is to design an estimation function or a 
classifier g, such that for an utterance of an unseen 
speaker, xtst, the estimated label )(ˆ tstgy x= approximates 
the actual label as good as possible in some predefined 
sense. 
B. Utterance Modeling 
Converting variable-duration speech signals into fixed-
dimensional vectors is the first step for speaker profiling. 
This procedure is performed by fitting a GMM to acoustic 
features extracted from each speech signal. The parameters 
of the obtained GMMs characterize the corresponding 
utterance. 
Since the available data is limited, an accurate 
adaptation of a separate GMM for a short utterance is not 
possible, specially in the case of GMMs with a large 
number of Gaussian components. Therefore, parametric 
utterance adaptation techniques should be applied to adapt 
a UBM to characteristics of utterances in training and 
testing databases. In this paper, the i-vector and the NFA 
frameworks are applied for adapting UBM means and 
weights, respectively. 
1) Universal Background Model and Adaptation: 
Consider a UBM with the following likelihood function of 
data },,,,{ 1 TtO ooo KK= . 
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where ot is the acoustic vector at time t, cpi is the mixture 
weight for the cth mixture component, ),|( cctp Σµo is a 
Gaussian probability density function with mean cµ  and 
covariance matrix cΣ , and C is the total number of 
Gaussian components in the mixture. The parameters of 
the UBM – λ – are estimated on a large amount of training 
data. 
2)  The i-vector Framework:  
One effective method for estimating speaker traits 
involves adapting UBM means to the speech 
characteristics of the utterance. Then, the adapted GMM 
means are extracted and concatenated to form Gaussian 
mean supervectors [35]. 
The i-vector framework which is referred to as total 
variability modeling [21], assumes the GMM mean 
supervector, M, can be decomposed as 
 TvuM +=  (2) 
where u is the mean supervector of the UBM, T spans a 
low-dimensional subspace (400 dimensions in this work) 
and v are the factors that best describe the utterance-
dependent mean offset Tv. The vector v is treated as a 
latent variable with the standard normal prior and the i-
vector is its maximum a-posteriori (MAP) point estimate. 
The subspace matrix T is estimated via maximum 
likelihood in a large training dataset. An efficient 
procedure for training T and for MAP adaptation of the i-
vectors can be found in [36]. In the total variability 
modeling approach, the i-vectors are the low-dimensional 
representation of an audio recording that can be used for 
classification and estimation purposes. 
3) The NFA Framework:  
The NFA is a new framework for adaptation and 
decomposition of GMM weights based on a constrained 
factor analysis [30]. This new low-dimensional utterance 
representation approach was successfully applied to 
speaker and language/dialect recognition tasks [29]. 
The basic assumption of this method is that for a given 
utterance, the adapted GMM weight supervector can be 
decomposed as follows 
 w = b + Lr,  (3) 
where b is the UBM weight supervector (2048 
dimensional vector in this study). L is a matrix of 
dimension ρ×C spanning a low-dimensional subspace. r 
is a low-dimensional vector that best describes the 
utterance-dependent weight offset Lr. 
In this framework, neither subspace matrix L nor 
subspace vector r are constrained to be non-negative. 
However, unlike the i-vector framework, the applied factor 
analysis for estimating the subspace matrix L and the 
subspace vector r is constrained such that the adapted 
GMM weights are nonnegative and sum up to one. The 
procedure of calculating L and r involves a two-stage 
algorithm similar to EM. 
The subspace matrix L is estimated over a large 
training dataset. It is then used to extract a subspace vector 
r for each utterance in train and test datasets. 
C.  Function Approximation and Classification 
In this paper, two different function approximation 
methods, namely LSSVR and ANNs are used to perform 
regression tasks, and two different classifiers, namely 
ANNs and LR are employed in the problem of smoking 
habit detection. 
1) Artificial Neural Networks (ANNs):  
A multilayer perceptron (MLP) is a supervised, feed-
forward neural network, which is widely applied to 
regression and classification problems due to their ability 
to approximate complex nonlinear functions from input 
data [37]. An MLP usually utilizes a derivative based 
optimization algorithm such as backpropagation, to train 
the network. Different training methods have been 
suggested during the last decades to enhance the training 
speed, provide more memory efficient methods and 
represent better convergence properties. 
A feedforward neural network has a layered structure. 
An input layer consists of sensory nodes. There are one or 
more hidden layers of computational nodes. Appropriate 
number of hidden neurons should be selected by a trail-
and-error procedure. An output layer calculates the outputs 
of the network. Various activation functions are used in 
ANNs, but a linear and a logistic functions are typically 
used for the output layers in regression and classification 
problems, respectively. 
2)  Least Squares Support Vector Regression (LSSVR) 
Support vector regression (SVR) is a function 
approximation approach which uses nonlinear 
transformations to map the input data into a higher 
dimensional space in which a linear solution can be 
calculated. In this study, the least squares version of 
support vector regression is used. While a SVR solves a 
quadratic programming with linear inequality constraints, 
which results in high algorithmic complexity and memory 
requirement, a LSSVR involves solving a set of linear 
equations by considering equality constraints instead of 
inequalities for classical SVR [38]. In this paper, to 
investigate the effect of the kernel in LSSVR, linear and 
radial basis function (RBF) kernels are used. To tune the 
smoothing parameter of the RBF kernels, a 10-fold cross-
validation is used. 
3) Logistic Regression (LR):  
Logistic regression is a widely used classification 
method which assumes that 
 ))(( 0θθ +′= ii fBernoulliy x   (4) 
where yis are independent, vector θ and constant θ0 are the 
model parameters, and f (•) is a logistic function which its 
output takes a value between zero and one. In the problem 
of smoker detection, we intend to model the probability of 
a smoker speaker given his/her speech. That is, 
)()|ker( 0θθ +′= ii fSmoP xx where xi is the feature 
vector corresponding to the ith utterance. 
D. Training and Testing 
The training and testing phases of different speaker 
profiling tasks are described in this section. 
1) Single-Task Learning (STL) Body Size Estimation: 
During the training phase of the single-task body size 
(height/weight) estimation, each utterance is mapped onto 
a high dimensional vector using the i-vector framework. 
The obtained vectors of the training set are used as features 
with their corresponding height or weight labels to train 
estimator for approximating function g. During the testing 
phase, the i-vector framework is applied to extract a high 
dimensional vector from an unseen test utterance, and the 
estimated height or weight are obtained using the trained 
estimator. 
2) STL Age and Smoking Habit Estimations:  
In single-task age estimation and smoking habit 
detection, utterances of training, development and testing 
sets are mapped onto high dimensional vectors using the i-
vector and the NFA frameworks. During the training 
phase, the obtained i-vectors and NFA vectors of the 
training set are used as features with their corresponding 
age or smoking habit labels to train the model-1 (the i-
vector-based model) and the model-2 (the NFA-based 
model), respectively. 
During the development phase, the obtained i-vectors 
and NFA vectors of the development set are applied to the 
trained model-1 and model-2, respectively. The outputs of 
two models are then concatenated, and along with 
corresponding age or smoking habit labels of development 
set, are applied to train the model-3 to fuse the results. 
Finally, during the testing phase, the obtained i-vectors 
and NFA vectors of the test set are applied to the trained 
model-1 and model-2, respectively. Then, the outputs of 
model-1 and model-2 are concatenated and applied to the 
trained model-3 to estimate the age/smoking habit of the 
test utterances. 
3) MTL speaker profiling:  
The training, development and testing phases of the 
proposed MTL speaker profiling are the same as that of the 
STL age and smoking habit estimation. The only 
difference is that in the proposed MTL speaker profiling, 
instead of a single label, a combination of labels such as 
age, height, weight and smoking habit are utilized. 
III. EXPERIMENTAL SETUP 
A. Corpus 
The National Institute for Standard and Technology 
(NIST) have held annual or biannual speaker recognition 
evaluations (SRE), in which a large corpus of telephone 
conversations are released. Conversations typically last 5 
minutes and originate from a large number of speakers for 
whom additional meta data are recorded. The NIST 
databases were chosen for this work due to the large 
number of speakers and because the total variability 
subspace requires a considerable amount of development 
data for training. The development data set used to train 
the total variability subspace and UBM includes over 
30,000 speech recordings and was sourced from the NIST 
2004-2006 SRE databases, LDC releases of Switchboard 2 
phase III and Switchboard Cellular (parts 1 and 2). 
For the purpose of automatic speaker profiling, 
telephone recordings from the common protocols of the 
recent NIST 2008 and 2010 SRE databases are pooled 
together and divided into three disjoint parts such that 60% 
(867 speakers), 20% (289 speakers) and 20% (289 
speakers) of all speakers are used for training, 
development and testing sets, respectively. Thus, of all 
6080 utterances, 3194 utterances are considered for 
training set, 1692 utterances are considered for 
development set, and 1194 utterances are considered for 
testing set. 
B. Performance Metric 
To evaluate the effectiveness of the proposed speaker 
profiling approaches, the Pearson correlation coefficient 
(CC) between actual and estimated age, height or weight 
labels are used for regression tasks. For the classification 
task (i.e. smoker detection), minimum Log-Likelihood 
Ratio Cost (Cllr,min) and Area Under the ROC Curve (AUC) 
are used. 
1) Pearson Correlation Coefficient (CC):  
The Pearson correlation coefficient is computed as: 
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where fi is the ith estimated age, height or weight, yi is the 
ith actual labels, N is the total number of test samples, and 
f and sf denote sample mean and standard deviation, 
respectively. 
2) Minimum Log-Likelihood Ratio Cost (Cllr,min ): 
Log-Likelihood Ratio Cost (Cllr) is an application-
independent performance measure for classifiers with 
probabilistic decision outputs. Cllr,min represents the 
minimum possible Cllr which can be achieved for an 
optimally calibrated system [39]. Cllr,min ranges between 0 
and infinity and the chance level is equal to 1. The smaller 
Cllr,min is an indication of a better classifier. 
3) Area Under the ROC Curve (AUC):  
Receiver Operating Characteristic (ROC) curve 
indicates the efficiency of classifiers. In a ROC curve the 
true positive rate is plotted as a function of the false 
positive rate for different operating points. A classifier 
with perfect discrimination has a ROC curve that passes 
through the upper left corner (100% sensitivity, 100% 
specificity). The area under the ROC curve takes a value 
between 0 and 1. This value for a perfect classifier is 1, 
and for a default system (posterior equal to the prior), it is 
0.5. 
IV. RESULTS AND DISCUSSION 
In this section, the proposed speaker profiling approach 
is evaluated in two subsections. The acoustic feature vector 
is a 60-dimensional vector consists of 20 MFCCs 
including energy appended with their first and second 
order derivatives. Wiener filtering, feature warping [40] 
and voice activity detection [41] have also been considered 
in the front-end processing to obtain more reliable features. 
A. Single-task Speaker Profiling 
The results of single-task speaker body size (height and 
weight) estimation using ANNs and LSSVR are presented 
in Table I. The obtained results indicate that, for speaker 
body size estimation problem, linear LSSVR outperforms 
LSSVR with RBF kernel. It can be interpreted from the 
table that a MLP is more effective in speaker weight 
estimation than LSSVR, while using linear LSSVR in 
speaker height estimation results in a higher performance. 
It can be observed that the proposed method for weight 
estimation is more effective for male speakers than for 
females. The CC of height and weight estimations when 
the male and the female data were pooled together are 0.60 
and 0.59, respectively. 
TABLE I.  RESULTS OF THE SINGLE-TASK SPEAKER BODY SIZE 
(HEIGHT AND WEIGHT) ESTIMATION USING ANNS AND LSSVR. 
Function 
Approximation 
CC Height CC Weight 
Male Female Male Female 
LSSVR (RBF kernel)  0.30 0.23 0.39 0.25 
LSSVR(Linear kernel)  0.41 0.40 0.42 0.30 
Three-Layer NN  0.35 0.36 0.52 0.36 
Four-Layer NN 0.36 0.35 0.50 0.39 
The results of the proposed single-task speaker age 
estimation are presented in Table II. This table lists the CC 
between estimated and actual age for different utterance 
modeling methods as well as score-level fusion of the i-
vector-based and the NFA-based estimators. The fusion 
was performed by training a three-layer NN on the outputs 
of estimators, on the development dataset. It can be 
inferred from the table that using the i-vector framework 
for utterance modeling is more effective than the NFA 
framework in age estimation. As this table shows, for the 
proposed speaker age estimation, LSSVR with linear 
kernel outperforms LSSVR with RBF kernel. It also shows 
that employing the available information in both GMM 
means and weights through a score-level fusion of the i-
vector-based and the NFA-based estimators results in 
improvement in accuracy of automatic speaker age 
estimation. 
 TABLE II.  THE CC BETWEEN ACTUAL AND ESTIMATED AGE USING LSSVR AND MLPS, AND DIFFERENT UTTERANCE MODELING METHODS, ALONG 
WITH THE RELATIVE IMPROVEMENTS (R.I.) IN CC AFTER SCORE- LEVEL FUSION COMPARED WITH THE I-VECTOR FRAMEWORK. 
Function Approximation Male Female i-vector NFA Fusion R.I. i-vector NFA Fusion R.I. 
LSSVR (RBF kernel)  0.68 0.41 0.71 4.2% 0.77 0.62 0.82 6.1% 
LSSVR (Linear kernel)  0.71 0.44 0.76 6.6% 0.79 0.63 0.85 7.1% 
Three-Layer NN  0.71 0.38 0.74 4.1% 0.79 0.68 0.82 3.6% 
Four-Layer NN 0.73 0.38 0.75 2.7% 0.82 0.54 0.85 3.5% 
  
 
  
  
 
 
TABLE III.  THE RESULTS OF APPLYING MLP AND LR CLASSIFIERS, 
ALONG WITH THE RELATIVE IMPROVEMENTS IN CLLR,MIN AND AUC AFTER 
SCORE-LEVEL FUSION, COMPARED WITH THE I-VECTOR FRAMEWORK. 
Utterance Modeling Cllr,min AUC MLP LR MLP LR 
i-vector 0.86 0.86 0.70 0.74 
NFA-vector 0.92 0.90 0.63 0.68 
Fusion 0.83 0.84 0.75 0.75 
Relative Improvements 3.5% 2.3% 6.6% 1.3% 
TABLE IV.  THE COMPARISON BETWEEN STL AND MTL SPEAKER 
PROFILING FOR SPEAKER HEIGHT, WEIGHT AND AGE ESTIMATION, AND 
THE RELATIVE IMPROVEMENTS IN CC, COMPARED WITH THE BASELINES. 
Method of 
Estimation 
CC Height CC Weight CC Age 
Male Female Male Female Male Female 
Baselines 0.36 0.36 0.52 0.39 0.75 0.85 
MTL 0.36 0.39 0.56 0.41 0.75 0.86 
R.I. 0.0% 7.7% 7.1% 4.8% 0.0% 1.2% 
TABLE V.  THE COMPARISON BETWEEN STL AND MTL SPEAKER 
PROFILING FOR SPEAKER AGE ESTIMATION AND SMOKING HABITS 
DETECTION AFTER THE SCORE- LEVEL FUSION. 
Method of Estimation Smoker Detection CC Age Cllr,min AUC Male Female 
Baselines 0.83 0.75 0.75 0.85 
MTL 0.81 0.79 0.75 0.85 
Relative Improvements 2.4% 5.1% 0.0% 0.0% 
 
The obtained Cllr,min and AUC of applying ANNs and 
LR over the i-vectors and the NFA vectors, along with the 
results of score-level fusion of the i-vector-based and the 
NFA-based classifiers are presented in Table III. This table 
also represents the relative improvements in Cllr,min and 
AUC after the score-level fusion, compared with the i-
vector framework. The fusion was performed by training a 
LR on the outputs of LR models, and a three-layer NN on 
the outputs of MLPs, on the development dataset. The 
results show that the NFA framework yields lower 
recognition accuracy relative to the i-vector framework. 
However, employing NFA vectors in conjunction with the 
i-vectors in the smoker detection system increases the 
overall accuracy. 
B. Multitask Speaker Profiling 
In the proposed multitask speaker profiling, an ANN 
was used for model-1 (the i-vector-based model) and 
model-2 (the NFA-based model). The fusion procedure 
was performed by training a three-layer NN on the outputs 
of model-1 and model-2, on the development dataset. 
Table IV represents the results of applying MTL to speaker 
height, weight and age estimation after the score-level 
fusion, along with the relative improvements in CC, 
compared with the baselines. The baselines are the best 
results obtained in the STL speaker profiling tasks in 
which MLP was employed as estimator. Except for male 
height estimation and male age estimation, applying MTL 
had a positive impact on the accuracy of other tasks. This 
improvement was more evident for speaker weight 
estimation. The CC of the MTL for age, height and weight 
estimation when the male and the female data were pooled 
together are 0.82, 0.74 and 0.60 respectively, which show 
the improvement in performance. 
In Table V, the results of applying MTL to speaker age 
estimation and smoking habit detection after the score-
level fusion, along with the relative improvements in 
Cllr,min, AUC and CC compared with the baselines are 
presented. By comparing the obtained results with the 
baselines, we can conclude that the proposed MTL 
approach for smoker detection and age estimation 
improves the results of smoking habit detection. However, 
the performance of age estimation was not improved in 
this MTL approach. 
V. CONCLUSION 
In this study, a novel approach for estimation of four 
characteristics of speakers, namely age, height, weight and 
smoking habit, from spontaneous telephone speech signals 
has been proposed. In this method, utterances were 
modeled using the i-vector and the NFA frameworks, 
which are based on the factor analysis on GMM means and 
weights, respectively. Then, ANNs and LSSVR were 
employed to estimate the age, height and weight of 
speakers, and ANNs and LR were used to perform 
smoking habit detection. Afterward, the score-level fusion 
of the i-vector-based and the NFA-based recognizers was 
considered for speaker age and smoking habit estimation 
tasks to improve the performance. 
In addition, a MTL approach was applied to evaluate 
the correlated tasks simultaneously, and consequently, to 
enhance the performance of speaker age, height, weight 
and smoking habit estimations. To perform MTL, a hybrid 
architecture involving the score-level fusion of the i-
vector-based and the NFA-based recognizers was utilized. 
ANNs were employed to provide an appropriate 
architecture to share the learned information with all tasks 
while they are learned in parallel. 
The proposed method has two major distinctions with 
the previous speaker profiling approaches. First, 
information in both GMM means and weights was 
employed. Second, by applying MTL, correlated tasks 
(which were usually investigated in isolation) were 
evaluated in interaction with each other. 
The suggested approach was evaluated on telephone 
speech signals of NIST 2008 and 2010 SRE databases. 
Experimental results over 1194 utterances demonstrated 
the effectiveness of the proposed method in automatic 
speaker profiling. 
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