The meaning of a sentence can be understood, whether presented in written or spoken form. Therefore it is highly probable that brain processes supporting language comprehension are at least partly independent of sensory modality. To identify where and when in the brain language processing is independent of sensory modality, we directly compared neuromagnetic brain signals of 200 human subjects (102 males) either reading or listening to sentences. We used multiset canonical correlation analysis to align individual subject data in a way that boosts those aspects of the signal that are common to all, allowing us to capture word-by-word signal variations, consistent across subjects and at a fine temporal scale. Quantifying this consistency in activation across both reading and listening tasks revealed a mostly left hemispheric cortical network. Areas showing consistent activity patterns include not only areas previously implicated in higher-level language processing, such as left prefrontal, superior & middle temporal areas and anterior temporal lobe, but also parts of the control-network as well as subcentral and more posterior temporal-parietal areas. Activity in this supramodal sentence processing network starts in temporal areas and rapidly spreads to the other regions involved. The findings do not only indicate the involvement of a large network of brain areas in supramodal language processing, but also indicate that the linguistic information contained in the unfolding sentences modulates brain activity in a word-specific manner across subjects.
comparing the BOLD response across visual and auditory presentations [14; and 38] . 40 Yet, fMRI signals lack the temporal resolution to allow for a temporally sufficiently fine 41 grained investigation of the response to individual words. 42 There are only few studies using magnetoencephalography (MEG) to study the 43 supramodal brain response and they all rely on aggregate activation measures (i.e. based 44 on event-related averaging) to study the supramodal brain response [31, 3, 36, 47] . 45 Aggregate measures capture only generic components in the neural response. While 46 these generic components make a large contribution to the neural activity measured 47 during language processing, we also know that there exist meaningful variability in the 48 neural response that is stimulus-specific and robust [4] . This stimulus-specific activity 49 is likely to play a big role in the higher-level language processes we are interested in. 50
A complete analysis of the supramodal language network, therefore, needs to tap into 51 these subtle variations as well. 52 Here, we overcome previous limitation by achieving a direct comparison that does not 53 require modality-specific baseline conditions and that leverages word-by-word variation 54 in the brain response. Using magnetoencephalography (MEG) signals from 200 subjects, 55 we performed a quantitative assessment of the sensory modality independent brain 56 activity following word onset during sentence processing. The MEG data forms part 57 of a large publicly available dataset [40] , and has been used in other publications as 58 well [28] , [39] , [24] , [27] . We identified widespread left hemispheric involvement, starting 59 from 325 ms after word onset in the temporal lobe and rapidly spreading to anterior 60 areas. These findings not only provide a quantitative confirmation of earlier findings in 61 a large study sample, they also indicate that supramodal linguistic information conveyed 62 by the individual words in their sentence context leads to subtle fluctuations in brain 63 activation patterns that are correlated across different subjects. (Previous page.) (A) Temporal alignment procedure. MEG signals of auditory and visual subjects differed in length due to different presentation rates. To achieve alignment between signals of auditory and visual subjects, auditory signals were epoched into overlapping segments. Each segment's first sample corresponds to the auditory word onset but each segment's length depends on the duration of the equivalent visual stimulus. Segments were then concatenated in original order to recover signal for the full sentence length. This way, the neural response to each word is fully taken into account in further comparisons, including in the case of short words for which stimulus late processing coincided with the next word presentation. (B) Starting point for the multi-set canonical correlation analysis were parcel-based neural signals for all subjects, consisting of five spatial components each. 1. Signals for all sentence trials were split into five subsets and for cross-validation one subset of sentences was left out as test data, while the remaining four subsets served as training data. 2. Based on the training dataset only an unmixing matrix was found, per parcel, defining the linear combination of the five spatial components so that the correlation across sets (subjects) and time samples were maximized. The cross-covariance was computed between all subjects' spatial components and across time collapsing over sentence trials. 3. The projection was applied to the test data to compute canonical variables for the left out sentence trials (purple outline) for all subjects. Steps 2 and 3 were repeated for all folds until each sentence subset had been left out once and the resulting canonical variables were concatenated until the entire signal was transformed. 4. Canonical variables were epoched according to word onsets and for each time point a subject-by-subject correlation matrix was computed across words. Correlation between cross-modal subjects (pink outline) were interpreted as quantifying supramodal activation. Participants" in the Arnhem-Nijmegen region) and followed the guidelines of the Helsinki 74 declaration. All subjects gave written informed consent before participation and received 75 monetary compensation for their participation. 76 
Materials and Methods
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Experimental Design
77
The subjects were seated comfortably in a magnetically shielded room and presented with 78
Dutch sentences. From the total stimulus set of 360 sentences six subsets of 120 sentences 79 were created. This resulted in six different groups of subjects who were presented with 80 the same subset of stimuli although in a different (randomized) order with some overlap 81 of items between groups. Within each group of subjects half of them performed the task 82 in only the visual, the other half in only the auditory modality. In the visual modality, 83 words were presented sequentially on a back-projection screen, placed in front of them 84 function of the relative duration of each letter in the auditory task plus a constant of 92 150 ms. In the auditory task the stimuli were presented via plastic tubes and ear pieces 93 to both ears. Before the experiment, the hearing threshold was determined individually 94 and the stimuli were then presented at an intensity of 50 dB above the hearing threshold. 95
A female native Dutch speaker recorded the auditory versions of the stimuli. The audio 96 files were recorded in stereo at 44100 Hz. During the post processing the audio files were 97 low-pass filtered at 8500 Hz and normalized so that all audio files had the same peak 98 amplitude, and same peak intensity. All stimuli were presented using the The subject's head was registered to the MEG-sensor array using three coils attached to 112 the subject's head (nasion, and left and right ear canals). Throughout the measurement, 113 the head position was continuously monitored using custom software [44] . and superconducting quantum interference device jumps were replaced by NaN before 129 further analysis. Since all sentences had been presented in random order, we reordered 130 sentences for each subject to yield the same order across subjects. Subsequently, the sig-131 nals of the auditory subjects were temporally aligned to the signals of the visual subjects, 132 ensuring coincidence of the onset of the individual words across modalities ( Figure 1A ). 133
This alignment was needed to accommodate for differences in word presentation rate. 134 all segments were concatenated again in the original order. By defining segments that 139
were longer than the corresponding auditory word duration, the neural response to each 140 word is fully taken into account and matched to the visual signal, even in the case of 141 short words where the response partly coincided with the next word presentation. MEG 142 data were then downsampled to 120 Hz.
143
Source Reconstruction
144
We used linearly constrained minimum variance beamforming (LCMV) [46] FieldTrip's singleshell method [34] , where the required brain/skull boundary was obtained 156 from the subject-specific T1-weighted anatomical images. We further reduced the 157 dimensionality of the data to 191 parcels per hemisphere [39] . For each parcel, we 158 obtained a parcel-specific spatial filter as follows: We concatenated the spatial filters 159 of the dipoles comprising the parcel, and used the concatenated spatial filter to obtain 160 a set of time courses of the reconstructed signal at each parcel. Next, we performed a 161 principal component analysis and selected for each parcel the first five spatial components 162 explaining most of the variance in the signal. 163 
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Multi-set Canonical Correlation Analysis
164
Multi-set canonical correlation analysis (MCCA) [37] , [13] was applied to find projections 165 of those five spatial components that would transform the subject-specific signals so as 166 to boost similarities between them. Canonical correlation analysis (CCA) is a standard 167 multivariate statistical method often used to investigate underlying relationships between 168 two sets of variables. Classically, canonical variates are estimated by transforming the 169 two sets in a way that optimizes their correlation. We applied a generalized version of 170 the classical approach (MCCA) [26] , which extends the method to multiple sets, here 171 multiple subjects. In our case, we find linear combinations of the five spatial components 172
for each of two subjects, so that the correlation across time between those subjects is 173 maximized. Since we have more than two subjects, we find for each subject its own linear 174 combination, which maximizes the correlation across time between all subjects from 175 both modality groups (auditory and visual stimulation). Following Parra we obtained 176 the optimal projection as the eigenvector with the largest eigenvalue of a square matrix 177 D -1 R, where R and D are square matrices:
Where a lk are cross-covariance matrices between subject pairs and D contains only 180 the diagonal blocks of within subject covariances [37] . In our case the cross-covariance 181 matrices are of size 5-by-5 containing the cross-covariance between all five spatial 182 components for a given subject (pair). The cross-correlation is computed across time 183 points for each sentence and subsequently averaged across sentences. It is important to 184 note here, that the canonical variates resulting from the optimal projection do not reflect 185 sentence averages anymore but have the same temporal resolution as the original source 186 signals. CCA is prone to overfitting and known to be unstable [15] . For reliable CCA 187
estimates the number of samples should be much larger than the number of features, 188
i.a. a sample-to-feature ratio of 20/1 is recommended [43] . We estimated the canonical 189 variables over concatenated data, which included between 756 and 1453 samples per 190 sentence compared to only five features (spatial components) which provides a decent 191 9/30 sample-to-feature ratio. Further, we estimated our canonical variables out-of sample 192 using 5-fold cross-validation to limit overfitting. We randomly split all sentences into 193 five subsets, estimating projections on 96 sentences and applying them to the 24 left out 194 sentences ( Figure 1B ).
195
Statistical Analysis
196
As per the study design, the subjects were assigned to one of six stimulus sets. We then analyzed the remaining sets of subjects (confirmatory dataset) using the 218 same analysis pipeline. We evaluated the overlap in the results across all six subgroups 219 using information prevalence inference [1] . Prevalence inference allows to formulate a 220 complex null hypothesis, i.e. that the prevalence of the effect is smaller than or equal 221 to a threshold prevalence, where the threshold can be realized by different values. For 222 each of the six sets of data, we obtained spatial maps of time-resolved supramodal 223 correlations, as well as 1000 permutation estimates after word order shuffling (see above). 224 We used the smallest observed average correlation across subgroups as the second-level 225
test statistic. We then tested the majority null hypothesis of the prevalence of the effect 226 being smaller or equal to a threshold prevalence. For this, we computed the largest 227 threshold such that the corresponding null hypothesis could still be rejected at the given 228 significance level α. This was done after concatenating the minimum statistic from all 229 parcels and time points, using the maximum statistic to correct for multiple comparisons 230 in time and space (parcels). For each parcel we evaluated the highest threshold at which 231 the prevalence null hypothesis could be rejected at a level of α = 0.05 (see supporting 232 Code Accessibility
234
All analyses were done with custom-written MATLAB scripts and FieldTrip [35] and 235 the corresponding code is available upon request.
236
Results
237
Modality-specific activation 238 We first quantified the similarity between different subjects' brain response within 239 only the exploratory dataset (33 subjects) by correlating word-by-word fluctuations in 240 brain activity between all possible pairs of subjects. Averaging the correlations across 241 those subject pairings for which subjects were stimulated either in the same sensory 242 modality, or each in a different modality, allowed us to evaluate the modality-specific 243 brain response and the supramodal response, respectively. As displayed in Figure 2 , early 244 sensory cortical areas only show correlated activity for the group of subjects receiving 245 the stimuli in the corresponding sensory modality, for the visual (red), and auditory 246 (blue) modalities. We found that MCCA is a crucial analysis step in order to reveal 247 meaningful inter-subject correlations. Only after MCCA does cortical activity in visual 248
and auditory areas become significantly correlated across those subjects performing the 249 11/30 task in the visual or auditory domain respectively (Figure 2A ).
250
Supramodal activation patterns 251 We averaged between-subject correlations over all cross-modal subject pairings as a 252 metric for supramodal activity. We observed significant supramodal correlated activation 253 patterns in mostly left-lateralized cortical areas (Figure 3) . infer that at least in one of the datasets an effect of supramodal processing was present 278 12/30 ( Figure 4 ). In addition, we evaluated the majority null hypothesis of whether, in the 279 majority of subgroups in the population, the data contains an effect (threshold > 0. 5, 280 outlined in black in figure 4B ).
281
The global null hypothesis (no information in any set of subjects in the population) 282 could be rejected at a level of α = 0.05 in on average 40 parcels per time point (between 283 325 and 617 ms after onset, std. = 31.48). For those parcels, the average largest lower 284 bound γ0 at which the prevalence null hypothesis can be rejected is shown in supporting 285 For those parcels that were part of the largest nominal suprathreshold cluster tested on only the exploratory dataset, the mean correlation over all six datasets is shown. Color codes for strength of correlation. In addition, the parcels at which the majority null hypothesis according to prevalence inference could be rejected are outlined in black.
Discussion
310
The aim of this research was to quantify similarities of the brain response across reading 311 and listening at a fine temporal scale. To this end we correlated word-by-word fluctuations 312 in the neural activity across subjects receiving either auditory or visual stimulation. We 313 identified a widespread left-lateralized brain network, which was activated independent 314 of modality starting from 325 ms after word onset. Importantly, dividing our large 315 study sample into six independent subsets, we could directly quantify the consistency 316 and generalizability of these observed activity patterns. The spatial distribution of the 317 supramodal activation is in line with the known involvement of left hemispheric areas, 318
including parts of left temporal cortex, left inferior parietal lobe, as well as portions of 319 prefrontal cortex [48] , [10] , [11] , [7] , [30] , [29] , [42] , [23] . The involvement of both STG 320 and IFG also fits with predictions from the Memory, Unification and Control model 321 (MUC), in which activity reverberating within a posterior-frontal network ( [2] , [18] ) is 322 thought to be crucial for adequate language processing. According to the MUC model 323 temporal and parietal areas support the retrieval of lexical information, while unification 324 processes are supported by inferior frontal cortex. Bidirectional communication [39] 325 between these areas is facilitated by white matter connections. Concerning the temporal 326 dynamics, we observe that temporal areas are supramodally activated at earliest time 327 points and sustain this activation for the longest as compared to other regions. Over 328 time, supramodal activation spreads from middle and posterior left STG to the anterior 329 temporal pole. This rapid progression of activity from posterior to anterior regions 330 mirrors previous observations ( [31] , [47] ), adding to those findings a direct quantitative 331
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comparison of the supramodal brain activity.
332
Beyond the core language network and the single word level 333 Whereas prior studies on supramodal processes have reported involvement of mainly 334 inferior parts of the frontal cortex [25] , [29] , [11] , [31] , [23] , [33] , we also observed 335 modality-independent activity in more dorsal regions of the frontal cortex. This dorsal 336 frontal cortical involvement could well be caused by our use of linguistically rich sentence 337 material, of varying syntactic complexity, as opposed to single words or short phrases 338 as stimuli. Indeed, discrepancies with respect to frontal lobe involvement in modality-339 independent processing have been argued to mainly arise from differences in stimulus 340 material and task demands [7] , and a recent meta-analysis has identified that more 341 complex syntax robustly activates more dorsal parts of the left inferior frontal gyrus [20] . 342
Further, a previously published analysis on the visual input modality of this MEG data 343 showed DLFC to be sensitive to sentence progression effects, when compared against a 344 word list condition [24] .
345
Two previous fMRI studies have reported supramodal effects in response to narratives, 346 which similarly can be considered complex stimuli [14, 38] . Regev anterior cingulate cortex (ACC). The ACC is a midline structure, forming part of a large 365 domain-general executive control network supporting language processing [18] , [9] . It has 366 been shown to be sensitive to statistical contingencies in the language input supporting a 367 potential role in mediating learning and adaptation in response to predictive regularities 368 in both local experimental as well as global environment [49] . It should be noted that 369 deep sources are normally poorly detectable in MEG [22] and we thus consider any 370
interpretations with respect to the midline structures as tentative. Nonetheless, we 371 generally observe that supramodal processing involves more than the traditional language 372 areas.
373
Supramodal orthography-phonology mapping 374 We observed supramodal activation in post-central and subcentral gyrus, as well as 375 supramarginal gyrus. These areas show significant supramodal activation in the majority 376 of datasets, which coincides temporally with supramodal activation of primary auditory 377 cortex. Increases of neural activity in supramarginal gyrus have been repeatedly elicited 378 by cross-modal tasks [41] , such as rhyming judgments to visually presented words [6] , 379
for which conversion between orthographic and phonological representations is likely 380 needed. At the same time post-and subcentral areas partly span articulatory motor and 381 somatosensory areas for the mouth and tongue. Together, the modality-independent 382 activation of these areas suggests that retrieval of phonetic and articulatory mappings is 383 not limited to speech perception only but also occurs during passive reading. with exact temporal alignment of individual sentences across subjects, allowed for the 393 extraction of signal components that are shared across subjects, and provided a way 394 to reduce the spatial variability across subjects, which is commonly observed in more 395 traditional (for instance, dipole fitting) procedures [47] . MCCA thus allowed us to more 396 directly investigate time-resolved inter-subject correlations and move beyond expressing 397 activation as event-related averages [31] . Importantly, our analysis approach allows us to 398 conclude that the identified cortical areas are implicated in supramodal processing in a 399 word-specific way. Our findings therefore go beyond showing a general activation of those 400 areas as compared to baseline but rather reveal consistent word-by-word fluctuations of 401 activation within the recruited areas.
402
Latency of supramodal processing 403 The temporal alignment procedure of the subject data, as a necessary preparation 404 step for the MCCA procedure, followed by the estimation of time-resolved intersubject 405 correlations, focused on common signal aspects that are exactly synchronized across 406 subjects. The differences in sensory modality specific characteristics of the input signal 407 require dedicated processing with likely different processing latencies, which may also 408 lead to latency differences in the activation of supramodal areas. For example, in 409 previous work investigating supramodal language processing [31] , shorter reaction times 410 during the visual task were observed, yet earlier activity peaks were found for the 411 auditory task in corresponding early sensory cortex and the left anterior temporal lobe. 412
In contrast, other work observed earlier anterior temporal lobe activation for visual, 413 compared to auditory stimulation [3] . Our results indicate that there is a certain degree 414 of overlap across modalities in the temporal window within which supramodal cortical 415 areas are activated. It is possible, that we were able to observe more temporally extensive 416 activation, for instance, activity related to unification processes, given that we used longer 417 sentences as compared to using words [10] , [31] , [6] , [30] , [47] or short phrases [3] , [8] , [7] . In 418 addition, any overlap may have been amplified as a necessary consequence of the MCCA 419 procedure. Evidently, time-resolved correlations between signals from auditory subjects 420 20/30
were boosted with less temporal specificity compared to visual subjects ( Figure 2B ). 421
This observation was unexpected and may be due to a more continuous stimulation in 422 the auditory experiment. For example, as the sound of a spoken word unfolds, the timing 423 at which it becomes uniquely recognizable will vary across word. Thus, the distribution 424 of information in the auditory signal is much more varied as compared to the visual. 425
MCCA will pick up on any common relationship across subjects regardless of timing. In 426 our specific application, projections were estimated on concatenated data, effectively 427 making the method blind to word onset boundaries.
428
In conclusion, this study provides direct neurophysiological evidence for sensory 429 modality independent processes supporting language comprehension in multiple left 430 hemispheric brain areas. We identified a network of areas including domain general 431 control areas as well as phonological mapping circuits over and above traditional higher-432 level language areas in frontal and temporal-parietal regions, by quantifying between-433 subject consistency of their respective word-specific activation patterns. These consistent 434 activation patterns were word-specific, and thus likely reflect more than just generic 435 activation during language processing. Based on a prevalence statistical analysis, we 436 conclude that these findings are generalizable to the wider population. Finally, this 437 work indicates that alignment of individual subject data through multi-set canonical 438 correlation analysis might be a promising tool for investigating subtle word-in-context 439 specific modulations of brain activity in the language processing system. In an additional significance test, we shuffled the sentence order 500 times prior to MCCA, controlling for the possibility that MCCA as a preprocessing step may artificially increase correlations between subjects (through overfitting). Importantly, this permutation was not fully unconstrained, since we aimed at aligning sentences across modalities with the same number of words, to avoid loss of data and to preserve ordinal word position. Thus, we did a random pairing between sentences with the same number of words, after binning the sentences according to their word count. Sentences consisting of 9, 14 or 15 words were infrequent, with fewer than 5 occurrences each. After each permutation, we performed the temporal alignment between sensory modalities (aligning the word onsets), followed by cross-validated MCCA and computation of the time-resolved correlations of crossmodal subject pairs. Due to the long computation time of the canonical variates, we created this null distribution for the exploratory data only. In the figure, color codes for strength of correlation. Colored parcels were most strongly correlated between cross-modal subject pairs (corrected for multiple comparisons).
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Prevalence threshold 0.56 0.50 0.40 For those parcels at which the global null hypothesis could be rejected, the mean (over time) maximum threshold is plotted, for which the null hypothesis can be rejected (α = 0.05). Given the sample size of six datasets, the number of second-level permutations and a significance level of α = 0.05 the maximally possible threshold that can be reached is 0.5633. The average correlation over all six datasets is shown. Color codes for strength of correlation. In addition, the parcels at which the majority null hypothesis according to prevalence inference could be rejected are outlined in black.
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