We systematically investigate spatial variations of temporal changes and depth extent of damage zones along the Calaveras fault that ruptured during the 1984 Morgan Hill earthquake by the waveform analysis of 333 sets of repeating earthquakes. We use a sliding window waveform cross-correlation technique to measure traveltime changes in waveforms generated by each repeating cluster. We find clear traveltime delays in the S-and early S-coda waves for events immediately after the Morgan Hill main shock. The amplitudes of the time delays decrease logarithmically with time since the main shock, indicating a time-dependent recovery (healing) process following the abrupt coseismic temporal changes. The largest temporal changes are observed at station CCO that is the closest to the rupture zone of the Morgan Hill main shock. The time delays at this station are larger for clusters in the top 6 km, and decrease systematically at larger depth. In comparison, the time delays observed at other five stations are much smaller, and do not show clear relationship with hypocentral depth. We suggest that the temporal changes at these five stations mostly occur in the top few hundred metres of the near-surface layers, while the temporal changes at station CCO are likely associated with the damage zone around the Calaveras fault that is well developed in the top few kilometres of the upper crust. Our results are consistent with the inference of a widespread damage and non-linearity in the near-surface layers associated with strong ground motions of nearby large earthquakes, and localized damages and flower-type structures around active faults based on previous studies of fault zone structures and recent 3-D numerical simulations.
I N T RO D U C T I O N
Measuring temporal changes around active fault zones (FZs) has been a long-sought goal in seismological community for many decades. A better understanding of the temporal evolution of FZ properties during earthquake cycles has important implications for many aspects of earthquake physics, including long-term evolutions of FZ structures, interaction of earthquakes and faults and seismic hazard mitigation. In the last 20 yr, many studies have succeeded in documenting temporal changes in the upper crust associated with the occurrences of large earthquakes based on waveform analysis of microearthquakes (Poupinet et al. 1984; Rubinstein & Beroza 2004a ,b, 2005 Schaff & Beroza 2004; Li et al. 2006; Peng & Ben-Zion 2006; Rubinstein et al. 2007; Taira et al. 2008 Taira et al. , 2009 , repeatable controlled sources Nishimura et al. 2005; Li et al. 2006) , spectral ratio methods (Sawazaki et al. 2006 (Sawazaki et al. , 2009 Karabulut & Bouchon 2007; Wu et al. 2009a,b) , and seismic interferometry (Wegler & Sens-Schönfelder 2007; Brenguier et al. 2008a,b; Ohmi et al. 2008; Sleep 2009; Wegler et al. 2009; Xu & Song 2009 Rubinstein et al. 2007) , waveform coherencies (Baisch & Bokelmann 2001) , or increase of attenuation (Chun et al. 2004 ) during strong ground motions of nearby large earthquakes. The observed temporal changes are most likely caused by widespread damages in the near surface layer and around active FZs associated with the strong ground motion and/or dynamic ruptures of nearby large earthquakes (e.g. Rubinstein & Beroza 2004a; Li et al. 2006; Peng & Ben-Zion 2006; Ma 2008; Chao & Peng 2009 ). The observed coseismic temporal changes, typically on the order of a few percent or less, are generally followed by logarithmic recoveries on the time scales of several months to years, indicating healing or restrengthening processes of the damaged FZ rocks or near-surface layers (e.g. Rubinstein & Beroza 2004a,b; Peng & Ben-Zion 2006) .
One of the outstanding questions in studying temporal changes in the upper crust is the depth extent of the damage zone. Here we use the term 'damage zone' to represent the layer that has experienced significant fracturing or other types of damages in material strength during large earthquakes, resulting in clear temporal changes in seismic properties. A related term is 'fault zone', which represent highly fractured low-velocity layers surrounding a fault interface (e.g. Ben-Zion & Sammis 2003). As mentioned above and will be discussed further below, both active FZs and near-surface layers are two likely candidates of damage zones formed due to the occurrence of nearby large earthquakes (e.g. Ma 2008 ). Indeed, recent studies based on repeating earthquakes (Rubinstein & Beroza 2005; Peng & Ben-Zion 2006) and seismic interferometry (Sleep 2009 ) have shown that the coseismic velocity reduction is mostly confined in the top 100-200 m of the near-surface layers. This observation is generally consistent with the laboratory observations and numerical simulations that non-linear elasticity decreases with increasing compressive stress (i.e. depth) (Zinszner et al. 1997; Johnson & Jia 2005; Ma 2008; Finzi et al. 2009 ). In comparison, other studies have shown that the coseismic temporal changes near active FZs could occur at much greater depth in the seismogenic zone (Schaff & Beroza 2004; Li et al. 2006; Rubinstein et al. 2007) or near the brittle-ductile transition zone (Taira et al. 2008) . Hence, it is still not clear how to put these different observations together into a coherent picture of temporal changes in the upper crust associated with the occurrence of nearby large earthquakes.
Recently, Ma (2008) presented a unifying interpretation of both observations by simulating 3-D dynamic rupture propagation on a vertical strike-slip FZ based on a pressure-dependent yield criterion in the upper crust. Because the yield stress depends on the confining pressure, the yielding occurs more easily near the surface than at depth. His simulation produces widespread inelastic zones away from the active FZ with a thickness of a few hundred metres or less, and a flower-type structure around active faults with broad inelastic zone in the top few kilometres of the crust and highly localized inelastic strain at depth. This explains both the near-surface damage and FZ damage at depth as observed in previous studies. A similar flower-type structure is obtained by Finzi et al. (2009) , who performed 3-D numerical simulations in a seismogenic upper crust governed by a continuum brittle damage framework. These numerical simulations suggest that the damages in the near surfaces and within FZ at depth could be observable through seismic observations, and likely exist in both the regions.
Reliable detection of temporal changes generally requires collocated seismic sources (i.e. repeating earthquakes or artificial sources), so that the observed changes in traveltimes or waveform coherencies are mainly attributed to temporal changes in the medium, rather than spatial variations in the seismic sources (e.g. . In addition, many repeating sources at different depths are needed to better constrain the spatial variations and depth extent of the damage zone. In this study, we use more than 300 repeating clusters occurred along the central Calaveras fault in northern California to study temporal changes and depth extent of the damage zone associated with the occurrence of the 1984 M L 6.2 Morgan Hill earthquake. The repeating earthquakes occurred at the depth range of 1-10 km, and the corresponding waveforms are recorded by stations at variable distances from the rupture zone, allowing us to place a tight constraint on the spatial and depth extent of the damage zone. Schaff & Beroza (2004) have used repeating earthquakes from this region to quantify temporal changes associated with the 1984 Morgan Hill earthquake. Our study is largely motivated by their success, but differs from that of Schaff & Beroza (2004) in the following aspects. First, Schaff & Beroza (2004) examined a wide region surrounding the rupture zones of the 1984 Morgan Hill earthquake and the 1989 Loma Prieta earthquakes based on waveforms generated by about 20 repeating clusters. In comparison, we focus on the immediate vicinity of the fault segment that ruptured during the 1984 Morgan Hill earthquake and used more than 300 repeating clusters to provide a better constraint on the spatial and depth extent of the damage zone. In addition, we use slightly different techniques to compute the time delays and quantify temporal changes. As will be shown below, our results are largely compatible with those from Schaff & Beroza (2004) and other recent studies (Rubenstein & Beroza 2004a,b; Rubinstein et al. 2007; Li et al. 2006; Peng & Ben-Zion 2006) , and confirm the aforementioned 3-D numerical simulations on near-surface and FZ inelastic strains and the depth extent of the inelastic zone (Ma 2008; Finzi et al. 2009 ). In the next section, we first describe the steps to identify repeating earthquakes in our study region. In Section 3, we provide the detailed analysis procedure to measure temporal changes from waveforms of repeating earthquakes. The results are shown in Section 4 and discussed in Section 5.
B A C KG RO U N D A N D R E P E AT I N G C L U S T E R I D E N T I F I C AT I O N
The Calaveras fault is one of the most active branches of the San Andreas Fault (SAF) system in northern California. It has generated at least 14 earthquakes with M > 5 since 1850 (Oppenheimer et al. 1990; Manaker et al. 2005) , with the most recent M w 5.6 event near Alum Rock on 2007 October 31. The largest event was the M L 6.2 1984 April 24 Morgan Hill earthquake that ruptured the central portion of the Calaveras fault (Bakun et al. 1984 ; Fig. 1 ). Numerous aftershocks of the Morgan Hill main shock were well recorded by the Northern California Seismic Network (NCSN) since then.
Using waveform cross-correlation and a double-difference method (Waldhauser & Ellsworth 2000) , Schaff et al. (2002) relocated the seismicity along the central Calaveras fault around the rupture zone of the 1984 Morgan Hill earthquake. They found that earthquakes in this region are highly clustered in space and form repeating clusters. Using this relocated catalogue, Zhao & Peng (2008) identified 353 sets of repeating clusters (with at least five events in each cluster) around the rupture zone of the 1984 Morgan Hill earthquake. Their identification procedure was solely based on the magnitude difference and overlapping rupture areas, and did not take into account waveform similarities. To further improve the quality of the obtained repeating clusters, we add another constraint based on waveform similarities, which has been proven to be effective in discriminating repeating clusters at short interevent distances (e.g. Nadeau et al. 1995; Menke 1999; Schaff et al. 2002; Templeton et al. 2008 Templeton et al. , 2009 .
Our criteria of identification of repeating clusters generally follow those of previous studies (e.g. Nadeau et al. 1995; Waldhauser & Schaff 2008; Lengliné & Marsan 2009 ). We require that each event pair within the same cluster has a magnitude difference of less than 1, 50 per cent overlapping of rupture areas with the assumption of a circular crack model (Eshelby 1957 ) and a nominal 3-MPa stress drop, and minimum median waveform cross-correlation coefficients of 0.9. The first two criteria are the same as used in Zhao & Peng (2008) . To calculate the similarity of every event-pair, we use vertical-component seismograms (100 samples per second) for all events listed in Schaff et al. (2002) and recorded by the short-period stations in the NCSN. A 1-20 Hz band-pass filter is applied to all the data. For each station, we only use events with hypocentre distances less than 50 km and the signal-to-noise ratio (SNR) larger than 5. Next, we compute the waveform correlation coefficients (CCs) within a 3-s time window between all possible event-pairs. The 3-s time window starts 1 s (Beroza & Spudich 1988) . Waveforms generated by events in cluster C127 (the sold white square) are shown in Fig. 4 . The seismicity are separated into three segments (A-C) divided by red dashed lines to investigate the spatial pattern of temporal changes observed at station CCO, which are shown in Figs 7 and 8.
before the predicted direct P arrival using a 1-D velocity model in central and northern California (Waldhauser et al. 2004) . We then compute the median value of CCs between two events with at least three recording stations, and use it as a measure of similarity for these two events. Within each repeating cluster, we drop any event if the median value of similarities between this event and the rest is less than 0.9. After the preceding procedure, we identify a total of 333 repeating clusters (∼2650 events) with at least five events in each cluster. The relative locations and waveforms for all clusters are visually inspected to ensure the colocation of each cluster (Figs 2 and 4a) .
The locations of the repeating clusters obtained from this study are largely consistent with those from previous studies (Rubin 2002; with partially overlapping regions (Fig. 3 ). The locations are slightly different as compared with those from another recent study in the same region (Templeton et al. 2009 ). The primary reason is that Templeton et al. (2009) identified repeating clusters based solely on waveform similarities without earthquake relocations. Hence, the disagreement mainly reflects the intrinsic difference between earthquake locations from the standard NCSN and relocated catalogues. A detailed comparison of these different repeating clusters is beyond the scope of this paper.
A N A LY S I S P RO C E D U R E
We measure time delays for 6 stations around the rupture zone of the 1984 Morgan Hill main shock (Fig. 1a) . The analysis procedure Figure 2 . Cross-section views of 15 events within cluster C127 and its nearby cluster C133 (with five events) marked by the red and blue circles, respectively, from the (a) along-strike direction and (b) normal direction to the strike of the Calaveras fault. The source radius of each event is estimated from its catalogue magnitude, based on a moment-magnitude relationship, with a circular crack model (Eshelby 1957 ) assuming a 3-MPa stress drop.
generally follows that of Niu et al. (2003) and Peng & Ben-Zion (2006) . First, we remove the mean values and trends and apply a bandpass filter at 1-20 Hz to all traces. Next, we select seismograms with a minimum SNR of 5, and choose a reference trace for each station-cluster pair. Since most clusters do not have events before the main shock, the waveform corresponding to the last event in each station-cluster pair is chosen to be the reference trace. Many previous studies have observed a logarithmic recovery of the coseismic damage to the pre-main shock level Peng & Ben-Zion 2006; Sawazaki et al. 2006 Sawazaki et al. , 2009 , indicating that the post-seismic recovery mostly occurs within the first few months. Hence, we use the reference trace as a proxy for the pre-main shock level, assuming that the coseismic changes have fully recovered to the pre-main shock level over ∼10 yr. It is worth pointing out that such assumption is not valid if rocks have experienced permanent damages that cannot be completely recovered to the post-seismic stage (e.g. Schaff & Beroza 2004) . In this case, using the last event as the reference would result in lower coseismic changes than those by using the event before the main shock as the reference.
We note that the locations of stations CAD and CCO have been changed by about 14 m at 1992 December and 130 m at 1996 April, respectively (http://www.ncedc.org/ftp/pub/doc/ncsn/ ncsn.stations). After carefully checking the results from these two stations, we find that temporal changes estimated from CCO could be contaminated due to such change in the station location. Thus, for this station, we only analyse seismic data recorded prior to 1996 April. Finally, we align all other traces to the reference trace by cross-correlating a 1-s time window that is 0.2 s before the corresponding picked P arrivals. We also require that all other traces have a minimum CC of 0.8 with the reference trace.
After the above pre-processing steps for each station-cluster pair, a sliding window waveform cross-correlation technique (Niu et al. 2003; Peng & Ben-Zion 2006 ) is used to measure traveltime differences τ (t) and de-correlation index D(t) (defined as one minus the maximum cross-CC between two events) of subsequent traces to the reference trace in each station-cluster pair (Fig. 4) . The time window is 1-s long, sliding 2 s before and 15 s after aligned P arrivals, with sliding interval of 0.1 s in each step. A cosine taper is applied to each time-window with 10 per cent of the entire width to reduce the Gibbs' phenomenon (Niu et al. 2003; Peng & Ben-Zion 2006) . To increase the precision of measured time delays, we linearly interpolate the bandpass-filtered vertical seismograms from 100 to 10 000 s −1 before calculating the traveltime differences and de-correlation indexes. Fig. 4 shows an example from Cluster 127 recorded at station CCO. The measured traveltime differences are mostly positive, corresponding to reductions in seismic velocities, and the overall amplitudes of time delays decrease with time since the main shock (Fig. 4) . The decorrelation indexes also show similar patterns after the main shock. In this study, we only use traveltime differences to quantify the temporal variations of seismic velocity in the study region.
For each station-cluster pair, we use the median value of the calculated time delays within a 6-s time window to qualify the traveltime changes relative to the reference trace. We do not fit the slope of the measured time delays, as was done in some previous studies (e.g. Poupinet et al. 1984; Schaff & Beroza 2004; Rubinstein et al. 2007 ), because we find that in most cases time delay does not increase monotonically with the traveltime (e.g. Fig. 4b ). In addition, our synthetic tests in Appendix A have shown that the median value could be used as a better parameter to quantify the depth dependence of temporal changes than the slope. We compute the median, instead of the mean value to avoid potential contaminations from glitches in the traveltime delays (mostly due to low SNR). The 6-s time window is 0.1 s before the manually picked direct S arrival (Fig. 4) , so that it contains both direct S and early S coda waves. Including early S coda wave helps to stabilize our results at each station, because of the averaging effect due to superposition of scattered waves from all the possible azimuths and paths (Aki 1969) . In addition, the traveltime differences in the early S-coda waves are generally much larger than those in the direct S waves (e.g. Rubinstein et al. 2004a; Schaff & Beroza 2004; Peng & Ben-Zion 2006) , allowing us to better quantify the difference in each eventstation pair. We do not include the late S-coda waves mainly because of the diminishing SNR with increasing traveltime. We note that the time delays calculated in this study reflect the changes of the (a) Vertical-component seismograms generated by the 15 events in cluster C127 and recorded by station CCO. Seismograms are aligned by P waves at 0 s. Calculated (b) delay time τ (t) and (c) decorrelation index. The green vertical dashed lines denote the 6-s time window with 0.1 s before direct S waves, which is used to compute the median delay time. The event ID members are marked on the panels (a) and (c), consisting of the occurrence time of corresponding event (2-digit-year, 2-digit-month, 2-digit-day and 2-digit-hour).
differential arrival times between S and P waves, because of the alignment of P arrivals in the previous steps. In reality, several studies have observed temporal changes in the P waves, although the values are much smaller than for the S waves (Schaff & Beroza 2004; Li et al. 2006) . Hence, the obtained temporal changes are probably lower bounds (Rubinstein & Beroza 2004a; Peng & BenZion 2006) . Fig. 5 shows the median time delay of each event versus the lapse time since the main shock for the six stations. The median time delays generally follow a linear decay trend with the logarithmic lapse time, consistent with previous studies (e.g. Peng & Ben-Zion 2006) . Therefore, we linearly fit the trend with a least-squares method for each station and calculate the slope of the post-seismic recovery (Fig. 5) . We also find clear increase of time delays at most stations on 1986 March 31, which corresponds to the occurrence time of an M L 5.7 event near Mt Lewis in this region (Zhou et al. 1993 ). This event is the largest earthquake occurred within 50 km after the 1984 Morgan Hill earthquake. To avoid potential contaminations in the time delays from this event, we only fit the data before its occurrence time (Fig. 5 ).
S PAT I A L VA R I AT I O N S O F T E M P O R A L C H A N G E S

General observations
Because most clusters do not have events before the Morgan Hill main shock, we use the slope of least-squares fitting and time delays at 24 hr (1 d) after the main shock (i.e. computed from the slope and intercept at one day of the least-squares fitting) as a proxy for the coseismic changes. Although the temporal changes are much larger during and immediately after the main shock (e.g. Sawazaki et al. 2006 Sawazaki et al. , 2009 Wu et al. 2009a ,b), we do not have enough repeating events within this period, especially at larger depth, to provide a better constraint. As shown in Fig. 5 , all six stations have Fig. 5 also shows that the time delays at the five stations generally follow the logarithmic recovery trends without significant deviation, indicating a weak dependence of time delays on the locations of repeating clusters. In comparison, the time delay measurement at station CCO is more scattered than that for other five stations.
To further illustrate this, we plot in Fig. 6 the time delay at 1 d after the main shock from the least-squares fitting for each repeating cluster versus its depth. We find no systematic relationship between the time delays and the hypocentral depths for those five stations. In comparison, we find that the time delays at CCO are scattered in the top 6 km, but weakly decrease from 6 to 10 km. The overall CC between the time delays and depths is 0.36. If we select only events below 6 km, the CC value is 0.51. Although both values are relatively low, we can rule out the probability of random occurrence at 95 per cent confidence level.
Possible regions of temporal changes
To better understand the physical processes corresponding to the observed temporal changes, it is important to constrain the regions where temporal changes have occurred. The temporal changes could arise from source regions, propagation paths, and in the near-surface layers beneath the station (e.g. Rubinstein & Beroza 2004a; Peng & Ben-Zion 2006; Rubinstein et al. 2007) . If the temporal changes are mainly from the source region (i.e. immediately around the repeating clusters at seismogenic depth), we would expect the time delays calculated from different stations for the same repeating cluster to be similar. If the temporal changes are mostly accumulated along the propagation paths, the observed time delays for a given station could vary systematically depending on the locations of repeating clusters. When the ray path between the station and repeating cluster is along or cuts across a damage zone during propagation, such as an active FZ that is further damaged during the main shock, we would expect to observe large temporal changes. On the other hand, if the seismic ray does not sample the damage zone, the observed temporal change would be much smaller. Finally, if most temporal changes are accumulated in the near surface layers, the observed time delays at a given station should be similar and do not have a strong dependence on the ray paths (i.e. the locations or the depths of the repeating clusters).
As shown in Figs 5 and 6, the time delays for the five stations (CAL, CSC, CMH, CAO, and CAD) are relatively small and we find no systematic correlation between the time delays and the hypocentral depths. Hence, we infer that the time delays are mostly accumulated in the near-surface layers beneath the five stations, which is also consistent with previous studies in this region (Schaff & Beroza 2004; Rubinstein & Beroza 2004a,b) . On the other hand, the time delays at CCO are much larger and show clear scatter around the fitted line (Fig. 5 ) and systematic variations with hypocentral depths (Fig. 6 ). These observations indicate that the temporal changes are not just accumulated in the near-surface layers, but also along the ray paths at larger depth. In the following Figure 6 . Delay-time at one day after the 1984 main shock versus depths of events. The delay-time is calculated from least-squares fitting for corresponding repeating cluster with at least three events occurred between the 1984 main shock and the 1986 event (see the text for details). The black horizontal lines mark the error of least-squares fitting from the corresponding events. Station name and correlation coefficient between delay-time and depths are labeled on the top of corresponding panel.
section, we focus only on the measurements at station CCO and further quantify the path and depth dependence effects.
Depth extent of the damage zone around station CCO
To verify whether time delays at CCO are path dependent, we first divide the entire repeating clusters into three segments according to their along-strike distances to CCO (Fig. 1b) . We find some variations in the time delays for different segments (Fig. 7) . The coseismic changes and decay rates for segments to the NW (Segment A) and SE (Segment C) sides of CCO are about the same with less scatter. The most complicated feature is from Segment B, which is directly beneath station CCO with its along-strike distance from −1 to 10 km. The decay rates in Segment B appear to follow several different trends. Similar to Fig. 6 , we also plot the delay times at 1 d after the 1984 main shock for each repeating cluster at these three segments (Fig. 8) . In Segment A, the clusters satisfying our criteria all occurred at the depth range of 6-9 km, and hence the delay times do not show clear variations with depth. In segment C, there is a weak increase of delay times from 2.5 to 4 km. After that, the delay times remain more or less constant. In segment B, the delay times show large variations in the top 6.5 km, and decrease significantly below 6.5 km, much clearer than the general patterns shown in Fig. 6 . Finally, we divide the Segment B into four zones based on their hypocentral depths (Fig. 9) . Again we find a clear depth dependence of temporal changes. The largest coseismic change is from the shallow zone (0-5 km at depth) with a slope of −17.4 ms per decade, and the values decrease for deeper zones. In addition, the time delays for each zone generally follow a linear trend by visual inspection, except for Zone 3, which appears to have multiple distinct trends. In Zone 3, the slope of the higher decay trend is close to that of the shallow segment (i.e. Zone 1), whereas the slope of the lower decay trend is close to that of the deep segment (i.e. Zone 4).
D I S C U S S I O N S
In this study, we investigated the spatial variations and depth dependence of temporal changes along the central segment of the Calaveras fault that ruptured during the 1984 Morgan Hill earthquake. Clear temporal changes have been observed immediately after the main shock, associated with increasing arrival times in the direct S and early S coda waves. The observed time delays systematically decrease with logarithmic time since the main shock. Such time-dependent recovery is likely related to the healing processes of damaged FZ rocks or near-surface layers as inferred from many previous studies Schaff & Beroza 2004; Peng & Ben-Zion 2006) . We also found clear spatial variations in the (Fig. 1b) . Other symbols are the same as Fig. 6. observed temporal changes. The largest temporal changes are found at station CCO that is the closest to the rupture zone of the Morgan Hill main shock. In addition, the temporal changes are larger in the top 6 km and decrease systematically at larger depth. Due to the close proximity of the CCO station to the rupture zone of the Morgan Hill main shock, we suggest that the observed temporal changes are related to the low-velocity damage zone around the Calaveras fault. In comparison, the temporal changes at the other five stations are much smaller, and do not show clear relationship with hypocentral depth. We infer that the observed temporal changes at these five stations mostly occur in the top few hundred metres of the near-surface layers, consistent with previous results in this region (Rubinstein & Beroza 2004a,b; Schaff & Beroza 2004) .
Similar to previous studies (e.g. Rubinstein & Beroza 2004a; Peng & Ben-Zion 2006) , we invoke non-linear site response to explain the relatively small temporal changes at the five stations. Laboratory simulations and field observations have shown the reductions of both shear wave velocity and amplification effects in shallow soil layers due to the non-linear elastic behaviour under large shear strains (Beresnev & Wen 1996; Johnson et al. 1996; Sawazaki et al. 2006) . In this situation, considerable seismic energy is consumed to create new fractures and open existing cracks, which in turn effectively reduce the seismic velocity (Rubinstein & Beroza 2004a; Schaff & Beroza 2004; Peng & Ben-Zion 2006) , and increase attenuation (Chun et al. 2004 ) during strong ground motions. Because the non-linearity is generally prohibited with increasing confining pressure, the coseismic damage and temporal changes are likely constrained at shallow depth, consistent with the observed patterns (Figs 5 and 6) for these five stations. The interpolated time delay 15 min (0.25 hr) after the main shock is about 5-10 ms. If we assume that the damage zone is confined in the top 200 m of the shallow layer with an average S-wave velocity of 1.0 km s −1 , the estimated minimum coseismic S-wave velocity drop near these five stations is about 2.5-5 per cent, which is compatible with the observation of Schaff & Beroza (2004) in the same region.
In comparison, the temporal changes observed at station CCO are much larger and show weak dependence with hypocentral depth. The rock unit at station CCO is Knoxville Formation (Rubinstein & Beroza 2004a) , which is the lowest part of the Great Valley Sequence deposited during late Jurassic to early Cretaceous. It is mainly dark, greenish and grey shale with sandstone interbeds and could locally include conglomeratic sandstone in the lower part (Graymer et al. 1994) . Phillips & Aki (1986) studied the local site amplification in central California using the decay of coda waves, and found that stations with large positive site amplification factor also observed strong velocity changes after the 1979 Coyote Creek earthquake immediately south of our study region (Poupinet et al. 1984) . This is consistent with the aforementioned explanation that the velocity changes for most stations are caused by temporal changes in local site effects. Rubinstein & Beroza (2004a) also used the correlations between the coda amplification factors and the observed temporal changes to argue for the existence of widespread non-linear strong ground motion. We note, however, that the coda amplification factor for CCO is only about −0.9 (Phillips & Aki 1986; Rubinstein & Beroza 2004a ), which is not expected to generate large seismic velocity drop near this station. In summary, we suggest that temporal changes observed at station CCO are likely accumulating at larger depth, rather than in the near-surface layer alone.
The synthetic calculation in Appendix A showed that for a station inside a FZ with uniform thickness and coseismic reduction of FZ velocities, the observed median time delay increases systematically with increasing depth, while the slope of the time delay remains near constant. To explain the decrease of time delay with increasing depth at station CCO, we need to place most of the sampled temporal changes in the top few kilometres of the FZ. A common FZ structure as inferred from previous seismic refraction measurements and 3-D tomographic studies is a wedge-shape model that is wider in the top few kilometres and narrower at larger depth (e.g. Cormier & Spudich, 1984; Blümling et al. 1985; Mooney & Colburn 1985; Mooney & Ginzburg 1986; Michael 1988) . Such a wedge-shape FZ model is also consistent with a hierarchical flower structure as inferred from recent observations of FZ trapped waves (e.g. Rovelli et al. 2002; Ben-Zion et al. 2003; Peng et al. 2003; Lewis et al. 2005; Cochran et al. 2009 ), near-fault crustal anisotropy (Cochran et al. 2003 Peng & Ben-Zion 2004; Zhang et al. 2007) , and geological studies of strike-slip FZs (e.g. Sylvester 1988; Rockwell & Ben-Zion 2007) . Here, we attempt to use such wedgeshape FZ model to explain the observed temporal changes in this study.
The Calaveras fault, like many other active plate-boundary faults (e.g. Ben-Zion & Sammis 2003), is characterized by localized belts of damage zones that have considerably lower elastic moduli than the surrounding rocks (Mooney & Colburn 1985; Spudich & Olsen 2001) . The inferred low-velocity FZ in this region has a width of about 1-2 km at surface (Blümling et al. 1985) , and extends to the depth of approximately 5 km (Michael 1988) . Such lowvelocity FZ is likely a cumulative effect due to faulting related damages during major earthquakes such as the 1984 Morgan Hill main shock, and probably long-term creeps localized in the shallow crust (Templeton et al. 2009 ). Cormier & Spudich (1984) computed synthetic seismograms based on a wedge-shaped low-velocity zone around the Calaveras fault, and found clear focusing of seismic ray within the wedge, consistent with the observations of local amplification within the FZ in previous studies.
Station CCO is about 80 m to a mapped Holocene-active fault at surface (measured from USGS Quaternary-active fault map of San Francisco Bay area), and is about 2 km from the main strand of the Calaveras fault interface as inferred from the surface projection of the active seismicity (Figs 1 and 9) . Clear FZ head waves (Zhao & Peng 2008 ) and possible signals of FZ trapped waves (e.g. Fig. 4 ) are observed at station CCO, indicating that this station is very close to the Calaveras FZ. We suggest that the observed temporal changes at station CCO are mostly confined in the wedge-shaped low-velocity zone as inferred from previous seismic refraction measurements (Blümling et al. 1985; Mooney & Colburn 1985) and 3-D tomographic studies (Michael 1988) . Because of the intrinsic weakness, its close distance to the dynamic rupture of the 1984 Morgan Hill main shock, and the focusing effects within the wedge, the Calaveras FZ beneath CCO probably experience strong shaking and large dynamic stresses during the main shock, resulting in further damages in material strength and subsequent recoveries. In addition, because the wedge-shaped damage zone is most prominent at shallow depth, seismic rays from repeating earthquakes in the top few kilometres of the fault provide an adequate sampling of the damage zone, resulting in large time delays. In comparison, seismic rays for deeper clusters could have a significant portion sampling the less-damaged host rock before reaching the station CCO. Hence, the observed time delays are much smaller than those at shallower depth.
In this study, we found that the inferred damage zone around CCO is most prominent in the top 5-6 km, and the degrees of damage decrease systematically at larger depth. Hence, the observed temporal changes are largely accumulating above the main shock rupture patches at the depth range of 6-8 km beneath station CCO, as obtained from kinematic slip inversions (Beroza & Spudich 1988) . Previous studies have suggested that the propagating crack tip of an earthquake rupture could induce large dynamic stress and generate significant damages around the ruptured FZ Ma 2008) . However, our results inferred a rather small temporal change around the ruptured region at depth (e.g. Fig. 9) .
A potential bias of small temporal changes at larger depth (e.g. 8-10 km) is the lack of repeating earthquakes in this depth range, especially in the first few hours immediately after the main shock, and a few years afterwards (e.g. Fig. 9 ). The lack of early repeating aftershocks could be explained by a delayed response of post-seismic creep at larger depth (e.g. Peng & Zhao 2009 ), while the lack of late repeating aftershocks is likely due to the diminishing strain rate and post-seismic shallowing of the brittle-ductile transition zone at depth (e.g. Schaff et al. 2002; Rolandone et al. 2004; Kaneko & Lapusta, 2008) . To rule out such bias, we have chosen to extrapolate the time delays to 1 d after the main shock so that there are enough data points at larger depth to provide constraints. While the lack of late repeating aftershocks may lower the coseismic changes, such effect is minor because the majority of the coseismic change is recovered in the first few months due to the logarithmic dependence of time. However, if permanent damages occurred coseismically (e.g. Schaff & Beroza 2004) , the extrapolated 1-d time delays would be lower bound estimate of the true coseismic changes. In addition, we only fit the data before the occurrence of the Mt Lewis earthquake in 1986 March 31, when the majority of the deep cluster ends. Hence, we argue that the observed depth-dependent effects are unlikely to be purely caused by less sampling points at larger depth, but rather represent a genuine feature of damage suppression with increasing depth.
An alternative explanation is that large coseismic changes do occur below 6 km, due to the close proximity of the rupture zone at 6-8 km. However, the temporal changes are not sampled adequately by the deep clusters for the following reasons. First, as mention before, the seismic rays from the deep clusters could leave the deep FZ that is highly damaged, propagate mainly in the less damaged host rocks, and finally bend towards the FZ to be recorded at station CCO. In addition, if the damage zone is so highly localized at seismogenic depth (e.g. Ma 2008 ) that the width of the damage zone is much smaller than the wavelength of the seismic waves, such localized damages may not be detected (Wu et al. 2008) . Another possibility is that the coseismic damages at 6 km and larger depth recover faster in the first few hours because of the higher confining pressure at larger depth (Finzi et al. 2009 ), leaving small temporal changes to be observed at later times. Unfortunately, our repeating cluster is derived from the relocated catalogue of Schaff et al. (2002) with many early aftershocks (and presumably repeating aftershocks) missing in the first few hours after the main shock (Peng et al. , 2007 . Hence, at present we do not have enough temporal resolutions to favour or rule out such possibility. A systematic search of missing repeating aftershocks immediately after the main shock (e.g. Lengliné & Marsan 2009; Peng & Zhao 2009 ) may help to provide important constraints on whether large coseismic changes and fast post-seismic recovery occur at larger depth or not.
In addition to the distances to and depth within the active FZ, the rupture direction of the 1984 main shock could also play an important role in controlling the observed temporal changes. It is well known that radiated seismic energy is concentrated in the rupture direction due to the so-called directivity effect. Because the rupture direction of the 1984 Morgan Hill earthquake is to the SE (Bakun et al. 1984) , we expect larger ground motions and hence larger temporal changes for station in that direction. For example, stations CAL, CSC, and CMH are all close to active FZs, but the observed temporal changes are not as large as that of CCO, which could be due to the fact that these stations were not in the rupture direction of the Morgan Hill main shock, and hence experienced relatively small strong ground motions. Station CAD is in the rupture direction, but is relatively far from the Calaveras fault as compared with station CCO. Overall, our observations are consistent with the previous inferences that the stations with large temporal changes are generally close to the rupture zone of the main shock, and have experienced large coseismic strong ground motions (Rubinstein & Beroza 2004a,b; Rubinstein et al. 2007; Schaff & Beroza 2004; Peng & Ben-Zion 2006) .
As mentioned before, recent 3-D dynamic rupture simulations have produced widespread inelastic strains in the near-surface layers and localized flower-like inelastic zones around active FZs at depth (Ma 2008; Finzi et al. 2009 ). The flower-type structure is a direct result of damage suppression due to increasing confining pressure with depth. Ma (2008) also suggested that widespread near-surface inelastic strains are mainly caused by strong seismic waves, and the narrow inelastic zone at depth is mainly induced by dynamic stresses associated with the rupture front. Another recent study based on InSAR images has shown a clear subsidence of the surface after the 2003 Bam earthquake in Iran (Fielding et al. 2009) . They suggested that post-seismic subsidence/compaction is likely associated with the healing processes in the shallow FZ that is coseismically damaged during the main shock. In this study, we found that the temporal changes at the other five stations away from the Calaveras fault that ruptured during the Morgan Hill earthquake are mainly constrained in the near-surface layers, while at station CCO we attributed the observed temporal changes to the damage zone associated with the Calaveras fault at larger depth. Hence, our observations are generally consistent with these recent numerical simulations (Ma 2008; Finzi et al. 2009 ) and geodetic observations (Fielding et al. 2009 ).
We note that the coseismic damages and recovery processes observed in this study are associated with a single main shock. Over the geological time scales, such repeated damages and healing processes may produce permanent changes inside active faults, and hence could play an important role in the evolutions of the FZ structures (e.g. Ben-Zion & Sammis 2003; Ma 2008; Cochran et al. 2009; Finzi et al. 2009 ) and near-surface layers. Such permanent change, however, may be a very subtle signal for one or a few main shocks. Repeating earthquakes throughout the earthquake cycle (or at least before and after the main shock) are needed to detect such changes (e.g. Schaff and Beroza 2004) .
In summary, our observations are consistent with the widespread damages in the top few hundred metres of the shallow crust (Rubinstein & Beroza 2004a , 2005 Peng & Ben-Zion 2006) , and localized temporal changes in and around active FZs at seismogenic depths (Schaff & Beroza 2004; Li et al. 2006; Rubinstein et al. 2007; Taira et al. 2008) . These results also support the numerical simulations of widespread damages in the near surface and localized damages around active FZs at depth (Ma 2008; Finzi et al. 2009 ). Recent studies have also shown that shaking induced damages may offer an explanation for dynamic triggering of earthquakes (Johnson & Jia 2005) , and generations of high-frequency extreme ground motions in the near surface layers (Fischer et al. 2008; Sleep & Ma 2008) . Hence, systematic observations of temporal changes from repeating earthquakes not only provide additional evidence of widespread non-linearity during strong ground motions, but also offer new insight into the long-term evolutions of FZ structures and interactions of earthquakes and faults.
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A P P E N D I X A
To evaluate the ability of inferring the depth extent of the damage zone, we measure temporal changes from synthetic seismograms generated by SH-type dislocations at different depths inside a lowvelocity FZ layer (Fig. A1) sandwiched between a half-space (HS). We use the 2-D analytical solution of Ben-Zion & Aki (1990) and Ben-Zion (1998) to calculate the synthetic waveforms. The initial FZ model parameters are: FZ width W = 100 m, S-wave velocities in the FZ and the HS β FZ = 1.5 km s −1 and β HS = 3.0 km s −1 , and quality factors in the FZ and the HS Q FZ = 50 and Q HS = 1000. The densities of rocks are set to be 2.7 g cm −3 for different layers. The station is placed in the middle of the FZ at the free surface (i.e. 50 m to the left-hand boundary of the FZ). The shear dislocation sources are placed along the left-hand boundary of the FZ from 1 to 10 km at depth with interevent spacing of 1 km (Fig. A1) . To simulate the velocity reduction inside the FZ, we change β FZ to be 1.4925 km s −1 (0.5 per cent reduction) and keep β HS = 3.0 km s −1 to be the same. We use the same procedure as described in Section 3 to measure temporal changes for events at different depths (Fig. A2) , except slight difference in the following two parameters. First, we first bandpass filtered the seismograms at 1-10 Hz, rather than 1-20 Hz, in order to remove potential high-frequency noise generated by the synthetic code. In addition, we use 0.5-s time window, instead of 1-s window to measure the temporal changes. The primary reason is that the duration of the synthetic FZ trapped waves is less than 1 s for events at depth smaller than 3 km. Hence, a smaller time window is needed to quantify the subtle changes in the time delays. Fig. A2 shows that the seismograms after reducing the FZ velocity are very similar with the original waveforms at the beginning time, and show gradual increase of delays in the later time. We use a time window starting from the first S arrival to the end of the FZ trapped waves to measure the median value of delay times. We find an clear increase of median delay-times versus depths, which is mainly due to the development of FZ trapped waves with increasing propagation distance, and subsequent increase of time duration of wave trains from those deeper events (e.g. Peng et al. 2003) . In comparison, the slope measured from the time delays tends to be a constant value for those deeper events. It is interesting to note that most slopes (from events deeper than 2 km) are less than 0.5 per cent and decrease with depths. This is because that the measured slopes reflect a combined effect of velocity reduction within the FZ (0.5 per cent) and the host rocks (0 per cent). As an event occurs deeper, more seismic energy will travel through the host rocks, efficiently deceasing measured velocity reduction (i.e. slope). This observation is similar to those found by Haney et al. (2009) for small velocity changes within volcanic conduits. Because the median delay times increase systematically with depth, while the slopes do not, we conclude that median delay-time values provide a better way to infer the relationship between temporal changes and hypocentral depths.
