Abstract: This paper describes an application of the method for modelling nonlinear dynamic systems from measurement data. The method merges the linear local model blending approach in the velocity-based linearisation form with Bayesian Gaussian process modelling. The new FixedStructure Gaussian Process model has a predetermined linear model structure with varying and probabilistic parameters represented by Gaussian process models. These models have several advantages for the modelling of local model parameters as they give us adequate results, even with small data sets. Furthermore, they provide a measure of confidence in the prediction of the varying parameters and information about the dependence of the parameters on individual inputs. The Fixed-Structure Gaussian Process model can be used for the extended local linear equivalence class of nonlinear systems. The modelling method is applied to modelling of a semiindustrial gas-liquid plant that exhibits variable dynamics depending on its operating region.
INTRODUCTION
Modelling with local model networks (LMNs) is an attractive method for modelling nonlinear dynamic systems from data for the so-called divide and conquer control design (Murray-Smith and Johansen (1997) ). In this approach the global behaviour is represented by a network of simple local models, where each local model describes some particular operating region and the global behaviour is realised by blending the dynamics of the local models. Important issues with this approach are the realisation of the model blending (Leith and Leithead (1999) ; MurraySmith et al. (1999) ; Johansen et al. (2000) ) and the issue of scheduling-vector selection. The scheduling vector is the vector defining the current operating region and assists the blending mechanism to accurately match the nonlinear dynamics.
One way to deal with the issue of accurately modelling off-equilibrium behaviour based on local linear models is representing the nonlinear system with velocity-based linearisation (VBL), see Leith and Leithead (1999) . VBL, in contrast to the conventional Taylor-series-expansion approach, enables the representation of the system at every operating point and not just in the equilibrium regions. Nevertheless, the blending and scheduling mechanisms still need to be determined.
The accurate representation of nonlinear dynamics with locally valid linear models is important from the controldesign point of view, because local controllers can be
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In this paper a parametric approach with a fixed linear model structure and varying parameters, i.e., a linear parameter varying model or LPV model, based on the Gaussian process (GP) models, called the Fixed-Structure Gaussian process (FSGP) model (Ažman and Kocijan (2009) ) is used for modelling a nonlinear process. The FSGP model is a model with predetermined linear structure with varying and probabilistic parameters represented by Gaussian process models. As such, the FSGP model is, from the application point of view (e.g. the design), more transparent than other known nonparametric models of dynamic systems based on Gaussian processes (Ažman and Kocijan (2007) ; Kocijan et al. (2005) ). It is the information about the model's structure that distinguishes the FSGP model from other GP-based models. The idea of approximating the functional dependence of varying parameters is not new. An approach using Radial Basis Function neural networks can be found in Peng et al. (2003) . The novelty of the proposed model is that the varying parameters are represented by Gaussian process models, which brings benefits in comparison with other GP-based approaches and other LPV approaches.
There are several reasons to use GP models for modelling the varying parameters of the LPV model:
• They tend to achieve acceptable modelling results, even with relatively small training data sets.
• Besides predicting the output the GP model also gives a measure of the prediction confidence, dependent on the density of the training data.
• When local models are blended, with GP models predicting the local models' parameters, the GP models also provide information about the dependence of the parameters on individual regressors.
The FSGP model therefore addresses problems such as unknown structure due to the non-parametricity of the model, present at regular GP models, the confidence of the varying parameters' predictions and the small number of data for the identification of these varying parameters. The paper of Gregorčič and Lightbody (2005) describes an alternative approach to the one suggested in this paper. Their method merges LMNs and conventionally blended local linear GP models, but without using VBL and its benefits, and consequently with an additional optimisation of the blending functions.
The FSGP approach (Ažman and Kocijan (2009) ) can be used as a simple but still effective and (in terms of prediction) potentially fast engineering tool. As the model is parametric, it can be used for a wider range of controldesign methods, and not only model-based predictive control, e.g., gain-scheduling control (Ažman and Kocijan (2006) ).
The paper is organized as follows. In Section 2 the fundamentals of GP modelling are presented. The FSGP modelling approach is described in Section 3 and modelling case study, namely gas-liquid separator, is given in Section 4. The last section emphasises the main results and concludes the paper.
MODELLING WITH GAUSSIAN PROCESSES
The Gaussian process model is an example of the use of a flexible, probabilistic, non-parametric model with uncertainty predictions. It fits naturally in the Bayesian modelling framework in which instead of parameterising mapping function f (x), a prior is placed directly on the space of possible functions f (x) which could represent the nonlinear mapping from input vector x to output y. Its use and properties for modelling are reviewed in Rasmussen and Williams (2006) .
A Gaussian process is a Gaussian random function, fully described by its mean and variance. Gaussian processes can be viewed as a collection of random variables f (x i ) with joint multivariate Gaussian distribution:
where N (·, ·) stands for Gaussian distribution determined with mean value and variance, where covariance matrix element Σ pq = Cov(y p , y q ) = C(x p , x q ) gives the covariance between values of the functions y p = f (x p ) and y q = f (x p ). Thus, the mean function (usually assumed to be zero) and the covariance function fully specify the Gaussian process. Note that the covariance function C(·, ·) can be any function having the property of generating a positive definite covariance matrix.
A common choice is
where For a given problem, the parameters in Θ Θ Θ are learned (identified) using the data at hand. After the learning, one can use the w parameters as importance indicators of the corresponding input components (dimensions) are: if w d is zero or near zero it means that the input in dimension d contain little information and could possibly be removed.
Based on the data (X, y), and given a new input vector x * , we wish to find the predictive distribution of the corresponding output y * . Unlike other models, there is no model parameter determination as such, within a fixed model structure. With this model, most of the effort consists of tuning the parameters of the covariance function. This is done by maximisation of the log-likelihood
where Θ Θ Θ is the vector of hyperparameters and K is the N × N training covariance matrix. The calculation of the log-likelihood and its derivatives due to the optimisation algorithm involves the computation of the inverse of the N × N covariance matrix K at every iteration, which can become computationally demanding for large N . Nevertheless, the number of parameters to be optimised is small (D + 2, see Equation (1)), which means that optimisation convergence might be faster and that the 'curse of dimensionality' so common to black-box identification methods is circumvented or at least decreased.
The described approach can be easily utilised for regression calculation. Based on training set X a covariance matrix K of size N × N is determined. As already mentioned, the aim is to find the distribution of the corresponding output y * at some new input vector
For a new test input x * , the predictive distribution of the corresponding output y * , over cases in the training set (X, y) is y * |(X, y), x * and is Gaussian, with mean and variance
where
T is the N × 1 vector of covariances between the test and training cases, and κ(x * ) = C(x * , x * ) is the covariance between the test input and itself. Vector k(x * ) T K −1 in (3) can be interpreted as a vector of smoothing terms which weights the training outputs y to make a prediction at the test point x * .
Reasons to select modelling with Gaussian process models are small amounts of data relative to the number of selected regressors, data corrupted with noise and measurement errors and the need for the measure of model prediction confidence. If there is not enough data or it is heavily corrupted with noise, even the Gaussian process model cannot perform well, but in that case the inadequacy of the model and the identification data is indicated through higher variance of the predictions.
MODELLING THE NONLINEAR SYSTEM
FSGP approach to modelling nonlinear system that is a combination of velocity-based linearisation and modelling with Gaussian processes is briefly introduced in this section. More details and description of FSGP for discrete time systems is given in Ažman and Kocijan (2009) .
Consider the delayed nonlinear systeṁ
which may be reformulated, without loss of generality, in form denoted as extended local linear equivalence (ELLE) (Leith and Leithead (1999) )
where x(t) ∈ R n , u(t) ∈ R m , A, B, C, D are appropriately dimensioned constant matrices, f (·) and g(·) are nonlinear functions and ρ ρ ρ = ρ ρ ρ(x(t), u(t)) ∈ R q , q ≤ m + n, embodies the nonlinear dependence of the dynamics on the state and input with ∇ x ρ ρ ρ, ∇ u ρ ρ ρ constant (Leith and Leithead (1999) ). Differentiating (5) an alternative representation of the nonlinear system iṡ
Elements of matrices α α α, β β β, γ γ γ, δ δ δ are modelled with Gaussian process models, which are learned from data. The learning data are coefficients of individual linearisations obtained from local linear models identified in various equilibrium as well as off-equilibrium regions. This paper will not focus on details of how the local models are obtained. More on the identification of the the local models and the associated issues can be found e.g. in Murray-Smith and Johansen (1997), Murray-Smith et al. (1999) and Johansen et al. (2000) and references in there. Nevertheless, the identified linear local models need to be of the same order, must describe corresponding region satisfactorily well and must be located in the region of interest.
It is important to note that a local linear input-output model only specifies parameters up to a co-ordinate transformation (Leith and Leithead (2002) ).
The FSGP system modelling consist roughly of two stages. The first stage is the identification of local linear models in equilibrium and off-equilibrium points. The results of the first stage are sets of derivatives of nonlinear function which are at the same time coefficients of linear local models.
In the second stage GP models are learned for each set of identified coefficients/parameters. Each set has a functional dependency on system states and inputs. GP model can be used as a relevance detector, i.e., via GP model training a necessary regressors, namely states and inputs to which parameters are functionally linked, are revealed.
As the local models usually can not be identified for every point in operating region the smoothing property of GP models can be used to acquire the values of the local model parameters for the operating points lying between the points where linear local models were identified. This blending of the parameters is in our case realized with modelling each local model parameter with own GP model.
The input into GP models is the vector of regressors, which can be interpreted as vector of scheduling variables ρ ρ ρ(t).
The output of the particular GP models is corresponding most likely value of the parameter θ i and associated variance var θ i , where index i denotes i-th parameter from vec-
. Variances var θ i are expressing the confidence of the predicted values of the parameters. The confidence depends on the amount of information available for modelling. Better the region is modelled -with more local models -lower is the variance.
The nonlinear system model is realised using velocity based linearisation (Leith and Leithead (1999) ). The realisation in Leith and Leithead (1999) has been originally developed as a framework for continuous systems, but it can be extended to discrete systems (Nyström et al. (2002) ).
The obtained nonlinear model can be viewed as a parametric model with probabilistic and variable parameters θ θ θ(ρ ρ ρ(t)) -FSGP model. Each parameter depends on the vector of scheduling variables ρ ρ ρ(t), which can consists of all states and inputs or a subset of them.
CASE STUDY

Process Plant Description
The semi-industrial process plant used for the case study in the paper is the unit for separating gas from liquid that forms the part of a larger pilot plant positioned at Department of systems and control, Jozef Stefan Institute. The screen shot from SCADA presenting the scheme of this plant is given in Figure 1. The role of the separation unit is to capture flue gases under low pressure from the effluent channels by means of water flow, to cool them down and then supply them under high-enough pressure to other parts of the pilot plant.
The flue gases coming from the effluent channels are absorbed by the water flow into the water circulation pipe through injector. Fig. 1 . SCADA scheme of the gas-liquid separator The water flow is generated by the water ring pump. The speed of the pump is kept constant. The pump feeds the mixture of water and gas into the tank, where gas is separated from water. Hence the accumulated gas in tank forms a sort of 'gas cushion' with increased internal pressure. Owing to this pressure, the flue gas is blown out from tank into the neutralization unit. On the other side, the 'cushion' forces water to circulate back to the reservoir. The quantity of water in the circuit is constant.
In order to understand the basic relations among variables and to illustrate the nonlinearity of the process a mathematical model is introduced. The gas-liquid separation pressure sub-system of interest can be described by a set of two equations.
where u i is the command signal of valve Vi, i = 1, 2, where V1 is the valve on output from tank R4.1 to other subprocess and V2 is the valve between tanks R4.2 and R4.1, h i is the level in tank R4.i, i = 1, 2, p 1 is the relative air pressure in tank R4.1, S i is the section area of tank R4.i, p 0 is atmospheric pressure, h T i is height of tank R4.i, i = 1, 2, R i is the open-close flow ratio of valve Vi, i = 1, 2, k i is the flow coefficient of valve Vi, i = 1, 2, Φ w is the known constant water flow through pump, α i ; i = 1, 2, 3 are constant parameters.
From the model presented, it can be deduced that the nonlinear process is of a multivariable nature (two inputs and two outputs with dynamic interactions between the channels). In our case a level feedback control was already implemented. Consequently the dynamic system could be approached as a single-input single-output dynamic system with the command signal of valve V 1 as the input and the pressure in tank R4.1 as the output. As can be seen from Eqs. (12) pressure is nonlinearly related to level h 1 and valve command signal u 1 which results in different dynamic behaviour depending on the operating region.
User-friendly experimentation with the process plant is enabled through interface with the Matlab/Simulink environment. This interface enables PLC access with the Matlab/Simulink using OPC protocol via TCP/IPv4 over Ethernet IEEE802.3. Control algorithms for experimentation can be prepared in Matlab code or as Simulink blocks and extended with functions/blocks, which access PLC. In our case all schemes for data acquisition were put together as Simulink blocks.
Modelling and validation
The modelling was done in two stages as described in Section 3. In the first stage eleven linear local models were identified around equilibrium points. These were levels of liquid h 1 ranging from 0.4 meter to 1.4 meter. Pseudorandom binary signal was used as the input signal for identification. The local models were of first order and obtained with ARX method.
Result of these identifications were parameters of discrete local models. These were, together with associated parameter variances, transformed to parameters of continuous first order models with step variance transformation method.
In the second stage two Gaussian process models were trained, each on a set of eleven input data for parameters
with associated variances, where a, b are state and input scalars of state-space system description, T stands for continuous system time constant and K stands for continuous system gain. Liquid level was used as a scheduling variable. It would be more complete if also input and output variables would be included in scheduling vector. However, the preliminary analysis shown in Kocijan et al. (2002) shows that liquid level is far the most dominant variable. The variables and associated variances can be easily extracted from obtained Gaussian process models. Predictions of GP models for both varying parameters with associated variances as well as with training data are depicted in Fig. 2 and Fig. 3 . It can be seen from Fig. 2 that the cumulative variance of parameter prediction is lower than the variance of training data. This is due to the property of Gaussian process model that assigns lower variance in places where there is more data and because of that prediction is more confident.
The obtained Gaussian process models which form a complete first order model with varying parameters were then used for simulation. The responses are in Fig. 4 and input and liquid level as scheduling variable are given in Fig. 5 .
The plots of varying time constant and gain obtained from Gaussian process models with associated confidence bands as well as with extra depicted variances are given in Fig. 6 and Fig. 7 .
The movement of variable confidence is shown in a phase plot in Fig. 8 in which the variance of time constant is depicted in relation to the variance of gain. It can be seen from Fig. 8 that variances are simultaneously decreasing towards low value and then again increasing as the model is approaching limits of model validity. This was the rationale for developing a parameter varying model that retains some of the advantages of Gaussian process model, but also includes some characteristics of parametric model. Fixed-structure Gaussian process (FSGP) model is the model that is suited for probabilistic description of parameters of linear parameter varying model.
It was shown in the paper that the method was successfully applied on modelling of a gas-liquid separator case study.
The resulting model may not be used only to simulate the process behaviour but also to give information about confidence in these parameters regarding the region in which the system is operating.
Local models acquisition needs to pursued with a great caution to obtain credible results that can be used for FSGP model integration. The complexity of this task increases with the order of local models. More on this topic can be found in Leith and Leithead (2003) .
The obtained FSGP model with information about confidence can be used for control design in at least two ways. The first approach is to avoid regions in which the model is uncertain and the second approach is to derive optimal controller based on information about uncertainties. More research is planned to investigate the utility of FSGP model for control design in the future.
