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RANDOM RIGHT EIGENVALUES OF GAUSSIAN
QUATERNIONIC MATRICES
FLORENT BENAYCH-GEORGES AND FRANC¸OIS CHAPON
Abstract. We consider a random matrix whose entries are indepen-
dent Gaussian variables taking values in the field of quaternions with
variance 1/n. Using logarithmic potential theory, we prove the almost
sure convergence, as the dimension n goes to infinity, of the empirical
distribution of the right eigenvalues towards some measure supported on
the unit ball of the quaternions field. Some comments on more general
Gaussian quaternionic random matrix models are also made.
Introduction
Our motivation for studying quaternionic random matrices comes from
the following facts. The projection onto the complex plane of the uniform
measure on the unit sphere S3 of R4 is the uniform measure on the unit
disk D(0, 1) of C, also called the circular law. Furthermore, the projection
onto the real axis of the uniform measure on D(0, 1) is the semi-circular law
on [−1, 1]. The last two measures play a key role in random matrix theory.
Indeed, it is well known since Wigner’s paper [12] that as the dimension
goes to infinity, the empirical distribution of the eigenvalues of a Gaussian
Hermitian random matrix converges to the semi-circular law, and it has also
been proved that the empirical distribution of the eigenvalues of a complex
Gaussian random matrix converges to the circular law (see e.g. the book of
Mehta [9] or the paper of Tao, Vu and Krishnapur [11]). Our initial idea,
due to Philippe Biane, was to find a random matrix model such that the
empirical spectral measure would converge to the uniform measure on the
unit sphere S3, and thus, in view of the previous observations, to study
quaternionic random matrices, the unit sphere of quaternions being natu-
rally identified with the unit sphere S3. The hope was then, after defining
properly the eigenvalues of quaternionic random matrices, that the empiri-
cal spectral distribution of a quaternionic Gaussian matrix will converge to
the uniform distribution on the unit sphere of quaternions. We will see that
in fact, this is not the case, and we will prove a convergence result for the
empirical spectral distribution towards some measure supported by the unit
ball of the quaternions field.
The paper is organized as follows. In Section 1, we recall some basic facts
on the quaternions field H and on matrices of quaternions. Note that due
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to the noncommutativity of H, two notions of eigenvalues cohabit, the left
and the right ones, and we will only consider here the right eigenvalues. We
will see that we can associate to a quaternionic matrix X(n) a complex ma-
trix whose dimension is doubled which enables to study the complex right
eigenvalues of X(n). In Section 2, we state the main results of this paper
about the convergence of the empirical distribution of right eigenvalues of
quaternionic Gaussian random matrices. The last sections and the appendix
are devoted to the proofs of the results and some needed computations.
Acknowledgements. Second author would like to thank Philippe Biane,
Le´onard Gallardo, Emmanuel Lesigne, Thierry Le´vy and Alain Rouault for
some useful comments.
1. Basic facts on quaternionic matrices
1.1. Quaternions. We begin with a brief recall of basic facts on quater-
nions (see [13]). Let us denote by H the noncommutative field of quater-
nions: as a real linear space, H admits a basis denoted by (1, i, j,k) and
its multiplicative structure is defined by the fact that 1 is the neutral ele-
ment, i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.
For all q = q0 + q1i + q2j + q3k ∈ H, one defines q∗ = q0 − q1i − q2j − q3k,
<(q) = q0,=(q) = q1i+q2j+q3k. Then one has qq∗ = q20+q21+q32+q23 (which
proves that any non null quaternion is invertible) and we put |q| := √qq∗.
It can be proved that for any q, q′ ∈ H, |qq′| = |q||q′|. Note that identifying
1 and i with their usual definitions, one has R ⊂ C ⊂ H (an inclusion which
is compatible with the algebraic operations).
Two quaternions x, y are said to be similar if there exists a nonzero
quaternion q such that x = qyq−1. Let S(H) denote the group of quaternions
with norm one. Note that x, y are said to be similar if and only if for a
certain u ∈ S(H), x = uyu∗. The following lemma will be important for the
study of right eigenvalues of quaternionic matrices.
Lemma 1.1 (Lemma 2.1 of [13]). If q = q0 + q1i + q2j + q3k ∈ H, then q
and <(q) + |=(q)|i are similar.
1.2. Right eigenvalues of quaternionic matrices. Let A ∈ Mn(H).
Then λ ∈ H is called a right eigenvalue of A if there exists a non zero
vector X ∈ Hn such that AX = Xλ. If λ is a right eigenvalue of A, we
can easily see that qλq−1 is still a right eigenvalue for all q ∈ H \ {0}.
So the right spectrum of A is either infinite or contained in R. Since ev-
ery quaternion is similar to an unique element of C/(z ∼ z¯), we can first
restrict our attention to complex right eigenvalues. Let A1, A2 ∈ Mn(C)
be such that A = A1 + A2j (such matrices exist and are unique because
q0 + q1i + q2j + q3i = (q0 + q1i) + (q2 + q3i)j). Then for any λ ∈ C and
X = Y + Zj, with Y,Z ∈ Cn, we have an equivalence between
(i) AX = Xλ,
(ii)
(
A1 A2
−A2 A1
)(
Y
−Z
)
= λ
(
Y
−Z
)
,
(iii)
(
A1 A2
−A2 A1
)(
Z
Y
)
= λ
(
Z
Y
)
.
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Hence, the right spectrum of A, when restricted to complex numbers, is finite
and is given by the 2n eigenvalues of the complex matrix A′ :=
(
A1 A2
−A2 A1
)
,
which appear in conjugate pairs. The whole set of right eigenvalues of A
is the union of the similitary classes of the complex right eigenvalues of A.
Note that when A = X(n) is the Gaussian quaternionic matrix introduced
below, A′ is said to be taken in the Ginibre Symplectic Ensemble.
2. Main results
2.1. Quaternionic random matrix models. LetX(n) be an n×n quater-
nionic randommatrix with independent identically distributed entries, whose
distribution is defined by the fact that X(n)1,1 = q0+ q1i+ q2j+ q3k, where
q0, q1, q2, q3 are independent Gaussian variables with mean 0 and variance
1/(4n), so that
E(X(n)i,j) = 0 and E
(|X(n)i,j |2) = 1
n
, for all i, j = 1, . . . , n.
We can associate to X(n) an 2n× 2n complex random matrix Y (n) as seen
above in Section 1.2. We will denote by (zn,i)
2n
i=1 the 2n eigenvalues of Y (n),
with the convention
zn,n+i = zn,i, for all i = 1, . . . , n,
because the eigenvalues of Y (n) appear in conjugate pairs. The right eigen-
values of X(n) are then the elements of the similarity classes of the zn,i’s, for
i = 1, . . . , n. The distribution of the eigenvalues of Y (n) has been calculated
by Ginibre [7] and admits the following density with respect to the Lebesgue
measure on Cn: for z = (z1, . . . , zn) ∈ Cn,
Pn(z) =
1
cn
exp
(
− 2n
n∑
i=1
|zi|2
) ∏
1≤i<j≤n
|zi − zj |2|zi − z¯j |2
n∏
i=1
|zi − z¯i|2,
where cn is a normalization constant.
If we write∑
1≤i 6=j≤2n
log |zi − zj | = 2
∑
1≤i 6=j≤n
log |zi − zj ||zi − z¯j |+ 2
∑
i=1,...,n
log |zi − z¯i|,
then the density Pn can be rewritten as
Pn(z) =
1
cn
exp

−1
2
(
2n
2n∑
i=1
|zi|2 +
∑
1≤i 6=j≤2n
log |zi − zj|−1 +
2n∑
i=1
log |zi − z¯i|−1
) .
We will embed our considerations in a more general setting, since the
density Pn can be generalized in the following way. Let V : C→ [0,+∞] be
a continuous non-negative function, conjugate invariant, and such that there
is a constant δ > 0 such that V (z) ≥ (δ+1) log(|z|2+1), for |z| large enough.
We suppose that the set E0 = {z ∈ C |V (z) <∞} has positive capacity, i.e.
that there exists at least one probability measure µ with compact support
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contained in E0 such that
∫∫
log |x− y|−1dµ(x)dµ(y) <∞ (this notion will
become apparent in Section 3). For z = (z1, . . . , zn) ∈ Cn, set
Kn(z) :=
∑
1≤i 6=j≤2n
k(zi, zj) with k(x, y) := log |x−y|−1+1
2
(V (x)+V (y)).
Then we have
Kn(z) =
∑
1≤i 6=j≤2n
log |zi − zj |−1 +
∑
1≤i 6=j≤2n
V (zi)
=
∑
1≤i 6=j≤2n
log |zi − zj |−1 + (2n − 1)
∑
i=1,...,2n
V (zi).
Define the probability density P Vn on C
n by,
P Vn (z) =
1
cVn
exp
(
−1
2
(
Kn(z) +
2n∑
i=1
V (zi) +
2n∑
i=1
log |zi − z¯i|−1
))
,
where cVn is the normalization constant. One recovers Pn for V (x) = |x|2.
Note also that the matrices having the structure
(
A1 A2
−A2 A1
)
are non nor-
mal, so when V (z) is not of the form V (z) = a1z
2+a2z¯
2+a3zz¯, the density
P Vn is not the density of the complex eigenvalues of a quaternionic random
matrix with distribution ∝ exp(Trace(b1A2 + b2A∗2 + b3AA∗))dA.
2.2. Convergence of the empirical measure associated to a P Vn -
distributed sample. The following theorem is proved for any potential
V as above.
Theorem 2.1. Let z(n) = (zn,1, . . . , zn,n) ∈ Cn be distributed according to
P Vn . Then, the empirical distribution
1
2n
∑
i=1
δzn,i
converges almost surely, as n goes to infinity, towards a compactly supported
probability measure µV , which is the unique minimum, on the set of prob-
ability measures on C, of the weighted logarithmic energy, defined by the
formula
I(µ) :=
∫ ∫
log |x− y|−1dµ(x)dµ(y) +
∫
V (z)dµ(z),
for µ a probability measure on C.
Taking V (z) = |z|2 in the last theorem and identifying µV , we get the
following corollary about the convergence of the empirical distribution of
the complex right eigenvalues of the Gaussian random quaternionic matrix
X(n) introduced in Section 2.1.
Corollary 2.2. Let zn,1, . . . , zn,2n be the complex right eigenvalues of X(n).
As n tends to infinity, the probability measure
1
2n
2n∑
i=1
δzn,i
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tends almost surely to the uniform law µ on the unit disk of the complex
plane.
2.3. Limits of uniformly chosen right eigenvalues of quaternionic
random matrices.
Theorem 2.3. Let X(n) be as defined in Section 2.1. Let Cn,1, . . . , Cn,n
be the similarity classes of its right spectrum, and cn,1, . . . , cn,n be elements
taken independently at random, uniformly in respectively Cn,1, . . . , Cn,n. Then
as n→∞, the empirical probability measure
1
n
n∑
i=1
δcn,i
tends almost surely to the law on H with density with respect to the Lebesgue
measure
(1) ρ(q) =
1
2pi2|=q|21|q|≤1.
Remark 2.4 (Alternative formulations of Theorem 2.3). By Lemma 1.1,
we have Cn,i = {q ∈ H, <(q) = <(cn,i), |=(q)| = |=(cn,i)|}, hence Cn,i is a
sphere of an affine three-dimensional subspace, with radius rn,i := |=(cn,i)|.
Let us denote by S Cn,i the uniform measure on Cn,i, with a normalization
inherited from the euclidian structure of H, i.e. with total mass 4pir2n,i and
set Vn :=
∑n
i=1 4pir
2
n,i to be the total mass of the right spectrum of X(n).
It can easily be deduced from the proof of Theorem 2.3 that this theorem
is equivalent to its following alternative version: as n goes to infinity, both
random probability measures
(2)
1
Vn
n∑
i=1
4pir2n,iδcn,i and
1
Vn
n∑
i=1
S Cn,i
converge weakly to the uniform probability measure on the unit ball of H.
Note that both probability measures of (2) correspond to the picking of ran-
dom right eigenvalues of X(n) at random, with probabilities proportional to
the masses of their similarity classes. The second probability measure of (2)
is, in a certain sense, the exact empirical distribution of the right eigenval-
ues of X(n). As a consequence, an alternative formulation of Theorem 2.3
is the following one: the empirical distribution on the right spectrum
of X(n) converges to the uniform probability measure on the unit
euclidian ball of H.
We see from Theorem 2.3 that the empirical spectral distribution of X(n)
does not tend to the uniform measure on the unit sphere S(H) of H. One
can ask if it is possible to find a quaternionic random matrix model for
which the empirical distribution of right eigenvalues would converge to the
uniform measure on S(H). We next show that it is not possible if one
restricts to quadratic potentials, i.e. potentials of the form V (z) = a1z
2 +
a2z¯
2+a3zz¯ corresponding to a more general Gaussian quaternionic random
matrix model.
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Theorem 2.5. There is no quadratic potential V such that for a P Vn -
distributed random vector (zn,1, . . . , zn,2n) and some independent ui’s uni-
formly distributed on S(H), the random measure 12n
∑2n
i=1 δuizn,iu∗i converges
to the uniform measure of S(H).
Note that it remains open whether there are some more general quater-
nionic random matrix models whose spectral empirical distribution con-
verges towards the uniform distribution.
3. Proof of Theorem 2.1
The proof is quite classical. The arguments are close to the ones of
[2, 3, 6, 8, 1] and use logarithmic potential theory.
Firstly, the fact that the functional I admits a minimum achieved at a
unique probability measure µV , which is compactly supported, is the state-
ment of Theorem 1.3 p. 27 of [10]. This measure is called the equilibrium
measure of V . Let us denote by EV the minimum of I, i.e. EV = I(µV ).
For x ∈ C, let H(x) = V (x) − log(|x|2 + 1). We remark that k(x, x′) ≥
H(x)+H(x′)
2 , for all x, x
′ ∈ C, since |x − x′|2 ≤ (|x|2 + 1)(|x′|2 + 1). So, k is
bounded from below. Let l ≥ 0. For µ a probability measure on C, let us
define
kl = k ∧ l, I l(µ) =
∫
kl(x, y)dµ(x)dµ(y) and K ln(z) =
∑
1≤i 6=j≤2n
kl(zi, zj).
Since kl is continuous almost everywhere, by monotone convergence, I l con-
verges to I as l goes to infinity.
Notation. For z = (z1, . . . , zn) ∈ Cn, we will denote by µz the empirical dis-
tribution of z1, . . . , z2n (with our convention that zn+i = z¯i, for i = 1, . . . , n),
i.e.
µz :=
1
2n
2n∑
i=1
δzi =
1
2n
n∑
i=1
(δzi + δz¯i).
An immediate calculation gives
(3) I l(µz) =
1
4n2
K ln(z) +
l
2n
.
The following two facts will be useful for the proof of the convergence of the
empirical distribution.
Lemma 3.1. (i) For all n, consider z(n) ∈ Cn such that the sequence
1
4n2Kn(z
(n)) is bounded. Then the sequence µz(n) is tight.
(ii) Let µn be a tight sequence of probability measures on C such that for
all l,
lim sup
n
I l(µn) ≤ EV .
Then µn converge weakly to µ
V .
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Proof. (i) follows from the facts that H(x) →∞ as |x| → ∞ and k(x, y) ≥
H(x)+H(y)
2 .
(ii) Let σ be an accumulation point of µn. The functional I
l is continuous
for the weak convergence because kl is bounded and continuous a.e., so
I l(σ) ≤ EV by hypothesis. Letting l → ∞, we get I(σ) ≤ EV . By unicity
of the equilibrium measure, the result follows. 
From this lemma and Equation (3), we deduce the following proposition.
Proposition 3.2. Let, for all n, x(n) ∈ Cn such that
lim sup
n
1
4n2
Kn(x
(n)) ≤ EV .
Then µx(n) converges weakly to µ
V as n goes to infinity.
We shall now prove a concentration result of 1
4n2
Kn(z), under the dis-
tribution P Vn , which is the analogue of the same result in the Hermitian
case. Firstly, the following lemma gives some estimate on the normalization
constant cVn . The proof follows exactly the lines of the analogue result for
the Hermitian case, so we refer to [6] or [8] for the details.
Lemma 3.3. As n goes to infinity, lim sup 1
2n2
log 1
cVn
≤ EV .
The concentration of 14n2Kn(z
(n)) around EV is the content of the next
proposition.
Proposition 3.4. Let z(n) be a random vector of Cn having density P Vn .
Then, for all 0 < ε < η, for n large enough,
P
(
1
4n2
Kn(z
(n)) > EV + η
)
≤ e−2εn2 .
Proof. Set An := {x ∈ Cn
∣∣ 1
4n2
Kn(x) > E
V + η}. We have,
P
(
z(n) ∈ An
)
≤ 1
cVn
e−2n
2(EV +η)
∫
e−
1
2
(∑2n
i=1 V (zi)+
∑2n
i=1 log |zi−z¯i|
−1
)
dz1 · · · dzn
=
1
cVn
e−2n
2(EV +η)
(∫
e−V (x)−log |x−x¯|
−1
dx
)n
Now, taking the logarithm of the above inequality, we obtain
1
2n2
log P
(
z(n) ∈ An
)
≤ 1
2n2
log
1
cVn
− EV − η + 1
2n
log(a),
where a =
∫
C
e−V (x)|x− x¯|dx is a finite constant by the hypothesis V (x) ≥
(1 + δ) log(|x|2 + 1) for |x| large enough. Now, taking the lim sup and using
the estimate of cVn given by Lemma 3.3, we obtain
lim sup
n
1
2n2
log P
(
z(n) ∈ An
)
≤ EV − EV − η < −ε,
so the result follows. 
Proof of Theorem 2.1. By Proposition 3.4 and Borel-Cantelli Lemma, we
have that almost surely, for all η > 0, and n large enough, 1
4n2
Kn(z
(n)) ≤
EV + η. Hence, almost surely lim supn
1
4n2
Kn(z
(n)) ≤ EV . By Proposition
3.2, the almost surely convergence of µz(n) follows. 
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4. Proof of Corollary 2.2: identification of µV for V (z) = |z|2
For σ a probability measure on C and x ∈ C, let
Uσ(x) :=
∫
log |x− y|−1dσ(y),
be the logarithmic potential of some measure σ ∈ M(C). The equilibrium
measure µV can be characterized by the following theorem, see Remark 1.5
p. 28 and Theorem 3.3 p. 44 of [10].
Theorem 4.1. Let σ ∈ M(C), be a compactly supported probability measure
on C such that I(σ) <∞. Then we have σ = µV if and only if there exists
a constant l such that
(1) 2Uσ(x) + V (x) = l, µV -a.e. on the support of σ
(2) 2Uσ(x) + V (x) ≥ l, µV -a.e.
Let us now apply this theorem to find out the equilibrium measure of the
quadratic potential V (z) = |z|2 is the uniform measure µ on D(0, 1). We
have to calculate the logarithmic potential of µ.
Firstly, the mean-value property of harmonic functions implies the follow-
ing useful classical lemma.
Lemma 4.2. For all x ∈ C,∫ pi
−pi
log |x− reiθ|dθ =
{
2pi log r, if |x| ≤ r,
2pi log |x|, if |x| > r.
A straightforward computation using the above lemma allows one to com-
pute the logarithmic potential of µ given in the next proposition.
Proposition 4.3. Let µ be the uniform measure on the unit disk D(0, 1).
Let Uµ be the logarithmic potential of µ, i.e. Uµ(x) =
∫
log |x − y|−1µ(dy)
for x ∈ C. Then,
Uµ(x) =
{
1
2(1− |x|2), for |x| ≤ 1,
− log |x|, for |x| > 1.
Now, as a direct consequence of Theorem 4.1, the equilibrium measure of
the weighted logarithmic energy I with potential V (z) = |z|2 is given by the
uniform measure µ on the unit disk of C.
5. Proof of Theorem 2.3
Before providing a formal proof of Theorem 2.3, let us outline this proof.
We will at first consider the random probability measure
(4)
1
n
n∑
i=1
δ(zn,i,ui),
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where the zn,i’s are the complex right eigenvalues of X(n) with positive
imaginary part and the ui’s are i.i.d. variables, independent of the zn,i’s,
and whose distribution U S(H) is the uniform law on the sphere S(H). We
know, by Corollary 2.2, that 1
n
∑n
i=1 δzn,i converges towards U D+
C
(0,1), the
uniform distribution on the intersection of the unit circle with the upper
half-plane. We also know, by the Law of Large Numbers, that 1
n
∑n
i=1 δui
converges towards U S(H). Hence by independence and exchangeability of the
samples (zn,1, . . . , zn,n) and (u1, . . . , un), the measure of (4) will converge to
U D+
C
(0,1)⊗U S(H) (this is the content of Lemma 5.1 below, whose statement
seems quite intuitive and well-known, but for which we did not find any
reference, hence provide a proof). To conclude the proof, we next have to
prove that the push-forward of U D+
C
(0,1)⊗U S(H) by the map (z, u) 7→ uzu∗
is the measure of (1). This last step relies on the identification of the orbits
of the action of S(H) by conjugation on H, which is due to Brenner in [5]. A
kind of probabilistic version of Brenner’s result is given in Proposition 5.2
below.
So first, we state the preliminary results that we need, the first of which
is a kind of multidimensional and almost sure reformulation of [4, Th. 1.8,
Part 1].
Lemma 5.1. Let p, q be two positive integers and µ, ν be two probability
measures on respectively Rp,Rq. Let, for each n,
xn,1, . . . , xn,n, yn,1, . . . , yn,n
be random variables, the xn,i’s taking values in R
p and the yn,j’s taking
values in Rq such that
(i) for each n, {xn,1, . . . , xn,n} and {yn,1, . . . , yn,n} are independent sets
of random variables,
(ii) for each n, the laws of the random vectors (xn,1, . . . , xn,n) and (yn,1, . . . , yn,n)
are invariant under the actions of the symetric group Sn,
(iii) the random probability measures
µn :=
1
n
n∑
i=1
δxn,i , νn :=
1
n
n∑
i=1
δyn,i
converge almost surely respectively to µ, ν as n tends to infinity.
Then the random probability measure
ρn :=
1
n
n∑
i=1
δ(xn,i,yn,i)
converges almost surely to µ⊗ ν as n tends to infinity.
Proof. It suffices to prove that for any compactly supported real valued
continuous function f defined on Rp+q,
∫
f(t)dρn(t) tends almost surely to∫
f(t)dµ ⊗ ν(t) as n tends to infinity. By Stone-Weierstrass theorem, it
suffices to prove it when f = g ⊗ h, with g, h compactly supported real
valued continuous functions defined respectively on Rp,Rq. Moreover, since
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by (iii), it is obvious when g or h is a constant function, one can suppose
that ∫
g(t)dµ(t) =
∫
h(t)dν(t) = 0.
Thus we have to prove that 1
n
∑n
i=1 g(xn,i)h(yn,i) tends almost surely to 0.
Let us define, for all n, for all i = 1, . . . , n,
an,i = g(xn,i)− 1
n
n∑
j=1
g(xn,j), bn,i = h(yn,i)− 1
n
n∑
j=1
h(yn,j).
Since 1
n
∑n
j=1 g(xn,j) and
1
n
∑n
j=1 h(yn,j) converge almost surely to zero and
the functions g, h are bounded, it suffices to prove that 1
n
∑n
i=1 an,ibn,i con-
verges almost surely to zero. Note that the advantage of working with the
an,i’s and the bn,i’s instead of working with the g(xn,i)’s and the h(yn,i)’s is
that for all n, one has almost surely
(5)
n∑
i=1
an,i =
n∑
i=1
bn,i = 0.
We claim that the fourth moment of
∑n
i=1 an,ibn,i is O(n
2). Let us prove
it. We have
(6) E

( n∑
i=1
an,ibn,i
)4 = ∑
1≤i,j,k,l≤n
E(an,ian,jan,kan,l)E(bn,ibn,jbn,kbn,l).
Note that by the hypothesis (ii), each term in the sum of the right hand side
of (6) only depends on the partition of {1, 2, 3, 4} defined by (i, j, k, l): let
us define
αn,1,1,1,1 = E(an,ian,jan,kan,l) for i, j, k, l pairwise distinct,
αn,2,1,1 = E(a
2
n,ian,kan,l) for i, k, l pairwise distinct,
αn,2,2 = E(a
2
n,ia
2
n,k) for i 6= k,
αn,3,1 = E(a
3
n,ian,l) for i 6= l,
αn,4 = E(a
4
n,i) for i ∈ {1, . . . , n}
and let us define the βn,·’s in the same way with the bn,i’s instead of the an,i’s.
Then by the hypothesis (ii), with the notation Akn = n(n− 1) · · · (n− k+1)
for all k,
E

( n∑
i=1
an,ibn,i
)4 = A4nαn,1,1,1,1βn,1,1,1,1 + 6A3nαn,2,1,1βn,2,1,1
+ 4A2n(αn,2,2βn,2,2 + αn,3,1βn,3,1) + nαn,4βn,4.
Note that since g and h are bounded, the αn,·’s and the βn,·’s are all
O(1). Thus to prove the claim, it suffices to prove that αn,1,1,1,1 = O(n
−1),
αn,2,1,1 = O(n
−1) and that the same holds for the β’s. We shall only treat
the case of the α’s. Passing (5) to the fourth power and taking the expec-
tation, we get
A4nαn,1,1,1,1 + 6A
3
nαn,2,1,1 + 4A
2
n(αn,2,2 + αn,3,1) + nαn,4 = 0,
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from which it follows that αn,1,1,1,1 = O(n
−1). In the same way, it follows
from (5) that ∑
i,j,k
pairwise distinct
a2n,ian,jan,k =
∑
i 6=j
a2n,ian,j(−an,i − an,j),
which gets, by integration, A3nαn,2,1,1 = −A2n(αn,3,1+αn,2,2). Hence αn,2,1,1 =
O(n−1).
Thus we have proved that the fourth moment of
∑n
i=1 an,ibn,i is O(n
2).
By Markov’s inequality and Borel-Cantelli’s lemma, 1
n
∑n
i=1 an,ibn,i tends
almost surely to zero. 
Proposition 5.2. Fix z0 ∈ H and let u be a Haar distributed random ele-
ment of S(H). Then uz0u
∗ has the law of <(z0) + |=(z0)|S, for S uniformly
distributed on the unit sphere of H0 := {q ∈ H ; <(q) = 0}.
To prove the proposition, we shall use the following lemma.
Lemma 5.3. Let E be a metric space, µ a probability measure on E, and
G a compact group such that G acts transitively on E and preserves µ.
Let x ∈ E. Then the push-forward of the Haar measure on G by the map
g 7→ g · x coincides with µ.
Proof. Let f be a bounded measurable function on E and let µG denote the
Haar measure on G. For all y ∈ E there exists gy ∈ G such that x = gy ·y. As
a consequence, by right-invariance of µG,
∫
G
f(g · y)dµG(g) does not depend
on y. So ∫
G
f(g · x)dµG(g) =
∫
E
∫
G
f(g · y)dµG(g)dµ(y)
=
∫
G
∫
E
f(g · y)dµ(y)dµG(g)
=
∫
G
∫
E
f(y)dµ(y)dµG(g)
=
∫
E
f(y)dµ(y),
which proves that g · x is distributed according to µ. 
Proof of Proposition 5.2. Let us endow H with its canonical Euclidian struc-
ture (for which (1, i, j,k) is an orthogonal basis). Then the action of the
group of quaternions with norm one on H defined by u·z := uzu∗ is linear,
norm preserving (since the norm is multiplicative on H) stabilizes R and
thus also the orthogonal of R in H, namely the space of quaternions with
null real part. Moreover, by Brenner’s Theorem (see e.g. [13, Th. 2.2]),
the action induced on the unit sphere of this subspace is transitive, thus the
proposition follows from the previous lemma. 
Proof of Theorem 2.3. Let, for each n, zn,1, . . . , zn,2n be the complex right
eigenvalues of X(n), ordered in such a way that for all i = 1, . . . , n, zn,n+i =
zn,i and the imaginary part of zn,i is positive and that the joint law of
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(zn,1, . . . , zn,n) is invariant under the action of the symmetric group Sn.
Then the conjugation classes of its right spectrum are
Cn,1 := {uzn,1u∗ ; u ∈ H, |u| = 1}, . . . , Cn,n := {uzn,nu∗ ; u ∈ H, |u| = 1},
and cn,1, . . . , cn,n can be defined by cn,1 = u1zn,1u
∗
1, . . . , cn,n = unzn,nu
∗
n for
(ui)i≥1 a family of independent random variables with uniform distribution
on the group of the quaternions with norm one, such that {zn,1, . . . , zn,n}
and {ui ; i ≥ 1} are independent.
Note that the random probability measure 1
n
∑n
i=1 δzn,i is the push-forward
of 12n
∑2n
i=1 δzn,i by the map z ∈ C 7→ <(z) + i|=(z)|. Thus by Corollary 2.2,
it converges almost surely, as n tends to infinity, to the push-forward of the
uniform law on the unit circle of the complex plane by this map, i.e. to the
uniform law on the intersection of the unit circle with the upper half-plane,
denoted by U
D+
C
(0,1). Moreover, by the strong law of large numbers,
1
n
n∑
i=1
δui
converges almost surely, as n tends to infinity, to the uniform law on the
group of the quaternions with norm one, denoted by U S(H).
So by Lemma 5.1, as n tends to infinity, the random probability measure
1
n
n∑
i=1
δ(zn,i,ui)
converges almost surely to U
D+
C
(0,1) ⊗U S(H). Thus the random probability
measure
1
n
n∑
i=1
δcn,i
converges almost surely, as n tends to infinity, to the push-forward of the
law U D+
C
(0,1) ⊗ U S(H) by the map (z, u) 7→ uzu∗.
To prove that this law, that we shall denote by L, has a density given
by (1), it suffices to note that by Proposition 5.2, for any Borel bounded
function f on H,∫
f(t)dL(t) =
2
pi
∫ +∞
x=−∞
∫ +∞
y=0
∫
s∈S(H0)
1x2+y2≤1f(x+ ys)dsdydx,
where S(H0) denotes the unit sphere of the subspace H0 of H of quater-
nions with null real part and ds denotes the uniform probability measure
on this sphere. By spherical integration on the three-dimensional space of
quaternion with null real part, we have∫
f(t)dL(t) =
1
2pi2
∫ +∞
x=−∞
∫ +∞
y=0
∫
s∈S(H0)
1x2+y2≤1y
−2f(x+ ys)4piy2dsdydx
=
1
2pi2
∫
(x1,...,x4)∈R4
1x21+x22+x23+x24≤1(x
2
2 + x
3
3 + x
2
4)
−1
×f(x1 + x2i+ x3j+ x4k)dx1dx2dx3dx4,
which proves the theorem. 
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6. Proof of Theorem 2.5
Recall that U S(H) denotes the uniform measure on the sphere S(H). Theo-
rem 2.5 will be proved as follows. We first identify the limit measure ν of the
empirical distribution 12n
∑2n
i=1 δzn,i such that the measure
1
2n
∑2n
i=1 δuizn,iu∗i
converges to U S(H) for (ui)i≥1 a sequence of i.i.d. U S(H)-distributed ran-
dom variables independent of the zn,i’s. Using the characterization of the
equilibrium measure given by Theorem 4.1, we next show by contradiction
that there is no quadratic potential V such that ν is the equilibrium mea-
sure of V . It follows directly that there is no V such that for (zn,1, . . . , zn,n)
distributed according to P Vn ,
1
2n
∑2n
i=1 δzn,i tends to ν.
Claim: for any sequence (zn,1, . . . , zn,2n) ∈ C2n such that zn,n+i = zn,i and
which is independent of the uj’s, we have
1
2n
2n∑
i=1
δuizn,iu∗i −→n→∞ U S(H) a.s. ⇐⇒
1
2n
2n∑
i=1
δzn,i −→
n→∞
dν(z) := 2|=(z)|2dσ(z) a.s.,
where σ is the Haar probability measure on the sphere S1.
Let us prove this claim. By Lemma 5.1, it suffices to prove that if t is
a complex random variable distributed according to dν(z) = 2|=(z)|2dσ(z)
independent of a S(H)-uniformly distributed variable u, utu∗ is uniformly
distributed on S(H).
By Proposition 5.2, for such random variables t and u,
utu∗
(d)
= <(utu∗) + |=(utu∗)|S,
for S uniformly distributed on the unit sphere of H0 = {q ∈ H ; <(q) = 0}
and independent of utu∗. Thus since |utu∗| = 1, we have |=(utu∗)| =√
1−<(utu∗)2. Moreover, <(utu∗) = <(t) (by [13, Th. 2.1.6] and because
t ∈ C), so that
utu∗
(d)
= <(t) +
√
1−<(t)2S.
Of course, the same applies to u: one also has
u
(d)
= <(u) +
√
1−<(u)2S,
for S uniformly distributed on the unit sphere of H0 = {q ∈ H ; <(q) = 0}
and is independent of u.
So to prove the claim, it suffices to prove that
<(t) (d)= <(u),
which can easily be verified (the common distribution of <(t) and <(u) is
the semi-circular law on [−1, 1]). The claim is proved.
The logarithmic potential of ν is given, for x ∈ C by
Uν(x) =
∫
S1
log |x−z|−1dν(z) =
{
−14(<(x)2 −=(x)2), if |x| ≤ 1,
− 1
4|x|4
(<(x)2 −=(x)2)− log |x|, if |x| > 1.
The detailed calculation of this fact is given in the appendix.
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Let z = x+iy ∈ C. Suppose by contradiction that there exists a quadratic
potential V (z) = a1z
2+a2z¯
2+a3zz¯, such that ν is the equilibrium measure
of V . Since V must be real valued, we have a1 = a+ib = a¯2, and a3 = c ∈ R.
So V can be written V (z) = x2(a+c)+y2(−a+c)+xy(−2b+c), for z = x+iy.
By Theorem 4.1, 2Uν+V must be constant on the support of ν. So, we get,
for |z| = 1, 2Uν(z)+V (z) = (a+ c− 12)x2+(−a+ c+ 12)y2+xy(−2b+ c) =
constant. This implies that a = 12 , and c = 2b > 0. Hence,
2Uν(z) + V (z) = c|z|2 = c on |z| = 1.
But, on |z| < 1, we have 2Uν(z) +V (z) < c, which refutes the condition (ii)
of Theorem 4.1. So, we obtain a contradiction, and there does not exist a
quadratic potential V such that ν is the equilibrium measure of V . 
7. Appendix
In this appendix, we give the calculation of the logarithmic potential of
the measure dν(z) = 2|=(z)|2dσ(z) used in the proof of Theorem 2.5 (so dσ
is the Haar probability measure on the unit sphere S1). We begin with two
lemmas.
Lemma 7.1. We have, for r ≥ 0,∫ pi
−pi
log |r − eiθ| 1
pi
sin2(θ)dθ =
{
r2
4 , if r < 1,
1
4r2
+ log r, if r > 1.
Proof. Let I =
∫ pi
−pi log |r−eiθ| sin2(θ)dθ = 12
∫ pi
−pi log(r
2+1−2r cos θ) sin2(θ)dθ.
A first integration by parts gives
I = −r
2 + 1
4r
∫ pi
−pi
log(r2 + 1− 2r cos θ) cos θdθ︸ ︷︷ ︸
:=A
+
1
2
∫ pi
−pi
log(r2 + 1− 2r cos θ)dθ︸ ︷︷ ︸
:=B
−I−pi
2
.
By Lemma 4.2, we have
B = 2
∫ pi
−pi
log |r − eiθ|dθ =
{
0, if r < 1,
4pi log r, if r > 1.
Now let us calculate A. Integration by parts gives,
A = −2r
∫ pi
−pi
1
r2 + 1− 2r cos θdθ︸ ︷︷ ︸
:=A1
+2r
∫ pi
−pi
cos2 θ
r2 + 1− 2r cos θdθ︸ ︷︷ ︸
:=A2
.
Let Pa(θ) =
1−a2
a2+1−2a cos θ be the Poisson kernel, for 0 ≤ a < 1. Recall that
1
2pi
∫ pi
−pi
Pa(t− θ)einθdθ = a|n|eint, for n ∈ Z.
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Thus, we obtain
A1 =
{
2pi
1−r2
, for r < 1,
2pi
r2−1
, for r > 1,
the second case being obtained by replacing r by 1
r
. In the same way,
A2 =
{
1
1−r2pi(r
2 + 1), for r < 1,
1
r2−1
pi( 1
r2
+ 1), for r > 1,
which allows to conclude. 
To determine the logarithmic potential for points belonging to the unit
circle, we will need the following lemma, whose proof is straightforward using
change of variables and mean value property of harmonic functions.
Lemma 7.2. We have∫ pi
−pi
log |1− eiθ| 1
pi
sin2 θdθ =
1
4
.
By the two previous lemmas,
(7)
∫ pi
−pi
log |r − eiθ| 1
pi
sin2 θdθ =
{
r2
4 , if 0 ≤ r ≤ 1,
1
4r2
+ log r, if r > 1.
The logarithmic potential of the measure dν(z) = 2|=z|2dσ(z) on S1 can
now be determined.
Proposition 7.3. Let dν(z) = 2|=z|2dσ(z). The logarithmic potential of ν
is given, for x ∈ C, by
Uν(x) =
∫
S1
log |x−z|−1dν(z) =
{
−14(<(x)2 −=(x)2), if |x| ≤ 1,
− 1
4|x|4
(<(x)2 −=(x)2)− log |x|2, if |x| > 1.
Proof. Let x = reiγ ∈ C.∫
S1
log |reiγ − z|dν(z) =
∫
log |r − z| 1
pi
|=(zeiγ)|2dσ(z),
since dσ is translation-invariant. It follows that∫
S1
log |reiγ − z|dν(z) =∫ pi
−pi
log |r − eiθ| 1
pi
sin2 θdθ cos2 γ +
∫ pi
−pi
log |r − eiθ| 1
pi
cos2 θdθ sin2 γ
+
∫ pi
−pi
log |r − eiθ| 1
pi
sin θ cos θdθ2 sin γ cos γ.
The last integral is zero by parity, so the result follows by Lemma 4.2 and
the previous calculation (7). 
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