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We can have facts without thinking,  
but we cannot have thinking without facts. 
John Dewey 
 
The research presented in this doctoral dissertation aimed at 
investigating the memory representations of simple arithmetic facts and how 
these memory representations develop through childhood. This introductory 
chapter starts with a short preface about fact knowledge in general, and then 
an overview of the mental arithmetic literature on number fact knowledge is 
given. In a third part of the Introduction, we will discuss the literature on the 
development of number fact knowledge. Finally, an overview of the content 
of this thesis is given. 
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FACT KNOWLEDGE IN MEMORY 
Fact knowledge is omnipresent in our lives. For example, at this 
moment, I am in office 140.066, which is at the 4th floor of the Faculty 
building in Ghent (postal number 9000). My telephone number at work is 
09/2646409. I’m sharing this office with Ineke but today I’m sitting here 
alone because she is on holiday in Switzerland (of which the capital is Bern). 
That’s why I look forward to leave early today (in a dark grey VW with 
JQE-515 as number plate), so that I can spend time with Jelle (my husband 
since 26th May 2006) and my daughter Lena, who was born on the 17th 
August 2006. I could go on for a while, but I think my point has been made: 
we have an enormous amount of facts stored in our memory. Moreover, fact 
knowledge makes life easier. I did not have to look up my phone number and 
later on today I will be able to select my car out of the others that are parked 
in the street. The examples that I have given are all examples of ‘personal 
facts’. Other examples are all kinds of trivia that are very useful if you want 
to win a quiz (the names of the Wimbledon winners of the past 10 years or 
what the official language of Guinea-Bissau is). Other, more general fact 
knowledge (the meaning of a red light or which of the three pedals in a car is 
the brake) could even save your life…  
These facts are not ‘built-in’: in order to attain proficiency in a lot of 
cognitive skills, one has to shift from rule-based responding (in your first 
driving lesson you learn that ‘the middle pedal is the brake’) to memory-
based responding (hitting the brake without thinking). Memory-based 
responding implies that familiar problems (red traffic lights) trigger 
immediate solutions (Logan, 1988). Consequently, routine activities can be 
performed with little thought and little awareness (Logan, 1988), which is 
definitely a benefit in today’s traffic and elsewhere. 
The distinction between memory-based responding (‘fact retrieval’) 
and rule-based responding (‘algorithms’) concerns all human cognitive 
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functioning, and the importance of it is reflected in the number of theories 
that have been developed about this topic. To illustrate this, we will give a 
brief overview of some of these theories. In Logan’s instance theory of 
automaticity (Logan, 1988; Compton & Logan, 1991) algorithms and 
memory retrieval operate in parallel and selection of one of both depends on 
the outcome of a ‘race’: the faster process wins the race. The transition from 
algorithms (or procedures) to direct memory retrieval reflects a shift in the 
probability that retrieval will win the race. Each exposure to a problem adds 
a new memory trace and memory retrieval will be more likely to win the 
race when the number of traces is high. Opposed to this view, other 
approaches assume that we have limited cognitive resources and that 
automaticity is the reduction of cognitive load (Anderson, 1983; 1993). 
Anderson’s ACT-R (Adaptive Control of Thought - Rational) model 
combines the concept of resources with a memory retrieval model. In this 
model, practice has two consequences: algorithms will be replaced by direct 
retrieval, and algorithms will be performed faster as well. In this view, 
practice does not change the processes and representations (no ‘instances’ 
are added), but it improves access to or strengthens the existing 
representation. As an alternative for Logan’s instance theory, Rickard (1997; 
2004) proposed the component power laws model. Opposed to Logan’s 
assumption that a new instance is formed on every trial, a single memory 
association is formed and strengthened through practice. Rickard also 
assumes that strategy execution cannot be completed in parallel, that one 
strategy is selected, either an algorithm or direct retrieval.  
Although these models do not agree on the exact architecture of the 
processes and representations involved, they do agree that for certain skills 
there is a shift from algorithm-based responding to memory-based 
responding. One of these skills is mental arithmetic. The distinction between 
procedural arithmetic knowledge and number facts has indeed proved to be a 
valid distinction. In the next section, we will first consider the evidence for 
this distinction, and then we will focus on arithmetic fact knowledge in 
particular. 
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ARITHMETIC FACT KNOWLEDGE 
Performance patterns in brain-damaged patients can be very 
informative about the way knowledge is organized in the brain. Zamarian, 
Karner, Benke, Donnemiller and Delazer (2006) for example described a 
patient with semantic dementia who was severely impaired in non-numerical 
knowledge (e.g., she was not able to describe what an elephant looks like), 
but unimpaired in arithmetic (e.g., she could say how much 7 × 8 is) (see 
also Cappelletti, Butterworth & Kopelman, 2001). This shows that numerical 
knowledge is independent of other semantic information. Moreover, within 
arithmetic knowledge, two abilities can be distinguished: fact knowledge and 
procedural knowledge. Arithmetic fact knowledge is defined as the ability to 
retrieve directly from memory the answer to simple (single-digit) arithmetic 
problems. Procedural knowledge is defined as the ability to perform 
arithmetic procedures (e.g., carrying) correctly. A double dissociation 
between fact and procedural knowledge has been observed in brain damaged 
patients: Sokol, McCloskey, Cohen and Aliminosa (1991) and Whetstone 
(1998) described two patients with impaired fact retrieval and intact 
procedural knowledge, while McNeil and Burgess (2002) described a patient 
with intact fact knowledge but impaired use of procedures.  
The present thesis focuses exclusively on fact knowledge. This may 
seem a narrow scope but this distinct knowledge domain has a lot of 
interesting properties that made it a popular research domain. Indeed, over 
several decades dozens of researchers have investigated the representation of 
the basic number facts. Why is studying arithmetic fact knowledge that 
interesting? We see three major reasons, which we will discuss one by one. 
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EVERYONE HAS IT 
Arithmetic facts are ‘naturally-occurring’ in virtually every educated 
adult, which make them easier to study than other fact knowledge. 
Moreover, arithmetic is a domain where the benefit of having a memory 
representation of facts is quite clear. Suppose you are at the cash desk of the 
supermarket with 6 cans of coke that cost €0,80 each and you discover that 
you only have a €5 note in your pocket. You’re desperately trying to 
remember how much 6×8 is… No panic needed, you still have a way out: 
maybe you do remember that 6×6=36 and you can calculate 
36+6+6=36+12=36+10+2=48! Phew, €4,80… I have enough money on 
me… Clearly, just retrieving ‘48’ is a lot faster than performing all these 
intermediate steps and it’s probably even faster than using the calculator of 
your cell phone.  
Because of the idea that memory retrieval is ‘superior’ (in terms of 
reaction times) to back-up strategies in arithmetic, models of adult arithmetic 
performance have focused solely on memory retrieval for a long time 
(although the very first models were non-retrieval models, see further in this 
introduction). However, it has been shown that adults use procedures as well 
(LeFèvre et al., 1996) and we will have to keep this in mind when discussing 
our research. Indeed, ‘number facts’ have the interesting property that you 
always have a back-up in case you have difficulty in retrieving the answer 
from memory, as illustrated in the example above. This is not the case for 
other, general facts: if you have forgotten e.g., the name of the president of 
France, there is no way to figure out the correct answer, if you can’t retrieve, 
you can only try to get there by thinking of related facts (I know that it is a 
man, and his opponent was a woman, her name was Royal…) and hope that 
the correct name will ‘pop up’ in your head.  
The present thesis focuses on simple multiplication and division 
problems (2×2 to 9×9 and 4:2 to 81:9). Procedures are indeed sometimes 
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used to solve simple multiplication problems (LeFèvre et al., 1996), but very 
high percentages of retrieval use are robustly observed. Campbell and Xue 
(2001) for example found that their non-Asian participants reported 97% of 
retrieval use to solve simple multiplication problems, while their Asian 
participants reported 100% of retrieval use. For simple division performance, 
participants report either direct retrieval or mediated retrieval (i.e., recasting 
a division problem to the corresponding multiplication problem to find the 
solution). For division, percentages direct retrieval use differ greatly between 
studies: percentages range from 45% to 90% (LeFèvre & Morris, 1999; 
Campbell & Xue, 2001; Robinson, Arbuthnott & Gibbons, 2002; Campbell 
& Timm, 2000). For mediated retrieval, LeFèvre and Morris (1999) found 
that this strategy was used on 37% of the trials, while Robinson et al. (2002) 
report 22% of mediated retrieval. Taken together, from previous research we 
know that memory retrieval has a central role in adult multiplication and 
division performance. The present doctoral dissertation focuses on this 
retrieval process. Not everyone would agree with this view though. Baroody 
(1994) argues that a retrieval network consists of both facts and relationships 
(‘schemata’). I agree with the idea that ‘pure retrieval models’ are not 
‘complete’ in a sense (because they ignore the use of procedures) but I think 
that the schema-based view gives an incomplete picture as well. First, it is 
static, as it is silent about developmental effects on the schemata. Second, 
the basic assumption that representing (a few) rules is more economically 
efficient than representing (a lot of) facts only holds if one looks at it from 
the side of the representation. But from the viewpoint of the ‘calculator’, it is 
surely more economical to be able to retrieve solutions from memory 
without any effort. I argue that the basic assumption of the schema-based 
view is wrong and eventually, with enough practice, all facts will be 
retrieved from memory. This developmental aspect is not integrated in the 
schema-based view, but it has been shown to be true. For example, the 
transition from counting to memory retrieval has been simulated in adults 
using “alphabet arithmetic” (e.g., C + 3 = ?; Logan & Klapp, 1991). Initially, 
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participants count on from the letter to the solution (D, E, F), but after some 
training, they are able to retrieve the solution without counting. 
The data collected by Imbo and Vandierendonck (in press a) are also 
very informative in this respect. They collected strategy reports on simple 
(i.e., single-digit) multiplication and division problems in the same 
population as ours (Chapter 2 and Chapter 5). Their participants used 
retrieval in 72% of the trials for large (with a product larger than 25) 
multiplication problems (89% for small multiplication problems). The 
percentage of direct retrieval use in division was similar: 71% for large 
problems, 84% for small problems. These data indicate that the adult 
population we tested uses a substantial amount of memory retrieval to solve 
simple multiplication and simple division problems. 
Self reports of strategy use are not the only method to study retrieval 
use. Actually, a lot of evidence from different research paradigms converges 
on the idea that multiplication facts are represented in a memory network 
with interrelated nodes. The number-matching paradigm has been very 
useful in this respect. It was developed by LeFèvre, Bisanz and Mrkonjic 
(1988) and it is a frequently used paradigm to study memory processes and 
more specifically, the automatic activation of fact knowledge in memory. In 
this task, two cue numbers are presented on each trial and participants have 
to decide whether or not a target number has been presented as a cue 
number. Although mental arithmetic is completely irrelevant to perform this 
task, the arithmetic relation between the cue numbers (e.g., 3 and 7) and the 
target number (e.g., 21) influences reaction times (RTs) and error rates. 
Participants respond more slowly when the target number is the sum 
(LeFèvre et al., 1988) or the product (Thibodeau, LeFèvre & Bisanz, 1996) 
of both cue numbers. This interference effect is interpreted in terms of 
automatic spreading of activation in a memory network. Galfano, Rusconi 
and Umiltà (2003) strengthened this interpretation. They showed that not 
only multiplication facts (e.g., 3 × 7 = 21), but also the problems adjacent to 
the product of both cue numbers in the multiplication table (e.g., 4 × 7 = 28) 
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are automatically activated in the number-matching task, because the related 
product cues (in this case 28) were rejected more slowly. Moreover, 
Rusconi, Galfano, Speriani and Umiltà (2004) showed that the interference 
effect obtained in a number-matching task is not disrupted by a resource-
demanding secondary task (e.g., backward subtraction) confirming that the 
processes causing the interference effect occur automatically. But until now, 
there is no direct evidence showing that retrieval processes in division can 
occur automatically. Therefore, in Chapter 2, the number-matching task was 
used to evaluate this. 
MODELS CAN BE HIGHLY SPECIFIC 
A second and probably the most important reason why studying 
arithmetic facts is interesting: arithmetic facts are a strictly defined set of 
facts with strictly defined relations between the facts. Consequently, the 
precision with which models can be developed is higher than in other 
domains. This allows researchers to study fact knowledge in great detail: the 
retrieval characteristics in adults, the acquisition of fact knowledge in 
children, effects of practice, interoperation effects, etc. (Domahs & Delazer, 
2005). Moreover, knowledge about arithmetic facts has the potential to 
increase insight in memory representation and retrieval in general. Despite 
the advantages of studying number facts, still a lot of debate is going on 
about the exact architecture of the memory representation. A large amount of 
models have been proposed about the way number facts are organized in 
memory. A good model has to be able to explain several robust effects that 
have been described in arithmetic performance. We will first give an 
overview of the most important effects and then the most important models 
of arithmetic fact representations will be discussed.  
The problem-size effect is probably the most famous effect. It means 
that small problems (e.g., 2 × 3) are always easier (solved faster and more 
accurate) than large problems (e.g., 7 × 8; Campbell & Graham, 1985). But 
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apart from this effect, an advantage for five problems (e.g., 7 × 5) and for 
problems with two identical operands (tie problems, e.g., 7 × 7) has also 
been described (Siegler, 1988; Campbell & Graham, 1985). Moreover, errors 
in speeded performance are not random. First of all, most errors are operand-
related (Campbell & Graham, 1985). Operand-related errors are errors in 
which the incorrect answer (e.g., 3 × 7 = 28) is the correct answer for an 
operand-related problem (4 × 7). Also, an operand distance effect has been 
observed: the operand-related errors are mostly close in magnitude, distance 
1 errors are most frequent (e.g., 3 × 7 = 28 is a distance 1 error because 28 is 
the correct solution for 4 × 7 and this problem is only one step away ((3+1) × 
7) from 3 × 7; Campbell & Graham, 1985; Miller, Perlmutter & Keating, 
1984). Arithmetic models should be able to account for these effects. As this 
thesis focuses on multiplication and division performance, the discussion of 
the existing models in the literature will be somewhat restricted to models 
about multiplication and/or division performance.  
The very first paper with a genuine interest in arithmetic per se was 
the one by Groen and Parkman in 1972. They studied simple addition 
performance and tested several counting models. These models fitted the 
performance of first graders very good, but they concluded that adults’ 
performance supported a different model, a direct-access model. Groen and 
Parkman concluded that sums are stored in memory, but they did not specify 
how.  
Table search models (e.g., Ashcraft & Battaglia, 1978) were the first 
attempt to account for retrieval performance in adults. In this type of models, 
arithmetic fact retrieval involves a search through a table-like representation. 
The problem-size effect reflects the distance that must be travelled to 
retrieve the answer. However, tie and five effects cannot be explained, nor 
can these models account for error effects. Nevertheless, historically, table 
search models played an important role in the sense that they shaped later 
models. 
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The first ‘real’ network theory has been described by Ashcraft 
(Stazyk, Ashcraft & Hamann, 1982; Ashcraft, 1992; 1995). Ashcraft (1987) 
formulated the idea that number facts are not different from other facts in 
long-term memory and he introduced the mechanism of activation spreading 
in the mental arithmetic literature. An important assumption made by 
Ashcraft is that the same principles of semantic representation and 
processing that apply to network models of word knowledge also apply to 
arithmetic facts. There may seem to be a huge difference between arithmetic 
and reading, but reading is another example of a highly automated skill. 
Interestingly, when we read a word (‘word’), orthographically similar words 
(‘work’, ‘lord’) become co-activated and try to compete for word 
identification (De Moor & Verguts, 2006). So, the idea of activation 
spreading comes from the word identification literature (Collins & Loftus, 
1975; Neely, 1976, 1977) and has strongly influenced models on number 
fact representation. Ashcraft (1992) assumes that there is no fundamental 
difference between memory retrieval for addition and for multiplication. He 
proposed that multiplication and addition facts are represented in an 
interrelated network structure in which activation is spreading and ‘families 
of answers’ receive activation. His network retrieval model postulates a 
memory network with two operand input fields. Each operand node is 
connected to its answer nodes (each problem involving that operand) in the 
output field (e.g., the operand node for 6 is connected to the answer nodes 
for 6×4, 6×5, 6×6, etc.). The connections from operand to answer nodes vary 
in strength, reflecting the frequency of presentation of that problem. He 
presented evidence that the network structure is indeed “primeable”, as 
multiples of the correct answer that were presented before a problem led to 
slower RTs (Stazyk et al., 1982). The problem-size, five and tie effects are 
explained in terms of a frequency account: small, tie and five problems are 
assumed to be more frequent. Small problems have indeed been shown to be 
more frequent than large problems (e.g., Ashcraft & Christy, 1995). But the 
frequency account is less plausible for the tie and five effect. Baroody 
(1999) and Verguts and Fias (2005) illustrated that tie problems are not more 
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frequent than non-tie problems. The same holds for five problems in certain 
grades (see Verguts & Fias, 2005, pp. 3-4). Although Ashcraft’s network 
retrieval model has difficulties to account for error effects and the tie and 
five effects, it proved to be a fruitful starting point for several other models. 
The principle of activation spreading is generally accepted as a valid 
principle for fact retrieval in mental arithmetic. 
Another network theory, the network interference model, was 
developed by Campbell (Campbell & Oliphant, 1992; Campbell, 1995). He 
focuses on the importance of relatedness and interference effects and his 
model assumes that upon problem presentation, an entire set of multiples 
receives activation, the ‘candidate set’ of answers. The strength of activation 
of these answers is determined by similarity to the presented problem. 
Answer nodes mutually inhibit each other, which leads to differences in 
retrieval difficulty. The network interference model accounted for the 
problem-size effect in terms of frequency and order of acquisition, but in 
later versions of the model it was explained in terms of inhibition. Because 
large problems activate more problem nodes than small problems (due to 
activation of a magnitude code) they receive more inhibition, which leads to 
slower RTs and higher error rates. The tie and five problems are considered 
to be represented as two sub-clusters. This is a rather weak account for these 
effects as it was not motivated empirically.  
Another model worth mentioning here is Mathnet (McCloskey & 
Lindemann, 1992). It is a connectionist model with three layers. The first 
one codes for the problem operands, the output layer for the answer. The 
hidden layer initially has random connections with the input and output 
layer. Through training, the activation values become stable. The problem-
size effect is explained in terms of frequency, but the tie and five effects 
were not present in Mathnet’s performance. 
Recently, Verguts & Fias (2005) developed a connectionist model in 
which the principles of cooperation and competition lead to the problem-
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size, five and tie effects. Upon problem presentation, a diffuse activation of 
nodes arises. These nodes can cooperate (if the unit or decade node leads to 
the same response, e.g., 3 × 7 = 21 and 4 × 7 = 28 both lead to decade 2) or 
compete (if the unit or decade node leads to different responses, e.g., 3 × 7 = 
21 and 2 × 7 = 14 lead to different decades). Neighbouring problems can 
either be consistent (if cooperative) or inconsistent (if competing). Large 
problems receive less cooperation and more competition, hence the problem-
size effect arises. Tie problems have fewer neighbours and will therefore 
receive less competition. The five effect arises because the neighbours that 
are two steps away from five problems are always consistent.  
Another model that certainly deserves to be mentioned in this 
introductory chapter is Siegler’s Adaptive Strategy Choice Model (Siegler & 
Lemaire, 1997). But because this model is explicitly developmental, we will 
discuss it in the next section (‘The development of arithmetic fact 
knowledge’) of this introduction. 
THERE ARE FOUR CONCEPTUALLY LINKED OPERATIONS 
A third reason why studying arithmetic facts is interesting is the 
existence of four conceptually linked operations (addition, subtraction, 
multiplication and division). An interesting research topic is therefore how 
these conceptual links are reflected in the fact knowledge of these 
operations. The present thesis focuses on two operations, multiplication and 
division. Multiplication is generally taught by rote memorization. It is 
therefore of much interest to investigate what this means for the 
corresponding division problems. This is the central research question of the 
present dissertation: How are division facts represented in relation to the 
corresponding multiplication facts? In this section, we will discuss models 
that say something about how multiplication and division facts are 
represented and related to each other. But first, we will discuss some 
interesting findings in patients with a brain lesion.  
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Performance patterns in these patients can be very informative 
concerning the way the different operations are linked in the brain. Indeed, 
several performance patterns have been described for multiplication and 
division problems. Multiplication can be spared with division impaired 
(Cipolotti & deLacy Costello, 1995; Delazer & Benke, 1997; Dehaene & 
Cohen, 1997; Delazer, Karner, Zamarian, Donnemiller & Benke, 2006). On 
the other hand, both operations can be impaired (Delazer, Semenza & Denes, 
1994; Sandrini, Miozzo, Cotelli & Cappa, 2003; Delazer et al., 2004; etc.). 
The pattern with multiplication impaired and division spared has not been 
observed yet. Such an observation would imply that multiplication and 
division facts are represented independently of each other, at least in that 
particular patient. But from the fact that, until now, no double dissociation 
has been described, one cannot conclude that multiplication and division 
facts are represented in one memory network. On the other hand, no firm 
conclusions can be drawn from the already observed performance patterns 
either. Impaired division with intact multiplication could easily be 
interpreted in terms of access problems: multiplication and division are 
represented in one network but the access to this network is more difficult 
for division problems. Consequently, division performance will be impaired 
first. Taken together, patient studies have not resulted in conclusive evidence 
yet. 
A viable model on mental arithmetic should not only be able to 
explain the effects found in healthy adults, as described above. It should also 
be consistent with the observed patterns of impairments in brain-damaged 
patients (McCloskey, 1992). 
The triple code model (Dehaene & Cohen, 1995) can partially explain 
the occurrence of dissociations between operations. The model assumes 
three distinct formats in which numbers are represented in the brain: as 
Arabic numerals (visual Arabic code), as number words (verbal code) or as 
analogical representations of magnitude (magnitude code). The verbal code 
is the obligatory code for retrieval processes of rote learned facts, as simple 
24     CHAPTER 1 
addition and multiplication facts. Simple subtraction and division are 
assumed to be solved by means of quantity manipulation (magnitude code). 
Cohen and Dehaene (2000) postulate that there are two routes to solve 
simple arithmetic problems: a direct asemantic route (retrieval of rote verbal 
knowledge) and an indirect semantic route (quantitative processing). In their 
view, addition and multiplication rely on the direct asemantic route, while 
subtraction and division rely on the semantic route (although the way the 
operations are solved by means of one or the other route was loosened later 
on; Cohen, Dehaene, Chochon, Lehéricy and Naccache, 2000). Performance 
patterns in line with the triple code model have been described, e.g. patient 
HR (Delazer et al., 2006) showed preserved performance for addition and 
multiplication facts, though superficially, while subtraction and division was 
severely impaired. Delazer et al. (2006) concluded that depending on the 
extent of verbal training of number facts, language and skilled retrieval are 
tightly linked. On the other hand, patient FS (van Harskamp & Cipolotti, 
2001) was selectively impaired in addition, which is definitely not in line 
with Dehaene’s model. This observation is more in line with the idea of 
segregated representations for each operation. That is exactly what has been 
put forward by McCloskey (1992). According to McCloskey (1992), 
arithmetic facts are represented in an abstract way. This internal abstract 
semantic representation is modality neutral and segregated by operation.  
The idea of memory representations that are segregated by operation 
is shared by Rickard (Rickard, Healy & Bourne, 1994; Rickard & Bourne, 
1996; Rickard, 2005). He developed the Identical Elements model to account 
for the absence of cross-operation transfer of learning effects observed in 
several studies. In these studies participants are extensively trained on a 
subset of multiplication and division problems. Afterwards, they are tested 
on these and other problems to investigate to which problems learning 
transfers. The Identical Elements model is restricted to the memory 
representation of multiplication and division facts, and it is therefore of great 
relevance for this doctoral dissertation. The starting point for Rickard’s 
research was the question ‘What is the basic knowledge unit into which 
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arithmetic facts are organized?’ Several transfer of learning experiments 
later, he concluded that each unique combination of operands, answer and 
operation (the ‘identical elements’, e.g., (3, 7, ×, 21)) constitute a basic 
knowledge unit. This representation is supposed to be abstract (independent 
of modality or physical format). The model predicts that learning transfers 
only to identical problems or (for multiplication) to problems with a changed 
operand order but not to the corresponding problem of the complementary 
operation. The IE model leads one to think about each number fact as an 
isolated entity in memory. The model is silent about the associative network 
or connectionist system that underlies the fact representation, hence 
interference across problems cannot be explained. Still, the IE model has 
received a lot of support from previous studies (Rickard et al., 1994; Rickard 
& Bourne, 1996; Rickard, 2005; Campbell, Fuchs-Lacelle & Phenix, 2006).  
Nevertheless, in the literature, there is no consensus regarding the 
relation between the memory representation of multiplication and division 
facts. First, patient studies have not resulted in conclusive evidence. Second, 
some studies did find evidence for (asymmetrical) cross-operation transfer of 
learning (LeFèvre & Morris, 1999; Campbell, 1999) but these findings have 
been attributed to the mediation strategy. In our view, this explanation is not 
satisfactory: the mediation strategy should lead to symmetrical transfer 
instead of asymmetrical transfer (multiplication strengthens division by 
multiplication and division by multiplication strengthens multiplication). 
Moreover, the procedures used in previous studies stimulate either the 
memorization of the identical elements (Rickard et al., 1994; Rickard & 
Bourne, 1996) or the use of the mediation strategy (Campbell et al., 2006). 
For these reasons, the present thesis focuses on the relation between the 
memory representation of multiplication and division facts. More 
specifically, in Chapter 5 we will use an adapted transfer procedure to test a 
crucial prediction of the Identical Elements model, namely that high skill in 
one operation will not transfer to the other operation.  
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In Chapters 3 and 4, we focus on the development of the fact 
representation of multiplication and division facts. Therefore, in the next 
section we will discuss the developmental changes in arithmetic fact 
knowledge that have been described in the literature and how the existing 
models do or do not account for these observed changes. 
THE DEVELOPMENT OF ARITHMETIC FACT KNOWLEDGE 
Number facts are learned well in elementary school. A lot of time in 
2nd and 3rd grade is devoted to memorizing the multiplication and division 
tables in order to establish memory-based responding to these problems. A 
viable model on mental arithmetic should not only be able to explain the 
effects found in healthy adults and patients, but should also try to account for 
developmental changes in performance (Aschraft, 1992; McCloskey, 1992). 
I will first provide an overview of the developmental changes that have been 
described in the literature, and then I will discuss how different models do or 
do not account for these developmental changes.  
Multiplication performance has been studied extensively in children. 
First of all, it has been shown that the use of retrieval from memory as a 
strategy increases with age (Cooney, Swanson & Ladd, 1988; Imbo & 
Vandierendonck, in press b). Retrieval quickly becomes the dominant 
strategy. Fourth graders (with a mean age of 9 years) already solve most 
simple multiplication problems by means of direct retrieval from memory. 
Cooney et al. (1988) found in a simple multiplication production task (e.g., 
3×7 = ?) that fourth graders report the use of a retrieval strategy in 74 % of 
all trials. In a recent study by Imbo and Vandierendonck (in press b) in the 
same population of Flemish-speaking Belgian children as the population we 
studied in Chapters 3 and 4, fourth graders reported the use of retrieval in 
81% of all trials. Even by the end of second grade, children already reported 
using retrieval in 60% of all trials (Imbo & Vandierendonck, in press b). 
These data are in accordance with Lemaire and Siegler (1995), who found 
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that by the end of second grade over 90% of all multiplication problems 
were solved using retrieval.  
Another developmental trend concerns RT and error rates: with 
increasing age, performance in mental multiplication becomes faster and less 
error prone. Campbell and Graham (1985) reported RTs of 3830 ms, 3630 
ms, 1870 ms and 830 ms for third graders, fourth graders, fifth graders and 
adults respectively. Error rates also decreased, from 23% for third graders to 
17% for fifth graders and 8% for adults. The RTs and error rates reported by 
Koshmider and Aschraft (1991) showed the same pattern. Moreover, this 
pattern has been observed in a wide range of tasks that measured RTs in 
childhood and adolescence (e.g., Kail, 1991). 
Another developmental trend, observed by Campbell and Graham 
(1985) and Koshmider and Ashcraft (1991), is that the problem-size effect 
decreases gradually with age (although it never disappears as it is still 
robustly observed in adulthood). However, no attention has been given to the 
fact that the smaller problem-size effect for the older children could be an 
effect of RT scaling, as older children show faster RTs and this in itself may 
lead to the observed smaller effect size. It is often observed that effect size 
increases as general processing time elapses (e.g., Hale & Jansen, 1994; 
Salthouse & Hedden, 2002; Verhaeghen & Cerella, 2002); consequently, 
slower RTs implicate larger effect sizes (see Verhaeghen & Cerella, 2002). 
Furthermore, age differences in individual performance sometimes 
completely disappear when differences in speed are controlled for 
statistically (Schaie, 1989; Salthouse & Coon, 1994; Verhaeghen & Cerella, 
2002). Because Campbell and Graham (1985) and Koshmider and Ashcraft 
(1991) did not correct for between-group differences in general processing 
speed, their reported conclusions could be an artifact of these differences. In 
Chapter 3, this issue will be addressed. 
A last observation in children’s simple multiplication performance is 
that the proportion of operand-related errors (e.g., 7 × 3 = 28) increases with 
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age and that, within these operand-related errors, the proportion of close 
(distance 1) errors increases (Butterworth, Marchesini & Girelli, 2003). 
As opposed to their multiplication performance, division performance 
has not been studied frequently in children. Robinson et al. (2006) used 
verbal reports to study the development of strategy use in simple division 
from 4th grade on. They observed that the mediation strategy (i.e., recasting a 
division problem to the corresponding multiplication problem to find the 
correct solution) is a frequent strategy in children, while direct retrieval is 
not. Moreover, direct retrieval did not increase with age, as opposed to the 
findings in multiplication performance. This finding is rather unexpected and 
could be due to the fact that children may have difficulties in distinguishing 
between direct and mediated retrieval. Further research will be needed to 
clarify this issue. Robinson et al. (2006) observed that with age division 
performance got faster and more accurate. They observed a problem-size 
effect from 4th grade on and found it to decrease with increasing age. But in 
their analyses, differences in mean RT were not controlled for. Further 
research is needed to investigate whether a genuine developmental decrease 
in problem-size effect is observed in division. Moreover, the five and tie 
effects have not yet been investigated in children’s division performance. In 
Chapter 4, the development of both multiplication and division performance 
is investigated in order to get a picture of these effects and their 
development. Also, studying the development of both operations could be 
important to evaluate arithmetic models. Now we will discuss some models 
that can account for (some of) these developmental changes. 
The Adaptive Strategy Choice Model (ASCM) of Siegler (Siegler & 
Lemaire, 1997) is the only model that can account for the increasing use of 
retrieval through development. Actually, it is the only explicitly 
developmental model, in the sense that it really models how children learn 
arithmetic problems. It models the shift from procedures to direct memory 
retrieval in arithmetic. Problems are represented in an associative network in 
which each problem is linked to both correct and incorrect answers with 
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certain strength. Only one strategy can be active at a given moment in time. 
A strategy will be chosen in proportion of its strength. Initially, 
multiplication problems are solved by means of non-retrieval procedures. 
Each time an answer is found, the problem is associated more strongly with 
the answer. Through learning, direct retrieval will be used more frequently. 
The problem-size effect arises because large problems are more difficult to 
solve by means of back-up procedures. Hence, large problems will have 
more associations with incorrect solutions compared to small problems and it 
will take longer to retrieve the solution of large problems. Siegler (1988) 
accounts for the five effect by assuming that fewer incorrect associations are 
formed for five problems because the back-up strategy of repeated addition 
is easier for five problems than for non-five problems. The ASCM does have 
difficulties in explaining the tie effect, as it is explained in terms of higher 
frequencies for tie problems in textbooks, but this assumption has been 
shown to be wrong (see Baroody, 1999; Verguts & Fias, 2005). Siegler 
(1988) reported that in the development of multiplication skills, strong links 
are established between multiplication and division, but these links have not 
been specified. As opposed to the ASCM, other models stay more superficial 
about developmental changes in arithmetic fact knowledge. 
Ashcraft’s network retrieval model (1992) assumes that learning 
strengthens the operand-answer associations for that problem. This leads to a 
stronger activation upon presentation of that problem. The network retrieval 
model also assumes that retrieval and non-retrieval strategies are triggered in 
parallel: the faster process wins the ‘race’. In children, retrieval is slow and 
will be overruled by non-retrieval strategies. But in adults, retrieval is fast 
and it wins the race.  
The learning assumptions of the Network Interference Model 
(Campbell, 1995) are underspecified and limited to the acquisition of 
operand-answer and problems-correct answer associations. Frequently 
practiced problems will have stronger associations to the correct answer.  
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Rickard’s IE-r model (Rickard, 2005) is explicitly designed to account 
for an asymptotic organization of arithmetic fact knowledge, in experts. 
Until now, the model is not explicit about the acquisition of this knowledge, 
except for the ‘mediation-via-multiplication’ strategy, that can be used at 
intermediate skill levels to solve simple division problems. This mediation 
strategy is accounted for by assuming bidirectional links between 
(multiplication) operands and their product. This bidirectional representation 
underlies both multiplication performance and the mediation strategy.  
Verguts and Fias (2005) did implement developmental changes in 
their Interacting Neighbours model by assuming lower frequencies for all 
problems. These lower frequencies lead to broad activation distributions, 
consequently, when a problem is presented, a lot of answers receive 
activation next to the correct one. With increasing experience, these 
distributions become more and more peaked, the problem-size effect 
becomes smaller and errors are more and more of the close operand-related 
type. This model can account for the above-mentioned developmental 
changes in multiplication performance.  
RESEARCH GOALS AND OVERVIEW OF THE PRESENT THESIS 
The main research question of this thesis is whether simple 
multiplication and division facts are represented independently or not. The 
null hypothesis that we put forward is the following: multiplication and 
division facts are represented in one and the same memory network. 
Different paradigms were used in order to try to reject the null hypothesis. 
Besides this Introduction (Chapter 1) and the General Discussion (Chapter 
6), there are four empirical chapters in this thesis. Each chapter was written 
as an individual paper. We will now give a short overview of the chapters. 
In Chapter 2, we investigated whether evidence for automatic 
activation of division facts could be found by making use of the number-
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matching paradigm. Previous studies showed that multiplication facts are 
activated automatically, while this evidence was lacking for division facts. If 
division facts are represented independently, then a division interference 
effect should be found in a number-matching task. Moreover, division 
problems should lead to more interference than inverse division problems. 
Chapter 3 contains a study in which we investigated whether the 
problem-size, five and tie effects in multiplication indeed decrease with age, 
if general differences in mean reaction time are taken into account. This 
study served as a baseline for the next chapter, in which division was 
included as well. An addendum to Chapter 3 contains new analyses to 
control for the reaction time scaling problem.  
Chapter 4 contains a longitudinal study in which the developmental 
pathways of both multiplication and division performance were studied in 
order to get a picture of the problem-size, five and tie effects in division 
performance, their development and the parallels and differences between 
multiplication and division. If multiplication and division facts are 
represented independently, we expect to find large differences in the 
developmental pathways of both operations. 
In the last empirical chapter (Chapter 5) cross-operation transfer 
between multiplication and division was investigated in highly skilled adults 
in order to test a prediction of the Identical Elements (Rickard, 2005) model. 
If multiplication and division facts are indeed represented independently, we 
expect no cross-operation transfer of learning. 
In the General Discussion (Chapter 6) the presented findings are 
integrated and theoretical and educational implications are discussed.  
 

 CHAPTER 2 
DO DIVISION PROBLEMS LEAD TO AUTOMATIC 
ACTIVATION IN A NUMBER-MATCHING TASK? 1 
 
It is widely accepted that adults solve simple multiplication problems 
by retrieving the solution from a highly structured associative memory 
system. Moreover, it has been demonstrated that this memory system can be 
activated automatically (Thibodeau, LeFèvre & Bisanz, 1996). There is also 
some evidence for the role of memory in the solution of simple division 
problems but it is not clear whether or not division problems are activated 
automatically. In the present study, two experiments are presented in which 
this issue is addressed. In these experiments, the number-matching paradigm 
(LeFèvre, Bisanz & Mrkonjic, 1988) was used. When participants were 
confronted with division problems as cues, an interference effect was found 
and the strength of the effect varied with the strength of the association 
between the cue and the target. Because this pattern of results could also be 
explained in terms of multiplicative relationships activated by the dividend, 
a control experiment was set up. In Experiment 2, division and inverse 
division problems were shown as cues. Both cue types showed an 
interference effect. The lack of an asymmetry between division and inverse 
division problems shows that both cue types trigger memory representations, 
but from these data we cannot distinguish whether a multiplication or 
division representation caused the effect. 
                                                     
1 This paper was co-authored by Wim Fias. 
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INTRODUCTION 
In the research domain on mental arithmetic it is widely accepted that 
adults possess a memory representation that is used to retrieve the solution 
of simple arithmetic facts. Results from different research paradigms 
converge on this issue (see e.g., Ashcraft, 1992, 1995). First of all, 
neuropsychological evidence points to the dissociation of fact knowledge 
and procedural knowledge. Warrington (1982) reported a patient with a 
selective loss of fact knowledge and preserved procedural knowledge; 
whereas Girelli and Delazer (1996) described a patient with the reverse 
pattern. Their patient was unable to perform the borrowing operation in 
multi-digit subtraction, although his performance on simple addition and 
subtraction facts was unimpaired.  
Another line of evidence in favour of memory retrieval in simple 
arithmetic comes from studies using self-reports. In those studies, 
participants are asked to report the strategy they used (retrieval, repeated 
addition, …) after each problem they solved (e.g., LeFèvre et al., 1996; 
Hecht, 1999; Campbell & Xue, 2001). For example, participants in 
Campbell and Xue’s (2001) cross-cultural study reported to have used 
retrieval in the majority of all trials on the four basic arithmetic operations 
(multiplication, addition, subtraction and division). The retrieval rate was the 
highest for multiplication (97% of all trials for non-Asian participants; 100 
% for Asian participants). 
In the domain of multiplication, more detailed investigations have 
revealed that the memory representations from which answers are retrieved 
are highly structured. This is evident from the relatively frequent occurrence 
of table- and operand-related errors. In a (speeded) multiplication production 
task, table-related errors like 7 × 4 = 21 will be much more frequent than 
table-unrelated errors like 7 × 4 = 22, as 22 is not part of the set of possible 
multiplication answers. Responding 21 to 7 × 4 is a special case of a table-
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related error, as 21 is the correct answer of an operand-related problem, 
namely 7 × 3. Operand-related errors are most frequent (see e.g., Campbell, 
1994, 1997). Moreover, these operand-related errors show a distance effect, 
meaning that responses will more likely be the answer for problems nearby 
in the multiplication tables than for problems far away. The same regularities 
are observed in verification tasks (e.g., 7 × 4 = 28, correct/false?), in the 
sense that close operand-related errors (e.g., 7 × 4 = 21) will be rejected with 
a lower accuracy as well as with slower reaction times compared to far 
operand-related errors (e.g., 7 × 4 = 49) (Niedeggen & Rösler, 1999).  
Apart from being highly structured, there is also evidence that this 
memory network can be activated automatically. LeFèvre, Bisanz and 
Mrkonjic (1988) developed the number-matching paradigm, which is a 
frequently used paradigm to study memory processes and more specifically, 
the automatic activation of fact knowledge in memory. In this task, two cue 
numbers are presented on each trial and participants have to decide whether 
or not a target number has been presented as a cue number. Although mental 
arithmetic is completely irrelevant to perform this task, the arithmetic 
relation between the cue numbers (e.g., 3 and 7) and the target number (e.g., 
21) influences reaction times and error rates. Participants respond more 
slowly when the target number is the sum (LeFèvre et al., 1988) or the 
product (Thibodeau, LeFèvre & Bisanz, 1996) of both cue numbers. This 
interference effect is interpreted in terms of automatic spreading of 
activation in a memory network. Galfano, Rusconi and Umiltà (2003) 
strengthened this interpretation. They showed that not only multiplication 
facts (e.g., 3 × 7 = 21), but also the problems adjacent to the product of both 
cue numbers in the multiplication table (e.g., 4 × 7 = 28) are automatically 
activated in the number-matching task, because the related product cues (in 
this case 28) were rejected more slowly. Moreover, Rusconi, Galfano, 
Speriani and Umiltà (2004) showed that the interference effect obtained in a 
number-matching task is not disrupted by a resource-demanding secondary 
task (e.g., backward subtraction) confirming that the processes causing the 
interference effect occur automatically. A last line of evidence comes from a 
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study of Pesta, Sanders and Murphy (2001). They used the Deese-Roediger-
McDermott-paradigm (DRM-paradigm) (Deese, 1959; Roediger & 
McDermott, 1995) to show that numeric stimuli can also produce false 
memory. False memory is the phenomenon that people falsely remember a 
lure word, like ‘sleep’ after having studied a list of associated words (like 
‘snore, bed, dream, nap, …’). Pesta et al. (2001) showed that lists of 
multiplication problems in which the study problems are all strongly related 
to a single non-presented multiplication answer (more specifically, all the 
adjacent problems of the lure problem) also produce false memory for the 
multiplication answer lure.  
In sum, memory retrieval has been investigated most frequently in 
multiplication. The bulk of the evidence points to the fact that multiplication 
facts are represented in a structured associative network in which activation 
automatically spreads from the product node to adjacent nodes. 
Compared to the case of multiplication, there is less unanimity in the 
literature concerning how division problems are solved and represented. 
Before turning to the present study, we will consider previous studies about 
this issue. Self-reports in division have been reported by Campbell and Xue 
(2001) and Robinson, Arbuthnott and Gibbons (2002). Their results confirm 
that retrieval from memory is a relatively frequent strategy to solve simple 
division problems, as people reported this strategy respectively in 69% and 
74% of all trials, although non-Asian participants only showed 57% of 
retrieval use in Campbell and Xue’s (2001) study. Campbell and Timm 
(2000) found an even higher retrieval rate for division; 90% of all trials were 
solved by means of retrieval from memory. On the other hand, LeFèvre and 
Morris (1999) found that only in 45% of all trials the participants used direct 
retrieval, while they reported to recast the division problem as a 
multiplication problem on 37% of the trials. This finding is in line with the 
results of Mauro, LeFèvre and Morris (2003) who found that division 
problems are solved faster when they are presented in a multiplication-based 
format (e.g., 8 × ? = 72) compared to a division format (e.g., 72 : 8 = ?).  
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Campbell (1997) was the first author who directly compared the 
performance on simple multiplication and division problems using a 
production task. Interestingly, he found that division errors (e.g., 56 : 7 = 9) 
were constrained by the distance between the dividend (56) and the product 
implied by the error (63), rather than by the distance from the correct 
quotient (8). This suggests that division memory is organized in terms of 
multiplicative relationships. Later, Campbell (1999) showed that the solution 
of a division problem benefited from the retrieval of the corresponding 
multiplication fact, which indicates the existence of a mediation strategy 
(i.e., recasting a division problem as the corresponding multiplication 
problem).  
The results of both Rickard (2005) and Rusconi, Galfano, Rebonato 
and Umiltà (2006) showed that there exist bidirectional links in the 
multiplication network, which may be used to solve division problems. 
Rickard (2005) demonstrated that adults can factor (e.g., respond ‘3 and 9’ 
when presented with 27) efficiently, indicating that reverse associations from 
the products to the multiplication operands exist prior to an experiment. He 
also showed that these associations can be strengthened during factoring 
practice. Rusconi et al. (2006) used a parity-matching task (e.g., judge 
whether 3 and 8 have the same parity or not) and found that prior 
presentation of the product (24) interfered with the parity task in the sense 
that parity judgments were slowed down by the presentation of a product 
prime. This experiment demonstrates that there exist bidirectional links in 
the network of multiplication facts, which could constitute the basis of the 
mediation strategy for simple division. 
From the previous studies we can infer that, next to mediation, direct 
memory retrieval is a relatively frequent strategy to solve simple division 
problems. The most elaborated and most influential theory concerning the 
memory representation of division facts is the revised Identical Elements 
(IE) model proposed by Rickard (2005). This model assumes that, at high 
levels of skill, division problems are represented independently of the 
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corresponding multiplication facts. More specifically, it posits that for each 
division problem there is a unique representation for each unique 
combination of operation, operands and answer (e.g., 28 : 4 Æ 7 and 28 : 7 
Æ 4). These unique representations are independent of each other and of the 
representations of multiplication problems (e.g., 4, 7, × Æ Å 28). The model 
can account for the mediation strategy because it assumes bidirectional links 
(from operands to products and vice versa) for each multiplication triplet. 
However, these links only exist at intermediate skill levels. At high skill, the 
mediation strategy is no longer used and solutions to division problems are 
retrieved from the division fact representations. The IE model has been 
confirmed in several studies in which no cross-operation transfer of learning 
was found (Rickard et al., 1994; Rickard & Bourne, 1996; Campbell et al., 
2006). But until now, there is no direct evidence showing that retrieval 
processes in division can occur automatically. Therefore, in the present 
study, the number-matching task was used to evaluate this. In the first 
experiment, we presented division problems (without a division sign) as cues 
(e.g., 14 and 2; target 7) and manipulated the strength of the arithmetical 
association between the numbers in the cue and the target number. Three 
types of targets were used, the targets could be (a) the quotient of both cue 
numbers (e.g., 14 and 2 as cue numbers, 7 as target number); (b) a number 
that is strongly related to both cue numbers (with a distance of 1 or 2 in the 
corresponding multiplication table; e.g., 14 and 2 as cue numbers and 21 as 
target number because 21 = (2 + 1) × 7); or (c) a number that is only weakly 
related to both cue numbers (with a distance of 3 or 4 in the corresponding 
multiplication table; e.g., 14 and 2 as cue numbers and 35 as target number 
because 35 = (2 + 3) × 7).  
Possible effects of the manipulation in Experiment 1 could also be 
explained in terms of multiplication activation, as previous research suggests 
the existence of bidirectional links from operands to products and vice versa 
(Rickard, 2005; Rusconi et al., 2006). On the basis of the results of Rusconi 
et al. (2006) we would expect that the dividend (e.g., 14) would trigger the 
activation of both the divisor (e.g., 2) and the quotient (e.g., 7), within the 
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multiplication network. Hence, we need to show that it is really the division 
problem that triggers automatic activation in a division network. Therefore, 
Experiment 2 was performed, in which two cue types were used: division 
problems and inverse division problems. We hypothesized an asymmetry 
between both cue types: if it is the division problem that triggers memory 
activation in a division network, then an asymmetry between both cue types 
is predicted: Division problems would lead to stronger interference effects 
than inverse division problems. 
If (a) the results in Experiment 1 reflect the manipulation of the 
distance between the nodes in the memory network and (b) an asymmetry is 
found between division cues and inverse division cues in Experiment 2, this 
would suggest that the presentation of numbers in a division format leads to 
activation spreading in a memory network of division facts. As mental 
arithmetic is totally irrelevant to perform this task correctly, the use of 
conscious calculation strategies (e.g., division by mediation) will not be used 
in this task and an asymmetry between division and inverse division cues 
would indicate that the division memory network is activated automatically.  
EXPERIMENT 1 
METHOD 
Participants. Thirty-two first year psychology students (7 men and 25 
women) of Ghent University participated in this experiment for course 
credit. One participant was excluded because he made more than 35% errors 
on the critical trials. The mean age of the 31 remaining participants was 18 
years and 6 months. The age ranged from 17 to 23 years. All participants 
were naïve about the purpose of the experiment. 
Stimuli. In the matching task participants have to decide whether or 
not the target number (e.g., 7) was present in the cue numbers (e.g., 14 2). 
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The cue numbers are presented for a short duration before the target number 
is presented. Half of the stimuli in this task are non-matching stimuli (which 
require a “no” response), the other half are matching stimuli, which require a 
“yes” response. Other kinds of arithmetical relations between the cue 
numbers and the target (e.g., addition) were not allowed. We avoided tie 
problems (e.g., 6 × 6), as well as zero and one problems because tie 
problems are assumed to have an easier access to the memory network 
(Graham & Campbell, 1992) and zero and one problems are assumed to be 
solved by means of rules (Baroody, 1983). The non-matching stimuli (see 
Appendix A for a list of the stimuli) consisted of 24 critical cue-target 
combinations and 24 fillers. For the critical stimuli, there were three types of 
cue-target relations, each type consisted of 8 stimuli. For the division type, 
the target was equal to the quotient of both numbers in the cue (e.g., 14 and 
2 as cue numbers and 7 as target number). The near neighbour type (distance 
1 or 2) had the same cue numbers as the division type, but different target 
numbers. The target was a closely related (in the associative network) 
number, e.g., 14 and 2 as cue numbers and 21 as target number (3 × 7 is the 
node above 2 × 7 in the multiplication network, hence ‘distance 1’). The far 
neighbour type (distance 3 or 4) also had the same cue numbers as the 
division and near neighbour type, but for this type of critical stimuli, the 
target number was a weakly related number, e.g., 14 and 2 as cue numbers 
and 35 as target number (5 × 7 is three nodes away from 2 × 7, hence 
‘distance 3’).  
The interference effect will be estimated by comparing RTs and 
accuracy between division targets, near neighbour and far neighbour targets. 
It is therefore of crucial importance to ensure that the hypothesized effects 
cannot be due to confounds. Therefore we imposed a number of controls to 
the stimuli. First of all, the average distance between the target number and 
each number in the cue was controlled. LeFèvre et al. (1988) reported slower 
RTs when the target was relatively close to the digits in the cue than when 
the target was relatively far from the cue digits. The mean values of distance 
did not differ significantly between the three types of critical stimuli (10.19, 
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13.19 and 15.81 for division, near neighbour and far neighbour targets; t(14) 
= -1.06, p = .31; t(14) = -1.77, p = .10 and t(14) = -0.76, p = .46 for division 
versus near, division versus far and near versus far neighbour targets 
respectively). Second, the size of the target number could influence RTs in 
the sense that responses to larger numbers could be slower than responses to 
smaller numbers (Brysbaert, 1995). Number size could not be equated 
between conditions. However, if mean target size (5.13, 22.75 and 22.13 for 
division, near neighbour and far neighbour targets respectively) would 
influence RTs, it would do so in the opposite direction than what is expected 
on the basis of the arithmetical relationship. Third, partial matches (one digit 
of the cue number is part of the target number) between the cue numbers and 
the target number (e.g., 14 and 2 in the cue and 21 in the target) were 
avoided as much as possible, as they could result in confusion and thus in 
slower RTs and higher error rates. However, as we wanted to use the same 
cues in the three types of critical stimuli, it turned out to be impossible to 
totally avoid partial matches. Therefore we decided to equate the number of 
partial matches between the types of critical stimuli. Consequently, as we 
used the same cues, the division stimuli did not have any partial matches. 
This will not influence the interpretation of the data, as it works against the 
expected distance effects (based on earlier experiments with the matching 
paradigm which found slower RTs for arithmetically related cues and 
targets, we expect slow RTs for division targets). Finally, for each cue pair, 
the three corresponding target numbers had the same parity status, except for 
one stimulus out of eight. 
Non-matching filler stimuli with a single digit as left cue number were 
also included. In that way, participants did not only see cues of the type 
‘double digit number and single digit number’, but also cues of the type 
‘single digit number and double digit number’. By means of these filler 
stimuli, the type of targets (double or single digit numbers) could also be 
balanced across all non-matching (critical and filler) stimuli. The filler 
stimuli were not included in the analyses. 
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Two types of matching trials were included in the experiment. Eight 
matching stimuli had the same cue numbers as the critical non-matching 
stimuli, 16 had the same target number as the critical stimuli. The other 24 
matching stimuli were fillers to balance the number of double and single 
digit target numbers and the number of ‘single digit number - double digit 
number’ and ‘double digit number – single digit number’ cues. The 
matching stimuli were not included in the analyses. 
In total, we had a list of 96 stimuli (24 non-matching critical cue-
target combinations, 24 non-matching fillers, 24 matching fillers and 24 
matching cue-target combinations with the same cue or target as the critical 
stimuli). Each stimulus was presented two times in each SOA. There were 3 
SOAs (120, 270 and 400 ms), resulting in 576 trials per participant. These 
SOA levels were included to investigate the time course of the interference 
effect and have also been used by Galfano et al. (2003). 
Apparatus. The experiment was conducted in groups of 4 participants. 
Each participant was seated in front of a 60 Hz 17” CRT screen. The 
software was developed with E-Prime V1.1 (Psychology Software Tools, 
2002) and ran on Pentium 4 pc’s with Windows XP as operating system. 
Reaction times were measured by means of response boxes that were 
connected to the parallel port of each pc.  
Procedure. Participants received written instructions, encouraging 
them to respond both fast and accurately. The experiment consisted of 576 
trials, divided in 5 blocks of 100 trials each and a last block of 76 trials. 
Before the experimental trials began, the participants performed 24 practice 
trials. A single trial consisted of a fixation point (hash mark) that was 
presented for 400 ms. Stimulus presentation was synchronized with the 
refresh rate of the screen (16.7 ms at 60 Hz). After the fixation point, the cue 
numbers appeared simultaneously on screen for 67 ms and were masked 
immediately by seven hash marks for 33 ms. A variable interstimulus 
interval (ISI) followed (17, 167 or 300 ms), resulting in the three SOAs of 
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117, 267 and 400 ms (hereafter referred to as SOAs 120, 270 and 400). 
Finally, the target number appeared on screen for 2500 ms or until a 
response was given. Participants had to decide whether or not the target 
number was present in the cue by choosing between one of two response 
buttons on the response box. After a response had been registered or after the 
response deadline (2500 ms) had passed, a feedback screen appeared for 
1000 ms, indicating whether their response was correct (the word ‘correct’ 
appeared in green), incorrect (the word ‘incorrect’ was shown in red) or too 
late (‘respond faster’ was shown in black).  
Response mapping was counterbalanced between participants, so that 
half of them responded left to matching trials and right to non-matching 
trials and the other half did the reverse. 
RESULTS 
Analyses on RTs. 89 % of all critical trials (144 per participant) were 
solved correctly. All analyses reported below were performed on median 
RTs of these correctly solved trials. 
We only report the analyses on non-matching trials as these trials 
concern our hypotheses. We performed a multivariate repeated measures 
ANOVA with target type (division, near neighbour or far neighbour target) 
and SOA (120, 270 or 400 ms) as within-subjects factors.  
The main effect of target type was significant, F(2, 29) = 3.36; p<.05. 
Mean median RTs on division, near neighbour and far neighbour targets 
were 622 ms, 607 ms and 604 ms. The main effect of SOA was also 
significant, F(2, 29) = 63.95; p<.01. Participants responded more quickly as 
SOA increased (M = 673 ms, 593 ms and 568 ms for SOA 120 ms, 270 ms 
and 400 ms respectively). 
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The interaction between target type and SOA also reached 
significance, F(4, 27) = 3.73; p<.05 (see Figure 1). Planned comparisons 
revealed a different pattern for each SOA level. At the shortest SOA (120 
ms), division targets were rejected more slowly than far neighbour targets, 
t(30) = 2.69; SE = 13.85; p<.01 (one-tailed). The other planned comparisons 
did not reach significance, t(30) = 1.30 and 1.34 for division versus near and 
near versus far targets respectively. On the intermediate SOA (270 ms), 
division targets were rejected more slowly than near and far targets, t(30) = 
2.08; SE = 12.75; p<.025 (one-tailed) and t(30) = 1.76; SE = 10.13; p<.05 
(one tailed). The other planned comparison (near versus far targets) did not 
reach significance, t<1. On the long SOA (400 ms), none of the planned 






















































































































































































Figure 1  
Experiment 1: Interaction target type by SOA. For each SOA level, the mean median RT (black 
dots) and the mean error rate (grey bars) of each target type is presented. Error bars denote 
standard errors of the mean. 
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Analyses on error rates. In 11 % of all critical and neutral trials (144 
per participant) an incorrect response was given. We performed a 
multivariate repeated measures ANOVA on the error proportions on the 
critical cue-target combinations with target type (division, near neighbour 
and far neighbour target) and SOA (120, 270 and 400 ms) as within-subjects 
factors. The main effect of target type did not reach significance, F < 1. The 
main effect of SOA was significant, F(2, 29) = 15.52; p<.01. Mean error 
rates were 16%, 8% and 8% for SOAs 120 ms, 270 ms and 400 ms 
respectively. The interaction between target type and SOA was not 
significant, F(4, 27) = 2.09; p=.11. Mean error rates are presented in Figure 
1. 
DISCUSSION 
The reaction time pattern on the target numbers followed the 
manipulation of network distance: RTs were slowest to division targets and 
fastest to weakly related (far neighbour) targets. However, it is possible that 
the left cue number (the dividend) instead of the division problem in the cue 
causes the spreading of activation in the multiplication network. A second 
possibility is that the familiarity with the combination of cue numbers and 
target number (e.g., 14 2 and 7) triggers network activation in the 
multiplication or division network. This activation will be strongest in the 
case of division targets (high familiarity) and weakest in the case of far 
neighbour targets (low familiarity). To investigate these possible 
interpretations, we performed Experiment 2, in which two cue types were 
compared: division cues and inverse division cues. If the results of 
Experiment 1 were due to memory activation of a division network (either 
triggered by the dividend or by the compound stimulus), we expect 
asymmetrical results for both cue types: If the division problems activate 
their solutions in the division network, then we should observe a stronger 
distance effect for the division cue type. We also expect RTs to be slower for 
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Participants. Twenty-nine first-year psychology students (9 men and 
20 women) participated for course credit. None of them had participated in 
Experiment 1. Three participants (3 women) were removed from the 
analyses because they responded incorrectly in more than 35% of the critical 
trials. Consequently, the data of 26 participants were analysed. Their mean 
age was 19 yrs 11 months (range 18 – 39 yrs). All participants were naïve 
about the purpose of the experiment. 
Stimuli. The same critical stimuli as in Experiment 1 were used for 
the division cue type. For the inverse division cue type, the position of the 
two cue numbers was reversed (e.g., 2 14 instead of 14 2), the target 
numbers remained the same. For the division cue type, the non-matching 
filler stimuli and the matching stimuli were the same as in Experiment 1. For 
the inverse division cue type, the non-matching filler stimuli and matching 
stimuli were adapted. Non-matching filler stimuli with a single digit as right 
cue number were included. In that way, participants did not only see cues of 
the type ‘single digit number and double digit number’, but also cues of the 
type ‘double digit number and single digit number’. By means of these filler 
stimuli, the type of targets (double or single digit numbers) was balanced 
across all non-matching (critical and filler) inverse division stimuli. The 
filler stimuli were not included in the analyses. 
Two types of matching trials were included in the experiment. Eight 
matching stimuli had the same cue numbers as the critical non-matching 
stimuli, 16 had the same target number as the critical stimuli. The other 24 
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matching stimuli were fillers to balance the number of double and single 
digit target numbers and the number of ‘single digit number - double digit 
number’ and ‘double digit number – single digit number’ cues. The 
matching stimuli were not included in the analyses. In total, we had two lists 
of 96 stimuli (for each cue type: 24 non-matching critical cue-target 
combinations, 24 non-matching fillers, 24 matching fillers and 24 matching 
cue-target combinations with the same cue or target as the critical stimuli). 
Each stimulus was presented three times. We only included one SOA (120 
ms), resulting in 576 trials per participant. 
Apparatus and Procedure. Apparatus and procedure were identical to 
Experiment 1, except that only 1 SOA was included. 
RESULTS 
Analyses on RTs. 85% of all critical trials (144 per participant) were 
solved correctly. All analyses reported below were performed on median 
RTs of these correctly solved trials. 
We only report the analyses on non-matching trials as these trials 
concern our hypotheses. We performed a multivariate repeated measures 
ANOVA with cue type (division and inverse division) and target type 
(division, near neighbour or far neighbour target) as within-subjects factors. 
The main effect of cue type was not significant, F(1, 25) = 2.25; p=.15. On 
average, division cues were answered after 613 ms, inverse division cues 
after 621 ms. The main effect of target was not significant either, F(2, 24) = 
2.25; p=.13. Division targets were answered after 625 ms, near neighbour 
targets after 620 ms and far neighbour targets after 607 ms. A planned 
comparison revealed that RTs to division targets were significantly slower 
than RTs to far neighbour targets, t(25) = 2.13; SE = 16.54; p<.025 (one-
tailed). The other comparisons did not reach significance. The observation 
that division targets are responded to slower than far neighbour targets (at 
SOA 120 ms) is a replication of the results of Experiment 1. Most 
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importantly, the interaction between cue type and target type was not 
significant, F(2, 24) = 1.17; p=.33, indicating that the significant difference 










































































































































Experiment 2: Interaction target type by SOA. For each cue type, the mean median RT (black 
dots) and the mean error rate (grey bars) of each target type is presented. Error bars denote 
standard errors of the mean. 
 
Analyses on error rates. 15% of all critical trials were solved 
incorrectly. We performed a multivariate repeated measures ANOVA on the 
error proportions on the critical cue-target combinations with cue type 
(division and inverse division) and target type (division, near neighbour and 
far neighbour target) as within-subjects factors. The main effect of cue type 
was not significant, F<1. The main effect of target type was, F(2, 24) = 6.41; 
p<.01. The mean error rates were 14%, 18% and 15% for division targets, 
near neighbour and far neighbour targets respectively. Planned comparisons 
revealed that significantly more errors were made on near neighbour targets 
compared to far neighbour targets (t(25) = 2.40; SE = .023; p<.025; one-
tailed), but also compared to division targets, t(25) = 3.61; SE = .02; p<.01 
(one-tailed). The interaction between cue and target type also reached 
significance, F(2, 24) = 5.93; p<.01, see Figure 2. As is evident from this 
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figure, the higher error rate for near neighbour targets only holds for the 
division cue type. 
DISCUSSION 
The expected asymmetry between division and inverse division cue 
types was not at all present in the data. RTs did not differ between the two 
cue types, even when the target was the solution of the division, RTs did not 
differ between division problems and inverse division problems. We did 
observe slower RTs to division targets compared to far neighbour, i.e. 
weakly related targets, but there was no interaction at all with cue type. 
Hence, division and inverse division cues lead to the same interference 
effect. In the error rates, an unexpected pattern was found: most errors were 
made on near neighbour targets but only when the cue was a division 
problem. We do not see a plausible explanation for this observation. 
GENERAL DISCUSSION 
In Experiment 1, an interference effect in a number-matching task 
with division problems as cues was found. RTs depended on the strength of 
the arithmetical relation between cue and target. An interference effect was 
present as participants were slowest to reject division targets and fastest to 
reject far neighbour and thus weakly related targets. RTs to near neighbour 
targets were in-between. The results of Experiment 1 demonstrate that 
division problems lead to automatic activation spreading in a network of 
memorised facts. One could argue that the participants could see through the 
experimental procedure and strategically made use of the associations 
between the presented numbers to give faster “no” responses. However, 
because the distance effects are strongest on the shortest SOA and absent on 
the longest SOA, it is unlikely that strategic and intentional mechanisms are 
responsible for the observed effects. Instead, the observation that the 
distance effects disappear over time is readily explained by decay of 
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activation in an associative network. This observation confirms that the 
mechanism of activation spreading is at work when participants perform a 
number-matching task with division problems as cue numbers. Experiment 2 
was set up to investigate whether the results of Experiment 1 were caused by 
memory activation of a division network or a multiplication network. To that 
aim, both division cues and inverse division cues were presented. If the 
source of the activation is a division network, division problems will trigger 
stronger activation than inverse division problems and an asymmetry 
between both cue types is expected. The distance effect was confirmed, but 
it turned out significant for both cue types. From these data we can conclude 
that memory activation was triggered by both cue types, but we cannot be 
conclusive regarding the source of this activation: it can be a division 
network but it can also be the multiplication network. What we do know 
from these data is that the memory network that was activated (either 
multiplication or division) can be accessed flexibly, but it is perfectly 
plausible that both cue types activated the multiplication network and that 
the present results do no tell us anything about the representation of division 
facts. 
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Appendix A: Stimulus set used in Experiment 1 
Non-  Division  Cue 14 2 18 3 8 4 15 5 42 6 21 7 32 8 27 3 
matching  Probe 7 6 2 3 7 3 4 9 
stimuli Near Cue 14 2 18 3 8 4 15 5 42 6 21 7 32 8 27 3 
 neighbour  Probe 21 30 6 18 35 35 16 21 
 Far  Cue 14 2 18 3 8 4 15 5 42 6 21 7 32 8 27 3 
 neighbour  Probe 35 36 14 27 21 9 20 15 
 Fillers Cue 2 19 3 16 4 7 5 37 6 45 7 51 8 67 9 73 
  Probe 27 25 9 24 32 23 14 28 
  Cue 2 34 3 26 4 5 5 34 6 45 7 69 8 17 9 53 
  Probe 16 34 7 16 27 4 3 6 
  Cue 2 37 3 8 4 26 5 17 6 57 7 54 8 36 9 24 
  Probe 8 9 3 4 4 6 41 13 
Matching Same cue Cue 14 2 18 3 8 4 15 5 42 6 21 7 32 8 27 3 
stimuli numbers Probe 14 3 8 5 42 7 32 3 
 Same  Cue 3 17 36 2 7 9 4 6 4 28 16 3 30 7 5 36 
 target  Probe 3 2 7 6 4 3 30 36 
 number Cue 21 9 4 18 35 4 6 27 14 3 8 20 9 48 5 16 
  Probe 21 18 35 27 14 20 9 16 
 Fillers Cue 2 7 3 5 4 9 5 24 6 15 7 36 8 35 9 41 
  Probe 2 5 4 24 6 36 8 41 
  Cue 2 17 3 42 4 31 2 11 4 23 5 34 6 43 3 52 
  Probe 2 42 4 11 4 34 6 52 
  Cue 64 7 72 8 81 5 13 9 27 4 32 5 48 3 54 6 
  Probe 64 8 81 9 27 5 48 54 
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THE REPRESENTATION OF MULTIPLICATION FACTS: 
DEVELOPMENTAL CHANGES IN THE PROBLEM-SIZE, 
FIVE AND TIE EFFECTS 
Journal of Experimental Child Psychology (2006) 1,2 
 
In this study we investigated the development of basic effects that have 
been found in single-digit multiplication arithmetic: the problem-size, five 
and tie effects. Participants (9-, 10- and 11-year-old children and adults) 
performed a production task on simple multiplication. The procedure 
replicated Campbell and Graham’s (1985) study, but the results show that 
the gradual decrease of the problem-size effect ends in sixth grade. We 
report analyses on raw latencies and state trace analyses, which take into 
account reaction time scaling as a function of age (Verhaeghen & Cerella, 
2002). The results show that 11-year-old children do not differ significantly 
from adults, on any of the three effects. Before the age of 11, interesting 
developmental changes occur. 
                                                     
1 This paper was co-authored by Tom Verguts and Wim Fias. 
2 We are thankful to the teachers and pupils of the elementary school of the 
‘Scheppersinstituut’ in Wetteren (Belgium) for their participation in this study. 
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INTRODUCTION 
In the literature on simple arithmetic, there is a consensus that solving 
simple multiplication problems relies to a large extent on memory retrieval 
(e.g., Campbell & Xue, 2001; Kirk & Ashcraft, 2001; Roussel, Fayol & 
Barrouillet, 2002). However, the question about how the representation of 
multiplication facts is organized in memory is still heavily debated. One of 
the open questions is how these representations evolve with age. This article 
focuses on the evolution of three effects that are robustly found in adult 
multiplication arithmetic, namely the problem-size effect (small problems 
are easier than large problems, both in RTs and in error rates), the tie effect 
(problems with two equal operands are easier compared to the other 
problems) and the five effect (problems including the operand five are easier 
than problems without the operand five). The problem-size effect and the 
five effect have also been observed in children (Campbell & Graham, 1985; 
Koshmider & Ashcraft, 1991) and the development of the problem-size 
effect has been described (Campbell & Graham, 1985), but, to our 
knowledge, the three effects have never been studied simultaneously. 
However, understanding the developmental interdependencies is an 
important source of information to understand the nature and organization of 
the multiplication network in memory.  
GENERAL TRENDS 
In multiplication retrieval three robust effects are observed, both in 
RTs and error rates. The problem-size effect is the first: problems with small 
operands are solved faster and with fewer errors than problems with large 
operands (Stazyk, Ashcraft & Hamann, 1982). Another robust effect is the 
tie effect: problems with two equal operands (e.g., ‘6 × 6’) are solved faster 
and with fewer errors than problems with two unequal operands. In addition 
to these two effects, an interaction between problem-size and tie has been 
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reported (Campbell & Gunter, 2002), in the sense that the size effect is 
weaker for ties than for non-ties. A third and last effect that has been widely 
documented is the five effect, meaning that problems with operand 5 are 
solved faster and with fewer errors than would be predicted based on their 
size (Siegler, 1988; Lemaire & Reder, 1999; Masse & Lemaire, 2001).  
An important challenge for theories on the representation of 
multiplication facts (e.g., Campbell, 1995; Siegler, 1988; Verguts & Fias, 
2005) in memory lies in explaining these general effects. However, an 
adequate model should also be able to account for the following three 
developmental trends that have been observed for multiplication. 
DEVELOPMENTAL TRENDS 
As mentioned previously, researchers agree that memory retrieval is a 
frequently used strategy in single digit multiplication (e.g., Campbell & Xue, 
2001; Roussel et al., 2002). In fact, teaching programs are explicitly oriented 
towards establishing these long-term memory representations. However, 
there is also a consensus about the existence of multiple procedures or 
strategies (such as counting or use of rules) in addition to retrieval (e.g., 
Siegler, 1988; Campbell & Xue, 2001). Although multiple strategies have 
been observed even in adults, previous research has shown that the use of 
retrieval from memory as a strategy increases with age (Cooney, Swanson & 
Ladd, 1988; Imbo & Vandierendonck, in press b), which is the first 
developmental trend. Nevertheless, retrieval quickly becomes the dominant 
strategy. Fourth graders (with a mean age of 9 years) already solve most 
simple multiplication problems by means of direct retrieval from memory. 
Cooney et al. (1988) found in a simple multiplication production task that 
fourth graders report the use of a retrieval strategy in 74 % of all trials. In a 
recent study by Imbo and Vandierendonck (in press b), fourth graders 
reported the use of retrieval in 81% of all trials. Even by the end of second 
grade, children already reported using retrieval in 60% of all trials (Imbo & 
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Vandierendonck, in press b). These data are in accordance with Lemaire and 
Siegler (1995), who found that by the end of second grade over 90% of all 
multiplication problems were solved using retrieval. Lemaire, Barrett, Fayol 
and Abdi (1994) found clear evidence for the existence of sufficiently strong 
associations between a number pair and its sum or product to produce 
retrieval-induced interference effects in different tasks, even as early as in 
third grade. Similarly, Lemaire, Fayol and Abdi (1991) showed that, from 
fourth grade on, children exhibit an associative confusion effect. When 
verifying simple additions (e.g., 8 + 4), they reject incorrect answers more 
slowly when these answers are the correct solution for the corresponding 
multiplication problem (e.g., 32). 
Another developmental trend concerns RT and error rates: with 
increasing age, performance in mental multiplication becomes faster and less 
error prone. Campbell and Graham (1985) reported RTs of 3830 ms, 3630 
ms, 1870 ms and 830 ms for third graders, fourth graders, fifth graders and 
adults respectively. Error rates also decreased, from 23% for third graders to 
17% for fifth graders and 8% for adults. The RTs and error rates reported by 
Koshmider and Aschraft (1991) showed the same pattern. Moreover, this 
pattern has been observed in a wide range of tasks that measured RTs in 
childhood and adolescence (e.g., Kail, 1991). 
A last developmental trend, observed by Campbell and Graham 
(1985) and Koshmider and Ashcraft (1991), is that the problem-size effect 
decreases gradually with age (although it never disappears as it is still 
robustly observed in adulthood). This finding can be considered as another 
important developmental trend. However, no attention has been given to the 
fact that the smaller problem-size effect for the older children could be an 
effect of RT scaling, as older children show faster RTs and this in itself may 
lead to the observed smaller effect size. It is often observed that effect size 
increases as general processing time elapses (e.g., Hale & Jansen, 1994; 
Salthouse & Hedden, 2002; Verhaeghen & Cerella, 2002); consequently, 
slower RTs implicate larger effect sizes (see Verhaeghen & Cerella, 2002, 
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for a simple demonstration of this fact). Furthermore, age differences in 
individual performance sometimes completely disappear when differences in 
speed are controlled for statistically (Schaie, 1989; Salthouse & Coon, 1994; 
Verhaeghen & Cerella, 2002). Because Campbell and Graham (1985) and 
Koshmider and Ashcraft (1991) did not correct for between-group 
differences in general processing speed, their reported conclusions could be 
an artifact of these differences. 
THE PRESENT STUDY 
Previous developmental studies on simple multiplication arithmetic 
indicate that the problem-size effect decreases gradually with increasing age 
(Cooney et al., 1988; Koshmider & Ashcraft, 1991). But, as already 
mentioned, differences in mean RTs between the studied age groups were 
not taken into account. Moreover, no study has yet investigated the evolution 
of the five and tie effects and of the interaction between the size and tie 
effect (i.e., the weaker size effect for tie problems). Therefore, this study 
investigated the sizes of the problem-size, five and tie effects simultaneously 
while controlling for RT scaling effects. Because the focus of this article is 
on the retrieval process in simple multiplication arithmetic, we investigated 
the performance of children from fourth grade (mean age of 9 years) on, 
assuming that these children have mastered the multiplication tables and 
consequently that they have a complete representation of the multiplication 
network in memory. Moreover, fourth graders use retrieval as a strategy in 
the majority of the trials in a simple multiplication production task (Cooney 
et al., 1988; Lemaire & Siegler, 1995; Imbo & Vandierendonck, in press b).  
To accomplish these goals we measured the performance of fourth, 
fifth and sixth grade children in a simple multiplication production task and 
compared their performance with each other and with a group of adults. 
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METHOD 
PARTICIPANTS 
All children in grades 4, 5, and 6 of an elementary school participated 
in this study. Due to technical problems3, the data of only 13 out of 26 fourth 
graders were available for analysis (7 girls and 6 boys). Their mean age was 
9.43 years (SD = .33 years). The fifth and sixth grade classes consisted of 22 
(13 girls and 9 boys) and 15 (8 girls and 7 boys) children, respectively. 
Mean ages were 10.48 years (SD = .33 years) and 11.46 years (SD = .33 
years) respectively. As a reward for participation, children received some 
fruit. Parents were informed through a letter in which they were asked to 
contact us if they objected to participation of their child, but none did. Data 
of ten adults (two researchers and eight first-year psychology students) on 
the same task were also included in the analyses. 
MATERIAL 
The stimuli consisted of all simple multiplication problems from 2 × 2 
to 9 × 9. The software was developed with E-Prime V1.1 (Psychology 
Software Tools, 2002). All testing was performed on a Pentium PC 
(Windows 98) with a 17’’ screen. RTs were measured by means of a voice-
activated relay connected to the parallel port of the PC. 
                                                     
3 These 13 participants were excluded because of proven anomalies in reaction time 
registration through the game port of the computer. Therefore we used the parallel 
port for RT registration in subsequent testing, but unfortunately 13 fourth graders 
had already participated in both sessions of the experiment. 
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PROCEDURE 
All testing took place in November 2003 and December 2003 during 
school hours. All children were tested individually and participated in two 
identical sessions. Each session consisted of 72 simple multiplication 
problems. Commutative non-ties (e.g., 3 × 4 and 4 × 3) were considered as 
two different problems and were administered once in each session. Each tie 
problem was tested twice (cf. Campbell & Gunter, 2002). A trial consisted of 
a fixation point (hash mark) in the center of the screen for 1000 ms, after 
which the problem (a × b) appeared in the same position. The problem 
remained on screen until a response was given, with a maximum RT of 10 
sec. RTs were measured by means of a voice-activated relay. All incorrect 
trials and all trials that were corrupted due to failure of the voice-activated 
relay were repeated at the end of each session to decrease the amount of data 
loss.  
Stimuli appeared in a font size of 18 points. Ten practice trials4 were 
administered to make the children familiar with the procedure and the voice-
activated relay. These practice trials were the same for each participant and 
in each session. They were shown in the same order to each participant. 
Children were told to respond as quickly and accurately as possible. 
After each trial they received visual feedback. The feedback consisted of a 
white screen with a ‘correct’ or ‘wrong’ message on top and a consistent 
picture (e.g., a smiley face if the answer was correct) in the middle of the 
screen.  
                                                     
4 The practice trials consisted of the following problems: 2×3, 3×4, 4×5, 5×6, 6×7, 
7×8, 8×9, 9×3, 2×4 and 3×5. 
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RESULTS 
Error percentages were 7.50%, 3.85%, 3.22% and 5.56% for fourth-, 
fifth-, and sixth-grade children, and adults respectively. The data did not 
show any evidence of a speed-accuracy trade off, as indicated by the positive 
correlation between RTs and error rates, computed across the 64 cells of the 
design and for each grade separately, r = 0.59; 0.65; 0.69 and 0.51 for 
fourth, fifth, and sixth graders and adults respectively, n = 64, p<.01. 
Because errors were infrequent, they are not described further. 
Due to occasional failures of the voice activated relay, 10% of correct 
trials were lost (respectively 15.0%, 8.90%, 17.78% and 5.48%). These high 
percentages of voice-key failure (in the children’s data) are due to the fact 
that all testing took place at school, where there was continuous background 
noise from an adjacent classroom. For this reason, all invalid trials were 
repeated once at the end of each session. Hence, the proportion of data loss 
from the 144 experimental trials per participant was reduced to on average 
7.05%, 4.39% and 8.33% for fourth, fifth, and sixth graders, respectively. 
UNCORRECTED RTS 
All reported analyses were performed on median RTs. To evaluate the 
presence or absence of a problem-size effect, we divided the set of 
multiplication problems in a small and large set, following the criterion used 
by Campbell (1994). Small problems were defined as those with both 
operands smaller than 5, large problems as those with both operands larger 
than five. Hence five problems and problems with one operand smaller than 
5 and one larger than 5 are excluded from analysis. An ANOVA with age 
group (fourth grade, fifth grade, sixth grade, adults) as between-subjects 
factor and problem-size (small, large), and tie (tie, non-tie) as within-subject 
variables revealed a main effect of problem-size: Small problems were 
answered faster than large problems, F(1, 56) = 140.28; MSe = 167625; 
p<.01. Also, tie problems were answered faster than non-tie problems, F(1, 
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56) = 90.89; MSe = 104943; p<.01. The main effect of age group was 
significant, F(3, 56) = 7.72; MSe = 484094; p<.01. Fourth graders responded 
in 1748 ms, compared to 1539, 1266, and 1096 ms, respectively, for fifth 
graders, sixth graders and adults. Planned comparisons demonstrated that 
median RTs differed significantly between all groups, except between sixth 
graders and adults, F<1. 
Problem-size interacted significantly with age group, F(3, 56) = 2.77; 
MSe = 167625; p<.05. Planned comparisons revealed that the problem-size 
effect was significantly larger for fourth graders than adults, F(1, 56) = 7.88, 
MSe = 167625; p<.01. Also, the planned comparison between the problem-
size effect of fourth and sixth graders was marginally significant, F(1, 56) = 
3.75, MSe = 167625; p=.057, and the planned comparison between the 
problem-size effect of fourth and fifth graders showed a trend towards 
significance, F(1, 56) = 2.85, MSe = 167625; p=.097. No other planned 
comparisons between age groups reached significance for the problem-size 
effect.  
The interaction of tie and age group was not significant, F(3, 56) = 
1.56. Planned comparisons revealed that the tie effect of fourth graders was 
significantly larger than the tie effect of sixth graders, F(1, 56) = 4.13, MSe 
= 104943; p<.05. The other planned comparisons did not reach significance. 
A significant interaction between problem-size and tie status was 
observed, F(1, 56) = 93.37; MSe = 119032; p<.01: the size effect was larger 
for non-tie problems than for tie problems. The interaction between problem-
size and tie status is embedded in the significant three-way interaction 
between problem-size, tie and age group, F(3, 56) = 4.14; MSe = 119032; 
p=.01. Figure 1 illustrates that the interaction between problem-size and tie 
is larger for fourth graders than fifth graders, F(1, 56) = 9.02, MSe = 
119032; p<.01, sixth graders, F(1, 56) = 7.65, MSe = 119032; p<.01, and 
adults, F(1, 56) =8.74, MSe = 119032; p<.01, while the interaction is equally 
large for fifth graders, sixth graders and adults, Fs<1.  

















































































Figure 1  
Interaction problem-size by tie by age group on uncorrected RTs. Black lines correspond to tie 
problems, dotted lines to non-tie problems. Error bars denote within standard errors. 
 
To evaluate the five effect, tie problems were excluded from the 
subsequent analysis with age group as a between-subject variable and five 
status (five, non-five) as a within-subject variable. The main effect of five 
status reached significance, F(1, 56) = 115.48; MSe = 50039; p<.01; five 
problems were answered faster (Md = 1119 ms) than non-five problems (Md 
= 1328 ms). The interaction with age group, shown in Figure 2, was highly 
significant, F(3, 56) = 5.73; MSe = 50039; p<.01. Planned comparisons 
revealed that the five effect was larger for fourth graders than sixth graders, 
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F(1,56) = 8.08; MSe = 50038; p<.01, and adults, F(1,56) = 15.06; MSe = 
50038; p<.01. The comparison of fourth graders and fifth graders showed a 
trend towards significance, F(1,56) = 2.96; MSe = 50038; p=.09. Also, the 
five effect appeared to be larger for fifth graders compared to adults, F(1,56) 



















Figure 2  
Interaction five by age group on uncorrected RTs. Black lines correspond to five problems, 
dotted lines to non-five problems. Error bars denote within standard errors. 
 
From this pattern of results, we would conclude that fourth grade 
children indeed show evidence for a larger problem-size, five and tie effect 
compared to adults. Fifth grade children showed evidence for a larger five 
effect compared to adults. However, as we already mentioned, it is essential 
to disentangle specific age-related changes in the three effects from the 
generic change in mean reaction time. Consequently, we used state trace 
analysis to distinguish between an actual larger effect size in younger (and 
consequently slower) children and the generic effect of slower mean reaction 
times. 
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RTS CONTROLLED FOR GENERAL SPEEDING 
Whenever one studies effect sizes in groups that differ in overall 
performance, the problem of interpreting a group by condition interaction is 
encountered (Loftus, 1978). Most researchers rely on tests of interactions in 
an analysis of variance framework and interpret interactions with age group 
as age-related changes in the specific cognitive components accessed by 
their experimental manipulations. However, analysis of variance assumes 
additive effects both of age and the experimental manipulations. If general 
speeding is operating and age differences are not additive but rather 
multiplicative, the age × experimental factor interaction test will yield false 
positives. Some methods have been proposed in the literature to solve this 
problem, like transforming raw RTs into logarithms or ratios (see Salthouse 
& Hedden, 2002). However, these transformations are based on the 
assumption of multiplicative age and experimental effects, namely, that each 
group is slowed by the same relative amount for all processes (including 
input and output processes) by the experimental manipulation, and that all 
differences between groups are multiplicative and not additive. As these 
assumptions are not always satisfied (e.g., Verhaeghen & Cerella, 2002), we 
believe that transformations are not the optimal method to interpret age by 
condition interactions. Madden, Pierce and Allen (1992) proposed analyses 
of proportional slowing to control for group differences in processing speed. 
This method also assumes multiplicative effects. Consequently, we argue 
that analyses of proportional slowing/speeding are not general enough, 
because in many cases one does not know a priori whether age and 
experimental effects are multiplicatively related. One solution (proposed by 
Faust, Balota, Spieler and Ferraro, 1999) is to use standardized solution 
times. This method is potentially valid but only works when both the age and 
experimental effect are linear (i.e., additive or multiplicative). Although this 
is certainly a step in the right direction, there is an even more general 
framework that does not assume linearity of either age or experimental 
effects, which is the state trace method (Bamber, 1979; Verhaeghen & 
Cerella, 2002; Loftus, Oberg & Dillon, 2004). Our particular implementation 
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of state trace methodology also assumes linearity, but due to its graphical 
nature, deviations from linearity can be detected, as linear versus non-linear 
effects lead to clearly distinct signatures, as do additive versus multiplicative 
experimental effects. We therefore believe that the state trace method is the 
more informative one. Following Verhaeghen and Cerella (2002) and 
Verhaeghen, Steitz, Sliwinski and Cerella (2003), we constructed state traces 
for each of the three effects at test (the problem-size, five and tie effect). A 
state trace displays the performance (in mean RT) of one age group in one 
condition (e.g., small problems) as a function of the performance of the same 
age group in the other condition (e.g., large problems). Each point of the 
resulting scatter plot corresponds to the mean RT of one participant in one 
condition plotted against the mean RT of the same participant in the other 
condition. Regression analyses with performance in one condition as the 
predictor variable and performance in the other as the dependent variable are 
performed to quantitatively describe the relation between the two conditions. 
Verhaeghen and Cerella (2002) constructed a framework in which the 
configuration of these state traces is open to straightforward interpretation. 
In the case of additive effects of the experimental manipulation, the resulting 
state trace with performance on the simple task depicted on the abscissa and 
performance on the complex task on the ordinate will be a line parallel to the 
diagonal. The intercept of the state trace indicates the cost of the complex 
condition. In contrast, state traces with a slope larger than one indicate a 
multiplicative experimental effect and the inflation factor is given directly by 
the slope of the state trace.  
If RTs are only influenced by the general scaling effect of increased 
processing speed, a single line suffices to explain the relation between both 
conditions for the different age groups. If different regression lines are 
obtained, this signals a specific age-related effect in the process that is 
associated with the complexity cost, irrespective of whether the type of 
complexity is additive or multiplicative. In any case, the emergence of 
different lines rather than one line implies a true difference between the age 
groups concerning the effect at test (e.g., the problem-size effect). In 
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particular, we were able to test statistically whether a single line suffices to 
explain the data or whether different lines (one for each age group) are 
needed to describe the relationship between both conditions (e.g., small and 
large problems).  
Median RTs for each participant and for each problem type (ties and 
non-ties, small and large problems, five and non-five problems) were 
calculated on correct and unspoiled (by voice-key failure) answers. We 
performed a series of regression analyses with RTs in one (the ‘difficult’) 
condition (large problems, non-tie problems, or non-five problems) as the 
dependent variable. Predictor variables were (a) RTs in the other (the ‘easy’) 
condition (small problems, tie problems, or five problems), (b) a dummy 
variable that coded for a contrast between one age group and the other 
(older) age groups (e.g., the contrast ‘age = 3’ if the participant is in fourth 
grade and ‘age = -1’ if in fifth grade, sixth grade or in the adult group so that 
sum of contrast weights = 0 was used to compare fourth graders with the 
older age groups) and (c) a variable that is the product of the ‘easy 
condition’ variable and the corresponding contrast dummy variable. The 
resulting regression equation is shown below. 
The parameters β1 and α1 convey the main effect of condition (e.g., 
the problem-size, tie or five effect). The parameter β2 conveys the effect of 
age group on the intercept of the state trace. If this parameter differs 
significantly from zero, it points to an additive interaction effect of age with 
the size, five or tie effect. The parameter α2 conveys the effect of age group 
on the slopes of the state traces. If these parameters differ significantly from 
zero, it implicates a multiplicative interaction of age with the size, five and 
tie effect.  
Because the predictors age and ‘age × RT’ are strongly correlated, 
their contribution was not evaluated separately. Instead, we opted for a 
RTlarge / non-tie / non-five = β1 + (α1 . RTsmall / tie / five) + (β2 . age) + (α2 . age . RTsmall / tie / five) (1) 
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hierarchical approach where the restricted model with RTs in the easy 
condition as the only predictor was fitted first, followed by the full model in 
which the predictors age and age × RT were added to the regression 
equation. F-change values (full model versus a restricted model) are 
reported. 
Concerning the problem-size effect, when comparing fourth graders 
on the one hand with fifth graders, sixth graders and adults on the other 
hand, ∆F of the model with all three predictors (RTs on small problems, age 
and ‘age × RT’) included was significant, R² = .29; F(2, 56) = 4.91; p<.05. 
When comparing fifth graders on the one hand with sixth graders and adults 
on the other, ∆F for the full model also reached significance, R² = .31; F(2, 
56) = 4.5; p<.05. For the comparison of sixth graders with adults, ∆F of the 
full model was not significant, F<1. Hence, a single line fits the problem-
size effect for sixth graders and adults, but for the problem-size effect of the 
fourth graders another fit is needed, as well as for the problem-size effect of 
the fifth graders (see Figure 3). Interestingly, when comparing the problem-
size effect of fourth graders and fifth graders, ∆F of the full model reached 
significance, R² = .31; F(2, 56) = 4.27; p<.05. This indicates that two lines 
are needed to fit the problem-size effect of these age groups. 






















































0 1000 2000 3000 4000 5000



















RT large problems (4th graders) = 1052,43 + 1,47 x RT small problems
RT large problems (5th graders) = 1608,11 + 0,54 x RT small problems
RT large problems (6th graders & adults) = -14,01 + 1,93 x RT small problems
 
 
Figure 3  
State trace of the problem-size effect. The thin black line is the fit for the fourth grade children. 
The dotted line is the fit for the fifth graders. The thick black line is the fit for the 6th graders and 
the adults. The thin grey line is the fit for Y=X, the diagonal. The text labels (4, 5, 6 or A) point to 
the age group to which the corresponding observation belongs (fourth, fifth, or sixth grade or 
adult). 
 
Regarding the tie effect (Figure 4), ∆F of the full model showed a 
trend towards significance, R² = .57; F(2, 56) = 2.55; p=.09, when 
comparing fourth graders with the older age groups. When comparing the tie 
effect of the fifth graders with the tie effect of sixth graders and adults, ∆F of 
the full model did not reach significance, F(2, 56) = 1.92; p=.16. When 
comparing sixth graders with adults, ∆F of the full model did not reach 
significance, F(2, 56) = 1.48; p=.24. Consequently, a single line fits the tie 
effect for fifth graders, sixth graders and adults, although a different line is 
needed for fourth graders (see Figure 4). 
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RT non-tie problems (4th & 5th grade) = 678,78 + 0,66 x RT tie problems
RT non-tie problems (6th grade & adults) = -267,51 + 1,46 x RT tie problems
 
 
Figure 4  
State trace of the tie effect. The thin black line is the fit for the fourth graders. The dashed black 
line is the fit for the fifth graders, sixth graders and the adults. The thin grey line is the fit for 
Y=X, the diagonal. The text labels (4, 5, 6 or A) point to the age group to which the 
corresponding observation belongs (fourth, fifth, or sixth grade or adult). 
 
 
Regarding the five effect, similar results emerged from the analysis for 
all three comparisons (fourth graders versus older; fifth graders versus older 
and sixth graders versus adults). ∆F of the full model never reached 
significance, all Fs<1. Consequently, the five effect can be fitted by one 
single line for all age groups (see Figure 5). 
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RT non-five problems (all groups) = 382,51 + 0,51 x RT five problems
 
 
Figure 5  
State trace of the five effect. The dotted grey line is the fit for all age groups. The thin grey line is 
the fit for Y=X, the diagonal. The text labels (4, 5, 6 or A) point to the age group to which the 
corresponding observation belongs (fourth, fifth, or sixth grade or adult). 
 
The adult sample in the present study was relatively slow (Md = 
1095.5 ms in this study compared to 830 ms in Campbell and Graham’s 
study, 1985), but the children were relatively fast (Md = 1748 ms and 1539 
ms for fourth and fifth graders respectively; compared to 3630 ms and 1870 
ms in Campbell and Graham’s study, 1985). To investigate whether the 
relative slowness of the adult sample and the relative speed of the children 
were responsible for the lack of age-related changes5, we performed 
additional analyses using data from the 50% slowest children of each grade 
and the 50% fastest adults. The analyses yielded the same general pattern as 
those on the full sample. 
                                                     
5 We are thankful to P. Lemaire for this suggestion. 
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DISCUSSION 
This study investigated developmental change in the problem-size, 
five and tie effect from fourth grade on. Previous studies that investigated 
the evolution of the problem-size effect found that the effect size declines 
gradually with increasing age (Campbell & Graham, 1985; Koshmider & 
Ashcraft, 1991). However, these studies also reported major differences in 
mean RTs between age groups. As effect sizes scale up or down with 
increasing or decreasing RT, their conclusions can be an artifact of the 
observed differences in mean RT. Therefore, the objective of this study was 
to take into account these group differences in investigating the evolution of 
the problem-size, five and tie effect.  
As children in fourth grade already retrieve the majority of the 
solutions to simple multiplication problems from long-term memory 
(Cooney, Swanson & Ladd, 1988; Lemaire & Siegler, 1995; Imbo & 
Vandierendonck, in press b), we compared the RTs of fourth, fifth and sixth 
grade children on simple multiplication with each other and with the 
performance of adults on the same task.  
Because of huge differences in median RTs between groups, no 
conclusions can be drawn from the present analyses on uncorrected RTs. 
Therefore, we used the state trace method, first proposed by Bamber (1979) 
and applied by Verhaeghen and Cerella (2002) and Loftus, Oberg and Dillon 
(2004) to disentangle the specific age-related changes in the problem-size, 
five and tie effect from the generic change in mean RT. 
Taken together, the results of the present study indicate that the under-
lying nature of the size and tie effect is different for fourth graders compared 
to fifth graders, sixth graders and adults. Also, the size effect of fifth graders 
appeared to differ from sixth graders and adults. State trace analysis showed 
that different regression lines are needed to fit both the size and tie effect for 
fourth graders on the one hand and fifth graders, sixth graders and adults on 
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the other. Moreover, a different fit was needed for the size effect of fifth 
graders on the one hand and sixth graders and adults on the other.  
The present results indicate that the problem-size effect indeed de-
creases gradually up to fifth grade. Once in sixth grade, age-related changes 
are no longer observed. In contrast, the tie effect decreases up to fourth grade 
and does not seem to evolve further (although this decrease was only a trend 
in the data).  
The present results also indicate that the five effect is already fully 
fixed from fourth grade on, indicating that five problems are already fully 
represented at that age. An explanation for this observation can be found in 
the curriculum of Belgian elementary schools. Children start to learn the 
multiplication tables by learning problems involving 1, 2, 5, and 10. This 
implies that these numbers are the first ones integrated into the memory net-
work. The gradual decrease in effect size of the five effect should then be 
observed in younger children.  
The observation that the size, five and tie effect remains equally large 
from sixth grade on (when scaling is taken into account) clearly implies that 
from that age on, children already have developed a complete memory net-
work similar to an adult network: All effects that are observed in adults are 
present. Furthermore, all three effects remain equally large from that mo-
ment on.  
These conclusions contrast with those of both Campbell and Graham 
(1985) and Koshmider and Ashcraft (1991), who maintained that the prob-
lem-size effect declines dramatically and gradually with age. Our data in-
deed suggest that the problem-size effect decreases gradually with age but 
that from sixth grade on, nothing really changes, apart from a generic in-
crease in processing speed. However, we do not claim that this finding im-
plies that there are no changes whatsoever in general arithmetic knowledge. 
We acknowledge that fact knowledge (like the arithmetic tables) is part of a 
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richer representational structure in which both conceptual and factual knowl-
edge are integrated (Baroody, 1994). Nevertheless, the present results indi-
cate that the factual part of this richer representation is fully formed in sixth 
grade. 
The finding that sixth graders show evidence for a fully formed 
multiplication network in memory that is similar to an adult network is 
noteworthy. To find an explanation, consider the process of learning the 
multiplication tables. In the curriculum of Belgian elementary schools the 
multiplication tables are introduced in second grade; in third and fourth 
grade the tables are often repeated to ensure their integration in memory. 
Moreover, children learn the multiplication tables in a very structured way. 
Each problem is introduced explicitly and is repeated frequently during and 
after the learning process. The structured learning process may facilitate the 
formation of a memory representation in a relatively short period of time. 
Whether the same conclusion of fast network formation also holds for other 
(e.g., American) curricula remains to be tested. Such comparative studies 
would require the application of an appropriate method, like the one we 
adopted here, to correct for overall group differences. Our results indeed 
demonstrate the importance of cautiously interpreting age group by 
condition interactions in developmental research when confronted with 
between-group differences in mean RTs. We are convinced that the 
generality of the state trace method, and its combination of graphical and 
statistical procedures, is useful for developmental researchers. 
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ADDENDUM 
As mentioned in Chapter 3, it is essential to try to avoid the 
interpretation of spurious age by condition interactions. These interactions 
may arise when age groups differ in their mean reaction times. This is 
usually the case in developmental research, and it was also the case in the 
data of Chapter 3. Because the younger children were slower than the older 
children and the adults, the factor of our interest (either problem-size, five 
status or tie status) may seem to have a larger effect in the younger group as 
the higher RTs give the factor more opportunity to exert an effect (Cerella, 
1991). As the central research question of Chapter 3 concerns developmental 
decreases in effect sizes, this is a matter of major concern to us.  
As mentioned in Chapter 3, relying on tests of interactions in an 
ANOVA framework assumes that the underlying effects of age and 
manipulations are additive. This assumption can lead to spurious 
interactions: even in the case of no interaction, one will conclude that there 
is an interaction (type I error) if the underlying model is multiplicative 
instead of additive. A multiplicative model (with multiplicative effects of 
age and experimental manipulations) is equally plausible and has been 
observed empirically (Verhaeghen & Cerella, 2002), therefore this problem 
cannot be ignored. 
In Chapter 3, we made use of the state trace approach (STA) as a step 
in the right direction to deal with this problem. However, in this approach 
the data from one condition are used as a predictor variable to take into 
account overall RT. This inserts parameters without taking error into 
account. This assumption is valid when noise components are negligible (in 
the case of a meta-analysis, Loftus et al., 2004) but in other cases (including 
ours), STA has poor control over type I error. In the present study, the 
number of participants in each group was rather low and the number of 
DEVELOPMENT OF MULTIPLICATION REPRESENTATION     75 
observations for each cell in the design was limited. Hence, noise 
components are not negligible in this case. 
Therefore, in this addendum, we present new analyses that follow the 
variance comparison approach as proposed by Verguts (under revision). The 
underlying rationale is simple: in a first step, it is determined whether the 
model underlying the data is additive or multiplicative. Second, standard 
ANOVA is performed in the case of additive data, while an ANOVA on log 
transformed data is performed in the case of multiplicative data. Log 
transformations turn a multiplicative model into an additive one. The 
variance comparison (VC) approach is used as choice procedure to indicate 
whether the additive or multiplicative model is correct. Variances are 
compared across the two conditions, for each group separately. The 
difference between the two variance differences is on average zero under the 
additive model, while it is on average larger than zero under the 
multiplicative model. Two variance indexes will be reported: VC (the 
difference between the two variance differences) and normalized VC (the 
variance difference divided by the sum of the four variances, a scale 
invariant measure). Then the result of a bootstrap test is reported, if it turns 
out significant, VC differs significantly from zero and the underlying model 
is considered multiplicative. For further details, we refer to Verguts (under 
revision). 
PROBLEM-SIZE EFFECT 
In the ANOVA reported in Chapter 3, we observed a strong 
interaction of problem-size and age group. The variance comparison 
approach will now be used to investigate whether the underlying data are 
indeed additive. Results are reported in the table below, for each pair wise 
comparison of age groups separately. 
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Table 1 
Results VC approach problem-size effect. 
 
 VC VC norm p Model 
4th grade – 5th grade 275164 1.2 0.16 additive 
4th grade – 6th grade 179631 0.9 0.28 additive 
4th grade - adults 310759 2.0 0.09 additive 
5th grade – 6th grade -95533 -0.6 0.72 additive 
5th grade - adults 35595 0.3 0.40 additive 
6th grade - adults 131128 1.5 0.07 additive 
The underlying data are additive, we can interpret the analyses as 
reported in Chapter 3, there is a genuine interaction between age and 
problem size. But because of the p-values close to .05 for the comparison of 
4th graders and adults and 6th graders and adults, we also report the analyses 
on log transformed RTs for these comparisons. When comparing 4th graders 
and adults, the interaction of problem size and group showed a strong trend 
towards significance (F(1, 56) = 3.56, MSe = .006, p =.064), indicating that 
the conclusion of a larger problem-size effect for 4th graders is genuine. In 
the ANOVA on uncorrected RTs, we did not find a significant difference in 
effect size for 6th graders and adults, and this was confirmed in the analysis 
on log transformed RTs, F(1, 56) =2.45, MSe = .006, p =.12.  
To conclude, the problem-size effect is larger for 4th graders compared 
to older children and adults, but from 5th grade on, it remains equally large. 
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TIE EFFECT 
In the ANOVA reported in the paper, the interaction between tie status 
and age group was not significant, but planned comparisons showed that the 
tie effect was significantly larger in 4th grade compared to 6th grade. Results 
of the VC approach are reported below. 
 
Table 2 
Results VC approach tie effect. 
 
 VC VC 
norm 
p Model 
4th grade – 5th grade 216237 1.1 0.25 additive 
4th grade – 6th grade 260823 1.3 0.17 additive 
4th grade - adults 261151 1.7 0.15 additive 
5th grade – 6th grade 44585 0.3 0.25 additive 
5th grade - adults 44913 0.5 0.22 additive 
6th grade - adults 328 0.0 0.47 additive 
The variance comparison approach shows that the regular ANOVAs 
as reported in Chapter 3 can be interpreted confidently. The tie effect for 4th 
graders is genuinely larger than the tie effect for 6th graders. 
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FIVE EFFECT 
In the ANOVA analysis on uncorrected RTs we observed a highly 
significant interaction of five status and age group. The variance comparison 
approach will now be used to check whether the underlying data are indeed 
additive. Results are reported in the table below, for each pair wise 
comparison of age groups.  
 
Table 3 
Results VC approach five effect. 
 
 VC VC norm p Model 
4th grade – 5th grade -40642 -0.2 0.62 additive 
4th grade – 6th grade -4449 -0.0 0.51 additive 
4th grade - adults 99814 0.7 0.28 additive 
5th grade – 6th grade 36193 0.2 0.37 additive 
5th grade - adults 140456 1.4 0.00 multiplicative 
6th grade - adults 104263 1.1 0.20 additive 
Regular ANOVA analysis can be interpreted with confidence, except 
for the comparison of 5th graders and adults. Therefore, the data were log 
transformed and the ANOVA was repeated. A planned comparison showed 
that the effect size is truly larger in 5th grade than in adults, F(1, 56) = 6.02, 
MSe = .002, p <.05. 
Hence, we conclude that 4th graders show evidence for a larger five 
effect compared to older children and adults and 5th graders show evidence 
for a larger five effect than adults. 
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DISCUSSION 
When 4th graders solve simple multiplication problems, the problem-
size, five and tie effects are observed robustly, as in older children and 
adults. However, the effect size of these three effects is larger for 4th graders 
compared to older children and adults. From 5th grade onwards, the effect 
size of both the problem-size and tie effect (and their interaction) remains 
equally large, but these children do show evidence for a larger five effect 
compared to 6th graders and adults. From 6th grade onwards, no 
developmental changes are observed. 
The extra analyses presented here largely confirm the findings 
presented in Chapter 3, although some nuances have to be made. First, the 
problem-size effect has not stabilized yet in 4th grade but further develops to 
5th grade. From 5th grade onwards, and not from 6th grade onwards as 
suggested in Chapter 3, the problem-size effect is fixed. Second, and this is 
the most important difference, the five effect does evolve with age, but it is 
fixed from 6th grade onwards, and not from 4th grade onwards, as concluded 
in Chapter 3. The general conclusion though, that the memory representation 
of multiplication facts is fully formed by 6th grade, remains untouched.  
These data have taught us another important lesson: interactions in 
developmental data have to be handled with velvet gloves! We believe that 
the VC approach is a very useful tool for this purpose. 
 

 CHAPTER 4 
A FOLLOW-UP STUDY OF CHILDREN’S 
MULTIPLICATION AND DIVISION PERFORMANCE 
 
Manuscript in preparation 1,2 
 
The performance on simple multiplication and division problems of 7 
and 8 yr old children was investigated both cross-sectionally and 
longitudinally in order to get a picture of the developmental pathways of 
both operations. During two consecutive school years and twice a year, the 
children performed a multiplication and a division verification task and a 
number-matching task. All effects observed in multiplication performance (a 
problem-size, five and tie effect and a tie by size interaction) were also 
present in division performance. The developmental trajectories of these 
effects are described. Interesting developmental parallels between both 
operations were observed in the problem-size and five effect and the tie by 
size interaction. These results are in line with strongly interconnected 
memory networks for multiplication and division facts, at least in young 
children. Some differences between both operations occurred as well: the tie 
effect and the split and interference effects developed differently for 
multiplication and division. This indicates that automatic activation 
spreading from division operands to division answers and from correct to 
incorrect division answers is not at work in children of that age. 
                                                     
1 This paper was co-authored by Wim Fias. 
2 We are thankful to the teachers and pupils of the ‘Vrije Basisschool De Parel’ in 
Heusden, Belgium for their participation in this study. Thanks are also extended to 
Tom Verguts for his help in data analysis. 
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INTRODUCTION 
In the last years division performance has been studied extensively in 
adult subjects (e.g., Campbell, 1997; 1999; LeFèvre & Morris, 1999), but 
only a few studies investigated this operation in children (but see Correa, 
Nunes & Bryant, 1998; Robinson et al., 2006). The present study focuses on 
division and multiplication performance in children who recently acquired 
the multiplication and division tables. 
In this introduction, we will first discuss the adult literature on 
multiplication and division performance. Afterwards, we turn to the 
developmental literature on this topic. 
In adult performance on simple multiplication problems (2 × 2 to 9 × 
9), several robust observations have been described. First of all, researchers 
agree that retrieval from memory is the most frequently used strategy to 
solve simple multiplication problems (e.g., Campbell & Xue, 2001). Back-up 
strategies are used as well, but not often (e.g., LeFèvre et al., 1996). Second, 
it has repeatedly been shown that adult participants are slower to respond to 
multiplication problems with large operands (e.g., 7 × 8) compared to 
problems with small operands (e.g., 3 × 4). This phenomenon is known as 
the problem-size effect (e.g., Stazyk, Ashcraft & Hamann, 1982). Third, 
adult subjects are faster to respond to problems with five as an operand (e.g., 
7 × 5) compared to other problems (e.g., 7 × 6). This effect is called the five 
effect (Siegler, 1988). The fourth effect is the tie effect, reflecting the fact 
that problems with two equal operands (e.g., 7 × 7) are easier than would be 
expected on the basis of their problem-size (Campbell & Gunter, 2002; 
LeFèvre, Shanahan & DeStefano, 2004). A tie by size interaction has been 
observed as well: tie problems show a smaller problem-size effect than non-
tie problems (Campbell & Gunter, 2002). A fifth observation is the split 
effect, which is robustly observed when adult participants are verifying 
arithmetic problems (e.g., 3 × 8 = 24, true or false?). When the proposed 
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(incorrect) answer is further away from the correct answer (e.g., 3 × 8 = 46), 
participants are faster to reject it compared to when the proposed answer is 
close to the correct answer (e.g., 3 × 8 = 26) (Stazyk et al., 1982). Similarly, 
reaction times to arithmetically related incorrect answers are longer, for 
example, when the proposed answer is the correct answer for another 
problem in the same times table (e.g., 3 × 7 = 28) (Campbell, 1987a; Stazyk 
et al., 1982) or, when the proposed answer is the correct answer for another 
operation (e.g., 3 × 7 = 10; the ‘associative confusion effect’; Winkelman & 
Schmidt, 1974; Zbrodoff & Logan, 1986). Another effect that is observed in 
adults is the interference effect in a number-matching task. The number-
matching task was developed by LeFèvre, Bisanz and Mrkonjic (1988) and it 
measures automatic activation of fact knowledge. In this task a cue, 
consisting of two numbers (e.g., 3  4) is presented briefly. Then, a target 
number is presented (e.g., 12) and the participant has to decide, by pressing 
one of two response buttons, whether or not the target number was present as 
one of both cue numbers. Thibodeau, LeFèvre and Bisanz (1996) found that 
adult subjects are slower to reject target numbers that are the product of both 
cue numbers, compared to control target numbers. This finding clearly 
indicates that multiplication fact knowledge is activated automatically even 
when arithmetic is not relevant to the task.  
Based on the observations described above, there is general agreement 
that multiplication is mainly solved by retrieval from an associative memory 
network for multiplication facts (see e.g., Ashcraft, 1987; Campbell, 1995; 
Verguts & Fias, 2005). Verguts and Fias (2005) showed that the problem-
size, five and tie effects are largely a consequence of the way the memory 
network is organized.  
Considerably fewer research efforts have been devoted to the question 
how people solve division problems. Yet, a number of phenomena have been 
established. Like it is the case in multiplication, direct memory retrieval is 
the most frequently used strategy to solve simple division problems (ranging 
from 45% to 90% between studies, LeFèvre & Morris, 1999; Campbell & 
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Xue, 2001; Robinson, Arbuthnott & Gibbons, 2002; Campbell & Timm, 
2000). Another strategy, which is often referred to as the mediation strategy 
(i.e. recasting a division problems as the corresponding multiplication 
problem), is reported as well, but less frequently (ranging from 22% to 37% 
between studies, Robinson et al., 2002; LeFèvre & Morris, 1999).  
In division performance, the same effects have been described as in 
multiplication performance: a problem-size effect (Campbell, 1997), a five 
effect (Campbell, 1997) and a tie effect (Campbell & Gunter, 2002). 
Division tie problems are defined as those problems complementary to the 
multiplication tie problems (e.g., 49 : 7). A tie by size interaction has been 
observed as well (Campbell & Gunter, 2002). De Brauwer and Fias 
(unpublished data, see Chapter 2) showed that the interference effect in a 
number-matching task can also be found with division problems as cue 
numbers (e.g., 14 2), indicating that a similar mechanism of activation 
spreading is triggered by presenting division problems.  
The fact that the same effects are observed in division performance as 
in multiplication performance suggests that the organizing principles of the 
associative memory networks of division facts are largely the same as those 
of multiplication facts. Nevertheless, it is still debated how precisely the 
storage of division facts relates to the storage of multiplication facts. Three 
different points of view have been described in the literature. The first one is 
that multiplication and division facts are represented in two totally 
independent associative networks. Evidence supporting this view mainly 
derives from the observation of absence of transfer of learning from one 
operation to the other (Rickard, Healy & Bourne, 1994; Rickard & Bourne, 
1996). A weaker version of the independent representations point of view is 
the mediation hypothesis proposed by Campbell (1997, 1999). According to 
this view, there are independent representations, but since large division 
problems are only weakly represented, they are primarily solved through 
mediation via multiplication. In contrast with the independent 
representations views, the common network hypothesis proposes that 
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division and multiplication problems are stored within one and the same 
network, that is accessible for both multiplication and division problems 
(Delazer, Semenza and Denes, 1994). Evidence in favour of this view comes 
primarily from a patient who was initially impaired in both operations but 
who, after rehabilitation training in multiplication, also improved on 
division. It is clear that there is no unanimity concerning the way division 
problems are represented in memory and how they are related to the memory 
representations of multiplication problems.  
Having discussed the basic findings in adult multiplication and 
division performance, we will now turn to a discussion of the developmental 
studies on multiplication and division performance. Concerning the solution 
of multiplication problems, it has been shown that young children already 
rely heavily, although not exclusively, on memory retrieval to solve simple 
multiplication problems. Cooney, Swanson and Ladd (1988) showed that the 
use of retrieval as a strategy to solve simple multiplication problems 
increases with age and is the most frequently used strategy from 4th grade on. 
A longitudinal study by Lemaire and Siegler (1995) showed that already by 
the end of 2nd grade, retrieval has become by far the most common approach 
to solve simple multiplication problems.  
As in adult performance, the problem-size, five and tie effects have 
been observed in children as well. Campbell and Graham (1985) observed a 
clear problem-size effect that decreased gradually with age. Using statistical 
procedures to take into account age-related differences in mean reaction 
time, De Brauwer, Verguts and Fias (2006) showed that the decrease in 
problem-size effect already ends in 6th grade. The same study showed that 
the tie and five effect were robustly observed from 4th grade onwards and 
were stable from 6th grade on. Altogether, these developmental findings 
show that an associative network with the same basic organisation as in 
adults is established during the early phase of multiplication skill acquisition 
and that this network is fully matured from 6th grade onwards (see also De 
Brauwer et al., 2006). 
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In contrast to multiplication, not much developmental research has 
been done in the domain of division, except for a study by Robinson et al. 
(2006). They used verbal reports and found that retrieval remains a very 
infrequent strategy to solve simple division problems in children aged 9 to 
12 yrs. In their study, the frequency of direct retrieval did not increase across 
grade and never became the dominant strategy. Moreover, the mediation 
strategy was found to be as accurate and nearly as fast as direct retrieval of 
division solutions. This is in line with adult studies on simple division, 
where relatively high percentages of the mediation strategy have been found 
(e.g., Robinson et al., 2002). The findings of Robinson et al. (2006) seem to 
indicate that memory processes in the sense of direct retrieval do not play a 
significant role in the division performance of elementary school children. 
However, one should take into account the possibility that it may be hard for 
children to introspectively distinguish between direct retrieval and the 
mediation strategy in their verbal reports of how they solved each problem. 
Therefore, a direct comparison of multiplication and division performance 
(without the use of strategy reports) through development would be more 
revealing. Robinson et al. (2006) were the first to report a problem-size effect 
in children’s division performance and this from 4th grade on. The five and 
tie effects have to our knowledge not yet been documented in children’s 
division performance. A description of the developmental pathways of these 
effects, while controlling for differences in mean reaction time, is lacking as 
well in the literature.  
The aim of the present study is to fill some of the gaps that exist in our 
knowledge of the development of division performance. First, we want to 
investigate to what extent the effects that are robustly observed in 
multiplication performance of young children (the problem-size, five, tie and 
interference effect) are also observed in their performance on simple division 
problems. Second, we want to determine the developmental trajectories of 
these effects for division. Third, we want to explicitly compare the time 
course of the performance on both operations to get a picture of the 
developmental pathways of both operations. Describing the developmental 
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parallels and/or differences in the performance on both operations may tell 
us more about the cognitive relation between both operations.  
The present study aims at answering these questions by measuring the 
performance of 2nd and 3rd graders on multiplication, division and the 
number-matching task twice a year in two consecutive school years. By 
studying each child 4 times, we added a longitudinal component to our 
design. Longitudinal studies are rarely used to investigate arithmetic 
development, probably because they are quite labour-intensive and drop-out 
of subjects between moments of measurement is inevitable. Yet we preferred 
a longitudinal component in our design because repeated measures in the 
same subjects are the most sensitive method to study change and because it 
avoids the potential problem of cohort differences in a cross-sectional 
design. We opted for a verification task (e.g., 3 × 8 = 24, true or false?), 
rather than for a production task because of several reasons. First, 
verification tasks are easier to administer to young children compared to 
production tasks as the use of a sensitive voice activated relay is avoided. 
Hence, data loss that is inevitably caused by using a voice activated relay is 
circumvented. This may seem trivial, but it is an important consideration in 
developmental research as much less observations can be obtained in young 
children. Second, according to Zbrodoff and Logan (1990) production and 
verification tasks share the same representations, therefore we see no a priori 
reason to use a production task instead of a verification task. Third, the same 
behavioural effects (problem-size, tie and five effects) are observed in both 
tasks, suggesting that both tasks tap into essentially the same mechanisms 
(Zbrodoff & Logan, 1990; De Brauwer & Fias, unpublished data). Fourth, in 
a verification task the proposed (incorrect) answers can be manipulated. This 
leads to a measure of network interference. It has been shown that even in 
the case of a non-perfect memory network, interference might be observed in 
a verification task (Kaufmann, Lochy, Drexler & Semenza, 2004). They 
described a patient who was not able to produce answers but who did show 
interference in a verification task, while interference was absent in a number-
matching task. Therefore we believe that the combination of an implicit task 
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(number-matching) and an explicit task (verification) will give us a broad 
picture of the development of multiplication and division performance, even 
in young children, whose memory representation is not perfect (yet). 
METHOD 
PARTICIPANTS 
64 children, all pupils of the same elementary school, participated in 
this study. Half of them were second graders in the beginning of the study, 
the other half 3rd graders. These children were recruited from two classes of 
each grade, by selecting them alphabetically. In one class of each grade the 
first 16 children from the alphabetically ordered name list were selected and 
in the other class, the last 16 children were selected. This selection method 
was presented to the children as done by a computer. In the 2nd grade sample 
two children were replaced by the next child on the list because they 
received special attention concerning their calculation abilities. In the 3rd 
grade sample one child was replaced because he was absent for a long time 
and 4 were replaced because they received special care concerning 
arithmetic. The 3rd grade sample consisted of 19 girls and 13 boys, the 2nd 
grade sample of 10 girls and 22 boys. All 3rd graders are born in 1996, 
except one 3rd grader who is born in 1995. All 2nd graders are born in 1997. 
According to their respective teachers, none of the 64 children of the final 
selection had problems in the domain of calculation.  
However, between the first and the second moment of measurement 
(October 2004 and March 2005) two 2nd graders (two girls) and two 3rd 
graders (two boys) were diagnosed as dyslexic. Dyslexic children have 
difficulties in acquiring automaticity and in particular they have difficulties 
with the reciting of the tables (Turner Ellis, Miles & Wheeler, 1996). One 3rd 
grader (a boy) had left the school. Between the 2nd and 3rd moment of 
measurement, a boy from 2nd grade and a boy and a girl from 3rd grade left 
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the school, leaving 29 children in the sample of children that was initially in 
2nd grade and 27 children in the 3rd grade sample. In the 4th moment of 
measurement, one 4th grader (a boy) did not participate in the verification 
task due to illness. He was not removed from the analyses of the number-
matching task. One 2nd grader (a boy) had to be removed from the analyses 
because from the 3rd moment of measurement on he refused to perform the 
task accurately and was guessing all the time. In October 2004 the 28 
remaining 2nd grade children had a mean age of 7 years and 4 months (age 
range from 6 yrs 10 months to 7 yrs 9 months). The 27 remaining 3rd graders 
had a mean age of 8 years and 3 months (age range from 7 yrs 10 months to 
9 yrs 3 months). 
MATERIAL 
Both the matching and verification task were performed on two 
Pentium III (Windows 98) laptops, with a 15’’ screen connected to each of 
them. Reaction times were recorded with two response boxes that were 
connected to the parallel ports of the laptops. The software for both tasks 
was developed with E-Prime (Psychology Software Tools, 2002). 
STIMULI 
Verification task 
Multiplication. Three multiplication verification programs were 
developed. The ‘full program’ contained the 64 multiplication problems 
from 2 x 2 up to 9 x 9 once. The size of the operands in the other two 
programs was restricted because in 2nd grade, children do not know all 
multiplication problems up to 9 x 9 yet. The first restricted program was 
developed for the 1st moment of measurement. It contained the complete two 
times table and all problems with both operands smaller than or equal to 6; 7 
x 7 was included in order to obtain 32 stimuli. To obtain an equal number of 
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trials as in the full program, these 32 problems were presented twice, once 
with the correct solution, once with a wrong solution, which resulted in 64 
problems per child. The second restricted program was developed for the 2nd 
moment of measurement. It contained the complete two, three, four and five 
times table. Other problems had not yet been introduced explicitly in class at 
that moment. We also included commuted problems of all problems that had 
been introduced. This resulted in a set of 48 problems. 
Because each child encountered each problem only once (or twice in 
the first restricted version of the task) with a given (correct or incorrect) 
solution, we decided to develop a number of lists that only differed in the 
proposed solutions. In that way we were able to vary the proposed solutions 
between participants. Consequently, over the 8 stimulus lists, each problem 
(e.g., 2 x 5) was presented four times with the correct result (2 x 5 = 10) and 
four times with an incorrect result, leading to eight stimulus lists. Within the 
incorrect results, we manipulated the distance in the multiplication network. 
Each problem was presented once with a result that is one step away in the 
multiplication network (2 x 5 = 15), once with a product that is two steps 
away (2 x 5 = 20), once with a product that is three steps away (2 x 5 = 25) 
and once with a completely unrelated product (2 x 5 = 9). This resulted in 
eight lists of 64 problems for the full program and eight lists of 32 or 48 
problems for the restricted programs. As mentioned above, each problem 
was presented twice in the first restricted program. This was obtained 
through the presentation of two stimulus lists per child. 
To ensure that our results could not be explained by known effects, we 
imposed a number of restrictions on the stimuli of the verification task. A 
robust finding in verification tasks is that the split (i.e., the difference in 
magnitude between the correct answer and the proposed answer) influences 
reaction times (Ashcraft & Stazyk, 1981; Koshmider & Ashcraft, 1991) in 
the sense that larger splits elicit faster reaction times. As we hypothesized 
faster reaction times for problems with an unrelated answer compared to 
problems with a related answer, we wanted to make sure that the magnitude 
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of the split was not significantly larger for the unrelated problems. A series 
of t-tests was performed on the mean split values for the eight stimulus lists: 
the split of the problems with a distance one from the correct result (M = 
5.50) did not differ significantly from the split of the unrelated problems (M 
= 6.69), t(7) = -1.60, p=.15. The split of the problems with distance 2 (M = 
11.56) and 3 (M = 17.58) was significantly larger than the split of the 
unrelated problems (M = 6.69), t(7) = 5.24, p<.01 and t(7) = 8.35, p<.01. For 
the second restricted program means and significant effects were in the same 
direction. For the first restricted program the split of the unrelated problems 
(M = 3.25) was significantly smaller than the split of all related problems (M 
= 4.09; M = 8.38 and M = 13.03 for distance 1, 2 and 3 respectively), t(7) = 
2.98, p<.05; t(7) = 7.20, p<.01 and t(7) = 9.26, p<.01 respectively. 
Consequently, for all stimulus sets potential effects of relatedness cannot be 
caused by split as significant differences in split would cause effects that are 
opposite to our expectations. 
Other t-tests revealed that within the set of related problems the 
problems with distance 1 have a smaller split (M = 5.50) than the problems 
with distance 2 (M = 11.56) and 3 (M = 17.58), t(7) = -8.60, p<.01 and t(7) = 
-12.45, p<.01. Also, the split of problems with distance 2 is smaller than the 
split of the problems with a distance 3, t(7) = -5.71, p<.01. Means and t-
values are reported for the full program, but means were in the same 
direction for the restricted programs. Consequently, observed differences 
between these related problems can be the result of split. However, if split is 
an issue here, it would also influence the unrelated problems and we would 
observe slower responses on unrelated problems, which is opposite to our 
expectations. 
Not only the magnitude of the split influences reaction times, the 
direction of the split has been shown to be important too (Koshmider & 
Ashcraft, 1991; Campbell & Tarling, 1996). However, in nearly half of all 
incorrect answers (43%) the proposed solution was smaller than the correct 
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solution. For the restricted programs this was the case in 25% and 32% of all 
incorrect solutions.  
Masse and Lemaire (2001) also controlled the size of the correct 
answer. Because over lists all problems were presented once in each 
condition, for all conditions (correct answer, table distance 1, 2 and 3) the 
mean size of the correct answer was 30.25 in the full program, 17.03 and 
21.58 in the restricted programs. Therefore, the size of the correct answer 
will not influence our results. 
Campbell and Tarling (1996) controlled the parity status of related and 
unrelated problems too. However, we point to the evidence that was put 
forward by Lochy, Seron, Delazer and Butterworth (2000), namely that the 
parity effect in simple multiplication is not due to the use of a parity rule but 
to the familiarity with even numbers. Nevertheless, almost half (13 out of 36 
for the full program, 7 out of 19 and 11 out of 27 for the restricted programs) 
of the unrelated solutions that were presented in this study had the same 
parity status as the correct solutions. 
Division. For division too, we developed a ‘full’ program with all 64 
division problems up to 81 : 9 and a ‘restricted’ program with the same 
problems as for the second restricted multiplication verification program in a 
division format. In both the full and the restricted program all 64 and 48 
division problems appeared once. We developed eight stimulus lists so that 
over these lists each problem appeared four times with the correct solution 
and four times with an incorrect solution. To obtain the incorrect solutions, 
we decided to manipulate split. Each problem was presented with the correct 
answer plus or minus one, two, three and four. So, in contrast with the 
multiplication verification task, the factor ‘split’ was explicitly manipulated 
in the division verification task. 
Regarding the direction of the split, 42 % of all incorrect answers 
were smaller than the correct solution in the full program. In the restricted 
DEVELOPMENT OF MULTIPLICATION AND DIVISION    93 
program 30 % of all incorrect answers were smaller than the correct solution. 
So in the restricted program the larger and smaller answers were not equally 
distributed. However, none of the incorrect answers has a split larger than 
four, so all incorrect answers are relatively close to the correct answer. 
Regarding the size of the correct answer, the same holds as for the 
multiplication verification task: because all problems are presented once in 
each condition over stimulus lists, mean sizes are equal across conditions (M 
= 5.5 and 4.83 in the full and restricted program respectively). 
The parity status of the proposed answer varies with the split of the 
proposed answer; consequently half of the incorrect solutions had the same 
parity status as the correct solutions.  
Matching task 
In the matching task, participants had to compare digit cues (like “8 
2”) with digit targets (like “16”) and respond “no” if the target did not match 
either number in the cue or “yes” if the target was one of the numbers in the 
cue. We developed three types of matching (with “yes” as the correct 
answer) and three types of non-matching (with “no” as the correct answer) 
stimuli, following Thibodeau et al. (1996) and Galfano, Rusconi and Umiltà 
(2003). For each type we developed 16 stimuli. 
The interference effect that is measured in this task is estimated by 
comparing the performance on two types of non-matching trials, namely the 
critical targets with an arithmetic relation between the cue and the target and 
the neutral targets with no arithmetic relation whatsoever between the 
numbers in the cue and the target number. Half of the critical targets 
consisted of the correct solution of the division of both numbers in the cue, 
the other half of the critical targets consisted of the multiplication of both 
numbers in the cue. Neutral stimuli had the same cues as the critical stimuli. 
The neutral targets, however, were not arithmetically related to the numbers 
in the cue. For each type of critical (multiplication and division) and neutral 
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stimuli, two stimuli were defined as ‘small’ (both operands smaller than or 
equal to 5), four as ‘medium’ (one of both operands is smaller than or equal 
to 5, the other operand is larger than 5) and two stimuli were defined as 
‘large’ (both operands larger than 5). 
The third type of non-matching stimuli consisted of filler stimuli with 
a double digit number both in the cue and the target. Three types of 
matching stimuli were developed, following Galfano et al. (2003). The cue-
balancing stimuli had the same cue as the critical stimuli, but the target 
number matched one of both cue numbers. The second type of matching 
stimuli consisted of probe-balancing stimuli, with the same targets as the 
critical and neutral stimuli. The remaining matching stimuli were fillers, half 
of them with a double digit number in the cue, half of them with a double 
digit number in the target. 
Two versions of the matching task were developed, and each version 
was administered to half of the children of each class. If the (critical) 
stimulus was presented as a division in the first version (e.g., “14 2” as cue 
and “7” as target) then it was presented as a multiplication (e.g., “2 7” as cue 
and “14” as target) in the second version. 
To make sure that the interference effect we are looking for can only 
be explained in terms of the arithmetical relation between cues and targets, 
we imposed a number of controls on the stimuli of the matching task. 
First, following Lemaire, Barrett, Fayol and Abdi (1994), LeFèvre, 
Kulak and Bisanz (1991) and LeFèvre and Kulak (1994) we assured that the 
mean distance between the number in the target and both numbers in the cue 
did not differ systematically between critical and neutral stimuli. Mean 
distances were 19.15 and 19.56 for the critical stimuli (version 1 and 2 
respectively) and 18.59 and 18.56 for the neutral stimuli. Larger distances 
are assumed to evoke faster reaction times (as shown by the numerical 
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distance effect, Moyer & Landauer, 1967), so the expected slower reaction 
times for the critical stimuli can not be the result of a distance effect. 
Partial matches (e.g., 2 7 as cue and 12 as target) were avoided, the 
digits in the neutral and critical targets never matched the cue digits. Pilot 
work had shown that partial matches make the task extremely confusing for 
young children. 
The split between the presented target number in the neutral trials and 
the correct solution of the multiplication or division was kept as small as 
possible. For division stimuli the split never exceeded five and for 
multiplication stimuli the split was one or two, with the exception of one 
stimulus that had a split of 14. For this last stimulus we preferred the 
restriction of no partial matches between cue and target above the restriction 
of having a small split. 
The parity status of neutral and critical trials is also a potential 
influence, although only Galfano, Mazza, Angrilli and Umiltà (2004) 
mention this type of control. Nevertheless, the majority (22 out of 32) of all 
targets had the same parity status for neutral as for critical trials. 
Galfano et al. (2003) mention an important issue concerning the 
nature of the neutral targets. Because the interference effect is estimated by 
comparing reaction times and accuracies between neutral and critical targets, 
the baseline stimuli (i.e. the neutral targets) have to be chosen rigorously. 
Following Galfano et al. (2003) we chose numbers that are part of the 
multiplication network, either as a product or as an operand. In that way, we 
obtain a very conservative estimation of the interference effect. However, we 
excluded numbers that were close to the product in the multiplication 
network. 
Following Galfano et al. (2003) we excluded tie problems because 
these problems show evidence for an easier access to the memory 
representation. Problems composed of zero or one were also excluded 
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because they elicit rule application instead of the retrieval of number fact 
knowledge (e.g., Baroody, 1983). 
PROCEDURE 
All testing took place at school, during the school hours. The moments 
of measurement took place in October 2004, March 2005, October 2005 and 
March 2006. Each moment of measurement spanned a period of about two 
weeks. At the beginning of each session two children that were part of the 
sample were taken out of the class and went to another classroom together 
with the experimenter. Each child then took place in front of a computer 
screen and the experimenter was seated in between both children. 
Order of the different tasks  
The same two children always participated together and performed the 
same tasks in the same order. The order of the verification and matching task 
was counterbalanced: half of the children in each class performed the 
matching task in the first session, the other half performed the verification 
task in the first session. Also, response mappings were counterbalanced so 
that half of the children in each order condition pressed the left button for a 
‘yes’ or ‘correct’ response and the other half pressed the right button for a 
‘yes’ or ‘correct’ response. Above that, half of the children in each order 
condition performed the division verification task first, the other half 
performed the multiplication task first. Also, both versions of the matching 
task were administered equally often across order conditions and in each 
grade each stimulus list was administered once before it was repeated. 
Across the moments of measurement the response mapping was kept 
constant within participants, but the other counterbalanced conditions were 
reversed between the moments of measurement. 
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Verification task  
From 3rd grade on, the verification task consisted of 128 experimental 
trials, 64 division and 64 multiplication trials. In the first moment of 
measurement the 2nd grade children only performed the 64 multiplication 
problems. In the second moment of measurement these children performed 
48 multiplication and 48 division trials, resulting in 96 experimental trials. 
Each child received ten division and ten multiplication practice trials before 
the corresponding verification task was started. 
The experimenter explained that they would have to solve some 
multiplication and division problems on the computer, but that there would 
always appear a solution on screen and that their job was to say whether that 
solution was correct or wrong by pressing a button. The response mapping 
was indicated on the response box through ‘wrong’ and ‘correct’ stickers. In 
the first moment of measurement, we developed a specific procedure for 2nd 
graders because they had just started to learn the multiplication tables. 
Therefore we added a third response button (the ‘I don’t know’ button) that 
could be pressed in the case that they had not yet learned the presented 
problem.  
The children were instructed to respond fast but also to make as little 
errors as possible. They were explicitly told not to guess.  
A trial consisted of a fixation point, a hash mark that stayed on the 
screen for 500 ms. The fixation point was immediately replaced by the 
multiplication or division problem that appeared in the standard ‘a x b = c’ 
or ‘a : b = c’ format. All stimuli appeared in black on a white background in 
the Courier New font with a font size of 24. The problem stayed visible until 
a response was made or until the response deadline of 10 s had passed. This 
rather long deadline was the result of pilot work.  
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After each trial visual feedback was given, a feedback picture was 
presented in the centre of a red or green screen. If no response was detected 
the message ‘Please answer faster!’ appeared in black in the centre of a 
white screen. To proceed with the next problem the children had to press 
both response buttons at the same time. This was done to avoid data loss due 
to distraction after a trial. Our pilot work had shown that children are often 
distracted after giving a (wrong or correct) response. 
Matching task 
The applied procedure of the matching task is the result of pilot work, 
which had shown that the procedure as developed by LeFèvre and colleagues 
(1988) is too difficult for 7 year old children. More specifically, the mask 
turned out to be the complicating factor for children of that age. That is why 
we decided to discard the mask. Backward masking causes the interruption 
of the visual processing of the cue. Because of the absence of a mask in our 
procedure, the cue will be available for processing for a longer period of 
time, and the child is more likely to detect the arithmetical relation between 
cues and targets. However, we point to the fact that the likelihood of 7 and 8 
year old children detecting the relationship between the cues and the targets 
is rather small. Also, a similar procedure was used by Lemaire et al. (1994) 
and LeFèvre et al. (1991). 
Each participant performed 96 experimental trials and 24 practice 
trials. Half of the experimental trials were non-matching trials (“no” 
response) and half were matching (“yes” response).  
It was explained to the children that this task had nothing to do with 
calculation but that we wanted to know how good they are at seeing and 
recognizing numbers. The successive screens of the task were shown on 
sheets of paper in order to explain it. Next, the participants performed four 
practice trials in which the pace of the successive screens was controlled by 
the experimenter. Then they performed 20 practice trials that followed the 
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same procedure as the experimental trials. The children were encouraged to 
respond as quickly and as accurately as possible.  
Each trial consisted of a fixation point (hash mark) in the center of the 
screen for 500 ms, followed by the cue that was presented for 150 ms on the 
same position of the fixation point. After an interval of 150 ms during which 
the screen was blank, the target number appeared below the centre of the 
screen. All stimuli appeared in black on a white background in the Courier 
New font with a font size of 24. The target remained on screen until a 
response had been registered or until the response deadline of 10 seconds 
had passed. Responses were registered by means of a response box that was 
connected to the parallel port of the laptop. The response mapping was 
indicated on the response box through ‘yes’ (for matching trials) and ‘no’ 
(for non-matching trials) stickers. After each trial visual feedback, identical 
to the feedback in the verification task, was given. 
RESULTS AND DISCUSSION 
The results section is organized as follows: First, we will describe 
qualitative analyses in which we investigate for each moment of 
measurement the presence or absence of the problem-size, five, tie and 
interference effects in both multiplication and division performance. In a 
second section (‘Quantitative analyses’), we focus on effect sizes and 
describe the developmental trajectories of these effect sizes for both 
operations. We will also compare the time course of the performance on both 
operations to get a picture of the developmental pathways of both operations.  
All RT analyses are performed on the median RTs of correctly 
answered problems. In all subsequent analyses small problems are defined as 
problems with both operands smaller than five, large problems as problems 
with both operands larger than five, except for the beginning of 2nd grade, 
where the performance on small problems (both operands smaller than 5) 
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was compared to the performance on ‘medium’ sized problems (one operand 
smaller than 5 and one operand larger than 5). 
QUALITATIVE ANALYSES 
For the following analyses, the 3rd grade data of the two groups of 
children are collapsed. Consequently, we have data for the following 
moments in time: beginning and end 2nd grade (data from the first group of 
children), beginning and end 3rd grade (data collapsed from both groups of 
children) and beginning and end 4th grade (data from the second group of 
children). For 2nd graders, not all problems of the standard set are included in 
the analyses. In the beginning of 2nd grade, only the problems that these 
children had already learned are included (see Table 1). At the end of the 2nd 
grade, the complete two, three, four and five times table are included in the 
analyses. From 3rd grade on, the complete standard set is analyzed.  
 
Table 1 
In Belgium, the multiplication tables are introduced in 2nd grade. On the first moment of 
measurement, the participating 2nd graders had not yet learned all multiplication problems. 
These problems had already been introduced in class and are entered in the analyses of the 2nd 
graders for the first moment of measurement. 
 
2 × 2, 3 × 3, 4 × 4 
2 × 3, 3 × 2 
2 × 4, 4 × 2 
2 × 5, 5 × 2 
2 × 6, 6 × 2 
2 × 7, 7 × 2 
2 × 8, 8 × 2 
3 × 4, 4 × 3 
3 × 5, 5 × 3 
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Problem-size effect 
Multiplication. A repeated measures ANOVA was performed with 
problem size (small or medium in 2nd grade; small or large with medium 
problems excluded from 3rd grade on) as the within-subjects factor for each 
moment of measurement separately. Tie and five problems were excluded 
from this analysis. The problem-size effect did not reach significance in the 
beginning of 2nd grade, however, medians are in the expected direction (see 
Table 2). From the end of 2nd grade on, the problem-size effect is present and 
significant, F (1, 27) = 7.48, MSe = 301068, p = .01; F (1, 54) = 31.74, MSe 
= 541286, p < .01; F (1, 54) = 32.42, MSe = 293265, p < .01; F (1, 26) = 
8.61, MSe = 171668, p < .01 and F (1, 25) = 35.25, MSe = 45547, p < .01 for 
end 2nd grade, beginning 3rd grade, end 3rd grade, beginning 4th grade and end 
4th grade respectively. The error rates followed the same pattern (see Table 
2), although the problem-size effect already reached significance in the 
beginning of 2nd grade and it no longer reached significance in the error rates 
of the 4th graders, probably due to the low error rate in the 4th grade. Taken 
together, from the moment a child starts to learn the multiplication tables, 
small multiplication problems appear to be easier than large multiplication 
problems. 
Division. Division problems were only tested from the end of 2nd 
grade on. A repeated measures ANOVA with problem-size as within-
subjects factor showed that the problem-size effect reached significance 
from the beginning of 3rd grade on, F (1, 54) = 43.52, MSe = 557219, p < 
.01; F (1, 54) = 48.52, MSe = 281225, p < .01; F (1, 26) = 15.30, MSe = 
170611, p < .01 and F (1, 25) = 16.36, MSe = 95293, p < .01 for beginning 
3rd grade, end 3rd grade, beginning and end 4th grade respectively. Means of 
medians are presented in Table 2, as well as mean error rates. The 
significance pattern for the error rates was the same as for the reaction times, 
except that the effect already reached significance at the end of the 2nd grade. 
Hence, the problem-size effect in division performance arises 6 months later 
than in multiplication performance. 




The problem-size effect in multiplication and division, in RTs (ms) and error rates (% error). 
Numbers between brackets denote standard errors of the mean. An asterisk (*) denotes a 
significant effect (p<.05). L = Large, S = Small. 
 
  Multiplication    Division   
    Small Large L-S  Small Large L-S 
Start 2nd grade RT 3657 (210) 3815 (253) 158  - - - 
 Error 32 (3) 41 (4) 9*  - - - 
End 2nd grade RT 2767 (214) 3168 (218) 401*  3102 (260) 3304 (195) 202 
  Error 8 (2) 21 (3) 13*  11 (3) 25 (3) 14* 
Start 3rd grade RT 2584 (124) 3374 (176) 790*  2621 (132) 3560 (186) 939* 
  Error 8 (2) 27 (3) 19*  10 (2) 27 (3) 17* 
End 3rd grade RT 2045 (136) 2633 (129) 588*  2032 (111) 2737 (171) 705* 
  Error 4 (1) 13 (2) 9*  8 (2) 15 (2) 7* 
Start 4th grade RT 1638 (145) 1969 (130) 331*  1622 (105) 2062 (149) 440* 
  Error 6 (2) 7 (1) 1  4 (2) 9 (2) 5* 
End 4th grade  RT 1295 (71) 1646 (90) 351*  1438 (91) 1785 (114) 347* 
  Error 5 (2) 8 (2) 3  4 (1) 10 (2) 6* 
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Five effect 
Multiplication. A repeated measures ANOVA (with tie problems 
excluded) with five status (five/non-five) as within-subjects factor showed 
that from the beginning of 3rd grade on, five problems start to be easier than 
non-five problems, F (1, 54) = 15.09, MSe = 142843, p < .01; F (1, 54) = 
17.20, MSe = 142006, p < .01; F (1, 26) = 4.94, MSe = 43747, p < .05 and F 
(1, 25) = 13.11, MSe = 18748, p < .01 for beginning 3rd grade, end 3rd grade, 
beginning 4th grade and end 4th grade respectively. Means of median RTs are 
presented in Table 3, as well as mean error rates. Significance levels for 
error rates followed the same pattern as for RTs, except for the beginning of 
2nd grade, where significantly more errors were made for five problems, but 
these problems were solved at chance level. At the end of 4th grade, error 
rates did not differ significantly between five and non-five problems, F < 1, 
probably due to the small amount of errors made. To summarize, the five 
effect in multiplication performance is present from the beginning of 3rd 
grade on. 
Division. A repeated measures ANOVA with five status as within-
subjects factor showed that, as for multiplication, five problems start to be 
easier than non-five problems from the beginning of 3rd grade on, F (1, 54) = 
16.29, MSe = 237179, p < .01; F (1, 54) = 14.38, MSe = 96135, p < .01; F 
(1, 26) = 13.99, MSe = 43792, p < .01; F (1, 25) = 7.98, MSe = 17801, p < 
.01 for beginning and end 3rd grade and beginning and end 4th grade 
respectively, see Table 3. Significance levels for error rates followed the 
same pattern, except that the five effect was no longer significant in the error 
rates of the 4th graders, probably due to the low error rates in 4th grade. To 
sum up, as for multiplication performance, the five effect was present from 
the beginning of 3rd grade. 




The five effect in multiplication and division, in RTs (ms) and error rates (% error). Numbers 
between brackets denote standard errors of the mean. An asterisk (*) denotes a significant 
effect (p<.05). F = Five, NF = Non-five. 
 
  Multiplication    Division   
    Five Non-five NF-F  Five Non-five NF-F 
Start 2nd grade RT 3568 (245) 3720 (192) 152  - - - 
  Error 46 (4) 36 (3) -10*  - - - 
End 2nd grade RT 3118 (245) 3071 (208) -47  3180 (195) 3239 (200) 59 
  Error 18 (3) 18 (2) 0  21 (3) 22 (3) 1 
Start 3rd grade RT 2576 (116) 2856 (138) 280*  2615 (109) 2990 (149) 375* 
  Error 10 (1) 17 (2) 7*  12 (1) 18 (2) 6* 
End 3rd grade RT 1994 (76) 2292 (119) 298*  2121 (100) 2345 (120) 224* 
  Error 8 (1) 11 (1) 3*  9 (1) 12 (1) 3* 
Start 4th grade RT 1690 (94) 1816 (108) 126*  1607 (72) 1820 (89) 213* 
  Error 4 (1) 9 (1) 5*  6 (2) 8 (1) 2 
End 4th grade  RT 1357 (53) 1450 (75) 93*  1546 (99) 1651 (96) 105* 
  Error 5 (1) 7 (1) 2  7 (2) 7 (1) 0 
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Tie effect3 
Multiplication. A repeated measures ANOVA (with five problems 
excluded) with tie status (tie/non-tie) as within-subjects factor showed that, 
from the start of 2nd grade on, tie problems were easier than non-tie 
problems, F (1, 27) = 5.06, MSe = 532113, p < .05; F (1, 27) = 9.69, MSe = 
395038, p < .01; F (1, 54) = 26.34, MSe = 267579, p < .01; F (1, 54) = 
23.13, MSe = 230675, p < .01; F (1, 26) = 18.33, MSe = 84821, p < .01 and 
F (1, 25) = 27.20, MSe = 21358, p < .01 for all moments of measurement 
respectively, see Table 4. The tie effect did not reach significance in the 
error rates of the beginning of 2nd grade, F = 1.56. From the end of 2nd grade 
on, the significance pattern was the same as for the reaction times, except for 
the beginning of 4th grade, where the tie effect showed only a trend towards 
significance, F (1, 26) = 2.98, MSe = .003, p = .096. Taken together, the tie 
effect in multiplication performance is present from 2nd grade on.  
Division. A repeated measures ANOVA with tie status as within-
subjects factor showed that, from the start of 3rd grade on, the tie effect 
turned out to be significant in the RTs of the children, F (1, 54) = 3.86, MSe 
= 300247, p = .05; F (1, 54) = 12.32, MSe = 152608, p < .01; F (1, 26) = 
9.00, MSe = 50572, p < .01; F (1, 25) = 6.98, MSe = 47694, p < .05 for begin 
3rd, end 3rd, begin 4th and end 4th grade. Means of median RTs and error rates 
are shown in Table 4. In the error rates, the tie effect was already significant 
at the end of the 2nd grade, F (1, 27) = 9.35, MSe = .01, p < .01, but it 
disappeared in the beginning of 3rd grade, F < 1. The tie effect was 
significant at the end of the 3rd grade, F (1, 54) = 10.14, MSe = .005, p < .01, 
but it was not significant in the error rates of the 4th graders, F < 1 and F = 
1.82. In short, the tie effect in division performance is present from 3rd grade 
on. 
                                                     
3 The tie by size interaction could not be evaluated qualitatively because large tie 
and non-tie problems were not tested in 2nd grade. 




The tie effect in multiplication and division, in RTs (ms) and error rates (% error). Numbers 
between brackets denote standard errors of the mean. An asterisk (*) denotes a significant 
effect (p<.05), the ^ denotes a trend towards significance. T = Tie, NT = Non-tie. 
 
  Multiplication    Division   
    Tie Non-tie NT-T  Tie Non-tie NT-T 
Start 2nd grade RT 3281 (201) 3720 (192) 439*  - - - 
  Error 32 (4) 36 (3) 4  - - - 
End 2nd grade RT 2548 (216) 3071 (208) 523*  2992 (248) 3239 (200) 247 
  Error 10 (3) 18 (2) 8*  13 (4) 22 (3) 9* 
Start 3rd grade RT 2350 (96) 2856 (138) 506*  2785 (156) 2990 (149) 205* 
  Error 13 (2) 17 (2) 4*  17 (2) 18 (2) 1 
End 3rd grade RT 1851 (80) 2292 (119) 441*  2084 (98) 2345 (120) 261* 
  Error 5 (1) 11 (1) 6*  7 (1) 12 (1) 5* 
Start 4th grade RT 1477 (81) 1816 (108) 339*  1637 (106) 1820 (89) 183* 
  Error 6 (2) 9 (1) 3^  6 (2) 8 (1) 2 
End 4th grade  RT 1284 (52) 1495 (75) 211*  1491 (88) 1651 (96) 160* 
  Error 3 (1) 7 (1) 4*  5 (2) 7 (1) 2 
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Split effect 
Multiplication. In the multiplication verification tasks, the network 
distance of the incorrect answers (i.e., number of steps that the incorrect 
answer is away from the correct answer in the multiplication network) was 
manipulated and split (i.e. the difference from the correct answer) was 
controlled. The network distance could be 1 (e.g., 2 × 5 = 15), 2 (e.g., 2 × 5 
= 20) or 3 (e.g., 2 × 5 = 25) or the incorrect answer could be unrelated (e.g., 
2 × 5 = 9). These four levels of network distance are included in the 
subsequent analyses as a within-subjects factor in a repeated measures 
ANOVA for each moment of measurement separately. A main effect of 
network distance was tested and a planned comparison was performed to 
compare the close levels of distance (distance 1 and 2) on the one hand with 
the unrelated and distance 3 answers4 on the other hand. Only significant 
planned comparisons are reported. Means are shown in Table 5. In 2nd grade, 
neither the main effect, nor the planned comparison reached significance. In 
3rd and 4th grade, the main effect never reached significance, however, in 3rd 
grade, the planned comparison was marginally significant, t(54) = 1.63, SE 
= 164, p = .054 (one-tailed) and t(54) = 1.58, SE = 177, p = .059 (one-tailed) 
respectively. RTs were slower for close answers. In the beginning of 4th 
grade, the planned comparison did not reach significance, F<1, but a look at 
Table 5 shows that RTs are slower for distance 1 answers compared to the 
other answer types. This difference is indeed significant (t(26) = 1.87, SE = 
307, p < .05 (one-tailed). At the end of 4th grade, the planned comparison 
showed a strong trend towards significance, t(25) = 1.58, SE = 112, p = .064 
(one-tailed), with slower RTs to close answers.  
                                                     
4 Niedeggen and Rösler (1999) showed that distance 3 answers are considered as 
unrelated answers: the amplitude of the N400 (a negative ERP component) did not 
differ between distance 3 and unrelated answers, but it was significantly smaller for 
close related (distance 1 and 2) incorrect answers. 
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Mean error rates are shown in Table 5. In the beginning of 2nd grade, 
the error rates were around chance level and can therefore not be interpreted 
straightforwardly. At the end of 2nd grade, neither the main effect of network 
distance, nor the planned comparison reached significance. In 3rd grade, the 
main effect of network distance reached significance, F (3, 162) = 6.09, MSe 
= .01, p < .01 and F (3, 162) = 6.63, MSe = .01, p < .01 for beginning and 
end of 3rd grade respectively. As can be seen in Table 5, more errors were 
made on problems with a close answer, compared to problems with a far or 
unrelated answer, t(54) = 3.00, SE = .03, p < .01 (one-tailed) and t(54) = 
4.63, SE = .02, p < .001 (one-tailed) for beginning and end 3rd grade 
respectively. In the beginning of 4th grade neither the main effect nor the 
planned comparison reached significance in the error rates. At the end of 4th 
grade, both the main effect and the planned comparison reached significance, 
F (3, 75) = 5.30, MSe = .006, p < .01 and t(25) = 2.78, SE = .02, p < .01 
(one-tailed) respectively. Close answers were more difficult to reject than far 
or unrelated answers. Taken together, from 3rd grade on, close incorrect 
multiplication answers are more difficult to reject than far incorrect answers. 
Division. In the division verification task, the split of the incorrect 
answers (i.e. the difference from the correct answer) was manipulated. Split 
could be +/- 1, 2, 3 or 4. These four levels of split were included in a 
repeated measures ANOVA as within-subjects factor. A main effect of split 
was tested and a planned comparison was performed to compare small splits 
(1 and 2) with large splits (3 and 4). Only significant planned comparisons 
are reported. Means of median RTs are shown in Table 5. At the end of 2nd 
grade and the beginning of 3rd grade, the main effect of split did not reach 
significance, neither did the planned comparison. At the end of 3rd grade and 
the beginning of 4th grade, the main effect of split did not reach significance. 
However, the planned comparison showed a small trend towards 
significance, t(54) = 1.50, SE = 144, p = .07 (one-tailed) and t(26) = 1.50, 
SE = 144, p = .072 (one-tailed) respectively. RTs tended to be slower for 
small split problems. At the end of 4th grade neither the main effect, nor the 
planned comparison reached significance. 
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The error rates are presented in Table 5. At the end of 2nd grade, the 
main effect of split did not reach significance, but the planned comparison 
turned out significant, t(27) = 2.54, SE = .042, p < .01 (one-tailed). 
Significantly more errors were made on small split problems compared to 
large split problems. In the beginning of 3rd grade, the main effect of split 
was marginally significant, F (3, 162) = 2.47, MSe = .01, p = .06. Error rates 
were significantly higher for small split problems compared to large split 
problems, t (54) = 2.59, SE = .03, p < .01. At the end of 3rd grade the main 
effect of split was significant, F (3, 162) = 3.14, MSe = .01, p < .05, as was 
the planned comparison, t(54) = 2.05, SE = .03, p < .05 (one tailed). The 
children made significantly less errors to large split problems. In the 
beginning of 4th grade, the main effect was not significant, but the planned 
comparison was (marginally) significant, t(26) = 1.69, SE = .03, p = .051. 
More errors were made on small split problems. At the end of 4th grade, 
neither the main effect, nor the planned comparison was significant. Taken 
together, the split effect is not robustly present in the children’s division 
performance. It turns out significant in the error rates from 2nd grade on, but 
in RTs the effect is either absent or a tendency is observed. Moreover, it 
disappears again at the end of 4th grade in both RTs and error rates. 
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Interference effect in the matching task 
To analyze the interference effect, median RTs and error rates for 
multiplication and division targets were compared to median RTs and error 
rates for neutral targets in a repeated measures ANOVA with target type as 
within-subjects factor. 
Multiplication. Means of median RTs are presented in Table 6. In 2nd 
grade, the multiplication interference effect did not reach significance, both 
Fs < 1. The effect reached significance in the beginning of 3rd grade, F (1, 
54) = 3.86, MSe = 48199, p = .05 and at the end of 3rd grade, F (1, 54) = 
4.45, MSe = 29012, p < .05. In the beginning of 4th grade, means were in the 
expected direction, but the effect did not reach significance, F (1, 26) = 1.91, 
MSe = 46983, p = .18. At the end of 4th grade, the effect was highly 
significant, F (1, 26) = 10.29, MSe = 21035, p < .01. In the error rates, the 
multiplication interference effect never reached significance, all Fs < 1. 
Mean error rates are presented in Table 6. To sum up, from 3rd grade on 
products led to interference in the number-matching task. 
Division. Means of median RTs are presented in Table 6. In 2nd grade 
and the beginning of 3rd grade, the division interference effect did not reach 
significance, all Fs < 1. At the end of 3rd grade, there was a trend for faster 
RTs to division targets compared to neutral targets, F (1, 54) = 3.05, MSe = 
45017, p = .09, which was not expected. In 4th grade, the effect did not reach 
significance, F (1, 26) = 1.79, MSe = 21605, p = .19 and F < 1. In the error 
rates, the division interference effect never reached significance, with all Fs 
< 1, and F (1, 26) = 1.73, MSe = .01, p = .20 for the end of 4th grade. Mean 
error rates are shown in Table 6. Taken together, no evidence for a division 
interference effect was present in the data. 




The interference effect for multiplication and division cues, in RTs (ms) and error rates (% error). 
Numbers between brackets denote standard errors of the mean. An asterisk (*) denotes a 
significant effect (p<.05). R = Related, N = Neutral. 
 
  Multiplication    Division   
    Related Neutral R-N  Related Neutral R-N 
Start 2nd grade RT 1657 (80) 1692 (78) -35  1788 (118) 1862 (184) -75 
  Error 9 (2) 7 (2) 2   16 (4) 13 (3) 3 
End 2nd grade RT 1367 (73) 1377 (79) -10  1381 (65) 1360 (63) 21 
  Error 4 (1) 5 (2) -1  9 (2) 8 (3) 1 
Start 3rd grade RT 1401 (64) 1319 (49) 82*   1426 (55) 1478 (72) -52 
  Error 5 (1) 4 (1) 1   10 (2) 10 (2) 0 
End 3rd grade RT 1130 (51) 1061 (39) 69*   1125 (40) 1195 (72) -71 
  Error 3 (1) 4 (1) -1   5 (1) 4 (1) 1 
Start 4th grade RT 1116 (56) 1035 (68) 81   1099 (59) 1045 (49) 54 
  Error 2 (1) 3 (1) -1   9 (2) 7 (2) 2 
End 4th grade  RT 921 (58) 794 (29) 127*   917 (37) 924 (53) -7 
  Error  5 (1) 3 (1) 2   6 (2) 3 (2) 3 
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Conclusion qualitative analyses 
The qualitative analyses were performed to investigate when a certain 
effect arises in time. To sum up, in RTs the problem-size effect arose at the 
end of 2nd grade in multiplication performance and at the start of 3rd grade 
for division. In the error rates, the problem-size effect was already 
significant 6 months earlier, hence start 2nd grade for multiplication and end 
2nd grade for division. The five effect was present from the beginning of 3rd 
grade in both RTs and error rates and for both operations. The tie effect was 
already present in the multiplication data of the 2nd graders, whereas for 
division it turned up significant from 3rd grade on.  
For multiplication, the manipulation of network distance caused 
interference from 3rd grade on. The split effect was not robustly observed in 
the children’s division performance. The effect turned out significant in the 
error rates from 2nd grade on, but in RTs the effect was either absent or only 
a tendency was observed. Moreover, it disappeared in both RTs and error 
rates at the end of 4th grade. 
The absence of a robust split effect shows that this early in 
development, there is not much activation spreading from correct to 
incorrect answers at work in division. On the other hand, it could be argued 
that the maximum deviation from the correct answer was too small 
(maximum 4) for a robust split effect to arise. However, for division, a split 
of four can be considered as large as answers only range from two to nine. 
We will come back to this issue in the general discussion. 
In the number-matching task, a multiplication interference effect was 
found from 3rd grade on, but the data showed no evidence for a division 
interference effect.  
As one of the aims of the present study was to investigate 
developmental time courses for the above-mentioned effects for both 
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operations, we should not only look at qualitative patterns in multiplication 
and division performance, but also at quantitative evolutions in the observed 
effects: How do the effect sizes evolve with age? Quantitative analyses are 
presented in the next part of the Results section. 
QUANTITATIVE ANALYSES 
In a second series of analyses the evolution in time of the effect sizes 
of the problem-size, five and tie effects will be evaluated for both operations. 
We will also compare the effect sizes between both operations. A known 
problem in interpreting developmental data, is the reaction time scaling 
problem: younger children have slower overall reaction times. It is therefore 
essential to try to avoid the interpretation of spurious age by condition 
interactions. These interactions may arise when age groups differ in their 
mean reaction times. This is usually the case in developmental research, and 
it is also the case in our data. Because the children are slower at the earlier 
moments of measurement compared to the later ones, the factor of our 
interest (e.g., problem-size) may seem to have a larger effect in the early 
moments of measurement as the higher RTs give the factor more opportunity 
to exert an effect (Cerella, 1991). As we are interested in developmental 
trends in effect sizes, this problem is of the utmost importance.  
Relying on tests of interactions in an ANOVA framework assumes 
that the underlying effects of age and the experimental manipulations are 
additive. This assumption can lead to spurious interactions: if the underlying 
model is multiplicative instead of additive, one will always conclude that 
there is an interaction (thereby increasing the type I error), even in the case 
of no interaction. A priori there are no reasons to believe that a 
multiplicative model (with multiplicative effects of age and experimental 
manipulations) is less plausible. In fact, it has been observed empirically 
(Verhaeghen & Cerella, 2002; Kliegl, Mayr & Krampe, 1996; Verhaeghen, 
Kliegl & Mayr, 1997). Therefore this problem cannot be ignored. 
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In previous research, the state trace approach (STA) was used as a step 
in the right direction to deal with this problem (De Brauwer et al., 2006). 
However, in this approach the data from one condition are used as a 
predictor variable to take into account overall RT. This inserts parameters 
without taking error into account. This assumption is valid when noise 
components are negligible (in the case of a meta-analysis; e.g., Loftus, 
Oberg & Dillon, 2004) but in other cases (including ours), STA has poor 
control over type I error. In the present study, the number of observations for 
each cell in the design was limited. Hence, noise components are not 
negligible in this case. Therefore we opted for another procedure, recently 
developed by Verguts (under revision): the variance comparison approach. 
The underlying rationale is simple: in a first step, it is determined whether 
the model underlying the data is additive or multiplicative. Second, in the 
case of multiplicative data, an ANOVA on log transformed data is performed 
as log transformations turn a multiplicative model into an additive one. A 
variance comparison (VC) test is used as choice procedure to determine 
whether the additive or multiplicative model is correct. Variances are 
compared across the two conditions, for each moment of measurement 
separately. The difference between the two variance differences (VC) is on 
average zero under the additive model, while it is on average larger than zero 
under the multiplicative model. A bootstrap test is used to check whether VC 
differs significantly from zero or not. For further details concerning the VC 
approach, we refer to Verguts (under revision). 
We restricted our analyses of quantitative evolution to 3rd and 4th 
grade. The results of 2nd grade were not involved since in 2nd grade we did 
not test all problems and a different set of problems was tested in the 
beginning of 2nd grade compared to the end of 2nd grade. In all subsequent 
analyses, median RTs for each participant on each moment of measurement 
and for each problem type (ties and non-ties, small and large problems, five 
and non-five problems) were calculated for correctly answered problems. 
First, regular ANOVAs will be reported and for those cases where an 
interaction with moment of measurement is present, the VC approach will be 
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used to check whether the reported effect by age interactions are genuine. 
Two variance indexes will be reported: VC (the difference between the two 
variance differences) and normalized VC (the variance difference divided by 
the sum of the four variances, a scale invariant measure). Then the result of a 
bootstrap test is reported, if it turns out significant, VC differs significantly 
from zero and the underlying model is considered multiplicative. In that 
case, the ANOVA on log transformed RTs is reported as well.  
Problem-size effect 
A repeated measures ANOVA with operation (multiplication or 
division), moment of measurement and problem-size (small or large) was 
performed. Tie and five problems were excluded from this analysis. The 
main effect of operation did not reach significance, F(1, 25) = 1.92, MSe = 
213938, p=.18. The other main effects did, F(3, 75) = 66.34, MSe = 736113, 
p<.001 and F(1, 25) = 66.23, MSe = 444573, p<.001 for the main effect of 
moment of measurement and problem-size respectively. RTs decreased 
through development (M = 3112, 2327, 1843 and 1541 ms) and RTs were 
slower for large problems (M = 2472 ms) than for small problems (M = 1940 
ms). The two-way interaction of moment of measurement and operation was 
not significant (F<1), neither was the interaction between operation and 
problem-size, F(1, 25) = 1.81, MSe = 210050, p=.19. The interaction 
between moment of measurement and problem-size was significant, F(3, 75) 
= 4.73, MSe = 251690, p<.01, see Figure 1. The three-way interaction was 
not, F<1. Hence, the regular ANOVA shows that the problem-size effect 
decreases through development, but that this decrease does not interact with 
operation. Planned comparisons showed that the problem-size effect differs 
significantly between the first moment of measurement and the 3rd (F(1, 25) 
= 9.00, MSe = 264108, p<.01) and 4th (F(1, 25) = 9.78, MSe = 295923, 
p<.01) and between the 2nd moment of measurement and the 4th (F(1, 25) = 
4.48, MSe = 136612, p<.01).  
 


























Figure 1  
The interaction between moment of measurement and problem-size over operations. Error bars 
denote standard errors of the mean. 
However, the underlying model was not additive as evident from the 
VC comparison test. The VC comparison test was run on the means of the 
Md RTs for both operations, for the above comparisons. For the comparison 
of the first moment of measurement with both moments 3 and 4, the VC 
comparison test yields VC = 891051, VC-normalized = 1.2, p = .023 and VC 
= 904737, VC-normalized = 1.3, p = .018, respectively. For the comparison 
of moments of measurement 2 and 4, it yields VC = 189144, VC-normalized 
= 0.3, p = .097. Because the bootstrap test is either significant or shows a 
trend towards significance, we also analyzed the log transformed RTs. In 
that case, the global interaction between problem-size effect and moment of 
measurement no longer reaches significance, F<1, neither do the specific 
contrasts, all Fs<1. Hence, we cannot say that the problem-size effect 
decreases with age in our data. 
Five effect 
A repeated measures ANOVA with operation (multiplication or 
division), moment of measurement and five status (five or non-five) as 
within-subjects factors was performed. Tie problems were excluded from 
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this analysis. It revealed a trend for a main effect of operation, F(1, 25) = 
3.61, MSe = 134668, p=.07. Multiplication problems were answered faster 
(M = 2032 ms) than division problems (M = 2101 ms). Both main effects of 
moment of measurement and five status reached significance, F(3, 75) = 
79.91, MSe = 441029, p<.001 and F(1, 25) = 13.78, MSe = 357186, p<.01. 
RTs decreased through development (M = 2842, 2160, 1752 and 1512 ms) 
and five problems (M = 1958 ms) were solved faster than non-five problems 
(M = 2175 ms). No interaction reached significance, F(3, 75) = 1.79, MSe = 
116995, p=.16 and F(3, 75) = 1.76, MSe = 117547, p=.16 for the interaction 
between operation and moment of measurement and between moment of 
measurement and five status respectively, and F<1 for the interaction 
between operation and five status and the three-way interaction. These 
results show that once the five effect is present in the performance on 
multiplication and division problems, it does not evolve with age and this is 
the case for both operations. 
Tie effect 
A repeated measures ANOVA with operation (multiplication or 
division), moment of measurement and tie status (tie or non-tie) was 
performed, five problems were excluded from this analysis. It showed that 
all three main effects reached significance, F(1, 25) = 29.43, MSe = 174170, 
p<.001, F(3, 75) = 77.41, MSe = 491016, p<.001 and F(1, 25) = 25.12, MSe 
= 337635, p<.001 respectively. Multiplication problems were solved faster 
(M = 1922 ms) than division problems (M = 2144 ms), tie problems (1890 
ms) were solved faster than non-tie problems (2175 ms) and RTs decreased 
with age (M = 2858, 2087, 1706 and 1480 ms). The two-way interactions 
between operation and moment of measurement and between operation and 
tie status also reached significance, F(3, 75) = 5.44, MSe = 146637, p<.01 
and F(1, 25) = 7.84, MSe = 228370, p<.01; the interaction between moment 
of measurement and tie did not, F(3, 75) = 1.40, MSe = 141686, p=.25. The 
significant two-way interactions were embedded in the significant three-way 
interaction, F(3, 75) = 4.96, MSe = 124114, p<.01, see Figure 2. This figure 
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shows that the tie effect decreases for multiplication and planned 
comparisons showed that the tie effect is indeed significantly smaller at the 
end of 4th grade compared to the start of 3rd grade, F(1, 25) = 8.73, MSe = 
145292, p<.01. The other planned comparisons did not reach significance. 
The VC comparison test turned out significant, VC = 897812, VC-
normalized = 2.2, p = .00. Hence, the same ANOVA was performed on log 
transformed RTs and the global interaction no longer reached significance, 
F<1, neither did the contrast, F(1, 25) = 2.31, MSe = .00257, p=.14, although 
this could be considered as a weak trend (one tailed t-test: t(25) = -1.52, SE 









































Figure 2  
Three-way interaction between operation (multiplication or division), moment of measurement 
and tie status (tie or non-tie). Error bars denote standard errors of the mean. 
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For division, we did not observe a tie effect at the start of 3rd grade, as 
is evident from Figure 2. Note that this tie effect did arise in the qualitative 
analyses because the other group of children did show a tie effect at this age. 
At the end of 3rd grade, the tie effect turns out significant for division and it 
remains equally large from that moment on. The three-way interaction 
presented in Figure 2 shows that the tie effect is stronger for multiplication 
than for division (as is also illustrated by the two-way interaction between 
operation and tie status). This observation is probably due to the fact that the 
tie effect is more encoding based for multiplication as there are two equal 
numbers presented in a multiplication tie problem, while this is not the case 
for a division tie problem. This could also explain the different 
developmental pattern. We will return to this issue in the general discussion. 
To check the presence of a tie by size interaction, which is the 
observation that tie problems show a weaker problem-size effect than non-tie 
problems (Campbell & Gunter, 2002; LeFèvre et al., 2004), we performed a 
repeated measures ANOVA with operation (multiplication or division), 
moment of measurement, tie status (tie or non-tie) and problem-size (small 
or large) as within-subjects factors. All main effects reached significance. 
Multiplication problems (M = 1983 ms) were answered faster than division 
problems (M = 2171 ms; F (1, 25) = 21.48, MSe = 342027, p < .001). RTs 
decreased with age, M = 2940, 2139, 1739 and 1489 ms, F (3, 75) = 87.10, 
MSe = 962576, p < .001. Tie problems (M = 1949 ms) were answered faster 
than non-tie problems (M = 2206 ms, F (1, 25) = 18.63, MSe = 739969, p < 
.001) and small problems (M = 1917 ms) were answered faster than large 
problems (M = 2237 ms, F (1, 25) = 53.12, MSe = 402386, p < .001). For 
this analysis, we focus on the interaction between tie status and problem-
size, which reached significance, F (1, 25) = 40.12, MSe = 232023, p < .001. 
The problem-size effect was much smaller for tie problems (109 ms) than for 
non-tie problems (532 ms). Crucially, this interaction did not differ between 
both operations, as indicated by the non-significant three-way interaction 
between operation, tie and problem-size, F = 1.52. Also, the tie by size 
interaction did not evolve with age, F<1. The four-way interaction of 
DEVELOPMENT OF MULTIPLICATION AND DIVISION    121 
operation, moment of measurement, problem-size and tie status was not 
significant either, F<1. Taken together, a tie by size interaction was present 
in the data for both operations, at all moments of measurement and it 
remained equally large through development. 
Interference effect 
A repeated measures ANOVA with moment of measurement, cue type 
(multiplication or division) and target type (related or neutral) showed that 
the main effects of moment of measurement and cue type reached 
significance, F(3, 78) = 67.80, MSe = 157193, p<.001 and F(1, 26) = 6.58, 
MSe = 60299, p<.05, whereas the main effect of target type did not, F<1. 
RTs decreased with age (M = 1628, 1212, 1074 and 889 ms) and answers 
were slower to division cues (M = 1231 ms) than to multiplication cues (M = 
1170 ms). No interaction reached significance, largest F=1.80, except the 
interaction between cue type and target type, F(1, 26) = 5.53, MSe = 79200, 
p<.05. As shown in the qualitative analyses, the main effect of target type 
only reached significance for the multiplication cues, not for the division 
cues. The multiplication interference effect did not evolve with age, as 
indicated by the non-significant interaction between moment of 
measurement and target type (F<1) in an ANOVA with target type and 
moment of measurement as within factors on the RTs of the multiplication 
cues only. 
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GENERAL DISCUSSION 
To our knowledge, no study has yet investigated the presence of five 
and tie effects in the division performance of young children. Also, the 
developmental pathways of the problem-size, five and tie effects have not 
yet been described for division. Moreover, a direct comparison of 
multiplication and division performance in young children could learn us 
more about the way both operations are solved and organized in memory. 
These were the aims of the present study.  
The qualitative analyses showed that the problem-size, five and tie 
effects also determine children’s division performance. The problem-size 
effect arose at the end of 2nd grade in multiplication and at the beginning of 
3rd grade in division performance. The five effect arose at the beginning of 
3rd grade for both operations and the tie effect is observed from the 
beginning of 2nd grade for multiplication performance, but only from the 
start of 3rd grade on for division performance. Taken together, the qualitative 
analyses show that all these effects arise quite early in the process of 
acquiring the multiplication and division tables, as the children in the present 
study only started to learn the tables in 2nd grade. This observation suggests a 
fast formation of the memory network. This is perfectly in line with previous 
research that has been discussed in the introduction, at least for 
multiplication performance (e.g., Cooney et al., 1988; Lemaire & Siegler, 
1995; De Brauwer et al., 2006). However, it is, to our knowledge, the first 
time that these effects are observed this early in development. It is also the 
first time that a five and tie effect are observed in children’s division 
performance. 
The fast formation of the memory network is confirmed by the 
presence of interference effects. In the multiplication verification task, the 
network distance of the incorrect answers was manipulated. From 3rd grade 
on, close incorrect answers were rejected slower and with more errors than 
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far related and unrelated answers. Also, in the number-matching task, 
products led to slower RTs from 3rd grade on. For division, the split effect 
was not robustly observed. The effect turned out significant in the error rates 
from 2nd grade on, but in RTs the effect was either absent or only a tendency 
was observed. Moreover, it disappeared completely at the end of 4th grade. 
There was also no evidence for a division interference effect in the data of 
the number-matching task, indicating that the automaticity for division facts 
is still developing. It probably emerges quite late through development, as a 
follow-up study with (another group of) older children (end of 5th grade) 
showed the same pattern of results: a significant multiplication interference 
effect, but no division interference (De Brauwer & Fias, unpublished data). 
Adults do show a significant interference effect in division (De Brauwer & 
Fias, unpublished data, see Chapter 2). The absence of a division 
interference effect in the number-matching task shows that the presentation 
of division operands does not trigger automatic activation spreading to 
division answers in children of this age. This is in line with the absence of a 
robust split effect in the division verification task, which indicates that the 
mechanism of activation spreading from correct to incorrect answers is not 
strong in division, at least not in young children. 
Quantitatively, no evidence was found for decreasing effect sizes of 
the problem-size, five and tie effects in division performance. The problem-
size and five effect and the tie by size interaction were present from the 
beginning of 3rd grade on and remained equally large from that moment on. 
The tie effect was present from the end of 3rd grade on and remained equally 
large from that moment on. The comparison of multiplication and division 
performance revealed strong similarities in the developmental time course of 
both operations. The only difference between the problem-size effect of both 
operations was that it arose six months earlier for multiplication than for 
division. For the five effect, there was even a stronger parallel between both 
operations. For both operations, the five effect emerged in the beginning of 
3rd grade, and remained equally large from that moment on. A different 
pattern was found for the tie effect. This effect was already present in 2nd 
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grade, but only for multiplication. Also, the tie effect for multiplication 
tended to be larger at the beginning of 3rd grade, compared to the end of 4th 
grade. For division, the beginning of 3rd grade differed from the other 
moments, but in another sense: the tie effect was absent there and 
significantly present in the later moments of measurement. Also, when 
present, the tie effect was larger in multiplication performance than in 
division performance. Interestingly, the tie by size interaction (the 
observation that the problem-size effect is much weaker for tie problems) 
was present in both operations, from the start of 3rd grade on and it did not 
evolve with age. So, for the main effect of tie status we did observe a 
dissociation between both operations, as described above, while the tie by 
size interaction was present and equally large for both operations. 
Apparently, the tie effect differs from the other effects, where strong 
parallels were observed. These observations are not surprising, as there are 
two equal numbers on screen in a multiplication tie problem, while there are 
two different numbers on screen in a division tie problem. Hence, visual and 
encoding processes will benefit more in the case of multiplication. 
Blankenberger (2001) showed evidence that the tie-effect disappears in 
mixed format problems (e.g., 3 × three), hence that it is mainly encoding 
based. However, this claim has been weakened in a study by Campbell and 
Gunter (2002). They showed that the reduction in effect size found by 
Blankenberger (2001) was due to the fact that non-tie problems were tested 
two times more often than tie problems. Consequently, Campbell and Gunter 
(2002) concluded that the tie effect is not caused by an encoding advantage, 
but that it is completely access-based. The conclusions drawn by LeFèvre et 
al. (2004) are in-between. They also looked at the tie by size interaction and 
showed that this interaction is not reduced by the mixed format, while the 
main effect of tie status is. They concluded that the tie effect is mainly 
access-based, and only moderately influenced by encoding factors. The 
observation of a tie effect in division performance in previous research 
(Campbell & Gunter, 2002; LeFèvre et al., 2004) and in the present study 
cannot be explained by an encoding advantage. But LeFèvre et al. (2004) 
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proposed an explanation in terms of answer facilitation: they found that ties 
with a word as second operand (9 : three) showed an even larger tie effect 
than tie problems with a digit as second operand (9 : 3). The fact that the 
answer matches the right operand may facilitate answer production. 
However, in the present study this cannot be the only cause of the tie 
advantage in division, as we used a verification paradigm and we observed a 
tie by size interaction that was equally strong for both operations. The 
dissimilar pattern for the main effect of tie status for multiplication and 
division, combined with the similar pattern for the tie by size interaction 
confirm the idea that the tie effect is mainly access based, although encoding 
does play a minimal role as shown by the weaker tie effect for division. 
Hence, even early in development, tie problems have an easier access to the 
memory store compared to non-ties, for both multiplication and division. 
The present study aimed to investigate the memory representations of 
multiplication and division facts. It is therefore of crucial importance that we 
are indeed looking at effects that have been caused by memory processes. 
There are several reasons why it can safely be assumed that the results of the 
present study are indeed retrieval-related, and not procedure-related. First, 
the interference effect in the number-matching task shows that the children 
possess a multiplication network that is strong enough to pursue automatic 
activation. Second, from previous studies we know that from 4th grade on, 
children mainly use retrieval from memory to solve simple multiplication 
problems, as discussed in the introduction. The fact that we did not observe a 
quantitative evolution from 3rd to 4th grade for the problem-size and five 
effects and the tie by size interaction indicates that 3rd graders relied on 
memory retrieval as well. The same line of reasoning may be applied to the 
question whether the children used memory retrieval to solve the division 
problems: the strong similarities between both operations in the verification 
tasks suggest that division problems are also solved by means of memory 
retrieval.  
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Another issue is that in principle participants could have used 
multiplication in the division task to check the correctness of the presented 
results. The fact that we did not find evidence for a division interference 
effect could be an indication that participants indeed used such a strategy. 
However, a number of elements argue against such an interpretation. First, 
we did find that division problems are solved slower than multiplication 
problems, which is not expected if the same multiplicative processes are 
involved in both tasks. Second, we did observe some differences between 
both operations which would certainly not be expected if the participants 
were multiplying all the time. Indeed, the problem-size effect arose earlier in 
multiplication performance. Moreover, there was no tie effect in division 
performance at the start of 3rd grade.  
One of the goals of the present study was to compare multiplication 
and division performance and strong parallels were present in the 
developmental pattern of both operations, as described above. Where does 
the parallel development between both operations come from? 
Multiplication and division were taught almost simultaneously to our 
participants and they were explicitly taught that division is the reverse of 
multiplication. Therefore, it is plausible to assume that both operations will 
be strongly connected in memory. Also, Mulligan & Mitchelmore (1997) 
found that before receiving formal instruction in division, children in grades 
2 and 3 used similar solution procedures on word problems involving 
multiplication and division and these solutions involved multiplicative and 
additive relations. If multiplicative relations are used to solve division 
problems at first, which is quite likely in the group of children that 
participated in this study, then it is quite likely that multiplicative memory 
representations will underlie division performance. From the present study 
we know that at least early in development, the memory representations for 
both operations are indeed strongly interconnected. 
 CHAPTER 5 
THE REPRESENTATION OF MULTIPLICATION AND 
DIVISION FACTS:  
EVIDENCE FOR CROSS-OPERATION TRANSFER 
 
Manuscript submitted for publication1 
 
The Identical Elements model (Rickard, 2005; Rickard, Healy & 
Bourne, 1994; Rickard & Bourne, 1996) is a prominent theory of arithmetic 
fact representation that assumes separate memory representations for each 
unique multiplication and division fact. It predicts no cross-operation 
transfer between multiplication and division facts. Using an adapted 
procedure to measure transfer of learning, we did find evidence for 
symmetrical transfer between multiplication and division, in highly skilled 
subjects. Participants were trained extensively on a subset of problems of 
one operation (multiplication, Experiment 1, or division, Experiment 2), 
both a pre-test and a post-test were administered in which operation was 
blocked and problems were presented in the standard format. In both 
experiments, the trained problems and the corresponding problems of the 
other operation benefited from the training phase. These results show that 
the memory representations of multiplication and division facts are more 
dependent on each other than predicted by the Identical Elements model. 
                                                     
1 This paper was co-authored by Wim Fias. 
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INTRODUCTION 
Previous research has shown that simple multiplication and division 
facts are mainly solved by retrieving the correct answer from memory, 
although occasionally non-retrieval strategies are used as well (see e.g., 
LeFèvre & Morris, 1999; Campbell & Xue, 2001). However, it is a debated 
issue how multiplication and division facts relate to each other in terms of 
memory storage. Two opposing theoretical viewpoints have been proposed 
in the literature. The first one states that one common memory network 
underlies performance on both simple multiplication and division problems. 
As multiplication and division are mathematically complementary 
operations, there is in principle no need to have separate memory 
representations for both operations. This viewpoint was based on a patient 
study (Delazer, Semenza & Denes, 1994), in which rehabilitation of division 
performance occurred while only multiplication facts were retrained. The 
second and opposing viewpoint is that multiplication and division facts are 
stored independently in memory. The most influential and most elaborated 
theory of that type is the Identical Elements (IE) model (Rickard et al., 1994; 
Rickard & Bourne, 1996; Rickard, 2005). This model claims that, at high 
levels of skill, two independent memory structures for multiplication and 
division exist. More specifically, it posits that for each division problem 
there is a unique representation for each unique combination of operands and 
answer (e.g., 28 : 4 Æ 7 and 28 : 7 Æ 4). These unique representations are 
independent of each other and of the representation of the corresponding 
multiplication problem (e.g., 4, 7, × Æ 28). Evidence for this model comes 
mainly from studies in which the influence of training of one operation on 
the performance of the other operation is investigated. The IE model makes 
straightforward predictions regarding transfer of learning: Learning will be 
restricted to the trained problems and will not transfer to other problems, 
either of the trained operation or of the other operation. 
DIVISION AND MULTIPLICATION     129 
Transfer of learning between both operations was examined by 
Rickard, Healy and Bourne (1994) and by Rickard and Bourne (1996). 
Participants were trained on problems of the type ‘? = 4 × 7’ and ‘35 = ? × 
5’. After training, participants were tested on identical problems, problems 
of which the operand order had changed, the operation had changed, both 
operand order and operation had changed and (in Rickard & Bourne, 1996) 
also on problems that were not related to the trained set. The results showed 
that learning only transferred to identical problems. This finding constituted 
the basis for the original IE model (Rickard et al., 1994; Rickard & Bourne, 
1996), in which each triplet has three unique and independent 
representations, as mentioned above.  
Other evidence favouring the IE model comes from work by Campbell 
and colleagues (Campbell, 1999; Campbell, Fuchs-Lacelle & Phenix, 2006). 
The participants in Campbell’s (1999) study were not trained, but had to 
perform a simple production task in which simple multiplication and 
division problems were intermixed. Between-item transfer was investigated 
by manipulating prime-target pairs. Problems could be repeated (identical 
repetition, e.g., 3 × 7 on trial 1 and on trial 10), the order of the problem 
could be changed (e.g., 3 × 7 and 7 × 3) or the operation could be changed 
(e.g., 3 × 7 and 21 : 3). The number of trials between the prime and the target 
could vary. Campbell (1999) found that solving a certain division problem is 
facilitated if a few trials before, the corresponding multiplication problem 
had been retrieved from memory. This was only the case for large problems 
and he did not find any evidence for transfer in the reverse direction. This 
transfer from multiplication to division seems to argue against the IE model. 
However, it was interpreted as evidence for a mediation strategy, meaning 
that large division problems are solved by retrieving the corresponding 
multiplication fact from memory. To verify the contribution of the mediation 
strategy in the observed multiplication to division transfer, the same study 
was repeated but after each trial participants were asked to report the strategy 
they had used on that trial (see Campbell et al., 2006, Experiment 2). 
Campbell et al. now found cross-operation transfer in both directions, but it 
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was eliminated when only retrieval trials were considered. These results are 
in line with separate and independent memory representations for 
multiplication and division facts, following Rickard’s IE model. 
To account for the ‘division by mediation’ strategy, Rickard (2005) 
proposed a revised version of the IE model: At intermediate skill levels, in 
the non-asymptotic case of the model, a reverse association between 
operands and product (e.g., 4, 7, × Æ Å 28) for multiplication problems 
may exist, implying that products can activate their operands (factors) and 
vice versa. This reverse association constitutes the basis for the division by 
mediation strategy. Some predictions of the revised IE (IE-r) model have 
been confirmed (Rickard, 2005): adults are indeed able to factor (i.e., answer 
‘4 and 7’ when presented with ‘28’) efficiently and practicing factoring 
transferred to multiplication performance. This study indeed suggests that 
there may exist bidirectional links in the multiplication network, although 
Rickard assumes that they only exist at intermediate skill levels. In the 
asymptotic case, the original IE model holds, in which multiplication and 
division facts are represented independently and no cross-operation transfer 
of learning is predicted. 
In the present study, we investigate whether it is really the case that 
between-operation transfer cannot be found in highly skilled subjects. If we 
take a closer look at the procedural details of Rickard et al. (1994) and 
Rickard & Bourne (1996), we see four reasons why the particular procedure 
may have led to the absence of cross-operation transfer. First, participants 
were trained on an unusual division type of problems (e.g., 35 = ? × 5) for 
which it is not clear how they are solved. In this respect, Mauro, LeFèvre 
and Morris (2003) have clearly demonstrated that the way an arithmetic 
problem is presented impacts on the way that problem is solved: division 
problems in a multiplication-based format (8 × ? = 72) were solved more 
quickly than division problems in a division-based format (72 : 8 = ?) and 
multiplication problems in a division-based format (? : 8 = 9) are solved 
slowly and with a lot of errors. Hence, the division problems used by 
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Rickard et al. (1994) and Rickard and Bourne (1996) are not necessarily 
equivalent to standard division problems. It is thus not clear what has been 
trained in these studies. Second, Rickard (Rickard et al., 1994; Rickard & 
Bourne, 1996) used a procedure in which the training consisted of a mixture 
of multiplication and division problems. A mixed block methodology creates 
a disadvantage for the weaker operation: operation confusions will become 
more likely (LeFèvre & Morris, 1999) and learning becomes more difficult. 
Consequently, both the mixed design and the unusual presentation format of 
the problems may have elicited a particular strategy of memorizing the 
operands and their positions and the to-be-performed operation (the 
‘identical elements’) as the best strategy to perform this task. However, use 
of such a strategy may be limited to the specific context of the study and 
may not generalize to other situations (see also Rehder, 2001). Third, the 
studies by Rickard (Rickard et al., 1994; Rickard & Bourne, 1996) did not 
include a pre-test. Hence, there is no baseline performance measurement 
prior to training. Fourth, the test phase of Rickard and Bourne (1996) 
consists of several test blocks. Hence, each problem is repeated several 
times. This will inevitably have led to learning during the test phase, also for 
the new problems. Hence, differences in RT between new and other 
problems that are due to the training phase will be more difficult to detect. In 
fact, closer inspection of their results indicates that in the first test block of 
Rickard and Bourne’s (1996) Experiment 1, RTs for operation changed 
problems tend to be faster than RTs to new problems (Figure 2, p. 1285, 
Rickard & Bourne, 1996), suggesting transfer between operations. 
For these reasons, the present study uses an adapted transfer 
procedure. Participants are trained extensively and with a large emphasis on 
both speed and accuracy on a subset of problems of one operation 
(multiplication or division) in order to ensure retrieval from memory. In that 
way a strong (‘asymptotic’) memory representation will be established. 
Standard division and multiplication problems are used through the whole 
procedure. We administered a pre-test and a post-test, in which operation 
was blocked, not mixed. In order to disentangle within-test learning from 
132     CHAPTER 5 
learning due to the training phase, both pre-test and post-test were split up in 
two separate runs. Each run contained one repetition of each unique problem 
(commutative problems e.g., 6 × 7 and 7 × 6 were counted as two problems). 
Performance on trained and untrained problems can then be informative 
concerning the link between the two operations in memory. The IE-r model 
predicts that high skill in one operation will not transfer to the other 
operation. 
EXPERIMENT 1 
In a first experiment, participants were trained extensively on a subset 
of multiplication problems. Before and after training they were tested on 
both operations. Transfer to trained and untrained multiplication problems 
and to the corresponding division problems was examined. A control task 
(simple subtraction) was included to be able to distinguish transfer from 
more generic training effects. 
METHOD 
Participants 
Nineteen students (4 men and 15 women) of Ghent University 
participated. They received €20 for participation. Mean age was 20 years and 
6 months (range 18-24 years). 
Stimuli 
Stimuli of the pre-test and the post-test consisted of all simple 
multiplication and division problems from the set 2 × 2 to 9 × 9, resulting in 
64 problems for each operation. Zero and one problems were excluded as 
these problems are known to be solved by means of rules (Baroody, 1983). 
Pre- and post-test also included simple subtraction problems. These were 
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composed by inverting all simple additions from 2 + 2 to 9 + 9 to their 
corresponding subtraction problems (from 4 – 2 to 18 – 9).  
In the training phase one subset of large (product > 25) multiplication 
problems was trained. Two subsets were developed, each containing 9 
problems, if commutative pairs (e.g., 3 × 9 and 9 × 3) are counted as one 
problem (see appendix A). These subsets were equated in terms of problem-
size: neither the mean size of the product, nor the mean size of both operands 
differed across sets (M = 47.67 and 45.44 for the products; M = 6.94 and 
6.83 for the operands, for sets 1 and 2 respectively), ts <1. In each subset, 
two tie problems and two five problems were included. 
Apparatus 
The participant was seated in front of a 60 Hz 17” CRT screen. The 
software was developed with E-Prime V1.1 (Psychology Software Tools, 
2002) and ran on a Pentium 4 pc (operating system Windows 98). In the pre- 
and post-test reaction times were measured by means of a voice activated 
relay that was connected to the parallel port of the pc. In the training phase, 
responses were registered through the numeric keypad of the keyboard. 
Procedure 
The experiment was run individually with the experimenter present 
throughout the whole procedure. The experiment consisted of two sessions 
of about 1 hr (ranging from 50 min to 75 min) on two consecutive days. 
After signing an informed consent form, the procedure of the experiment 
was explained (pre-test, training phase over two sessions, post-test) and a 
practice block consisting of 15 addition problems was administered to 
familiarize the participant with the voice activated relay and with the trial 
procedure of the pre- and post-test. 
Pre-test and post-test. The pre-test and post-test each consisted of two 
runs of two blocks. In each run, one block included 64 multiplication 
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problems, the other block 64 division problems (16 problems of the trained 
set, 16 of the untrained set and 32 small problems). In each block, problems 
were presented in random order. The order of the two blocks within a run 
was counterbalanced, so that half of the participants solved multiplication 
first and the other half division first. Within each participant, the order of the 
two blocks in a run (e.g., first multiplication, then division) was identical. At 
the beginning of each block, participants received instructions about which 
operation had to be solved in the block and they were instructed to respond 
as fast and as accurately as possible. They were told that they did not have 
the time to calculate and that they had to say the answer that first came up in 
their mind. After both runs of the multiplication and division blocks, two 
blocks of subtraction problems (64 problems each) were solved. Each trial 
started with a fixation mark (a hash mark), presented for 500 ms. Thereafter 
the multiplication, division or subtraction problem was presented 
horizontally (e.g., 27 : 3) until the voice activated relay registered a response 
or until the response deadline (2000 ms) had passed. After each response, the 
experimenter typed in the participant’s answer and indicated whether or not 
the voice activated relay had worked properly (on screen the words 
‘Answer?’ and ‘OK?’ were shown to avoid coding errors by the 
experimenter; the participants were told to ignore these words). If no 
response was given within the 2 second deadline, a feedback screen 
(‘Respond faster!’) was shown for 500 ms. The next trial began immediately 
after the feedback screen. 
Training phase. The computer program for the training phase 
consisted of 5 learning blocks, with an increasingly difficult learning 
criterion. The nine problems of the trained set were presented 6 times in each 
block, resulting in 54 problems per block. Through the 5 blocks, the 
accuracy criterion increased gradually (from 75% correct in the first block to 
93% in the last block) and the response deadline decreased gradually (from 3 
seconds in the first block to 1 s in the last block). If the criterion of a block 
was fulfilled, participants went over to the next block, if not, the block was 
repeated. The first session of the experiment was ended when the time for 
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the session was up or when the participant’s performance indicated fatigue 
or concentration loss. At the beginning of the second session, the 
participants were told that they would receive an extra €5 if they reached the 
accuracy criterion of 93% (4 errors) in the last block (with a 1s response 
deadline). For ethical reasons, every participant received the extra €5 (hence, 
€25 for the experiment). The second session started with the first block of 
the training phase. If the participant’s mean RT and number of errors already 
met the criterion of the next block, this block was skipped, but only in the 2nd 
session. If a participant repeatedly failed to reach 93% correct in the last 
block, the penultimate block was repeated and training stopped if the 
criterion was reached there. Each trial in a training block started with the 
word ‘Ready?’ in the middle of the screen. When the participant pressed the 
spacebar, a fixation hash mark was presented for 500 ms, which was then 
replaced by the problem. The problem stayed on screen until a response was 
given or until the response deadline had passed (depending on the block, 3 s, 
2.5 s, 2 s, 1.5 s or 1 s). In the last block, the 1st digit of the answer had to be 
typed in before 1 s and the second digit before 1250 ms. Responses had to be 
typed in on the numeric keypad of the keyboard. The answer that was typed 
in, was shown on screen for 500 ms. Feedback was given after each 
response. After a correct response, a green ‘correct’ sign was shown for 
1500 ms; after an incorrect response, a red ‘incorrect’ sign was shown, 
together with the problem and the correct answer below the centre of the 
screen. If no response was detected within the response deadline, the 
message ‘too late’ was shown and again the problem and the correct answer 
were presented below the screen centre. After feedback, the next trial was 
initiated. After each block, feedback concerning mean RT and number of 
errors was given and, in accordance with the participant’s performance, the 
experimenter initiated the next block or the same block. 
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RESULTS 
Training phase 
On average, participants went through 10 blocks (ranging from 8 to 13 
blocks), implicating that each problem was presented on average 60 times 
during the training phase. Of the 19 participants, 15 reached the learning 
criterion of 93% correct, either in the last block (n=9) or in the penultimate 
block (n=6). One participant reached 91% accuracy in the last block, one 
participant in the penultimate block. The other two participants reached 89% 
accuracy in the penultimate block.  
Pre-test and post-test 
RTs. One participant was discarded from analyses because she made 
34% errors in the pre-and post-test. An initial analysis (a repeated measures 
ANOVA with run (first and second run), operation (multiplication or 
division), pre-test/post-test and set (trained or untrained) as within-subjects 
factors) on median RTs showed that there was a main effect of run (F(1, 17) 
= 13.63, MSE = 10307, p <.01) with RTs being faster in the second run. This 
implies that participants learned during the pre-test and post-test. Since such 
training effects may obscure our results, the second run of pre- and post-test 
were discarded from all further analyses. 
A repeated measures ANOVA was performed on the median RTs of 
the first run of the pre- and post-test with operation (multiplication and 
division), pre-test/post-test and set (trained or untrained) as within-subjects 
factors. Only problems that were answered correctly and within the deadline 
were included (69 % of the observations of the first run). The main effect of 
operation was not significant, F<1. The main effect of pre-test/post-test was 
significant (F(1, 17) = 23.59, MSE = 12062, p <.001). In the pre-test 
participants responded on average after 1008 ms, in the post-test after 919 
ms. The main effect of set was significant too, F(1, 17) = 19.58, MSE = 
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14847, p <.001. On trained problems, RTs were on average 919 ms, on 
untrained problems 1009 ms.  
The interaction between pre-test/post-test and operation tended 
towards significance, F(1, 17) = 3.85, MSE = 19965, p =.066. The 
interaction between operation and set was not significant, F(1, 17) = 2.29, 
MSE = 9782, p =.15. The interaction between pre-test/post-test and set was 
significant, F(1, 17) = 24.44, MSE = 4318, p <.001. These two-way 
interactions are embedded in the marginally significant three-way interaction 
between operation, pre-test/post-test and set, F(1, 17) = 4.13, MSE = 6229, p 
=.058, see Figure 1. Within multiplication, the interaction between pre-
test/post-test and set was highly significant, F(1, 17) = 24.31, MSE = 4844, p 
<.001, indicating that trained multiplication problems benefited from the 
training phase, while untrained multiplication problems did not. Planned 
comparisons confirmed that the trained multiplication problems were solved 
significantly faster after training, F(1, 17) = 32.09, MSE = 13082, p <.001, 
and within the post-test trained multiplications were solved significantly 
faster than untrained multiplications, F(1, 17) = 72.28, MSE = 4770, p <.001. 
RTs to untrained multiplication problems did not decrease from pre-test to 
post-test, (F(1, 17) = 2.12, MSE = 12449, p =.16). 
For division, the interaction between pre-test/post-test and set did not 
reach significance, F(1, 17) = 2.37, MSE = 5702, p =.14. But planned 
comparisons showed that the division problems that correspond to the 
trained multiplication problems were solved faster in the post-test compared 
to the pre-test (F(1, 17) = 5.52, MSE = 8008, p <.05), while RTs to division 
problems corresponding to the untrained multiplication problems did not 
decrease from pre-test to post-test, F < 1. This was confirmed by the 
significant difference within the post-test: the division problems 
corresponding to the trained multiplication problems were solved 
significantly faster than the division problems corresponding to the untrained 
multiplication problems, F(1, 17) = 7.86, MSE = 9753, p <.05. These results 
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show that training large multiplication problems elicits faster RTs to these 






































Figure 1  
Three-way interaction of operation, pre-test/post-test and set in the RTs of Experiment 1 
(training of multiplication problems). Error bars denote standard errors of the mean. 
 
Error rates. Of the responses that were made within the 2 s deadline, 
11 % were incorrect answers. A repeated measures ANOVA was performed 
on these error rates, with operation, pre-test/post-test and set as within-
subjects factors. Only the main effect of pre-test/post-test was significant, 
F(1, 17) = 14.17, MSE = .01, p <.01. Fewer errors were made in the post-test 
(8%) than in the pre-test (15%). The main effects of operation and set were 
not significant, F(1, 17) = 2.49, MSE = .004, p =.13 and F(1, 17) = 1.75, 
MSE = .006, p =.20 respectively. None of the interactions reached 
significance, largest F=1.86. Mean error rates are presented in Table 1. 
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Table 1 
Error rates (%) of Experiment 1. Numbers between brackets are standard errors of the mean. 
 
 Multiplication Division 
  Pre-test Post-test Pre-test Post-test 
Trained problems 13 (3) 5 (1) 16 (2) 9 (2) 
Untrained problems 14 (3) 11 (3) 16 (2) 9 (2) 
 
Control task: subtraction. Median RTs of the subtraction problems of 
the first run were entered in a repeated measures ANOVA with pre-test/post-
test as within-subjects factor. Only problems that were answered correctly 
and within the deadline are included in this analysis. The main effect of pre-
test/post-test was not significant, F (1, 17) = 2.28, MSE = 2629, p = .15. In 
the pre-test, subtraction problems were answered after 1069 ms, in the post-
test after 1043 ms. 
Error rates were low for subtraction problems, only 6% of all trials 
were answered incorrectly. The main effect of pre-test/post-test was not 
significant, F<1. 6% of the subtraction problems were answered incorrectly 
in the pre-test and 5% in the post-test. Taken together, these analyses show 
that the subtraction problems did not benefit from the training phase.  
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DISCUSSION 
Participants were trained extensively on a subset of large 
multiplication problems, after training, these problems were solved faster 
than before and they were solved faster than the untrained problems. 
Interestingly, the division problems corresponding to these trained 
multiplication problems also benefited from the training phase and were 
solved faster than before and faster than the untrained division problems. Of 
course, one could argue that the transfer to division problems is attributable 
to the fact that the mediation strategy was used in the post-test: Because the 
multiplication nodes are strengthened during training, the mediation strategy 
will lead to faster responses after training. However, the fact that we did not 
observe a difference in RT between multiplication and division problems 
argues strongly against the mediation strategy. Indeed, using the mediation 
strategy for division would require an extra processing step, which would 
have slowed down latencies. Even in the pre-test, RTs did not differ 
significantly between both operations (M = 1032 ms for multiplication, M = 
984 ms for division, F (1, 17) = 2.59, MSE = 16373, p = .12). Moreover, 
RTs to division problems (around 1s) are much faster than the typical 
reaction times that are found in the literature when subjects report the 
mediation strategy, typically around 2s (Imbo & Vandierendonck, in press a; 
see the general discussion for a broader discussion).  
In sum, the results of Experiment 1 indicate that achieving a high skill 
in large multiplication problems transfers to the corresponding division 
problems. Nevertheless, before drawing conclusions concerning the memory 
representations of multiplication and division facts, it remains to be 
investigated whether transfer of learning also occurs from division to 
multiplication. Therefore, in a second experiment, participants were trained 
extensively on large division problems in order to establish direct retrieval 
for these division problems. 
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EXPERIMENT 2 
In a second experiment, participants were trained extensively on a 
subset of large division problems. Before and after training they were tested 
on both operations. Transfer to trained and untrained division problems and 
to the corresponding multiplication problems was examined. The control 
task (subtraction) was no longer included as it was clear from the previous 
experiment that this task did not benefit from training. 
METHOD 
Participants 
Twenty-four students (23 women, 1 man) of Ghent University 
participated. They received €25. Their mean age was 20 years and 11 
months (range 18 to 25 years). None of them had participated in Experiment 
1. 
Stimuli, apparatus and procedure 
Stimuli, apparatus and procedure were identical to Experiment 1, 
except for the training phase, in which division problems were trained. In the 
training phase, the same sets of problems were used as in Experiment 1, 
except that they were presented as division problems.  
RESULTS 
Training phase 
On average, participants went through 10 blocks (range 8-14), hence 
each problem was presented on average 60 times. Of the 24 participants, 20 
reached the learning criterion of 93% correct, either in the last block (n=16) 
or in the penultimate block (n=4). One participant reached 91% accuracy in 
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the last block, three participants reached 89% accuracy in the penultimate 
block.  
Pre-test and post-test 
RTs. One participant was discarded from the analyses because she 
made 43% errors in the pre-and post-test. As in Experiment 1, an initial 
analysis (a repeated measures ANOVA with run (first and second run), 
operation (multiplication or division), pre-test/post-test and set (trained or 
untrained) as within-subjects factors) on median RTs showed a significant 
main effect of run, F(1, 22) = 36.41, MSE = 5074, p <.001. RTs were faster 
in the second run. This implies that participants learned during the pre-test 
and post-test. Since such training effects may obscure our results, the second 
run of pre- and post-test was discarded from all further analyses. 
A repeated measures ANOVA with operation (multiplication or 
division), pre-test/post-test and set (trained or untrained) as within factors on 
the median reaction times of the problems that were answered correctly and 
within the deadline (73% of the observations of the first run) was performed. 
Both the main effects of operation and pre-test/post-test were significant, 
F(1, 22) = 4.30, MSE = 18768, p =.05 and F(1, 22) = 64.08, MSE = 7386, p 
<.001. Multiplication problems were answered after 934 ms, division 
problems after 892 ms. RTs were significantly faster in the post-test (M = 
862 ms) compared to the pre-test (963 ms). The main effect of set did not 
reach significance, F(1, 22) = 1.82, MSE = 27629, p =.19. 
The interaction between operation and pre-test/post-test was not 
significant, F = 1.90. The other two-way interactions (operation by set and 
pre-test/post-test by set) were (F(1, 22) = 7.07, MSE = 11815, p <.05 and 
F(1, 22) = 20.10, MSE = 8615, p <.001), but these interactions were 
embedded in the three-way interaction between operation, pre-test/post-test 
and set, that approached significance, F(1, 22) = 4.07, MSE = 5120, p =.056, 
see Figure 2. Within division, the interaction between pre-test/post-test and 
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set was significant, F(1, 22) = 20.03, MSE = 7840, p <.001. This interaction 
also reached significance for the multiplication problems, F(1, 22) = 6.27, 
MSE = 5896, p <.05. Clearly, trained division problems and the 
corresponding multiplication problems benefited more from training than the 
untrained problems. Planned comparisons confirmed that both trained 
division problems and the corresponding multiplication problems benefited 
from training, F(1, 22) = 46.93, MSE = 10394, p <.001 and F(1, 22) = 22.60, 
MSE = 7280, p <.001 respectively, as they were solved faster during the 
post-test compared to the pre-test. RTs to untrained division and the 
corresponding multiplication problems did not decrease from pre-test to 
post-test, F(1, 22) =2.61, MSE = 7290, p =.12 and F(1, 22) = 2.31, MSE = 
7745, p =.14. Within the post-test, trained division problems were answered 
significantly faster than untrained division problems, F(1, 22) = 36.11, MSE 












































Three-way interaction of operation, pre-test/post-test and set in the RTs of Experiment 2 
(training of division problems). Error bars denote standard errors of the mean. 
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Error rates. Of the responses that were made within the 2s deadline, 
12% were incorrect answers. A repeated measures ANOVA was performed 
on these error rates, with operation, pre-test/post-test and set as within-
subjects factors. The main effects of operation and set were not significant, 
F<1 and F = 1.16 respectively. The main effect of pre-test/post-test was 
significant, F(1, 22) = 19.22, MSE = .009, p < .001. Participants made more 
errors in the pre-test (16%) than in the post-test (10%). The interaction 
between operation and pre-test/post-test was not significant, F<1. Both the 
interaction between operation and set and between pre-test/post-test and set 
reached significance, F(1, 22) = 4.38, MSE = .007, p < .05 and F(1, 22) = 
9.17, MSE = .015, p < .01, but those interactions were embedded in the 
marginally significant three-way interaction between operation, pre-
test/post-test and set, F(1, 22) = 4.07, MSE = .006, p = .056, see Table 2. 
Within division, the interaction between pre-test/post-test and set was 
significant, F(1, 22) = 11.94, MSE = .01, p < .01; within multiplication, this 
interaction did not reach significance, F(1, 22) = 2.37, MSE = .009, p = .14. 
Planned comparisons showed that both trained division problems and the 
corresponding multiplication problems benefited from training in the sense 
that less errors were made after training than before, F(1, 22) = 18.66, MSE 
= .01, p < .001 and F(1, 22) =12.74, MSE = .007, p = .01 respectively. The 
contrasts for untrained division problems and the corresponding 
multiplication problems did not reach significance, both Fs < 1. Within the 
post-test trained division problems were solved with less errors than 
untrained division problems, F(1, 22) = 13.72, MSE = .01, p = .01. Within 
the post-test, the error rate for multiplication problems corresponding to the 
trained division problems did not differ from the error rate for the 
multiplication problems corresponding to the untrained division problems, 
F=1.22. 
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Table 2 
Error rates (%) of Experiment 2. Numbers between brackets are standard errors of the mean. 
 
 Multiplication Division 
  Pre-test Post-test Pre-test Post-test 
Trained problems 17 (3) 8 (2) 18 (3) 4 (1) 
Untrained problems 13 (3) 11 (2) 15 (3) 16 (3) 
 
DISCUSSION 
In Experiment 2, participants were trained extensively on a subset of 
large division problems. Both trained division problems and the 
corresponding multiplication problems benefited from the training phase and 
were solved faster and with fewer errors after training than before. Hence, 
direct retrieval of division problems (enhanced trough training) transfers to 
the corresponding multiplication problems.  
The mediation strategy is very unlikely as an explanation for the 
transfer results of Experiment 2. First, prior to training, RTs did not differ 
between multiplication (M = 973 ms) and division problems (M = 953 ms), 
F<1. If mediation was used to solve division problems, RTs should be 
slower for division (see above). Second and most importantly, the training 
phase ensured that strategies of all kind were replaced by direct retrieval. 
Therefore, the results of Experiment 2 can be interpreted as evidence for 
transfer from division to multiplication in subjects that are highly skilled in a 
subset of large division problems due to training. 
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OVERALL ANALYSES EXPERIMENT 1 AND 2 
To compare the transfer effects observed in both experiments, we 
performed a 2 × 2 × 2 repeated measures ANOVA on the median RTs of the 
trained problem set, with experiment as between-subjects factor and two 
within- subjects factors: pre-test/post-test and trained operation/untrained 
operation. For Experiment 1, the trained operation is multiplication, while 
for Experiment 2, the trained operation is division. The main effect of 
experiment was not significant, F <1. The main effect of pre-test/post-test 
was, F(1, 39) =98.32, MSE = 9606, p <.001. RTs were faster in the post-test 
(M = 831 ms) than in the pre-test (M = 984 ms). The main effect of 
trained/untrained operation reached significance as well, F(1, 39) =8.89, 
MSE = 13021, p <.01, and this factor tended to interact with experiment, 
F(1, 39) =2.97, MSE = 13021, p =.09. In Experiment 1, RTs did not differ 
between the trained operation (multiplication) and the untrained operation 
(division), F<1. In Experiment 2, RTs were significantly faster for division 
problems than for multiplication problems, F(1, 39) =12.61, MSE = 13021, p 
<.01. The interaction between pre-test/post-test and trained/untrained 
operation was significant too, F(1, 39) =14.24, MSE = 9557, p <.001, 
indicating that the gain in RTs from pre-test to post-test is larger for 
problems of the trained operation than for problems of the untrained 
operation. Crucially, the interaction between experiment and pre-test/post-
test did not reach significance, neither did the three-way interaction between 
experiment, pre-test/post-test and trained/untrained operation, both Fs < 1, 
indicating that the gain in RTs from pre-test to post-test was equally large in 
both experiments. 
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GENERAL DISCUSSION 
The present study aimed to investigate whether it is really the case that 
at high skill levels no cross-operation transfer of learning can be found, as 
predicted by the IE-r model. We argued that procedural issues may have 
prevented cross-operation transfer to appear in previous studies (Rickard et 
al., 1994; Rickard & Bourne, 1996) and present evidence that cross-
operation transfer can be found with an adapted procedure.  
The IE-r model is a useful reference point for research concerning the 
mental organization of arithmetic facts because it generates straightforward 
predictions. In the present study, we tested the prediction that corresponding 
multiplication and division facts are represented strictly independent from 
each other in highly skilled adults. As in previous research, participants were 
trained extensively and with a large emphasis on both speed and accuracy on 
a subset of problems in order to ensure retrieval from memory and establish 
a strong (‘asymptotic’) memory representation. Opposed to previous studies 
(Rickard et al., 1994; Rickard & Bourne, 1996), participants were trained in 
only one operation (multiplication, Experiment 1 or division, Experiment 2) 
instead of both operations. Also, standard division and multiplication 
problems were used through the whole procedure and we administered a pre-
test and a post-test, in which operation was blocked, not mixed. In addition, 
because we analyzed only the first run, learning due to the training phase 
was not confounded with within-test learning. We indeed found evidence for 
within-test learning, as RTs decreased from the first run to the second run. 
This finding complicates the interpretation of Rickard et al. (1994) and 
Rickard and Bourne’s (1996) findings where within-test learning may have 
masked differences in RTs between new problems and other problems. 
Our results confirmed that the identical elements are indeed 
strengthened through training, as trained problems benefited from the 
training phase, while untrained problems of the same operation did not. But 
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we also found transfer to the other operation, which is not predicted by the 
IE model. Extensive training on multiplication problems transferred to the 
corresponding division problems and extensive training on division 
problems transferred to the corresponding multiplication problems. 
Moreover, transfer was symmetrical. 
We argue that the mediation strategy cannot explain the results. We 
certainly agree on the fact that, besides direct retrieval, the mediation 
strategy normally is an important strategy to solve simple division problems 
(LeFèvre & Morris, 1999; Imbo & Vandierendonck, in press a). But in the 
present study (Experiment 2), mediated retrieval was replaced by direct 
retrieval by means of an extensive training phase. By solving each problem a 
lot of times, within a short time window, we boosted the use of direct 
retrieval. Another argument that provides evidence against the use of the 
mediation strategy in both experiments are the fast RTs for the division 
problems, in both the pre-test and the post-test. In a study by Imbo and 
Vandierendonck (in press a) participants had to solve division problems by 
using a forced strategy, namely direct retrieval or the mediation strategy. 
Interestingly, RTs were much longer for the mediation strategy (about 2s) 
than for direct retrieval (about 1s) for large problems (with the dividend 
larger than 25). Clearly, RTs for (large) division problems in the present 
study (overall, M = 962 ms in Experiment 1, M = 892 ms in Experiment 2) 
are much more in line with the direct retrieval RTs of the study by Imbo & 
Vandierendonck (in press a). Moreover, if mediation was a frequently used 
strategy in the present study, RTs would be slower for division problems 
compared to multiplication problems as an extra processing step is needed in 
the mediation strategy. But no difference was found between RTs for the two 
operations (see the discussion of both experiments). 
The present data show that transfer of learning from division to 
multiplication can be found while the mediation strategy was no longer used 
and solutions of simple division problems were retrieved directly from 
memory due to an extensive training phase. The reverse transfer pattern was 
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also found: high skill in multiplication transfers to division performance. We 
conclude that the memory representations of simple multiplication and 
division problems are more dependent on each other than previously 
thought. These results argue against the IE-model, in which there is a strict 
independency between both operations. Having excluded strict 
independency of the two operations, two possibilities remain: Either two 
strongly connected and at least partially overlapping memory stores exist, or 
one common memory store underlies performance on both operations. Such 
a memory network should be flexibly accessible. Explicit computational 
modelling will be needed to describe the details of it. The Interacting 
Neighbours (IN) model, a model about memory retrieval in simple 
multiplication (Verguts & Fias, 2005) could for example be a good starting 
point to this aim. This model assumes that, when different candidate 
solutions to a multiplication problem converge on the same unit or decade 
(e.g., 4 × 7 = 28 or 21), cooperation will occur and retrieval will be easier. 
On the other hand, when the candidate answers point in a different direction 
(e.g., 4 × 7 = 28 or 35), competition will occur and retrieval will be more 
difficult. Verguts and Fias (2005) showed that systematic application of this 
principle leads to all standard effects that have been described in the 
literature, i.e. the problem-size effect (problems with small operands are 
easier than problems with large operands), the tie effect (problems with two 
equal operands, e.g., 4 × 4, are easier than those with two different operands) 
and the five effect (problems with operand 5 are easier than those without 
operand 5). A neural network model in which the interacting neighbours 
principle was implemented, has been developed successfully (Verguts & 
Fias, 2005). This model could easily be adapted to solve division problems 
by including reverse associations between the answer nodes and the operand 
nodes. The present data suggest that these reverse associations can become 
equally strong through training as indicated by the equally strong transfer 
effects in both experiments. Our observation that learning does not transfer 
to untrained problems but only to trained problems and to the corresponding 
problems of the other operation can also be explained by the IN model by 
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assuming that, through training the activation distributions in the network 
will become more and more peaked: through training, the correct solution 
becomes highly activated and the activation distribution narrows: fewer 
neighbours receive activation. Ultimately, only the correct solution receives 
activation. This model predicts specific transfer effects, in the sense that 
learning will not transfer to untrained problems. It also predicts smaller 
problem-size, five and tie effects compared to the ‘intermediately skilled 
model’. Of course, future research is needed to further investigate this 
mechanism. It should be investigated whether extensive training leads to 
smaller problem-size, five and tie effects in division. Pauli, Bourne and 
Birbaumer (1998) already showed that with extensive training, the problem-
size effect decreases for multiplication. We predict the same for division. 
To sum up, previous research favours the IE model, in which 
multiplication and division problems are represented independently in 
memory in highly skilled subjects. The most convincing evidence comes 
from Campbell et al.‘s study (2006) in which it was shown that symmetrical 
transfer between both operations disappeared when only retrieval trials were 
included in the analysis. The results of the present study are in the opposite 
direction: through an extensive training phase, retrieval was enhanced and 
high skill was realized for a subset of one operation. In that (asymptotic) 
case, the IE-r model predicts no cross-operation transfer at all. However, 
cross-operation transfer was found and in both directions. How is it possible 
that the results of both experiments are opposed to each other? We point to 
the fact that Campbell et al. (2006) used a mixed block methodology, which 
creates a disadvantage for the weaker operation (division) and that they did 
not give feedback to their participants. Hence, it is plausible that their 
participants were not confident about their retrieved answers and 
consequently, that the answer nodes were not strengthened. In that case, 
mediation will occur frequently and no transfer will occur for problems that 
are retrieved from memory. Further research will be needed to clarify this, 
but from the present study we can conclude that even in highly skilled 
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subjects that do not use mediation to solve division problems, symmetrical 
transfer between multiplication and division can be found. 
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Appendix A : Problem sets used in both Experiments 
Problem set 1 Problem set 2 
3 × 9; 9 × 3 
27 : 3; 27 : 9 
4 × 7; 7 × 4 
28 : 4; 28 : 7 
4 × 8; 8 × 4 
32 : 4; 32 : 8 
4 × 9; 9 × 4 
36 : 4 ; 36 : 9 
5 × 6; 6 × 5 
30 : 5; 30 : 6 
5 × 7; 7 × 5 
35 : 5; 35 : 7 
5 × 8; 8 × 5 
40 : 5; 40 : 8 
5 × 9; 9 × 5 
45 : 5; 45 : 9 
6 × 8; 8 × 6 
48 : 6; 48 : 8 
6 × 9; 9 × 6 
54 : 6; 54 : 9 
7 × 9; 9 × 7 
63 : 7; 63 : 9 
6 × 7; 7 × 6 
42 : 6; 42 : 7 
8 × 9; 9 × 8 
72 : 8; 72 : 9 
7 × 8; 8 × 7 
56 : 7; 56 : 8 
9 × 9 
81 : 9 
8 × 8 
64 : 8 
6 × 6 
36 : 6 
7 × 7 
49 : 7 
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GENERAL DISCUSSION 
 
‘Counting sheep when you’re trying to sleep, 
Being fair when there’s something to share, 
Being neat, when you’re folding a sheet, 
That’s mathematics! 
 
When a ball bounces off a wall, 
When you cook from a recipe book, 
When you know how much money you owe, 
That’s mathematics! 
 
When you choose how much postage to use, 
When you know what’s the chance it will snow, 
When you bet and you end up in debt, 
Oh, try as you may, you can’t get away 
From mathematics!’ 
 
From: Tom Lehrer: That’s mathematics, In Tom Lehrer: The remains of 
Tom Lehrer, 1993. 
 
The present doctoral thesis focused on one aspect of mathematical 
knowledge: fact knowledge. We restricted ourselves to two operations: 
simple multiplication and the complementary operation, simple division. In 
the mental arithmetic literature it is generally accepted that simple 
multiplication problems are mostly solved by means of direct memory 
retrieval. Models converge on the idea that multiplication facts are 
represented in an interrelated memory network in which activation spreading 
is at work. Moreover, multiplication facts have been shown to be activated 
automatically upon problem presentation. Much less is known about simple 
division. The relation between the memory representations of simple 
multiplication and division facts is still debated. The present thesis focused 
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on this issue. The null hypothesis that we put forward was the following: 
multiplication and division facts are represented in one and the same 
memory network. We tried to reject the null hypothesis by making use of 
different research paradigms. In this final chapter, we will first give an 
overview of our research findings. Then two major theoretical implications 
will be discussed within the framework of existing models. Next, our 
findings are put in a broader educational context and merits and limits of the 
present research are considered. Finally, some suggestions for further 
research will be presented. 
OVERVIEW OF FINDINGS 
In Chapter 2, we investigated whether automatic activation can be 
found upon presentation of a division problem. For this means we used the 
number-matching task with division problems as cue numbers. More 
specifically, we hypothesized that, if multiplication and division facts are 
represented independently, we should find an asymmetrical interference 
effect: division problems (21 7 as cue) should lead to a stronger interference 
effect than inverse division problems (7 21 as cue) because division 
problems will trigger memory activation in the division network more 
strongly than inverse division problems. Conducting this experiment entailed 
the risk that not finding a difference between division and inverse division 
problems would restrain us from drawing conclusions about the memory 
representation of division facts. And that was indeed what happened. 
Evidence for automatic activation was found, but the source of the activation 
spreading remained unclear as the hypothesized asymmetry between division 
problems and inverse division problems was not found: both led to automatic 
activation. From this paradigm, we were not able to conclude anything about 
the memory representation of division facts, neither could we reject our null 
hypothesis. From these data we can only conclude that ‘a’ memory network 
can be accessed flexibly both by division problems and inverse division 
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problems. But in order to get a clearer picture of the representation of 
division facts, we needed a different approach. 
In Chapters 3 and 4, we focused on developmental changes in 
multiplication and division performance. First, in Chapter 3, we focused on 
the development of multiplication performance. In this Chapter we 
investigated the evolution of the problem-size, five and tie effects while 
controlling for between-group differences in mean reaction time. Previous 
studies had shown that the problem-size effect decreases gradually with age, 
but without taking into account RT differences between age groups. The 
results of Chapter 3 show that the formation of a memory network of 
multiplication facts is a fast-developing process. The problem-size, five and 
tie effects indeed evolve with age, but once in 6th grade, all effects are fixed. 
Chapter 3 laid out the foundations for Chapter 4, in which we investigated 
both multiplication and division performance from the moment a child 
acquires the multiplication and division tables until the end of 4th grade. All 
effects (a problem-size, five and tie effect and a tie by size interaction) that 
have been robustly observed in adults were also observed in children, 
quickly after they acquired the tables. Moreover, all effects observed in 
multiplication performance were also present in division performance. We 
also showed that, for both operations, there is not much quantitative 
evolution once the effects are present. Strong developmental parallels 
between multiplication and division were observed in the problem-size and 
five effects and the tie by size interaction. These results are a necessary 
condition to exclude the existence of independent networks. As argued in the 
general discussion of Chapter 4, we do not think that the mediation strategy 
can explain the obtained results. Still, the results can be explained in 
different ways: either one common memory network for multiplication and 
division facts exists in young children, or strongly interconnected memory 
networks exist. Some differences between both operations occurred as well: 
the tie effect and the split and interference effects developed differently for 
multiplication and division. The tie effect arose later and was weaker for 
division than for multiplication, which indicates that it is probably more 
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encoding based for multiplication than for division (for an in-depth 
discussion, we refer to the general discussion of Chapter 4). The split effect 
in division was less robust than in multiplication and the interference effect 
was only significant for multiplication, not for division. The different 
developmental pathways for the split and interference effects in division 
indicate that automatic activation spreading within the network develops 
slower for division problems than for multiplication problems. In Chapter 4, 
we did find an interference effect in the multiplication verification task, as 
close related answers were more difficult to reject than far related and 
unrelated answers, but the split effect in division did not turn up robustly. 
We have to remark that both manipulations are not identical: for 
multiplication, network distance was manipulated and split was controlled. 
For division, a regular split effect was investigated. This implies that both 
effects are not directly comparable. But the interference effect in the 
number-matching task is directly comparable: the same task is used, with the 
same manipulation of related and unrelated target numbers. Only the 
operation (multiplication or division) differs. Interestingly, products were 
rejected slower but quotients did not cause interference. This shows that 
children possess a memory network of multiplication facts by 3rd grade. 
Reconstructive strategies can also be fast and automatic but they would not 
produce obligatory activation in a number-matching task (LeFèvre & Kulak, 
1994). Not finding a division interference effect indicates that, although the 
children were able to verify the correctness of division problems, the 
associative connections were not strong enough to produce substantial 
activation in a non-arithmetic task.  
In Chapter 5 we investigated adult multiplication and division 
performance by making use of a learning paradigm. A crucial prediction of 
the Identical Elements model (IE model, Rickard, 2005), namely that high 
skill in one operation (either multiplication or division) will not transfer to 
the other operation, was tested by means of an adapted transfer of learning 
procedure. Results were clearly not in line with the IE model, as learning did 
transfer from multiplication to division and from division to multiplication. 
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Our findings show that not only in children, but even in highly skilled adults, 
there must be a strong link between multiplication and division facts in 
memory. Apparently, procedural details caused the absence of cross-
operation transfer in previous studies (Rickard, Healy & Bourne, 1994; 
Rickard & Bourne, 1996; Campbell, Fuchs-Lacelle & Phenix, 2006; for an 
in-depth discussion we refer to Chapter 5). 
THEORETICAL IMPLICATIONS 
Two major theoretical implications arise from the presented studies. 
First, our data show that the memory networks of multiplication and division 
facts are not independent. Second, a viable model should not be restricted to 
adult performance but has to implement developmental changes as well. In 
the following section, we will elaborate on both theoretical implications and 
we will discuss the different models that have been described in Chapter 1, 
how they fit (or do not fit) with our data and how they implement 
developmental changes (if they do).  
Taken together, using different paradigms and different populations, 
the results of the present studies clearly speak against the idea of 
independent memory networks for multiplication and division facts. But how 
are multiplication and division facts represented then? In order to answer this 
question, we will take a closer look at existing models on multiplication and 
division facts. 
A QUICK LOOK AT EARLY MODELS 
Only a few models incorporate different operations. The table search 
model developed by Geary, Widaman and Little (1986) models both 
addition and multiplication. Their results suggest the existence of an 
interrelated memory network for addition and multiplication facts, for both 
simple and complex problems. This model does not incorporate division and, 
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as stated in the introductory chapter, the table search model is not able to 
explain tie and five effects. This model can thus not be considered as a 
viable candidate for modelling multiplication and division. Similarly, 
Stazyk, Ashcraft and Hamann (1983) assume that highly similar cognitive 
processes underlie addition and multiplication performance, but they do not 
comment on division. Also, neither Mathnet (McCloskey & Lindemann, 
1992), nor the network interference theory developed by Campbell (1995) 
implements division performance. Siegler (1988) only mentions that new 
links between multiplication and division will reinforce the existing pattern 
of problem difficulty, but division performance is not explicitly integrated in 
the Adaptive Strategy Choice Model. 
THE TRIPLE CODE MODEL: A GOOD CANDIDATE? 
The triple code model (Dehaene & Cohen, 1995) does say something 
about how both operations are solved. The model assumes three distinct 
formats in which numbers are represented in the brain: as Arabic numerals 
(visual Arabic code), as number words (verbal code) or as analogical 
representations of magnitude (magnitude code). Cohen and Dehaene (2000) 
postulate that there are two routes to solve simple arithmetic problems: a 
direct asemantic route (for retrieval of rote verbal knowledge) and an 
indirect semantic route (for quantitative processing). In early versions of the 
triple code model, addition and multiplication relied on the direct asemantic 
route, while subtraction and division relied on the semantic route. This 
version of the model is certainly not in line with our data, as it would 
certainly not predict transfer of learning between multiplication and division. 
Later, the distinction between a verbal and a semantic route was kept, but the 
way the operations are solved by means of one or the other route was no 
longer that strict. This was partly based on the findings of Cohen, Dehaene, 
Chochon, Lehéricy and Naccache (2000), who described a patient with 
lesions to the classical language areas, including part of the left inferior 
parietal lobule. She showed aphasia, deep dyslexia and acalculia symptoms. 
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Interestingly, her performance in addition and subtraction was much better 
than her performance in multiplication and division, which is in line with the 
idea that multiplication and division are retrieved from memory and stored in 
a verbal format, while subtraction and addition are solved by means of non-
verbal quantity manipulation. This version of the triple code model is more 
in line with our data, although the model does not say anything about the 
way rote knowledge is organized (or how it develops), only that it is solved 
by means of a verbal route. Our data do not say anything about the nature of 
the fact representation, but we do want to elaborate a bit further on this issue 
because later research questioned the verbal nature of fact retrieval. Two 
other ideas can be distinguished in the literature concerning this topic. 
McCloskey (1992) assumes that arithmetic problems are represented in an 
abstract semantic form. Campbell and Clark (1988) on the other hand 
assume that different types of numerical codes (verbal, visuo-spatial, …) 
interact with each other, but evidence is now converging on the fact that 
language relevant brain areas may support fact retrieval but are not 
obligatory to solve fact problems (e.g., Delazer, Karner, Zamarian, 
Donnemiller & Benke, 2005; Delazer, Benke, Trieb, Schocke & Ischebeck, 
2006; Venkatraman, Ansari & Chee, 2005; Pesenti, Depoorter & Seron, 
2000).  
THE IDENTICAL ELEMENTS MODEL AND THE MEDIATION STRATEGY: A 
BETTER CANDIDATE? 
The most detailed model about a multiplication and division fact 
representation in memory is Rickard’s Identical Elements model (Rickard, 
2005). We have already described it in Chapter 1 and some other chapters 
and we do not want to repeat ourselves endlessly. But it is clear that in this 
model, multiplication and division facts are represented independently at 
high skill levels. This model would have predicted an asymmetrical 
interference effect for division and inverse division problems in Chapter 2 
and no cross-operation transfer of learning in Chapter 5. Our findings clearly 
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argue against this idea. The model is not explicit about developmental 
trends, only that at intermediate skill levels the mediation strategy can be 
used and that this strategy is based on the multiplication representation. 
Previous findings of cross-operation transfer have always been interpreted in 
terms of the mediation strategy (Campbell et al., 2006; LeFèvre & Morris, 
1999) and evidence converges on the fact that this strategy is indeed used 
sometimes to solve simple division problems (Robinson, Arbuthnott & 
Gibbons, 2002; Mauro, LeFèvre & Morris, 2003). The mediation strategy 
could in principle explain the strong developmental parallels observed in 
Chapter 4, the fact that we did not find evidence for a division interference 
effect could be an indication that participants indeed used such a strategy. 
However, we did observe some differences between both operations which 
would certainly not be expected if the participants were multiplying all the 
time: the problem-size effect arose earlier in multiplication performance and 
there was no tie effect in division performance at the start of 3rd grade. 
Moreover, the findings of Chapters 2 and 5 can certainly not be explained in 
terms of mediation. In Chapter 2, the number-matching paradigm was used, 
in which arithmetic is irrelevant, hence mediation will not have played a role 
there. In Chapter 5, an extensive learning phase was used to replace any 
strategy by direct memory retrieval. Although the mediation strategy does 
not explain our results, we do want to elaborate a bit further on this issue 
because there is something tricky about this mediation strategy. The main 
problem is that a clear definition is lacking. What does it mean to ‘mediate 
through multiplication’? Take for example the problem 56 : 7 = ?. This 
problem is then reformulated as ? × 7 = 56. Suppose that this is a conscious 
strategy at first. But what if after a while, this strategy turns ‘automatic’ and 
you are no longer aware that you apply it? Can this still be called a 
‘strategy’? Some people would answer yes to this question. Lemaire and 
Reder (1999) for example distinguished deliberate and conscious strategies 
from strategies that are unconscious and impossible to articulate. So, in their 
view, procedures do not require conscious awareness to be called a strategy. 
Actually, no empirical evidence is available in favour of this view. This 
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issue also refers to the shift from algorithm-based responding to memory-
based responding and the different theories that have been developed about 
this issue (Logan, 1988; Anderson, 1983, 1993). Can algorithms become fast 
and automatic? And if they do, does this imply memory-based responding or 
not? These theories would provide a different answer to these questions. In 
our opinion, deliberate and conscious strategies (e.g., reformulating division 
as multiplication) can turn unconscious and automatic (Baroody, 1994). This 
implies that you are no longer able to articulate what you did. But it is still a 
mechanism that generalizes across problems. If this happens for the 
mediation strategy, it already makes a division network redundant and 
implies that one memory network is used to solve both simple multiplication 
and division problems. But no division interference effect will be observed 
as this mediation mechanism is not operand driven. With increasing skill, a 
shift towards operand driven fact retrieval occurs, arising either from a 
common network or from strongly interrelated networks for multiplication 
and division. Consequently, a division interference effect will also be 
observed. Of course, further research needs to address this issue and this line 
of thought should not be taken too seriously. More effort should for example 
be devoted to defining the nature of the mediation strategy. 
Anyhow, from this theoretical overview, it is clear that no existing 
model can explain the presented findings. Having excluded the independent 
networks idea, two alternatives remain open and on the basis of our data we 
cannot exclude one of both. The first alternative is that we have one memory 
network with bi-directional links between operands and products. The 
second option is that we have two strongly connected memory stores. 
Further research is needed to disentangle both options. Nevertheless, we 
believe that the Interacting Neighbours (IN) model, a model about memory 
retrieval in simple multiplication (Verguts & Fias, 2005) could for example 
be a good starting point to describe the details of such an interrelated or 
common memory network. 
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THE INTERACTING NEIGHBOURS MODEL: THE BEST CANDIDATE? 
The IN model assumes that, when different candidate solutions to a 
multiplication problem converge on the same unit or decade (e.g., 4 × 7 = 28 
or 21), cooperation will occur and retrieval will be easier. On the other hand, 
when the candidate answers point in a different direction (e.g., 4 × 7 = 28 or 
35), competition will occur and retrieval will be more difficult. Verguts and 
Fias (2005) showed that systematic application of this principle leads to all 
standard effects that have been described in the literature, i.e. the problem-
size effect, the tie effect and the five effect. A neural network model in 
which the interacting neighbours principle was implemented, has been 
developed successfully (Verguts & Fias, 2005). This model could easily be 
adapted to solve division problems by including reverse associations 
between the answer nodes and the operand nodes. In children, forward 
connections are stronger than backward connections, as indicated by the 
absence of a division interference effect in Chapter 4. In highly skilled 
adults, these connections are equally strong, as shown by the symmetrical 
cross-operation transfer of learning in Chapter 5. One of the predictions that 
derive from the IN model is that after extensive training, smaller problem-
size, five and tie effects are observed, as the distribution of activation curves 
will become more and more peaked. Less neighbouring problems are 
activated and less competition/cooperation is at work. This leads to smaller 
effects. This has been confirmed for multiplication (Pauli, Bourne & 
Birbaumer, 1998), but not yet for division.  
This mechanism, the ‘tuning’ of the activation curves could explain a 
potentially contradicting finding that emerges when the results of both 
Chapters 3 and 4 are considered. In Chapter 3, we found that 4th graders 
differ from the older children, in the sense that they show evidence for larger 
problem-size, five and tie effects. Fifth graders showed evidence for a larger 
five effect. But in Chapter 4, we did not observe any quantitative changes 
from 3rd to 4th grade. It could be expected that if there are quantitative 
changes later in development, they will also occur earlier in development. 
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This was not the case in Chapter 4, except for a trend for a smaller tie effect 
in multiplication at the end of 4th grade versus the beginning of 3rd grade. 
However, comparing the findings of both chapters is not that 
straightforward. In Chapter 3, we used a cross-sectional design. In this 
design, cohort effects can always arise: an underlying difference between the 
4th graders and the other age groups (say, a different teaching method) could 
have caused our findings. We do not see any reason to suspect this, but still, 
it cannot be excluded as it is inherent to a cross-sectional design. In Chapter 
4, a longitudinal design was used. In this design, cohort effects can be 
excluded. Keeping in mind that Chapters 3 and 4 are not easily comparable, 
suppose that our findings are genuine and there are no quantitative 
developmental changes from 3rd to 4th grade, while from 4th to 5th grade there 
are developmental changes. This suggests that the underlying processes 
and/or representations for simple multiplication and division performance 
are the same in 3rd and 4th grade, the same for 5th graders, 6th graders and 
adults but that different processes and/or representations underlie the 
performance of 3rd and 4th graders on the one hand and 5th and 6th graders 
and adults on the other hand. It could be argued that this dissociation 
suggests use of back-up strategies in 3rd and 4th grade, while retrieval is used 
from 5th grade on. We do not think this is a plausible explanation though. 
First, previous findings clearly show that retrieval dominates performance 
quite early in development (Lemaire & Siegler, 1995; Imbo & 
Vandierendonck, in press b). Second, we found clear evidence for an 
interference effect in multiplication from 3rd grade on. Consequently, we can 
be confident that the children possess a memory representation of 
multiplication facts in which the connections are strong enough to pursue 
automatic activation. It is therefore safe to assume that they used retrieval in 
the majority of all multiplication trials. Because we observed strong parallels 
between multiplication and division, we can also be confident that they used 
retrieval in the majority of all division trials. Another, more plausible 
(though tentative) explanation for this potentially contradicting finding can 
be provided by the IN model as this model assumes that learning influences 
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the activation distributions. It is possible that through development, the 
network will be established first and only if it is complete, consolidation 
starts and the activation distributions will be influenced by learning. So, 
although our 3rd and 4th graders possess a memory network (as shown by the 
interference effect), their activation distributions are broad: around the 
correct solution, a lot of neighbouring problems receive activation. Our data 
point to the fact that the crucial ‘tuning’ of the activation curves in the 
memory network happens in 5th grade. Hence, from 3rd to 4th grade, only a 
few quantitative changes will be observed: problem-size and five effects 
remained equally large, the tie effect tended to decrease. From 4th to 5th 
grade, activation distributions become more peaked around the correct 
solution, hence problem-size, five and tie effects decrease. Also, the five 
effect was shown to be larger in 5th grade compared to the older age groups, 
indicating that there are still some changes going on. This explanation is of 
course tentative and remains to be tested empirically. But, as mentioned 
above, previous studies did show that extensive training leads to smaller 
problem-size, five and tie effects for multiplication. For division, this 
remains to be tested. We do think that this ‘potentially contradicting’ finding 
described above does not hamper the results of Chapters 3 and 4.  
To clarify our point of view concerning the details of an interrelated 
or common network for multiplication and division facts, we refer to the 
literature on the verification task. Zbrodoff and Logan (1990) proposed a 
model for both production and verification. In this model verification is 
performed by comparing the amount of activation or resonance produced by 
the equation as a whole against some criterion. Stimulus presentation leads 
to a flow of activation in the network. In division, a similar mechanism could 
be at work as in verification: different macro-processes could operate on a 
common network for multiplication and division. In that sense, division and 
multiplication problems are different retrieval cues used to assess different 
components from the same problem nodes. A similar idea has been 
formulated by Campbell (1997). The different input structures 
(multiplication or division problems) require distinct encoding processes to 
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map the stimulus onto the common internal structure. Multiplication and 
division problems also require different answer-retrieval processes to extract 
the appropriate component for responding. Each hypothetical macro-process 
would be specialized to handle the task-specific encoding, processing and 
response requirements of each operation (Campbell, 1997, p. 1141). It is 
clear that explicit computational modelling will be needed to describe the 
details of such a memory network. In our view, the IN model is a good 
starting point to this aim. Moreover, it explicitly implements developmental 
changes and we strongly believe that the idea of a static model about adult 
performance needs to be discarded. Implementation of such a common 
network for multiplication and division facts would certainly generate 
interesting predictions for both children’s and adults’ performance. 
EDUCATIONAL IMPLICATIONS 
Mathematics has the unique characteristic that it differs from the real 
world. A famous example in this respect is the following word problem: 
“There are 10 birds in a tree, if you shoot two of them, how many are there 
left?” Mathematically, the correct answer is 8, but of course, in reality, none 
of the birds would still be sitting in the tree. Children have to learn this and 
schooling is important to this aim. In school, the different arithmetical 
operations are mostly taught in a strictly hierarchical order: children learn 
addition first, then subtraction, then multiplication and division is learned 
last. But there is no concrete educational and/or psychological theory for this 
hierarchical order (Kawashima et al., 2004), although it is probably based on 
the Piagetian idea that specific numerical skills need to be mastered before 
other (maybe more difficult) skills can be acquired (Piaget, 1952). But 
recently, Censabella and Noël (2005) showed that addition performance 
deteriorates after multiplication knowledge was established. Also, in a recent 
brain imaging study, Kawashima et al. (2004) did not find evidence for 
hierarchical patterns in brain activation for addition, subtraction and 
multiplication in adults and children. Both studies indicate that acquiring a 
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new skill is not completely based on mastery of previous learned skills. On 
the other hand, Kong et al. (2005) did find evidence for a hierarchical pattern 
in addition and subtraction performance: they found that all brain areas that 
were active during addition were also active during subtraction. But all in 
all, the theoretical background for the hierarchical acquisition order of the 
four basic operations is, to put it mildly, poor.  
Moreover, the common view is that multiplication and division are 
just two other operations that have to be acquired but that there is no major 
change needed in children’s reasoning. There are indeed continuities, but 
there are some discontinuities as well. Multiplication is not just repeated 
addition, there is much more to understand. Similarly, division is not just 
repeated subtraction. For example, a child must learn and understand ‘one-
to-many’ correspondence: e.g., “one child has two feet, if there are 6 
children, there are 12 feet”. Interestingly, 5 to 6 year old children already 
understand a lot about multiplicative relations (Nunes & Bryant, 1996). 
Blöte, Lieffering and Ouwehand (2006) demonstrated that even 4 yr old 
children can already learn about many to one counting and learn to solve 
problems like ‘4 dogs want 3 cookies each, how many cookies do you 
need?’. For these reasons, it has been argued that children do not have to 
master addition and subtraction before they start to reason multiplicatively 
(Nunes & Bryant, 1996). Hence, the conceptual knowledge of multiplication 
(understanding the operation) can already be acquired quite early. Similarly, 
children learn quite early how to share. This is the basis for their first ideas 
about division (Bryant & Nunes, 2002). Of course, there is more to 
understand about division than just sharing: children have to understand the 
relationship between the three terms of the operation. Correa, Nunes and 
Bryant (1998) showed that quite young children (6 yrs) already have a 
reasonable insight in this relation. It is still hard for them, but about half of 
the children can understand the inverse relation between the divisor and the 
quotient. Mulligan and Mitchelmore (1997) revealed that children do not 
necessarily consider division as more difficult than multiplication. This is in 
line with our own experience in administering the experiments of Chapter 4. 
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Some children explicitly stated that ‘division is easy, it is just the opposite of 
multiplication’. But this is not in line with a previous study by Robinson and 
Ninowski (2003), who showed that in adults, division is the more poorly 
understood operation. They investigated inversion problems (e.g., 9 × 22 : 
22) and found that their participants understood how multiplication is related 
to division, but not how division is related to multiplication. Put differently, 
according to Robinson and Ninowski (2003) multiplication and division are 
not represented as two equally reversible operations. Of course, they did not 
use table problems, and this makes their study difficult to compare with ours 
and the above-mentioned ones. 
Taken together, our findings and more specifically, the strong 
parallels between multiplication and division performance in young children 
and the strong transfer of learning in adults indicate that multiplication and 
division should not be considered as hierarchically ordered operations. On 
the contrary, we argue that it would be more correct to consider 
multiplication and division as mutually dependent and interacting skills. 
Interestingly, in the school where the experiments of Chapter 4 were 
administered, multiplication and division problems are introduced 
simultaneously in 2nd grade. The children for example learn that 24 is the 
product of 3 and 8 and of 6 and 4. These ‘product numbers’, as they were 
called, constitute the basis for solving 3 × 8, 6 × 4, 24 : 3, etc. This method is 
only used to introduce both operations and is abandoned after a while. Then 
they switch to the traditional table by table learning. But it is possible that 
this method of introducing the tables laid the foundations for a close link 
between both operations. 
The present thesis focused on fact knowledge in long-term memory. 
The importance that has to be laid upon fact knowledge in school has been 
(and maybe still is) a big issue among teachers and educational specialists. 
How can a fact representation best be established, by drill or by strategic 
learning? Different points of view can be distinguished in the literature. 
Logan and Klapp (1991) argued that different learning methods (learning by 
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doing or learning by memorizing) lead to the same representation on the 
basis of the addition and multiplication performance in children. Addition is 
mostly taught by counting procedures, while multiplication is learned by rote 
memorization. Logan and Klapp argue that ultimately both operations are 
represented in a similar memory network. Hence, it does not matter how you 
learn them. A study by Delazer and colleagues (2005) is also very 
informative in this respect. They trained participants in a new algorithm by 
two different methods: drill (without knowing the algorithm) or strategic 
learning. Behaviourally, strategic learning had more advantages: it led to 
higher accuracy and transferred to new problems. Of course, skilled retrieval 
is advantageous in terms of working memory resources, devoted time and 
effort, but this study shows that the way to reach the goal of skilled retrieval 
has to start with back-up strategies. We agree with this view, but not all 
authors would. Some argue that fact and procedural knowledge are partly 
independent from each other (see e.g., double dissociation in 
neuropsychological studies; Whetstone, 1998; McNeil & Burgess, 2002), 
hence, the order in which both skills is acquired does not matter (Baroody, 
2003; Rittle-Johnson, Siegler & Alibali, 2001). 
Based on our findings and the literature described above, we believe 
that conceptual knowledge of multiplication and division can be acquired 
early (Blöte et al., 2006; Correa et al., 1998) and that acquiring procedural 
knowledge of both operations is the best way to establish a solid fact 
representation of multiplication and division facts. 
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MERITS AND LIMITS OF THIS THESIS 
The combination of adult studies and developmental studies can be 
considered as a merit, but it brings along some difficulties as well.  
First, reaction time scaling is a known problem in developmental 
research: spurious interactions can arise because younger children generally 
show slower RTs. We took these RT differences into account, but this was 
certainly a learning process, as is evident from the different chapters: in 
Chapter 3 we used the state trace method, but later on we turned to the 
variance comparison approach because simulation studies by Verguts (under 
revision) had illustrated that the state trace method has poor control over 
type I error (i.e., concluding that there is an interaction in absence of an 
interaction). 
Second, while it can safely be assumed that the adult participants 
posses a solid memory representation of all simple multiplication and 
division facts and use memory retrieval in the majority of all trials, this is 
less obvious for children. The developmental data probably do not only 
reflect retrieval use but also some strategy use. As it has been shown that the 
problem-size effect originates from both activation spreading in a memory 
network and from strategy use (Jost, Beinhoff, Hennighausen & Rösler, 
2004), it could be argued that the problem-size effect in the developmental 
data reflects strategy use. This could partly be true, but previous research 
showed that, when only considering retrieval trials, the problem-size effect is 
still robustly observed (Campbell & Xue, 2001). Nevertheless, we could 
have opted to use self-reports in Chapters 3 and 4, but it has been shown that 
self reports can change the behaviour of low fluent individuals (Smith-Chant 
& LeFèvre, 2003), hence children’s performance may be influenced by 
asking them to report their strategies. A previous study on division 
performance in children did use self reports and they did not found an 
increase in the amount of direct retrieval (Robinson et al., 2006). Moreover, 
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direct retrieval was only used in 20% of all trials. However, the 4th graders in 
this study answered extremely slowly, for large problems their mean RT 
exceeded 25 seconds. Maybe the children had difficulties to distinguish 
between direct and mediated retrieval? For these reasons, we opted not to 
use self reports in Chapters 3 and 4 and we assumed (based on previous 
studies) that retrieval dominates early in development. As said in Chapter 3, 
based on the literature, 4th graders can be assumed to master the 
multiplication tables and have a complete representation of the 
multiplication network in memory. Moreover, retrieval has been shown to 
dominate multiplication performance by the end of 2nd grade (Lemaire & 
Siegler, 1995). In Chapter 4, we studied 2nd, 3rd and 4th graders in order to 
get a more complete picture of the development of both operations. Of 
course, it would have been interesting to measure the performance of the 
same children until 6th grade, but unfortunately this was not possible within 
the time frame of this thesis. 
Third, in order to reduce the amount of data loss (and for other 
reasons, see Chapter 4) we used a verification task in Chapter 4. According 
to Campbell (1987b), in addition verification, the presented solution already 
primes the correct answer in memory. This could imply that in verification 
the performance of an individual is an overestimation of his ability in 
production. But, as Campbell (1987b) has nicely put (Campbell, 1987b, p. 
349): “verification is not the villain and production the champion of 
cognitive research”. If we want to get to a thorough understanding of 
arithmetic fact representation, both tasks have to be used. And that is exactly 
what we did in the presented studies. In Chapters 3 and 5 we used a 
production task, in Chapter 4 a verification task. Of course, the perfect 
situation would be to include both tasks in the same study, but obviously, 
practical considerations also come into play in experimental research with 
children. 
Fourth, using a longitudinal design potentially brings in practice 
effects as the children gain experience in the task. But this is inherent to a 
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longitudinal design and the benefits of such a design clearly compensate the 
costs of it. Similarly, repeated administration of the number-matching task 
could have increased awareness of the arithmetical relation between the 
digits. Indeed, some of the children reported the presence of multiplication 
or division problems. But, as fact retrieval is detrimental for performance in 
this task, they would probably have tried to inhibit this activation and this 
would work against the expected interference effects (Galfano, Mazza, 
Angrilli & Umiltà, 2004). 
SUGGESTIONS FOR FURTHER RESEARCH 
First of all, the present project shows that a combination of 
developmental and adult studies is a fruitful approach. Nevertheless, it is not 
a common one. We plead for a permanent interaction between 
developmental studies and adult studies. We strongly believe that there is 
much more to gain from an integrated literature instead of a strictly separate 
developmental literature. 
Second, it would be revealing to use a brain imaging technique in 
order to investigate the neural networks involved in simple multiplication 
and division performance. Previous studies mostly addressed simple 
multiplication performance. Most of these studies point to a crucial role for 
the angular gyrus (AG) (Lee, 2000; Gruber, Indefrey, Steinmetz & 
Kleinschmidt, 2001; Duffau et al., 2002), although some studies do not 
confirm this (Rickard et al., 2000; Rusconi, Walsh & Butterworth, 2005). In 
patient studies there is actually little support for the crucial role of the AG in 
fact retrieval. Van Harskamp, Rudge and Cipolotti (2005) and Delazer et al. 
(2004) both described a patient with an intact AG. Still, both patients were 
impaired in both simple multiplication and division. So, the role of the 
angular gyrus in multiplication retrieval is currently under debate. 
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Only a few studies investigated both multiplication and division. But 
Baldo and Dronkers (2007) recently investigated a group of left hemisphere 
stroke patients to address the relation between language and arithmetical 
ability. The brain regions associated with addition and multiplication 
(assumed to rely on fact retrieval) overlapped almost completely with the 
language comprehension areas. In contrast, subtraction and division were 
associated with superior and inferior parietal cortex. Interestingly, 
behaviourally, the aphasic patients showed a disproportionate impairment in 
multiplication and division performance, which suggest that these two 
operations would rely on language areas. Baldo and Dronkers (2007) used a 
very small stimulus set (3 problems of each operation), hence, further 
research is needed to address this discrepancy between behavioural and brain 
imaging findings. Another study that investigated both multiplication and 
division performance in combination with fMRI (functional Magnetic 
Resonance Imaging) is the one by Gruber et al. (2001). They did not 
compare both operations, but investigated them in a mixed design. 
Interestingly, they found angular gyrus activation and medial parietal lobe 
involvement. Intraparietal sulcus (IPS) participation was not found (as 
opposed to Baldo and Dronkers, 2007) and they suggested that IPS is 
important for processes instrumental to but not specific to mental 
calculation.  
An important issue here is that the interpretation of previous brain 
imaging findings is difficult because brain areas are mostly related to tasks 
and not to cognitive processes, like retrieval (Whalen, McCloskey, Lesser & 
Gordon, 1997). So, in order to investigate the neural networks involved in 
simple multiplication and division retrieval, we will have to ensure that 
participants use retrieval on all trials. A training phase and/or a short 
response deadline could for example be used to ensure that the same 
processes (i.e., retrieval) are used in both operations. Several possibilities 
arise for addressing this issue with a brain imaging technique. 
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First, it would be interesting to replicate a previous study by 
Ischebeck et al. (2006) with multiplication and division instead of with 
multiplication and subtraction. In this study, multiplication (two-digit times 
one-digit) and subtraction problems (two-digit minus two-digit) were 
trained. Afterwards, trained and untrained problems were contrasted. 
Interestingly, trained problems showed a shift towards the angular gyrus, but 
only for multiplication. Also, an inverse problem-size effect was observed in 
the left AG, in the sense that higher activation levels were found for smaller 
multiplication problems. These results indicate that training multiplication 
leads to a shift towards memory retrieval. It would be interesting to compare 
multiplication and division in the same paradigm and see whether they both 
shift towards the AG. But this paradigm has the disadvantage that the 
difficulty level of trained and untrained problems differs, potentially 
confounding the activation patterns in the brain. 
Another option is not to look at effects of training but simply look at 
the problem-size effect in both operations. Behaviourally, large problems 
lead to slower RTs and lower accuracies than small problems. A control task 
will be needed that leads to a comparable difficulty effect (e.g., colour 
discrimination). Previous research showed an inverse problem-size effect 
within the angular gyrus (Stanescu-Cosson et al., 2000; Ischebeck et al., 
2006). This leads to straightforward predictions: if there is one memory 
network for multiplication and division facts, both small division and small 
multiplication problems will lead to more activation in the AG compared to 
large problems. The control task will not show a difficulty effect in AG. On 
the other hand, if there are independent networks, we will observe a 
difficulty effect in three different areas: in AG for multiplication (based on 
previous research), in another area for division and the control task.  
A third option to investigate the neural networks involved in simple 
multiplication and division retrieval is a TMS (Transcranial Magnetic 
Stimulation) approach. This technique causes a transient lesion in the 
stimulated area. Recently, Rusconi et al. (2005) used TMS to investigate the 
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contribution of the left AG in number fact knowledge. Disruption of the left 
AG interfered with number magnitude processing but it did not prevent 
arithmetical priming. So, in a first phase of our study, we will have to 
determine the neural network used in simple multiplication retrieval for each 
participant. fMRI can be used to this aim: participants are simply presented 
with multiplication problems up to 9 × 9. They are instructed to retrieve the 
answer from memory as fast as possible. To avoid movement artifacts, this 
task is performed silently. To ensure that the task is performed correctly, on 
some (randomly intermixed) trials, the participants will have to choose the 
correct answer from two presented alternatives by pressing left or right. In a 
second phase, multiplication and division problems have to be solved in two 
conditions: with and without TMS over the previously determined area. 
Simple multiplication should be disrupted during TMS over the previously 
determined area (i.e., slower RTs compared to multiplication without TMS). 
Simple division will only be disrupted by TMS over the same area 
(compared to division without TMS), if this area is involved in simple 
division. If so, this would suggest that the same neural network is involved 
in multiplication and division. 
As mentioned above, imaging studies on simple division are rare, but 
developmental imaging studies are real rarities in the field of mental 
arithmetic. Rivera, Reiss, Eckert and Menon (2005) and Kawashima et al. 
(2004) are to our knowledge the only studies that investigated the brain 
networks involved in mental arithmetic in children. Kawashima et al. (2004) 
investigated simple addition, subtraction and multiplication in adults and 
children. They found that the cortical networks involved in simple arithmetic 
are similar among operations. The same clusters were activated and there 
were no significant differences between operations. Also, they did not find 
evidence for significant changes in structure through development (starting 
from 9 yrs old). Rivera et al. (2005) studied single-digit addition and 
subtraction verification and found evidence for an increased functional 
specialization of the left posterior parietal cortex with increasing age and a 
decreased dependence on working memory and attention (prefrontal areas, 
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dorsolateral prefrontal cortex, anterior cingulate cortex). But of course, 
developmental changes can be due to maturation or to learning. In order to 
separate learning (what is modelled in connectionist models) from 
maturation, developmental training studies using fMRI or other imaging 
techniques will have to be performed. Another important concern in 
developmental imaging studies is that performance between age groups has 
to be equated (Durston & Casey, 2006). It is thus clear that a lot of work 
remains to be done. The presented doctoral thesis tried to contribute to the 
field by means of behavioural studies, but clearly, brain imaging studies are 
needed as well. 

 NEDERLANDSTALIGE SAMENVATTING 
INLEIDING 
Het onderzoek dat in deze doctoraatsthesis beschreven wordt handelt over de 
kennis van eenvoudige rekenfeiten (vb. 7×8, 12:3), hoe deze opgeslagen 
worden in het geheugen en hoe deze representaties zich ontwikkelen. 
Feitenkennis is alomtegenwoordig in ons leven. Denk maar aan je 
telefoonnummer, de nummerplaat van je wagen, verjaardagen, de betekenis 
van een rood licht, enzovoort. Het kost weinig moeite, je hoeft er niet bij na 
te denken: als je een rood licht ziet, dan stop je automatisch. Deze kennis is 
uiteraard niet aangeboren. Iedereen heeft ooit moeten leren dat ‘rood’ 
‘stoppen’ betekent. Geleidelijk aan worden deze associaties in ons geheugen 
opgeslagen en worden dit ‘feiten’. Eén van de vaardigheden waarbij dit 
gebeurt, is hoofdrekenen. Het is zeker voordelig om snel de oplossing van 
eenvoudige rekenopgaven te kunnen ophalen uit het geheugen, zowel in 
dagdagelijkse situaties, als bij het oplossen van complexere problemen. Hier 
ligt de focus van deze doctoraatsverhandeling, meer bepaald op de 
representatie van eenvoudige vermenigvuldigingen en delingen in het 
geheugen. 
In de onderzoeksliteratuur is het een algemeen aanvaard gegeven dat de 
oplossing van eenvoudige vermenigvuldigingen (de ‘tafels’) meestal wordt 
opgehaald uit het geheugen. Hierover werden heel wat theorieën ontwikkeld 
en de meeste theorieën (vb. Campbell, 1995; Verguts & Fias, 2005) zijn het 
erover eens dat eenvoudige vermenigvuldigingen opgeslagen zitten in een 
soort ‘netwerk’ in ons geheugen, waarbij er verbindingen zijn tussen de 
getallen uit de opgave en de oplossing, maar ook tussen de verschillende 
opgaven en oplossingen. Bij het zien van 7×3 wordt automatisch ‘21’ 
geactiveerd, maar ook de ‘verwante’ opgaven (vb. 7×4=28). 
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Aangezien deling de inverse operatie is van vermenigvuldiging, zou men 
intuïtief denken dat het voldoende is om te weten dat 7×3=21 om ook te 
weten dat 21:3=7. Er is echter nog maar weining onderzoek verricht over 
hoe kinderen eenvoudige delingen oplossen en er is discussie over de manier 
waarop eenvoudige vermenigvuldigingen en delingen aan elkaar gelinkt zijn 
in ons geheugen. Een toonaangevende theorie hierover (Rickard, 2005) stelt 
dat er zelfs helemaal géén link is tussen beide operaties, dat deze totaal 
onafhankelijk van elkaar worden opgeslagen. Hierop lag de focus van ons 
onderzoek: is dit inderdaad zo? Verschillende methodes werden gebruikt om 
dit na te gaan. 
OVERZICHT VAN DE BEVINDINGEN 
In Hoofdstuk 2 hebben we onderzocht of oplossingen van delingen 
automatisch geactiveerd worden in ons geheugen. Voor 
vermenigvuldigingen werd dit reeds aangetoond aan de hand van een 
onderzoeksmethode waarbij niet moet gerekend worden. Hierbij worden 
twee getallen heel kort op het scherm getoond (vb. 3 en 4), daarna verschijnt 
een derde getal (vb. 12). Het is de taak van de proefpersoon om te beslissen 
of dit laatste getal wel of niet voorkwam bij de eerste twee getallen. In dit 
geval zou het juiste antwoord nee zijn. Men observeert dat mensen trager 
‘nee’ antwoorden als het derde getal het product is van de eerste twee, zoals 
in het voorbeeld. De bedoeling van Hoofdstuk 2 was om na te gaan of dit 
ook gevonden wordt wanneer delingen worden aangeboden (vb., 12 en 3 en 
dan beslissen of 4 voorkwam of niet). Dit werd inderdaad gevonden, maar 
om zeker te zijn dat deze automatische activatie echt voortkwam uit een 
geheugennetwerk van eenvoudige delingen, werd een controle experiment 
uitgevoerd. Als er daadwerkelijk een onafhankelijk delingsnetwerk bestaat, 
dan zouden delingen (12 en 3) tot méér activatie moeten leiden dan 
omgekeerde delingen (3 en 12) in deze taak en zou het dus moeilijker 
moeten zijn om ‘nee’ te zeggen bij een deling dan bij een omgekeerde 
deling. Dit werd echter niet teruggevonden: beide leidden tot dezelfde mate 
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van activatie. Dit betekent dat we geen evidentie vonden voor een 
onafhankelijk delingsnetwerk maar ook dat we niet zeker kunnen zijn over 
de oorzaak van de gevonden effecten. We kunnen alleen besluiten dat ‘een’ 
geheugennetwerk geactiveerd wordt door zowel delingen als omgekeerde 
delingen. Om meer inzicht te krijgen in de representatie van delingen, 
hadden we een andere aanpak nodig. 
In Hoofdstuk 3 en 4 werd gefocust op de ontwikkeling van de 
geheugenrepresentatie van eenvoudige vermenigvuldigingen en delingen. In 
Hoofdstuk 3 beperkten we ons tot eenvoudige vermenigvuldigingen en 
onderzochten we de evolutie van een aantal effecten die heel robuust worden 
geobserveerd bij volwassenen: het probleemgrootte-effect (opgaven met 
kleine getallen, vb. 2×3, zijn makkelijker dan opgaven met grote getallen, 
vb. 7×8), het vijf-effect (opgaven met een 5 erin zijn makkelijker dan andere 
opgaven) en het ‘knoop’-effect (opgaven met twee gelijke getallen, vb. 3×3, 
zijn makkelijker dan andere opgaven). Eerdere studies hadden de evolutie 
van het probleemgrootte-effect beschreven zonder er rekening mee te 
houden dat jongere kinderen trager zijn. Langere reactietijden zorgen ervoor 
dat alle effecten groter lijken en een daling in grootte van een effect met 
leeftijd is daarvan een logisch gevolg. In Hoofdstuk 3 onderzochten we de 
evolutie van de drie beschreven effecten vanaf het 4de leerjaar. Tevens werd 
gebruik gemaakt van statistische technieken om te corrigeren voor het feit 
dat jongere kinderen trager zijn. We vonden dat de drie effecten inderdaad 
kleiner worden doorheen de ontwikkeling, ook als gecorrigeerd wordt voor 
het verschil in reactiesnelheid tussen de leeftijdsgroepen. Maar eens in het 
6de leerjaar blijven de effecten even groot. Dit wijst erop dat het 
vermengvuldigingsnetwerk snel vorm krijgt en snel volledig gevormd 
(‘volwassen’) is. 
Hoofdstuk 3 vormde de basis voor Hoofdstuk 4, waarin zowel 
vermenigvuldiging als deling werd onderzocht en dit vanaf het moment dat 
kinderen de tafels aangeleerd krijgen (2de leerjaar) tot op het einde van het 
4de leerjaar. Alle effecten die standaard bij volwassenen geobserveerd 
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worden (het probleem-grootte effect, het vijf effect en het knoop effect) 
werden ook bij de kinderen geobserveerd en dit vrij snel nadat ze de tafels 
leerden. Bovendien werden alle effecten zowel bij vermenigvuldiging als bij 
deling teruggevonden. We toonden eveneens aan dat, eens deze effecten 
aanwezig zijn, er weinig evolutie wordt geobserveerd in de grootte van de 
effecten. Vooral opvallend waren de sterke parallellen tussen beide 
operaties: zowel de grootte van de effecten, als de evolutie ervan waren heel 
gelijklopend voor vermenigvuldiging en deling. Dit aantonen was 
noodzakelijk om de mogelijkheid van onafhankelijke netwerken voor 
vermenigvuldiging en deling te kunnen uitsluiten. Toch waren er ook enkele 
verschillen tussen vermenigvuldiging en deling: het knoop effect 
ontwikkelde anders voor deling en er werd geen evidentie gevonden voor 
automatische activatie van delingen bij de kinderen, terwijl er wel 
automatische activatie van vermenigvuldigingen werd gevonden. Dit duidt 
erop dat kinderen al in het derde leerjaar een geheugennetwerk voor 
vermenigvuldigingen hebben, dat ze ook in staat zijn om delingen op te 
lossen, maar dat de verbindingen voor delingen niet sterk genoeg zijn om 
automatisch geactiveerd te worden. 
In Hoofdstuk 5 hebben we gebruikt gemaakt van een leerparadigma om na te 
gaan of we bij mensen met een hoge vaardigheid in eenvoudige 
vermenigvuldigingen of delingen (door training) evidentie konden vinden 
voor het bestaan van een onafhankelijk delingsnetwerk. Als zo’n netwerk 
bestaat, dan zou het trainen van vb. 7×3 geen enkele invloed mogen hebben 
op het oplossen van 21:3. De resultaten toonden echter heel duidelijk dat dit 
wel degelijk een invloed had. Het trainen van vermenigvuldigingen leidde 
tot een betere prestatie op de corresponderende delingen en omgekeerd. Dit 
toont aan dat ook bij mensen met een hoge vaardigheid er wel degelijk een 
link bestaat vermenigvuldigings- en delingsfeiten in het geheugen. 
SAMENVATTING     181 
CONCLUSIE 
Drie conclusies kunnen uit het voorgestelde onderzoek getrokken worden. 
Ten eerste, de geheugennetwerken voor eenvoudige vermenigvuldigingen en 
delingen zijn niet onafhankelijk van elkaar. Ofwel bestaat er één 
gemeenschappelijk netwerk om zowel vermenigvuldigingen als delingen op 
te lossen, ofwel bestaan er twee netwerken met een sterke link ertussen. 
Verder onderzoek zal dit moeten uitwijzen.  
Ten tweede, elk model over de geheugenrepresentatie van rekenfeiten moet 
ook in staat zijn om veranderingen doorheen de ontwikkeling te verklaren en 
mag zich niet beperken tot de representatie van rekenfeiten bij volwassenen. 
Ten derde, onze bevindingen, en meer bepaald de sterke parallellen tussen 
vermenigvuldiging en deling bij de kinderen (Hoofdstuk 4) en de sterke 
leereffecten tussen beide operaties in volwassenen (Hoofdstuk 5), tonen dat 
vermenigvuldiging en deling niet als hiërarchisch geordende operaties 
moeten beschouwd worden. Traditioneel worden de vier rekenkundige 
bewerkingen in een strikte volgorde aangeleerd: eerst optelling, dan 
aftrekking, vervolgens vermenigvuldiging en als laatste deling. Dit is echter 
op geen enkele pedagogische of psychologische theorie gebaseerd. Op basis 
van onze bevindingen lijkt het correcter om vermenigvuldiging en deling als 
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