Various applications in different fields, such as gene expression analysis or computer vision, suffer from data sets with high-dimensional low-sample-size (HDLSS), which has posed significant challenges for standard statistical and modern machine learning methods. In this paper, we propose a novel linear binary classifier, denoted by population-guided large margin classifier (PGLMC), which is applicable to any sorts of data, including HDLSS. PGLMC is conceived with a projecting direction w given by the comprehensive consideration of local structural information of the hyperplane and the statistics of the training samples. Our proposed model has several advantages compared to those widely used approaches. First, it is not sensitive to the intercept term b. Second, it operates well with imbalanced data. Third, it is relatively simple to be implemented based on Quadratic Programming. Fourth, it is robust to the model specification for various real applications. The theoretical properties of PGLMC are proven. We conduct a series of evaluations on two simulated and six real-world benchmark data sets, including DNA classification, digit recognition, medical image analysis, and face recognition. PGLMC outperforms the state-of-the-art classification methods in most cases, or at least obtains comparable results.
Introduction
Classification, as a supervised-learning tool, has always been an integral part of various applications of statistics and machine learning to real-world problems, such as in computer vision, medical image analysis, knowledge discovery, and pattern recognition. Despite its extensive research and widespread applications, when confronted with complex problems (such as dealing with genetic microarrays [1] [2] [3] , medical images [4, 5] , and chemometrics [6, 7] ), there are still some unresolved challenges. These challenges include: 1) High dimensionality of the data while having too few samples for training (for short, high-dimensional low-sample-size, HDLSS), where the sample size, n, is much smaller than the feature dimension d (n << d); 2)
Imbalanced data (i.e., skewed distribution of samples across classes); and 3) Presence of noisy data in the samples. These factors often degrade the performance of the classifiers.
A typical example of HDLSS is on gene expression that a single measurement yields simultaneous expression levels for thousands to tens of thousands [8] . As acquiring samples for such applications is very costly, the number of samples in such data sets is much fewer than the dimensionality of each sample (i.e., n << d). At the same time, it is inevitable in HDLSS to acquire the imbalanced data across the classes.
Although there is a great advancement on classification methods in different contexts, the HDLSS data has posed significant challenges to standard statistical methods and have rendered many existing classification techniques impractical [9] . The related studies on HDLSS problem can be categorized into two main groups. The first group involves the methods requiring specific preprocessing steps such as regularity or dimensionality reduction in the feature space.
This group of methods includes the majority of modern classifiers, i.e., Mean Difference (MD)
[10], Logistic Regression (LR) [11] , Naïve Bayes (NB) [10] , Linear Discriminant Analysis (LDA) [12] , ensemble methods [13] , Neural Network (NN), and deep learning [14] . Although sometimes they work well in specific scenarios, these classifiers often suffer from serious drawbacks of having biased discriminant scores which were derived from the assumption of feature independence and unstable estimation of high-dimensional covariance matrices, and even being infeasible when the dimension of data and the sample size are very large [15, 16] .
The second group only contains a few of methods, which can be directly applied for classification on HDLSS data sets without consideration of any dimensionality reduction. In this group of methods, two well-known methods with geometry representation, i.e., Support Vector Machine (SVM) [17] and the distance-weighted methods [18] [19] [20] [21] (i.e., DistanceWeighted Discrimination (DWD), weighted Distance-Weighted Discrimination (wDWD), and Distance-Weighted Support Vector Machine (DWSVM)) are the state-of-the-art approaches. In this paper, we only focus on the methods without the need to conduct any dimensionality reduction, as these methods are the core approaches to deal with HDLSS and can be integrated with any other pre-or post-processing steps.
In the HDLSS data setting, a so-called "data-piling" phenomenon is often observed for SVM and some other classifiers [19, 22] . Data-piling refers to a large portion of the data lying on two hyperplanes or concentrate on two points after the data are projected to the direction vector given by the linear classifier [22] . The phenomenon of data-piling indicates severe overfitting in the HDLSS data setting. On the other hand, although DWD is a recently developed classifier to improve SVM and overcome the data-piling issue in the HDLSS data setting, it is sensitive to the imbalanced sample sizes across the two classes. Further improvement methods for DWD, including wDWD and DWSVM, conquer this shortcoming. However, these methods derived from DWD are more computationally expensive due to the second-order cone programming (SOCP) compared to the quadratic programming for SVM [23] [24] [25] . Here, the Bayes direction [6] , which serves as the benchmark to be compared with, is only theory direction, which is defined in Subsection 4.1. Whereas, Figure 1 (b) shows the real mean difference direction of two classes, and shows the deviation which is measured by the angle between real mean difference direction and Bayes rule direction. This real mean difference direction is derived from all sample vectors, using the sample mean of two classes, instead of in the same equation with Bayes direction. The intercept for this direction is the median of two means from two class samples. In real applications, since the theory distribution of samples cannot be known, the real mean difference direction of two classes is a valuable benchmark, instead of the theoretical direction. Figure 1 (c) shows the SVM direction, in which all samples can be clearly separated into two classes. It demonstrates an interesting phenomenon, data-piling, that a large portion of the data pile up and lie on two hyperplanes parallel to the SVM classification boundary. This is an obvious indicator for overfitting. The SVM model does not provide any clues on the real data distribution. Figure 1 (d) shows that DWD avoid the datapiling issue and the data projection maintain the Gaussian pattern, which implies that there is some potential to interpret the data and generalize this model to new data in terms of DWD direction. Nevertheless, the classification hyperplane is not located on the middle of two separating areas. Because the blue class has more sample size than the red class, the separating hyperplane is therefore pushed towards the red class. This will lead to the performance degeneration when confronted with new data. In this paper, we propose a novel linear binary classification that works well on HDLSS without considering any dimensionality reduction, denoted by population-guided large margin classifier (PGLMC). Figure 1 (e) demonstrates that our method not only addresses the data-piling issue, but also preserves the distribution pattern of the original data as much as possible. Our method is stable; no matter the samples are balanced or not across two classes.
In the HDLSS data set, we should observe that the borders of the samples for two classes are unstable, even sometimes stochastic, as reported in [8, [26] [27] [28] [29] . In Fig 2, we use a two-dimension example to illustrate this variability. All data from two classes are generated from a multivariate normal distribution ± , Σ , where the dimension = 2 , = 1,2.5 and Σ = +1 0; 0 1-. The Bayes rule in this example has the direction = Σ 2 , and the Bayes intercept is $ = 0 . In Fig. 2(a) , there are 50 samples in positive (blue) class and 10 samples in negative (red) class, ' = 5. The border-based classic method, SVM, presents its decision boundary as the cyan line, which is deviated heavily from the Bayes rule direction.
The mean vector of positive samples is denoted as the blue solid dot, and the mean vector of negative samples as red solid dot. When we increase the negative samples to 20, ' = 2.5, SVM gives a visible change of decision boundary as shown in Figure 2 (b). However, despite the increase of the samples, the mean vectors for two classes vary very little. In this sense, the first-order statistic (mean vector) of the samples for two classes is more robust than border points for learning or classification task. Inspired by this observation, our motivation is to combines the local structure of the hyperplane and the global statistics information of training samples to construct a new object function. In Fig. 2 , it is visible that our proposed PGLMC preserves a good and stable boundary to distinguish the samples in two classes which is not subject to the imbalanced sample sizes. In this paper, we design a novel linear binary classifier, population-guided large margin classifier (PGLMC), which works well on HDLSS without considering the dimensionality reduction. In addition to dealing with HDLSS and imbalanced data, the dual formulation of PGLMC is relatively easy to implement and holds much lower computational complexity than the Distance-weighted based methods owing to solve the similar Convex Quadratic Programming formulation as in SVM. We prove in theory that PGLMC is with three characteristics, (1) Fisher consistency, (2) Asymptotic under extremely imbalanced data, (3) Asymptotic with infinite dimensions. PGLMC is robust to the model specification, which makes it very popular in various real application, especially for HDLSS. Furthermore, linear classifiers are the most important and the most commonly used classifiers, as they are often easy to interpret in addition to reasonable classification performance [4] . The linear classifiers can be easily extended to nonlinear forms and the kernel space. Even though our main focus is on HDLSS data, PGLMC can be applied to general data with arbitrary dimensions (or the imbalanced data) in diverse applications (e.g., DNA classification, digital recognition, medical image analysis, face recognition, and so on), as shown with several experiments in Section 4.
The rest of this paper is organized as follows. Section 2 briefly introduces the related methods in HDLSS, especially SVM and the methods based on Distance Weighting. Section 3 elaborates the proposed PGLMC. Section 4 demonstrates experimental results. Finally, Section 5 concludes the paper.
Related Work
The relative study on HDLSS problem are reviewed, which are categorized to two groups as mentioned in the above. In the first group, there are two strategies for dimensionality reduction.
One is to project original high dimensional feature space to a low dimensional space using transform technologies prior to classification. Typical such transform technologies are principal component analysis (PCA), LDA, and manifold learning. These methods require some proper prior assumptions when applied. For example, LDA require the covariance within classes to be known apriori in order to establish a discriminant rule. However, in HDLSS, the sample covariance is ill-conditioned and hence induce singularity in the estimation of the inverse covariance matrix. By the specific restrictive assumptions on sample covariance, some improved methods by regularity were proposed to address the singularity of sample covariance or select valuable features in HDLSS, i.e., Null Space Linear Discriminant Analysis (NLDA) ) and so on. Therefore, the classifiers in this type on HDLSS depends mostly on the performance of dimensionality reduction. Even when sample size is very small and dimensionality of features is large, such as % < 8 and ≫ %, most of the above mentioned methods cannot work properly.
In the second group, SVM and the methods based on Distance Weighting work well without dimensionality reduction on HDLSS data set. Here, we will introduce briefly them, which are the widely-used methods and have received a lot of attention. These methods have been extended to kernel forms. Here, we are only concerned with linear implementations in the whole paper.
For binary classification problems, the classification rule is to map a data point in sample space to a class label chosen from 1, 2: 4 → 1, where 4 ∈ 7 and 1 ∈ 8+1, −1;. A linear discriminant function can be denoted as < = = > = + $ , where the coefficient direction 1 0 vector ∈ 7 has unit ? norm, and $ ∈ 7 is the intercept term. The classification rule is then 2 = = @AB%C< = D , that is, the sample space 7 is divided into halves by the separating hyperplane defined by 8=: < = = > = + $ = 0;.
SVM
The SVM is defined to the minimization problem as below:
SVM is a classic method and has a good performance record as a powerful classification tool.
It possesses some nice properties [6]: (1) Its dual formulation is relatively easy to implement through Quadratic Programming (QP), (2) SVM is robust to the model specification, which makes it very popular in various real applications. (3) it is not sensitive to imbalance data. But, it may suffer from a loss of generalizability in HDLSS settings due to the data-piling phenomenon [20] . Data-piling indicates a type of overfitting.
The Methods based on Distance Weighting
(1) Distance-weighted discrimination Distance-weighted discrimination (DWD) is a recently developed classifier which aim to improve the SVM in the HDLSS setting [6, 19] . It also maximizes a notion of gap between classes: the DWD method maximizes the harmonic mean of the distances of all data vectors to the separating hyperplane.
The objective function of DWD:
While DWD overcomes the data-piling phenomenon or overfitting to a certain extent, it has caused new issues: (1) The intercept term $ of the DWD method is sensitive to the sample size ratio ' between the two classes, that is, to the imbalanced data [20] . (2) Computing consumption. The current state of the art implementation for DWD is based on second-order cone programming (SOCP), which is more computationally demanding than quadratic programming [23] .
(2) Weighted Distance-weighted discrimination
To get over the imbalanced data, the weighted DWD (wDWD) [20] was proposed to incorporate class proportions as well as prior costs to improve upon standard DWD
Where e W R is the weight for the ith training data point. The solution to (8) is totally determined by the ratio of e +1 and e −1 , instead of the exact values of the two weights. Although weighted DWD has improved standard DWD for imbalanced data and various nonstandard situations, wDWD is still with heavily computing consumption due to SOCP.
Population-Guided Large Margin Classification Machine
Following the discussion from the previous section, we know that (1) 
Where ' R is the mean of training samples from ith class, A = 1,2 . Term ‖ ‖ is to maximize the gap between two classes. At the same time, the term ' − ' The motivation of formulation (4) has two folds, (1) it is desired that ‖ ‖ is as small as possible, which ensures that the gap (minimum distance) between two classes is as large as possible, (2) the item of denominator ' − ' > will be as large as possible to force the projecting direction to be the one, on which the distances between the projecting points from two classes are as far as possible. From this assumption, it can be found that in the above formulation,
and +2 − ' − ' > -play a similar role. Therefore, these two items would be turned into be a new item +O − ' − ' > -(the detailed proof is provided in the supplemental files). The optimization objective function can be reformulated so as to facilitate calculation as below:
By differentiating the Lagrangian formulation with respect to , $ and q , we can get the following conditions:
xy xq
When substituting (7), (8) and (9) into (6), we can obtain the dual form as follow
When provided that
‚ is a symmetric positive semidefinite matrix, τ = +O -> . The equation (6) can be
So, the optimization problem (4) can be transformed into the following
It can be known that the Karush-Kuhn-Tucker condition must be satisfied as follow:
Therefore, derived from the above formula, the concept of support vector is still applicable.
The support vector set is defined as same as the one in support vector machine, ‰ = 8= R |W R > = R + $ = 1 ‹% p R > 0;.
The intercept term $ can be obtained as follows:
Given a new sample =, the classifier of PGLMC is defined by
The performance and asymptotic properties of PGLMC can be explored in three different flavors: (1) 
Results
To evaluate the proposed PGLMC algorithm, in this section, we perform a series of experiments systematically on both simulation data and real-world classification problems. First, we present 2 synthetic datasets for clearly comparing PGLMC with DWD, wDWD and SVM. Second, on real-world problems, 6 datasets depicted in Ref [2-4, 38, 39] are used to evaluate the classification accuracies derived from PGLMC in comparison to the other algorithms in the HDLSS framework.
In the following experiments, to eliminate the dependence of the results on the particular training data used, some measures are defined and the average (or mean) of these measures are 
Measures of Performance
In order to evaluate the performance of PGLMC and compare it fairly with other methods, I
adopted the performance measures, some of which were used in reference [6] . In general, the Bayer rule classifier was as the benchmark in HDLSS for comparison. In the below simulation setting, we suppose that data are sampled from two multivariate normal distribution with different mean vectors ( ' & and ' ) and same covariance matrices Σ . We can get the following Bayes rule
Then, four performance measures are defined as follows:
(1) The correct classification rate (CCR): a measure of classification performance when the balanced data for two classes is involved
Remark: when imbalanced data sets are involved, this measure is biased, i.e., it is possible that while CCR is very high, almost all of the samples belonging to minority class are misclassified.
(2) The mean within-class error (MWE) for an out-of-sample test set
Where W R & denotes the sample = R belongs to class 1 = +1; % & and % are the sample size in positive and negative class; oe • is the delta function which is equal to 1 when oe 0 , and 0 when otherwise. The measure can work well while the imbalanced data are involved.
Remark: when % & = % , ˜™š = OO7.
(3) The deviation of the estimated intercept $ from the Bayes rule intercept $ :
Angle between the estimated discrimination direction and the Bayes rule direction : ∠C , D
Simulations Data
We conduct 2 experiments using simulated data to compare the classification and interpretability performance among the PGLMC, the original SVM, DWD and wDWD. The classification performance is measured for a large test data set with 4000 observations (2000 for each class). The interpretability is a vague concept, and we measure it by the angle between the discriminant direction vectors for classifier under investigation and for the Bayes classifier.
In general, it is right that the closer to the Bayes rule direction, the better the interpretability is.
The process is in accordance with the literature [6, 21].
Let us consider two different simulation settings: (1) independent, (2) block-interchangeable covariance. In each setting, samples from two classes are generated from multivariate normal distributions ± , Σ .
(1) Independent structure: constant mean difference, identity covariance matrix example.
≡
, and Σ ≡ , where > 0 is a scaling factor which makes 2 ‖1 ‖ = 2.7 . This corresponds to the Mahalanobis distance between the two classes and represents a reasonable difficulty of classification using the Bayes rule.
(2) Block-interchangeable structure: decreasing mean difference, block-diagonal interchangeable covariance matrix. Let ≡ ¡ with ¡ = C√50, √49, ⋯ , √1, 0, ⋯ ,0D > ∈ 7 , and ¤ ≡ Block¨© ª« 8Σ, Σ, ⋯ , Σ; , where each Σ is a 50 × 50 interchangeable subcovariance matrix whose diagonal entries are all 1 and off-diagonal entries are 0.8. The scaling factor is chosen to make the Mahalanobis distance 8 2 ¡ ¤ 2 ¡ > ; ⁄ = 2.7. Here, Block¨© ª« 8Σ , Σ , ⋯ , Σ ¬ ; means that a matrix is constructed whose diagonal elements consist
In both simulation settings, we let the positive class sample size be 200 and the negative class sample size be 50, (i.e., the training data are imbalanced with imbalance factor ' = 4). We vary the dimension in {100, 200, 300, 500, 1000}, thus last three cases correspond to HDLSS setting.
Experiment 1
In Figure 3 , we report the comparison results of 10 replications for independent structure among DWD, wDWD, SVM and PGLMC applied to a test dataset with 2000 samples in each class, which are generated according to the constant mean difference, identity covariance matrix example. The boxplots in Figure 3 (a) show the scatter intervals of the correct classification rate for 4 methods. The boxplots of DWD express the larger ranger of CCR and worst classification performance than those of other methods. Even when the dimension is 200, the CCR of DWD is only 50%. wDWD gets the best CCR, and PGLMC follows it, both of which are better than SVM. However, while the dimensionality increases, the performance of CCR for wDWD, SVM
and PGLMC gradually tend to be consistent. We have conducted the same comparison for the decreasing mean difference, block-diagonal interchangeable covariance matrix example in experiment 2. In Figure 4 , we display the comparison results with 100 replications for simulation experiment 2 among DWD, wDWD, SVM and PGLMC applied to a test dataset with 2000 samples in each class, which are generated according to the same distribution with training samples. In this test, in whole, the classification performance of wDWD overperforms others. PGLMC is the second, and its correct classification rate or MWE is slightly better than SVM. DWD is the worst one. For DWD, even when the dimension is 200, its classification direction vector is seriously deviated from Bayes direction so that only 50% for correct classification rate is obtained. From Figure 4 (a-b), for dimension 1000, PGLMC is the best one. For the deviation of the intercepts, the deviations of DWD and wDWD are approximately monotonic increasing with the increase of dimension.
However, on the contrary, the intercept deviations of SVM and PGLMC are monotonic decreasing. While the dimension is larger than 500, the intercepts deviations of SVM and PGLMC are stable, and PGLMC's intercept is closer to the Bayes baseline.
On simulation datasets, the performance of PGLMC is second only to the wDWD, and suboptimal and superior to other methods (DWD and SVM).
Real applications
In this subsection, we demonstrate the performance of PGLMC which are compared with the competing classifiers on 6 real data sets: (1) UCI Wine [38, 40] . (2) The Human Lung Carcinomas Microarray dataset, which has been analyzed earlier in [2] . (3) The Golub dataset [3] . (4) The Optical Pen Digitals data set [38, 40] . (5) The Kidney radiomics dataset [4] . (6) Face image data : EYaleB [39, 40] .
According to the characteristics of the datasets, we split the experiments into three subsections: classic low dimensional dataset, high dimensional datasets and image data sets. Table 1 shows the characteristics of the data sets used in the experiments. These real-world applications rang from general physical properties of objects, gene expression data classification to image based disease discrimination, handwritten digits recognition and face recognition. We consider that (1) the data dimensions range from 13 to 3051, (2) the sample sizes range from 23 to 2414, (3) the number of classes range from 2 to 38. Here, when the number of samples in the data sets are much fewer than the dimensionality of each samples (i.e. n << d), the data set is definitely with high dimension. Because our focus is only binary linear classification, when there are more classes than 2 in the data set, we iterate to select one class as positive and the rest classes as negative in the experiments. Thus, we report the mean CCR and MWE as the results. For each data set, we report detailed data preparation, evaluation methods and comparison results. The Wine data set is from UCI machine learning repository [38] . To test the accuracy of classification, we adopt 5-fold cross-validation to evaluate the correct classification rate (CCR) and mean within-group error (MWE) for the two classes over 100 random splits. In each split, there are 3 steps to select the parameter and evaluate the performance: (1) 4-fold samples were for training, and one-fold samples as testing data. (2) The samples within training data were still divided into 4-folds, 3-folds to obtain the models, the rest one to test in training. (3) Select an optimal from 4 models to conduct the evaluation on the testing data. For each split, we can get 5 results for CCR and MWE when 5-fold cross-validation are adopted. The means of these 5 results are as CCR and MWE for this split. The seed for splitting is fixed to maintain the same splits for all methods.
In this data set, there are 3 classes. Thus, we iterate to select one class as positive and the rest classes as negative in each split, and evaluate the performances for each class. The sample size is 59, 71 and 48 with imbalance factor ' ∈ 82.01,1.51,2.71;, respectively. Figure 5 shows the comparison results with 100 replications on Wine data set. As shown in Fig.   5 , we find that (1) PGLMC achieves the best mean performance whether CCR or MWE, (2) DWD, wDWD and SVM get the similar results in most cases. The mean value of CCR and MWE over 100 replications are summarized in Table 2 .
Experiment 4: Lung data set
The Human Lung Carcinomas Microarray Data set contain 4 classes: pulmonary carcinoid, colon, normal and small cell carcinoma, with sample sizes of 20, 13, 17 and 6, respectively. We combine the subclasses, pulmonary carcinoid and normal as the positive class; then the subclasses, colon and small cell carcinoma, to form negative class. The sample size is 37 and 19 with imbalance factor ' ≈ 1.95. The original data contain 12,625 genes measured using the Affymetrix 95av2 GeneChip. We first filter genes using the ratio of the sample standard deviation and sample mean of each gene and keep 200 of them with large ratios [2, 31, 41] .
To test the accuracy of classification, we adopt 5-fold cross-validation to evaluate the correct classification rate and within-group error for the two classes over 100 random splits. In each split, there are 3 steps to select the parameter and evaluate the performance: (1) 4-fold samples were for training, and one-fold samples as testing data. (2) The samples within training data were still divided into 5-folds, 4-folds to obtain the models, the remaining one for validation.
(3) Select the optimal model from the 5 models to conduct the evaluation on the testing data.
For each split, we can get 5 results for CCR and MWE when 5-fold cross-validation are adopted.
Because the true Bayes rule is unknown, we cannot get the measures of deviation and angle. 
Experiment 5: Golub data set
In this experiment, the Golub data set is used, which contains 38 tumor mRNA samples and 3051 genes from the leukemia microarray study [3] . The pre-processing was done as described
The sample size is 27 and 11 for 2 classes with imbalance factor ' ≈ 2.45. Therefore, we expect the PGLMC and SVM will give better result than DWD because the latter is subject to the imbalanced sample size. As done in the experiment 4, we split all specimens to five folds, in which 4-folds are for training and one fold for testing. Parameters for each method are tuned via 5-fold cross-validation within training data. This process is repeated for 100 times. The
CCRs and MWEs are exhibited in Fig. 7 . Pen digitals dataset. In Fig.8(a) , DWD gets the best CCR, PGLMC is second, and wDWD is the fourth. But, in Fig.8(b) , we observe amusing change. wDWD obtains the lowest MWE, and PGLMC is still second, and DWD get the worst MWE among these four methods. It is reasonable when imbalanced factor ' = 9 for each digit is considered. PGLMC displays its superiority on both of CCR and MWE. Because of few of samples in this dataset, we use leave-one-out for performance evaluation.
The training process is same with that of experiment 4 and experiment 5. 5-fold cross-validation within training data is used to select the model parameters. The whole process is repeated for 10 times. In Fig. 9 , we give the comparison results of box plots for DWD, SVM and PGLMC because the codes of wDWD do not work well on this small size dataset. On this specimen dataset, PGLMC is with overwhelming superiority over other methods whether in CCR or MWE.
Although the CCR of SVM is about 60% and better than that of DWD in Fig. 9 (a), SVM actually misclassifies all samples of negative class (9 samples). Therefore, MWE displays more reasonable results in Fig. 9 (b) that is DWD better than SVM in this small and imbalanced dataset. To compare the performance in the follow-up subsection with the state-of-the-art methods on this data set in [40], we adopt 10-fold cross-validation on the whole data set over 10 random splits. The seed is fixed to maintain the same split for each method. Because Cheng has reported the detailed results for SVM on this data set [40], we just conduct the tests for DWD, wDWD and PGLMC. As shown in Fig.10 , PGLMC obtains the best CCR over DWD and wDWD. The wDWD obtains the lowest MWE, and PGLMC is still suboptimal while imbalanced factor ' = 37 for each individual. An extensive comparison on this data set will be reported in the next subsection.
Further analysis of real datasets
Here, since the many state-of-the-art methods were tested on different data sets, we group the above data sets to 2 types, (1) data sets generally for HDLSS methods, i.e. Lung data set, Golub data, Optical pen digitals set and Kidney radiomics data set, (2) data sets which were extensively used to test the performance of general classifiers, including Wine data set and EYaleB face data set.
For type 1, we calculate the correct classification rate (CCR) for DWD, wDWD, SVM and the proposed PGLMC on four real datasets (Lung data set, Golub data set, Optical pen digitals and Kidney radiomics). In order to make a detailed analysis, we summarize the above experimental results in and SRC [44] . The GMD with radial basis function (RBF) kernel was denoted by GMD(R).
SVM with polynomial was denoted as SVM (P), and with RBF kernels as SVM(R). KNNs with
Euclidean and Cosine distance were denoted as KNN(E) and KNN(C). KLDA with polynomial and RBF kernels were denoted as KLDA(P) and KLDA(R), respectively. PGLMC achieves the best results on both of Wine and EYaleB data sets, although some nonlinear methods have been applied. From the above analysis, these results exhibit that although PGLMC is conceived for HDLSS, 
Conclusion
For the HDLSS problem, the existing methods (such as SVM, DWD and wDWD) are subject to certain disadvantages. In this paper, with analysis on the state of the art methods for HDLSS, we first introduce the idea, which guide the design of classification by combining the local structure of the hyperplane and the global statistics information of training samples (population).
The objective function, Equation (4), optimize a combination of numerators and denominators.
The numerator item ‖ ‖ ensures that the margin between two classes is as wide as possible.
The denominator item ' − '
> uses the first order statistics of training samples to force the projecting direction to be the one, on which the distances between the projecting points from two classes are as far as possible. Based on the structure design, this proposed method possess the merits of both SVM and DWD.
The major advantages of this study were four-fold. First, it is not sensitive to the intercept term $. Second, it can work well with imbalanced data. Third, its dual formulation is relatively easy to implement. Its corresponding optimization problem follows the same Quadratic Programming formulation as SVM, rather than the SOCP in the DWD related methods. Fourth, it is robust to the model specification, which makes it very popular in various real application, especially for HDLSS.
We conduct study to explore the performance and asymptotic properties of PGLMC in three different flavors: (1) the d fixed and % → ∞ (Fisher consistency), (2) the d and % & fixed, % → ∞ (Asymptotic under extremely imbalanced data), (3) n fixed, → ∞. These theory analyses accounts for the performance that we have seen in the experiments and assure that PGLMC can work well on the HDLSS and imbalanced datasets by combining the local structure of the hyperplane and the global statistics information.
In term of the above analysis and discuss, the PGLMC not only has the ideal characteristics in theory, but also hold much lower computational complexity than the DWD based methods owing to solve the similar Quadratic Programming formulation as SVM, rather than the Second-order cone programing in the DWD related methods. The experiment results manifested the superiority of PGLMC compared to the state-of-art algorithms (SVM and the DWD based methods) in HDLSS. Actually, these exhibit that it is a very promising linear binary classification, which is with great potential in many applications regardless of HDLSS. The PGLMC can be extended to multi-class classification, just as was reported for SVM and DWD [45] [46] [47] [48] . Other extension studies are in progress, such as kernel PGLMC and sparse PGLMC. 
Supplement Information

About representative statistic of population
Generally, a data distribution can be represented by mean, variance or covariance, and other statistics, which is the expression of data space structure. In HDLSS, it is difficult to obtain the reliable estimates for variance, covariance and other high-order statistics. On the contrary, the mean has clear expression to be estimated from samples. For example, let = R be independent random sample from a normal distribution , ± . Then, we can get the unbiased estimation and variance of mean as follows:
Where š is the average of sample, ³ is the variance. From the above formulation, the mean can be estimated even in HDLSS.
Theoretical properties of PGLMC
In this section, we will reveal (disclose) some theoretical properties of PGLMC in three different favors. First, we deduce the Fisher consistency [49] of PGLMC loss function.
Second, we derive that the intercept term of PGLMC does not diverge, even in an extremely imbalanced data (asymptotic under extremely imbalanced data [6, 21] ).
Third, the asymptotic property [26] for PGLMC is studied where n is fixed and → ∞.
Fisher consistency
The PGLMC method can be estimated from equations (9) 
Asymptotic under extremely imbalanced data
In this subsection, we derive the asymptotic performance of the intercept term for PGLMC. The problem to be centered around here, is about the behavior of the intercept term in the PGLMC when the sample size of one class is extremely large while that of the other class is fixed. Without loss of generality, we assume that positive/minority sample size % & is fixed and the negative/majority sample size % → ∞ , which is similar as the setting in [6, 21, 50] . We show that the intercept term of PGLMC is not sensitive to the imbalanced data.
Theorem 1 [21] . Suppose that the negative majority class is samples from a distribution with compact support ‰ • . Then the intercept term $ in SVM does not diverge to negative infinity when % → ∞.
Corollary 2. Suppose that the negative majority class is samples from a distribution with compact support ‰ • . Then the intercept term $ in PGLMC does not diverge to negative infinity when % → ∞.
Proof: it is reasonable that we assume there is a solution for formula (9). Then, we can get the intercept term $ as follow 
Therefor there is a constant ¼ which satisfy
From the above analysis, we know that as long as the formula (9) is solved, the intercept term will not approach infinity. So, even if % → ∞ asymptotics, the impact of the imbalanced sample size is limited to some extent.
High Dimension low sample size asymptotic (n fixed, °→ ∞)
HDLSS is getting more and more attentions in many areas of scientific research. The HDLSS asymptotic is a theoretical framework still developing. Hall and Mall et al.
proposed a geometric representation for the HDLSS data, which is be to explore the "n fixed, → ∞" asymptotics properties of binary classifiers such as SVM, DWD and nearest neighbor discriminator (NND). In light of its work, a few improvements and performance comparisons were obtained in [10, 20, 27] . We comply with the same direction and demonstrate the corresponding results for the PGLMC. For the detailed proof about geometric expression in the below, please refer to reference [26] .
We have known that class 1 ∈ 8+1, −1; , and the respective sample This theorem shows that PGLMC has the same asymptotic with SVM [26] . In the simulation study [19, 26] , it was observed that SVM, DWD and centroid rule discriminator (CRD) have similar error rates for very high dimensions across a wide array of simulation settings. This exactly explains that, along with the change of dimension, the curve trend of correct classification rate and angle from true direction, which we show in Figure 1 , for SVM, DWD, wDWD and PGLMC. We will discuss this issue in the next section. In the HDLSS case, with ≫ %, the computation cost for DWD would be greater than in the SVM and PGLMC. 
Computation Complexity
PGLMC
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