Abstract. Following [11], we consider a nonlinear SIS-type nonlocal system describing the spread of epidemics on networks, assuming nonlimited transmission, We prove local existence of a unique solution for any diffusion coefficients and global existence in the case of equal diffusion coefficients. Next we study the asymptotic behaviour of the solution and show that the disease-free equilibrium (DFE) is linearly and globally asymptotically stable when the total mean population is small. Finally, we prove that the solution of the system converge to the DF E.
Introduction
In this paper, we consider the model proposed in [11] for the spread of epidemics on heterogeneous networks. It is formally derived from a discrete model proposed in [16] , [17] by considering the degree as a continuous variable. Precisely, each node of the network corresponds to a patch of the metapopulation and is characterised by its degree x > 0. We assume that the network is described by a continuous labelling of the nodes and is characterized by a degree distribution with density p(x). We assume that p has compact support J = [0, x max ] with x max > 0 and satisfies the assumptions The condition p(0) = 0 corresponds to a connected network, with no isolated patch. We restrict to the case of uncorrelated network. For any function φ : J → R with φ ∈ L 1 (J, p(x)dx), we denote by φ ∈ R its mean value on the network defined by We assume the following property φ ≥ 0 on J, φ = 0 ⇒ φ = 0 on J.
We also assume that the first-order moment is finite and denote by m > 0 its value defined as
Let us denote by S(x, t) (resp. I(x, t)) the density of susceptible (resp. infected) individuals of degree x ∈ J at time t ≥ 0. In our model, their evolution in time is given by the solution of the following nonlinear and nonlocal system, 
(t) = S(., t) , i(t) = I(., t) .
Here, D S , D I > 0 are the diffusion coefficients and the constant µ > 0 is the recovery rate of the epidemics. We also define the total density of individuals of degree x ∈ J at time t ≥ 0 by (1.5) N(x, t) = S(x, t) + I(x, t).
In this paper, we deal with the case of nonlimited transmission and always assume that the transmission rate is a constant β 0 > 0. The companion paper [11] is devoted to the analysis of the model under the assumption of limited transmission, where
.
We'll see later that this assumption critically affects the results about equilibria.
The system (C) is formally derived from the discrete SIS metapopulation model proposed in [16, 17, 18] . We refer the reader to [11] for a precise presentation of the discrete model. Many recent papers have investigated dynamic processes on complex networks using the tools and methods of statistical physics (see [13] for a survey). In particular, epidemic networks have recently attracted a lot of attention both from modelling and practical and from theoretical viewpoint (see [14] and [9] for an introduction and [15] for a recent review). This paper and its companion paper [11] originated from a series of papers by R.Pastor-Satorras, A.Vespignani, V. Collizza ( [1] , [2] , [3] ) which focuses on the propagation of epidemics in "metapopulation", a concept introduced to describe a population in which individuals are spatially distributed in patches forming subpopulations. Hence the metapopulation is naturally mapped onto a network, where nodes correspond to patches of subpopulations that migrate along the edges. The transmission of the epidemics takes place in each patch, whose population is composed of susceptible and infected individuals. Following these works, J. Saldana proposed in [16] and [17] a discrete model for the propagation of epidemics in a heterogeneous network, with the additional feature that reaction and diffusion processes take place simultaneously, allowing him to derive a time-continuous model. We propose to consider a continuous version, where both time and degree take values in R + . We claim that the resulting model is retaining the main features of the discrete ones, while simplifying the analysis and improving some of the results. Namely, we prove rigorously global existence and uniqueness results for system (C). Besides, we establish in [12] the existence of a threshold for the existence of an endemic equilibrium and its stability, which depends on the whole degree distribution p, and not just on its maximum value as was obtained on the discrete model. The plan of the paper is the following. In section 2, we show that the system (C) is well-posed for any couple of strictly positive diffusion coefficients (D I , D S ) and with nonnegative smooth initial data. In the case of equal diffusion coefficients, we prove that the solution is global in time. The result is obtained using fixed point methods and apriori estimates on the solutions. In section 3, we investigate the linear stability of the disease-free equilibrium (DFE) and prove that for small enough n 0 , it is also globally asymptotically stable. Next in section 4, we prove that if n 0 small enough, the functions (S, I) converge to the DFE.
Solutions of system (C)
In order to prove the existence of solutions to (C), let T > 0 be a fixed time and associate to a given couple of continuous nonnegative functions (s, i) defined on [0, T ] the following evolution system
x ∈ J and denote by ( S, I) its solution on
and for all t ∈ [0, T ] we define the functions ( s, i) by
and accordingly the function n by
Note that ( S, I) is a solution of (C) if and only if s = s and i = i so that the existence of a solution to (C) follows from the existence of a fixed point to the operator (s, i) → ( s, i). We multiply each equation by p(x) and integrate on [0, x max ] to obtain that ( s, i) satisfies
A priori estimates on ( S, I
). We make the following assumptions on the initial data.
(ID1) The initial data S 0 : J → R + and I 0 : J → R + are smooth, nonnegative functions on J satisfying S 0 (0) = 0 and I 0 (0) = 0. (ID2) We denote by s 0 = S 0 (resp. i 0 = I 0 ) the initial average value of S (resp. I) and by n 0 = s 0 + i 0 the initial total average population.We assume that 0 < s 0 , i 0 < ∞. We assume that the initial data satisfy (ID1) and (ID2). Lemma 1. Let T > 0 be given and consider 2 smooth, nonnegative functions (s, i) defined on [0, T ]. Then system ( C) admits a unique smooth solution ( S, I) on J T . The following properties are satisfied.
(
Proof of Lemma 1
The local existence and uniqueness of a solution ( S, I) of ( C) follows from classical results on system of odes. To establish (i), note that I satifies
We define the functions f and F by
Thus for all (x, t) ∈ J T ,
Since I 0 (0) ≥ 0, we deduce that the property (i) holds.
To establish (ii), note that the function S satisfies
Since I ≥ 0 on J T by (i), the same method as in the proof of (i) allows us to conclude that (ii) holds. Note that α(t) = I(0, t) satifies (2.2) with x = 0 which reads
We prove similarly that for all t ∈ [0, T ], S(0, t) = 0. This completes the proof of Lemma 1.
Existence of solutions to (C) in the case where
Let us first recall a standard version of the Gronwall's Lemma that is used in the sequel.
Theorem 1 (Gronwall's lemma). Let us consider 2 C 1 functions A :
We assume here that D I = D S which allows us to obtain global existence using a simpler proof, namely a fixed point theorem for the operator i →î .
Theorem 2. For any T > 0, there exists a unique solution to (C) on J T .
Proof
We consider the set
is equipped with the norm f = sup
a suitable λ > 0 to be defined later. To any i ∈ E, we associate the function s defined by
where i is defined in (2.1). We prove below that φ(E) ⊂ E and that there exists k ∈ (0, 1) such that φ is a k-contraction in E.
The proof is decomposed in three steps. a) For all i ∈ E, i ∈ E This property relies on the following property.
Proof Let us add the two lines of system ( c). Using that s(t)+i(t) = n 0 , we obtain that for all t ∈ [0, T ],
Since n(0) = n 0 , it follows that for all t ∈ [0, T ], n(t) = n 0 . In Lemma 1 (i), we proved that I ≥ 0 and S ≥ 0 on J T . Thus i(t) ≥ 0 and s(t) ≥ 0 for all t ∈ [0, T ]. Since n(t) = s(t) + i(t) = n 0 by Lemma 2, it follows that ∀t ∈ [0, T ], 0 ≤ i(t) ≤ n(t) = n 0 , which proves that i ∈ E and establishes a). b) expression of N Proposition 1. The function N only depends on the initial data and is given by
In particular, we have that
When we add the 2 lines of ( C), N satifies
Thus for all x ≥ 0 and all t ≥ 0,
, which yields the above expression of N . Hence
which implies (2.6). c) φ is a contraction in E. Let us consider a function i 1 ∈ E (resp. i 2 ∈ E) and denote by ( S 1 , I 1 ) (resp. ( S 2 , I 2 )) the corresponding solution of ( C). First we prove that the function y = I 2 − I 1 satisfies
where
which, using that I j + S j = N by Proposition 1, can be rewritten as
Thus y satisfies ∂y ∂t
Since 0 ≤ I j ≤ N for j = 1, 2, we have that
so that it follows from (2.6) that
Note that y(x, 0) = 0 for all x ∈ J. Hence we can use Theorem 1 and deduce that for all (x, t) ∈ J T , (2.9)
In view of the definition of the norm in E, we have that for all s ∈ [0, T ] and x ∈ J,
Therefore it follows from (2.9) that
We choose λ > M + D I large enough so that k = We first establish some estimates on the solutions to system ( C) .
Proposition 2. Let T > 0 be given and consider 2 smooth nonnegative functions (s, i) defined on [0, T ]. We assume that there exists R ≥ 0 so that
. In particular,
Proof Adding up the two equations in ( C) yields
Since the functions S, I, s(t), i(t) are nonnegative and
Hence by standard ODE comparison theorem, (2.14)
A straightforward computation yields
, which yields (2.11) by (2.14). Note that
with N + defined in (2.13) so that we have established (2.12). Consequently, using that
Let us consider the set 
Then for T > 0 small enough, φ(E) ⊂ E and φ is a contraction in E.
Proof of Proposition 3
We first show that φ(E) ⊂ E. Let us consider (s, i) ∈ E and show that ( s, i) = φ(s, i) ∈ E. Note that by Lemma 1, i, s ≥ 0 on [0, T ]. First we obtain an upper bound for | i ′ (t)|. The second equation in System ( c) reads
Let us denote
so that f satisfies f (0) = 0 and
Applying Theorem 1 to the function f , we obtain that
Finally, we have that
Similarly, we can show that for if T > 0 is small enough,
Next, let us consider (s 1 , i 1 ) ∈ E (resp. (s 2 , i 2 ) ∈ E) and denote by ( S 1 , I 1 ) (resp. ( S 2 , I 2 )) the corresponding solutions of system ( C) and define accordingly N j = S j + I j for j = 1, 2. Let us define the functions
We establish the following estimates on y and z. In a first step, we prove that for all (x, t)
Note that I j (j = 1, 2) satisfies
Using that S j = N j − I j , we obtain that
Thus, if we define ∆ by
We omit (x, t) and rewrite
which we substitute in (2.17) and obtain that ∂y ∂t
Since 0 ≤ I 1 ≤ N 1 and 0 ≤ S 2 ≤ N 2 , it follows that
which yields (2.16) in view of Proposition 2, since we have that
In a second step, we prove a similar differential inequality on z = N 2 − N 1 and show that for all (x, t)
Note that adding up the two equations in system ( C) shows that N j (j = 1, 2) satisfies
By substraction, it follows that
which yields (2.18) using that 0
Finally, if we denote
we have established that there exists C > 0 such that for all (x, t)
Let us define the function
so that A, F ≥ 0 and F (x, 0) = 0. Since y(., 0) = z(., 0) = 0, |y(x, t)| + |z(x, t)| ≤ F (x, t) so that the inequality (2.19) implies
By Gronwall's lemma, this implies that
Since for all s ∈ [0, T ],
it follows that since C(x) = 0,
Note that by definition of i and s, we have that for all t ∈ [0, T ],
Thus multiplying the above inequality by p(x) and integrating on [0, x max ], we obtain that for all t ∈ [0, T ],
so that φ is a contraction if we choose T > 0 small enough (depending on R) in order to guarantee that k = 4(e M T − 1) < 1.
Existence and linear stability of (DF E)
In this section, we consider equilibrium solutions to system (C). Hence we look for nonnegative functions (S * (x), I * (x)) which satisfy system (C
The disease-free and endemic equilibria are defined as follows.
Definition 1. For a given n 0 > 0, any equilibrium solution such that < N * (x) >= n 0 is of one of the two following types,
• The disease-free equilibrium (DFE), given by
• An endemic equilibrium (EE), which is a nonnegative solution (S * (x), I * (x)) such that there exists x 0 > 0 with I * (x 0 ) > 0.
Let us remark there always exists a (DF E).
3.1. Necessary condition of linear stability. Let (S * (x), I * (x)) be an equilibrium solution to system (C), with s * =< S * >, i * =< I * > and n 0 = s * + i * . The linearized system around (S * (x), I * (x)) is given for all x > 0 by (L)
with given initial data (f (x, 0), g(x, 0)) = (f 0 (x), g 0 (x)), which are 2 functions from R + to R such that
We make the assumption that f 0 , g 0 : R + → R are C 1 and satisfy
We define linear stability of (L) as follows: where (f, g) is the solution of (L) with initial data (f 0 , g 0 ).
Indeed, for any solution (f (x, t), g(x, t)) to the linearized system (L), let us define the functions h and H by ∀t ≥ 0, h(., t) = f (., t)+g(., t) and
Note that h satisfies
After multiplying (3.3) by p(x) and integrating on R + , we obtain that for any t > 0, H ′ (t) = 0. Thus H(t) = H(0) for all t > 0 so that stability imposes lim t→∞ H(t) = H(0) = 0 which is condition (3.2). We also established that any solution (f, g) to (L) with (f 0 , g 0 ) satisfying (3.2) has the property that (3.4) ∀t ≥ 0, H(t) = f (., t) + g(., t) = 0. 
We first prove for all x ∈ [0, x max ] and t > 0, g(x, t) > 0.
Let us define the function G for t > 0 by G(t) = xmax 0 g(x, t)p(x)dx and let us denote A = {t ≥ 0, ∀s ∈ [0, t], G(s) > 0}. Since G(0) = g 0 > 0 by assumption, 0 ∈ A so that A is not empty. Let us suppose that A is bounded by above and let us define T * = sup(A) so that G(T * ) = 0. We define for all x ∈ [0, x max ] the function r by r(x) = (−µ +
so that or all t ∈ [0, T * ), ∂e −r(x)t g(x,t) ∂t > 0. Since g(x, 0) ≥ 0, it follows that for all x ∈ [0, x max ] and t ∈ [0, T * ), e −r(x)t g(x, t) > 0 hence g(x, t) > 0 and that
Thus g(x, T * ) > 0 for all x ∈ [0, x max ]. This contradicts G(T * ) = 0 and proves that T * = ∞. Thus G(t) > 0 for all t ≥ 0 which in view of (3.5) implies that g(x, t) > 0 for all x ∈ [0, x max ] and t > 0.
It follows that 0 ≤ g(x, t) ≤ g + (x, t) where g + is the solution of
Let us multiply by p(x) and integrate on [0, x max ] and define the func-
Next we compute the supersolution g+ for all x ∈ [0, x max ] and t > 0 and obtain By linearity of (3.5), we have that g can be written as g(x, t) = g + (x, t) − g − (x, t) where g ± (x, t) is the corresponding solution of (3.5) with initial data g /pm 0
. It follows from a) that g ± (x, t) converge to 0 as t → ∞ for all x ∈ [0, x max ], which proves the result for g. c) Note that in view of (3.3) and (3.4), the function h satisfies
A straightforward integration shows that for all x ∈ [0, x max ], lim t−→∞ h(x, t) = 0, which implies the same result for f = h − g. Thus the (DFE) equilibrium is stable when
Asymptotic behaviour
In this section, we prove that when n 0 = N(x, 0) > 0 is small enough, the solution (S, I) of (C) converges to the (DF E). (Note that we establish in [12] that there is no endemic equilibrium if n 0 is small enough.) Let us first notice that there exists C ≥ 1 such that (4.1) ∀x ∈ J, 0 ≤ N(x, 0) ≤ Cn 0 x m .
We now recall the following lemma established in [11] , which shows that it is sufficient to obtain the limiting behavior of I(x, t) as t → ∞. Lemma 5.1 [11] . Assume that the initial data (S 0 , I 0 ) satisfy (ID1) and (ID2) and (4.1). Then the following properties hold.
(1) DefineC = max(C,
) ≥ 1. Then for all x ∈ J and for all t ≥ 0, (4.2) 0 ≤ N(x, t) ≤Cn 0 x m .
(2) For any fixed x ∈ J, we have that 
