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a b s t r a c t
In this paper, new procedures for the extrapolation to the limit of slowly convergent
sequences and functions are proposed. They are based on the notions of error estimates
and annihilation operators. We obtain generalizations of the discrete and confluent E-
transformation, which are themost general sequence and function transformations known
so far. It is shown that many transformations studied in the literature are included in our
formalism. Particular cases of these procedures are discussed. Then, several extensions of
the E-algorithm are given. Finally, the procedureΘ is applied to our procedures to produce
new procedures for extrapolation to the limit.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let S = (Sn)n≥0 be a sequence of real or complex numbers converging to a limit S∞. If convergence is slow, (Sn) can be
transformed into a new sequence (Tn) by a sequence transformation T . Under some assumptions, (Tn) can converge to S∞,
and faster than (Sn), that is
lim
n→∞
Tn − S∞
Sn − S∞ = 0.
The idea behind a sequence transformation is extrapolation to the limit. It is assumed that (Sn)behaves as amodel sequence
(˜Sn) depending on a usually finite set of parameters, and belonging to a given classKT of sequences. These parameters are
obtained by an interpolation process, thus defining a unique model sequence in KT depending on the index n (the first
index used in the interpolation process). Then, the limit of this model sequence is taken as an approximation of S∞. Since
this limit depends on n, it is denoted by Tn, and, therefore, the sequence (Sn) has been transformed into a new sequence (Tn).
For any transformation, if the sequence (Sn) to be accelerated belongs toKT then, by construction, for all n, Tn = S∞, the
limit of the sequence (Sn) if it converges, and its antilimit otherwise. The setKT is called the kernel of the transformation
T . It is the set of sequences which are transformed into a constant sequence (S∞). References on these topics are [1–5].
The construction of a sequence transformation and the study of its kernel are based on the notion of error estimates as
explained in [6–10]. It seems that the first nonlinear sequence transformations directly based on error estimates that have
been proposed are those due to Levin [11]. This work was followed by the extension of Richardson’s extrapolation process
given by Sidi [12] (who gave a recursive algorithm for its implementation in [13]), and then by the discrete E-transformation,
the most general sequence transformation known so far, which was obtained independently and almost simultaneously
by various authors by different approaches [14–17] (see [18] for a historical review). For the sake of completeness, let us
mention that the notion of an error estimatewas already presented in [19,20],where amethodology for finding the unknown
∗ Corresponding author. Tel.: +39 49 8275878.
E-mail addresses: Claude.Brezinski@univ-lille1.fr (C. Brezinski), Michela.RedivoZaglia@unipd.it (M. Redivo-Zaglia).
0377-0427/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2010.06.017
632 C. Brezinski, M. Redivo-Zaglia / Journal of Computational and Applied Mathematics 235 (2010) 631–645
constants entering into the mathematical expression of general errors estimates was developed. In fact, a transformation T
accelerates the convergence of sequences which are ‘‘close’’ (in a certain sense to be specified) to its kernel since, in fact, T
makes a guess as regards the asymptotic behavior of (Sn). Thus, there is a strong connection between extrapolationmethods
and asymptotic expansion of the error [21] since, for accelerating the convergence of a sequence, one has to eliminate the
successive terms in the asymptotic expansion of the error Sn−S∞. These terms can be eliminated using the notion of a linear
annihilation operator for a sequence introduced by Weniger [4, p. 212], and studied, for example, in [22,10,23,24,4,25]. This
has been done for expansions of two types:
• Sn − S∞ = a1(xn)g1(n), n = 0, 1, . . . , where (g1(n)) is a given auxiliary sequence, and (a1(xn)) an unknown one for
which an annihilation operator (see the definition below) is known, and where (xn) is a sequence of parameters.
This type of expansion is considered in Drummond’s transformation [26], and in its extensions proposed in [27]. Each of
these extensions requires only one single step, andmakes use of only one annihilation operator, namely for the sequence
(a1(xn)).
• Sn − S∞ = a1g1(n)+ · · · + akgk(n), n = 0, 1, . . . , where the (gi(n)) are given auxiliary sequences, and the ai unknown
constants.
This type of expansion is considered in the E-transformation, which is implemented by the E-algorithm. It is a multistep
algorithm,where each stepmakes use of the same operator, the forward difference operator1 (see the definition below).
Multistep algorithms based on a different operator at each step were considered in [23] and the references therein.
In this paper, we will combine these two kinds of error expansions, and propose two more general approaches to
sequence transformations. These extended procedures are multistep transformations (instead of only one step as in the
extensions of Drummond’s transformation considered in [27]), each step making use of a different annihilation operator
(instead of only one operator as in the E-algorithm, and in the mechanism described in [22]). Thus, these procedures could
be considered as extensions of both the generalized Drummond transformation and the E-transformation. In [22], starting
from the kernel of the E-transformation,we dismantled themechanism leading to the E-algorithm for its implementation. In
Section 2.1, our first extended procedure is a direct generalization of the procedure onwhich the E-algorithm is based. Then,
we derive some old and new sequence transformations, and we propose new extensions of the E-algorithm. In Section 2.2,
starting from a kernel generalizing the kernel of the E-transformation, we propose a second extrapolation procedure for
building sequence transformations.
The confluent case of our two new procedures is treated in Section 3. They are aimed at transforming a function f into
a set of new functions tending more rapidly to S∞ = limt→∞ f (t) when t goes to infinity. New extensions of the confluent
form of the E-algorithm are proposed.
Finally, the procedure Θ is applied to our procedures to produce new procedures for extrapolation to the limit. This
procedure, already used to turn the ε-algorithm of Wynn [28] into the θ-algorithm [29], can enhance the acceleration
properties of a sequence transformation and enlarge its kernel.
Since each step of the discrete and confluent algorithms described in this paper is defined as a ratio, we always assume
in the sequel that each denominator is different from zero, so the next step is well defined.
The aim of this paper is only to settle the theoretical basis for the study of these extended procedures, and to discuss
some particular cases. Sequence transformations are quite useful computational tools in many mathematical and natural
applications as exemplified, for instance, in [30–33]. Thus, it seemed to us that it was important to try to extend the
procedures for their construction. This is the aim of this paper. However, we are conscious that many points have yet
to be developed, that many questions remain open, such as the definition of new interesting annihilation operators, that
convergence and acceleration conditions have to be obtained, that numerical results have to be given, and that applications
to various problems have to be found. Since the literature on remainder estimates and annihilation operators is quite
important, it was not possible to give all the references in this paper, and we refer the interested reader to [1,23,3,4]. Let us
also mention that composite sequence and function transformations, as explained in [6], can be constructed, and that the
operators used in this paper could also be composed together, thus leading to new transformations.
In the sequel, we will make use of the following abbreviated notation for determinants:
|ai bi ci · · · |i=n+ki=n =
∣∣∣∣∣∣∣∣
an bn cn · · ·
an+1 bn+1 cn+1 · · ·
...
...
...
an+k bn+k cn+k · · ·
∣∣∣∣∣∣∣∣ .
The symbol1will denote the usual forward difference operator whose powers are defined by10un = un, and
1kun = 1(1k−1un) =
k∑
i=0
(−1)i
(
k
i
)
un+k−i with
(
k
i
)
= k!
i!(k− i)! .
The following definition plays a central role.
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Definition 1. Let L be a set of functions (including constants) on R or C, and let L be a linear operator on L. L is called
an annihilation operator for L if, for all a ∈ L, and for all sequences of real or complex numbers (xn), L(a(xn)) = 0 for
n = 0, 1, . . . .
A similar definition holds if, for all real or complex t, L(a(t)) = 0.
For example, the operator1k annihilates polynomials of degree at most k− 1 in n. We will also make use of the divided
differences operator and its powers which annihilate polynomials in xn, a given auxiliary sequence of variables. Other
operators are given in [23].
In the sequel, {Lk}will denote a family of linear operators on the set of sequences or functions, and {Lk} a family of sets
of functions.
2. The discrete extended procedures
Let u = (un) be a sequence of real or complex numbers. We set
E(n)k (u) =
|ui g1(i) · · · gk(i)|i=n+ki=n
|1 g1(i) · · · gk(i)|i=n+ki=n
, k, n = 0, 1, . . .
where the gi = (gi(n)) are given auxiliary sequences.
This sequence transformation consists in transforming the sequence S = (Sn) to be accelerated into the set of sequences
{Ek(S) = (E(n)k (S))}. It is called the discrete E-transformation, and it is the most general transformation known so far. It
includes almost all the important sequence transformations studied in the literature. For example, the choice gi(n) = xin
corresponds to Richardson’s extrapolation process [34], the choice gi(n) = 1Sn+i−1, for i = 0, 1, . . . , leads to the Shanks
transformation [35], and, for g1(n) = 1Sn, Aitken’s 12 process is recovered [36]. All of Levin’s transformations [11,24,
23] also enter into this framework.
This transformation can be recursively implemented by the discrete E-algorithm whose rules are obtained by a direct
application of Sylvester’s determinantal identity (on this identity, see, for example, [37, p. 107]) to the determinants in the
numerators of E(n)k (S) and E
(n)
k (gi), and in their common denominator
E(n)k (S) =
1
(
E(n)k−1(S)/E
(n)
k−1(gk)
)
1
(
1/E(n)k−1(gk)
) , k, n = 0, 1, . . . (main rule)
E(n)k (gi) =
1
(
E(n)k−1(gi)/E
(n)
k−1(gk)
)
1
(
1/E(n)k−1(gk)
) , i > k, k, n = 0, 1, . . . (auxiliary rule),

(1)
with E(n)0 (S) = Sn and E(n)0 (gi) = gi(n).
We also have, for j > k,
E(n)k (gj) =
|gj(i) g1(i) · · · gk(i)|i=n+ki=n
|1 g1(i) · · · gk(i)|i=n+ki=n
.
This algorithm was introduced independently in [14,15,17], and obtained, in a different context, in [16]. It could also be
derived from a generalization of the Neville–Aitken scheme given in [38].
In this paper, wewill first extend this procedure by replacing the forward difference operator1 in (1) by any other, more
general operator. Then, another type of extension will be proposed.
2.1. The first extended procedure
We begin by defining the procedure. Then, we study its algebraic properties, and, in particular, its kernel. After that, we
show that known transformations enter into our formalism. Finally, extensions of the E-algorithm are given.
2.1.1. Definition of the procedure
For k = 1, 2, . . . , we consider the linear operatorsΛk acting on a sequence u = (un):
Λk : u = (un) 7−→ Λk(u) = (Λ(n)k (u))
where the terms of the sequenceΛk(u) are recursively defined by
Λ
(n)
k (u) =
Lk
(
Λ
(n)
k−1(u)/Λ
(n)
k−1(gk)
)
Lk
(
1/Λ(n)k−1(gk)
) , n = 0, 1, . . . , (2)
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withΛ(n)0 (u) = un, for n = 0, 1, . . . , andwhere gi = (gi(n)), i = 1, 2, . . . , are given auxiliary sequences, and Lk annihilation
operators depending of k.
Then, the extended transformation, called the Λk-transformation (we can identify the operator and the transformation
without a risk of confusion), is defined by
Λk : S = (Sn) 7−→ Λk(S) = (Λ(n)k (S)),
for k = 0, 1, . . . fixed, where S = (Sn) is the sequence to be accelerated (that is extrapolated). TheΛk-transformations for all
k ≥ 0 are called theΛ-transformation. Thus, theΛ-transformation transforms the sequence (Sn) into the set of sequences
{Λk(S)}.
The implementation of this transformation requires the computation of the auxiliary quantities Λ(n)k (gi) for different
values of the three indexes. Thus, a recursive algorithm for its implementation will depend on the recursive properties of
the operators Lk. Indeed, the computation ofΛ
(n)
k (S) requires one to compute
Λ
(n)
k−1(gk) =
Lk−1
(
Λ
(n)
k−2(gk)/Λ
(n)
k−2(gk−1)
)
Lk−1
(
1/Λ(n)k−2(gk−1)
) ,
which makes use ofΛ(n)k−2(gi) for i = k− 1 and k, which themselves needΛ(n)k−3(gi), and so on. These auxiliary quantities are
computed by the same recursive rule as the quantitiesΛ(n)k (S).
The procedure defined by (2) generalizes and simplifies the procedure described in [22] for the E-algorithm. Indeed, let
us define the operators
N (n)k (u) = Lk
(
N (n)k−1(u)
N (n)k−1(gk)
)
,
with N (n)0 (u) = un. Then Λ(n)k (u) = N (n)k (u)/N (n)k (1). Moreover, we also immediately obtain an extension of the Ford–Sidi
algorithm [39] used by these authors for implementing the E-transformation. Setting
Ψ
(n)
k (u) =
Λ
(n)
k (u)
Λ
(n)
k (gk+1)
=
Lk
(
Λ
(n)
k−1(u)/Λ
(n)
k−1(gk)
)
Lk
(
1/Λ(n)k−1(gk)
) Lk
(
1/Λ(n)k−1(gk)
)
Lk
(
Λ
(n)
k−1(gk+1)/Λ
(n)
k−1(gk)
) ,
it holds thatΛ(n)k (u) = Ψ (n)k (u)/Ψ (n)k (1), since Ψ (n)k (gk+1) = 1 andΛ(n)k (1) = 1.
It must be noticed that the computation of Λ(n)k (S) by Formula (2) does not make use of gk+1, while its computation by
the Ford–Sidi algorithm does. This is a drawback, but, ifΛ(n)k+1(S) does not have to be computed, then the auxiliary sequence
(gk+1)used for computingΛ(n)k (S) canbe arbitrarily chosen. The E-algorithmand the Ford–Sidi algorithmaremathematically
(but not computationally) equivalent, as explained in [40] where a slightly more economical algorithm is given.
For understanding the mechanism of theΛ-transformation, let us have a look at its first steps. We have
Λ
(n)
1 (S) =
L1 (Sn/g1(n))
L1 (1/g1(n))
(3)
Λ
(n)
2 (S) =
L2
(
L1(Sn/g1(n))
L1(g2(n)/g1(n))
)
L2
(
L1(1/g1(n))
L1(g2(n)/g1(n))
)
Λ
(n)
3 (S) =
L3
 L2
(
L1(Sn/g1(n))
L1(g2(n)/g1(n))
)
L2
(
L1(g3(n)/g1(n))
L1(g2(n)/g1(n))
)

L3
 L2
(
L1(1/g1(n))
L1(g2(n)/g1(n))
)
L2
(
L1(g3(n)/g1(n))
L1(g2(n)/g1(n))
)

and so on. These formulae will be useful later on.
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2.1.2. Algebraic properties
Let us now give some algebraic properties of the transformationΛk.
For Property 1, we need to denoteΛk(S) byΛk(S; gk) to indicate its dependence on the auxiliary sequence gk. From the
linearity property of the operators Lk, and the definition ofΛ0, it holds, by induction, that
Property 1.
Λk(aS + b;αgk) = aΛk(S; gk)+ b, ∀a, b, and α 6= 0.
This property shows, by definition, that the transformation is translative. Then, according to the theory presented in [41]
and developed in [42], it could be written in the form
Λ
(n)
k (S) =
fk(Sn, . . . , Sn+q)
Dfk(Sn, . . . , Sn+q)
, (4)
for some function fk depending on the operators Lk, where n and n+ q are respectively the first and the last indexes of the
terms used for computing Λ(n)k (S),Dfk denotes the sum of the partial derivatives of fk, and D
2fk is identically zero. Let us
mention that q can depend on k. This condition is necessary and sufficient for translativity.
As an example, let us look at the case of Padé approximants (see, for example, [43,44]). Let f (z) =∑∞i=0 ciz i be a formal
power series. A Padé approximant of f is a rational function of z, with a numerator of degree p at most and a denominator
of degree q at most, whose power series expansion in ascending powers of z agrees with the series f as far as possible, that
is up to the term of degree p+ q inclusively. Such an approximant is denoted as [p/q]f (z). Let Sn(z) =∑ni=0 ciz i, n ≥ 0, be
the partial sums of f , and choosing, for simplicity, p = n+ k and q = k, it holds that
[n+ k/k]f (z) =
∣∣∣∣∣∣∣∣
zkSn(z) zk−1Sn+1(z) · · · Sn+k(z)
cn+1 cn+2 · · · cn+k+1
...
...
...
cn+k cn+k+1 · · · cn+2k
∣∣∣∣∣∣∣∣
/∣∣∣∣∣∣∣∣
zk zk−1 · · · 1
cn+1 cn+2 · · · cn+k+1
...
...
...
cn+k cn+k+1 · · · cn+2k
∣∣∣∣∣∣∣∣ . (5)
It can be easily seen that such an approximant enters into our frameworkwith gi(n) = cn+i, that [n+k/k]f (z) corresponds to
(4) where fk is the determinant in the numerator of (5), Dfk is the determinant in its denominator and that D2fk is identically
zero. Let us mention that Padé-type approximants can also be derived from the d-transformation of Levin [45,46], and from
extensions of Drummond’s transformation [27]. The connection between rational approximants to formal power series
based on (Levin-type) sequence transformations and Padé-type approximants is discussed in [47, Section VI].
For the kernel of the transformationΛk, we have the following result.
Property 2. Assume that Lk is an annihilation operator for Lk, and that ak ∈ Lk. The kernel of theΛk-transformation (k ≥ 1) is
the set of sequences satisfying, for all n,
Λ
(n)
k−1(S)− S∞ = ak(xn)Λ(n)k−1(gk).
Proof. From (2) and the linearity of the operatorsΛk, the kernel of the transformationΛk is the set of sequences satisfying
Lk
(
(Λ
(n)
k−1(S)− S∞)/Λ(n)k−1(gk)
)
= 0.
Therefore, by definition of Lk, there exists ak ∈ Lk such that the result holds. 
We also see, from (2), that we have the following:
Property 3. For all k, the kernel of theΛk-transformation includes the kernel of theΛk−1-transformation.
Following from the linearity ofΛk, the error is given by the following:
Property 4. Assume that S = S˜+ r, where S˜ = (˜Sn) belongs to the kernel of theΛk-transformation, and r = (rn) is the sequence
of remainders. Then, for all n,
Λ
(n)
k (S) = S∞ +Λ(n)k (r) = S∞ +
Lk
(
Λ
(n)
k−1(r)/Λ
(n)
k−1(gk)
)
Lk
(
1/Λ(n)k−1(gk)
) .
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Obviously, the difference equation of Property 2 could only be possibly solved after specifying the operators Lk. However,
for k = 1, the kernel of theΛ1-transformation could be explicitly given. It is the set of sequences of the form
Sn − S∞ = a1(xn)g1(n), n = 0, 1, . . . ,
where a1 ∈ L1, whereL1 is the set of sequences annihilated by L1.
Let us now assume that Sn = S∞ + a1(xn)g1(xn)+ a2(xn)g2(n) for all n. We have, from Property 4,
Λ
(n)
1 (S) = S∞ +
L1(a2g2/g1)
L1(1/g1)
,
which show that, in general, it is not possible to eliminate the next term a2g2 unless a2 is a constant sequence. It is this
negative result which motivated us to introduce the second extended procedure of Section 2.2. However, for the first
extended procedure, we have the following sufficient condition.
Property 5. Let (a1(xn)) ∈ L1, and a2, a3, . . . ∈ R be constants independent of n. Assume that L1 annihilates L1, and that
L2, L3, . . . annihilate constant sequences. If
Sn = S∞ + a1(xn)g1(n)+ a2g2(n)+ a3g3(n)+ · · · , n = 0, 1, . . .
then, for all k ≥ 1,
Λ
(n)
k (S) = S∞ + ak+1Λ(n)k (gk+1)+ ak+2Λ(n)k (gk+2)+ · · · , n = 0, 1, . . . .
Thus, sequences of the form
Sn = S∞ + a1(xn)g1(n)+ a2g2(n)+ · · · + akgk(n), n = 0, 1, . . . ,
belong to the kernel of the transformationΛk.
This property has to be compared with the corresponding results for the E-algorithm [14, Thms. 2 and 3].
The choice of the auxiliary sequences gk and that of the annihilation operators is guided by analyzing the asymptotic
properties of the sequence to be transformed; see, for example, [6]. Let us mention that examples of annihilation operators
can be found in [23], and that a recursive way of constructing them is presented in [48].
2.1.3. Examples
Let us now give two examples of application of the first extended procedure. They are intended to show its effectiveness
compared with other transformations, and, in particular, with the E-algorithm.
The first example
Let us take k = 1, and consider the operator L1 defined by L1(un) = un+1 − aun where a ∈ R is a given number. It is an
annihilation operator for sequences satisfying un+1 = aun, that is un = anu0, n = 0, 1, . . . . The kernel of the transformation
Λ1 is the set of sequences such that (Sn − S∞)/g1(n) = an(S0 − S∞)/g1(0), n = 0, 1, . . . . The transformation (3) reads
Λ
(n)
1 (S) =
g1(n)Sn+1 − ag1(n+ 1)Sn
g1(n)− ag1(n+ 1) , n = 0, 1, . . . .
Let us apply this transformation to the sequence Sn = λn (which belongs to the kernel of Aitken’s12 process), with λ = 1/2
and the choice g1(n) = 1/(n+ 1). For this example, the transformation with a = 1 converges more slowly than the initial
sequencewhile, for a = λ, the convergence is accelerated. In Fig. 1, we plot on a semilog scale the ratio of the errors obtained
with a = λ and a = 1, respectively, for showing that the convergence is accelerated with the first choice for a, but not with
the second one. These choices for g1, a, and the acceleration procedure have to be compared with the results given in [7].
The second example
Let us now consider a sequence (Sn) converging to S∞, and such that (Sn+2 − S∞)/g1(n + 2) = (Sn − S∞)/g1(n), for
n = 0, 1, . . . . It holds that
S2n − S∞
g1(2n)
= α0, S2n+1 − S∞g1(2n+ 1) = α1, n = 0, 1, . . . ,
with αi = (Si − S∞)/g1(i) for i = 0 and 1. If we take g1(n) = 1Sn, this sequence does not enter into the framework of the
E-algorithm since
S2n − S∞ = βn0βn1 (S0 − S∞), S2n+1 − S∞ = βn+10 βn1 (S0 − S∞), n = 0, 1, . . . ,
with βi = (1+αi)/αi, and it cannot be written in the form Sn− S∞ = a11Sn. Thus, the E1-transformation (which is Aitken’s
12 process) does not accelerate its convergence since the ratio (Sn+1 − S∞)/(Sn − S∞) does not tend to a limit when n goes
to infinity. Defining the operator L1 by L1(un) = un+2 − un, it is easy to see that this sequence belongs to the kernel of the
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Fig. 1. Ratio of the errors with a = λ and a = 1.
Λ1-transformation, and that this transformation is nothing else than the T+m transformation of Gray and Clark [49]. This
transformation is effective for accelerating the convergence of periodic continued fractions [50]. Other acceleration results
for it were given by Streit [51]. Obviously, this example can be extended to linear periodic sequences of period p satisfying
Sn − S∞ = a∏ni=0 βi, for n = 0, 1, . . . , with a ∈ R and βi+p = βi, by using the operator L1(un) = un+p − un. Other
transformations for the acceleration of such sequences are due to Delahaye [52] (see [1, pp. 131–134] for a review).
2.1.4. Particular cases
Let us now explain how to relate known sequence transformations to our first extended procedure.
The extended Drummond transformation
Drummond’s transformation [26] is defined by
D(n)m =
1m(Sn/1Sn)
1m(1/1Sn)
.
In [27], it was extended by replacing the terms of the sequence (1Sn) appearing in the denominators by those of a given
sequence (g1(n)), and the operator1 by another one, denoted as L, thus leading to the extended transformation defined by
D(n)m =
Lm(Sn/g1(n))
Lm(1/g1(n))
.
The kernel of this transformation is the set of sequences such that there exists a sequence (a1(xn)) such that Sn − S∞ =
a1(xn)g1(n) for alln, and Lm(a1(xn)) = 0, for alln. This transformation can be recovered by the first step of our twoprocedures
with k = 1 and L1 = Lm. The sequence (g1(n)) (denoted by (ωn) in [27]) is a remainder estimate, and it appears as the first
term in the asymptotic expansion of the error.
Let g = (g(n)) be a sequence. The choice g1(n) = g(n)/(n + b)m−1 leads to a generalization of Levin’s transforms [11]
proposed in [1, p. 114]. Levin’s u-transform corresponds to g(n) = (n + b)1Sn−1 (with S−1 = 0), his t-transform
to g(n) = 1Sn−1, and his v-transform to g(n) = 1Sn−11Sn/12Sn−1, while Smith and Ford [53] took g(n) = 1Sn,
which is the best simple reminder estimate for sequences with strictly alternating forward differences 1Sn. The choice
g1(n) = g(n)/(n+ b)m−1, where (a)j = a(a+ 1) · · · (a+ j− 1) is the Pochhammer symbol, was proposed byWeniger [25].
The E-transformation
The mechanism of the E-algorithm, through a linear operator approach, was studied in [22]. This algorithm was derived
from the kernel of the E-transformation. In our new approach, it corresponds to the choice Lk ≡ 1 for all k in (2), and we
have E(n)k (S) = Λ(n)k (S) and E(n)k (gi) = Λ(n)k (gi) for i > k. Let us recall that this transformation was constructed by choosing
its kernel as the set of sequences of the form
Sn − S∞ = a1g1(n)+ · · · + akgk(n), n = 0, 1, . . . , (6)
where a1, . . . , ak are constants. Writing (6) for the indexes n, . . . , n + k, and solving it for the unknown S∞, denoted by
E(n)k (S) since it depends on k and n, gave the expressions for E
(n)
k (S) and E
(n)
k (gi) as ratios of determinants. Then, the rule of
the algorithm is easily derived by applying Sylvester’s determinantal identity three times to the numerators of E(n)k (S) and
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E(n)k (gi), and to their common denominator. Therefore, by construction, if (Sn) satisfies (6), then, for all n, E
(n)
k (S) = S∞. This
is a sufficient condition.
Let us now show how, from our approach, it can be proved that the condition (6) is also necessary. Remember that
the forward difference operator 1 is an annihilation operator for constant sequences. For simplicity, we denote by S∞ the
constant sequence whose terms are all equal to S∞, and assume that all the following equalities are valid for all n. The
condition E(n)k (S − S∞) = 0 implies
1
(
E(n)k−1(S − S∞)
E(n)k−1(gk)
)
= 0.
Thus, there exists a constant ak such that
E(n)k−1(S − S∞)
E(n)k−1(gk)
= ak,
that is, by linearity,
E(n)k−1(S − S∞ − akgk) = 0.
From the expression of the transformation Ek−1, it holds that
1
(
E(n)k−2(S − S∞ − akgk)/E(n)k−2(gk−1)
)
1
(
1/E(n)k−2(gk−1)
) = 0,
which implies that the numerator of this expression is zero. Thus, there exists a constant ak−1 such that
E(n)k−2(S − S∞ − akgk)
E(n)k−2(gk−1)
= ak−1,
which can be written, by linearity, as
E(n)k−2(S − S∞ − akgk − ak−1gk−1) = 0,
and so on until E0 which is the identity
E(n)0 (S − S∞ − akgk − · · · − a1g1) = S − S∞ − akgk − · · · − a1g1 = 0,
which proves the result.
The Shanks transformation and the ε-algorithm
Let Hankel determinants be defined as Hk(un) = |ui · · · ui+k−1|i=n+k−1i=n . They satisfy the following relations (which
immediately follow from Sylvester’s determinantal identity):
Hk+2(un)Hk(un+2) = Hk+1(un)Hk+1(un+2)− [Hk+1(un+1)]2
Hk+2(un)Hk(12un) = Hk+1(un)Hk+1(12un)− [Hk+1(1un)]2.
The Shanks transformation [35] is given by
ek(Sn) = |Si 1Si · · · 1Si+k−1|
i=n+k
i=n
|1 1Si · · · 1Si+k−1|i=n+ki=n
= |Si 1Si · · · 1
kSi|i=n+ki=n
|1 1Si · · · 1kSi|i=n+ki=n
= Hk+1(Sn)
Hk(12Sn)
, (7)
with e0(Sn) = Sn, for all n. It can be implemented by the ε-algorithm of Wynn [28]:
ε
(n)
k+1 = ε(n+1)k−1 +
1
ε
(n+1)
k − ε(n)k
,
with ε(n)−1 = 0 and ε(n)0 = Sn, for n = 0, 1, . . . , and it holds that
ε
(n)
2k = ek(Sn) and ε(n)2k+1 = 1/ek(1Sn).
We see that the elements ε(n)2k+1 with odd subscripts are intermediate quantities, and that the rule for the ε-algorithm can
be written as
ek+1(Sn) = ek(Sn+1)+ 1
1(1/ek(1Sn))
1
ek+1(1Sn)
= 1
ek(1Sn+1)
+ 1
1ek+1(Sn)
.
C. Brezinski, M. Redivo-Zaglia / Journal of Computational and Applied Mathematics 235 (2010) 631–645 639
Using (7), these relations lead to the following identities between Hankel determinants which seem to be new:(
Hk+2(Sn)
Hk+1(1Sn)
− Hk+1(Sn+1)
Hk(1Sn+1)
)(
Hk(13Sn+1)
Hk+1(1Sn+1)
− Hk(1
3Sn)
Hk+1(1Sn)
)
= 1(
Hk+2(Sn)
Hk+1(1Sn)
− Hk+2(Sn+1)
Hk+1(1Sn+1)
)(
Hk(13Sn+1)
Hk+1(1Sn+1)
− Hk+1(1
3Sn)
Hk+2(1Sn)
)
= 1.
The Shanks transformation can also be implemented by the E-algorithm either with the choice gi(n) = 1Sn+i−1, or with
the choice gi(n) = 1iSn.
Thus, the Shanks transformation corresponds to theΛ-transformation with Lk = 1 for all k, and, setting1iS = (1iSn),
we have, in this particular case,
Λ
(n)
k+1(u) =
1
(
Λ
(n)
k (u)/Λ
(n)
k (1
k+1S)
)
1
(
1/Λ(n)k (1k+1S)
) ,
= Λ(n+1)k (u)−
1
(
Λ
(n)
k (u)
)
1
(
Λ
(n)
k (1
k+1S)
)Λ(n+1)k (1k+1S), k = 0, 1, . . . , (8)
with Λ(n)0 (u) = un. Then ε(n)2k = ek(Sn) = Λ(n)k (S). Notice that the second formula is numerically more stable than the first
one, and that several other stable formulas equivalent to (8) could be derived.
By comparison of this second expression with the rule of the ε-algorithm, we get
1ε
(n)
2k+1 = −
1
(
Λ
(n)
k (1
k+1S)
)
1
(
Λ
(n)
k (S)
)
Λ
(n+1)
k
(
1k+1S
) .
It must be noticed that ε(n)2k+1 6= 1/Λ(n)k (1S) (except for k = 0) because of the linearity of the operatorΛk (which means
that only the Si in the last columnof the determinants are replaced by1Si), and the nonlinearity of the Shanks transformation
(where all columns are changedwhen the Si are replaced by the1Si). However, ifwe take, in the E-algorithm, gi(n) = 1i+1Sn,
then ε(n)2k+1 = 1/Λ(n)k (1S). Although the ε-algorithm and the E-algorithm can both be used for implementing the Shanks
transformation, their natures are completely different: the ε-algorithm is a rhombus algorithm, while the E-algorithm is a
triangular scheme and, thus, the theory of triangular schemes developed in [54] applies directly to it. The preceding equality
shows, once more, that there is no direct connection between both algorithms. The relations between these two algorithms
were discussed in [55].
2.1.5. Extensions of the discrete E-algorithm
Let us now look at several particular choices of the operators Lk in our first extended procedure which lead to
generalizations of the E-algorithm.
The first extension
The operator1 in the E-algorithm (1) can be replaced by1mk , wheremk is any strictly positive integer depending on k.
Thus, we obtain a first extended E-algorithm defined as
Λ
(n)
k (u) =
1mk
(
Λ
(n)
k−1(u)/Λ
(n)
k−1(gk)
)
1mk
(
1/Λ(n)k−1(gk)
) , n = 0, 1, . . . . (9)
Setting
E(n)k (S) = Λ(n)k (S) and E(n)k (S) = Λ(n)k (gi),
we see that the transformation defined by (9) can be implemented by the following generalization of the E-algorithm (1):
E(n)k (S) =
1mk
(
E(n)k−1(S)/E
(n)
k−1(gk)
)
1mk
(
1/E(n)k−1(gk)
)
E(n)k (gi) =
1mk
(
E(n)k−1(gi)/E
(n)
k−1(gk)
)
1mk
(
1/E(n)k−1(gk)
) , i > k,

(10)
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with E(n)0 (S) = Sn and E(n)0 (gi) = gi(n).
For k = 1, we recover Drummond’s Dm1 transformation [27] whose kernel is the set of sequences of the form Sn − S∞ =
a1(n)g1(n)where a1 is a polynomial of degreem1 − 1 at most in n.
Let us have a look at the kernel of theΛ2-transformation. From Property 4, if Sn − S∞ = a1(n)g1(n) + a2(n)g2(n), then
Λ
(n)
1 (S) = S∞ +Λ(n)1 (a2g2), where a2g2 = (a2(n)g2(n)). It follows that
Λ
(n)
2 (S) = S∞ +
1m2(Λ
(n)
1 (a2g2)/Λ
(n)
1 (g2))
1m2(1/Λ(n)1 (g2))
.
Thus, since the Λ0-transformation is the identity, Λ
(n)
2 (S) = S∞ if and only if there exists a polynomial pm2−1 of degree
m2 − 1 at most in n such that
Λ
(n)
1 (a2g2)
Λ
(n)
1 (g2)
= 1
m1(a2(n)g2(n)/g1(n))/1m1(1/g1(n))
1m1(g2(n)/g1(n))/1m1(1/g1(n))
= 1
m1(a2(n)g2(n)/g1(n))
1m1(g2(n)/g1(n))
= pm2−1(n),
which can be written as
m1∑
i=0
(−1)i
(
m1
i
)
[a2(n+m1 − i)− pm2−1(n)]
g2(n+m1 − i)
g1(n+m1 − i) = 0.
This relation is satisfied, in particular, if, for a fixed value of n, a2(n) = · · · = a2(n + m1). Then, pm2−1 is an interpolation
polynomial (if it exists) which takes this common value at the points n, . . . , n + m1. It seems difficult to go further in the
general case.
The second extension
In our first extended procedure, the operator1 can be replaced by the divided differences operator δ, raised to the power
mk; see [13], [4, Sect. 7.4], [47, Sect. V] (see also [1, p. 116] for an extension of Levin’s transforms based on this idea). More
generally, the operator1 can be replaced by the generalized divided differences operator δ˜ of Popoviciu [56] whose powers
are defined by
δ˜k(un) = |f0(xi) · · · fk−1(xi) ui|
i=n+k
i=n
|f0(xi) · · · fk−1(xi) fk(xi)|i=n+ki=n
,
where f0, f1, . . . are linearly independent functions. These divided differences can be recursively computed by an algorithm
due to Mühlbach [57]:
δ˜l(un) = δ˜
l−1(un+1)− δ˜l−1(un)
δ˜l−1(fl(xn+1))− δ˜l−1(fl(xn))
, l = 1, 2, . . .
with δ˜0(un) = un/f0(xn) and δ˜0(fi(xn)) = fi(xn)/f0(xn). The quantities δ˜l(fi(xn)) are computed by the same rule after replacing
un by fi(xn). As can be seen from the determinantal formula given above, the operator δ˜k annihilates sequences (un) of the
form un = a0f0(xn) + · · · + ak−1fk−1(xn), n = 0, 1, . . . . Generalized divided differences appear in interpolation by linear
combinations of the functions f0, . . . , fk. On these generalized divided differences, and the corresponding interpolation
formula, see [58–61,38].
Thus, using generalized divided differences, we obtain a second extension of the E-transformation:
Λ
(n)
k (u) =
δ˜mk
(
Λ
(n)
k−1(u)/Λ
(n)
k−1(gk)
)
δ˜mk
(
1/Λ(n)k−1(gk)
) , n = 0, 1, . . . ,
and the corresponding extension of the E-algorithm for its implementation by replacing the operators 1mk in (10) by the
operators δ˜mk .
This transformation can be considered as generalizing both the extended Drummond transformation described in [27]
and the E-transformation. For k = 1, Drummond’s Dm1 transformation is again recovered.
The third extension
Finally, the operator1 in the E-transformation can also be replaced by the q-difference operator1q, raised to the power
mk, where
1qun = uqn − unq− 1 .
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We have
Λ
(n)
k (u) =
1
mk
q
(
Λ
(n)
k−1(u)/Λ
(n)
k−1(gk)
)
1
mk
q
(
1/Λ(n)k−1(gk)
) , n = 0, 1, . . . . (11)
The recursive algorithm for implementing (11) is obtained by replacing the operators1mk in (10) by the operators1mkq .
For this transformation, nothing can be said on the kernel even for k = 1 andm1 = 1.
2.2. The second extended procedure
As explained in the Introduction, the starting point for describing this second extended procedure is the kernel of the
transformation.Lk denote a set of sequences.
Let us now consider a sequence of the form
Sn − S∞ = a1(xn)g1(n)+ r1(n), n = 0, 1, . . .
where a1 ∈ L1, g1 = (g1(n)) is a given sequence, and r1 = (r1(n)) is a remainder sequence. We have
Sn − S∞
g1(n)
= a1(xn)+ r1(n)g1(n) .
Let L1 be an annihilation operator forL1. Applying it to both sides, and using its linearity, we get
L1(Sn/g1(n))− S∞L1(1/g1(n)) = L1(r1(n)/g1(n)).
For any sequence u = (un), let us set (the notation is similar to that used in Section 2.1 for the first extended procedure)
Γ
(n)
1 (u) =
L1(un/g1(n))
L1(1/g1(n))
.
Thus, the preceding relation can be written as
Γ
(n)
1 (S)− S∞ = Γ (n)1 (r1).
Assume now that
Γ
(n)
1 (r1) = a2(xn)g2(n)+ r2(n), n = 0, 1, . . .
where a2 ∈ L2, where g2 = (g2(n)) is a given sequence, and r2 = (r2(n)) is a remainder sequence. The preceding procedure
can be repeated, and we have
Γ
(n)
1 (S)− S∞
g2(n)
= a2(xn)+ r2(n)g2(n) .
Applying the annihilation operator L2 forL2, and setting
Γ
(n)
2 (u) =
L2(un/g2(n))
L2(1/g2(n))
,
we get
Γ2(Γ1(Sn))− S∞ = Γ (n)2 (r2).
Repeating the process, we define rk = (rk(n)) by
Γ
(n)
k−1(rk−1) = ak(xn)gk(n)+ rk(n),
with Γ (n)0 (r0) = r0(n) = Sn − S∞, and the sequence transformation
Γk : S = (Sn) 7−→ Γk(S) = (Γ (n)k (S))
by
Γ
(n)
k (S) =
Lk
(
Γ
(n)
k−1(S)/gk(n)
)
Lk(1/gk(n))
= Γ (n)k (Γk−1(S)) = Γ (n)k (Γk−1(· · · (Γ1(S)))),
where ak ∈ Lk, and Lk is an annihilation operator forLk. It holds that
Γ
(n)
k (S)− S∞ = Γ (n)k (rk).
Obviously, if, for all n, either rk(n) = 0 or Γ (n)k (rk) = 0, then, for all n,Γ (n)k (S) = S∞. The set of such sequences (Sn) is
the kernel of the transformation Γk. Thus, we have the following result.
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Property 6. The kernel of the transformation Γk is the set of sequences such that
Γ
(n)
k−1(S)− S∞ = ak(xn)gk(n), n = 0, 1, . . . .
The kernel of Γk includes the kernel of Γk−1.
Thus, the kernel is only defined recursively, and a close expression for the sequences of the kernel of Γk could be possibly
obtained after specifying the operators L1, . . . , Lk, and the sets of sequencesL1, . . . ,Lk.
Remark 1. At each stage k of the process, the sequence (xn) can differ from the sequence (xn) used at the previous stage
k− 1.
This second extended procedure is similar, in its concept, to the hierarchically consistent transformations proposed by
Homeier [23, Section 5.2]. In particular, the JD transformation described in [23, Section 5.2.1] enters into our framework
(we keep the same notation except for ωn = g1(n)). Indeed, let us assume that
Sn − S∞ = (an+ b)g1(n)+ (a1n+ b1)rng1(n), n = 0, 1, . . . , (12)
where (rn) is a sequence tending to zero and such that1rn+1/12rn = An+B+o(1).With L1 ≡ 12 (since12 is an annihilation
operator for sequences of the form (an+ b)), we obtain
Γ
(n)
1 (S)− S∞ = Γ (n)1 (r1) = (a′n+ b′ + o(1))
12rn
12(1/g1(n))
,
= a2(xn)g2(n)+ r2(n),
with a2(xn) = a′n + b′, g2(n) = 12rn/12(1/g1(n)) (= ω′n in [23, Section 5.2.1]), and r2(xn) = g2(n)o(1). The form of this
relation is similar to that of (12), and thus, the JD transformation could be applied a second time, and so on. Moreover,
since the JD transformation is a special case of the J transformation [23, Section 4.2.1], an explicit expression for its kernel
could be derived. Also, considering some other particular cases, it should be possible to derive explicit expressions for the
kernel, and even convergence results.
However, in general, it seems difficult to apply this procedure when the sequences gk and rk are only known numerically.
To use it, a mathematical analysis of the sequences Γk(S) is necessary, maybe with the help of computer algebra techniques.
This approach is under consideration.
3. The confluent extended procedures
Instead of considering the extrapolation to the limit of a sequence by a sequence transformation, that is the estimation
of S∞ = limn→∞ Sn, we will now consider the same problem for a function, that is the estimation of S∞ = limt→∞ f (t)
by a function transformation. The function transformation corresponding to a sequence transformation is know under the
generic term of its confluent case. For the sake of completeness, let us mention that confluent procedures could be coupled
with discrete extrapolation methods [20,62].
Let now u be a function of the variable t . We set
Ek(u)(t) =
∣∣∣∣∣∣∣∣∣
u(t) u′(t) · · · u(k)(t)
g1(t) g ′1(t) · · · g(k)1 (t)
...
...
...
gk(t) g ′k(t) · · · g(k)k (t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
g ′1(t) · · · g(k)1 (t)
...
...
g ′k(t) · · · g(k)k (t)
∣∣∣∣∣∣∣
where the gi are given auxiliary functions of t .
The confluent form of the E-transformation for accelerating the convergence of f (t) to S∞ when t goes to infinity consists
in building the set of functions {Ek(f )}.
Using Sylvester’s determinantal identity, it was proved that these functions can be recursively computed by the confluent
form of the E-algorithm whose rules are
Ek(f )(t) = D (Ek−1(f )(t)/Ek−1(gk)(t))D (1/Ek−1(gk)(t)) , k = 0, 1, . . . (main rule)
Ek(gi)(t) = D (Ek−1(gi)(t)/Ek−1(gk)(t))D (1/Ek−1(gk)(t)) , i > k, k, n = 0, 1, . . . (auxiliary rule),
with E0(f )(t) = f (t) and E0(gi)(t) = gi(t), and where D is the differential operator D = d/dt .
For j > k, Ek(gj)(t) can be expressed as a ratio of determinant after replacing the function u by gj in the expression for
Ek(u)(t) given above.
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3.1. The first confluent procedure
For all k, let Lk be a linear operator on a set of functions. The confluent case of our first extended procedure is defined by
Λk(f )(t) = Lk (Λk−1(f )(t)/Λk−1(gk)(t))Lk (1/Λk−1(gk)(t)) , for all t, (13)
withΛ0(f )(t) = f (t), for all t .
Obviously, we have the following:
Property 7. Assume that Lk is an annihilation operator for Lk, and that ak ∈ Lk. The kernel of the confluent Λk-transformation
(k ≥ 1) is the set of functions satisfying, for all t ,
Λk−1(f (t))− S∞ = ak(t)Λk−1(gk(t)).
A confluent form of the Ford–Sidi algorithm [39] can be obtained as follows. Let u be a function. We define the operators
Nk(u)(t) = Lk
(
Nk−1(u)(t)
Nk−1(gk)(t)
)
,
with N0(u)(t) = u(t). ThenΛk(u)(t) = Nk(u)(t)/Nk(1)(t). Setting
Ψk(u)(t) = Λk(u)(t)
Λk (gk+1) (t)
= Lk (Λk−1(u)(t)/Λk−1(gk)(t))
Lk (1/Λk−1(gk)(t))
Lk(1/Λk−1(gk)(t))
Lk(Λk−1(gk+1(t))/Λk−1(gk)(t))
,
it holds thatΛk(u)(t) = Ψk(u)(t)/Ψk(1)(t), since Ψk(gk+1)(t) = 1 andΛk(1)(t) = 1.
3.2. Particular cases
In the case where Lk = d/dt for all k, the confluent form of the E-transformation is recovered from our first confluent
procedure. Thus, like what was done in Section 2.1.5 for the discrete case, we can replace the operator D = d/dt by any of
its powers, and define the confluent transformation
Λk(u)(t) = D
mk(Λk−1(u)(t)/Λk−1(gk)(t))
Dmk(1/Λk−1(gk)(t))
,
withΛ0(u)(t) = u(t), for all t . Applying this procedure to f generalizes the confluent form of the E-algorithm. The particular
choicemk = 1 and gi(t) = f (i)(t) leads to the confluent form of the ε-algorithm [63].
For this transformation, the function ak in Property 7 is a polynomial of degreemk − 1 at most in t .
Another choice for the operators Lk is to consider the kth power of the q-difference operator δqα which is defined, for any
function u, by
δqαu(t) = u(q
αt)− u(t)
(q− 1)t .
Thus, we have the confluent transformation
Λk(u)(t) =
δ
mk
qα (Λk−1(u)(t)/Λk−1(gk)(t))
δ
mk
qα (1/Λk−1(gk)(t))
,
with Λ0(u)(t) = u(t), for all t . Thus, we obtain another generalization of the confluent form of the E-algorithm when this
procedure is applied to the function f .
On the employment of this operator in extrapolation algorithms, see [64,65].
3.3. The second confluent procedure
For the second procedure, let us assume that
f (t)− S∞ = a1(t)g1(t)+ r1(t),
that a1 ∈ L1, and that L1 is an annihilation operator on ∈ L1. Then
L1((f (t)− S∞)/g1(t)) = L1(a1(t))+ L1(r1(t)/g1(t)) = L1(r1(t)/g1(t)).
Thus, the kernel of the confluent transformation
Γ1(f )(t) = L1(f (t)/g1(t))L1(1/g1(t))
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is the set of functions such that f (t)− S∞ = a1(t)g1(t)with a1 ∈ L1.
Assume now that
Γ1(r1)(t) = a2(t)g2(t)+ r2(t).
Let a2 ∈ L2, and let L2 be an annihilation operator onL2. Repeating the same process and setting, for any function g ,
Γ2(g)(t) = L2(g(t)/g2(t))L2(1/g2(t)) ,
we can define the transformation as
Γ2(f )(t) = L2(Γ1(f )(t)/g2(t))L1(1/g2(t)) ,
and so on.
4. Extending the procedureΘ
Any sequence transformation T : S = (Sn) 7−→ T = (Tn) can always be written in the form
Tn = Sn + Dn, n = 0, 1, . . . ,
where (Dn) is some error estimate (not to be confused with Drummond’s transformation). The sequence (Tn) converges
to S∞ = limn→∞ Sn faster than (Sn) if and only if limn→∞ Dn/(S∞ − Sn) = 1, thus showing that Dn has to be an error
estimate. If this is not the case, another sequence transformation could be built by applying the so-called procedureΘ to the
transformation T [66]. It consists in the new transformation
Θn = Sn − 1Sn
1Dn
Dn, n = 0, 1, . . . .
The sequence (Θn) converges faster than (Sn) if there exists a 6= 0 such that limn→∞ Dn/(Sn−S∞) = limn→∞1Dn/1Sn = a.
For example, applying this procedure to the rule for computing the quantities with an even lower index in the ε-algorithm
produces the θ-algorithm [29] which is one of the most powerful algorithms for accelerating the convergence of many
sequences.
The procedureΘ can be applied to our first extended procedure (2), thus leading to the following algorithm:
Θ
(n)
k (u) = Θ(n)k−1(u)−
1Θ
(n)
k−1(u)
1D(n)k−1(u)
D(n)k−1(u),
with
D(n)k−1(u) =
Lk
(
Θ
(n)
k−1(u)/Θ
(n)
k−1(gk)
)
Lk
(
1/Θ(n)k−1(gk)
) −Θ(n)k−1(u),
andΘ(n)0 (u) = un, and where the forward difference operator1 acts on the upper indexes.
Obviously, following the same argument, a similar procedure can be obtained for the first confluent form (13).
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