Abstract. Advances in the design of Boolean functions using heuristic techniques are reported. A genetic algorithm capable of generating highly nonlinear balanced Boolean functions is presented. Hill climbing techniques are adapted to locate balanced, highly nonlinear Boolean functions that also almost satisfy correlation immunity. The definitions for some cryptographic properties are generalised, providing a measure suitable for use as a fitness function in a genetic algorithm seeking balanced Boolean functions that satisfy both correlation immunity and the strict avalanche criterion. Results are presented demonstrating the effectiveness of the methods.
Introduction
It is well known that the resistance of a product cipher to modern cryptanalytic attacks such as linear and differential cryptanalysis [10,1] depends critically upon the nonlinearity of the Boolean functions comprising the round function. Typically these functions must be balanced, so there is considerable interest in the design of highly nonlinear balanced Boolean functions. In addition we would like cipher functions to satisfy other cryptographic properties also, such as correlation immunity [20] and the strict avalanche criterion (SAC) [25] . Previous work on the design of balanced functions includes [6,7,17-19,211. The existing body of research concentrates on specific constructions, supported by algebraic proofs that the resulting Boolean functions will be both balanced and satisfy one or more other properties. In contrast, some recent publications [13, 12] address the issue of applying combinatorial optimisation methods to the design of Boolean functions. The methods of gradient descent (or hill climbing (HC)) and the use of a genetic algorithm have proven useful in the quasi-random generation of highly nonlinear Boolean functions.
In this paper we present a modification of the genetic algorithm (GA) presented in [12] so that it is confined to balanced Boolean functions. When combined with the two-step hill climbing algorithm [13] a very effective means of generating highly nonlinear balanced Boolean functions is obtained. The results presented in Section 4 show clearly that our hybrid algorithm is far more effective than blind search in finding balanced Boolean functions with a high nonlinearity.
We observe that the hill climbing technique can be adapted t o find t-resilient functions, which are both balanced and correlation immune of order t (Cl(t)).
We describe a new algorithm and give performance results. In particular, the nonlinearity of functions obtained by the method is of primary interest. Finally a genetic algorithm is presented which seeks functions that are balanced, and satisfy both CI(1) and the SAC, which is equivalent to the propagation criterion of order 1, PC(1) [16] . The algorithm is described in Section 3
and its performance is discussed in Section 4. Now we present a review of some cryptographic properties of Boolean functions, and propose a definition for the deviation a function has from the strict properties of correlation immunity and the propagation criteria.
Some Properties of Boolean Functions
Consider an n variable Boolean function f( 
The maximum absolute value taken by the Walsh-Hadamard transform over all w has been called the spectral radius in [6] . Here we will denote it as WH,,,.
It is well known that the nonlinearity of f(x) is given by N f = f * (2, -WH,,, 
S E Z ;
Proof: Omitted. For example see [2] .
The properties of correlation immunity and the propagation characteristics can be most easily defined in terms of P ( w ) and ?(s). These properties have 
Any function with pcdev(k) = 0 satisfies PC(k).
The deviation measures provide a meaningful way to describe functions that do not quite satisfy the strict properties. We can also consider the extent to which functions approach CI and PC simultaneously.
Definition 4. The normalised deviation of a Boolean function f(x) is defined
The normalised deviation has been used as the fitness function in genetic algorithms seeking Boolean functions that are balanced, CI(1) and PC (1) . The performance results of this approach are presented in Section 4. We now briefly discuss the known bounds on the nonlinearity of balanced functions before turning t o descriptions of the GA and HC algorithms.
Nonlinearity of Balanced Functions
It is known that the maximum nonlinearity of Boolean functions corresponds to the covering radius problem for Reed-Muller Codes [9] . Thus it is known that for n even, the maximum nonlinearity attainable is N,,,(n) = Zn-' -2f-', but such functions (bent functions) are not balanced. For odd n, the situation is less certain. It is known that for n = 3,5 and 7 the maximum nonlinearity is 2, 12 The main open problems surrounding the nonlinearity of balanced Boolean functions are (1) for n = 8, is 116 or 118 the maximum balanced nonlinearity? (2) for n = 9 can 240 be exceeded? In principle our heuristic algorithms, given large enough pool sizes and sufficiently many iterations, could provide examples of balanced Boolean functions at the true upper bound. Several of the known bounds have been achieved during our experimenmts. However, no new bounds have yet been obtained by these methods.
The Genetic Algorithm
Genetic algorithms (GAS) have been successfully applied to numerous applications in the field of optimisation. They have also been used as a tool for cryptanalysis -with varying degrees of success. The classical ciphers are typically vulnerable to attacks from GAS, for example [23,11,5,3]. However, an attack presented in [22] on knapsack-type ciphers was found to be flawed [4] .
The genetic algorithm borrows concepts from the evolutionary process (such as "survival of the fittest" and "genetic mutation") to breed a pool of solutions which are considered most fit. Traditionally binary solution structures are used however, evolutionary programming encompasses arbitrary solution structures. The truth table representation of a Boolean function provides a suitable binary solution structure which has been utilised throughout all the experiments reported here.
A typical GA combines processes of selection, breeding and mutation. There must exist a mechanism for evaluating arbitrary solutions ~ called the fitness function. In this paper the three main evaluation criteria used are the nonlinearity, which is maximized, the deviation from correlation immunity (&dew ( 1)) and the normalised deviation from CI(l)/PC(l) (normdew(1,l)) both of which are minimized. In addition to these criteria we impose the restriction that the Boolean function must be balanced since this is desirable in most cryptographic applications. In GAS seeking to find a good compromise between high nonlinearity and low CI(m) deviation, we have found that maximizing nonlin -cidev(m) is more effective than using either criteria alone.
Initially, a pool of P solutions is chosen and the fitness of each solution in the pool is calculated. Here, the pool consists of truth tables corresponding to (initially random) balanced Boolean functions. From this pool pairs of parents are chosen to act as the parents of the next generation. Parents may be chosen randomly, based on their fitness or (as in this case) exhaustively (all possible pairings are tried). The breeding process requires some mating function for combining parent solutions. Here we use a merging operation which combines two parents to produce a single offspring. The offspring will be a balanced function which is similar to each of its parents (the merge operation is described in detail below). Typically, each of the offspring undergo some mutation. As will be seen below, the merging operation used incorporates a random mutation so a separate mutation operation is not required. At this stage the survivors for the next iteration are chosen. This involves combining the parent and offspring pools and selecting the most fit as the new solution pool for the next iteration.
The merging (or mating) operation is now described. This operation takes two balanced Boolean functions as input and produces a single balanced Boolean function as the offspring. Consider two Boolean functions of n inputs. The truth tables corresponding to these functions will contain 2n bits. Call the two parent functions pl and ppl and let pk[i] denote the ith bit in the truth table of parent k. Also, n1 denotes the number of 1's which have been placed in the child in positions where the parents differ, and dist(p1,pz) is the Hamming distance between the two truth tables, pl and p2. The objective of the algorithm is to ensure that a child is produced that satisfies n1 = $dist(pl,p2), since this ensures that the child is balanced. The offspring c is determined as follows:
1. Let nl = 0 and k = 0.
2.
If dist(pl,p2) > 2n/2 complement pl or p2.
For i
The check in Step 2 is to ensure that only parents which are close to each other are allowed to breed. It should be noted that complementing a Boolean function's truth table does not alter its nonlinearity. The checks in Steps 3(b)i and 3(b)ii are used to force the offspring to be balanced. The overall genetic algorithm could then be described as follows:
1. Generate a pool of P random, balanced Boolean functions (represented by their truth The hill climbing procedure referred to above was described in [13] . The optional resetting step was found to enhance the algorithm when hill climbing is not used. The resetting step essentially randomises the pool after it has converged, but retains the best solution. Figure 1 gives a comparison of the performance of GAS with and without resetting and hill climbing. It can be seen that for algorithms without hill climbing the resetting technique provides improvement. It is noted that the resetting process is not effective (no improvement was gained in our experiments) for genetic algorithms which incorporate hill climbing.
The hill climbing procedure in [13] provides a method of determining which bits in a function's truth table can be complemented in order to improve the nonlinearity while maintaining the function's balance. We now introduce a modification of that hill climbing procedure which attempts to improve the nonlinearity and maintain balance while at the same time pushing the function towards correlation immunity. Firstly we briely review the original hill climbing algorithm. Theorem 2 in [13] defines the following five conditions which must be satisfied for the nonlinearity to increase when the truth table positions corresponding to functions inputs 2 1 and 5 2 are complemented:
i E {1,2} for all w E w:;
The sets W are defined to be the sets of w that specify linear functions that have minimum or near minimum Hamming distance to the Boolean function f (2) Table 5 . Finding low C I ( l ) / P G ( l ) deviation functions by GA, number of functions tested t o get benchmark quality, typical results.
Conclusion
Several heuristic approaches to the design of cryptographically strong Boolean functions have been presented. These quasi-random techniques provide a suitable alternative to systematic methods for the construction of cryptographically strong Boolean functions. The concept of deviation from strict properties has been introduced and been used as a fitness function in a genetic algorithm.
Although the basic genetic algorithm is able to produce highly nonlinear balanced Boolean functions satisfying other selective properties, it is clear that several modifications improve the performance. Resetting, hill climbing and occasional mutation have proven to be effective means of improving the performance of the genetic algorithm. small amount of mutation appears to be useful in avoiding premature convergence when the pool is small, however the benefit for large pools is less clear. It is clear that too much mutation reduces the effectiveness of the algorithm. The mutation values chosen correspond roughly to none, occasional, one truth table place, and 10 places, when n = 8. From the table we infer that a pool size of 5 or 10, with occasional mutation, offers a near optimum compromise in the quest for benchmark functions. Table 5 . Finding low C I ( l ) / P C ( l ) deviation functions by GA, number of functions tested to get benchmark quality, typical results.
Several heuristic approaches to the design of cryptographically strong Boolean functions have been presented. These quasi-random techniques provide a suitable alternative to systematic methods for the construction of cryptographically strong Boolean functions. The concept of deviation from strict properties has been introduced and been used as a fitness function in a genetic algorithm. Although the basic genetic algorithm is able to produce highly nonlinear balanced Boolean functions satisfying other selective properties, it is clear that several modifications improve the performance. Resetting, hill climbing and occasional mutation have proven to be effective means of improving the performance of the genetic algorithm.
