Abstract. This paper studies a higher dimensional generalization of Frieze's ζ(3)-limit theorem in the Erdös-Rényi graph process. Frieze's theorem states that the expected weight of the minimum spanning tree converges to ζ(3) as the number of vertices goes to infinity. In this paper, we study the dLinial-Meshulam process as a model for random simplicial complexes, where d = 1 corresponds to the Erdös-Rényi graph process. First, we define spanning acycles as a higher dimensional analogue of spanning trees, and connect its minimum weight to persistent homology. Then, our main result shows that the expected weight of the minimum spanning acycle behaves in O(n d−1 ).
Introduction
Let K n = V n ⊔ E n be the complete graph with n vertices, where V n and E n are the sets of vertices and edges, respectively. We assign a uniform random variable t e ∈ [0, 1] independently for each edge e ∈ E n , and define an increasing stochastic process of subgraphs of K n by (1.1) K n (t) = V n ⊔ {e ∈ E n | t e ≤ t}, t ∈ [0, 1].
This process starts from V n at time t = 0 and ends up with K n at time t = 1. It is called the Erdös-Rényi graph process. By definition, K n (t) is equal in law to the Erdös-Rényi graph G(n, t), which is obtained from K n by retaining each edge with probability t and deleting it with probability 1 − t independently [5] . We also note that K n (t) defines a random filtration of K n parametrized by t ∈ [0, 1]. Let S (1) be the set of spanning trees in K n , i.e., the trees in K n containing all vertices. Note that every spanning tree consists of n − 1 edges. The minimum spanning tree on K n is defined as the spanning tree T ∈ S (1) with the minimum weight wt(T ) = e∈T t e . Here, it is worth mentioning Kruskal's algorithm [15] for finding the minimum spanning tree. In Kruskal's algorithm, the weights {t e } e∈En are treated as the birth times of edges. We start from the isolated vertices V n at time 0, and then we expose an edge e at time t e in order. If the edge e does not create a cycle, we keep it remained in our graph; otherwise we omit it. We repeat this procedure until the number of accepted edges becomes n − 1, and the derived tree will be the minimum spanning tree.
Frieze [7] shows the following significant result about the weight of the minimum spanning tree. This limit theorem has been investigated further in several directions, e.g., a central limit theorem and a tail estimate for the minimum weight, extensions to more general weight distributions and underlying graphs, and asymptotic expansions. Recent developments can be found in [2] and references therein. In the present paper, we will explore a higher dimensional generalization of this limit theorem.
One of the main ingredients in the proof of Frieze's theorem is the following formula connecting the weight of the minimum spanning tree to the integrated Betti number:
T ∈S (1) wt(T ) = Here, β 0 (t) is the reduced Betti number of K n (t), i.e., the rank of the reduced homology H 0 (K n (t)), and is equal to the number of connected components in K n (t) minus 1. This formula is deterministic in the sense that it is valid for any realization of {t e } e∈En and hence for the induced filtration {K n (t)} t∈[0,1] of K n . Given birth times {t e } e∈En , the reduced Betti number β 0 (t) decreases by 1 at time t e if two connected components in K n (t e −) are joined by adding the edge e. Since connected components can be regarded as generators of the 0-th homology, such a time t e is viewed as a death time of the corresponding homology generator and the right-hand side of (1.3) gives the lifetime sum of H 0 (K n (t)). This observation naturally leads us to the notion of persistent homology.
The persistent homology [4, 23] (see Section 2.2 for details) has recently been studied as a tool to describe how topological features behave in a filtered topological space. In particular, it provides the concepts of the birth and death times of each topological feature, which measure the appearance and disappearance of the feature in the filtration. The lifetime is also defined as the difference between the birth and death times, and it measures the persistence of the feature in the filtration.
In this paper, we first show the following theorem as a higher dimensional extension of the formula (1.3), which is not just a counterpart of (1.3) but also sheds new light on the link among the lifetime sum of the persistent homology, the weights of the minimum spanning acycles, and the integrated Betti numbers. Theorem 1.1. Let X be a finite simplicial complex satisfying
be a filtration of X. Then, the following identities hold:
Here, R ≥0 is the set of nonnegative reals, β k (t) is the k-th Betti number of X(t), X k is the set of k-simplices in X, X (k) is the k-dimensional skeleton of X, L k is the lifetime sum of the k-th persistent homology (defined in (2.7)), and S (k) is the set of k-spanning acycles (Definition 3.1). The proof of this theorem is given in Section 4.
The formula (1.3) is given as a special case d = 1 of this theorem. It should be remarked that, although only the death times are treated in the Erdös-Rényi graph process (d = 1), we also need to study the birth times in the higher dimensional case. This effect causes the second term in (1.4), and the formulation using the birth and death times in persistent homology fits this extension well. Furthermore, we remark that Frieze's theorem can also be expressed by using the lifetime sum as follows:
Based on these formulae (1.4) and (1.5), we study a higher dimensional generalization of the Erdös-Rényi graph as random simplicial complexes. The connectivity and acyclicity of graphs, which are commonly studied in random graphs, can be interpreted by using 0-th and 1-st homologies, respectively. Then, it is natural to generalize classical results in the Erdös-Rényi graph into analogues expressed by higher dimensional homology of suitable random simplicial complexes (e.g., see the papers [12, 13, 16, 18, 21] and references therein for recent topics of random simplicial complexes).
In this paper, we consider two processes of random simplicial complexes, the Linial-Meshulam process [16] and clique complex process [12] , both of which can be regarded as natural generalizations of the Erdös-Rényi graph process. Precise definitions of these processes are given in Section 5. Our main result shows the following higher dimensional generalization of Frieze's ζ(3)-limit theorem in the Linial-Meshulam process.
as n → ∞.
For d = 1, we already know that the limiting value is ζ(3) from Frieze's theorem and this agrees with (1.6).
This paper is organized as follows. The fundamental concepts of homology and persistent homology are explained in Section 2. Here, the algebraic formulation using graded modules and the analytic formulation using counting measures are introduced for persistent homology, and both formulations are used to derive Theorem 1.1 and Theorem 1.2. In Section 3, we summarize a determinantal formula of boundary maps by means of spanning acycles. Section 4 is devoted to proving Theorem 1.1. In Section 5, we explain random persistence diagrams as point processes, and then introduce the d-Linial-Meshulam process and the clique complex process. The proof of Theorem 1.2 is presented in Section 6. Furthermore, we also show a partial result (Theorem 6.10) on the higher dimensional extension of Frieze's theorem for the clique complex process. In Section 7, we list some conjectures and open questions.
Persistent Homology and Lifetime
2.1. Homology. We first recall some fundamental concepts of simplicial homology. For more details, the reader may refer to [8] . Let X be a simplicial complex on a finite set V = {1, . . . , n}, i.e., a collection of nonempty subsets of V which includes all elements in V and is closed under the operation of taking nonempty subsets. An element σ ∈ X with |σ| = k + 1 is called a k-simplex and k is called its dimension. The dimension dim X of the simplicial complex X is given by the maximum dimension of simplices in X. We denote the set of k-simplices in X and its cardinality by
In this paper, we only deal with finite simplicial complexes, i.e., |V | < ∞.
For a simplicial complex X, the boundary map ∂ k : C k (X) → C k−1 (X) and the chain complex
in the integer coefficient are defined in a standard way. For σ = {v 0 , . . . , v k } ∈ X, we set its oriented simplex by the ordering v 0 < · · · < v k and denote it by
In this paper, we use the reduced homologyH 0 (X) for k = 0, which is given by H 0 (X) ≃H 0 (X) ⊕ Z. For simplicity, we use the same symbol H 0 (X) for the 0-th reduced homology and omit to specify "reduced" from now on. We also note that the homology can be represented as
, where T k (X) and β k (X) are called the k-th torsion and the k-th Betti number, respectively.
For simplicial complexes
be the quotient module. The boundary map in the chain complex (2.1) naturally induces the relative chain complex
Then, the k-th relative homology H k (X, Y ) is defined by the same way as
It is well known that there exists an exact sequence for a pair Y ⊂ X:
2.2. Persistent Homology. Let Z ≥0 and R ≥0 be the sets of nonnegative integers and reals, respectively. Let X = {X(t) | t ∈ R ≥0 } be a right continuous filtration of a simplicial complex X. Namely, X(t) is a subcomplex of X, X(t) ⊂ X(t ′ ) for t ≤ t ′ , and X(t) = t<t ′ X(t ′ ). We assume that there exists a saturation time T such that X(T ) = X. For each simplex σ ∈ X, let t σ = min{t ∈ R ≥0 | σ ∈ X(t)} denote the birth time of σ.
Let K be a field of characteristic zero, and let K[R ≥0 ] be a monoid ring. That is, K[R ≥0 ] is a K-vector space of formal linear combinations of elements in R ≥0 equipped with a ring structure (at) · (bs) = (ab)(t + s), a, b ∈ K, t, s ∈ R ≥0 .
In the following, the elements in K[R ≥0 ] are expressed by linear combinations of (formal) monomials az t , where a ∈ K, t ∈ R ≥0 , and z is an indeterminate. Then, the product of two elements are given by the linear extension of az t · bz s = abz t+s . For t ∈ R ≥0 , let C k (X(t)) be the K-vector space spanned by the oriented ksimplices in X(t). The k-th chain group C k (X ) of X is defined as a graded module over the monoid ring K[R ≥0 ] by taking a direct sum
where the action of a monomial z s on C k (X ) is given by the right shift operator
For an oriented simplex σ , let us define
Then, the set
is defined by the linear extension of
The matrix form of δ k using the standard bases Ξ k and Ξ k−1 consists of entries
The cycle group Z k (X ) and the boundary group B k (X ) in C k (X ) are defined by
. Then, the k-th persistent homology is defined by
. We note that the persistent homology is a graded module over
The following theorem is known as the structure theorem of the persistent homology.
Theorem 2.1 ([23]). There uniquely exist indices
. . , p + q such that the following isomorphism holds:
where (z a ) expresses an ideal in K[R ≥0 ] generated by the monomial z a . When p or q is zero, the corresponding direct sum is ignored.
Here b i and d i are called the birth and the death times, respectively, and they measure the events of appearance and disappearance of topological features in the filtration X . Namely, it expresses that a homology generator is born in
we assign the death time d i = ∞ as the element of the extended nonnegative reals R ≥0 := R ≥0 ∪ {∞}. We remark that the representation (2.5) of the persistent homology is the counterpart to the one using the torsion and free modules in the standard homology. Both are derived from the structure theorem of finitely generated modules over PID.
The indecomposable decomposition (2.5) of the persistent homology can be expressed by using a multiset called the k-th persistence diagram
Similar to homology, we use the reduced persistent homology for k = 0, which is defined by deleting one generator with infinite death time from H 0 (X ). For simplicity, we use the same symbol H 0 (X ) and omit to specify "reduced". The persistence diagram D 0 (X ) is also defined in a reduced sense.
2.3. Lifetime Formula I. We denote the lifetime sum of the k-th persistent homology by
where L k is understood as ∞ when q ≥ 1. It is often convenient to regard the k-th persistence diagram (2.6) as a counting measure
on the set ∆ = {(x, y) ∈ R 2 ≥0 | x ≤ y}, where δ (x,y) is the delta measure at (x, y) and
is the multiplicity. We note that
where β k (t) = β k (X(t)). We write
for any measurable function f : ∆ → R as long as the right-hand side makes sense. For example, when f is the indicator function I A of a measurable set A ⊂ ∆,
is the number of points inside A counted with multiplicity. By setting f (x, y) = y − x, we also have
Then, we easily obtain the following formula of the lifetime sum.
Proposition 2.2.
Proof. By Fubini's theorem, (2.8) and (2.9), we see that
When q ≥ 1, the both sides are ∞.
The persistent homology treated in this paper does not have the latter part in the indecomposable decomposition (2.5). Hence, we always suppose the case q = 0 from now on.
Remark 2.3. This lifetime formula can be regarded as Little's formula in queuing theory [19] .
in the k-th persistent homology. P. Bubenik points out that the squared ℓ 2 -norm of l is equal to 4 times the L 1 -norm of the persistent landscape [1] . In order to make clear the connection to the persistent landscape, we derive a similar integral formula for the ℓ 2 -norm. First, let us define the (t − s)-persistent homology [4] 
and we denote the left-hand side by β k (s, t). Then, the integral formula for the ℓ 2 -norm is given by
This formula is derived in a similar way using Fubini's theorem:
where a ∧ b = min(a, b) and a ∨ b = max(a, b).
Spanning Acycle and Determinantal Formula
In this section, we basically follow the argument in [3] .
3.1. Spanning Acycle. Let X be a simplicial complex and let k ∈ N be k ≤ dim X. For a subset S ⊂ X k , we define a k-dimensional subcomplex of X by
This definition is a natural generalization of the spanning trees of a graph. For dim X = 1 and k = 1, S is a subset of edges and X S = V ⊔ S is a graph. In this case, the conditions (a) and (b) are equivalent that X S has no cycles and X S is connected, respectively. This means that the 1-spanning acycle S is nothing but a spanning tree. Kalai [14] for X being a k-dimensional simplicial complex with the complete (k − 1)-skeleton. This is essentially the same as simplicial spanning tree given in [3] . Example 3.3. Let σ be a 3-simplex and let X be the simplicial complex consisting of all proper subsets in σ. Then, any collections of three 2-simplices in X become 2-spanning acycles. On the other hand, any collections of two 2-simplices are not 2-spanning acycles. More generally, the set of the 2-simplices in a 2-dimensional triangulated sphere minus one 2-simplex forms a 2-spanning acycle.
Remark 3.2. This definition is originally introduced by
. This implies that there exists a surjection from
Remark 3.5. In [20] , instead of k-spanning acycles, the notion of k-bases is considered in the context of matroids. In that definition, for example, the set of the 2-simplices in a 2-dimensional triangulated oriented surface with genus g ≥ 1 minus one 2-simplex forms a 2-base, whereas there are no 2-spanning acycles in our definition from Lemma 3.4.
For k ≥ 0, let us define
with β −1 (X (0) ) = 0. Then, we obtain a complementary characterization of kspanning acycles as follows. 
imply the third.
Proof. First, we note from (3.1) that
By the Euler-Poincaré formula, we see that
where χ is the Euler characteristic. This is equivalent to
and the assertion is obvious from this identity.
The cardinality of a k-spanning acycle is given as follows.
Proof. The claim follows from Lemma 3.4 and Lemma 3.6.
and for k ≥ 1,
Similarly, for k ≥ 1,
Proposition 3.9. Let X be a simplicial complex satisfying
Proof. The equality obviously holds for k = 0. From (3.4) and (3.5), we have
Taking the alternating sum of the above leads to
and (3.6) follows from this.
Example 3.10. Let X be the (n − 1)-dimensional maximal simplicial complex on n vertices. It is obvious that H k−1 (X (k) ) = 0 (and thus β k−1 (X (k) ) = 0) for k = 1, 2, . . . , n − 1 and f k (X) = n k+1 . Then, it follows from (3.6) that
in the matrix form under the standard bases (the sets of oriented simplices). For K ⊂ X d−1 and S ⊂ X d , we denote by ∂ KS the submatrix of ∂ d restricted to the rows and columns spanned by the simplices in K and S, respectively. The submatrices ∂ K and ∂ S are similarly defined.
Proof. It follows from (3.1) that X L is a subcomplex of X S and
This implies
Then, the exact sequence (3.7) leads to
Assume to the contrary that det
from Lemma 3.6, and H d−1 (X S ) is a finite group. Furthermore, (3.7) leads to an injection
Hence, ker ∂ KS = 0 implies that
Remark 3.12. Let K and L be as in Lemma 3.11. It follows from (3.4) that
Hence, we need the condition
Proof. The assertion immediately follows from Lemma 3.11 and Remark 3.12.
Let x = (x σ ) σ∈X d−1 and y = (y η ) η∈X d be indeterminates corresponding to the (d − 1)-simplices and the d-simplices in X, respectively. Set
where diag(x) is the diagonal matrix with entries being x.
Proposition 3.14.
where x K = σ∈K x σ and y S = η∈S y η
Proof. The Binet-Cauchy formula leads to
The second equality follows from Lemma 3.11.
Proof. It follows from L ∈ S (d−1) that we have an exact sequence
Then, H d−2 (X S ) and H d−1 (X S , X L ) are finite. Therefore, we have
From this lemma and Proposition 3.14, we have the following theorem.
Example 3.17. Let X be a triangulation of a 2-dimensional sphere. For
Example 3.18. Let X be the (n − 1)-dimensional maximal simplicial complex on n vertices and L be a set of (d − 1)-simplices (d < n) in X with one fixed vertex. Let us set x = (x σ ) and y = (y η ) to be x σ = 1 and y η = 1 for all σ ∈ X d−1 and η ∈ X d . Then, Theorem 3.16 is reduced to the Kalai's result [14] . Namely, because of H d−2 (X L ) = 0 and H d−2 (X S ) = 0 in this setting, the equality (3.10) becomes
Here, the left-hand side is derived by showing that the eigenvalues of 
Lifetime Formula II
In this section, we give a proof of Theorem 1.1. Throughout this section, let us set d ∈ N as d ≤ dim X. Furthermore, we assume that the simplicial complex X satisfies
Let X = {X(t) | t ∈ R ≥0 } be a filtration of X. A minimum d-spanning acycle of the filtration X is defined as a spanning acycle S ∈ S (d) with the minimum weight wt(S) = σ∈S t σ among S (d) , where t σ is the birth time of the simplex σ. We denote by M the matrix form of the d-th boundary map δ d of the persistent homology H * (X ) under the standard bases Ξ d , Ξ d−1 . We also denote its evaluation at z = 1 by D = M | z=1 , which is a matrix form of ∂ d . It should be noted that
Let us denote the elementary divisors of
where τ (S) = wt(S) − min
wt(S), e(K) = min
and e(K) is nonnegative.
Proof. By setting
The claim e(K) ≥ 0 follows from the fact t σ ≤ t η for σ ⊂ η.
Lemma 4.2. For the elementary divisors
where
Proof. Let us note that the product d 1 · · · d r is equal to the r-th determinant divisor
Recall from Corollary 3.13 that det ∂ KS = 0 if and only if S ∈ S (d) and
. Then, the exponent of ∆ r (M ) is equal to the min K∈S 
Proof. Let us express the boundary maps
where e i = t σi − t τi is determined by the birth times of corresponding simplices σ i ∈ Ξ d and τ i ∈ Ξ d−1 . We note that t σi , i = 1, . . . , r, give the death times of the persistent homology 
Note that the minimum of e(K) is achieved by a minimum spanning acycle
. Thus, by combining with Proposition 2.2, we obtain Theorem 1.1.
Simplicial Complex Process

Random Persistence Diagram as Point Process.
First of all, we briefly recall the notion of point processes or random point fields. Let S be a locally compact Polish space (locally compact separable metrizable space) and Q = Q(S) be the set of nonnegative integer valued Radon measures on S. Here, ξ is called a Radon measure if ξ is locally finite in the sense that ξ(K) < ∞ whenever K ⊂ S is compact. Each element ξ ∈ Q can be expressed as ξ = s m s δ s , where δ s is the delta measure at s and m s ∈ Z ≥0 stands for multiplicity.
Let B c (S) be the space of bounded measurable functions with compact support on S. For f ∈ B c (S), we define a coupling of ξ ∈ Q and f ∈ B c (S) by
In particular, when f is the indicator function I A of a measurable set A, ξ, I A = ξ(A) is the number of points in A counting with multiplicity. A sequence {ξ n ∈ Q} n≥1 is said to converge to ξ valuely if ξ n , f converges to ξ, f for any bounded continuous functions f with compact support. The space Q is equipped with the topological σ-algebra B(Q) with respect to the vague topology. A Q-valued random variable on a probability space (Ω, F , P) is called a point process or a random point field.
Given a point process on S, the expectation λ(A) := Eξ(A) for every Borel set A defines a measure which may be finite or infinite. If it is also a Radon measure, λ is said to be the mean measure or the intensity measure. In this case, we have
for f ∈ B c (S). We note that the mean measure does not necessarily belong to Q. Higher moment measures can also be defined.
Let X = (X(t)) t∈R ≥0 be an increasing stochastic process defined on a probability space (Ω, F , P) taking values in the set of simplicial complexes, i.e., a random filtration of a simplicial complex. As in Section 2.2, we assume that there is a finite saturation time T = T (ω) such that X(t) = X(T ) for t ≥ T a.s.
As explained in Section 2, every filtration associates persistence diagrams on ∆ = {(x, y) ∈ R 2 ≥0 | x ≤ y}. Namely, a random filtration X assigns a sequence of Q-valued random variables
where each ξ i is the i-th persistence diagram of X . In this case, the mean measure λ i on ∆ turns out to be a Radon measure (indeed a totally finite measure), and we call it the i-th mean persistence diagram. Hence, we have
for f ∈ B c (∆), and it also makes sense for nonnegative measurable functions. In particular, this leads to
for the lifetime sum L i of the i-th persistent homology.
We consider two generalizations of the Erdös-Rényi graph process as random filtrations of simplicial complexes and discuss the expectation of the lifetime sum.
Linial-Meshulam Process.
We discuss a stochastic process {K (d) (t)} 0≤t≤1 studied in [16] . Let ∆ n−1 be the (n − 1)-dimensional maximal simplicial complex on the set [n] = {1, 2, . . . , n}, and let ∆
, where (∆ n−1 ) d is the set of all d-simplices in ∆ n−1 . We regard t σ as the birth time of the d-simplex σ. Let {K (d) (t)} 0≤t≤1 be an increasing stochastic process on simplicial complexes defined by
The process starts from the
n−1 at time 0 and ends up with the d-dimensional skeleton ∆
n−1 at time 1, i.e.,
In particular, the 1-LinialMeshulam process is nothing but the Erdös-Rényi graph process mentioned in Section 1.
Remark 5.1. Similar process is studied in [9] , in which the birth times are i.i.d. exponential random variables with mean 1 instead of uniform random variables. The advantage of their choice of random birth times is that the process becomes a continuous-time Markov process.
Let β k (t) denote the k-th Betti number of
. Then, by applying the Euler-Poincaré formula to the d-Linial-Meshulam process, we have
We also note that there exist random times
The Betti numbers β d−1 (t) and β d (t) are non-increasing and non-decreasing in t, respectively.
5.3.
Clique Complex Process. The clique complex Cl(G) associated with a graph G is the maximal simplicial complex having G as the 1-dimensional skeleton. In other words, the simplices in Cl(G) consist of all complete subgraphs in G. We define a clique complex process associated with the Erdös-Rényi graph process on n vertices by
where K (1) (t) is the one defined in the previous subsection. The process starts from the 0-skeleton, i.e., n isolated vertices, and ends up with ∆ n−1 . Namely,
By definition, for each edge e in C(t) (or equivalently K
(1) (t)), a uniform random variable t e ∈ [0, 1] is independently assigned as its birth time, and the birth time of a simplex σ with |σ| ≥ 2 is given by
We remark that t v = 0 for each vertex v ∈ [n].
Since a simplex σ contains |σ| 2 edges and t σ is the maximum of the ordered statistics of i.i.d. 
We remark that the Betti numbers in {C(t)} 0≤t≤1 are not monotone in t, although they are in {K (d) (t)} 0≤t≤1 .
Expectation of Lifetime Sum
In this section, we first prove Theorem 1.2. Then, we show a partial result on the expectation of the lifetime sum in the clique complex process. We note that, since both processes {K (d) (t)} 0≤t≤1 and {C(t)} 0≤t≤1 are defined on the interval [0, 1], the lifetime formula (1.5) is given as (6.1)
be the set of d-dimensional simplicial complexes on n vertices with the (d − 1)-complete skeleton ∆
We note that [17] . It should be noted that R d and S d are monotone decreasing and increasing, respectively, i.e.,
Now we use a Kruskal-Katona-type result obtained in [17] . Here, we restate their result as to be fitted in our situation. , where
Proof. By (6.2) and (6.3),
Since
In what follows, we will use the symbol N for n d+1 in this subsection. Let us set C
For two random simplicial complexes X and Y taking values in C
n , we say that Y stochastically dominates X, denoted by X ⊂ st Y , if there exists a coupling of
We sample F from A Y1,...,Y k uniformly at random and set Y = ∆ 
. By symmetry, the probability ρ n,m does not depend on the choice of σ ∈ (∆ n−1 ) d , and E|R d (Z)| = N ρ n,m . Note that ρ n,m is decreasing in m. 
Proof. For fixed m ∈ N, we see that
Now, we appropriately choose m in Proposition 6.5. For 0 < c < 1, let us define
Then, Hoffman-Kahle-Paquette showed the following result. [10] , and it is equivalent to (6.5) with c = 1/2 by symmetry.
Proof. We set m = m 1/2 (n) in Proposition 6.5. Then, ρ n,m ≤ 1/2 from (6.5) and hence
Now we are in a position to prove our main result.
Proof of Theorem 1.2. By the lifetime formula (6.1), Corollary 6.2 and Proposition 6.7, we obtain an upper bound
Let us next consider a lower bound. Because of t η = 0 for any (d − 1)-simplex η in the d-Linial-Meshulam process, the lifetime formula (1.4) leads to
where T is the minimum spanning d-acycle and 0
from Example 3.10. Then, it follows from (5.2) that
This completes the proof.
6.2. Expected Lifetime Sum for Clique Complex Process. In this subsection, we consider the clique complex process and show bounds for the expectation of the lifetime sum. For the derivation of the upper bound, we first recall the discrete Morse theory.
Definition 6.8. Let X be a simplicial complex on a vertex set V . A partial matching consists of a partition of X into three sets A, Q, and K along with a bijection φ : Q → K such that σ ⊂ φ(σ) and |φ(σ)| = |σ| + 1 for each σ ∈ Q.
We denote a partial matching by M = (A, φ : Q → K). Given a partial matching, we set a relation ≪ on Q by extending transitively the relation ⊳ defined by
A partial matching M is called an acyclic matching if ≪ is a partial order. The elements in A are called critical simplices. (1) Suppose that the vertex set V is totally ordered as 1 < 2 < · · · < |V | and it induces the lexicographic order < lex on X.
then we add φ : σ → τ as a pairing. (3) All the remaining simplices are set to be critical. This is the acyclic matching used in [12] . Now we derive the following bounds of the expected lifetime sum in the clique complex process. Theorem 6.10. For the clique complex process {C(t)} 0≤t≤1 , there exist positive constants c and C (depending on d) such that, as n → ∞,
We
Proof. Let us write f i (t) = f i (C(t)) and β i (t) = β i (C(t)). We recall the Morse inequality
We observe that
It is easy to check that
Therefore, by (6.1) and the Morse inequality, we see that
This yields the lower bound since 
and For d = 1, we understand t 7.3. Limit Theorem of Persistence Diagram. In Section 5, we viewed random persistence diagrams as point processes on ∆. Then, the lifetime sum L d−1 is a functional of this point process and we derived its order in this paper. So, another natural problem is to establish the limit theorem for persistence diagrams. Moreover, limit theorems for barcodes and persistent landscapes for the Linial-Meshulam processes and the clique complex process should also be studied in connection with persistence diagrams. 7.5. Asymptotics of ℓ 2 -norm. In Remark 2.4, we showed the integral formula for the ℓ 2 -norm l 2 of the sequence l = (l i ) p i=1 of the lifetimes in connection with the persistence landscape. Then, it seems to be interesting to study asymptotic behaviors of l 2 in a similar spirit to our main result. For this purpose, we would like to also derive an algebraic formulation of l 2 corresponding to (1.4).
7.6.
Wilson's Algorithm. The Wilson's algorithm [22] provides a fast algorithm of sampling uniform spanning trees by using loop-erased random walks on graphs. It would be natural to ask a generalization of the Wilson's algorithm producing uniform spanning acycles. To this aim, there are two things we need to consider. One is to find a natural candidate of loop-erased random walks defined on simplicial complexes. The other is to give a right meaning of uniform under the presence of the nontrivial factor (3.9) in (3.10). In case of graphs (d = 1), since this factor is always 1, the weight of each spanning tree is not biased.
