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Re´sume´ – La de´convolution des images floues en pre´sence de bruit est un proble`me inverse mal-pose´ car le processus d’inversion
est instable. Plusieurs approches de re´gularisation sont propose´es dans la litte´rature traduisant l’introduction d’informations a
priori au mode`le d’inversion afin de le rendre stable. Ces approches pre´sentent un certain nombre d’inconve´nients: prise en
compte partielle du bruit, difficulte´s de re´glage des coefficients de re´gularisation, temps de calcul, etc. Nous proposons une
nouvelle approche de´composant le traitement en deux e´tapes se´quentielles: filtrage pre´alable adapte´ a` la nature du bruit dont
les parame`tres statistiques peuvent eˆtre estime´s puis de´convolution de l’image de´bruite´e. Les re´sultats nume´riques de l’approche
propose´e sont tre`s encourageants et donnent des ame´liorations significatives.
Abstract – Restoration of the blurry and noisy digital images is a very active research area in image processing. The deconvo-
lution, in the presence of noise, is well known to be an ill-posed problem. This paper introduces a novel approach composed of two
optimized sequential steps of processing: noise reduction followed by deconvolution. In the first step, the denoising filter and the
number of iteration are chosen in order to obtain the best value of the usual criteria and the good recovering of the blurry image.
We assume that the statistics of the noise are previously estimated. In the second step, a deconvolution method is applied on an
almost noise free version of the blurry image. Compared with the classical deconvolution methods, the numerical experiments of
the proposed method, appear to give significant improvement. The preliminary results for the new cascade approach are very
encouraging as well.
1 Introduction
La de´gradation par un syste`me line´aire et invariant par
translation, et un bruit additif, est constate´e dans de nom-
breux instruments de mesure en imagerie controˆle non-
destructif, me´dicale, satellite, multi-spectrale, etc. L’e´qua-
tion (1) repre´sente le mode`le mathe´matique direct de l’ob-
servation,
g = h ∗ f+ b (1)
ou` h ∗ f est le re´sultat de convolution de l’image originale
f par le terme h, repre´sentant la PSF du syste`me line´aire
et b est un bruit additif. Il est bien connu que l’estima-
tion de l’image f a` partir des observations de´grade´es est
un proble`me inverse mal-pose´ et difficile a` re´soudre. La
connaissance du mode`le de de´gradation est, en ge´ne´ral,
insuffisante pour obtenir des re´sultats satisfaisants et le
processus de restauration est e´minemment instable. Il est
alors raisonnable de re´gulariser la solution par l’introduc-
tion de contraintes a priori.
Plusieurs approches de re´gularisation sont possibles afin
d’inte´grer les informations a priori au mode`le d’inver-
sion [1]. Lorsque la PSF et les statistiques du bruit sont
connues, la contrainte (ou les contraintes) de re´gularisa-
tion s’exprime alors au travers d’un terme qui vient s’ajou-
ter a` l’attache aux donne´es et qui repre´sente une pe´nalite´,
ou une contrainte sur la solution. La nouvelle expression











ou` les hyperparame`tres λi de´terminent les poids des termes
de re´gularisation Φi dans le processus d’inversion. Cette
inversion re´gularise´e pre´sente un certain nombre d’incon-
ve´nients.
Dans la totalite´ des me´thodes de re´gularisation, la connais-
sance sur le bruit n’intervient pas directement dans le
terme de re´gularisation Φi de l’e´quation (2). La prise en
compte de bruit est souvent ponde´re´e par les hyperpa-
rame`tres dont la qualite´ de l’image restaure´e de´pend. Le
compromis consiste a` chercher une valeur de λi assez e´le-
ve´e afin de limiter l’influence du bruit, mais assez faible
afin de garder le maximum de de´tails.
La de´termination empirique des hyperparame`tres rend
difficile la mise en place d’un traitement automatique des
images et plus particulie`rement lorsque leur nombre est
e´leve´. Il est certes aussi possible de les estimer explicite-
ment [2], mais cela ne´cessite un temps de calcul important,
car il s’agit souvent de me´thodes stochastiques.
Dans le cas de la re´gularisation non-line´aire, la de´con-
volution se fait de manie`re spatialement variante. Autre-
ment dit, la re´ponse du filtre inverse construit de´pend des
proprie´te´s locales (contours, re´gions uniformes, etc.) de
l’image restaure´e. Ceci est contradictoire avec la mode´li-
sation du proble`me direct de la convolution par un syste`me
convolutif line´aire, de re´ponse impulsionnelle spatialement
invariante.
De nombreux travaux re´cents [3, 4, 5, 6, 7] ont porte´
leurs efforts sur la de´finition des termes de re´gularisa-
tion non-quadratique, seul moyen d’e´viter le lissage des
contours de l’image en meˆme temps que le bruit.
Pour pallier les inconve´nients mentionne´s ci-dessus des
me´thodes classiques de restauration re´gularise´e, nous pro-
posons une nouvelle approche en de´composant le traite-
ment en deux e´tapes se´quentielles : filtrage explicite de
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l’image de´grade´e, conduisant a` l’estimation ĥ ∗ f, puis de´-
convolution de cette dernie`re, afin d’obtenir ĥ et f̂.
Dans la section 2, nous de´crivons l’ide´e principale de
notre approche. Les re´sultats d’e´valuation globale et lo-
cale sont e´galement pre´sente´s. La section 3 pre´sente les
re´sultats finaux de l’e´valuation de l’approche propose´e au
travers des crite`res usuels ainsi que les images obtenues
a` l’issue des deux e´tapes. Enfin, nous concluons dans la
section 4 en donnant des perspectives.
2 Filtrage pre´alable des images
floues et bruite´es
Notre approche consiste a` appliquer d’abord un algorithme
de filtrage adapte´ a` la nature du bruit, sachant que ses
parame`tres statistiques peuvent eˆtre estime´s lorsqu’ils ne
sont pas connus [8]. Ce qui nous rame`ne par la suite dans
le cas ide´al a` effectuer une de´convolution en ayant e´li-
mine´ comple`tement le bruit de l’observation. En pratique,
la de´convolution s’ope`re avec un bruit suffisamment re´-
duit. La difficulte´ dans ce sche´ma de restauration, re´side
donc dans l’e´limination du bruit b d’observation. Un com-
promis difficile entre le de´bruitage et la pre´servation des
de´tails fins doit eˆtre respecte´. Dans notre cas, la re´alisa-
tion d’un tel compromis passe obligatoirement par la non-
alte´ration de la PSF lors de l’estimation de ĥ ∗ f. Pour
cette raison le choix pre´alable de la me´thode de filtrage
est primordial dans l’approche que nous proposons. Pour
se´lectionner le meilleur filtre, nous avons re´alise´ une e´tude
comparative en nous limitant aux filtres requie´rant uni-
quement des connaissances a priori sur la nature du bruit
et ses parame`tres statistiques.
Parmis les filtres de la litte´rature, nous avons choisi es-
sentiellement des filtres base´s sur la propagation du gra-
dient et la diffusion anisotropique. Les caracte´ristiques sui-
vantes ont e´te´ retenues pour se´lectionner les filtres a` e´va-
luer :
– adapte´ aux bruits gaussien et de Poisson,
– inte´gration des parame`tres du bruit d’observation dans
le processus de filtrage,
– pre´servation des contours et des structures fines,
– mise en œuvre ite´rative,
– rapidite´ d’exe´cution.
Six filtres ite´ratifs ont ainsi e´te´ retenus : filtre de Koen-
derink [9], filtre de Rudin et al. [10], filtre de Chan et
al. [11], filtre de Perona-Malik [12], filtre de Lee [13] et
filtre de Beaurepaire et al. [14]. Les e´valuations ont e´te´ me-
ne´es globalement et localement sur une se´rie d’images de´-
grade´es synthe´tiquement (PSF de de´focalisation avec des
diame`tres d : 5, 7 et 9 ; bruit additif, i.i.d., gaussien et
blanc avec diffe´rents niveaux d’e´cart-type σb : 8, 12, 14 et
16). Pour l’e´valuation globale, trois crite`res usuels d’e´va-
luation sont calcule´s a` chaque ite´ration de filtrage : MAE,
MSE et PSNR(en dB). Ces crite`res globaux sont e´gale-
ment calcule´s pour de´terminer l’influence de l’estimation
pre´alable de ĥ ∗ f sur celles poste´rieures de la PSF et de
l’image restaure´e. Quant a` l’e´valuation locale, les perfor-
mances calcule´es suivant des crite`res locaux traduisent de
manie`re fide`le la qualite´ des estimateurs. Nous avons donc
retenu les meˆmes crite`res mais calcule´s sur trois zones lo-
cales diffe´rentes : zone contenant les pixels des contours,
zone autour de ces contours et les re´gions n’appartenant
pas a` ces deux zones (cf. Fig. 1).
(a) (b)
(c) (d)
Fig. 1 – Les diffe´rents zones : (a) image originale [lacor-
nou]. (b) image floue (de´focalisation d = 7). (c) image
des contours de re´fe´rence obtenue a` partir de l’image (b).
(d) carte binaire de zones de re´fe´rence obtenue a` partir de
l’image (c) (blanc : zone autour des contours, noir : zone
hors des contours).
Les filtres a` de´rive´es partielles donnent de meilleurs re´-
sultats avec un le´ger avantage pour le filtre de Chan et
al. (cf. Tab. 1 et 2). Par contre, pour l’estimation de la
PSF apre`s filtrage, l’ensemble des re´sultats, montre que le
changement dans la re´ponse impulsionnelle estime´e reste
faible, inde´pendamment de l’initialisation (par f ou h).
Ces remarques restent valables quels que soient la taille
du support et le niveau du bruit. Le filtre de Chan et al.
donne des re´sultats sensiblement meilleurs pour l’estima-
tion de la PSF .
3 Restauration apre`s Filtrage
Pour e´valuer l’approche propose´e de restauration apre`s
filtrage explicite, nous avons retenu une me´thode base´e
sur les crite`res des moindres carre´s non-re´gularise´ et re´-
gularise´, mis en œuvre dans le domaine spatial. La mini-
misation de ces crite`res est re´alise´e par l’algorithme des
gradients conjugue´s.
Pour les diffe´rentes simulations, les re´sultats expe´rimen-
taux de l’e´valuation montrent que les meilleurs re´sultats
sont obtenus sans re´gularisation lorsque le niveau de bruit
est faible. Par contre lorsqu’il augmente, la me´thode re´-
gularise´e (base´e sur la variation totale) donne un meilleur
PSNR. Dans les deux cas, les re´sultats sont meilleurs par
rapport a` l’approche de restauration directe de l’image
observe´e (sans filtrage pre´alable), suivant les crite`res ob-
jectifs et subjectifs retenus (appre´ciation visuelle, pre´ser-
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Tab. 1 – Evaluation globale : estimation de ĥ ∗ f et ĥ sachant f. Image [lacornou] de´grade´e (flou de de´focalisation
d = 7 et σb = 14).
ĥ ∗ f ĥ/f
filtre ite´ration MAE MSE PSNR ite´ration MAE MSE PSNR
Koenderink 27 3.6240 4.6340 34.8120 99 32.2890 32.9690 17.7690
Rudin et al. 103 3.7000 4.9410 34.2550 199 50.5210 51.6900 13.8630
Chan et al. 4 3.4340 4.4700 35.1240 17 31.1640 32.0160 18.0240
Perona-Malik 20 3.8880 5.3060 33.6350 30 67.0580 69.2970 11.3160
Lee 17 5.1060 6.8330 31.4390 30 69.3710 71.4140 11.0550
Beaurepaire et al. 2 5.8370 7.4780 30.6550 13 58.5720 60.4160 12.5080
Tab. 2 – Evaluation locale et globale du filtrage. Image [lacornou] de´grade´e (flou de de´focalisation d = 7 et σb = 14),
les valeurs du PSNR correspondant a` l’ite´ration du meilleur re´sultat de filtrage calcule´es sur : toute l’image, les contours,
les zones autour des contours et hors zone de re´fe´rence.
ĥ ∗ f contours zones de contours zones hors contours
filtre ite´ration PSNR ite´ration PSNR ite´ration PSNR ite´ration PSNR
Koenderink 27 34.812 16 10.711 24 34.275 37 36.095
Rudin et al. 103 34.255 109 10.93 106 33.206 100 36.23
Chan et al. 4 35.124 3 10.654 3 34.404 5 36.649
Perona-Malik 20 33.635 23 10.786 18 32.449 24 36.118
Lee 17 31.439 4 10.439 15 30.173 26 34.889
Beaurepaire et al. 2 30.655 0 10.352 1 30.111 2 31.913
vation des de´tails contraste, etc.).
L’e´valuation de la chaine comple`te de restauration, montre
que le filtre de Rudin et al. associe´ a` la me´thode de res-
tauration des moindres carre´s sans re´gularisation donne
un PSNR sensiblement meilleur. Le filtre de Chan et al.
demande moins d’ite´rations avec des performances sensi-
blement e´gales a` celles de Rudin et al. (cf. Tab. 3). Les
re´sultats sont e´galement confirme´s par la qualite´ visuelle
des images estime´es (cf. Fig. 2 (c) et (d)). Les contours
et les de´tails de l’image reconstitue´e sont pre´serve´s.
Les re´sultats pre´ce´dent montrent que le nombre opti-
mal d’ite´ration de filtrage (PSNR maximum) de´pend for-
tement du niveau de bruit mais e´galement de la valeur du
support de la PSF. Les re´sultats d’e´valuations, inte´grant
le filtre de Chan et al. dans le sche´ma de restauration
propose´ sont donne´s dans le Tab. 4. Les re´sultats apre`s
filtrage sont syste´matiquement meilleurs que ceux sans fil-
trage (ite´ration=0).
Tab. 4 – Evaluation de l’estimation de ĥ ∗ f obtenue par
filtre de Chan et al. et de f̂ non-re´gularise´e et re´gularise´e.
Image [lacornou] de´grade´e par un flou de de´focalisation
de diame`tre 9 et un bruit additif σb=0, 8, 12, 14 et 16.
ĥ ∗ f f̂ non-re´gularise´ f̂ re´gularise´
σn ite´ration PSNR PSNR PSNR
0 0 Inf 30.861 23.907
8
0 30.046 10.952 23.101
3 39.526 23.663 23.534
12
0 26.566 8.790 22.219
4 37.127 22.709 23.302
14
0 25.253 8.163 21.743
5 36.234 22.551 23.131
16
0 24.134 7.837 21.255
5 35.495 22.005 23.062
Enfin, nous montrons ci-apre`s le re´sultat obtenu, lorsque
la me´thode propose´e est directement applique´e a` une ima-
gette de taille 256×256, extraite d’une bande spectrale
(615.2 nm) d’une image multispectrale CASI de 12 bandes,
(a) (b)
(c) (d)
Fig. 2 – Re´sultats de restauration : (a) image observe´e
([lacornou], flou de de´focalisation d=7 et σb=16). (b)
image filtre´e (PSNR=34.424 dB) obtenue par filtre de
Chan et al. apre`s 4 ite´rations. (c) image restaure´e non-
re´gularise´e (PSNR=24.678 dB) obtenue a` partir de l’image
(b). (d) image restaure´e re´gularise´e (PSNR=24.712 dB)
obtenue a` partir de l’image (b).
avec la re´solution spatiale 1 m au sol, sur la zone de Lan-
ros en Coˆtes d’Armor. Le bruit a e´te´ identifie´ additif [8],
d’e´cart-type σb=6. La PSF utilise´e est de type de´focalisa-
tion [15] de diame`tre 3.
En regardant l’image restaure´e (Fig. 3(b)), on constate
que la de´convolution est faite sans aucune amplification du
bruit ni oscillation autours de contours a` fort gradient. Les
de´tails fins dans les re´gions texture´es sont pre´serve´s, ainsi
que les stractures fines a` faible gradient dans les re´gions
homoge`nes.
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Tab. 3 – Valeurs du PSNR de l’image filtre´e et de l’image restaure´e non-re´gularise´e et les distances euclidiennes
‖(h ∗ f) − (ĥ ∗ f)‖ et ‖̂f(h ∗ f) − f̂(ĥ ∗ f)‖. Image [lacornou] de´grade´e par un flou de de´focalisation d = 7 et le bruit
σb = 14, les valeurs du PSNR correspondant a` l’ite´ration du meilleur re´sultat de filtrage.
filtre ite´ration PSNR(ĥ ∗ f) ‖(h ∗ f)− (ĥ ∗ f)‖ PSNR(̂f(ĥ ∗ f)) ‖̂f(h ∗ f)− f̂(ĥ ∗ f)‖
Koenderink 27 34.812 1186.29 24.679 3149.19
Rudin et al. 103 34.255 1264.85 25.027 2972.07
Chan et al. 4 35.124 1144.37 24.916 3026.34
Perona-Malik 20 33.635 1358.39 24.924 3027.77
Lee 17 31.439 1749.19 24.197 3439.92
Beaurepaire et al. 2 30.655 1914.45 23.719 3683.22
(a) (b)
Fig. 3 – Re´sultat de restauration re´gularise´e apre`s le de´-
bruitage par le filtre de Rudin et al. sur une bande spec-
trale d’une image multispectrale CASI : (a) image obser-
ve´e. (b) image restaure´e.
4 Conclusion et perspectives
L’e´tude comparative mene´e montre l’efficacite´ de l’approche.
Le crite`re de stabilite´ lie´ aux conditions de Hadamard est
mieux respecte´ et le PSNR calcule´ apre`s l’estimation de
h ∗ f, est ame´liore´. La de´marche e´tant valide´e, il reste a`
re´soudre le proble`me de l’estimation du nombre optimal
d’ite´rations dans la phase de filtrage. Des premiers re´sul-
tats base´s sur l’estimation de l’e´cart type du re´sidu du
filtrage a` chaque ite´ration sont encourageants. Ceci reste
a` confirmer sur un nombre significatif d’images, de niveaux
de bruits et de PSF diffe´rents.
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