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パソコンによるデータソート
－データ構造が処理時間に及ぼす影響－
久　保　恩　延
1　緒　言
最近のパーソナルコソビュータ（パソコソ）の
普及はめざましく，これまでコソピュークとは無
縁と考えていた人々も身近にパソコソを置いて活
用するようになりつつある。
パソコソはハード面では記憶容量の増大と処理
速度の高速化が計られ，年々その性能が向上して
いる。パソコソの性能に関しては，ハード面の改
良とともに，ソフト面での改善も極めて重要であ
る。問題処理のプログラムを作成する際，どのよ
うなアルゴリズムを用いるかによって処理速度や
計算精度が大きく変化することが多い。
大量のデータを取り扱い，それらを分塀する必
要性はいろいろなところで生ずるが，この分類
（ソ一日のアルゴリズムにはこれまで多くのも
のが考えられている。ソートの対象を数値に限定
し，それを大きい順（又は小さい順）に並べるア
ルゴリズムについてもいろいろ提案され，それに
よる処理時間についても検討されている（岬）。／し
かし，これらの場合の処理時間の鄭定にはソート
の対象となる数値データとして／くソコソにより発
生させた乱数そのもの（あるいはそれを単に整数
化したもの）が用いられており，人為的に作成さ
れた構造をもつデータについてそのソートに要す
る時間とアルゴリズムの関係を詳しく調べたもの
は見当らない。
そこで本研究では，代表的なソートアルゴリズ
ムについて，特徴的な4種の構造をもつ数値デー
タを与え処理時間を調べ，データ構造が処理時間
に及ぼす影響を明らかにした。
2　ソートプログラムとデータ構造
2．1　ソートプログラム
ソートのアルゴリズムとして知られているもの
は数多くあるが，主なものとしてはつぎのような
ものをあげることができる。
（1）逐次決定ソート（最小値選択法，択一決
定ソート）
（2）シェルソート
（3）ヒープソート
（4）クイックソート
（5）度数ソート
（6）バブルソート（隣接交換法）
本研究では（1）～（5）のアルゴリズムについて検討
を行った。使用したプログラムのリストをリスト
1からリスト5せこ示した。
ユ000　＊MINIMUM
lOlO FORJ＝1TO NN－1
1020　FOR X＝J＋1TO NN
lO30IF T（J）く＝T（E）THENlO50
1040　SWAP T（J），T（Ⅹ）
1050　NEXT X
lO60　NEXT J
ユ070　RETURN
リスト1　逐次決定ソート
ユ
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2000　＊SHELL
2010Ⅰ）＝NN
2020　D＝INT（D／2）
2030IF Dく1THEN　2130
2040　DD＝NN－D
2050　FOR X＝1TO DD
2060J＝Ⅹ
2070IF T（J）く＝TくJ＋D）THEN　2110
2080　SWAP T（J），T（J＋D）
2090J＝J－D
2100IF J〉＝1THEN　2070
2110　NEXT X
2120　GOTO　2020
2130　RETURN
リスト2　シ′ェルソート
3000　＊HEAP
3010　FORI＝2　TO●NN
3020　J＝Ⅰ
3030Ⅰ）＝INT（J／2）
3040IF T（D）〉＝T（J）THEN　3080
3050　SWAP T（D），T（J）
3060　J＝D
3070IF J〉l THEN　3030
3080　NEXT I
3090Ⅰ＝NN
3100　FOR X＝NN TOI STEP　－1
3110　SWAP Tく1），TくⅠ）
3120　工＝エー1　－
3130J＝1
3140　5＝2
3150IF S〉I THEN　3230
3160IF S＝I THEN　3180
3170IF T（S＋1）〉T（．S）THEN S＝S＋1
3180IF T（J）〉＝T（S）THEN　3230
3190　SWAP T（J），TくS）
3200　J＝S
3210　S＝J＊2
3220　GOTO　3150
3230　NEXT R
3240　RETURN
リスト3　ヒープツート
2．2　データ構造
データ構造としてつぎの4種類のものを与えて
処理を行まっせた。
（1）乱数デーク　ー
（2）正規乱数データ
（3）順データ
（4）逆順データ
乱数データ（1）は，パソコソにより発生させた乱
2
4000　＊QUICI∈
4010　Ⅹ＝0：L＝1：R＝NN
4020IF L〉R THEN　4210
4030Ⅰ＝L
4040J＝R＋1
4050　Q＝T（L）
4060J＝J－1
407 IF I〉＝J THEN　4150
4080IF Qく＝T（J）THEN　4060
4090　T（Ⅰ）＝T（J）
4100Ⅰ＝Ⅰ＋1
4110IF I〉＝J THEN　4150
4120IF T（Ⅰ）く＝Q THEN　4100
4130　T（J）＝T（Ⅰ）
4140　GOTO　4060
4150　T（J）＝Q
4160　E＝E＋1
4170　LS（Ⅹ）＝J＋1
4180　RS（Ⅹ）＝R
4190　R＝J－1
4200　GOTO　4020
4210IF X＝O THEN　4260
4220　L＝LS（Ⅹ）
4230　R＝RS（Ⅹ）
4240‡（＝Ⅹ－1
4250　GOTO　4020
4260　RETURN
リスト4　クイ▲ックソート
5000　＊DOSU
5010　FORI＝1TO NN
5020　Ⅹ＝T（Ⅰ）：Z（Ⅹ）＝Z（Ⅹ）＋1
5030　NEXT I
5040　P＝1
5050　FOR J＝O TO MM
5060IF Z（J）＝O THEN　5080
5070JJ＝Z（J）：ZくJ）＝P：P＝P＋JJ
5080　NEXT J
5090　FORI＝1TO NN
5100　W＝Z（T（Ⅰ））
5110IF S（W）＝O THEN　5120　ELSE　5130
5120　S（W）＝Ⅰ：U（W）＝W＋1：GOTO　5140
5130　S（U（W））＝Ⅰ：U（W）＝U（V）＋1
5140　NEXT I
51・50　RETURN
リスト5　度数ソート
数を整数化（0′一100の値に）したものである。正
規乱数（釦土Box－Muener法（8X4）により発生させ
た乱数を整数化したものであり，本研究の場合は
平均値50，標準偏差15としたときの数値をデータ
として与えた。ただし，まれに負のデータが出現
するため，この場合はその値を0で置き換えてデ
ータとした。順データ（3）は，すでに並べ換えを要
しないように分類されたデータ配列をなすもの
パソコソによるデータソート
で，ソート法の種類に応じて小さい順または大き
い順に数値が並んだものである。逆順データ（4）　　　3　結果と考察
は，（3）の順データのデータ構造の数値の並び方を
逆にしたものである。
図1乱数データの処理時間
0　　　　　　500　　　　　　1000　　　　　1500
図2　正規乱数データの処理時間
前項2．2で述べた（1）～（4）の構造をもつデータを
0　　　　　　　500　　　　　　　1000　　　　　　1500
図3　順データの処理時間
0　　　　　　　500　　　　　　　1000　　　　　　1500
図4　逆順データの処理時間
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各ソート法により並べ換え処理を行あせたときに
要した時間をグラフにして比較したものを図1（ノ
図4に示した。
縦軸に処理時間を秒単位で示し，横軸にデータ
個数をとって示してある。ソート法により処理時
間が著しく相異するため縦軸は尺度の異る2種の
目盛を使っている（後出の図8についても同様）。
軌　使用したパーソナルコソピュークはPC－
9801である。
図1は乱数データを，図2は正規乱数データを
与えた場合の処理時間であるが，両者とも叛似の
債向を示している。すなわち，ソートアルゴリズ
ムの最も単純な逐次決定ソート紘（以下逐次ソー
トと略す）では，データ数の増加とともに急激に
処理時間が増加し，2次曲線的なカープを措いて
いる。これに比べ他の4つのソート法ではデータ
数の増加に対して処理時間はほぼ直線的に増加し
ている。処理時間は度数ソート，シェルソート，
クイックソート，ヒープソート，逐次ソートの順
に短い。
図3，図4に順データおよび逆順データを与え
た場合の結果を示した。図1，図2に比べ，ソー
トに要する時間の多少の順位が入れ代っており，
順データの場合は度数ソート，シェルソート，ヒ
ープソート　逐次ソート，クイックソートの順
に，また逆順データの場合は度数ソート　シェル
ソート，ヒープソートクイックソート，逐次ソ
ートの順に処理時間が短い。
図5～図8に各ソート法の各々に対して構造の
臭ったデータを与えて処理したときの時間をグラ
フにしたものを示した。
図5に示した逐次ソート法の場合は，いずれの
データ梢道のデータに対してもデータ数の増加に
伴って同様の処理時間の増加候向を示している。
逆順データの場合最も長い処理時間を要し，順デ
ータの場合最も処理時間が短い。乱数データ，正
親乱数データの処理時間の間にはほとんど差異が
なく，これらは順データの処理時間に近い。
4
図6にシェルソート法による処理時間を示し串
が，この場合には順データ，逆順データ，正規乱
数データ，乱数データの順に処理時間が増加して
いる。シェルソート法の場合，グラフ上のプロッ
0　　　　　　500　　　　　　　1000　　　　　　1500
図6　シェルソート浜による処理時間
パソコソによるデータソート
500　　　　　　1000　　　　　1500
図7　ヒープソート法による処理時間
Sec
ト点がばらついており，データ数が増加している
のに逆に処理時間が減少した箇所が見られる。こ
れはシェルソートのアルゴリズムがデータをある
間隔ごとに区切って比較を行うため，その区切り
の状態にデータ個数が影響を与えるためである。
ヒープソート法による処理時間を図7に示し
た0ヒープソート法では，道順データの処理に最
も多くの時間を要し，順データの処理が最も短時
間で済んでいる。乱数データと正規乱数データの
間にも，差異は小さいが，はっきりした時間差の
債向が見られ，正規乱数データの方が処理時間が
多くかかっている。
図8にクイックソート法による処理時間を示し
たが，乱数データ，正規乱数データの処理に比べ
順データと逆順データの処理時間が極端に長くな
っている点が特徴的である。順データ，逆順デー
タの処理にはほとんど同じ時間を要している。乱
数データと正規乱数データの処理では，データ数
の多いところで差異が見られる。
度数ソートについては，そのアルゴリズムから
当然のことながら，データ構造の違いはその処理
時間にほとんど影響を及ぼさなかったので図は省
略した。他の4つのアルゴリズムに比べ度数ソー
トはいずれのデータ構造に対しても最も処理時間
が短く優れているように見えるが，ソート対象の
数値データが正の整数に限定されるのが欠点であ
る。
4　結　言
本研究では，代表的なソートアルゴリズムを使
って数値データを並べ換える処理を行うのに要す
る時間を実験的に調べた。処理対象のデータとし
ては，従来一般的に用いられている乱数データの
他に特徴的な構造をもつデータ（正規乱数デー
タ，順データ，逆順データ）を用いて実験を行っ
た。その結果，乱数データを処理させただけでは
見出せなかったソートアルゴリズムのいくつかの
興味深い特性を知ることができた。実験檻使用し
た5つのアルゴリズムのうち，度数ソート以外の
もの（逐次ソート，シェルソート，ヒープソー
ト，クイックソート）ではデータ構造が処理時間
に大きな影響を及ぼし，その影響の及ぼし方はそ
れぞれのアルゴリズムに対して異ることがわかっ
5
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た。
本研究により得られた結果は，ソート対象とな
るデータの性質がある程度予測できる場合，いず
れのソートアルゴリズムを利用すれば良いのかの
判断基準を与え得るものと考えられる。
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