The energy of a large number of oxidation reactions of 3d transition metal oxides is computed using the generalized gradient approach ͑GGA͒ and GGA+ U methods. Two substantial contributions to the error in GGA oxidation energies are identified. The first contribution originates from the overbinding of GGA in the O 2 molecule and only occurs when the oxidant is O 2 . The second error occurs in all oxidation reactions and is related to the correlation error in 3d orbitals in GGA. Strong self-interaction in GGA systematically penalizes a reduced state ͑with more d electrons͒ over an oxidized state, resulting in an overestimation of oxidation energies. The constant error in the oxidation energy from the O 2 binding error can be corrected by fitting the formation enthalpy of simple nontransition metal oxides. Removal of the O 2 binding error makes it possible to address the correlation effects in 3d transition metal oxides with the GGA+ U method. Calculated oxidation energies agree well with experimental data for reasonable and consistent values of U.
I. INTRODUCTION
Oxidation and reduction reactions play a key role in many technological and environmental processes, such as corrosion, combustion, metal refining, electrochemical energy generation and storage, photosynthesis, and metabolism. The ability to correctly predict the reaction energy and electrochemical potentials of such reactions with first-principles methods is therefore important. Although the local density approximation ͑LDA͒ and generalized gradient approximation ͑GGA͒, two standard approximations to density functional theory ͑DFT͒, are rather crude approximations to the many-body electron problems, their successes in accurately predicting materials properties are in large part due to the cancellation of errors in energy differences. In this paper, we show that GGA has systematic and noncanceling errors in the energy of oxidation reactions for 3d transition metals, and we identify two causes for them.
It is well known that the binding energy of the O 2 molecule exhibits large errors when LDA or GGA is used. [1] [2] [3] Much of this overbinding is not canceled when forming an oxide where O 2− binds largely electrostatically. The overbinding of the O 2 molecule by both LDA and GGA makes calculated oxidation energies less negative than experimental values when O 2 is the oxidant. While the O 2 binding error represents essentially a constant shift in oxidation energies and, if present alone, would be easy to correct for, a more subtle error arises due to the self-interaction errors present in LDA and GGA. This error, related to the fact that reduced and oxidized states in transition metal oxides have different numbers of localized d electrons, is present even when the energy of the oxidant is exactly known. The magnitude of the self-interaction in LDA and GGA depends very much on the nature of the hybridization of electron orbitals in the oxide. When an electron is transferred between significantly different environments, as is the case for many redox processes, little error cancellation is to be expected. This is well observed in GGA ͑or LDA͒ predictions for electrochemical oxidation reactions, in which the energy of the oxidation source ͑the electron acceptor͒ is not suspect as in the case for O 2 . For example, the energy to simultaneously extract a Li + ion and an electron from a lithium transition metal oxide and add both to Li metal can be in error by as much as 1.5 eV ͑out of 4 eV͒. 4 The Li + binding in the oxide is purely electrostatic and should be well represented by LDA or GGA. The culprit in these large electrochemical energy errors is the 3d-metal oxidation state change. When an electron is removed from the localized 3d orbital of a transition metal ion in an oxide, and transferred to the metallic 2s orbital of Li + ion in the metal ͑the electron accepting process͒, it experiences considerably less self-interaction in the metallic state of Li, leading to a consistent underestimation of the energy required for this redox process. While this error has been identified and corrected in calculations on Liinsertion oxides, 4, 5 we expect that similar effects will play a role in the reactions of transition metals to their oxides. In this paper, we investigate a large number of oxidation reactions of 3d metals and attempt to separate the error related to the O 2 molecule from that caused by the self-interaction. We also suggest that the latter error can be remedied with GGA+ U.
II. METHODOLOGY AND BACKGROUND

A. Computational methods
The total energies of oxides and metals in this work are calculated with the generalized gradient approximation to DFT and with the GGA+ U extension to it. Projected augmented wave ͑PAW͒ ͑Ref. 6͒ pseudopotentials are used, as implemented in the VIENNA AB INITIO SIMULATION PACKAGE ͑VASP͒. 7 An energy cutoff of 550 eV and appropriate k-point meshes are chosen so that the total ground-state energies are converged within 3 meV per formula unit. All atom coordinates and lattice vectors are fully relaxed for each structure. For oxides having mixed valence, such as Co 3 O 4 , Fe 3 O 4 , and Mn 3 O 4 , the crystal symmetry is removed by imposing different initial magnetic moments on the ions, so that the electronic ground state can adopt lower symmetry than the ionic configuration. All calculations are spin-polarized unless stated otherwise.
The DFT+ U method was developed by Anisimov et al. 8, 9 to deal with electron correlations in transition metal and rare earth compounds. Its implementation within a PAW framework was developed by Bengone et al. 5 For a more detailed comparison of LDA+ U and GGA+ U, the reader can refer to the work of Rohrbach et al. 10 The key concept of DFT+ U is to address the on-site Coulomb interactions in the localized d or f orbitals with an additional Hubbard-type term. At the GGA+ U level, the total energy can be summarized by the following expression:
where Ū and J are spherically averaged matrix elements of the on-site Coulomb interactions, and n is the on-site 3d-orbital occupation matrix obtained by projection of the wave function onto 3d atomiclike states. ͑m or mЈ =−2, −1,0,1,2 denotes different d orbitals, while = 1 or −1 denotes spin.͒ Note that we express the on-site occupation matrix in an explicit spin and orbital representation. An effective interaction parameter U ef f = Ū − J, or simply U, can be introduced. The calculated total energies are insensitive to J when U ef f is fixed.
In this paper we focus solely on oxidation reactions with O 2 , as accurate experimental data are available for them. We consider the general oxidation reaction,
and calculate the reaction energy ͑on a per O 2 molecule basis͒ as
͑3͒
Note that we neglect the small P⌬V term when comparing calculated reaction energies with measured enthalpies. Experimental room temperature formation enthalpy and heat capacity of compounds are obtained from the JANAF thermochemical tables 12 and from the monograph by Kubaschewski. Figure 1 shows the energy to form various oxides from their metals as calculated using GGA. The calculated reaction energy ͑per mole O 2 ͒ is plotted versus the experimental enthalpy. There is a clear tendency for GGA to underestimate the oxidation energy. This trend can be attributed to the overbinding of GGA in the O 2 molecule. We calculate a binding energy of O 2 of −6.02 eV, which compares well with previous GGA calculations of −5.99 eV. 31 The experimental binding energy is considerably lower and about −5.23 eV. 32 To separate the O 2 binding error from more complex correlation effects in the 3d localized orbitals of transition metal oxides, the oxidation energies of several nontransition metal oxides are plotted as an inset in Fig. 1 . The latter indicates a rather constant shift between calculated and experimental values. The minor deviation of SiO 2 from the constant shift can be attributed to the high Si-O bond covalency in that oxide. The constant shift, estimated as −1.36 eV per O 2 from Fig. 1 , is larger than the binding energy error of O 2 in GGA. We believe that the additional error might be GGA error associated with adding electrons to the oxygen p orbital when O 2− is formed from O 2 . By using the correction derived in this way for the O 2 molecule, we can identify other sources of error in the oxidation energy obtained with GGA. Substantial deviations between calculated and experimental values still exist for the 3d transition metal oxides. We believe that the remaining error is due to inaccuracies of GGA in the correlation energy of the 3d states in the transition metal oxides. Correlation effects are substantial in the localized orbitals formed by the metal 3d orbital and oxygen 2p ligands.
Correlation effects in localized orbitals can be treated with the GGA+ U approach. 8, 9, 33, 34 In GGA+ U, local atomiclike 3d states are projected out and treated with a Hubbard model. While this treats correlation between the 3d states and removes the self-interaction, it suffers somewhat from the arbitrary nature of the projection orbitals, which are atomiclike, rather than the true one-electron orbitals. This makes GGA+ U less applicable to metals where the d orbitals are not atomiclike anymore. Because of this problem with metallic states, we investigate the accuracy of GGA+ U on reactions that oxidize a low-valent oxide to a higher valent one, e.g., MO x + y−x 2 O 2 → MO y . Since these reactions involve a transfer of electrons from the 3d states of the metal to the oxygen 2p states, these reactions should still show the energy error that GGA makes in the 3d transition metal orbitals. Figure 2 shows how the calculated oxidation energies for several transition metal oxides change with the value of U in the GGA+ U method. For a transition metal with n accessible oxidation states ͑n −1͒ independent oxidation reactions are shown. Short horizontal lines indicate the experimental values of the oxidation enthalpy at room temperature. The corrected value for the O 2 molecule is taken into account to obtain these results.
For all the oxidation reactions we investigated, unmodified GGA ͑at U=0͒ overestimates the oxidation energies, in some cases by several electron volts. Turning on U stabilizes the reduction products ͑which have more 3d electrons͒ and reduces the oxidation energy. This trend is obtained consistently in all six chemistries and with all reactions studied. In the three systems ͑V, Mn, and Fe͒, for which data on multiple oxidation reactions are available, it is encouraging that the U values, which bring each calculated oxidation energy in agreement with experiments, lie within a narrow range. To investigate whether these U values also improve the other physical properties, we show in Table II the band gaps and magnetic moments, calculated in the GGA+ U with U values derived from Fig. 2 . GGA results and available experimental values are also provided. It is encouraging that for many systems, the U value that corrects the oxidation energies also improves the band gaps and magnetic moments. A few notable exceptions are present. The electronic structure of Cu oxides is challenging and it is not surprising that even GGA+ U does not obtain good band gaps for CuO and Cu 2 O. The large discrepancy in Fe 3 O 4 is possibly related to the off-stoichiometry and charge disorder between the A and B sites that are common in this material. 
IV. DISCUSSION
All calculated oxidation energies are less negative than experimental values when GGA is used. We believe that this error is systematic and has two distinct contributions. The first and most obvious error originates from the inaccuracy of GGA in reproducing the O 2 change of state. The O 2 molecule binds too strongly in GGA and its dissociation in oxidation reactions therefore requires too much energy, leading to an underestimation of the oxidation energy. It is not likely that the GGA error in describing the covalent bonding of O 2 cancels in the reaction energy as the oxygen ion has limited covalency in the oxide. Rather than correcting reaction energies with the difference between the calculated and experimental binding energy of O 2 , we choose to fit a correction to the formation enthalpy of simple nontransition metal oxides, such as Li 2 O, MgO, etc. This allows us to include any correlation energy error associated with adding two electrons to the oxygen p orbital.
We believe that the remaining error, after the oxygen change of state is corrected, is due to the correlation energy in the 3d metal states. This error will also be present in oxidation reactions that do not involve O 2 molecules. The correlation energy can clearly be identified ͑Fig. 2͒: all GGA oxidation energies are too negative, indicating that GGA penalizes the reduced state where more 3d orbitals are filled. This is similar to what has been observed for electrochemical redox energies ͑where the energy of O 2 does not play a role͒: the GGA self-interaction overestimates the energy of the filled 3d states, thereby artificially lowering redox potentials. In our results, the effect of the self-interaction is to increase the energy of the reduced state. It is then no surprise that increasing the localization into 3d orbitals and removing self-interaction from it with GGA+ U decreases the magnitude of the oxidation energy, bringing it closer to experimental values.
Note that if an uncorrected O 2 energy is used, the pure GGA results in Fig. 2 would be in better agreement with experiment, due to the cancellation of two substantial errors: underestimation of the oxidation energy due to the O 2 binding error and overestimation due to the self-interaction in 3d states. This cancellation is rather arbitrary and cannot be relied upon to get accurate results. Indeed, differences between calculated and experimental oxidation energies in GGA can be as high as 1 eV.
The U values that bring the calculated oxidation energies in agreement with experimental results are remarkably consistent for a given transition metal, which implies that the U values of different oxidation states may lie close together. This could make the GGA+ U with the U values fitted here of practical value in predicting the potential and energy of redox processes more accurately.
We did not discuss oxides of Ti in this paper. Ti oxides have weakly localized d-orbital electrons, and when reduced are almost always metallic. The GGA+ U approach used here ͓also referred to as the fully localized limit ͑FLL͒ GGA+ U͔, is developed to correct band gap errors of insulators, and is not appropriate for such metallic systems. For these metal oxides having weak electron correlations, approaches such as the around mean field ͑AMF͒ GGA+ U approach [42] [43] [44] may be more appropriate. The AMF GGA+ U approach has shown success in metallic systems with weak correlation, e.g., Fe 3 Al, 44 and FeAl. 42 Finally, in this paper we use the experimental reaction enthalpy data at room temperature, while our first-principles calculations results are for 0 K. The enthalpy difference is estimated by integrating the heat capacity difference between the reactants and products from 0 K to room temperature. We find that this difference is usually less than 10 kJ per mole O 2 ͑100 meV/ molecule͒. Taking the oxidation of VO to VO 2 as an example, the enthalpy difference between 0 K and room temperature is just 5.77 kJ per mole of O 2 reacted. This small enthalpy difference will have only a small influence on our results. The only exception is the reaction of cobalt oxide "6 CoO + O 2 → 2Co 3 O 4 ," which has a relative large enthalpy difference of 28 kJ per mole of O 2 reacted between room temperature and 0 K. This difference would change the fitted U to 3.5 eV, compared to the value of 3.3 eV in Fig. 2͑e͒ .
In conclusion, we have investigated the oxidation energies of 3d transition metal using GGA and GGA+ U. When using O 2 as the oxidant, the error in the binding energy of O 2 is opposite the error caused by the correlation error in the 3d orbitals, and the two errors mask each other to some extent. Hence, GGA will be considerably more in error when calculating reactions where 3d metals ͑oxides͒ are oxidized by means other than oxygen. The calculated reaction energies become correct for very reasonable and systematic values of U. Although GGA+ U is semiempirical in nature, it has been found to improve the accuracy in predicting the energetics of redox processes from first principles.
