We investigate several three-dimensional lattice models believed to be in the Ising universality class by means of Monte Carlo methods and finite-size scaling. These models include spin-1 2 models with nearestneighbor interactions on the simple-cubic and on the diamond lattice. For the simple cubic lattice, we also include models with third-neighbor interactions of varying strength, and some ''equivalent-neighbor'' models. Also included are a spin-1 model and a hard-core lattice gas. Separate analyses of the numerical data confirm the Ising-like critical behavior of these systems. On this basis, we analyze all these data simultaneously such that the universal parameters occur only once. This leads to an improved accuracy. The thermal, magnetic, and irrelevant exponents are determined as y t ϭ1.5868(3), y h ϭ2.4816(1), and y i ϭϪ0.821(5), respectively. The Binder ratio is estimated as Qϭ͗m 2 ͘ 2 /͗m 4 ͘ϭ0.62 341(4).
I. INTRODUCTION
The Ising model has been investigated extensively, and thus serves as a testing ground for theories of phase transitions. Many physical systems can be described by this simple but nontrivial model. It is believed that continuous phase transitions in systems with short-range interactions and a scalar order parameter belong to the Ising universality class. These include a variety of magnetic systems, alloys, gasliquid systems, and liquid mixtures. For instance, magnetic systems can be described by a spin-1 2 or spin-1 Ising model depending on the nature of the elementary magnetic moments; gas-liquid systems can be modeled by means of hardcore particles, which exclude one another within a nonzero range. Furthermore, the particle coordinates may be restricted to the vertices of regular lattices.
In two dimensions, the evidence supporting the universality hypothesis is rather solid. One underlying reason is that exact results are available. For instance, exact analysis of Onsager's spin-1 2 model ͓1͔ and related models yields the thermal and magnetic scaling exponents as y t ϭ1 and y h ϭ15/8 ͓2͔, respectively. In three dimensions, however, such exact results are absent. Therefore, investigation of critical behavior has to depend on approximations. These include techniques such as ⑀ and series expansions, the coherentanomaly method, and Monte Carlo methods, etc. Extensive studies have been carried out ͓3-14͔, and there is some consensus that the values of y t and y h are, respectively, 1.587 and 2.482, with differences only in the last decimal place. Compared to the case of two dimensions, the threedimensional results are indeed less satisfactory. Apart from the limited accuracy, the absence of exact results leaves, at least in principle, some room for severe disagreements. For instance, a very recent investigation by García and coworkers ͓15͔ claims that y t ϭ1.600(2) and y h ϭ2.501(5).
Many factors are responsible for this unsatisfactory situation. First, due to the restriction of current computer capacity, one can only explore rather limited system sizes in three dimensions. Second, corrections to scaling are much more serious than that in two dimensions. For the two-dimensional Ising model, the exponent of the leading irrelevant thermal field is y i ϭϪ2, while in three dimensions y i ӍϪ0.82. Moreover, the determination of y i is not very accurate so far. A better estimation of y i thus seems justified and is one of the purposes of the present paper.
In the language of renormalization group technique, the critical behavior of systems within a universality class is governed by a common fixed point. In terms of scaling fields, the function of the free energy, and thus of physical observables, is universal near the critical points. By means of finite-size scaling, such universal functions are extended to finite systems. As an example, we concern the dimensionless ratio Qϭ͗m 2 ͘ 2 /͗m 4 ͘, where m is the profile of order parameter. The quantity Q is related to Binder cumulant ͓16͔, and has been reported ͓11͔ to be a good choice to estimate y i and locate criticality. Near the critical points Q behaves as
where L is the linear system size, t is the thermal scaling field, and the irrelevant field v reflects the distance of criticality of corresponding systems and the fixed point. Here, we
have not yet specified contributions due to the analytic part of the free energy. Taylor expansion of the right-hand side of Eq. ͑1͒ yields
where the derivatives of the universal function Q with respect to t and v are denoted as Q (i, j) . Apart from the scaling exponents y t and y i , the amplitudes of Q (0) and Q (i, j) are equal for systems in the same universality class.
However, from the Monte Carlo data of a single model only, the estimation of y i is rather difficult. The reason is as follows. In Eq. ͑2͒, the amplitude v is coupled to the exponent y i , and thus a reasonable estimation of y i requires systems with a large value of v. However, the large value of v excludes an accurate determination of Q (0) , so that the accuracy of y i is also limited. On the other hand, although a system with a small amplitude v helps to estimate Q (0) , it does not allow a good determination of y i either. This is one of the reasons why, in many numerical investigations, the exponent y i is fixed at a constant taken from other sources.
This problem can be avoided by a simultaneous analysis of several systems with a diversity of the irrelevant fields v. Given a reasonable value of y i , Monte Carlo data of systems with a small irrelevant field v determine Q (0) with a narrow margin; this information, together with models with a significant amplitude v, greatly helps the estimation of y i , which in return improves the determination of Q (0) . In the present paper, we investigate 11 Ising-like lattice models in three dimensions, of which the amplitudes v have a wide range of values. These models include the spin-1 2
Ising model with nearest-neighbor interactions K NN on the simple cubic and on the diamond lattice. On the simple-cubic lattice, models with further-neighbor interactions are also investigated. In particular, third-neighbor interactions K 3N are included in several models with various ratios K 3N /K NN . Further, we study some ''equivalent-neighbor'' models, originally introduced by . In such systems, each spin interacts equally strongly with all its neighbors within a certain distance. The model with the interactions till the rth shell of neighbors is referred to as the equivalent-neighbor model of the order of r. Also included are a spin-1 model and a hard-core lattice gas with nearestneighbor exclusion ͓20,21͔.
For these models, we analyze the numerical data both separately and simultaneously. The separate analyses are in a good agreement with the Ising universality hypothesis for all these systems. This provides the basis of the simultaneous analysis, in which we assume that universality is exactly satisfied so that universal parameters occur only once. This feature of the simultaneous analysis, combined with the aforementioned discussion in Sec. I, leads to a significantly improved estimation of the critical points of these systems and the universal quantities including scaling exponents and the Binder ratio Q (0) . A difficulty is that such a simultaneous analysis requires a large amount of accurate Monte Carlo data. Fortunately, some numerical data are already available and were published elsewhere ͓9-11,22-25͔. The data generated by the Cluster Processor ͓11͔ are not included and will be published elsewhere. Our Monte Carlo simulations mainly focus on larger system sizes, and were performed on a cluster of 6 PCs with a frequency of 2100 MHz.
The outline of this paper is as follows. Section II summarizes the definitions of the aforementioned 11 models, and describes the Monte Carlo techniques involved. Sections III and IV present numerical analyses of the universal ratio Q and of some other quantities, respectively. A discussion is given in Sec. V.
II. MODELS AND ALGORITHMS
As mentioned earlier, the present Monte Carlo analyses include eleven Ising-like models. Except the hard-core lattice gas, these models can be represented in terms of a spin-1 Hamiltonian
where the sums ͗NN͘, (2N), ͓3N͔, and ͕4N͖ are, respectively, over nearest-, second-, third-, and fourth-neighbor pairs, and the associated couplings are denoted as K NN , K 2N , K 3N , and K 4N , respectively. The spins can assume three discrete values s i ϭ0,Ϯ1, where spins sϭ0 may be referred to as vacancies. The detailed definitions are specified in Table I , where ten models are defined on the simplecubic lattice, and one on the diamond lattice. We define the finite-size parameter L by its relation with the total number N of lattice sites as NϭL 3 . Thus, the linear size of the eightsite elementary cell of the diamond lattice is taken to be L ϭ2. Periodic boundary conditions are applied. The systems sizes were taken in the range 4рLр128.
For DϭϪϱ, the vacancies are excluded, so that the model reduces to the spin-1 2 model. This applies to the first nine models in Table I . Models 1 and 2 have nearestneighbor interactions K NN only. Models 3-6 include, in addition, third-neighbor interactions K 3N . Various ratios are applied: K 3N /K NN ϭ0.1,0.2,0.3, and 0.4. Models 7-9 are the equivalent-neighbor models ͓17-19͔ of order 2, 3, and 4, respectively. We choose these models because they cover a wide range of amplitudes of the irrelevant field v in Eq. ͑2͒. In particular, v is positive for models 1-4 and negative for models 5-9. This reflects that the critical points of these systems lie on opposite sides of the Ising fixed point in the direction of v on the critical surface. Moreover, the absolute value of v is relatively large for models 1, 2, 8, and 9, and relatively small for models 4, 5, and 7. This will be shown later in the numerical analysis.
During the Monte Carlo simulations, one can in principle apply the standard form of the Swendsen-Wang or of the Wolff cluster algorithm. However, the efficiency of these methods decreases rapidly as the number of interacting neighbors increases. This difficulty is avoided by an algorithm described in Ref. ͓9͔ . Here, we summarize the essential points. During the formation of a cluster, a bond between equal spins coupled with strength K is frozen with probability pϭ1Ϫexp(Ϫ2K), or broken with probability 1Ϫ p. Sites connected by frozen bonds belong to the same cluster. The distribution P(k)ϭ p(1Ϫp) kϪ1 expresses the probability that (kϪ1) subsequent bonds are broken while the kth bond is frozen. The algorithm generates this distribution from a uniformly distributed random number 0ϽrϽ1 as follows:
where the square brackets denote the integer part. By repeated evaluation of k, one may set up a complete list of frozen bonds, and thus a cluster is formed. The efficiency of this procedure is almost independent of the range of the interactions. An example was shown in Ref.
͓22͔ by simulating the mean-field Ising model, in which each spin is interacting with every other spin.
We also include a spin-1 model with Dϭln2, which is important to our purposes due to its very small amplitude of v ͓9͔. However, for a general spin-1 model, it is not obvious how cluster algorithms can produce transitions between vacancies and nonvacancies. One can in principle follow a hybrid algorithm in which Metropolis sweeps alternate with cluster steps. As long as the spin-1 model is not close to the tricritical point where the ordered Ising phases meet the phase dominated by vacancies, serious critical slowing down is not expected.
Here, due to the special choice Dϭln 2 ͑model 10͒, a full cluster algorithm ͓9,11,22͔ becomes possible. First, the spin-1 model is mapped onto a spin-1 2 model with two variables, of which the Hamiltonian is
where two sϭ 1 2 spins t i ϭϮ1 and u i ϭϮ1 sit on each site i of the simple-cubic lattice. Using the transformations i ϭ(t i ϩu i )/2 and v i ϭ(1ϩt i )(1Ϫu i )/4, it has been shown ͓9͔ that the partition function is, up to a constant factor,
This is precisely the partition function of the spin-1 model. The special choice Dϭln 2 leads to M 2 ϭ0 so that there are no interactions between variables on the same site. On this basis, the Wolff algorithm is applied to flip the variables t i and/or u i . This costs a little price, i.e., two arrays have to be stored in computer memory for the variables t i and u i . In the present paper, we improve this algorithm by using one vari- 1 5 0 ϫ10 50ϫ10 50ϫ10 50ϫ10 40ϫ10 40ϫ10 20ϫ20 10ϫ20 5ϫ40 2 1 0 ϫ10 10ϫ10 10ϫ10 12ϫ10 20ϫ10 10ϫ10 5ϫ20 5ϫ32 1.8ϫ64 3 1 0 ϫ10 10ϫ10 10ϫ10 10ϫ10 10ϫ10 10ϫ10 5ϫ20 5ϫ32 2ϫ64 4 1 0 ϫ10 10ϫ10 10ϫ10 10ϫ10 10ϫ10 10ϫ10 5ϫ20 5ϫ32 2ϫ64 5 1 0 ϫ10 10ϫ10 10ϫ10 10ϫ10 10ϫ10 10ϫ10 5ϫ20 5ϫ32 2ϫ64 6 1 0 ϫ10 10ϫ10 10ϫ10 10ϫ10 10ϫ10 10ϫ10 5ϫ20 5ϫ32 2ϫ64 7 2 0 ϫ20 15ϫ22 17ϫ24 15ϫ28 12ϫ32 8ϫ40 6ϫ48 5ϫ64 3ϫ128 8 2 0 ϫ20 15ϫ22 12ϫ24 10ϫ28 8ϫ32 6ϫ40 4ϫ48 3ϫ64 2ϫ128 9 2 0 ϫ20 17ϫ22 12ϫ24 10ϫ28 7ϫ32 6ϫ40 4ϫ48 3ϫ64 1.5ϫ128 10 128ϫ6 92ϫ6 92ϫ6 92ϫ6 87ϫ8 55ϫ10 22ϫ12 2ϫ16 5.4ϫ25 11 150ϫ7 20ϫ8 52ϫ10 50ϫ10 30ϫ12 15ϫ14 12ϫ16 15ϫ64 4.4ϫ128 able only. This improvement is based on the equivalence of the variables t i and u i . Because of this symmetry, only the sum of t i and u i on the same site needs to be stored. This leads to a cluster algorithm for Dϭln 2, which allows flips between nonzero and zero spins.
Another model ͑model 11͒ investigated in the present paper is the hard-core lattice gas on the simple-cubic lattice, of which the Hamiltonian is
Here, the variable i ϭ1,0 represents the presence and the absence of a particle, respectively. The nearest-neighbor coupling K→Ϫϱ implies that no nearest-neighbor sites are allowed to be occupied simultaneously. The chemical potential of the particles is denoted as . This lattice gas was Monte Carlo simulated by means of a combination of the Metropolis and a geometric cluster method. This cluster algorithm is based on geometric symmetries, such as the spatial inversion symmetry of the simple-cubic lattice. The full description of this algorithm is given in Refs. ͓23-25͔. As mentioned in Sec. I, the critical behavior of the hardcore lattice gas is expected to belong to the Ising universality class. Surprisingly, significant differences have been reported. The investigations by Yamagata ͓26,27͔ yielded critical exponents ␤/␥ϭ0.311(8) and ␥/ϭ2.38(2), which would imply y h ϭ2.689(8). These results, however, could not be confirmed by later investigations which did reveal a relatively large irrelevant field, but no deviations from the Ising universality class ͓23,24͔.
III. DIMENSIONLESS RATIO Q
For the aforementioned 11 systems, Monte Carlo simulations took place very close to critical points for LϾ20, while ranges of temperaturelike parameters are wider for smaller systems. Table II presents the number of 10 7 of samples taken per system size and the number of simulation sweeps before taking each sample.
During the simulations, the universal ratio Q ϭ͗m 2 ͘ 2 /͗m 4 ͘ was sampled, where m is the order parameter.
For the spin systems ͑models 1-10͒ and the lattice gas ͑model 11͒, the magnetization density and the staggered particle density assume this role, respectively. Near the critical points, we analyzed Q both separately and simultaneously.
A. Separate analyses
The finite-size behavior of Q near the critical points is described by Eq. ͑2͒. Here, the thermal scaling field t depends on temperaturelike parameters. For the spin-1 2 models ͑models 1-9͒, these are the spin-spin interactions K NN , K 2N , K 3N , and K 4N . Since fixed ratios apply between these couplings, it is sufficient to select K NN as the only temperature parameter K i for the ith model. For the spin-1 model ͑model 10͒, both the nearest-neighbor couplings K NN and the chemical potential D are temperaturelike parameters. In this work, D is fixed at ln 2 so that K i is again represented by K NN . For the hard-core lattice gas ͑model 11͒, the chemical potential of the particles assumes this role. For later convenience, near the critical points, we express the dependence of the scaling field t on the physical temperature parameter
The amplitudes of the quantities with the subscript i depend on specific models. On this basis, Eq. ͑2͒ becomes Here, we have written Q (i,0) as Q (i) for simplicity. The term with the coefficient c i reflects the nonlinear dependence of t on K i . The exponents of the correction terms, as obtained in earlier analyses of Q in Refs. ͓9,11͔, are y 1 ϭy i ϭ Ϫ0.82(3), y 2 ϭdϪ2y h ϭϪ1.963(3), and y 3 ϭy t Ϫ2y h ϭ Ϫ3.375(3). The correction with the exponent y 2 is due to the field dependence of the analytic part of the free energy. The last term arises from nonlinear dependence of the temperature scaling field on the physical magnetic field. Finitesize scaling also predicts further contributions. For a single model, since both the quantities Q (i) and other parameters such as a i and K ci are unknown, we may simplify Eq. ͑8͒ as
where q i j is the product of Q ( j) and a i j . According to the least-squares criterion, Eq. ͑9͒ was fitted to the Monte Carlo data separately for the aforementioned 11 models. First, we fixed y 1 , y 2 , and y 3 at the aforementioned values with the error margins neglected, and y t was taken as 1.587 ͓3-13͔. We applied a cutoff for small system sizes L Ͻ10 for model 8, LϽ12 for model 9, and LϽ8 for the rest. For the equivalent-neighbor model of order 3 and 4, the Monte Carlo data for small system sizes may be affected by crossover effects due to the proximity of the mean-field fixed point ͓22͔. This is the reason why we applied different cutoffs at small system sizes for models 8 and 9. The results are shown in Table III . The numerical uncertainties quoted between parenthesis represent one standard deviation. The excellent agreement of the universal quantity Q (0) in the third column confirms that these 11 systems belong to the Ising universality class. Furthermore, according to Eqs. ͑8͒ and ͑9͒, the quantity q 1 2 /q 2 ϭ͓Q (1) ͔ 2 /Q (2) is the same for all Ising-like models. This is confirmed by the last column of Table III , which reveals that the values q 1 2 /q 2 are consistent with each other within two standard deviations.
The amplitudes of the irrelevant field for these models are shown, up to a constant factor, in the sixth column of Table  III . As mentioned in Sec. I, they reflect the positions of the critical points of these systems on the critical surface. For clarity, we start from the Landau-Ginzburg-Wilson description ͓28͔ of the Ising model:
where the square-gradient term represents short-range interactions, r and v together determine the temperaturelike and irrelevant parameters, and h is the magnetic field. For spatial dimensionality dϽ4, a renormalization analysis ͓29͔ shows that there are two fixed points, i.e., the mean-field (0,0) and the Ising fixed points (r*,v*) ͑Fig. 1͒. The crossover behavior of the Binder ratio Q (0) is displayed by a data collapse in Fig. 10 in Ref.
͓30͔. This provides a scale for the irrelevant Ising field v on the whole range from the Ising to the meanfield fixed point. Using this scale and the value of b 1i for the ith model ͑Table III͒, we schematically illustrate the positions of the critical point of the 11 systems in the present work ͑Fig. 1͒.
The results in Table III rely on the choice that the irrelevant exponent y i was fixed at Ϫ0.82. As discussed in Sec. I, without such an assumption of the value of y i , the accuracy of Q (0) and y i will be very limited. As a test, we left the exponent y 1 as a free parameter. We find that the uncertainties of y 1 are then almost as big as the absolute value of y 1 itself for models with relatively small amplitude b 1 . For the rest, the results in Table III are also affected in the sense that the accuracy decreases significantly, as shown in Table IV .
B. Simultaneous analysis
On the basis of the universality hypothesis, we analyze the Monte Carlo data of these systems simultaneously. The data were fitted, instead of to Eq. ͑9͒, to Eq. ͑8͒. As a result, each of the amplitudes q ji is decomposed in a universal factor Q ( j) and a nonuniversal factor a i . Since the Q ( j) are shared by all the systems, the number of unknown parameters decreases significantly, in comparison to the total number in the separate fits. This decomposition also leads to an additional free parameter since numerical data can only determine the product of Q (1) and a i , so that one of the pa- rameters Q ( j) ( j 0) and a i has to be fixed as an arbitrary constant. Here, we simply set Q
(1) ϭ1. Together with the mechanism discussed in Sec. I, this effect leads to a substantially improved accuracy of the unknown parameters, despite that y i was left as a free parameter. This includes the determination of the critical points, the universal ratio Q (0) , the irrelevant exponent y i , and the amplitudes b 1i . The results are shown in Table V . The amplitude
ϭ1/0.826(6)ϭ1.211 (9) is in good agreement with those in the separate fits ͑Table III͒.
IV. OTHER QUANTITIES
The Monte Carlo simulations also yielded the susceptibility as ϭL 3 ͗m 2 ͘. Furthermore, we sampled the energy density and its cross products with ͗m 2 ͘ and ͗m 4 ͘. Thus, we obtained derivative of Q, denoted as Q p . Analysis of and Q p yields an estimation of the magnetic and thermal exponents y t and y h , respectively.
A. Simultaneous analysis of
According to finite-size scaling, the magnetic susceptibility behaves as ͑t,v,L ͒ϭx͑ t ͒ϩL
where x(t) arises from the differentiation of the analytical part of the free energy density, h is the magnetic scaling field, and H is the physical magnetic field. The dependence of h on H is not universal and is linearized as hϭͱw i H.
Here, the jth thermal derivative of at criticality is denoted as ( j) . For the ith model, the amplitude a i is the same as in Eq. ͑8͒. This will be confirmed later. Equation ͑12͒ was fitted to the Monte Carlo data, and the result is shown in Table VI . According to similar arguments as mentioned above, there are two extra free parameters in Eq. ͑12͒ during the fit. Here, we simply fixed (0) and (1) equal to 1. The magnetic renormalization exponent is estimated as y h ϭ2.4816(1). This is in excellent agreement with most available results ͓3-7,8,9-13͔, and its precision is comparable with the best known value y h ϭ2.481 80(15), obtained from a 25th-order high-temperature expansion ͓31͔. The critical points are consistent with those in Table V . We also calculated the ratio r i ϭ(a i ) (Q) /(a i ) () , where the superscripts Q and represent that the value of a i is taken from Tables V and VI, respectively. The result is shown in Table VII . The consistency of r i among these 11 models confirms that the function of t of K is independent of the type of physical observable.
B. Simultaneous analysis of Q p
During the Monte Carlo simulations, the energy density e was sampled as the nearest-neighbor sum for models 1-10:
͑13͒
For the hard-core lattice gas ͑model 11͒, the nearest-neighbor 
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0.12800417(5) 0.06442222(2) 0.04303821(2) 0.03432687(2) 0.39342225 (9) 0.0544876 (8) (4) couplings are infinitely repulsive, and the quantity e is thus defined, instead, as a sum over the next-nearest-neighbor pairs. On this basis, we sampled a quantity Q p which correlates the magnetization distribution with the energy density:
͑14͒
Little additional effort is required for this task since m 2 and e are already sampled during the Monte Carlo simulations. The quantity Q p has been reported ͓9-11͔ to be a good choice in determining the thermal scaling dimension. The reason will be discussed later on the basis of its scaling behavior. For models 3-10, apart from nearest neighbors, the spin-spin interactions occur between second-, third-, and fourth-neighbor pairs. In those cases, the amplitude of ‫ץ‬t/‫ץ‬K NN is different from the value of a i in the function t ϭa i (K i ϪK ci ). According to Eq. ͑1͒, near the critical point the quantity Q p behaves as
Taking into account contributions of d i L y 2 due to the analytic part of the free energy, we Taylor-expand this equation as
where the parameters Q p ( j) are universal, and ‫ץ‬t/‫ץ‬K NN is denoted as p i for the ith model. Compared to the specific heat, the divergence of Q p with respect to the system size L at criticality is much stronger. According to finite-size scaling, the critical specific heat C behaves approximately as C ϪC 0 ϰL 2y t Ϫ3 , where C 0 arises from the analytical part of free energy. The exponent 2y t Ϫ3Ӎ0.174 is so small that the term with this exponent is normally difficult to separate from the background contribution C 0 in numerical analyses. Therefore, the quantity Q p serves as a better choice than C to estimate the thermal exponent y t . We fitted Eq. ͑16͒ to the Monte Carlo data, using the critical points as taken from Table V . This is in line with the relatively weak dependence of Q p on the temperaturelike parameters K. The results are shown in Table VIII . As possible alternatives, we have included more terms such as L y t ϩy i (K i ϪK ci ) within the square brackets of Eq. ͑16͒. However, this does not improve the residual 2 of the fit. The dependence on the cutoff at small system sizes in the fit was also determined. Taking into account these dependences and the uncertainties of the critical points, we estimate the thermal exponent as y t ϭ1.5868(3).
V. DISCUSSION
We have performed extensive Monte Carlo simulations of several Ising-like models in three dimensions. These models were selected such that they span a wide range of the irrelevant field, as illustrated in Fig. 1 . In order to enable a meaningful test of universality, the models are also chosen according to quite different microscopic Hamiltonians. On the basis of finite-size scaling, we analyze the Monte Carlo data both separately and simultaneously. These systems are confirmed to be within the Ising universality class. Compared to other methods, our simultaneous analyses yield more accurate estimations for the critical points, renormalization exponents, and the Binder cumulant. In particular, we determine the irrelevant exponent as y i ϭϪ0.821(5). Tables IX and X show a comparison between some existing results and our estimations.
In order to interpret numerical data correctly, it is necessary to include appropriate corrections to scaling. We find that, normally, a single power-law correction is not sufficient to account for all finite-size corrections. For instance, if one neglects the term b 3 L y 3 in Eq. ͑9͒, which is decaying relatively fast, one finds a considerable increase of the residual 2 both in the separate and simultaneous fits. In three dimensions, Monte Carlo simulations are restricted to linear system sizes L in the order of 100. Even for LϷ100, corrections to scaling are still significant. Table  V , this contribution is huge and may not be neglected. Another example of corrections due to the irrelevant field is provided in Ref. ͓8͔, where the spontaneous magnetization density M was analyzed as M (t)ϭ f (t)t ␤ for the Ising model on simple-cubic lattices with linear sizes up to Lϭ256. Here, t is the reduced temperature tϭ(KϪK c )/K c , the exponent ␤ is equal to (3Ϫy h )/y t , and f (t) is some function of t that contains the corrections to scaling. It was found that, without including a correction ϳt y i /y t due to the irrelevant field in the function f (t), one cannot successfully describe the numerical data (0.0005ϽtϽ0.26), even when f (t) is defined as f (t)ϭp 0 ϩ p 1 tϩp 2 t 2 ϩ p 3 t 3 . Another analysis involving the spontaneous magnetization density was recently carried out by García et al. ͓15͔ . Remarkably, they claimed that, for LϾ90 and tϾ0.004, corrections to scaling are invisible. They did not comment on the nature of the discrepancy with Ref. ͓8͔, and did not provide details about their error esti- mation. Therefore, some doubt concerning the precision of their results ͓ y t ϭ1.600(2) and y h ϭ2.501(5)] seems justified. For the spin-1 model and the lattice gas, another quantity of interest is the density of vacancies v at the critical points. Finite-size analysis yields v ϭ0.400 694(1) and 0.789 516(1) for these two models, respectively.
