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ABSTRACT
An investigation was made of the applicability of optimal control
theory to the design of control systems for nonlinear multivariable
chemical processes. A hypothetical fluid catalytic cracking process,
which is of great economic significance in the modern petroleum re -
finery, was selected as a typical representative of such a chemical
process and was used to test and evaluate alternative approaches to
the problem.
Mathematical models describing the dynamic behavior of the process
in varying degrees of detail were developed from unsteady-state heat
and material balances about the reactor and regenerator. The models
utilized semiempirical equations to describe the kinetics of the
cracking and carbon burning reactions. The kinetic equations were
based upon experimental work reported in the literature.
The dynamic models were used to simulate the process on a digital
computer. An extensive investigation was conducted to determine the
degree of detail in the mathematical models that would be required for
the optimal control studies. It was found that, for the purposes of
this work, each fluidized bed could be considered perfectly mixed
with respect to spent or regenerated catalyst and that the gas could be
assumed to move in plug flow through the bed with negligible time de-
lay. Although there is apparently no quantitative data publicly avail-
able describing the dynamic behavior of a commercial cracking unit,
the general dynamic characteristics of such units are well known and
qualitative descriptions are available. The simulations carried out
in this work predicted all of the important dynamic characteristics
that have been attributed to commercial units.
The major result from this thesis investigation was the development of
a new approach to the design of control systems for highly nonlinear
multivariable chemical processes based on optimal feedback control
theory. This approach involves obtaining explicit solutions numerically
for the open-loop control policy which restores the process from a
disturbed state to a steady state in an optimal fashion. These explicit
ii
solutions are obtained for a range of initial disturbed states and they
are then converted into implicit closed-loop control policies that can
be implemented as an optimal feedback control law. The new ap-
proach to control system design was demonstrated for the design of a
control system for the hypothetical fluid cracking process.
The objective function is based on an economic balance for the process
andincorporates penalties for exceeding safe temperature and oxygen
levels in the regenerator. The optimal control problem, with air rate
and catalyst rate as control variables, was formulated using the maxi-
mum principle of Pontryagin and the explicit numerical solutions for
the open-loop control policies were obtained by the method of steepest
ascent of the Hamiltonian (or gradient method in function space).
In the feedback control law which resulted from converting the ex-
plicit solutions into implicit solutions, the regenerator temperature
is controlled by the air rate and the oxygen level is controlled by the
catalyst rate. This control scheme is quite different from that which
is typically used in refinery operation where the reactor temperature
is controlled by the catalyst rate and the oxygen level is controlled
by the air rate. The performances of this new control scheme was
demonstrated by dynamic simulation to be significantly better at con-
trolling the hypothetical cracking process in the face of disturbances
than was the conventional control scheme.
The new design approach was found to have significant advantages
over conventional trial and error methods, because it is systematic,
and because it provides information to evaluate the desirability of
each design step, since the ultimate performance of the system is
known from the optimal control theory.
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CHAPTER I
SUMMARY
Introduction
Although recent advances in the theory of optimal control have
been remarkable, the application of the theory to the control of
chemical processes has been restricted largely to overly simplified
situations of limited practical significance. A major difficulty in
designing control systems for chemical processes is the compli-
cated nature of most processes. Chemical processes are generally
highly nonlinear, multivariable systems, and receive a wide range
of disturbances. Furthermore, the operating goal for most chemical
plants is not only the regulation of process variables, but also the
realization of maximum profit.
The purpose of this work is to investigate the applicability of
optimal control theory to the problem of control system design for
a typical example of multivariable, nonlinear chemical process. A
hypothetical fluid catalytic cracking unit was selected as the process
to be studied. It provides a challenging control problem, and also is
of great economic significance in a modern petroleum refinery.
Until the late 1950's fluid catalytic crackers were relatively
easy to operate. However, as refineries became more complex,
greater efficiency has been required. Removal of the catalyst-
deactivating influence of regenerator spray water has increased re-
generator temperatures 100-1500 F, to above 1200 0°F. Afterburning
of CO to CO2 will occur readily at these temperatures, if there is any
significant content of oxygen in the flue gas. Afterburning results
in rapid and excessive temperature rises. All of these actions in-
fluence the carbon content of the circulating fluidized catalyst and
the heat balance in the unit to produce a potentially unstable operation.
- 1 -
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This can easily result in an upset condition, unless the control system
is properly designed or operators remain alert.3 2
Theoretical Background for a New Approach in Control System Design
In recent years great attention has been given to the theory of
optimal control6 ' 395860 The theory assumes a plant described by
a set of ordinary differential equations:
x = f(x,u) (1.1)
where x represents a vector of state variables (dependent variables)
and u represents a vector of control variables (independent variables).
An objective functional (or performance criterion), which may consist
of profit, cost, or other artificial measure of performance of operating
the plant from time t =0 to t = tl, is given by:
t1
J() = L(x,)dt (1.2)
0
where L may be an arbitrary function. Optimal control theory asks
how u should be chosen as a function of t, 0 < t < t, to make the
objective functional J a maximum (or a minimum).
Once the problem is posed, the optimal control can be derived by
38mathematical techniques, such as the calculus of variation, or its
extension, the maximum principle of Pontryagin. 58 If an explicit
result is needed, however, the computations are severe. Results
have been obtained thus far only for relatively simple functions of L,
60
and for plants defined by small sets of equations. Most of the work
in optimal control theory has been directed toward obtaining an explicit
solution, or an open-loop structure of the optimal system.
Superscripts refer to numbered items in the Literature Citations.
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In some cases, it is possible to obtain the structure of the optimal
control system without explicitly solving the equations for the optimal
control, u. For example, if the plant is operated continuously for
a sufficiently long period between shutdowns, then t 1 in Eq. 1.2 be-
comes so large that the optimal control u is effectively independent
of tl. Then, u(t) for 0< t < t1 will depend only on the initial con-
dition (initial state) of the plant x(O). This can be simplified further
by using the principle of optimality, namely--Whatever the previous
state and previous decision, the remaining decision must constitute
an optimal policy with respect to the state resulting from the previous
decision. Thus, in general, if t is infinite the optimal functional
relation between u(t) and x(t) at any instance t is
= hk() (1.3)
This relation, if it exists, is called a closed-loop structure of the
optimal control system, and may be considered an implicit solution
(or optimal control law).
This closed-loop structure essentially has the following advantages
over the open-loop structure:
1. A closed-loop structure does not require ex-
tensive on-line computations to implement it
in a real-time operation. According to
Eqs. 1. 1 and 1.3, the plant should obey the
differential equations:
= f {x, h(x) } (1.4)
and the resulting behavior corresponds to optimal
operation. An open-loop structure requires
an optimizing computation for an operation with
a different initial condition.
2. Generally, real plant performance will be af-
fected less by disturbances and by errors in
the mathematical model when a closed-loop
structure is implemented than when an open-
loop structure is implemented.
-4-
A result of this thesis investigation is a proposed new approach
to control system design based on the above closed-loop structure
of the optimal system. However, with this new approach the optimal
control system will not be implemented directly, but an alternative
closed-loop control system will be implemented which approximates
the resulting implicit solution (or optimal control law) by a simple re-
lation for practical use. And if the performance of this alternative
closed-loop control is tested for various disturbances with the use of
dynamic simulation, then the evaluation of this new approach is
possible.
An implicit solution, however, can not be obtained analytically
except certain idealized cases. 6, 36 Therefore it is necessary first
to obtain an explicit solution and then to convert it into an implicit
solution. In order to obtain an explicit solution, there exist two
groups of computational algorithms. One group uses necessary con-
ditions for optimality derived from the calculus of variation or the
maximum principle and transforms a dynamic optimization problem
into a two-point boundary value problem, which is very difficult to
solve because a set of differential equations must be solved in a
60direction in which their behavior is unstable. The other group es-
sentially uses a hill climbing approach. The method of steepest
ascent of the Hamiltonian (or gradient method in function space) be-
longs to this second group and has been used successfully.33 9'
The method will be summarized briefly.
First, the problem of optimizing an objective functional, Eq. 1. 2,
while observing Eq. 1.1 as constraints, can be reduced to the problem
of optimizing the following Lagrangean functional with respect to x,
and u:
tl
(x, p,) = L'{f(x,u) - } dt (1.5)
0
-5-
where p represents a vector of costate variables (or Lagrange
multipliers). After certain mathematical manipulations, it is
possible to state that if p is chosen such that
' = - aH/ax with (tl) = (1. 6)
where H is referred to as the Hamiltonian function and defined by
H(x, p,u) = L(x, u) + 'f(x,u) (1.7)
and if Eq. 1.1 is satisfied with a certain initial condition, then the
variation of the Lagrangean functional with respect to u is expressed
by
tl
SL(u) = j (aH/8u) 6udt (1.8)
0
Equation 1. 8 is the basis of the method of steepest ascent of the
Hamiltonian, since it is possible to insure positive St (u) by setting
6u = e(aH/au) (1.9)
where e is a positive relaxation parameter, until aH/aui becomes
zero or u. is found on the boundary at which the free choice of u. is
1
limited.
A typical computing algorithm for this method is the following:
1. For a specified time t of operation, choose
a nominal u(t) as a first approximation. This
u(t) will be nonoptimal.
2. Integrate Eq. 1.1 from 0 to t for the as-
sumed u(t).
3. Now integrate Eq. 1.6 from t1 back to 0,
which is possible because the x are known
along the trajectory.
-6-
4. In the course of (3) evaluate aH/au as a
function of time.
5. Replace u(t) by u(t) + eaH/Du, and repeat
from (2).
It should be noticed that Eqs. 1. 1 and 1. 6 are each integrated in
the "natural" direction, that is, the direction in which each is ex-
pected to be stable. This eliminates the problem of stability which is
encountered in a direct application of the variational method. There is,
on the other hand, a problem in choosing e. If e is too small,
progress will be slow. If it is too large, the iteration becomes un-
stable. The best method of selecting and varying e during the compu-
tations depends upon the particular problem. 3 9
Specific Objectives
As was stated earlier, the purpose of this work is to investigate
the applicability of optimal control theory to the problem of control
system design for a hypothetical fluid catalytic cracker as a typical ex-
ample of a multivariable nonlinear process. It is now possible to de-
scribe the specific goals of the work:
1. The first objective was to evaluate a new ap-
proach to control system design that was de-
veloped in the course of the thesis investi-
gation and which, as described earlier, is
based essentially on a closed-loop structure
of the optimal control law. The performances
of the resulting control system was tested
for various disturbances with the use of dy-
namic simulation.
2. The second objective was to test a compu-
tational algorithm--the method of steepest
ascent of the Hamiltonian- -for dynamic
optimization of a highly nonlinear multi-
variable process typified by a fluid catalytic
cracking unit. In the work, the applica-
bility of using penalty functions (artificial
measures of process performance
-7-
under certain undesirable operating conditions
which should be avoided) was tested to obtain
an approximate solution for the problem of
dynamic optimization with the allowable ranges
of state variables restricted.
Control of Fluid Catalytic Cracking Processes
Catalytic cracking is a continuous process for converting high-
boiling, high-molecular-weight components of distilled crude oil into
lower-boiling, lower-molecular-weight materials such as gasoline.
This processing adds economic value to the oil. A catalyst is used to
effect the reaction, and in fluid catalytic cracking the catalyst is in a
fine powder form and is maintained in a fluidized state.
The diagram of the process is shown in Fig. 1. 1. The catalyst
circuit consists of the reactor, stripper, spent catalyst slide valve,
air riser, regenerator, standpipe, regenerated catalyst slide valve,
oil riser and leads back into the reactor with the catalyst flowing in
the same order.
Fresh feed and recycle feed are vaporized on contacting the re-
generated catalyst at the base of the oil riser and lift the catalyst into
the reactor where disengagement is accomplished both by gravity and
with cyclone separators. The endothermic reaction commences at
the moment of contact and is completed in the reactor. The product
vapors pass overhead to the fractionator.
The catalyst, from the reactor, which has a layer of coke de-
posited on it as a result of the reaction, is stripped coutercurrently
with steam to remove entrained oil vapors. Air moves the spent
catalyst to the dense bed in the regenerator and burns off the carbon-
aceous deposit from the catalyst as H20, CO and C02. This reaction
is exothermic, and the hot regenerated catalyst flows back into the
reactor and provides the necessary heat for the cracking reaction.
As is shown in the figure, there are five controls which the
operators may adjust: air blower adjustment, slide valve adjustment,
REGENERATOR
PRODUCT GAS FLUE GAS
DENSE PHASE
GRID
STAND PIPE
SLIDE VALVE
FUEL GAS
Fig. 1.1 A Typical Fluid Catalytic Cracking Unit
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reactor level controller setting, fuel gas flow rate to the feed pre-
heater, and feed rate. The air blower is adjusted to supply necessary
air to the regenerator. The slide valve is adjusted to supply neces-
sary catalyst flow to the reactor. The reactor level controller setting
is adjusted to maintain a certain catalyst holdup. The fuel gas flow
rate to the feed preheater is adjusted to maintain a certain feed
temperature at the coil outlet. The feed rate is adjusted to maintain
a satisfactory condition depending on the regenerator capacity, pre-
heater capacity, etc.
The objective is to maintain a set of conditions which will result
in the satisfactory operation of the process. Some of the problems
involved in control of a fluid catalytic cracking unit may be explained
in terms of the idealized representation (referred to as mathematical
Model No. 1) shown in Fig. 1.2 . (Symbols are listed in Table 1.2.)
There are five independent variables which can be varied at will plus
five dependent variables (of which only T , O and T are con-g C fg ra
tinuously measurable). The principal disturbance which affects the
operation of this process is the fluctuation of feed properties. This
results from the unavoidable necessity of processing several dif-
ferent crude-oil stocks during a relatively brief period. Another
aspect of the control problem is that O and T must be maintainedfg rg
below certain specified values to insure safe operation of the regener-
ator. Therefore the control problem is to manipulate some or all of
the independent variables in order to maintain satisfactory per-
formance in the face of disturbances, while restricting the variables
within allowable ranges.
The dynamic mathematical Model No. 1 for a hypothetical fluid
catalytic cracker with dense bed reactor was developed by isolating
the reactor and regenerator systems from the fractionator and the
feed preheater. The main assumptions were as follows:
-10--
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1. A fluidized bed is "perfectly mixed" with respect
to spent and regenerated catalyst.
2. Gas passes through the bed in a plug-flow manner
with negligible time lag.
3. Constant pressure is maintained in both vessels.
4. The heat capacity (per unit mass) of reactants and
products are equal and constant in each vessel.
Catalyst heat capacity is also constant.
5. Activation energies, heats of reaction and heat of
vaporization of the feed are all constant.
The dynamic models of reactor and regenerator involve carbon
balances, heat balances, and reaction rate equations; they are shown
in Table 1.1. The equations are dimensional and their symbols are
listed in Table 1.2. Equation 1.10 is a reactor carbon balance
equation; accumulation equals carbon forming rate plus the dif-
ference between input and output due to catalyst circulation.
Equation 1. 11 is a reactor heat balance equation; accumulation
equals the difference between input and output due to catalyst circu-
lation and reactant gas carry over minus the heats of vaporization
and cracking. Equations 1.12 and 1.13 were derived semiempirically
utilizing the results of experimental studies reported in the literature.
The basis for the derivation will be explained.
Gas oil is fed to the reactor, where it reacts to form product gas
while depositing coke on the catalyst,
catalytic cracking
Gas oil - Product gas + Coke (catalytic plus additive)
There are two mechanisms for depositing coke: as catalytic carbon
and as additive carbon. The catalytic carbon is produced in the
cracking reaction, while the additive carbon is present in most heavy
gas oils and deposits without catalytic reaction. 3, 52 Therefore
Eq. 1.13 allows for both mechanisms; the first term is for catalytic
-12-
Table 1.1
Equations for Mathematical Model No. 1
a. Reactor Section
Carbon Balance Equation H dC/dt = (50)Rcf + (60)R (C -C )rasc cf rc rc sc
(1.10)
Heat Balance Equation
S ra dTra/dt = (60)SCR (T g-T ) - (. 875)SfDtfRtf(T
-(. 875)AHfvDtfRtf - (. 5)AH rRoc
Cracking Rate Equation
oc = (175DtfRtfCtf
where Ctf
1 -Ctf
r-Tf fp)
(1.11)
(1.12)
K Pcr ra
Rtf/Hr a
k
K cr
cr C Cm
cat rc
,nsEcrexp - cr with
ep R(T +460 withra
Carbon Forming Rate Euation
R = K P Hcf cc ra ra
k ccK =
cc C Cn
c at rc
rJp C Rccexp R(T +460)
ra
with n=0.06
Catalytic Carbon Balance Equation
Hra d Ccat/dra ca - (50)K P H - (60)R Ccc ra ra rc cat
(1. 14)
m=0. 15
where
+ FtfRtf (1. 13)
-13-
Table 1.1
Equations for Mathematical Model No. 1 (Contd.)
b. Regenerator Section
H dC /dt = (6 0)Rrc(C -rc) -(O)Rcb
rg r c
(1. 15)
Heat Balance Equation
S H dT /dt = (. 5)AH R -(60)S R (T -T ) -(. 5S R .(T -Ti.)c rg rg rg cb c rc rg ra a ai rg a
(1.16)
Carbon Burning Rate Equation
R 
Rcb = cal (21
Rcb C1 - Ofg)/(100)
= 21 exp {- /
_ F
2
- C R.Z ai
f AE
= C3 exp 1R(r560)
H /R 
rgH r ai
d+(100) /K orCrcd ~or rc
or
R(Tr +460)rg
c. Control System
Reactor Temperature Controller
t
R -Rs = Kt(T -T ) + K (T -T adtrc rc p ra ra I ra r
0
Oxygen Controller
Rs. K0(Ofg Os )+a a p fg fg
t
K 0
oI 0
(Of g-Ofg) dt
where superscript s represents steady-state (or equilibrium) value.
where
.4
(1.17).
Ofg
Kod
Kor
}
(1.18)
(1. 19)
Carbon Balance Esuation
U
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Table 1.2
Symbols for Mathematical Model No. 1
C1 Stoichiometric coefficient (2.0)
Coefficient for K (5 0 10 - 6 )
C3 Coefficient for K (57.5)3 or
C Catalytic carbon on spent catalyst (0. 9)c at
C Carbon on regenerated catalyst (0.6)rc
C Carbon (total) on spent catalyst (1.5)sc
Ctf Conversion on total feed (0. 5)
Dtf Density of total feed (7.30)
Ftf Coke formation factor of total feed (0.0)
Hra Reactor catalyst holdup (60)ra
Hr Regenerator catalyst holdup (200)rg
K Velocity constant for catalytic carbon
formation
k Constant for Kcc cc
K Velocity constant for catalytic crackingcr
k Constant for Kcr cr
kcc
lb. oxygen/lb. coke
(M lb. oxygen/hr.,
psia, ton cazt.)(hr./M lb. 
M lb. Oxygen/hr.,
psia, ton coke
wt. 
wt. %10
wt. %
vol. fract.
lb. /gal.
(M lb. carbon/hr.)/(M bbl. /day)
ton
ton
was calculated from Eq. 1. 12 at the assumed steady-state con-cr dition.
was calculated by setting derivatives in Eqs. 1. 10 and 1. 15
equal to zero, and solving simultaneously with Eqs. 1.13 and
1. 17 at the assumed steady-state condition.
k
-15-
Table 1.2
Symbols for Mathematical Model
KIo Integral gain for oxygen controller (-10)
Kt Integral gain for temperature controller
(-0. 1)
Kod Oxygen diffusion coefficient
K Oxygen reaction coefficientor
K° Proportional gain for oxygen controller
P (-40)
Kt Proportional gain for temperature
controller (-0.2)
M 1, 000
Ofg Oxygen in flue gas (0.2)
P Reactor pressure (40)ra
P Re generator pressure (25)
rg
R Gas law constant (2)
R ai Air rate (400)
Rcb Coke burning rate
R Carbon (total) forming rate
R Gas -oil cracking rateoc
R Catalyst circulation rate (40)rc
Rtf Total feed rate (100)
S Specific heat of air (0.27)
a
S Specific heat of catalyst (0.25)
c
No. 1 (Contd.)
(M lb. air/hr.)/
mol %ooxygen, hr.
(ton cat. /min.)/
OF, hr.
M lb. oxygen/ton
cat., psia, hr.
M lb. oxygen/ton
cat., psia, hr.
(M lb. air/hr.)/
mol 1o oxygen
(ton cat./min)/ ° F
mol %
psia
psia
Btu. /lb. mole, OF
M lb./hr.
M lb./hr.
M lb./hr.
M lb./hr.
ton/min.
M bbl./day
Btu. /lb., OF
Btu. /lb., F
I-16-
Table 1.2
Symbols for Mathematical Model No. 1 (Contd.)
Sf Specific heat of feed (0. 75)
Tai Air inlet temperature (250)
Tfp Feed preheater temperature (700)
T Reactor temperature (930)ra
T Regenerator temperature (1, 160)
rg
t Time
AE Activation energy (intrinsic) of catalytic
carbon formation (18, 000)
AE Activation energy (intrinsic) of catalyticcr
cracking (27, 000)
AE Activation energy of oxygen reaction
(63, 000)
AH Heat of cracking (200)cr
AHfv Heat of feed vaporization (75)
AH Heat of regeneration (13, 000)rg
Btu./lb., OF
OF
OF
OF
OF
hr.
Btu. /lb. mole
Btu./lb. mole
Btu./lb. mole
Btu. /lb.
Btu. /1 b.
Btu. /lb.
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carbon. For the catalytic carbon, Voorhies74 found that a velocity
constant for catalytic carbon (K ) is approximately inversely pro-
portional to the catalytic carbon content on catalyst (Ccat) because of
its temporal catalyst deactivation, and it is shown in Eq. 1. 13 where
a modification is made for the effect of residual carbon (C rc), which
is left unburned in the regenerator, and the effect of which is assumed
to be somewhat different from that of Ccat
Equation 1. 12 was also derived by using the same assumptions
as in Eq. 1. 13, except that the relation between a conversion on total
feed (Ctf) and a velocity constant for catalytic cracking (K ) was
assumed to follow the relation, shown in Eq. 1. 12, which was de-
10
rived by Blanding. Effects of C in Eqs. 1. 12 and 1.13 arerc
known as an effect on product selectivity and were determined from
the data reported by Oden, ec al. 5 Equation 1.14 is a catalytic carbon
balance equation; accumulation equals catalytic carbon forming rate
minus output due to catalyst circulation.
Equation 1. 15 is a regenerator carbon balance equation; accumu-
lation is equal to the difference due to catalyst circulation minus
carbon burning rate. Equation 1. 16 is a regenerator heat balance
equation; accumulation is equal to the heat of regeneration minus the
difference between input and output due to catalyst circulation and air
stream carry-over. In order to derive Eq. 1. 17, a semiempirical
approach based upon data from the literature was used again. By
hypothesizing that the carbon burning reaction is controlled by a dif-
fusion mechanism from a bubble phase to an emulsion phase of the
fluidized bed and that the reaction rate is proportional to carbon con-
tent and oxygen partial pressure, Pansing5 6 derived the relation
shown in Eq. 1. 17.
Thus far all equations necessary for dynamic simulation have been
described. In Fig. 1.2 a typical control scheme, where reactor
temperature is controlled by catalyst rate and oxygen level is con-
trolled by air rate, is shown by broken lines. Since this scheme is
- 18-
25 57frequently found in the literature, ' it will be referred to as the
"conventional control scheme" and is shown in Fig. 1.3. Controller
functions for this scheme are assumed to be "proportional plus inte-
gral" and their equations are given by Eqs. 1.18 and 1.19 in Table 1.1.
The dynamic behavior of this catalytic cracker with the conventional
control scheme was illustrated by simulating the process and control
system on a digital computer (IBM 7094) with DYNAMO (a dynamic
59simulation-purpose computer program). DYNAMO obtains a
solution to the differential equations by using Euler's method. Steady-
state operating conditions were chosen that satisfy all equations in
Table 1.1 with time derivatives set equal to zero. These values are
shown inside the parentheses of Table 1.2. The values of k and
kcr were adjusted to satisfy the assumed steady-state operating con-
dition.
A dynamic simulation of this conventional control scheme, where
the initial carbon level is slightly higher than the steady-state level,
is shown in Fig. 1.4. The performance with the best controller
parameter tunings (selected by trial-and-error adjustment), which
are also listed in Table 1. 2, is shown by solid lines. The performances
for different tunings are also shown by broken lines. For reduced con-
troller gains, as shown by symbols a and c, the response of the
control system becomes more sluggish, while for increased con-
troller gains, as shown by symbols b and d, the response of the
control system becomes more oscillatory or unstable. Figure 1.5
shows the case where the carbon production is suddenly increased by
a certain mechanism, which is due to feed composition variation; in
the computer model, Ftf in Eq. 1. 13 is suddenly raised. This dy-
namic behavior is explained by the following step-by-step analysis:
1. The increased carbon production results in an
increased carbon content.
2. The increased carbon content tends to increase
the conversion of oxygen. Then, because of the
decreased oxygen level, the oxygen controller
raises the air rate.
-1 9-
REACTOR TEMPERATURE OXYGEN CONTROLLER
Fig. 1.3 Idealized Conventional Closed Loop Control Scheme of FCC
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Fig. 1.5 Performances of Conventional Control Scheme (No. 2)
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3. The increased air rate, together with the in-
creased carbon level, results in higher re-
generator and reactor temperatures.
4. Because of the increased reactor temperature,
the temperature controller reduces the
catalyst rate, and hence accelerates the re-
generator temperature increase.
5. The increased air rate, together with the high
regenerator temperature, tends to decrease
the carbon level which, in turn, tends to in-
crease the oxygen level.
6. The increased oxygen level reduces the air
rate and so on.
The disadvantages of this conventional control scheme are sum-
marized as follows:
1. This control scheme can not eliminate the
relatively large variation in the regenerator
temperature and the oxygen level. These
phenomena are extremely undesirable vhen
the regenerator is operated at an allowable
maximum temperature.
2. This control scheme has a relatively small
damping ratio or small degree of stability
and the tunings of controllers are not trivial
but require great care.
3. The period of oscillation is relatively long;
in other words, the control system is very
sluggish, and a quick recovery from an upset
condition can not be achieved.
Thus far the general background and conventional means of con-
trot of catalytic crackers has been described. Next, the results of the
optimal control study will be discussed.
Results of the Optimal Control Study
An outline of the optimal control study for this hypothetical fluid
catalytic cracking unit is shown diagrammatically in Fig. 1. 6. First,
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the mathematical Model No. is reduced to a simpler one, because
the computations for dynamic optimization are more time consuming
than those for dynamic simulation, and this simplified model is de-
noted Model No. 2. Figure 1. 6a shows an open-loop optimal control
scheme where optimal air rate and catalyst rate will be determined as
two functions of time for a given initial condition and for a given ob-
jective function. Because of the essential disadvantages of this open-
loop structure, which were discussed before, it is desirable to con-
vert this open-loop structure into a closed-loop structure, as shown
in Fig. 1.6b. Optimal feedback control laws can be estimated from
a set of solutions for dynamic optimization with several initial con-
ditions. Finally, an alternative control scheme will be designed, as
shown in Fig. 1. 6c, by simplifying the resulting optimal feedback
control laws. The performance of this control scheme will be tested
by using the original mathematical Model No. 1 with disturbances.
Equations used for dynamic optimization are listed in Table 1.3.
They are dimensional equations and their symbols are listed in
Table 1. 4. Equation 1.20 is an objective function to be maximized, the
integrand of which is an instantaneous gross profit rate minus two
penalty functions for regenerator temperature and oxygen in flue gas
which are restricted for reasons of safety. Equation 1.21 is an in-
stantaneous gross profit rate and its derivation will be described.
Gas oil is fed to the reactor, where it is partially cracked to form
gasoline, gas, and coke with an unconverted part remaining as cycle
oil,
Gas oil -- Gasoline + Gas + Coke + Cycle oil
Converted Unc onve rte d
By defining a product value as the sum of the flow rates of all of the
product streams multiplied by their respective unit values, with the
corresponding value of the plant feed subtracted from the sum,
Eq. 1.21 is derived. The derivation of gasoline yield (Y t) as a
gye
-25-
Table 1.3
Equations for Dynamic Optimization
Objective Function
tl
J -J L dt where L = Pig-Pel-Pe
0
Instantaneous Gross Profit Rate
P. (24)~ {42)DtfY Pig (24) 2 Dfgs gs
where Yt
Yt
co
Yt
ck
Yt
gs
+ yt
g gI
F II
" g(1 -tf (l-Ctf1-Ig
&a~~~)
+ Yt p - Pt (1.21)
= gasoline yield
1 - Ctf = cycle oil yield
(.571)Rcf/RtfDtf = coke yield
1- YDgQ /Dtf - Y Dco/Dtf -Yck = gas yield91 cocok 
where superscript t represents a total feed base.
Penalty Function for Regenerator Temperature
e 1g) 1 rg ( max
where G1 is a positive constant and m 11~~~~~~~~~~~~~~~~~
if T >(T )
rg rg max
if T < (T )ax
rg-is an integer.
is an integer.
Penalty Function for Oxygen in Flue Gas
m 2
O2{0f -(Ofg)max)
0
if g > fg max
if fg< O fg ) max (1. 23)
where G2 is a positive constant and m2 is an integer.22
(1. 20)
(1. 22)
Pe2 (°f
IF--
Is,
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Table 1. 3
Equations for Dynamic Optimization (Contd.)
State Equations
f2 (TrgI2 rg'
=f4(T c'4 rg rc
C R R c )rc' ai rc
R ai R )a' rc
Hamiltonian Function
H( Trg
where
Crc' PZ' P4' R i Rrc)
L= . -P. -Plg ei e2
Costate Equations
P2 - H/ax 2 where
P4 = -aH/ax 4 where
Steepest Ascent of the Hamiltonian
L + P2f2 + 4f4
= L(T C Ri, R )rg rc a rc
x 2 Trg
x = C4 rc
U, Ul + e aH/au 1
u2 -u 2 + e 2 aH/au 2
where u = Rai
where u2 = Rrc
Modifications for Relaxation Parameters
e. - Ze.
1 I
1
4 ei
if new old
if J < 
new old
dT /dtrg
d Crc /dtrc
(1.24)
(1.25)
(1 .26)
(1 .27)
(1 . 2 8)
(1 . 29)
(1.3 0)
i=l, 2 (1.31)
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Table 1.4
Symbols for Dynamic Optimization
Density of cycle oil (7. 38)
Density of gasoline (6.40)
Gasoline yield factor (1.0)
lb. /gal.
lb. /gal.
lb. gasoline/lb.
cracked
Igl
G1
(0)ml1( f g) max
Pco
Pel
Pe2
P
Pgs
P.lg
Ptf
( Trg max
Yt
ck
Yt
co
Yt
g0
Ytgs
Gasoline recracking intensity (0.9)
Constant (5 x 10- 4 )
Constant (1.0)
Integer (2)
Integer (1)
Allowable maximum oxygen in
flue gas (0.2)
Price of cycle oil (3.42)
Penalty function for regenerator tem-
per ature
Penalty function for oxygen in flue gas
Price of gasoline (4.59)
Price of gas (0.0112)
Instantaneous gross profit rate
Price of total feed (3. 15)
Allowable maximum regenerator
temperature (1, 160)
Coke yield on total feed
Cycle oil yield on total feed
Gasoline yield on total feed
Gas yield on total feed
mol %
$/bbl.
M$/hr.
M$/hr.
$/bbl.
$/lb.
M$/hr.
$/bbl.
OF
wt. fract.
vol. fract.
vol. fract.
wt. fract.
Dco
D 
Fgp
a- 28 -
function of conversion on total feed (Ctf) is as follows. Gasoline,
cracked from gas oil, is still subjected to a further cracking (so called
recracking) into gas and coke. By assuming that the ratio of cracking
rate of gasoline divided by gasoline partial pressure and cracking
rate of gas oil divided by gas oil partial pressure is constant and de-
noted by "gasoline recracking intensity" (Igf), and that the yield of
gasoline in an elemental gas oil cracking is constant and denoted by
"gasoline yield factor" (F ), an integration of this relation for the
total bed (plug flow equivalent) results in a gasoline yield as a function
of conversion.
Equation 1.22 is a penalty function for regenerator temperature;
if T exceeds an allowable maximum limit (T ) , then thisrg rg max
function penalizes the objective function in order to avoid such a
situation. Equation 1. 23 is a penalty function for oxygen in flue gas
which avoids an excessively high oxygen content. This concludes the
description fthe objective function for dynamic optimization.
The mathematical Model No. 1 was reduced to a simpler one
(Model No. 2) as follows. If the reactor catalyst holdup is considerably
smaller than the regenerator catalyst holdup, then the reactor equations
may be simplified by setting the unsteady parts of Eqs. 1.10, 1. 11, and
1.14 to zero and letting the total dynamics be governed by Eqs. 1. 15
and 1.16 in Table 1. 1. Thus, solving Csc' Tra and C from simul-sc' 'a cat
taneous algebraic equations, Eqs. 1.10, 1. 11 and 1. 14, and intro-
ducing them into Eqs. 1.15 and 1. 16, state equations for T and C
rg rc
are obtained as Eqs. 1.24 and 1.25 in Table 1.3. Equation 1.26 is the
Hamiltonian function derived from Eq. 1. 7. Equations 1.27 and 1. 28
are costate equations derived from Eq. 1. 6. Equations 1.29 and 1. 30
are procedures followed by the method of steepest ascent of the
Hamiltonian. Equation 1.31 is an iterative modification for relaxation
parameters adopted by Kurihara.39
A dynamic optimization of Model No. 2, where the initial carbon
level is slightly higher than the optimal steady-state level, is shown
-29-
in Figs. 1.7, 1.8 and 1.9. In Fig. 1.7 solutions for the zero and
second iterations are plotted with broken lines, and a solution for the
eighth iteration is plotted with solid lines, while, chain lines show
optimal steady-state levels. For the zeroth iteration, R . and Ral rc
are set to optimal steady state values, resulting in a very slow re-
covery of Crc to an optimal steady state. As iterations proceed,
R and R are changed so that the objective function is maximized,al rc
with the result that C recovers quickly, without an excessive Trc rg
rise. As shown in the figure, the process approximately reaches the
optimal steady-state condition at t = 1 (hr.) and starts to deviate at
t = 1.5 (hr.). The latter phenomenon is essentially the end effect of
dynamic optimization where the final time t is arbitrarily trun-
cated at a certain finite time (2 hrs. for this example), for purposes
of computation, and should be neglected if the solution is understood
Lo be an approximate solution of dynamic optimization with an infinite
(or sufficiently large) final time.
In Fig. 1.8 supplemental data for the costate variables and
gradients of the Hamiltonian function with respect to the control
variables u(=R i) and u2 (=Rrc) are shown. As iteration proceeds,
gradients converge to zeros for 0 < t < 2, indicating that the ob-
jective function is almost maximized. Gross profit, which is an
integration of the instantaneous gross profit rate for 0 < t < 2, and
relaxation parameters are also plotted against the iteration number.
At each iteration, the relaxation parameters were modified, so that
maximization is attained quickly. In Fig. 1.9, the solutions finally
obtained are plotted together with the corresponding T and O
ra fg.If one compares these solutions with the results of dynamic simu-
lation of the conventional control scheme, as shown in Fig. 1.4,
(considering the difference in time scale), then one can see that dy-
namic optimization results in considerably improved performance,
since Crc re~aches the optimal steady-state condition very quickly
without causing any excessively high T
rg
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Fig. 1.7 Iterative Solutions (0,2 and 8-th) for Initial Condition No. 1
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This optimal'control solution with initial condition No. 1 can be
plotted in the phase plane, Of vs. T and C vs. T , as shownfg rg rc rg
in Fig. 1.10 by trajectories denoted by circles with the numeral 1
inside. Point S in the figure represents the optimal steady state.
Dynamic optimizations with different initial conditions were solved in
the same way and the solutions are plotted in Fig. 1. 10 by trajectories
denoted by circles with the numerals 2, 4, 5, 6, and 7 inside. Starting
from several initial conditions, the trajectories move to an optimal
steady state in an optimal manner (maximizing the objective function).
A trajectory starting from any initial condition never crosses a
trajectory starting from any other initial condition. In other words,
an optimal trajectory is unique and depends only on the initial condition.
This fact is known as the principle of optimality, as discussed before.
Now on this phase plane, it is possible to plot an optimal solution
for R as a function of f0 and T . For example, from Fig. 1. 9
this functional relation at t = 0. 1 is R . - 396 at T 1, 165 andal rg 
O 0. 14. Thus, one data point (shown by a square) can be plotted
fg7
in Fig. 1. 11. By plotting similar values at other times, one can
obtain a sufficiently clear picture of R . as a function of T andal rg
Of, as shown by contour lines in the figure. In a plot of T vs.
Of, a mountain is apparently located in the southwest, and a sea in
fg'
the northeast. A plot of T vs. C is also shown for the purposerg rc
of reference. A similar functional relation for the R is shown inrc
Fig. 1.12. For a plot of T vs. , a mountain is apparently
rg fg'
located in the northeast and a sea in the southwest. These functional
relations between control variables and state variables are called
optimal feedback (or closed-loop) control laws.
Now we can design an alternative control scheme for this fluid
catalytic cracker. We know the optimal feedback control laws, at
least approximately. All that we have to do is to utilize the result of
this optimal control study. First, we linearize the optimal control
laws around the optimal steady state. This is done directly by
aw
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measuring slopes around an optimal steady-state point of Figs. 1. 11
and 1. 12, to give
Ra Rs. -1.0(T -TS 100(0 -OS )1.
ai ai rg rg fgfg (1.32)
R Rs =0. 5(Tr ) + 50(0 - OS (1.33)
rc rc rg rg fg fg
where a superscript s represents optimal steady state. Secondly,
we investigate the contribution of each term in Eqs. 1. 10 and 1. 11
to the overall performance of the optimal system by comparing the
performances with and without each term. By neglecting the second
term on the right side of Eq. 1.32 and the first term on the right
side of Eq. 1.33, the control scheme was developed. This is re-
ferred to as the "alternative control scheme, shown in Fig. 1. 13.
A dynamic simulation (with Model No. 1) of this alternative con-
trol scheme, where the initial carbon level is slightly higher than
the steady-state level, is shown in Fig. 1. 14. If this performance is
compared with that of the conventional control scheme shown in
Fig. 1.4, considering the difference in time scale, then one can see
that the alternative control scheme results in a considerably better
performance, since C reaches an optimal steady-state conditionrc
very quickly without causing any excessively high T . If this is
compared with the optimal control solution shown in Fig. 1. 9, then
it can be seen that they are very similar.
Figure 1.15 shows the case where the carbon production is
suddenly increased by a certain mechanism, which is due to feed
composition variation. The resulting dynamic behavior will be ex-
plained by the following step-by-step analysis.
1. The increased carbon production causes the
carbon level to increase.
2. The increased carbon level causes the re-
generator temperature to increase and simul-
taneously decreases the oxygen level.
-38-
REGENERATOR TEMPERATURE OXYGEN CONTROLLER
Fig. 1.13 Alternative Closed Loop Control Scheme of FCC
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3. The decreased oxygen level causes the catalyst
rate to decrease by action of the oxygen con-
troller, and simultaneously the increased re-
generator temperature decreases the air rate
by action of the temperature controller.
4. The decreased catalyst rate compensates for
the increased carbon production.
As shown in the figure, this scheme is practically insensitive to
this disturbance in carbon production. If this is compared with
Fig. 1.5, the superiority of this scheme over the conventional one
will be reconfirmed.
Conclusions
1. A new approach to the design of a control system for nonlinear
multivariable processes was developed in the course of this work.
The method was demonstrated for the design of a control system for
a hypothetical fluid catalytic cracking unit and resulted in an entirely
different control scheme from the one that is typically used in re-
finery operation. The performance of the new control scheme was
demonstrated by dynamic simulation to be significantly better than
the conventional system.
2. The new design approach was found to have significant ad-
vantages over conventional trial-and-error methods, because it is
systematic, and because it provides information to evaluate the de-
sirability of each design step, since the ultimate performance of the
system is known from the optimal control theory. With the con-
ventional trial-and-error method it is not possible to evaluate the
desirability of each trial efficiently since the ultimate performance is
unknown.
3. The method of steepest ascent of the Hamiltonian, with the utili-
zation of penalty functions, was demonstrated to be satisfactory as
a computing algorithm for the dynamic optimization of the fluid cata-
lytic cracking unit considered in this study. This method is therefore
-42-
recommended for dynamic optimization studies of similar highly non-
linear and multivariable processes.
Supplementary Studies
In the course of the study, the following supplementary studies
were also conducted.
i. Signal flow graphs for the conventional control
scheme and the alternative control scheme of
fluid catalytic cracking processes were de-
veloped, and the dynamic behavior of each of
these, control schemes was analyzed from an
information feedback point of view. These
analyses gave insight into reasons why the
alternative control scheme was significantly
better than the conventional one.
2. Several control schemes different from the
conventional control scheme were also simu-
lated and compared with an analog computer
simulation studied by others. 3 On the basis
of this comparison it was concluded that al-
though there are various kinds of fluid cata-
lytic cracking processes, the characteristics
of their dynamic behavior are quite similar.
3. An analysis was made of the optimal steady-
state operating conditions for fluid catalytic
cracking processes in order to gain insight
into optimal operation.
CHAPTER II
INTRODUCT ION
2.1 PROBLEM BACKGROUND
The objective of this section is to provide basic information about
the idea of work. First, basic problems in chemical process control
will be discussed in order to realize the essential difficulties. Secondly,
the idea of profit optimal control will be introduced in order to unify
two essential considerations, namely dynamics and economics. Thirdly,
a typical fluid catalytic cracker (FCC), which, was used throughout the
study, will be described. Fourthly, incentives for improved FCC con-
trol systems, together with their essential difficulties, will be dis-
cussed.
Basic Problems in Chemical Process Control
Some aspects of the basic difficulties in the study of process con-
trol are summarized as follows:
1. Chemical processes are frequently found to be
multivariable (or multi-input and multi-output)
systems. Although the theory (i.e., optimal
tuning) of so-called "PID controller" has been
developed successfully for aivariable system,
strictly speaking there does not exist any com-
pletely satisfactory method for the design of
multivariable control systems. Together with
the problem of selection of a control structure,
this multivariable characteristic of chemical
processes creates one of the most essential
difficulties in the control problem.
2. Chemical processes are frequently found to be
nonlinear. This fact gives us two vexing
problems. One is that any control theory,
based on the linear theory, is restricted to the
range where the assumption of linearization is
valid. The other is that it is impossible,
strictly speaking, to generalize the results ob-
tained for a particular condition of a nonlinear
system to any other conditions.
-43-
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3. Chemical processes are frequently found where
their final goal is not only the regulation of
process variables but also the realization of
maximum profitability. Therefore, for a
certain disturbance, the role of a control system
should not necessarily be to compensate or
suppress this disturbance, but to obtain an extra
profit from it.
Because of items 1 and 2, plant engineers tend to develop their
own "art of engineering" by essentially "trial and error" techniques.
Item 3 points out another direction of art, namely "optimizing (com-
puter) control." Although the recent developments in the area of
optimal control and nonlinear stability theory are remarkable, the
status of their application to process control is still limited to highly
simplified situations which have very limited use.
The objective of this work is, in short, to investigate the appli-
cability of optimal control theory to the problem of control system
design for a typical example of a multivariable, nonlinear chemical
process. A hypothetical fluid catalytic cracking unit was selected as
the process to be studied because, in addition to providing a chal-
lenging control problem, it is also of great economic significance in
a modern petroleum refinery.
The Basic Idea of Profit Optimal Control
The basic idea of optimal control assumes that control improve-
ment can be realized by optimizing a certain criterion. An ultimate
criterion will be a profit as far as the control of industrial process is
concerned. In fact, the conventional regulating control philosophy is
based on the assumption that either the optimum operating conditions
do not change much or the effect on profit resulting from the change
of the optimum is small. Here, the ultimate criterion was replaced
by a subcriterion (e.g., minimum deviation) for simplicity.
To achieve a desired operation, there are two considerations--
dynamics (e.g., accuracy and stability) and economics. Conventional
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feedback control engineering deals mainly with problems of system
accuracy and stability, but it bears little or no direct relationship with
the economy of overall process operation, except that it is considered
to be necessary for the operation of the process. On the other hand,
static optimization is concerned mainly with economics. In the last
decade, in fact, the importance of a steady-state optimization of
chemical processes has been increasing as the technology of computer
control improves. A steady-state optimization gives a set of operating
conditions of a hypothetical optimal steady state, but it does not say
how this optimal steady-state can be reached without serious runa-
ways nor how to keep this optimal steady-state satisfactory. The
implications of its extension to the dynamic situation, when the re-
sults of optimization are to be used to affect the control of the process
on a dynamic basis, have not been fully investigated. The profit
optimal control is concerned with both dynamics and economics. In
this sense the profit optimal control is a unified approach to achieve
a desired operation.
Of course, the profit optimal control study does not always
provide a means of control improvement that can be directly imple-
mented, but at least the study can provide a basis for evaluating the
desirability of any imaginative control strategy.
De scription of Fluid Catalytic Crackers
Although there are various types of FCC (fluid catalytic cracker),
Fig. 1.1 shows one of the most common ones. The catalyst circuit
is the reactor, stripper, spent catalyst slide valve, air riser, re-
generator, standpipe, regenerated catalyst slide valve, and oil riser
leading back into the reactor, with the catalyst flowing in the same
order.
Fresh feed and recycle feed are vaporized on contacting re-
generated catalyst at the base of the oil riser and lift the catalyst into
the reactor where disengagement is accomplished both by gravity and
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with cyclones. The reaction commences at the moment of contact,
and is completed in the reactor.
Catalyst from the reactor is stripped countercurrently with
steam to remove entrained oil vapors. Air moves the spent catalyst
to the dense bed in the regenerator and removes the carbonaceous de-
posit from the catalyst as H20, CO, and COZ .
Reactor products flow into the base of the fractionator (which is
not shown in Fig. 1.1), where the products are fractionated into
various streams. "Gasoline and lighter" is taken from overhead and
is pumped into a gas -concentration unit where it is further separated,
normally into three streams: a stabilized (partially debutanized)
gasoline, a C3 and C4 fraction, and a gas composed principally
of 'C 2 and lighter."
Two side cut streams are produced from the fractionator, a
light cycle oil which, in fact, is infrequently used as a recycle
stream, and a heavy cycle oil. This latter is the principal component
of the material recycled to the reactor. It is returned to the reactor
section at any desired rate up to that at which there is no net yield.
Open-Loop Control Systems of FCC
For illustration purposes, a typical open-loop control scheme
of FCC is shown in Fig. 2.1. The operator has at his disposal four
primary manipulated variables: blower adjustment (R i), feed pre-ai
heat temperature (Tfp), reactor catalyst level or holdup (Hra), and
regenerated catalyst slide valve position (Rrc)
Although certain targets such as reactor temperature, fresh
feed, and recycle feed rate are set for the operator to hold, his most
vexing problem is maintaining carbon balance. The regenerator must
burn neither more nor less carbon than is produced in the reactor.
The operator has indirect indications of whether the carbon level is
rising, steady, or falling but no on-line measurement. He must
usually be satisfied to operate at the lower end of a range of carbon
-47 -
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levels between a "snowballing" carbon buildup, which means poor
selectivity for cracking on the high side and excessive afterburning
above the regenerator dense bed on the low side.
Incentives for Improved FCC Control Systems
Until the late 1950's, fluid catalytic crackers were relatively
easy to operate. Good cracking stocks, low cracking severity, non-
extinction operation, 1-2% oxygen in the regenerator flue gas, and the
use of regenerator lean phase spray water provided a high degree of
self-regulation within the unit and gave the operators many "handles"
to adjust when nece s sary. 32
But as refineries have become more complex and greater ef-
ficiency has been required, one after another of these areas of
operating freedom and inefficiency has been compressed. The variety
of sources and types of cracking stocks has increased and the quality
has deteriorated significantly. Conversion has been increased
markedly, and heavy gas -oil production can no longer be tolerated
with minimal heavy fuel production.32
Removal of the catalyst-deactivating influence of regenerator
spray water (the use of spray water is undesirable because of potential
damage to the catalyst by sintering or breakage due to thermal shock57)
and higher severities have raised regenerator temperatures by about
1000 to 1500 F, to well above 12000 F. At these temperatures, after-
burning of CO to CO2 will readily occur if there is any significant
amount of oxygen in the flue gas, with rapid and excessive temperature
rises. For this reason the utilization of oxygen in the catalyst re-
generation must be as complete as possible. 32
All of these moves influence the carbon content of the circulating
fluidized catalyst and the heat balance of the unit, creating a potenti-
ally unstable operation which can readily snowball into an upset con-
dition. 32
:__.1, -s:.n--:l-"'_""*,lrmrsrcr;sPxi·urr
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It is commonly observed that although cracking units may be
designed for operation at equipment limits, operators tend to leave
a comfortable margin and fail to operate the unit at the limits; in
part this reflects their uncertainty about the process dynamics and
the present control systems. 62
The major role played by catalytic cracking and its larger con-
tributions to overall refinery profitability, coupled with the necessity
for keeping operations carefully controlled at close to critical con-
ditions, has made catalytic cracking units prime candidates for any
method of improved control. On-line computer control of the
process offers the promise of more efficient operation of the unit and
maximizing of product values, not only for the unit itself but also for
the integration of the unit into the overall refinery situation. 69
2.2 PREVIOUS INVESTIGATIONS
The objective of this section is to summarize the previous works
which are related to the study. First, several industrial efforts,
directed to the improved control of FCC, will be discussed. Secondly,
a short review of optimal control theory is introduced, and its open-
loop and close-loop structure will be discussed from the point of
view of control systems design. Thirdly, the profit optimal control
problem of continuous flow process will be discussed in order to
understand its significance and limitations.
Previous Control Studies of FCC
Because of the major role played by catalytic cracking and its
larger contributions to overall refinery profitability, coupled with the
necessity for keeping operations carefully controlled at close to
critical conditions, numerous control studies have been attempted
In fact, in the petroleum refining industry, the efficiency of the
catalytic cracking unit contributes significantly to the refinery's
competing capability.
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for fluid catalytic crackers 5 ' 37 57 and for a moving-bed cata-
lytic cracker. 75 Kane, et al.37 and Gandsey25 reported that their
optimizing computer control systems improved their cat crackers
significantly provided that computers and operators work together.
This fact is very instructive. Since their optimizing systems con-
cern only static optimizations, dynamic aspects of the control systems
still require the operators' skill.
Pohlenz57 describes a control scheme in which the reactor
temperature is controlled by the catalyst rate and the oxygen level is
controlled by the air rate. We are calling this the "conventional
control scheme," since this scheme is frequently found in the liter-
ature. Although Pohlenz did not report any critical evaluation of his
scheme, it is apparently satisfactory for certain limited situations.
This scheme is analyzed in Chapter IV.
Hicks, et al. 32 reported on their analog computer simulation
study of several control schemes:
1. the reactor and the flue gas temperature con-
trol scheme where the reactor temperature is
controlled by the catalyst rate and where the
flue gas temperature is controlled by the air
rate, and
2. an alternative oxygen control scheme, where
the oxygen level is controlled by the catalyst
rate.
Although these schemes are apparently satisfactory for certain
limited situations, they are essentially "incomplete" in the sense that
they do not have any information feedback with respect to the oxygen
level for scheme (1) and with respect to the reactor or the regenerator
temperatures for scheme (2). However, their data as analog com-
puter solutions serve as a basis to support the ideas that
1. although there are various kinds of FCC, the
dynamic behavior of their controlled systems
have, to a great extent, common character-
istics which might be called the "dynamic
similarities of FCC control systems, " and
therefore
~~a~~rra~~rsrrpv~~~~---- ~
rc-5
-51-
2. the results obtained for an FCC can be generalized,
to a certain extent, for most of the FCC.
These dynamic similarities are described in Appendix D and
these incomplete control schemes are analyzed in Appendix E. These
simulations are primary sources to support the validity of the dy-
namic mathematical models which will be described in Chapter III.
Background of Optimal Control Theory
During the past five years, an intense amount of research has
been carried out in the area of optimal control. 6 36, 58 The two main
theoretical approaches to the optimal control problem have been (1)
Bellman's dynamic programming method which is based on the princi-
ple of optimality, and (2) Pontryagin's maximum principle which can
be viewed as an extension and application of the classical calculus of
variations to the optimal control problem.
The dynamic programming method was originally developed for
discrete-time problems and later on it was applied to continuous-
time problems: in the latter form it is often referred to as the
Hamilton-Jacobi-Bellman theory. 6 Its major disadvantage lies at
the large computer memory requirements (the "curse of dimension-
ality").
The maximum principle was originally developed for continuous-
time problems and, recently, has been extended to discrete-time
problems. Its major disadvantage is that it provides, in general,
only local necessary conditions for optimality. Its computational re-
quirements. although nontrivial, are not as severe as those associated
with dynamic programming.
The optimal control theory supposes that a plant can be described
by a set of ordinary differential equations
= f(x, u) (2.1)
where x represents a vector of state variables and u represents a
vector of control variables. An objective functional of operating the
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plant from time t=O to t=tl, is given by
t
J(u) L(x, u)dt (2.2)
0
where L may be an arbitrary function. Optimal control theory asks
how u should be chosen as a function of t, 0<t<tl, in order to make
the objective functional J a maximum (or a minimum).
Once the problem has been suitably posed, the optimal control
can be derived by mathematical techniques. If an explicit result is
needed, however, the computations are severe. The most work in
optimal control theory has been directed towards obtaining an explicit
solution or an open-loop structure of the optimal system.
In some cases it is possible to obtain the structure of the opti-
mal control system without explicitly solving the equations for the
optimal control u. For example if the plant is operated continu-
ously for a sufficiently long period between shut downs, then t1 in
Eq. 2.2 is so large that, in effect, the optimal control u is inde-
pendent of t. In other words, u(t) for 0 < t < tl, in effect, depends
only on the initial condition x(0). This situation can be further simpli-
fied by utilizing the principle of optimality (see Appendix H). Thus,
in general, if t is an infinity, there exists a certain optimal
functional relation between u(t) and x(t) at any instance t, as
follows:
u = h(x) (2. 3)
This relation, if it exists, is called a closed-loop structure of the
optimal control system, and may be considered as an implicit
solution (or optimal control law).
This closed-loop structure has the following essential ad-
vantages over the open-loop structure:
A -
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1. A closed-loop structure does not require ex-
tensive on-line computations in order to imple-
ment in a real time operation, since, according
to Eqs. 2.1 and 2.3, the plant should obey the
differential equations:
x = fx, h(x) } (2.4)
and the resulting behavior corresponds to opti-
mal operation, while an open-loop structure re-
quires an optimizing computation for an oper-
ation, with a different initial condition.
2. It is generally expected that the effect on real
plant performance of disturbances and errors
in the mathematical model will be less when a
closed-loop structure is implemented than
when an open-loop structure is implemented.
One of the most powerful control system design techniques that
has been developed deals with the design of the optimal feedback
system for a linear, time-invarying plant with respect to a quadratic
performance index. The pioneering work in the area was done by
36Kalman and resulted in the relation of Eq. 2.3. Details are in-
cluded in Appendix H for the purpose of reference.
Now, as a result of this investigation, a new approach to con-
trol system design is proposed which is based on the above closed-
loop structure of the optimal system. However, it should be empha-
sized that with this new approach the optimal control system will
not be implemented directly, but instead an alternative closed-loop
control system will be implemented, which approximates the re-
sulting implicit solution (or optimal control law) by a simple re-
lation for practical use. If the performance of this alternative closed-
loop control is tested for various disturbances with the use of dynamic
simulation, then the evaluation of this new approach is possible.
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Profit Optimal Control of Continuous Flow Process
A profit optimal control, where the objective function is es-
sentially the profitability of process operation, has important ad-
vantages over a steady-state optimization in the following area: batch
reactors, cyclic reactors, or semi-batch reactors; start-up, shut
down, and other unsteady operations (e.g., compensation of dis-
39turbances) of flow reactors. Because of the nonlinearities in the
process itself and in the objective function, there does not exist any
analytical solution to these profit optimal control problems. Since
the optimal control problem is, in general, reduced to the "two-point
boundary value problem, " it is impossible to solve the problem di-
rectly like the "initial value problem." Therefore, a "trial and
error" method or, at best, an iterative computational algorithm is
39necessary.
Among the batch reactor, cyclic reactor, and flow reactor, the
last one is most important because most of the large scale processes
are characterized by "continuous flow process." Kipiniak3 8 initi-
ated the study of profit optimal control of continuous process by the
calculus of variation. His method is essentially a "trial and error"
method and relatively inefficient.
Kurihara39 formulated the profit optimal control problems of
continuous flow process by the maximum principle of Pontryagin, and
showed that the method of "steepest ascent of the Hamiltonian, 
which will be discussed in the next section, has a computational
superiority over other numerical iterative methods.
The advantages of the profit optimal control problem formu-
lation are as follows:
1. The process can be nonlinear
2. The objective function can be nonlinear
3. The control variables can be constrained
4. The steady-state optimal solution is auto-
matically given as a by-product.
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The limitations of the method are as follows:
1. The process is limited to the lumped parameter
systems against the distributed parameter systems.
2. The problem is limited to the deterministic problem
against the stochastic problem.
3. The method requires iteration.
Since most of the optimal control problems have these limi-
tations, the advantages of the profit on optimal control are quite signi-
ficant. This is the very reason why we use this method throughout
the study. Furthermore, one of the objectives of this study is to add
a fifth advantage to this method: (5) the state variables can be con-
strained practically by the use of appropriate penalty functions.
2.3 THE METHOD OF STEEPEST ASCENT OF THE HAMILTONIAN
The objective of this section is to describe the steepest ascent
method without involving the maximum principle in details. First,
the problem will be formulated. Secondly, the Hamiltonian function
will be introduced. Thirdly, the steepest ascent method is described
and its significance and limitations will be discussed.
Formulation of Optimal Control Problems
The profit optimal control problem is formulated in the form of
a "fixed-time, free-end problem" which will be described in Ap-
pendix G.
The problem is to determine the control u which maximize the
objective function
t1
J(u) = L(x, u)dt (2.5)
0
under the following conditions:
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1. The system equations are
= f(x, u) (2.6)
2. u is constrained by
u < u < u (2.7)mKin- - - -max
3. The initial condition is specified by
x(o) = x (2.8)
4. The end condition is free, or unspecified.
Hamiltonian Function and Costate Equations
A few definitions of terms are necessary to describe the method
of steepest ascent. The Hamiltonian function is defined by
n
H(x, , u) = L(x, u) + Z Pi fi(, u) (2. 9)
i=1
where pi's are costate variables associated with x.. The costate
L
equations are defined by
Pi = - H/aaxi (2. 0)
The end conditions for costate variables are
(tl) = o (2. 11)
If we recall the Lagrange's multiplier method to solve the optimization
problem with constrained equations, then the costate variables cor-
respond to Lagrange's multipliers. The costate equations, i.e.,
Eq. 2. 10, are just a part of necessary conditions fr optimality.
These points are described in Appendix G.
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Steepest Ascent of the Hamiltonian
The necessary conditions and optimal control laws derived from
the maximum principle are, in general, transformed into two-point
boundary value problems which are, in general, very difficult to
solve 6, 39, 58 The steepest ascent method practically eliminates
39, 60this difficulty. 3960 The method may be explained by the following
sequence of computations for one iteration:
1. Control variable, u, is estimate for all t.
2. The system equations, Eq. 2.6, and the ob-jective function, Eq. 2. 5, are integrated with
the initial condition, Eq. 2. 8.
3. The costate equations, Eq. 2. 10, are inte-
grated with the end condition, Eq. 2. 11,
backwards in time.
4. New control variables are estimated by
u = u + eaH/au (2.12)
-new -old -
provided that Eq. 2.7 is satisfied, where e is a suitable positive
relaxation parameter.
This iterative method is used until there is no further change in
the objective function, J. The value of e should be small enough so
that no instability will result, yet large enough so that the convergence
will not be too slow.
In order to speed up the convergence, the following modifications
e e if 3 >J
-e new -old new old
(2.13)
1 e if J <J4 -old Jnew old
were found effective .
ITIT17117 -_
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The main limitations of the method are as follows:
1. Although the convergence with respect to J and
x is rapid, the convergence with respect to u
is relatively slow.
2. The speed of convergence depends on the choice
of e significantly, and it is nontrivial to choose
a satisfactory one.
However, this method is one of the most practically useful
methods for dynamic optimization, 39 and it will be used throughout
the study.
2.4 STATEMENT OF OBJECTIVES
As was stated earlier, the objective of this work was to investi-
gate the applicability of optimal control theory to the problem of con-
trol system design for a hypothetical fluid catalytic cracker as a
typical example of multivariable, nonlinear processes. It is now
possible to describe the specific goals of the work:
1. The first objective was to evaluate a new approach
to control system design that was developed in the
course of this investigation and which, as de-
scribed earlier, is based essentially on a closed-
loop structure of the optimal control law. The
performance of the resulting control system is
tested for various disturbances with the use of
dynamic simulation.
2. The second objective was to test a computational
algorithm--the method of steepest ascent of the
Hamiltonian--for dynamic optimization of a highly-
nonlinear, multivariable process typified by a
fluid catalytic cracking unit. In the work, the
applicability was tested by using penalty functions(artificial measures of process performance
under certain undesirable operating conditions
which should be avoided) to obtain an approximate
solution for the problem of dynamic optimization
with the allowable ranges of state variables re-
stricted.
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3. The third objective is to analyze the dynamic be-
havior of a fluid catalytic cracker from an in-
formation feedback point of view. This is ex-
pected to provide basic information which can be
used to confirm the general conclusion, which
will be drawn in the study, from a different
aspect.
4. The fourth objective is to simulate and analyze
several different control schemes which have
appeared in the literature.32
5. The fifth objective is to analyze optimal steady-
state operating conditions for fluid catalytic
cracking processes, in order to derive several
optimal operating criteria. These criteria
are used to implement an adaptive optimizing
control scheme which keeps the criteria auto-
matically in the face of unknown disturbances.
This is described in Appendix I.

CHAPTER III
COMPUTER PROGRAMS AND PROCEDURE
3.1 DYNAMIC SIMULATOR
The objective of this section is to derive a simplified set of
dynamic mathematical models of FCC Model No. 1. First, basic
dynamic models, which are derived in Appendix C in detail, wil be
summarized. Secondly, basic kinetic models, which are derived
in Appendix A and B in detail, will be summarized. Thirdly, these
models will be further transformed into a simplified set which will
be used throughout the study. Fourthly, this simplified set of
models will be used for a comparison of the dynamic behavior of
the FCC control systems.
Basic Dynamic Models
There can be various kinds of dynamic mathematical models
of FCC from the highly sophisticated ones to the very simple ones
depending on the purpose for using them. For the objectives de-
scribed in Section 2.4, simplified dynamic models are adequate.
Simplified dynamic models can be obtained by isolating the reactor
and regenerator systems from the fractionator and the feed preheater.
Details in assumptions and derivations of models are described in
Appendix C. The principal assumptions are that a fluidized bed is
equivalent to a stirred tank with respect to catalysts, and that gas
passes through the bed in a plug-flow manner with no time lag.
Basic dynamic models consisted of reactor material balances
(catalyst, total carbon, catalytic carbon, and residual carbon), re-
actor heat balance, regenerator material balances (catalyst, carbon)
and regenerator heat balance. They are summarized, in the same
order as above, as follows
dH a/dt - (60) (R -R ) (3. 1)
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H dC /dt = (50) R f+ (60) R (C -C )ra sc cfrc rc sc
H dC /dt = (50)R H - (60)R C
ra cat cc ra sc cat
H dC /dt (60) R (C -Cra res rc rc res
S H dT /dt = (60) S R (T - T a)
-(.875)SDffff(T -Tfp) + Df Rf(T -aT }
-(.875)Hfv{DffRff + DrfRrf} - (.5) AH R
fv ffrf r rf cr oc
dHr /dt = (60)(R -Rc)
rg sc rc
H dC /dt (60)R (C -C (50)R
rg rc SC SC rc cb
S H dT /dt = (.5)AH R -(60)S R (T -Tc rg rg rg rg ra
-(.5)Sa R (T -T .)
Hra
Csc
Ccat
Cre s
Tra
Hrg
Crc
T
rg
ali rg a I
- reactor catalyst holdup
- (total) carbon on spent catalyst
- catalytic carbon
= residual carbon
= reactor temperature
regenerator catalyst holdup
= carbon on regenerated catalyst
regenerator temperature
(3 .2)
(3 .3)
(3 .4)
(3 .5)
(3 . 6)
(3 . 7)
(3 . 8)
where
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Other nomencaltures are described in Appendix C.
The above eight equations consist of a basic structure of dynamic
models.
Basic Kinetic Models
Because of the complex nature of catalytic cracking and re-
generation, any kinetic models are, at best, of empirical approxi-
mations. Details in assumptions and derivations of models are de-
scribed in Appendices A and B. The principal assumptions are that
an instantaneous reaction rate depends on the amount of catalysts, the
condition of carbon deposition, and the temperature. Assuming that
gas passes through the uniform catalyst bed in a plug-flow manner with
no time lag, an instantaneous reaction rate is integrated for the total
bed to provide an overall reaction rate.
Basic kinetic models consisted of reactor kinetics (gas oil
cracking rate, total carbon forming rate, catalytic carbon forming
rate) and regenerator kinetics. They are summarized, in the same
order as above, as follows
R = (1.7 5 )Dff Rff Cff = gas oil cracking rate (3.9)oc ffPffC 
Cff = %f(l+R)
Ctf = A/(A+ 1)
K PA = cr ra
Rtf/Hra
k AE
K cr exp { - cr
cr C Cm R(T +4 60)
cat res
m = 0.15
Rcf = R + FtfRtf = (total) carbon forming rateCf cc tff
where
(3 .10)
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R = K P H = catalytic carbon forming ratecc cc ra ra
where K - cc ex cc
cc n R(T +460)C c racat res
n 0.06
R.
Rcb - Cal (Z1-fg)/(100) = carbon burning rate (3.12)
whrewhere fg 21 exp /Kod g (100)/IKor
fg il~~odor rc
K C Rod 2 ai
E AE or orK = C expI )or 3 R(1100 + 460) R(T + 460)
These equations are dimensional and other nomenclatures are de-
scribed in Appendices A and B.
The above four equations represent the basic structure of
kinetic models.
Further Simplification of Models
It is generally observed that the reactor catalyst holdup is con-
siderably smaller than the regenerator catalyst holdup. Their ratio
is of the order of 1:4. If we recall that the effects of short-time
constants on the overall dynamics are relatively negligible and the
overall dynamic behavior of the system is controlled by a relatively
few number of elements which have relatively large time constants,
then it is expected that one can simplify the reactor dynamic models,
Eqs. 3. 1 through 3.5, without sacrificing the accuracy. However,
IjpU
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as far as the control systems which are actuated by the measurements
of reactor variables are concerned, an accurate dynamic behavior of
the variables is of critical importance. Therefore we avoid simplify-
ing Eq. 3.5 with the consideration of the reactor temperature con-
troller. For Eqs. 3.1, 3.3, and 3.4, the simplification of these
equations are of great importance, since it results in a further
simplified set of kinetic models, as follows. With the quasi-steady-
state approximation, Eqs. 3. 1, 3.3, and 3.4 result in
R R (3-. 13)rc sc
RccH (1 2)R C (1.Z)R C (3.14)Rccra sc Ccat (l rcCcat
C - C (3. 15)res rc
Eliminating R from Eqs. 3. 11 and 3.14, and solving for Ccc cat
H P k n 1/2 r E
ra ra ccccC n_ exp l- R(T +460)
cat ~~R C rarc rc
Introducing Eq. 3.16 into 3.9,
Roc = (1. 75) Dff Rff Cff (3. 17)
Cff = Ctf(l+Rr)
Ctf = A/( A 1)
{R H P 1/2
A =Alrc ra ra
mRt CCRtf rc
exp [ 900+460) RT +460)} cr
= m - n/2
= - AE /2cr cc
= constant parameter for total feed and catalyst
Introducing Eq. 3.16 into 3.10 or 3.11,
{R H P rc ra ra
Cnl
Crc
exp I 6 ra1 +E Icp LR(900+460)- R(T ra+460) cc
(3. 18)
where f nl = n/2
AE ' = E /2
A = constant parameter for total feed and catalyst
Therefore, Eqs. 3.2, 3.5, 3.7, and 3.8 consist of a simplified
set of dynamic models, and Eqs. 3.17, 3.18, and 3.12 consist of a
simplified set of kinetic models. The overall model derived here will
be referred to as mathematical Model No. 1.
Dynamic Similarities of FCC Control Systems
The basic ideas of the simulation study of an idealized hypo-
thetical FCC are that although there are various kinds of FCC, the
where
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.4
AE'cr
Al
'R = A
cf 2
-
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dynamic behavior of their controlled systems have, to a great extent,
common characteristics which might be called a "dynamic similari-
ties of FCC control systems, " and that therefore the results obtained
for an FCC can be generalized, to a certain extent, for most of the
FCC.
Although there are few published reports of dynamic behavior
of any FCC control system, fortunately Hicks, et al. 32 reported their
analog computer simulation study of an Atlantic's Orthoflow type FCC.
In spite of the differences in capacity, size, configuration, and
mechanism, between their FCC and the hypothetical FCC, the com-
parison of the dynamic behavior of the two systems can provide a
basis to support the above ideas.
These comparisons are demonstrated in Appendix D, and showed
the great possibility of supporting the above ideas, while they partially
justified the adequacy of the models and the assumptions introduced
in the study. Although the generalization of this conclusion is diffi-
cult to justify from these examples, with no additional information
available this is the best that can be done now.
3.2 DYNAMIC OPTIMIZER
The objective of this section is to describe a basic structure of
a dynamic optimization program of FCC. First, an objective function
will be defined. Secondly, system equations will be derived (Model
No. 2). Thirdly, a Hamiltonian function, costate equations, and
gradients of the Hamiltonian function will be derived.
Objective Functions
In order to formulate an optimization problem of FCC, it is
necessary to define an objective function and several constraints on
dependent variables. Details in assumptions and derivations are de-
scribed in Appendix F. The principal assumptions are that maximum
profitability is synonymous with maximum product value, and that the
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capacity of the process is limited not by the downstream processing
capacity (e.g., gas compressor or alkylation unit, etc.) but by the
regenerator capacity (e.g., air blower capacity and regenerator
tempe r atur e).
Simplifying the product structure such that a fresh feed is con-
verted into gas, gasoline, cycle oil, and coke, the following economic
objective function is derived:
t R
Pgrf (42)DfY P +Y P +Y P -Pgr fJ 7 ~ (42)Dff gs gs g gP co co Pff}dt (3.19)
0
F Ig
where Y (l+Rr) .Fg 0 {(l-Ctf) '-(l-Ctf)} = gasoline yield
Y = -C = cycle oil yield
Yck =(.571) Rcf/RffDff = coke yield
Y = -Y D I/D Y D /D -Y gas yieldgs g /ff cocoff ck
where P = gross profitgr
Constraints on dependent variables consist of the regenerator
safety models which are also described in Appendix F, and are ex-
pressed by
Tg < (Trn) = allowable maximum regenerator temperature
rg - rgax
Og = (g) = allowable maximum oxygen levelfg fg max
Although there are, in general, no direct methods to solve this problem,
namely "dynamic optimization with state variables constrained, " one
of the most practically useful method is to use penalty functions
(artificial measures of process performance under certain undesirable
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operating conditions which should be avoided). Although there are
38
various kinds of penalty functions, the ones which we used are as
follows:
t
P 1 = Pe (Trg ) dt
0
(3 .20)
Pe1(T rg) = 1 rg-(Trg) max
f
m
} 1 if Trg > (T rg)max
if T < (T )
rg = rg max
t
P 2 = Pez(Ofg)dt
0
(3.21)
Pe2(fg ) = 2 Ofg-(Ofg) } if Ofg >(Ofg)max
if Ofg _ (Ofg)
Parameters G1, mi, G2, and m2, govern the characteristics of
penalty functions. Careful selections for these parameters are neces-
sary in order to penalize the objective function efficiently and to avoid
undesirable situations.
Therefore, an apparent objective function can be expressed by
J=P -P -P2gr 1 - (3 .22)
System Equations
The system equations, in the dynamic optimization problem of
FCC, are essentially based on the dynamic mathematical models which
where
and
where
I"
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were described in the previous section as a dynamic simulator. How-
ever, if we recall that the real role of any optimization study is rarely
to obtain the exact solution, which requires, in general, a great deal
of computing time, but more often to obtain a certain approximate
solution, then we must do our best to transform a set of dynamic
models into a simpler set of system equations.
Among four equations, Eqs. 3.2, 3.5, 3.7, and 3.8, which
constitute a set of dynamic models, quasi steady-state approximations
will be made for Eqs. 3.2 and 3.5 with the expectation that these dy-
namic equations are less important than Eqs. 3. 7 and 3.8, mainly be-
cause of the smaller time constant of the reactor. This simplification
reduces active state variables to the regenerator temperature and the
amount of carbon on the regenerated catalyst. In fact, we compared
the models before and after this simplification by means of simulation
and found that, although the latter is less accurate than the former,
the latter is still useful, at least for the purpose of obtaining an
approximate optimal solution.
After this process of approximation, the reactor temperature
and the carbon on spent catalyst are expressed by the direct functions
of other variables, and the system equations are reduced to
H dC rc/dt = (60)Rrc (C -Crc) - (50)Rcb (3.23)
S H dT /dt =(.5)2 R (60)ScR (T -Tc rg rg cb sc rg ra
-(. 5) SaRai(Trg -T ai) (3.24)
where C and T are determined by the following simultaneoussc ra
equations:
(right-hand side of Eq. 3.2) = 0 (3.25)
(right-hand side of Eq. 3.5) = 0 (3 .26)
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The resulting simplified model will be referred to as mathematical
Model No. 2. The principal reasons why this simplification is neces-
sary are:
1. the smaller the number of state variables, then
the smaller are the number of costate variables to
be defined, and
2. the elimination of reactor dynamics which have a
smaller time constant allows us to use a large
time step for the numerical integration.
In fact, for the Euler's method of numerical integration, which is
used throughout the study, an optimal (with respect to accuracy and
computer time requirement) time step is about a half of the smallest
time constant of the system equations.
Although there are five potential control variables, namely air
rate, catalyst rate, reactor holdup, preheater temperature, and feed
rate, we decided that our dynamic optimizer should include only two
control variables, namely air rate and catalyst rate. The principal
reasons for the above decision are
1. air rate and catalyst rate are common control
variables for most of the FCC,
2. the smaller the number of control variables,
then the faster is the convergence of the solution,
and,
3. we intend to design a control system as simple
as possible.
Hamiltonian Function and Costate Equations
In order to use the method of steepest ascent of the Hamiltonian,
one must construct a Hamiltonian function. In order to avoid a com-
plex mathematical manipulation, we discuss in an abstract form. Let
X =T
1 ra
rg
- 72-
X C3 sc
X4 = Crc
U1 = Rai
2 = Rrc
3 Hra
U4 = Tf
U5 = Rff
U6 = Rrf
where x2 and x4 are state variables, u and u2 are control
variables, X and X3 are functions, and U3 through U6 are
parameters.
The integrand of the objective function, Eq. 3.22, in its com-
plete form is expressed by
L = L(X1 , x2 , x4 , u2 , U3, U5, U6) (3.27)
System equations Eqs. 3.23 and 3.24 are expressed by
x2 = f2(Xl, x2 ' x4 ', u, u2, U3) (3.28)
x4 = f4(x 2Z X 3 , x4 ,' Ul u 2 ' U3) (3.29)
Equations 3.25 and 3.26 can be reduced to
X 1 = X (x2 4 , u2 , U 3, U4 , U 5, U 6 ) (3.30)
X 3 = X 3 (X 1, x4 , u 2,U 3, U5, U6 ) (3.31)
A Hamiltonian function is defined by
H(x 2 x 4 , u 1, u 2 , U3 , U4, U5, U6) = L + P2f2 + P4 f4
(3.32)
-
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Costate equations are derived as follows:
aH aL aX1 L)P2 = - - -ax ax + axJ
raf4 af X3
-P4 Lax- + ax 3 axx 1x
aH
o 4x
(af2 ax 1 af 2
2 X ax 2 ax 22 1 2
axle
ax 2 (3.33)
ax1 aL af2 ax af2
a4 ( X3 + ax ax af44aX 3 ax4 ax f
Gradients of the Hamiltonian function are derived as follows:
aH af2 af 4
au 1 2 au 1 P4 ul P2 8u1 
aH
a 2
{aL
aX 1
axl aL af
au2z a 2 + P2aX
af43 aX3 ax 3LP I / "2 1
ax 1
au 2
ax1
au 2
a f 4l
+ au2
(3 . 34)
(3.35)
(3.36)
System equations Eqs. 3.28 and 3.29, costate equations Eqs. 3.33 and
3.34, and the above gradients Eqs. 3.35 and 3.36 consist of a set of
basic elements for a dynamic optimizer. Together with the iterative
procedure described in Section 2.3, this dynamic optimizer provides
optimal solutions as a set of functions of time, which lead a system
from any initial condition to a final optimal steady-state condition.
3.3 PROCEDURE
The procedure of this study includes the following steps:
1. Dynamic simulation of the conventional control
scheme is expected to disclose the principal
control difficulties.
T-17 7-'
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2. An information feedback analysis of the con-
ventional control scheme is expected to dis-
close the principal cause of control difficulties.
3. Dynamic optimization of FCC will provide the
ultimate performance and will evaluate the
desirability of the conventional control scheme.
4. The optimal control solution and the principle
of optimality provide optimal control laws as
nonlinear functions of state variables.
5. An alternative control scheme will be de-
termined by systematically approximating
these optimal control laws.
6. Dynamic simulation of this alternative con-
trol scheme is expected to show a signifi-
cant superiority over the conventional con-
trol scheme.
7. An information feedback analysis of this
scheme is expected to disclose the principal
cause of improvement.
pita`$6lnpioc"smaslar-
CHAPTER IV
ANALYSIS OF THE CONVENTIONAL CONTROL SCHEME
4.1 DESCRIPTION OF THE CONVENTIONAL CONTROL SCHEME
The objective of this section is to describe a control scheme
which is one of the most typical (or conventional) closed-loop schemes
of FCC. First, as preparation, the pressure control scheme and
oxygen detection scheme will be discussed. Secondly, an essential
structure of this scheme is described in order to understand its signifi-
cance.
Pressure Control Schemes
There are three types of pressure control schemes for FCC.
They are shown in Fig. 4. 1. Each scheme has its own advantages and
disadvantages. In Scheme I and II, the top pressure in the reactor is
not controlled directly; rather, the suction pressure to the gas com-
pressor is controlled. The overhead gas in the reactor must flow
through the cyclones, the fractionator, and the overhead condenser
before it reaches the point of control. A considerable pressure drop,
on the order of 10 psi, will occur due to flow through this equipment.
Whenever a change occurs in the amount or nature of this overhead
gas, such as would be caused by a change in conversion, the pressure
drop, and hence reactor pressure, would also be expected to change.
In Scheme I, the regenerator top pressure is directly controlled
by a slide valve in the flue gas line. This scheme has an advantage
over other schemes; the regenerator pressure can be used to change
the air rate by changing the air blower discharge pressure without
changing the blower speed. However, this scheme has an essential
disadvantage; any change in reactor pressure or regenerator pressure
will affect catalyst circulation rate. In Scheme II, where the dif-
ferential pressure is controlled by a slide valve in the flue gas line,
-75-
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REGENERATOR
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DRUM
(I)
DIFFERENTIAL PRESSURE CONTROL
(n)
PC 2
Fig. 4.1 Three Types of Pressure Control Scheme of FCC
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the above disadvantage does not exist. In fact, this scheme is one of
the most popular ones. 7 Scheme III, where the reactor pressure is
directly controlled by a slide valve in the product gas line, is the
simplest scheme and can be considered as an idealized, but rarely
practical, one.
The effect of the difference in the pressure control scheme on
the dynamic behavior of the total system is discussed in Appendix C.
In short, it is relatively unimportant if the catalyst rate is used to
control other operating variables (e.g., reactor temperature, etc.)
automati cally.
Oxygen Detection Schemes
Although the oxygen level in regenerator lean phase or in flue
gas is one of the most important variables to be controlled carefully,
it is impossible to measure it directly and accurately because of its
extremely low level (order of 0.2 5'. Fortunately, regenerators are
operated at such a high temperature (this is one of the most signifi-
cant tendencies in the modern FCC operation) that an (approximately
adiabatic) temperature rise due to the "afterburning" of CO to CO2
can be used as a sensitive measure of oxygen level, although the
accuracy is limited. There are two oxygen detection schemes as
shown in Fig. 4. 2.
In Scheme I, a lean phase differential temperature is measured.57
In Scheme II, a cyclone differential temperature is measured.32 The
relation between differential temperature and oxygen level mainly de-
pends on the residence time of gas, and will be described in Ap-
pendix B.
Structure of Conventional Control Scheme
57Pohlenz described his control systems of FCC, as follows:
1. The reactor temperature controls the regenerator
slide valve to provide sufficient catalyst flow to
maintain the reactor contents at the desired
tempe rature.
T",
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2. The spent-catalyst slide valve is operated by a
catalyst level control in the reactor.
3. Reactor pressure is held constant by pressure
control of the main-column receiver.
4. The regenerator pressure is controlled, in
turn, by a pressure-difference instrument be-
tween reactor and regenerator vessels which
operates a double-acting slide valve in the
flue-gas line.
5. The air rate to the regenerator is adjusted to
provide air at a rate approximately 2 greater
than that required for coke burnoff, and the ex-
cess is vented or "snorted" through a valve
controlled by the temperature difference be-
tween dense and dilute regenerator catalyst
phases, or between dense phase and flue gas.
6. The fresh feed and recycle streams operate on
flow control as do the net yields of light cycle
oil, heavy cycle oil, and clarified oil. With
this system of instrumentation it is important
to note that the catalyst circulation is not
subject to direct control.
The main significance of the above systems lies in items 1 and
5, namely, the reactor temperature control by the catalyst rate and
the oxygen control by the air rate. Since this scheme is one of the
most practically important ones and is frequently found in the
literature, 2 5 5 7 we denote it as a "conventional control scheme" which
is shown in Fig. 1. 3. Pohlenz claimed that, with this practice of
controlling afterburning, the danger of temperature runaways is
practically eliminated. This fact is of great significance. In fact,
although Hicks, et al.32 studied their control schemes, namely the
control of the reactor and flue gas temperature by catalyst rate and
air rate respectively, andthe control of oxygen by catalyst rate, their
control schemes are essentially "incomplete" in the sense that they
can not prevent the runaway or extreme offset for regenerator tempera-
ture and oxygen level. These incomplete control schemes are analyzed
in Appendix E.
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Pohlenz explains, why the heat balance is automatic, as follows:
For a given situation, the catalyst rate is expected to be relatively low
if the regenerator temperature is high, and vice versa, because of the
reactor temperature control. The net result is a coke rate which
opposes the direction in which the regenerator temperature moves;
this is the "flywheel" effect which stabilizes the regenerator tempera-
ture with respect to changes in charge stock and operating conditions.
The above fact obtained by Pohlenz is true at least for a long
run or steady-state aspect. However, in a short run or dynamic
aspect, it is frequently found that this conventional control scheme is
not satisfactory. In fact, Hicks, et al.32 reported that this scheme
could not prevent upsets. Therefore, it is expected that there exists
an essential problem about the dynamics in this control scheme, and,
therefore, we decided to analyze the dynamic behavior of this con-
ventional control scheme, and to provide a basis for comparison
alternative improved control system.
4.2 DYNAMIC SIMULATION OF THE CONVENTIONAL
CONTROL SCHEME
The purpose of this section is to demonstrate the performances
of the conventional control scheme from the dynamics point of view.
First, performances for unsteady-state initial conditions will be de-
scribed. Secondly, performances for forced disturbances will be de-
scribed. Thirdly, the performances of this control scheme will be
summarized in order to understand its advantages and disadvantages.
Performances for Unsteady-State Initial Conditions
By "unsteady-state initial condition, " we mean a set of de-
pendent operating variables which are different from the steady-state
conditions.
A dynamic simulation of the conventional control scheme, where
the initial carbon level is slightly higher than the steady-state level,
1
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is shown in Fig. 1.4. Figure 4.3 describes the case in which the
initial carbon level is slightly lower than the steady-state level. We
can observe that this carbon wave is dispersed by actuating the air
rate and the catalyst rate, and that it tends to reach the final steady
state. The best controller parameter tunings were selected by trial-
and-error adjustment. In Fig. 1.4, the performances for different
tunings are also shown by broken lines. For reduced controller gains,
as shown by symbols a and c, the response of the control system be-
comes more sluggish, while for increased controller gains, as shown
by symbols b and d, the response of the control system becomes
more oscillatory or unstable.
Performances for Forced Disturbances
By "forced disturbance," we mean a change which occurred in
the operating conditions in a step function manner. Since this forced
disturbance does not decay by itself, any control system moves the
process operating condition from one to another, while keeping a set
of operating variables constant.
A dynamic simulation of the conventional control scheme, when
the feed rate is suddenly reduced, is shown in Fig. 4.4. This dynamic
behavior will be explained by the following step by step analysis:
1. The reduced feed rate tends to increase the
reactor and regenerator temperatures because
of the reduced heat requirement.
2. The increased reactor temperature causes the
catalyst rate to decrease by means of the con-
troller. Simultaneously, the increased re-
generator temperature reduces the oxygen level
which, in turn, increases the air rate by means
of the controller.
3. The reduced catalyst rate and the increased air rate
accelerates the regenerator temperature to increase.
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4. Because of the high regenerator temperature and
the high air rate, carbon level tends to decrease,
and hence the oxygen level starts to increase and
SO on,
5. The increased oxygen level reduces the air rate
by means of the controller, and the regenerator
temperature starts to decrease; hence, the
carbon level starts to level off.
The resultant final steady-state condition is as follows:
I. The reactor temperature and the oxygen level
are unchanged because of the essential role of
this control scheme.
2. The air rate is significantly reduced because of
the reduced heat requirement.
3. The catalyst rate is slightly reduced, and the re-
sultant decrease in the carbon forming rate cor-
responds to the decreased carbon burning rate.
The principal phenomena during the transient are summarized
as follows:
1. Variations in the regenerator and flue gas tempera-
tures are extremely high.
2. The period of oscillation is relatively long (order
of three hours).
3. The damping ratio is relatively small; in other
words, the degree of stability is small.
Tunings of controllers were done in the follwing manner:
(1) tuning of PI (proportional plus integral) for the reactor tempera-
ture controller while cutting the oxygen controller open, and (2)
tuning of PI for the oxygen controller. The tuning was not trivial
but required great care, which partly reflects the practical limitation
of this control scheme. This is typical with interacting control
schemes in general.
Figure 1.5 describes the case in which the carbon production is
suddenly increased (by a certain probable mechanism such as the feed
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composition variations). This dynamic behavior will be explained in
the following step by step analysis:
1. The increased carbon production results in the
increased carbon content.
2. The increased carbon content results in the de-
creased oxygen level, which increases the air
rate by means of the controller.
3. The increased air rate, together with the in-
creased carbon level, results in the increased
regenerator and reactor temperatures.
4. The increased reactor temperature reduces the
catalyst rate by means of the controller, and
hence accelerates the regenerator temperature
to increase.
5. The increased air rate, together with the high
regenerator temperature, tends to decrease
the carbon level, which, in turn, tends to in-
crease the oxygen level.
6. The increased oxygen level reduces the air rate
and so on.
The resultant final steady-state condition is as follows:
1. The reactor temperature and the oxygen level are
unchanged because of the essential role of this
control scheme.
2. The air rate is almost unchanged because the heat
requirement is unchanged.
3. The catalyst rate is slightly reduced, and the re-
sultant decrease in the carbon-forming rate
compensates the increased carbon production.
Summary of Performances
Advantages of this conventional control scheme are summarizec
as follows:
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1. This control scheme can compensate for the change
in the heat requirement at least for a long-run as-
pect, as was shown in Fig. 4.4.
2. This control scheme can compensate for the change
in the carbon production at least for a long-run
aspect, as was shown in Fig. 1.5.
Disadvantages of this control scheme are summarized as
follows 
I. This control scheme can not eliminate the relatively
large variations in the regenerator temperature and
the flue gas temperature. These phenomena are
extremely undesirable when the regenerator is
operated at an allowable maximum temperature.
2. This control scheme has a relatively small
damping ratio or small degree of stability, and
the tunings of controllers are not trivial but re-
quire great care.
3. The period of oscillation is relatively long, in other
words very sluggish as a control system, and the
quick recovery from the upset condition can not be
expected.
In fact, Hicks, et al. reported that they could not use this
scheme satisfactorily for their unit. It is expected that the disadvan-
tages listed above were too serious for them.
4.3 ANALYSIS OF THE CONVENTIONAL CONTROL STRUCTURE
The aim of this section is to analyze the conventional control
structure from an information feedback point of view. First, negative
feedback loops will be discussed in order to understand the real role
of this control scheme. Secondly, positive feedback loops will be
discussed in order to understand the real limitation of this scheme.
Negative Feedback Loops
As was claimed by Pohlenz, 57 this conventional control scheme
can stabilize the regenerator temperature with respect to changes in
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charge stock and operating conditions. From an information feed-
back point of view, this scheme must have negative feedback loops.
A simplified information feedback structure of this scheme is
shown in Fig. 4. 5. There are two negative feedback loops, namely
A and B. The loop A is just a reactor temperature control loop
and will be explained by the following step by step analysis:
1. An increase in the reactor temperature causes the
catalyst rate to decrease by means of the controller.
2. The decreased catalyst rate causes the reactor
temperature to decrease.
Since the reactor temperature time constant with respect to
the catalyst rate is relatively small (e.g., order of one min.), the
response time of this loop is relatively short and it will be considered
as a short-run negative feedback loop.
Loop B is essentially an oxygen control loop and will be ex-
plained by the following step-by-step analysis:
1. An increase in the oxygen level causes the air
rate to decrease by means of the controller.
2. The decreased air rate causes the carbon level
to increase since the carbon burning rate is
decreased.
3. The increased carbon level causes the oxygen
level to decrease since the conversion of oxygen
is increased.
Since the regenerator carbon time constant with respect to the carbon
removal rate (i.e., the time required for the carbon to shift to a
two-thirds position of new equilibrium level when the change in the
carbon removal rate occurs while te carbon production rate is kept
constant.) is relatively large (e.g., order of one hour), the response
time of this loop is relatively slow and it will be considered a long-
run negative feedback loop. This time constant can be estimated as
follows. Adding Eqs. 3.2 and 3.7 with the approximation of Eq, 3. 13,
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HradC c/dt + Hrg dC rc/dt - (50)(Rcf -Rb) (4. 1)
From Eq. 3.2, the time constant for C is essentially equal to the
reactor holdup divided by the catalyst rate and it is relatively small
(e.g., order of one min.). If one neglects the first term of Eq. 4. 1.
then
H dC /dt- (50)(R -Rcb ) (4. 2)rg rc cf cb
Since Rcb is more sensitive to Crc than Rcf is, a linearized
equation of Eq. 4.2 is
aRRcb sH dCr/dt (50) (Crc (4.rc3)
rc
where C is a steady-state value. Therefore the time constant forrc
C is estimated by
Hrg () aRcbrc
Since Rcb/8Crc is, in general, relatively small, the time constant
for Crc is relatively large.
These long-run negative feedback loops are an essential
charactdristic of this conventional control scheme, and together with
several positive feedback loops which will be described next, this
characteristic will prove to be a serious limitation of this scheme.
Positive Feedback Loops
As was shown in the previous section, this conventional control
scheme has several disadvantages which are of a dynamically poor
nature. From an information feedback point of view, this scheme
must have some poor structures. In fact there exist three positive
feedback loops, namely C, D. and E in Fig. 4.5.
The loop C is associated with the oxygen control loop, and
will be explained by the following step-by-step analysis:
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1. An increase in the oxygen level causes the air
rate to decrease by means of the controller.
2. The decreased air rate causes the regenerator
temperature to decrease because the heat re-
lease due to carbon burning is decreased.
3. The decreased regenerator temperature causes
the oxygen level to increase because the oxygen
conversion is reduced.
Since the regenerator temperature time constant is relatively small
(e.g., order of five min.), the response time of this loop is rela-
tively short and it will be considered a short-run positive feedback
loop.
Loop D is not directly associated with any control loop in
other words, it is built in the process itself and will be explained by
the following step by step analysis:
1. An increase in the carbon level causes the re-
generator temperature to increase because the
heat release due to carbon burning is increased.
2. The increased regenerator temperature causes
the reactor temperature to increase because the
differential temperature between two vessels is
increased.
3. The increased reactor temperature causes the
carbon level to increase because the carbon pro-
duction due to a high reactor temperature is
increased.
Since this loop passes through the carbon level, the response time
must be slow and it will be considered a long run positive feedback
loop.
Loop E is associated with the reactor temperature control
loop, and will be explained by the following step-by-step analysis:
1. An increase in the reactor temperature causes
the catalyst rate to decrease by means of the
controlle r.
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2. The decreased catalyst rate causes the regenerator
temperature to increase because the heat carry-
over from the regenerator is reduced.
3. The increased regenerator temperature causes
the reactor temperature to increase because the
differential temperature between two vessels
is increased.
Since the regenerator temperature time constant is relatively small,
the response time of this loop is relatively short and it will be
considered a short-run positive feedback loop.
Concluding Remarks
It has been described previously that this control scheme has
several short-run positive feedback loops. It is not accidental but
essential that the control scheme, which shows several dynamic
inferiorities (as demonstrated in the previous section), has several
positive feedback loops in its structure. (Although it is very difficult
to determine which positive feedback loop is the main source of
difficulty, it seems that all of them contribute to poor performance.)
Therefore one can conclude that, although this control scheme has
several important advantages, its dynamic disadvantages can not be
eliminated by any improved tuning of controllers.
Also one can note that since this control scheme is not always
satisfactory as was the case of Hicks, et al., there is a strong in-
centive for a better control scheme, not only from a practical point
of view but also from a point of view of control engineering and
science.
/Si_
CHAPTER V
DESIGN OF ALTERNATIVE CONTROL SCHEME
An outline of the optimal control study for this hypothetical
fluid catalytic cracking unit is shown diagrammatically in Fig. 1. 6.
First, the mathematical Model No. 1 is reduced to a simpler one
(Model No. 2), because the computations for dynamic optimization are
more time consuming than those for dynamic simulation. This pro-
cess of simplification was described before in Section 3.2. Figure 1.6a
shows an open-loop optimal control scheme where optimal air rate
and catalyst rate will be determined as two functions of time for a
given initial condition and for a given objective function. Because of
the essential disadvantages of this open-loop structure, which were
discussed before, it is desirable to convert this open-loop structure
into a closed-loop structure, as shown in Fig. 1.6b. Optimal feed-
back control laws can be estimated from a set of solutions for dy-
namic optimization with several initial conditions. Finally, an
alternative control scheme will be designed, as shown in Fig. 1. 6c,
by simplifying the resulting optimal feedback control laws. The
performances of this control scheme will be tested by using the
original mathematical Model No. 1 with disturbances.
The purpose of this chapter is to design an alternative control
scheme, which is (hopefully) better than the conventional one, by an
optimal control study. First, dynamic optimization problems will
be formulated and solved. Secondly, optimal control laws will be
determined with the basic idea of the principle of optimality. Thirdly.
an alternative control scheme will be designed by the proposed design
approach and its performances will be demonstrated by the use of
dynamic simulation. Fourthly, this scheme will be examined from
an information feedback point of view.
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5.1 DYNAMIC OPTIMIZATION
The purpose of this section is to present the results of dynamic
optimization. First, necessary specifications for dynamic optimization
will be prepared. Secondly, the solutions for unsteady-state initial
conditions will be shown in order to understand their performance
and significance.
Preparation for Dynamic Optimization
A formulation of the dynamic optimization problem for FCC was
already described in Section 3.2. It is summarized as follows:
1. An objective function is Eq. 3.22.
2. The system equations are Eq. 3.23 and 3.24
or, in an abstract form, Eq. 3.28 and 3.29.
3. Initial conditions for system equations will
be specified later.
4. Operating time t in Eq. 2.5 will be speci-
fied later.
A formulation for the method of steepest ascent of the Hamil-
tonian was already described in Section 3.2. It is summarized as
follows:
1. A Hamiltonian function is Eq. 3.32.
2. Costate equations are Eqs. 3.33 and 3.34.
3. End conditions for costate equations will
be specified later.
4. Gradients of the Hamiltonian function are
Eqs. 3.35 and 3.36.
In the study presented in this section, the following specifi-
cations were made:
1. Operating time in two hours. The basis for this choice
is that operating time must be sufficiently long so
that the system can attain an optimal steady-state
condition.
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2. End conditions for costate equations are zeros.
3. Feed rate is kept constant; in other words, the
problem is essentially a dynamic optimization
with respect to two control variables, namely
air rate and catalyst rate.
4. Control variables are constrained by
396 U1(=Rai) 400 (M lbs. per hour) (5.1)
<38 u2 (Rrc) 42 (tons per min.) (5.2)
(The basis for these choices is that the convergence of the iterative
solution is relatively fast if the control variables are restricted in a
narrow range.) Operating conditions are described in Appendix A and
B. Other minor specifications regarding the relaxation parameters
and penalty functions will be discussed later.
Optimal Solutions for Unsteady-State Initial Conditions
A dynamic optimization of Model No. 2 with an initial condition
No. 1, where the initial carbon level is slightly higher than the
optimal steady-state level, is shown in Figs. 1.7, 1.8, and 1.9. In
Fig. 1. 7, solutions for the zeroth and second iterations are plotted
with broken lines, and a solution for the eighth iteration is plotted
with solid lines, while chain lines show optimal steady-state levels.
For the zeroth iteration, R ai and R are set to optimal steady-
state values, resulting in a very slow recovery of C to an optimal
rc
steady state. As iterations proceed, R .i and R are changed so
that the objective function is maximized, resulting in a quick re-
covery of C while avoiding an excessive T rise. As shown in
rc rg
the figure, the process approximately reaches the optimal steady-
state condition at t =1 (hr.) and starts to deviate at t = 15 (hr.).
The latter phenomenon is essentially the end effect of dynamic
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optimization where the final time t is arbitrarily truncated at a
certain finite time (two hours for this example) for purposes of
computation and should be neglected if the solution is understood to
be an approximate solution of dynamic optimization with an infinite
(or sufficiently large) final time.
In Fig. 1.8, supplemental data for the costate variables and
gradients of the Hamiltonian function with respect to the control
variables ul(=Rai) and uz(=Rrc) are shown. As iteration proceeds,
gradients converge to zeros for 0< t < 2, indicating that the objective
function is almost maximized. Gross profit, which is an integration
of the instantaneous gross profit rate for 0 < t < 2, and relaxation
parameters are also plotted against the iteration number. At each
iteration, the relaxation parameters were modified, resulting in a
quick attainment of maximization. In Fig. 1. 9, the solutions finally
obtained are plotted together with the corresponding Tra and Of.
Although the high carbon level means, in general, a loss in profit
because of its poor selectivity for gasoline, and a high regenerator
temperature runaway because of its high heat release unless it is
properly controlled, this optimal control solution shows that simul-
taneous reductions in air rate and catalyst rate avoid the regener-
ator temperature variation satisfactorily and guide the system to an
optimal steady state within a half hour.
Figure 5.1 shows the case (No. 2) where carbon level is
slightly lower. Although the low carbon level means, in general, a
low regenerator temperature runaway and a high oxygen runaway
(because of its low heat release unless it is properly controlled) a
simultaneous reduction in air rate and increase in catalyst rate pre-
vents variations in regenerator temperature and restores an optimal
condition within a half hour.
Figure 5.2 shows the case (No. 4) in which the regenerator
temperature is 20°F higher than an allowable limit, and an optimal
control regulates quickly. Figure 5.3 shows the case (No. 5) in
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which the regenerator temperature is higher and carbon level is lower.
Figure 5.4 shows the case (No. 6) in which the regenerator tempera-
ture is lower and carbon level is higher.
Figure 5.5 shows the case (No. 7) where regenerator temperature
and carbon levels are lower. This is a very critical condition, since
the low regenerator temperature and the low carbon level help each
other to cause a low regenerator temperature runaway and a high
oxygen runaway unless properly controlled. However, an optimal
control regulates quickly.
These excellent performances of the optimal control system
point out that the combination of control variables, namely air rate and
catalyst rate, is satisfactory in the sense that they are sufficient to
prevent any runaway and offset of operating variables at least when
the disturbances are in the form of unsteady-state initial condition.
Furthermore it suggests that there is a possibility for an al-
ternative control system that is better than the conventional one.
5.2 DETERMINATION OF OPTIMAL CONTROL LAWS
The purpose of this section is to determine optimal control laws
in order to prepare a basis to design an alternative control system.
First, phase plane trajectories of optimal control solutions will be
analyzed in order to understand the significance of the principle of
optimality. Secondly, the structure of an optimal closed-loop con-
trol system will be discussed from a theoretical point of view and a
practical point of view. Thirdly, optimal control laws will be expres-
sed with the use of contour lines.
Phase Plane Trajectories of Optimal Control Solutions
In order to provide another aspect of optimal control solutions
obtained in the previous section, they are plotted in two phase planes,
namely (1) regenerator temperature vs. oxygen level and (2) re-
generator temperature vs. carbon level in Fig. 1. 10. These phase
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plane trajectories are equivalent in the sense that one trajectory can
be transformed into the other. Starting from several initial conditions,
they move to an optimal steady state (marked by S in the figure) in
an optimal manner. It is significant that a trajectory starting from
one initial condition never crosses a trajectory starting from any other
initial condition. In other words, an optimal trajectory is unique and
depends on only the initial condition. This fact is known as the
principle of optimality. This figure shows that initial conditions are
selected such that they surround an optimal steady state effectively
and it shows that their trajectories cover almost total phase planes.
The Structure of Optimal Closed-Loop Control System
From the principle of optimality, which is discussed in Ap-
pendix H, an optimal control law can be expressed by the relation be-
tween control variables and state variables. In other words, optimal
control variables are unique functions of state variables, namely
regenerator temperature and carbon level. Theoretically speaking
it is possible to design an optimal closed-loop control system where
air rate and catalyst rate are manipulated as functions of regenerator
temperature and carbon level. However, practically speaking, there
are two limitations to this scheme as follows:
1. Continuous, instantaneous, and accurate measure-
ment of carbon level is far beyond practicality.
2. There is no information feedback from the oxygen
level. Therefore, if the system receives disturb-
ances which shift an equilibrium point significantly,
there is a possibility of oxygen offset, which can
be dangerous.
Fortunately, the oxygen level is a function of carbon level and
regenerator temperature; the optimal control law expressed by re-
generator temperature and carbon level is equivalent to the one ex-
pressed by regenerator temperature and oxygen level. Theoretically
- 104-
speaking, both schemes are equivalent, but practically speaking,
there are two advantages to the latter scheme, as follows:
1. A continuous, instantaneous estimation of
oxygen level is practically possible by means
of temperature rise due to afterburning.
2. Since there is information feedback from the
oxygen level, there is less possibility of
oxygen offset than otherwise even if the system
is faced with some forced disturbances.
This control scheme is shown in Fig. 1. 6b where air rate and
catalyst rate are manipulated by the information feedback from re-
generator temperature and oxygen level.
Determination of Optimal Feedback Control Laws
Since the objective function and the system equations are highly
nonlinear, optimal feedback control laws are expected to be nonlinear
functions of two variables. Since they can not be expressed analytic-
ally, a three-dimensional diagram or a contour line method is neces-
sary. Figure 1. 11 shows contour lines for air rate. Data points come
from the results -obtained in the previous section. (For example,
from Fig. 1.9 this functional relation at t=O. 1 is Rai - 396 at
T - , 165 and O 0. 14. Thus one data point (shown by a square)rg fg 
can be plotted in Fig. 1. 11.) Although these contour lines are not
very accurate because of the noise in the data, they are still satis-
factory because they provide a clear picture about the general charac-
teristics of optimal feedback law. For a phase plane of regenerator
temperature vs. oxygen level, a mountain is apparently located in the
southwest and a sea is located in the northeast. A phase plane for re-
generator temperature vs. carbon level is also shown for reference
purposes.
Figure 1.12 shows contour lines for catalyst rate. For a phase
plane of regenerator temperature vs. oxygen level, a mountain is
apparently located in the northeast, and a sea is located in the southwest.
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5.3 DYNAMIC SIMULATION OF AN ALTERNATIVE
CONTROL SCHEME
The objectives of this section are to design and simulate an
alternative control scheme and to show its superiority over the con-
ventional control scheme, First, an alternative control scheme will
be determined from the analysis of optimal feedback control structures.
Secondly, the performance of this scheme for unsteady-state initial
conditions will be demonstrated and it will be compared with the
optimal control system and the conventional control scheme. Thirdly,
the performance of this scheme for forced disturbances will be demon-
strated and it will be compared with the conventional scheme.
The Design of An Alternative Control Scheme
Now we can design an alternative control scheme for this fluid
catalytic cracker. We know the optimal feedback control laws at
least approximately. All we have to do is to utilize the optimal control
study. First, we linearize the optimal control laws around the optimal
steady state. This is done directly by measuring slopes around an
optimal steady-state point of Figs. 1. 11 and 1. 12 to give
R - Ri -1. 0(Tr T - 100(Of -Ofg) (5.3)al al rg r fg f
R - R = 0 5(T -T s ) + 50 (O O ) (5.4)rc rc rg rg fg fg
where a superscript s represents optimal steady state. Secondly, we
investigate the contribution of each term in Eqs. 5.3 and 5.4 to the
overall performance of the optimal system by comparing the per-
formance with and without each term. By neglecting the second term
on the right side of Eq. 5.3 and the first term on the right side of
Eq. 5.4, the control scheme was developed. This is referred to as
the "alternative control scheme, " and is shown in Fig. 1. 13.
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Performance for Unsteady-State Initial Conditions
A dynamic simulation of this alternative control scheme. where
the initial carbon level is slightly higher than the steady-state level,
is shown in Fig. 1.14. If this figure is compared with Fig. 1. 9 it
will be found that the performance of this scheme is as good as that
of an optimal system. If this figure is compared with Fig. 1.4 (note
the difference in time scale), it will be found that this scheme has a
Significant superiority over the conventional control scheme.
Figure 5.6 shows the case where the initial carbon level is slightly
lower. If this figure is compared with Fig. 5. 1 and Fig. 4.3, the
same results as in the previous case will be found.
Therefore one can conclude that, as far as the performance for
unsteady-state initial conditions is concerned, this alternative control
Scheme is as desirable as the optimal control system and it has a
Significant superiority over the conventional control scheme.
Performance for Forced Disturbances
A dynamic simulation of the alternative control scheme, when
the feed rate is suddenly reduced, is shown in Fig. 5.7. This dynamic
behavior will be explained by the following step by step analysis:
1. The reduced feed rate tends to increase the
reactor and regenerator temperatures because
of reduced heat requirement.
2. The increased regenerator temperature causes
the air rate to decrease by means of the con-
troller. while it causes the oxygen level to de-
crease because of the higher oxygen conversion,
which in turn causes the catalyst rate to de-
crease by means of the controller.
3. The decreased catalyst rate causes the carbon
level to decrease because the carbon production
is reduced.
4. The decreased carbon level causes the oxygen
level to recover, and the decreased air rate
causes the regenerator temperature to recover.
'" -WN
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As shown in Fig. 5. 7, this system is practically insensitive to this
feed rate disturbance. If this figure is compared with Fig. 4.4 (note
the difference in time scale) it will be found that this alternative
scheme is undoubtedly superior to the conventional one.
Figure 1.15 shows the case where the carbon production is sud-
denly increased. This dynamic behavior will be explained by the fol--
lowing step-by-step-analysis:
1. The increased carbon production causes the
carbon level to increase.
2. The increased carbon level causes the re-
generator temperature to increase and
simultaneously causes the oxygen level to
decrease.
3. The decreased oxygen level causes the catalyst
rate to decrease by means of the controller,
and simultaneously the increased regenerator
temperature causes the air rate to decrease
by means of the controller.
4. The decreased catalyst rate compensates for
the increased carbon production.
As was shown in Fig. 1. 15, this system is practically insensitive
to this carbon production disturbance. If this figure is compared
with Fig. 1. 5, the superiority of this scheme over the conventional
one will be reconfirmed.
Figure 5.8 shows the case where the catalyst rate is suddenly
decreased. In spite of the blower capacity limitation, which is as-
sumed for the purpose of a conservative test, the performance is
fairly satisfactory.
5.4 ANALYSIS OF AN ALTERNATIVE CONTROL STRUCTURE
The objective of this section is to demonstrate the superiority
of this alternative control scheme from an information feedback
point of view. First, negative feedback loops will be discussed in
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order to understand the real significance of this control scheme.
Secondly, positive feedback loops will be discussed and will be shown
to have negligible effects on the overall dynamics.
Negative Feedback Loops
As was demonstrated in the previous section, this alternative
control scheme is surprisingly stable. From an information feedback
point of view, this scheme must have negative feedback loops.
A simplified information feedback structure of this scheme is
shown in Fig. 5. 9. There are three negative feedback loops, namely
A, B, and C. The loop A is just a regenerator temperature control
loop and will be explained by the following step by step analysis:
1. An increase in the regenerator temperature
causes the air rate to decrease by means of
the controller.
2. The decreased air rate causes the regener-
ator temperature to decrease.
Since the regenerator temperature time constant is relatively small
(e.g., order of five min.), the response time of this loop is relatively
short and it will be considered as a short-run negative feedback loop.
Loops B and C essentially consist of an oxygen control loop
and will be explained by the following step-by-step analysis:
1. An increase in the oxygen level causes the
catalyst rate to increase by means of the
controller.
2. The increased catalyst rate causes the
carbon level to increase because the carbon
production is increased, and simultaneously
results in the higher reactor temperature
which in turn increases the carbon production.
3. The increased carbon level causes the oxygen
level to decrease because the conversion of
oxygen is increased.
-112-
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Since the regenerator carbon time constant is relatively high (e. g.,
order of one hour), the response times of these loops are relatively
slow and they will be considered as two long-run negative feedback
loops.
Positive Feedback Loops
In Fig. 5. 9, there are a few positive feedback loops. The ob-
jective of the following discussion is to show that these positive feed-
back loops are not serious. For example loop D is a positive feed-
back loop, and will be explained by the following step-by-step
analysis.
1. An increase in the oxygen level causes the
catalyst rate to increase by means of the
controller.
2. The increased catalyst rate causes the re-
generator temperature to decrease.
3. The decreased regenerator temperature
causes the oxygen level to increase be-
cause the conversion of oxygen is decreased.
Since the regenerator temperature time constant is relatively small,
this loop will be considered a short-run positive feedback loop. How-
ever, since loop A is a short-run negative feedback loop, the re-
generator temperature is so stable that the overall effect of loop D
is less important than that of loop B and C. The above analysis will
become clear if one recalls that a negative feedback loop, in general,
works to compensate for a change in any direction, and that there-
fore, if a negative feedback loop exists in some information flow,
then the overall gain of this flow is less than the gain without this
negative feedback loop, and that a positive feedback loop is un-
important if its gain is small enough.
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Concluding Remarks
The fact that this alternative control scheme, which is an ap-
proximate optimal control scheme, has a significant superiority over
the conventional one, is partly confirmed by this analysis of infor-
mation feedback structure. Therefore this optimal control study for
the improved control system can be considered satisfactory at least
for the problem formulated here.
With this highly satisfactory control scheme with respect to
air rate and catalyst rate, it is possible to conduct the research
further into adaptive optimizing control schemes, with respect to
reactor catalyst holdup, feed preheater temperature and feed rate.
This topic will be discussed in Appendix I. together with general con-
cepts for optimal operation of FCC.
IP1P- -- 
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CHAPTER VI
DISCUSSION OF RESULTS
6.1 REVIEW OF RESULTS
The objective of this section is to review the main results ob-
tained in Chapters IV and V. The dynamic simulation of the con-
ventional control scheme, the dynamic optimization for unsteady-
state initial conditions, and the dynamic simulation of the alternative
control scheme will be reviewed in that order.
The computational aspect of dynamic optimization and the con-
trol system design aspect of optimal control study will be left for the
next section.
Dynamic Simulation of the Conventional Control Scheme
The performance of the conventional control scheme (Fig. 1. 3)
is demonstrated in Figs. 1.4, 1.5, 4.3 and 4.4 for several forced
disturbances and for several unsteady-state initial conditions. The
static behavior of this scheme is characterized by:
1. Compensation of the change in the heat require-
ment.
2. Compensation of the change in the carbon production.
The dynamic behavior of this scheme is characterized by:
1. Extremely high variations in the regenerator
and flue gas temperatures.
2. Relatively long periods of oscillation (on the
order of three hours).
3. Relatively small damping ratios, in other words,
the degree of stability is small.
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Dynamic Optimization for Unsteady-State Initial Conditions
Figures 1.9 and 5. 1 through 5.5 show solutions of dynamic opti-
mization, for several unsteady-state initial conditions. The dynamic
behavior of this optimal system is characterized by:
1. Small variations in the regenerator and flue gas
temperatures, and
2. Short response time (on the order of a half hour).
The phase-plane trajectories of optimal control solutions are
shown in Fig. 1. 10. Optimal control laws are shown by contour lines
in Figs. 1. 11 and 1.12. The approximate functional relations of
these optimal control laws are as follows:
1. The air rate is a decreasing function of re -
generator temperature and oxygen level.
2. The catalyst rate is an increasing function
of regenerator temperature and oxygen level.
The Dynamic Simulation of the Alternative Control Scheme
The performance of the alternative control scheme (Fig. 1. 13)
is shown in Figs. 1.14, 1.1'5, and Figs. 5.6 through 5.8, for several
unsteady-state initial conditions and for several forced disturbances.
This alternative control scheme is equivalent to a conventional control
scheme when a process is in equilibrium--when static conditions pre-
vail. However, its performance is equivalent to that of an optimal
control scheme for a dynamic situation--when conditions are changing
rapidly.
6.2 DISCUSSION OF RESULTS
The objective of this section is to discuss the computational
aspect of dynamic optimization, to discuss the control system design
aspect of optimal control study, and to compare the conventional con-
trol scheme with the alternative control scheme.
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The Computational Aspect of Dynamic Optimization
Numerical solutions of optimal control for unsteady-state initial
conditions are demonstrated in Figs. 1.7 through 1.9 and 5.1 through
5.5. The computational aspect will be summarized as follows:
1. The method of steepest ascent of the Hamiltonian
was demonstrated to be satisfactory since no
dynamic optimization for such a highly nonlinear-
multivariable process has been attempted yet.
2. The utilization of penalty functions made it
possible to obtain an approximate solution for
the dynamic optimization with state variables
constrained.
3. The optimal control solutions were relatively in-
sensitive to the total operating period (running
time tl) if it was greater than two hours.
4. The convergence was rapid with respect to the
objective function and state variables, but was
relatively slow with respect to the control
variables, as were recognized by many investi-
gator s. 3 9
5. The iteration requirement depends on the ac-
curacy needed. For the cases presented, 10 to
20 iterations were necessary.
6. The computing time requirement depends on the
number of iterations and on the time step for
numerical integration. For the time step of 0. 02
hour, one to two min. was necessary with the
IBM 7094.
7. The modification algorithm for relaxation param-
eters, Eq. 2. 13, was satisfactory. For the ratio
of relaxation parameters, el/e 2 = 10 was satis-factory.
8. For penalty functions, Eqs. 3.20 and 3.21, m =2
and m2=1 were satisfactory.
The lack of any other practical and satisfactory computational
algorithm makes the steepest ascent method the most pracically im-
portant one for the dynamic optimization of complex chemical proce sse s.
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This method is therefore recommended for dynamic optimization
studies of similar highly nonlinear and multivariable processes.
The Control System Design Aspect of the Optimal Control Study
In phase-plane trajectories (Fig. 1. 10) of optimal control so-
lutions, a trajectory starting from any initial condition never crosses
a trajectory starting from any other initial condition; in other words,
an optimal trajectory is unique and depends only on initial conditions.
This is a direct consequence of the principle of optirmality.
As shown in Figs. 1.11 and 1. 12, optimal control laws are
unique functions of state variables. For the problems considered in
the study, this is also a direct consequence of the principle of opti-
mality.
An alternative control scheme has been designed as follows:
approximate systematically the exact optimal control laws as simply
as possible, while testing the satisfactory performance by the use of
dynamic simulation of this approximate optimal control system. This
design algorithm has the following significant advantages over con-
ventional trial and error methods:
1. This design algorithm is systematic (although
not completely scientific) at least when the
optimal control laws are to be expanded in a
Taylor series.
2. The solution of this design algorithm always
exists, at least theoretically, since an exact
approximation corresponds to an optimal
control law itself, while the conventional trial
and error method can not tell whether a so-
lution exists or not at least until a solution is
obtained.
3. This design approach provides information to
evaluate the desirability of each step of ap-
proximation because the ultimate performance
due to optimal control is known. The con-
ventional trial and error method, however,
cannot evaluate the desirability of each trial,
since the ultimate performance is unknown.
.- ..l.ii·P-ibiaLLaQPL
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Because of the lack of any other scientific and practical design
method for highly nonlinear multivariable chemical process control,
this design approach is very significant from both a scientific and an
engineering point of view.
The Conventional Control Scheme vs. the Alternative
Control Scheme
The performance of both the conventional control scheme and
the alternative control scheme is described in Sections 4.2 and 5. 3, re -
spectively. The structures of these control schemes, from an infor-
mation feedback point of view, are analyzed in Sections 4.3 and 5.4
re spe ctively.
The alternative scheme is superior to the conventional scheme
for the following reasons:
1. The variations for regenerator temperatures
and flue gas temperatures are significantly
smaller in the former than in the latter. This
allows the former to operate at almost maximum
regenerator or flue gas temperatures which the
safety of a regenerator limits.
2. The damping ratio or the degree of stability is
significantly higher in the former than in the
latter. This means that the controller tuning
is relatively easy for the former and is not
trivial but requires great care for the latter.
3. The period of oscillation is significantly shorter
in the former than in the latter.
In other words, as a control system the former responds and re-
covers quickly, while the latter is sluggish and the quick recovery
from the upset condition can not be expected.
These dynamic superiorities were confirmed from an infor-
mation feedback point of view. The latter is inevitably associated with
several positive feedback loops the effect of which can not be over-
looked. Therefore the poor performance of the conventional control
scheme is due to several positive feedback loops which are inevitably
associated with the scheme.
__
CHAPTER VII
CONCLUSIONS
In the course of this work, the following conclusions were
drawn.
1. A new approach to the design of a control system for nonlinear
multivariable processes was developed in the course of this work.
The method was demonstrated for the design of a control system for a
hypothetical fluid catalytic cracking unit and resulted in an entirely
different control scheme from the one that is typically used in re-
finery operations. The performance of the new control scheme was
demonstrated by dynamic simulation to be significantly better than the
conventional system.
2. The new design approach was found to have significant ad-
vantages over conventional trial and error methods, because it is
systematic, and because it provides information to evaluate the de-
sirability of each design step since the ultimate performance of the
system is known from the optimal control theory. With the conven-
tional trial and error method, it is not possible to evaluate the de-
sirability of each trial efficiently, since the ultimate performance is
unknown.
3. The method of steepest ascent of the Hamiltonian, with the utili-
zation of penalty functions, was demonstrated to be satisfactory as a
computing algorithm for the dynamic optimization of the fluid cata-
lytic cracking unit considered in this study. This method is therefore
recommended for dynamic optimization studies of similar highly non-
linear and multivariable processes.
4. Signal flow graphs for the conventional control scheme and the
alternative control scheme of fluid catalytic cracking processes were
developed, and the dynamic behavior of these control schemes was
-121 -
-122 -
analyzed from an information feedback point of view. This analysis
gave insight into reasons why the alternative control scheme was signi-
ficantly better than the conventional one.
5. Several control schemes, which are different from the con-
ventional control scheme, were also simulated and compared with
analog computer simulation studies by others.33 On the basis of
this comparison, it was concluded that, although there are various
kinds of fluid catalytic cracking processes, the characteristics of their
dynamic behavior are quite similar.
-- --
APPENDIX A
REACTOR KINETIC MODELS
The purpose of this appendix is to introduce Blanding's catalytic
cracking models and Voorhies catalytic carbon forming models, and
to unify them into a consistent set of models which can describe the
effects of most operating variables satisfactorily for simulation
purposes.
Limiting Step in Reaction
The purpose of the following discussion is to show that, in
catalytic cracking, mass transfer and diffusion flow transfer are
factors of a secondary nature and that reaction kinetics can be approxi-
mated as a function of the reactant partial pressure.
Four important processes can be visualized as occurring in any
catalytic cracking reaction:
1. Mass transfer of reactants to and from the ex-
terior surface of praticles and the main body of
fluid.
2. Diffusion of reactants and products into and out of
the pore structure of the catalyst particle.
3. Activated adsorption of reactants and desorption
of products.
4. Surface reaction of adsorbed reactants.
If the first process were important, the velocity of flow in the
catalyst bed would be critical. Blanding showed that a fivefold
variation in velocity made no important difference in the extent of
reaction. For reactions in which processes 1 and 2 are controlling,
the effect of temperature is generally very small and is present only
in so far as the kinetic motion of the reactant molecules is influenced
by temperature. Actually, temperature has a pronounced effect
on the catalytic cracking reaction.
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Particle size exerts a strong effect on reaction rate, when
processes 1 and 2 are controlling. Blanding, 10 with considerable ex-
perience in the fluid process, has observed no important difference in
cracking rates for particles varying from 10 to 100 microns in diameter.
Therefore it seems probable that mass transfer and diffusion flow
transfer are factors of a secondary nature, and that processes 3 and 4,
involving activated adsorption and/or the surface reaction, are con-
trolling. The reaction kinetics can be approximated to be proportional
to some power of the reactant partial pressure, since this treatment
could be consistent with either of these latter two mechanisms.
Blanding's Catalytic Cracking Models
The purpose of the following discussion is to show that Blanding's
models were successfully developed for a pilot plant, and that these
models can be utilized for a full-scale plant at least as a basis.
The considerations discussed in the foregoing section suggest
that it should be possible to develop a relatively simple expression
for characterizing catalytic cracking reaction. Let
A = species reacting.
Wc = weight of catalyst
na = number of moles of A present
nao = original number of moles of A
n = number of moles of productsP
kl = constant (also k2, k3, m, etc.)
N = total moles of material present, na + np
n = number of moles of n on catalyst in reactiveac a
s ituation
Pra = reactor pressure
I [
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00 = residence time of feed gas
f = fraction of A converted; C = 100f = %conversion
Adopting steady-state and plug-flow assumptions for feed gas,
consider, first, the general expression for the rate of the reaction
of na
dn
dO = klna (A.1)
0
Equation A. 1 is for a first-order reaction which, past experience
indicates, might be applicable to a cracking reaction.
For cracking in the presence of a catalyst, Eq. A. 1 will not
apply, because only the material on or adjacent to the surface in-
fluences the reaction rate. For this case, consider that
dn
d- = k (nac) (A. 2)
The amount of material on the catalyst in a reactive situation can be
assumed to be an adsorbed layer, as
n Prm
n ac= ak2 W (A. 3)ac 2 c N
In this expression it is assumed that the amount adsorbed will be pro-
portional to some power of the partial pressure of the reactant sur-
rounding the catalyst as well as the amount of catalyst present.
Substituting Eq. A.3 into Eq. A.2
dnn
a k3 W arad0o 3 cnr m (A.4)
It has also been noted from a number of catalytic cracking
experiments that the relative number of moles produced per mole of
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reactant increases considerably as the reaction proceeds, owing to
secondary reactions. According to Blanding, 10 data indicates that,
very roughly, for the cracking of a light East Texas gas oil,
n n
k[n (A. 5)
Thus, Eq. A.4 might be written
dn F n 1 2ma ka
a 5 k a pma W (A.6)de o ra 
According to Blanding, 10 pilot plant data, on the average, indicates
that
dn n
= k6 na 1- (A.7)
0 Lnao
This suggests that exponent m in Eq. A.6 is approximately equal to
1. Thus
dn n
da k P W -n (A. 8)d - 5 ra co ao
Upon integrating for a total bed, substituting 1-f for na/nao
k P W &5 ra c o f (A. 9)n 1-fao
It is common practice to express f in terms of percent conversion, C.
Also in a catalytic reaction, a residence time of oil vapor is ex-
pressed by
k7na
= Rtf/Ha (A. 10)
where R is a total feed rate and Htf ra is a reactor catalyst holdup.
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Thus, as a final expression, Blanding obtained
K Pcr ra C
Rtf /H 100-C (A. 11)
where K = cracking velocity constant.cr
This formula applies to a bed in which the reactants are pro-
ceeding through the catalyst bed in "piston flow.'
The above expression and the foregoing derivation, together with
confirmation of Blanding's results, suggest that the reaction is in-
deed approximately first order but that in the constant pressure system
considered the reactant becomes increasingly diluted with cracked
products, thus diminishing the extent of reaction. Thus in effect the
apparent order in terms of feed stock processed approaches 2.
Actually Eq. A. 5 represents a very rough approximation; most feed
stocks examined show exponents ranging from 1.6 to 1. 9 in the con-
version range of practical interest (30 to 80% conversion). However,
although the dilution due to increasing moles of reactant might not
be sufficient to increase the apparent order to the level of 2, petro-
leum fractions consist of a large variety of individual hydrocarbons
which vary in their relative refractoriness. It might be expected
therefore that compounds easiest to crack would crack first, leaving
a residue of reactants which becomes increasingly harder to crack.
This additional factor also tends to increase the apparent order
above 1.
The velocity constant K of Eq. A. 11 is expected to be acr
function of the degree of catalyst fouling, which in turn depends on
operating variables. Therefore the determination of K is post-cr
poned until the carbon-forming kinetics are discussed.
Voorhies' Catalytic Carbon Forming Models
The objective of the following discussion is to show that
Voorhies models are successfully developed for the catalyst which is
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fresh or which activity is completely restored after regenerating to a
low residual carbon content, and that they provide basic models for
the equilibrium (or reduced activity) catalyst.
The carbonaceous deposit that is an inevitable by-product of
catalytic cracking is called "coke, " and is generally measured as a
percentage by weight of feed or of catalyst. Although the extent of
carbon formation in catalytic cracking depends on the type of catalyst,
the feed stock, and the operating conditions, it has been found that
there is an intrinsic uniformity in the way the amount of carbon de-
posit on the catalyst increases with time. Certain generalized cor-
relations of striking simplicity and considerable utility have re-
sulted from a study of such data. 74
There are three types of carbon: catalytic carbon, additive
carbon, and strippable carbon. The catalytic carbon is produced in
the catalytic reaction. The additive carbon is present in most
heavy gas oil and is deposited without catalytic reaction. 3' 52 The
strippable carbon represents adsorbed and interspersed hydrocarbon
gas and liquid remaining with the spent catalyst after the cracking
has been accomplished. It is common practice to purge most of the
strippable carbon before the catalyst is regenerated. We therefore
can assume thatthe strippable carbon is negligible.74
For the catalytic carbon, according to Voorhies, 74 a con-
siderable amount of data shows that the amount of carbon formed on
the catalyst is approximately a logarithmic function of the length of
time elapsed since the catalyst was freshly regenerated, and that
the feed rate has no effect on the extent of carbon formation on the
catalyst for a given residence time. Much thought and speculation
have been devoted to the question why the amount of carbon deposited
on the catalyst for a given residence time should be relatively in-
dependent of feed rate. The characteristics of the hydrocarbons in
contact with the catalyst are continually changing as the feed stock
progresses through the catalyst bed, and also different feed stocks
-129-
differ in their carbon-forming tendencies. However, consider what
happens as the feed stock passes through the bed of catalyst. It is
converted to an increasing extent into (a) gasoline and gas, which have
less tendency to carbonize than the original feed, and (b) cycle gas oil,
which has more tendency to carbonize than the original feed. To the
degree that these two tendencies balance each other, the extent of
carbon formation on the catalyst will not differ at any level in the
catalyst bed at any given time: this means that the amount of carbon
deposited on the catalyst is independent of feed rate within limits. 74
For a given catalyst, feed stock, temperature, and pressure,
Voorhies found experimentally that
C = A. On (A. 12)
cat c
where Ccat = catalytic carbon yield on catalyst
A = constant
0c = catalyst residence time
n = exponent (0.38-0.53)
Since the rate of carbonization drops off as the percentage of
carbon on the catalyst increases, Voorhies postulated that the coke
itself is the diffusion barrier, and found that if it is assumed the rate
of diffusion is inversely proportional to the amount of carbon, then
the power of catalyst residence time is 0.5 which suggests a good
concordance with the experimental results.
However, the above hypothesis of Voorhies has several es-
s ential dis c re pancie s:
1. The large specific surfaces of cracking catalysts
require an extremely large coke deposition to
form a monomolecular layer.
2. As described in the section of Limiting Step in
Reaction, " the catalytic cracking, which is
significantly influenced by carbon production,
is not controlled by the pore diffusion.
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3. Voorhies found that the carbon formation doubles
with an increase in cracking temperature of ap-
proximately 190-200 F and this effect of tempera-
ture is so strong that the diffusion is unlikely to
be controlling.
However, since the catalytic carbon formation depends on the
conditions of catalytic active sites (e. g., activity distribution) the
models of Voorhies turn out to be meaningful and useful, if we postu-
late that an apparent (or averaged) activity of catalyst is inversely
proportional to the catalytic carbon content of catalyst.
Derivation of Unified Reactor Kinetic Models
The objective of the following discussion is to unify Blanding's
catalytic cracking models and catalytic carbon forming models, and
to determine the effects of temperature, pressure, and residual
carbon on their kinetics.
In commercial plants, it is known that the residual carbon
content of catalysts, which was left unburned in the regenerator and is
present in the reactor, has significant effect on the selectivity be-
tween the catalytic cracking and the carbon formation. Assuming
the catalytic carbon formation is (1) inversely proportional to the
catalytic carbon content (as assumed by Voorhies), (2) inversely pro-
portional to the residual carbon content (raised to some power n),
and (3) directly proportional to the pressure (as Blanding assumed for
catalytic cracking), a catalytic carbon forming rate is expressed by:
Rcc K Pra Hra (A. 13)
k C E
K Kcc epcc5 (A. 14)K c ccn exp - R(T + 460)cc c R(T 4
cat res
where R = catalytic arbon forming rate
cc
K = velocity constant for catalytic carbon formation
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P = reactor pressurera
Hra = reactor catalyst holdup
Ccat = catalytic carbon content of catalyst
res
AE = activation energycc
k and n = constantcc
If the catalysts in the reactor are uniform, then a steady-state
material balance for the catalytic carbon is
R -R C = 0 (A. 15)cc rc cat
where
Rr = catalyst raterc
Substituting Eq. A. 13 into Eq. A. 15, and solving for Ccat
cat1/2
cc ra c Acc
ca n exp +T 460) (A. 16)Cn rares
where 0c = H /R = catalyst residence timec ra rc
Equation A. 16 can be used to determine the effect of the catalytic
carbon on the catalytic cracking as follows. Blanding 1 0 found that
the cracking velocity constant, which is denoted by K in Eq. A. 11,
is roughly inversely proportional to the 0. 5 power of the catalyst
residence time. This relationship (see Eq. A. 16) will follow if the
catalytic carbon formation, and the catalytic cracking are inversely
proportional to the catalytic carbon content. These factors have
been noted by Shankland, et. al. 65
Therefore, assuming the cracking velocity constant is inversely
proportional to some power of the residual carbon, the following ex-
pression is obtained:
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k AE
KT C = - exp IR(T + 460) (A. 17)
cat re s
where AE = activation energy for catalytic crackingcr
k and m = constantcr
Substituting Eq. A. 16 into Eq. A. 17
1/2
k (Cn c (E -zE /zkKcr Cres cr ccKcr Cm &~kccPra J exp R(T +460) 
cc C rac rares
(A. 18)
Equation A. 18 describes the total effect of temperature on the cracking
velocity constant. Blanding 1 reported that
AE - Ec /2 - 18, 000 Btu./lb.mole (A.19)
Furthermore, Eq. A. 18 shows that the observed cracking velocity
constant is inversely proportional to the 0.5 power of pressure. This
fact is also pointed out by Blanding as follows. According to the
cracking rate formula, Eq. A. 11, the cracking rate is directly pro-
portional to oil partial pressure, and, hence, doubling total pressure
should increase the cracking rate in the same proportion as hauling
feed rate. However, the above relationship should necessarily apply
only instantaneously, and the resultant cumulative effect of pressure
in an actual cracking operation should be somewhat different. This
would be expected because the cracking rate is higher at higher pres-
sures, and the catalyst should deactivate with time at a greater rate
than normal, owing to the greater rate of deposition of carbon re-
sulting from the higher cracking rate. According to Blanding, there-
fore, actual fluid unit data show that the observed K P is verycr ra
closely proportional to the 0.5 power of pressure which is consistent
with the above derivation.
I
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Elimination of Ccat from Eq. A. 14 and A. 17 results in
kr ) cr ccK =K n exp R(T +460
cr cc k Crn-n R(T r 460cr cc k raCC Cres
Substituting Eq. A.20 into Eq. A. 11, together with Eq. A. 13, results in
R k
cc cr
cR m-n expRtf k Cm - n
cc res
(znE -nE )icr cc C
R(T +460) = 100-Cra
Eq. A. 21 describes the overall effects of the temperature and the re-
sidual carbon on the catalytic carbon yield for a constant conversion
level. Oden, et al.52 reported that, for a commercial plant, these
effects are approximately
AE -zE c - 9, 000 Btu./lb. molecr cc .
m-n 0.09
(A. 2)
(A. 23)
Substituting Eq. A. 18 into Eq. A. 11
P S 1/2ra 
kcc
k cr
m- 0 . 5n
res
E c r E cc/2) C
exp -R(T +460) 100-Cra
1S = c
(Rtf/Hr a)0c
R c/Rtf
=R 7 H = cracking severity
tf ra
Equation A.24 describes the overall effect of the temperature and the
residual carbon on conversion for a constant severity. Oden, et al. 5 2
reported that
(A. 20)
(A.21)
and
where
(A. 24)
T_'iI-!_""'__
-134-
m - 0.5n - 0. 12 (A.25)
AE -AE /2 - 18,000 Btu./lb. molecr CC
which is surprisingly consistent with Blanding's finding (i.e.,
Eq. A. 19).
Solving Eq. A. 19 and A.22 simultaneously
AEcr = 27, 000 Btu./lb. mole (A.26)cr
ILEc = 18, 000 Btu./lb.mole (A.27)cc
Furthermore, the fact that the intrinsic activation energy (i.e.,
Eq. A.26) is greater than the apparent activation energy (i.e.,
Eq. A. 19) is pointed out by Blanding. 10
Solving Eq. A.23 and A.25 simultaneously,
m = 0.15 (A.28)
n = 0.06 (A.29)
This difference of effects of the residual carbon is explained by the
selectivity, which is consistent with the results of Oden, et al. 5
Substituting Eq. A. 16 into Eq. A. 14
Kc = ( c / exp c (T +460)c (A. 30)
c C n RT +460>
rara c res
According to H. E. von Rosenberg (Esso Research and Engineering
Company, personal communication), the credits for lowering the re-
sidual carbon are an improvement in catalyst stability or life and
an improvement in the reactor yields. The most important yield im-
provement is a reduction in carbon yield. This allows an increase
in fresh feed or in conversion until the carbon burning limitation of
the regenerator is again reached. This fact is consistent with the
above derivation.
__
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Eq. A. 30 describes the overall effect of the temperature on the
catalytic carbon formation. Voorhies74 found that, for long period
(order of an hour) fixed bed reactors,
AE c/2 = 12, 000 Btu./lb. mole
or AE = 24, 000 Btu. /lb.mole (A.31)
The reason for the different results of Eqs. A. 27 and A.31 is not clear.
However, it may be concluded that the intrinsic activation energy for
the catalytic carbon formation is slightly less than that for the cata-
lytic cracking, and that high temperatures result in less carbon yield,
which is consistent with the results of Oden, et al.52
Final Forms of Kinetic Models
The objective of the following discussion is to summarize the
above derivations and to supply a few details useful in completing the
models- for the simulation study.
The gas oil cracking rate is related to the conversion as follows:
Roc =(1 75)DffRffCff (A. 32)
where R = gas oil cracking rateoc
Dff = density of fresh feed
Rff = fresh feed rate
Cff = conversion on fresh feed
(1.75)= (42 gal./bbl.)/(24 hr./day)
The conversion on fresh feed is related to the conversion on total feed
as follows:
R tf
Cff Ctf R Ctf (+R ) (A 3 3)
ff
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where Ctf conversion on total feed
Rtf = total feed rate
R = recycle ratio
r
Using the relation 100 Ctf = C, Eq. A. 11 is rearranged to
Ctf A (A.34)tf A+ 1
K P
cr rawhere A cr ra
Therefore, Eqs. A.32, A.33, A.34, together with Eq. A. 17, consist
of a complete set of models for the gas oil cracking rate in terms of
operating states and variables.
Assuming the strippable carbon production is negligible, the
carbon forming rate is expressed by
Rcf = K ccP raHa + Ftftf (A.35)
where R f = carbon forming rate
Ftf = additive carbon forming factor of total feed
Therefore, Eq. A.35, together with Eq. A. 14, consists of a complete
set of models for the carbon forming rate in terms of operating states
and variables.
Estimation of Constants
In the above set of models, the estimation of constants kr' k cc
is necessary to utilize the models for the simulation. These constants
are not universally constant but are dependent on the compositions of
feeds and the condition of the catalyst. However, since they are not
strongly dependent on the operating variables, it can be assumed
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that these constants do not vary significantly for the operation of the
same unit, and the assumption of their constancy is adequate for the
purpose of simulation and control.
The objective of the following discussion is to show a simple
method of estimation of constants which are used throughout the study.
Assuming that the reactor is operated at a certain probable steady-
state condition (e.g., H = 60 ton, Pra= 40 psia, T = 930°F,ra ra ra
Rtf = 100, 000 bbl./day, Rrc = 40 tons/min., Cff = 0.6), together
with a certain probable steady-state condition of the regenerator,
probable k and k are determined automatically. Since it iscr CC
not only difficult but also useless for our purpose of simulation to
estimate accurately these constants by purely chemical analysis of
feed composition and catalyst condition, the above (a kind of closed-
loop) method was used.

APPENDIX B
REGENERATOR KINETIC MODELS
Regeneration of coked or spent catalyst by burning the coke with
air is an essential part of the catalytic-cracking process; indeed the
capacity of the regenerator for burning the formed coke often limits
the rate at which a unit can crack feed. This appendix describes the
significance of a regenerator, a literature review of regeneration
kinetics, and the construction of models.
Significance of Regenerators
The purpose of the following discussion is to show that a re-
generator of FCC is one of the most important parts of FCC from an
economic point of view and from a control point of view, and that
its models must be constructed with great care in order to utilize
them satisfactorily.
There are three main incentives for improving the carbon
burning in regenerators. The first is to lower the carbon levels on
the catalyst for a given rate of carbon burning and conversion of the
oxygen. The low carbon level on the regenerated catalyst would im-
prove the gasoline yield in the reactor for a given conversion level. 52
The second incentive would be to increase the conversion of the oxygen
for a given carbon level on the catalyst. This would result in an in-
crease in the total carbon burning rate and so increase the total
capacity of a unit, which is usually limited by the regenerator gas
velocity or blower capacity. The third incentive is related to the
second. By increasing the oxygen conversion, the amount of "after-
burning" in the dilute phase could be reduced.
Role of Pore Diffusion
The purpose of the following discussion is to show that the role
of pore diffusion in fluidized regenerators is negligible, and that the
-139-
-140-
pore diffusion mechanism is not necessary to describe the fluidized
regenerator kinetics.
The mechanism and kinetics of the burning of carbon from cata-
lysts has not been clearly worked out. It is generally agreed that dif-
fusion rates into the particle, as well as the chemical reaction, play
a part. At low temperatures the chemical reaction is controlling,
while at high temperatures diffusion is controlling. The various re-
generation studies in air at atmospheric pressure indicate that, on
a silica-alumina bead catalyst of about 1/8 in. diameter with fine
o
pores (e.g., 50 to 100 A), diffusion of oxygen begins to become rate
limiting at about 9000 F (480°C).76 A clay catalyst with large pores
(e. g., half exceeding 2000 A in diameter) has a higher diffusivity, and
oxygen diffusion was not rate limiting even at 1200 F.16 With the
fine particle sizes used in fluidized-bed operations, oxygen diffusion
is not rate controlling on silica-alumina or similar catalysts, at
least up to 12900 F (7000C).76
Carbon on the Catalyst
The purpose of the following discussions is to show that, although
the intrinsic kinetics of burning carbon on the catalyst is not com-
pletely established yet, one of the most acceptable models for the in-
trinsic reaction rate would be expected to be first order with respect
to carbon and oxygen.
The main complicating features of regeneration are the nature
and amount of carbon on the catalyst, its distribution on the surface
and within the pores of the catalyst, metal contamination, sintering
and catalyst pore size. The intrinsic rate is generally found to be
proportional to oxygen concentration, but the nature of the function of
the amount of carbon present has varied in different investigations
(see Table B. 1). The reason for these variations is not clear; in
some cases an aging effect may have caused a decrease in carbon
activity, or the distribution of carbon atoms on a molecular scale
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Table B. 1
List of Published Regeneration Kinetics
Dart et al. 6 Johnson Lavrouskii Aliev et al. Pansing5 6
Lite rature et al.3 et al. 40
Bed Type Fixed Fluidized Fluidized Fluidized Fluidized
Bed Size
diameter 1.25 in. 2 in. 3 cm. 10 in.
length 2 ft. 20 in. 1 m. 5 ft.
Catalyst Type Clay Clay Si. Al. Si. A1.
Pellet Si. Al.
Si. Mg.
Catalyst Size 4.0-2.4 100-250 4 75 44-79 
mm. 200-500 .
Superficial 30-40 0.2 0.16 0. 1-0.6
velocity,
ft. /sec.
Ave rage
O , psia. 3.06 0.324- 0. 676-
0.676 3.06
Initial Carbon 0.83- 0.3 0.6-2.0
Content wt. % 2.75
Kinetic Order 1 1 1 1 1
of Oxygen
Kinetic Order 2 1 1 2 1
of Carbon
Average Temp. 850- 950- 978- 965-
oF 1200 1050 1113 1075
Activation 47, 900 74, 000 44, 100 53, 000 63, 000
Energy 55, 600
Btu. /lb. mole
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into clumps may well have varied in different studies. In studies made
in a fixed bed, it is evident that considerable temperature gradients
may have occurred axially and radially in the bed which make a pre-
cise interpretation of the results impossible.
In an industrial operation with a high-area catalyst, the initial
coke concentration will generally be less than about 5 wt. %, which
is equivalent to considerably less than a monolayer. If the carbon
atoms were indeed all exposed and all equally reactive, the intrinsic
reaction rate would be expected to be first order with respect to
carbon. 61
The coke generally contains considerable hydrogen, but the
hydrogen is removed in the initial stages of the reaction, leaving a
carbon skeleton on the catalyst. Thus the principal reaction of con-
cern-is the gasification of carbon. For a given catalyst, there seems
to be little variation in the burning rates of coke deposited from dif-
ferent hydrocarbon reactions, although the reaction-velocity constant
for carbon deposited from high-sulphur feeds is higher than from low-
sulphur feeds.56 Also a decline in reactivity on aging has been re-
ported. 35 Little difference is found between reactivity of carbon on
silica-;alumina, silica-magnesia, clay, silica gel, and other cracking
catalysts containing no transition metals, although the low-
activity catalysts show a higher reaction-velocity constant than does
the high-activity catalyst.56 The presence of chromia in the xerogel,
however, increases the burning rate, and other transition metals
will presumably also catalyze carbon combustion, as may also some
potassium compounds. Most workers report the intrinsic activiation
energy for carbon burnoff to be above 63, 000 to 66, 000 Btu./lb.mole.
Effects of Steam
The purpose of the following discussion is to show that, al-
though the effect of steam gasification reaction can not be overlooked,
one of the most acceptable models for the intrinsic carbon burning
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reaction rate is still first order with respect to carbon and oxygen,
providing that the variation of steam content is negligible.
Contacting Gas and Solid
The purpose of the following discussion is to show that the con-
tacting of gas and solid is a particular phenomenon for fluid process,
that it is the most essential factor which governs the efficiency or
performance of regenerators, and that it is essential to include this
phenomenon in the regenerator model as accurately as possible in
order to describe the difference in the performance of different re-
generators.
Contacting of the solid with the regenerating gas is, of course,
important. Apparently very little work has been done on this effect
in fludized regenerators. The analysis of fluidized beds is made
complex by the fact that the gas flows through the bed by two paths. 78
One is in the form of gas "bubbles" which have relatively low solid-
to-gas ratios and shorter residence time than the average. The
other path is through the interstices of the dense phase, which in-
volves a longer residence time and much higher ratios of solids to
gas. The linear velocity at which gas flows through the dense phase
corresponds approximately to that which produces incipient fluid-
ization. Any excess gas flow goes up as bubbles. Thus the fraction
of the total gas flowing in the form of bubbles increases as total gas
flow rate is increased above that required for incipient fluidization;
but this fraction is also a function of particle size and particle size
distribution. As the bubbles rise, they grow by seepage from the
surrounding dense phase, the rate of which is likewise a function of
particle size and of size distribution. Higher gas velocities or finer
catalysts will increase the distance between particles and so the re-
sistance to diffusion from the "bubble" phase to the dense phase
will be less. The coefficient of mass transfer has been reported to
be a function of some powers of the mass velocity of the gas and the
average particle diameter. 56
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Pansing t s Regenerator Models
The purpose of the following discussion is to show the successful
development of Pansing's regenerator for a pilot plant. Although
they are not completely accurate for a full-scale regenerator, they
still remain one of the most acceptable models because they embody
both the intrinsic regeneraton kinetics and also the gas-solid con-
tacting phenomenon.
During burning of coke, oxygen must be transferred from the air
stream to the surface of the catalyst. Burning rate may as well be
limited by diffusion from the air stream to the surface as by re-
action on the surface. In a fixed bed, the resistance to diffusion
occurs in a stagnant film surrounding the individual catalyst particles.
In a fluidized bed however, much of the gas passes through the cata-
lyst in the form of pseudobubbles or pockets and relatively little
flows through the interstices between the more densely packed parti-
26cles. Much of the catalyst can receive oxygen only by diffusion or
mass transfer of gas from the bubbles. Resistance to mass transfer
can be combined with reaction kinetics to develop an equation for the
overall rate of reaction,
The concentration of carbon on the catalyst can be considered
uniform throughout a fluidized bed, because the rate of catalyst mixing
is rapid.26 The gas flow can be assumed unidirectional, because
bypassing or short-circuiting of gas in a fluidized bed is far more
pronounded than back mixing. Gas bypassing causes the oxygen
concentration to vary across the horizontal cross section of the re-
generator, but an average oxygen concentration can be assumed to
exist at a given vertical level.
The rate of reaction of carbon is assumed to be first order with
respect to the concentration of carbon on the catalyst, 35, 40 and
partial pressure of oxygen. 16,35,40,54 A stoichiometric expres-
sion for regeneration is, in general, as follows:
L-c - ---
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Coke (C, H) + 02 - CO + C02 +H20
where stoichiometric coefficients are not specified. For the stoichio-
metric ratio of carbon and oxygen, Pohlenz57 found that it is almost
constant with the deviation of the same order as the accuracy of the
measurements. He speculates that a catalyst with high hydrogen-
producing activity reduced hydrogen content of the coke, but in the
oxidized state catalyzes the oxidation of CO to CO2, thus causing in-
creased ratios of CO2/CO, and that the stoichiometric ratio is nearly
constant, independent of the CO2/CO ratio. Assuming that carbon and
oxygen must react in some stoichiometric ratio, the rate of reaction
of oxygen rr in moles/hr./lb. of catalyst can be expressed as
rr = krCrPi (B. 1)
where the proportionality constant relating the rates of carbon and
oxygen reactions is contained in kr , the specific reaction-velocity
constant in moles/hr./atm./lb. The term Cr is the fraction of
carbon on regenerated catalyst, and Pi is the partial pressure of
oxygen in interstices of catalyst in atm. The rate of oxygen transfer
depends upon the pressure gradient of the oxygen from the interior of
the bubbles to the interstices of the catalyst. Thus rd, the rate of
oxygen diffusion from bubbles to catalyst in moles/hr. /lb. of catalyst,
can be expressed as
rd = kd (P-Pi) (B.2)
where kd is the coefficient of mass transfer in moles/hr./atm./lb.
and p is the partial pressure of oxygen in bubbles in atm. At steady-
state conditions, the overall rate of reaction must equal the rate of
oxygen transfer or rate of surface reaction. Thus, after equating
Eqs. B. 1 and B.2, solving for i, and substituting this expression
in Eq. B. 1, one can express the overall rate of reaction r, in moles/
hr./lb. of catalyst, as
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r = 1 (B.3)
k +kCd rCr
A material balance on oxygen across a differential length of re-
generator may be written
F dN = -r dW (B.4)
where F is the feed rate of gas in lb./hr., N is the oxygen con-
centration in the gas in lb. moles/lb. feed, and W is the weight of
catalyst in lb. If Eq. B.3 is substituted in Eq. B.4, and the total
moles of reactants and products is considered constant, the re-
sulting equation may be integrated from the inlet to the outlet oxygen
concentration to give
F NP k k C ) N (B5)d r or 
where Nt is the total moles gas/lb. of feed to the regenerator, P is
the total pressure in atm, and No is the inlet oxygen concentration in
lb.moles/lb. feed. The quantity FNt/W is defined as the space-
velocity S and equals the moles of gas fed to the regenerator/hr./lb.
of catalyst. The quantity N/N is the fraction of inlet oxygen un-
converted in the regenerator and is defined as f. If these terms are
introduced in Eq. B.5, it may be rearranged to give
PC C
r r 1
= + (B.6)S nf k kd r
Significant variables are thus related in terms of a specific reaction-
velocity constant and coefficient of mass transfer.
Equation B.6 could be used to evaluate the specific reaction-
velocity constant k from regeneration data if values of kd were
· _ ______ ___^__
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available. Although some data on mass transfer in fluidized beds
exist, there are no data on particles in the O-to 100-. range. Hence
the coefficient of mass transfer can be assumed to be a function of
some powers of mass velocity of gas and the average particle diameter.
Higher gas velocity or finer catalysts will increase the distance be-
tween particles and so the resistance to diffusion will be less. Thus
the coefficient of mass transfer kd may be expressed as
k d = .Gm (B.7)d a Dn
p
where a is a proportionality constant, m and n are unknown ex-
ponents, G is the gas mass velocity in the regenerator in lb./hr./
sq.ft., and D is the average particle diameter in ±. Equation B.7
can be substituted in Eq. B. 6 to give
PC C Dn
= a r1 + . (B.8)SInf Gm r
which represents a straight line of slope a and intercepts 1/k r whenr
-PC /(Snf) is plotted against C Dp/Gm. Both k and a can ber rp r
evaluated from regeneration data if suitable values of m and n can
be obtained.
5 6
From extensive pilot plant data, Pansing found that
m = 2, n = 1.5, a = 146
PC C D 1 5
or Sf = 146 _p + (B.9)SInf G r
and that an activation energy is about 63, 000 Btu. /lb. mole. However,
Pansing found that the correlation has proved less useful when applied
to commercial units, where such interfering factors as afterburning
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and partial combustion in large transfer lines are more difficult to
control. Equation B.9 usually gives lower reaction velocity constants
than are observed in the pilot plant. Reaction-velocity constants de-
veloped from pilot plant data contain a factor that represents the ex-
tent of participation of the catalyst in the reaction. In commercial
units, where the regenerator may be 30 ft. in diam., part of the
catalyst may be ineffective because of nonuniform gas distribution in
the fluidized bed.
The above discussion suggests that the principal discrepancy be-
tween the performances of pilot plant and commercial units comes
from the efficiency of gas-solid contacting which is characterized by
a of Eqs. B.7 or B.8. Therefore it is expected that if the com-
mercial plant data are arranged to estimate the apparent (or spacially
averaged) constant a for mass transfer coefficient, then the re-
sulting models are more useful.
Afte rburning
The purpose of the following discussion is to show that the "after-
burning" or oxidation of carbon monoxide to carbon dioxide in the re-
generator lean phase is one of the mdst important control problems
from the regenerator safety point of view and from the control system
design point of view, that the extent of afterburning is observed by
the temperature rise in the regenerator lean phase or the differential
temperature across the cyclones., and that the extent of afterburning
is mainly expressed in terms of oxygen content in lean phase and re-
generator temperature.
The large amount of combustible carbon monoxide in the flue
gases sometimes leads to afterburning in the disengaging space and
cyclones of fluid regenerators. Such fires are put out by means of
steam or water, and the best safeguard seems to keep the excess
air low (oxygen below 0.5 to 1 percent in the flue gas), and to keep
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the regenerator temperature low (below about 1130 F). '49 At higher
regenerator temperatures, the temperature rise between dense and
dilute phases or dense phase and flue gas is a very sensitive indi-
*' 57cator of the oxygen content of the gas leaving the dense phase.
Derivation of Simplified Models
The objective of the following discussion is to derive a mathe-
matically compact set of models which can be readily utilized for the
simulation and control studies. Assuming that a stoichiometric ratio
of oxygen and carbon is constant, a steady-state material balance for
oxygen can be expressed by
R
Rb - C1 2 -Ofg)/(100) (B. 10)
where Rcb = coke burning rate
R air rateai
0fg = mol % oxygen in flue gas
C 1 = stoichiometric coefficient
Arranging Eq. B.5, Ofg is expressed by
PH /R.ai
Ofg0 21 exp 1/K (B.!l)fg 1/K od (I o) rc](
It is reported that, for a fluid unit operated at the low regenerator
temperature of 1, 050o-1, 0550 F, afterburning problems could never
be experienced and it could be operated at almost any oxygen level,
but that, operating this unit at 1, 1000 F regenerator temperature,
the danger of afterburning exists anytime with above 1. 50oxygen.55
It is reported that, for a fluid regenerator, the amount of air is con-
trolled through a vernier bypass value by a temperature differential
between the dense bed and the flue gas, that the temperature setting
for a 600F spread is sufficient for a good catalyst cleanup, and the
corresponding excess oxygen in the flue gas is about 0.2-0.4 55
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where p = regenerator pressurerg
H - regenerator holduprg
Kod - oxygen diffusion coefficient
K oxygen reaction coefficientor
Crc wt. carbon on regenerated catalystrc
Assuming that the average particle diameter is constant, Eq. B.7 is
modified to
Kod Cz R2 (B. 12)
where C is a constant.
Assuming that an Arrhenius type of temperature factor is held, Kor
is expressed by
hE ILE
K C exp or or (.13)
or 3 exp (1100+460) R(Trg+460)
where C = constant
AE r- activation energy of oxygen reactionor
T = regenerator temperaturerg
R = gas law constant
As far as the. afterburning is concerned, assuming that the
temperature rise caused by afterburning is directly proportional to the
oxygen level, the following expression is obtained:
Tfg Trg + C4 fg (B. 14)
where T flue gas temperatureCfg
C = constant4
-
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Estimation of Constants
In the above set of models, the estimation of constants C, C2,
C3, and C4 is necessary to utilize the models for the simulation.
These constants are not universally constant but depend on the specific
operating conditions. However, since they are not strongly de-
pendent on the operating variables, it can be assumed that these con-
stants do not vary significantly for the operation of the same unit, and
the assumption of their constancy is adequate for the purpose of simu-
lation and control.
The purpose of the following discussion is to show a simple ex-
ample of the estimation of constants which is used throughout the
study. Assuming that the carbon is oxidized to the same amount of
carbon monoxide and carbon dioxide as follows:
32C + OZ -CO+ CO Z
C1 is estimated by
C1= 2.0 (lb. oxygen/lb. carbon) (B.15)
56Pansing found that
k (at 14290 F) = 2.0 (lb.mole oxygen/hr.atm.lb. carbon)
which, assuming the activation energy of 63,000 Btu./lb. mole, is
equivalent to
kr (at 11000F) 12.8 (lb.mole oxygen/hr.atm.lb.catalyst,
fractional carbon)
or = (12.8)(2, 000)/(14.7)
1, 800 (lb.mole oxygen/hr.psia, ton carbon)
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or equivalently
C3 = (1, 800)(32)/( 000) = 57.5 (M lb. oxygen/hr. psia, (B. 16)
ton of carbon)
If the regenerator efficiency is such that
0 0o.2 (%) at = 200 (ton), P = 25 (psia), T 1,1600 Ffg rg rg rg
rc 0.6(%), Rai = 400 (M lb./hr.)
then a direct calculation of Eq. B. 11 results in
C _ 5.0x 106 (B.17)
Finally, if 0.2 % of Of corresponds to 20° F of temperature rise,
gthen
then
C4 = 100 (F/%o oxygen)
L ------ ~~~~~~~~~~
(B. 18)
APPENDIX C
DYNAMIC MODELS AND CONTROL MODELS
There can be various kinds of dynamic mathematical models of
FCC, from the highly sophisticated ones to the very simple ones, de-
pending on their intended use. It is a very hard thing to determine
what level of model sophistication is necessary and adequate to use
them satisfactorily before starting the simulation. Answers will be
given only after the simulation is completed and only after the result
is found satisfactory judging by the engineering common sense. This
study is also not the exception. Most of the assumptions introduced in
the study were too difficult to justify completely at least before starting
the simulation. However after completing the simulation, it was found
that these assumptions are adequate at least for the purposes of the
study.
Therefore the purpose of the following discussion is to show the
basis of the study, and to describe a simple form of controller models.
General Assumptions for Dynamic Models
Simplified dynamic models can be obtained by isolating the re-
actor and regenerator systems from the fractionator and the feed pre-
heater. Furthermore, the following idealizations are thought to be
necessary and adequate in the interest of simplicity:
1. Riser cracking is negligible.
2. Thermal cracking is negligible.
3. Air riser burning is negligible.
4. Reactor catalyst and regenerator catalyst are uniformly
mixe d.
5. Catalyst addition, withdrawal, and entrainment are
ne gli gible.
6. Heat loss from reactor and regenerator walls are
negligible.
7. Stripper holdup, reactor and regenerator standpipe and
cone holdups are negligible.
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8. Properties (i.e., density, specific heat) of streams
and beds are uniform and constant.
9. Process steam, spray water, and torch oil are
negligible.
10. Parameters such as heat of cracking, heat of re-
generation, and heat of vaporizations are constant.
11. Heats of adsorption of coke and steam on catalyst
are negligible.
Reactor Material Balances
There are five materials which have significant roles in the re-
actor, namely catalyst, total carbon, catalytic carbon, residual
carbon, and oil vapor. Since the residence time of oil vapor is
normally an order of 10 sec. which is much smaller than those of
other materials, it can be assumed that the oil vapor passes through
the reactor bed instantaneously with no time lag. This hypothesis
allows us to utilize the Blanding's catalytic cracking models which
were developed for the above situation. Therefore, it is not neces-
sary to take a material balance for the oil vapor here, since it was
done in the development of reactor kinetic models.
Since there are no source and sink for the catalyst and the re-
sidual carbon, material balances for them are simply "accumulation
input-output" as follows:
dH ra/dt =(60)(R -R ) (C. 1)ra rc sc
d(H C )/dt = (60)(R C -R C ) (C. 2)
ra res rc rc sc res
where Hra = reactor catalyst hold up
C = residual carbon
res
Crc = carbon on regenerated catalyst
Rrc = regenerated catalyst rate
R = spent catalyst rate
sc(60) = (60 min.
(60) = (60 min./hr.)
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Since there is no sink for the total carbon, and neither sink nor
input for the catalytic carbon, material balances for them are simply
"accumulation = production + input-output"
d(H C c)/dt = (50)R cf + (60)(R rr-RS C ) (C.3)
d(H C cat)/dt (50) R H -(60) R C (C. 4)ra cat)/d cc ra sc cat
where C = carbon on spent catalystsc
Ccat = catalytic carbon
Rcf = carbon forming rate
R catalytic carbon forming rate per unit
of catalyst
(50) = (1000/M)(100 /1)/(2000 lb./ton)
Reactor Heat Balance
Although there are no heat sources for the reactor, there are
two heat inputs, namely feed streams and regenerated catalyst; two
heat outputs, namely oil vapor and spent catalyst; and two heat sinks,
namely heat of vaporization and heat of cracking. After rearranging,
a reactor heat balance is expressed by
S d(H raT ra)/dt = (60)S(RcTg T a)
-(. 875)Sf{DffRff(Tra-Tfp) +Drfrf(Tra-Trf) }
-( 875)AHfv{DffRff+ Drf rf}-(. 5)AH R (C.5)
where S = specific heat of catalyst
c
Sf = specific heat of feed
T = reactor temperaturera
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T = regenerator temperaturerg
T = feed preheater temperaturefp
Trf = recycle feed temperature
Rff = fresh feed rate
R f = recycle feed rate
.R = oil cracking rateco
AHfv = heat of vaporization
AH = heat of crackingcr
Dff = density of fresh feed
Drf = density of recycle feed
(.875) = (42 gal. /bbl.)(l000/M)/(24 hr./day)(2000 lb./ton)
(.5) = (1000/M)/(2000 lb./ton)
Regenerator Material Balances
There are three materials which have significant roles in the re-
generator, namely catalyst, carbon, and air. Since the residence
time of air is normally an order of 10 sec., which is much smaller
than those of other materials, it can be assumed that the air passes
through the regenerator bed instantaneously with no time lag. This
hypothesis allows us to utilize the Pansing's regeneration models which
were developed for the above situation. Therefore it is not necessary
to take a material balance for the air here, since it was done in the
development of regenerator kinetic models.
Since there is neither source nor sink for the catalyst, and since
there is no source for the carbon, material balances for them are
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d Hrg/dt = (60)(R - Rr ) (C.6)
d(H C )/dt = (60)(R C - R Crc) -(50)R cb (C. 7)
where Hrg = regenerator catalyst holduprg
Rcb = carbon burning rate
Re gene rator Heat Balance
Although there is no heat sink for the regenerator, there are two
heat inputs, namely air and spent catalyst; two heat outputs, namely
air and regenerated catalyst; and a heat source, namely heat of re-
generation. After rearranging, a regenerator heat balance is expressed
by
S d(H T ) = (.5)H rgRcb -(60)Sc(R T -R Tra
-(. 5)SaRai(Trg-Ti) (C. 8)
where AH = heat of regeneration
rg
S = specific heat of air
Tai = air inlet temperature
Pressure Balances
The variations of pressure in FCC affect the catalyst circulation
mechanism, the cracking, and the regeneration. Since the effects
on the cracking and the regeneration are relatively small, the pressure
in the reactor and regenerator kinetic models can be assumed constant.
However, since the effect on the catalyst circulation mechanism is not
so simple, it is necessary to evaluate the relation between them. If
the catalyst slide value is not used to control a certain variable (e. g.,
catalyst holdup, bed temperature, etc.) automatically, then the effect
of the pressure variations on the catalyst rate will become extremely
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large since the pressure difference across the slide valve deter-
mines the catalyst rate. However, if the catalyst slide valve is used
to control a certain variable automatically, then the effect of the pres-
sure variations on the catalyst rate will become extremely small since
the controlled variable has a greater role to determine the catalyst rate
than has the pressure difference between the slide valve. In the latter
situation, the pressure variations affect the apparent controller gain
between the catalyst rate and the controlled variable rather than on
the catalyst rate directly. Most of the commercial FCC hold this
situation (e.g. , the spent catalyst slide valve is used to control the
reactor holdup automatically, and the regenerated catalyst slide valve
is used to control the reactor temperature automatically).
These closed-loop structures with respect to the catalyst rate
were assumed throughout the study. Therefore the accurate determi-
nations of the pressure variations and their effects on the catalyst
circulation mechanism were neither necessary nor useful for simulation
of controlled FCC. However, it should be noted that this pressure
balance is not particularly difficult to analyze and simulate if one con-
structs systematically the functional relationship between the material
flows and the pressure drop for risers, standpipes, slide valves,
dense beds, dilute phases, grids (distributors) and gas lines.
Estimation of Physical Constants
Although some of the physical constants for catalytic crackers are
not well known, the following values were used throughtout the study:
S = specific heat of catalyst 0.25 Btu./lb.°F (Ref. 49, p. 789)c
S = specific heat of air = 0.27 Btu. /lb. F at 1200°F, 1 atm.a (Perry, Chem. Eng. H.B. p. 3-127)
Sf specific heat of feed gas oil - (725-500)/300 Btu./lb.°F
(Ref. 49, p. 170)
AH r heat of cracking _ 200 Btu./lb. cracked (Ref. 49, p. 795
or Ref. 15, p. 114)
INESSENNOMMIN .....
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AHfv
AHrg
Dff
DCo
DgI
D-;
= heat of feed vaporization - 500-425 Btu./lb.(Ref. 49
p. 170)
= heat of regeneration 13, 000 Btu./lb. carbon (Ref.49,
p. 789 and p. 792, or'Ref. 57, p. 128)
= density of gas oil 7.30 lb./gal.
= density of cycle oil 7.38 lb./gal. (Ref. 49, p. 778)
= density of gasoline - 6.40 lb./gal.
density of recycle oil DU.~~~~~~~~~~~~~~~~~~~~~~~~ '-- 'J
Activation energies are discussed in Appendix A and B.
Control Models
Throughout the study, the controllers were assumed to have the
following idealized properties:
1. Measuring delay is negligible.
2. Controller functions are perfectly proportional
and/or integral.
3. Control valve delay is negligible.
4. Control variables are idealized quantity (e.g.,
air rate in M lb. /hr., catalyst rate in tons/min., etc.)
5. Controlled variables are an idealized quantity (e.g.,
holdup in tons, oxygen content in %, etc.)
6. Saturation of control variables is pure, in other
words, can be described by an inequality.
A basic model for any controller therefore is expressed by
t
Au = Kp(x-xs) + KIf (x-x)dt (C.9)
0
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where Au = incremental control variable
x = controlled variable
x = set point
K = proportional gainP
KI = integral gain
Controller Tunings
Controller tunings were done essentially by a trial and error
method with the use of dynamic simulation. The following tunings
were used throughout the study:
1. Conventional control scheme:
a. reactor temperature vs. catalyst rate
K = - 0.2 and K = - 0.1
P I
b. oxygen level vs. air rate
K = - 20- - 40 and KI -5 - 10
2. Alternative control scheme:
a. regenerator temperature vs. air rate
K = -1 -4p
b. oxygen level vs. catalyst rate
K = 20 -40 and K = 40 80
P I
3. Flue gas temperature control scheme:
a. reactor temperature vs. catalyst rate
K = - 0.5 and K - -2 -10P I
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b. flue gas temperature vs. air rate
K = -4 - -6

APPENDIX D
DYNAMIC SIMILARITIES OF FCC CONTROL SYSTEMS
The basic ideas of the simulation study of an idealized hypothetical
FCC are (1) although there are various kinds of FCC, the dynamic be-
havior of their controlled systems have, to a great extent, common
characteristics which might be called "dynamic similarities of FCC
control systems," and therefore (2) the results obtained for an FCC
can be generalized, to a certain extent, to most of the FCC.
Although there are few published reports on dynamic behavior of
any FCC control systems, Hicks, et al.32 fortunately reported their
analog computer simulation study of an Atlantic's Orthoflow type FCC.
In spite of the differences in capacity, size, configuration, and
mechanism between their FCC and our hypothetical FCC, the com-
parison of dynamic behavior can provide a basis to support items
1 and 2.
Therefore, the purpose of this appendix is to demonstrate the
dynamic similarities of FCC control systems and to provide a basis
to support items 1 and 2.
Differences in Conditions
In order to emphasize the dynamic similarity it is better, first,
to show the differences in operating conditions. Although the exact
operating conditions of the Atlantic's FCC are not reported, it is
apparently operated at different conditions (e.g., reactor and re-
generator temperatures and holdups, feed rate, air rate, catalyst
rate, carbon levels, oxygen levels, feed compositions, etc.) from ours.
Furthermore, their mechanical conditions such as regenerator ef-
ficiency (i.e., mass transfer coefficient), lean phase residence time
which affects afterburning, and catalyst valve differential pressures
are different from ours. Other differences will be in the control
-163-
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systems such as tuning of controllers, air vent saturation, pressure
control systems, and level control systems.
Considering the above differences, the dynamic similarities,
which will be followed, will become clear.
Reactor and Flue Gas Temperature Control Systems
Hicks, et al. 32 describes their control systems of Atlantic's
Orthoflow type FCC as follows. Figure D. i depicts the equivalent
control systems of our hypothetical FCC. Catalyst flows via re-
generated catalyst stand pipe into the reactor on reactor temperature
control. During the cracking reaction, coke production results in a
buildup of carbon on the catalyst. Following steam stripping of
hydrocarbons from the spent catalyst, it is returned to the regener-
ator to burn off this accumulation. The flow from the reactor vessel
is controlled by reactor level.
Regeneration air is supplied from blowers to rejuvenate the
spent catalyst. Vernier control of this air rate is provided by a
"trim-air vent" actuated by the flue -duct temperature. When the
carbon level on the catalyst decreases, residual oxygen becomes avail -
able to burn some of the CO in the flue gas to CO2, increasing the
heat release and raising the flue-duct temperature. The trim-air
control then removes a small amount of air from the regenerator,
suppressing the afterburning.
If a small amount of excess oxygen is normally present to
sustain some afterburning, an increased coke load to the regenerator
will activate the trim air in a reverse manner as the primary coke
burning tends to snuff out the afterburn.
Figure iD.2 compares the dynamic behavior of these control
systems when the reactor temperature set point is suddenly decreased,
This dynamic behavior will be explained by he following step-by-step
analysi s:
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FLUE GAS TEMPERATURE
CONTROLLER
Fig. D.1 Flue Gas Temperature Control Scheme of FCC
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DYNAMICS OF FLUE GAS TEMPERATURE CONTROLLERS
(REACTOR TEMPERATURE DISTURBANCE)
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1. The reactor temperature set point is decreased.
2. The reactor temperature controller decreases the
catalyst rate.
3. The carbon content starts to decrease because of
less carbon production due to lower reactor
temperature and catalyst rate. Simultaneously the
lower catalyst rate increases the regenerator
temperature and the flue gas temperature which,
in turn, reduces the air rate by means of the con-
trolle r.
4. The oxygen level and the flue gas temperature
start to increase because of the lower carbon
content.
5. The decreased air rate compensates for the de-
creased carbon production, and the carbon content
and the oxygen content tend to level off.
Although the Atlantic's FCC data are not complete with respect to
the reactor temperature and the carbon content, there are significant
similarities for the dynamic behavior of the air rate, the regener-
ator, and the flue gas temperatures, and the oxygen content.
The dynamic behavior of these control systems when the catalyst
rate is suddenly decreased (by a certain probable mechanism such as
pressure variations) is shown in Fig. D. 3 for a poor tuning of the
reactor temperature controller and in Fig. D.4 for a better tuning.
The dynamic behavior will be explained by the following step-by-step
analysis:
1. The catalyst rate is suddenly decreased.
2. The reduced catalyst rate reduces the reactor
temperature and the carbon content, and increases
the regenerator and the flue gas temperatures.
3. The reduced reactor temperature accelerates the
carbon content to decrease and increases the
catalyst rate by means of the controller. Simul-
taneously the increased flue gas temperature de-
creases the air rate by means of the controller.
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DYNAMICS OF REACTOR TEMPERATURE CONTROLLERS (POOR SETTING)
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Fig. D.4 Dynamic Similarities (No. 3) of FCC Control Systems
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4. The reduced air rate reduces the carbon burning
rate and the heat release rate, which in turn re-
duces the regenerator and the flue gas temperature
and the reactor temperature, which accelerates
the catalyst rate to restore. Simultaneously the
reduced carbon content results in the high oxygen
level.
Although the Atlantic's FCC data are not complete with respect to
the air rate and the carbon content, there are significant similarities
for the dynamic behavior of the catalyst rate, the reactor and the re-
generator temperatures, and the oxygen content.
Alternative Oxygen Control Systems
32Hicks, et al. describes their study for an alternative oxygen
control system of Atlantic's Orthoflow type FCC as follows.
Figure D.5 depicts the equivalent control system of our hypothetical
FCC. Through work with the model, they confirmed the importance
of reactor temperature on the generation of coke in the reactor. A
few degrees change in reactor temperature could compensate for a
fairly large change in the coke-producing tendency of the gas-oil
charge to the reactor. Thus, one suggested control scheme was to
Since, as an oxygen control system, the control by the air rate is
more conventional than the control by the catalyst rate, we call the
latter "an alternative oxygen control system" throughout the study.
This statement made by Hicks, et al. is not completely adequate,
and it requires some interpretation. In the reactor temperature
control system, which is manipulated by the catalyst rate, the coke
production is governed not only by the reactor temperature but also
by the catalyst rate, and the effect of the latter can not be over-
looked. Moorman 4 6 and Pohlenz 5 7 clearly reported that the effect
of the reduced catalyst rate, while keeping the reactor temperature
constant, is a significant reduction in the coke production. There-
fore, it is adequate to restate that a slight change in the catalyst
rate, together with the resulting change in the reactor temperature,
could compensate for a fairly large change in the coke-producing
tendency of the gas-oil charge to the reactor.
-171 -
REACTOR TEMPERATURE OXYGEN CONTROLLER
Fig. D.5 A Cascaded Control System of FCC
I_ _
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retain the present controls on catalyst flow, but manipulate the set
point of the reactor temperature controller to hold constant excess
oxygen in the regenerator. A measure of the excess oxygen leaving
the dense phase is the temperature rise due to afterburning in the lean
phase or across the cyclones, so that T was selected as the vari-
able to be measured and controlled.
Since the real function of this cascaded controller is to manipu-
late the catalyst rate in order to control the oxygen level, a direct
oxygen controller, where the catalyst rate is directly manipulated,
is used as a basis for the comparison for our hypothetical FCC.
Figure D. 6 compares the dynamic behavior of these control
systems when the carbon production is suddenly increased (by a
certain probable mechanism such as the feed composition variations).
This dynamic behavior will be explained by the following step-by-step
analysis:
1. The reduced carbon production increases the
carbon content emporarily, which in turn re-
duces the oxygen content and increases the re-
generator temperature as the carbon burning
rate increases.
2. The reduced oxygen content reduces the catalyst
rate by means of the controller, which in turn
reduces the reactor temperature and increases
the regenerator temperature.
3. The reduced catalyst rate and the resulting re-
duced reactor temperature reduce the carbon
production to an original level.
Although the Atlantic's FCC data are not complete with respect to
the catalyst rate and the carbon content, there are significant similarities
in the dynamic behavior of the reactor and regenerator temperatures
and the oxygen content.
Figure D.7 compares the same systems when the carbon pro-
duction is suddenly decreased. In this case, the step-by-step analysis
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DYNAMICS OF ALTERNATIVE OXYGEN CONTROLLERS
(DISTURBANCE = 5 %DECREASE IN CARBON PRODUCTION)
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will not be repeated since it is essentially the reverse of the previous
case. Instead, in this case, a comparison is made for the gas pro-
duction rate and the differential pressure of the catalyst valve. When
the gas compressors are running at capacity, the compressor suction
pressure increases with increasing gas flow. This causes the reactor
pressure to increase and the differential pressure across the re-
generated catalyst valve to decrease.
Although the Atlantic's FCC data are not complete with respect
to the gas production rate, there are significant similarities for the
dynamic behaviorof the gas production rate and the catalyst valve
differential pre s sure.
It should be noted that the object of this appendix is just to demon-
strate the dynamic similarities of these control systems, and that we
do not intend to support the performance of these control systems here,
and that critical evaluation of this performance is presented in the
next appendix.

APPENDIX E
ANALYSIS OF VARIOUS INCOMPLETE CONTROL SYSTEMS
The control systems, which were studied by Hicks, et al.,32
namely (1) reactor and flue gas temperature control systems, and
(2) alternative oxygen control systems, were apparently satisfactory
from the dynamic point of view, since, as was demonstrated in the
previous appendix, most of the transient phenomena caused by various
disturbances decay in a few hours, and it was possible to maintain
the reactor and the flue gas temperatures or the oxygen level nearly
constant.
However, they are still far from satisfactory from a safety point
of view. In short, these control systems do not have complete in-
formation feed back with respect to the variables which really govern
the regenerator safety, namely regenerator temperature and oxygen
level or carbon level.
Therefore the purpose of this appendix is to demonstrate the
critical performance of these "incomplete' control systems and to
provide a basis for the evaluation of the control systems.
Reactor Temperature Control System
One of the simplest control systems is merely the control of re -
actor temperature by the catalyst rate. Since this control system does
not have any information feedback with respect to the regenerator
temperature and the oxygen content it is not difficult to see that this
control system is subject to various upsets such as excessive after-
burning and/or excessive carbon buildup phenomena for certain dis-
turbance s.
Figure E. 1 shows the performance of this control system when the
feed rate is suddenly decreased. The dynamic behavior is explained by
the following step-by-step analysis:
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(DISTURBANCE = 3 % DECREASE IN FEED RATE)
r
r 
.
) . . x
CATALYS T
RATE
Rrc
¥v
12(
l1
Trg
REACTOR
TEMP.
Tra
111 i'
. _
9z T:
!-:, .~f' I* 'F: i, I t-] I:fp7H4 L:- I~ -*~ -
YOV tl 4 .
0.<
1+ ._
Crc 0., ff ;f
OXYGEN
CONTENT
Ofg
I Tr' -
-~- 4, t I- t I¢,-- u, -! 1;D :
.i'-W J4;:H' k -T -7_-iT I ':tl.F~
-1 t- 1tx -p 4,_wf;'IJ t 4 .:
Ji , t_':
20 1 3 4
.:40-
.L E i- f+ f 3
,I-.L
REGEN
TEM P.
_ft'!3 -- tttf _ f' lt VI- H,1u
~~it~ifi~iif~t~it~iF!-ttr~i~~Fi~it-t~f-itffiff :1 1 -+ -14-H
-I3-t--3 .IT r
t ii;-L;2;i1-r tj;---
CARBON
CONTENT
I-, E t _T,.E . W ,-4..r.' ! ~T -- tN1 I i I ; J- , -- '~, ~ f, t I , f l - - $ t - I : I- ,, i 
0.4-
0.2-
u
:i H-f.'l TrFg Sf-tlf-;-L- !.i.l:[t t r.  _ I 1 j.j i 1 _! i fI i -[ I-1 1  j 11I I I 1 1 1 1 i j  I i 1 j I--1 1441 I !I . I 4 , : I I , 1, I - , .  I I I I 
iI I I 1 ,, 1 i. i r1 !1
"; i rjllil:jl
-1i !I!I iil'fiIlln f I-; 1 i-i
-Ml- - III .  I
.PI--1 . II .11L
i  I,-j- , -I -, T 4 H I " I
-t
+
""_ If'~. _l- -I
-74 fE:W+Pr n- -,,
irri4-- --. '-;:'iH' t,"
...... , I t-, I I i 1 
,7 t _
, t4 :J _ ~, t - .,~ it l- I *~ ~.;' , '- I'; "J ! li' . '- ' ! ', ! :.: , ' -''.t: . '+ t ,,- -t} '.. . 1, ' , t , 4.,I 11 
-14 I I ,,. i T . 1 , -rV4-" 11 1,EIN TH- ""tf i"I , 11-4 i i I I -~ i i t r j i 
TIME IN HOURS
Fig. E.1 Performances of Reactor Temp. Control System
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1. The reduced feed rate increases the reactor and
the regenerator temperature s.
2. The increased reactor temperature reduces the
catalyst rate, by means of the controller, which
in turn accelerates the regenerator temperature
to increase.
3. The increased regenerator temperature burns off
the carbon to a lower level, which in turn results
in the excessive afterburning and excessive flue
gas temperature.
The main disadvantage of this control system is that it can not re-
cover this flue gas temperature to an original level, since the air rate
is held constant in spite of the reduced heat requirement resulting
from the reduced feed rate.
Reactor and Flue Gas Temperature Control Scheme
In order to overcome the deficiency of the previous control system,
Hicks, et al. added the flue gas temperature control by the air rate
to the original reactor temperature controller. Figures E.2 and E.3
demonstrate the performance of these control systems when the feed
rate is suddenly reduced or increased. It is not difficult to see how
the air rate is changed to compensate for the changes in the heat re-
quirement. Any change in the flue gas temperature resulting from the
feed rate change actuates the air rate in such a manner as to keep the
flue gas temperature nearly constant.
Unfortunately the above situation is rarely practical, since the
air rate is limited by the blower capacity which can not be expected--
to increase significantly. Figure E.4 demonstrates the performance
when the feed rate is suddenly increased and when the air rate has only
one percent excess capacity. Failing to compensate for the change in
the heat requirement, the regenerator temperature is accelerated to
decrease by means of the reactor temperature controller. The re-
duced burning rate, which is due to the lower regenerator temperature,
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and the increased carbon production rate, which is due to the higher
catalyst rate, accelerate the carbon build-up phenomenon.
This carbon build-up phenomenon can be said to be the charac-
teristic of control systems which do not have any information feedback
with respect to the oxygen level. The following example will make
the above statement clear. Figure E. 5 shows what happens when the
carbon production is suddenly increased. Although the resulting in-
crease in the reactor and the flue gas temperatures are quickly re-
covered by means of controllers, the oxygen content continues to de-
crease and the carbon level continues to build up, since the flue gas
temperature controller can compensate for the change in heat require-
ment; but it can not compensate for the change in carbon production.
Figure E.6 shows what happens when the carbon production is sud-
denly reduced. In this case, the carbon burn-off, reversal phenomenon
to the carbon build-up, saturates at a certain level because of the
nonlinearity. However, if the blower capacity is limited, then the
carbon build-up can occur, as Fig. E.7 and Fig. E.8 show.
In summary, the main disadvantages of the reactor and the flue-
gas temperatures control systems are that they can not compensate
for the change in carbon production and even the change in heat re-
quirement when the blower capacity is limited. In fact, Hicks et al. 3
evaluate their control systems as saying that "hands-off operation
for (only) six to eight hours is frequently possible.
Alternative Oxygen Control System
In order to overcome the deficiency of the previous control systems,
32Hicks et al.32 studied an alternative oxygen control system where es-
sentially the catalyst rate is manipulated to compensate for the change
in carbon production. A typical example is already demonstrated in
Fig. D. 6 of the previous appendix where the carbon production is
suddenly increased. Although this system can compensate for the
change in carbon production, it can not compensate for the change in
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heat requirement. In other words, since this system does not have
any information feedback with respect to the regenerator temperature,
the resulting variations in the regenerator temperature can be a main
cause for upsets. As was shown in Fig. D.6, the excessively high
regenerator and flue-gas temperatures can not recover by themselves.
Figure E. 9 shows the performances when the feed rate is suddenly
decreased. The dynamic behavior will be explained by the following
step-by-step-analysis:
1. The reduced feed rate increases the reactor and
regenerator temperatures.
2. The increased regenerator temperature reduces
the oxygen level by means of increased con-
version of oxygen, which in turn reduces the
catalyst rate by means of the controller.
3. The reduced catalyst rate accelerates the re-
generator temperature to increase.
As was shown in Fig. E. 9, although the oxygen level is recovered
to an original level, the regenerator and the flue gas temperatures re-
main at excessively high levels.
-189-
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APPENDIX F
ECONOMIC, YIELD, AND SAFETY MODELS
In order to formulate an optimization problem of FCC, it is neces-
sary to define an objective function and several constraints on de-
pendent variables. Obviously there does not exist any objective
function which is valid and adequate for all purposes. Therefore the
objectives of the following discussions are to derive a simple example
of objective function and, together with the yield and safety model,
to provide a basis for the formulation of the optimization problem.
Economic Models
The underlying objective in operating an FCC is to realize maxi-
mum profitability. Because of the nature of the process, the plant
management might conclude that maximum profitability is synony-
mous with maximum product value. As far as the operation of the unit
which was already constructed is concerned, organization costs, which
are due to expenses for directive personnel, physical equipment, and
other services or facilities, are relatively independent of the rate of
production. If the unit is operated at almost full capacity, then
operating costs (excluding raw material costs) or utility costs such as
fuel gas, steam, and catalysts are relatively constant. Determining
economic factors which govern the operation of the unit include the
price structure of products and of raw materials, and market structure
(e.g., gasoline demand, fuel oil demand, etc.). Which structure,
price or market, is really controlling the operation depends on the
situation confronted by the refinery. Here a simplifying, but still
realistic, assumption is introduced: the refinery operations are
production-limited rather than market-limited. In other words, the
price structure is a predominant economic factor which really governs
the operation of the unit. In fact, most of the incentives for the im-
proved operation of FCC are found in this situation. 12 25 37 62
-191-
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Product value is defined as the sum of the flow rates of all of the
product streams multiplied by their respective unit values, expressed
for example in dollars per barrel,with the corresponding value of the
plant feed subtracted from the sum. In the interest of simplicity, some
of the streams will be combined. All unit values and combined unit
values may be considered adjustable parameters which can be adjusted
from the measurements of flow ratios and stream qualities if desired.
Typical unit values will be 4.59 for gasoline, 3.68 for light cycle oil,
3.61 for polymerization unit feed, 2.97 for decant oil, 2. 97 for fuel
17oil equivalent fuel gas, and 3.15 for fresh feed. 17 In the interest of
simplicity, light cycle oil and decant oil may be combined to be "cycle
oil, and polymerization unit feed and fuel gas are combined to be
"gas" since their combined unit values (or yield ratios) are relatively
insensitive to operational changes.
Simplifying the product structure such that a fresh feed is con-
verted into gas, gasoline, cycle oil, and coke, which has zero unit
value, the following economic objective function is derived:
t Rff
Pgr f (2{(42)DffYgsP +YgPg+YcoPco Pff} dt (F. 1)
0
where Pgr = gross profit
P = price of gasgs
PgI = price of gasoline
Pco = price of cycle oilco
Pf = price of fresh feed
Rff = fresh feed rateff
Dff = density of fresh feed
Ygs = gas yieldgs
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Yg I = gasoline yield
Yco = cycle oil yeildCO
(Z4) = (24 hr./day)
(42) = (42 gal./bbl.)
Yield Models
The usual investigation for product distribution on a given feed
involves holding the reactor temperature, recycle ratio, and catalyst
activity constant, and then changing space velocity or catalyst rate
to change conversion over the range of 40 to 80 percent. The gasoline vs.
conversion relation demonstrates the importance of recycle ratio on
gasoline yield at a given conversion. 57, 69 If the cracking severity is
sufficient to produce high conversion per pass (i.e., little or no re -
cycle), gasoline yield actually decreases with increasing conversion
due to cracking of the gasoline into gas before the products leave the
reaction zone. Therefore, there exists an optimal conversion which
produces maximum gasoline yield for a sufficiently low recycle rate.
Although it is possible to construct a curve-fitting type model from the
above characteristics of gasoline yield, it may be desirable to
develop an analytical model for the purpose of generality.
10Blanding10 found that a cracking rate of a reactant is nearly pro-
portional to its partial pressure and that the higher the molecular
weight, the higher the cracking velocity constant. Therefore, con-
sider the following simple models:
r
A a aB + gas + coke (F. )
rbB b gas + coke (F.3)
where A = gas oil as a reactant
a = (hypothetical) stoichiometric coefficient
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B = gasoline as a reactant
r = cracking rate for A
a C
rb = cracking rate for B
Assuming that the cracking rate of a reactant is a function of its con-
centration, and that reactants pass through the bed as a "plug flow, 
dna/dO = -r a (na ) (F.4)
dnb/dO = ar a (na ) - r (n a) (F. 5)
bwhere n a No.ofm o a f A present
where na = No. of moles of A present
nb= No. of moles of B present
0 = residence time of feed stream0
Dividing Eq. F.5 by Eq. F.4 results in
dnb/dna = -a + rb(nb)/ra(na) (F. 6)
Define the gasoline recracking intensity by
IgI = {rb(nb)/nb}/{ra(na)/na} (F. 7)
which characterizes the tendency of gasoline cracking relative to that
of gas oil cracking. Since the molecular weight of gasoline is smaller
than that of gas oil, the gasoline recracking intensity is expected to be
less than one.
Substituting Eq. F. 7 into Eq. F. 6,
dnb/dna = -a + IgI nb/n a (F. 8)
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integration of Eq. F.8 results in
nb a a a (F. 9)n - t n a no ag o ao 
where n = original number of moles of A. In the above idealized
situation, it is possible to express conversion and gasoline yield by
Ctf Cff/(+R r) = 1-na/nao (F 10)
Yg9 - (nb/nao)(I+Rr) (F 1 1)
where C = fractional conversion on total feedtf
C f= fractional conversion on fresh feedff
R = recycle ratio
r
Substituting Eqs. F. 10 and F. 11 into Eq. F. 9, a gasoline yield is ex-
pressed by
Yg (1+Rr) I{ (I1 -Ctf) - ( -Ctf) (F. 12)
where F = gasoline yield factor of catalyst (=a)
Figure F. shows a typical relation between gasoline yield and con-
version for no recycle. It is clearly observed that there exists an
optimal conversion which produces maximum gasoline yield, which in
turn depends on the gasoline recracking intensity. Therefore the gas
oil cracking is characterized by the consecutive nature of reaction
step. Figure F.2 shows the relation for recycle. As the recycle ratio
increases, an optimal conversion shifts to the higher level, which is
a very realistic phenomenon. Unknown parameters, F g and I will
be estimated from any realistic data. Using the data of Pohlenz, 7
F g = 1.0 and I = 0.9 were used throughout the study.
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A cycle oil yield is quite simple, since it corresponds to un-
converted gas oil, and is expressed by
Y = -Cff (F. 13)
co ff
A coke yield is related to the carbon forming rate as follows:
Yck = ( 571) RCf/RffDff (F. 14)
where (.571) = (24 hr./day)/(42 gal./bbl.)
Assuming that the rest of the gas oil goes to gas completely from
the material balance of products, a gas yield is expressed by
Ygs = 1-Y g D /Dff- Yo D o/Dff Yk (F. 15)
~g ~gf co co f ck ' F15
Equations F. 12, F. 13, F. 14, and F. 15 consist of a complete set of
yield models, and together with Eq. F. 1 they complete an economic
objective function.
Safety Models
Optimization problems require not only an economic objective
function but also the identification of constraints on dependent vari-
ables. Several constrained dependent variables require particular con-
sideration in the operation of FCC. They are the reactor and re-
generator temperatures, which are subject to upper bounds for reasons
of safety. The flue gas oxygen level is of critical importance. It
should be kept below maximum level in order to ensure that excessive
combustion of carbon monoxide will not take place in the cyclone
separator of the regenerator. Also the carbon content in the catalyst
64must be kept below a certain level. According to Smith, 64 excessively
high carbon on the regenerated catalyst leads to low catalyst activity,
high coke make, and low selectivity to gasoline; and excessively high
carbon on the spent catalyst leads to high surface temperatures
-199-
during regeneration and more rapid permanent deactivation of the
catalyst. Also a capacity limitation of the down stream processing
units may affect the operation.
Among the several constraints on dependent variables, the ones on
regenerator temperature and on oxygen level are primarily important.
In fact, the reactor temperature is normally observed far below its
safety limit. Therefore, although not always sufficient, the study
assumed that the principal safety models are expressed by the fol-
lowing inequalities:
T <5 (T )rg rg max
0fg (fg)max
(F. 16)
(F. 17)
where (T )(rg max
fg max
= allowable maximum regenerator temperature
= allowable maximum oxygen level.
The regenerator temperature is normally limited by 1, 150° F for
carbon-steel cy5clones and by 1, 200 F for stainless-steel or other
alloy cyclones. The oxygen level is normally limited by 0. 2-
0.4 percent depending on the conditions.
**
* The reactor temperature is normally limited not by its own safety,
but by the maximum regenerator temperature. Other 1ctors might
be alkylation capacity, gas-compressor capacity, etc.
-I
APPENDIX G
FORMULATION OF OPTIMAL CONTROL PROBLEMS
The following are brief descriptions of the optimal control problem
and the theorem on which the study is based. The maximum principle
of Pontryagin was formulated to solve the class of problems to which
this study was restricted. More rigorous and mathematical manipu-
lations will be found elsewhere (see Refs. 6 and 58).
The Optimal Control Problem
In recent years great attention has been given to the theory of
optimal control. 6, 39, 58, 60 The theory supposes that a plant can be
described by a set of ordinary differential equations
= (x,u,t) (G. 1)
where x represents a vector of state variables (dependent variables)
and u represents a vector of control variables (independent variables).
An objective functional (or performance criterion), which may con-
sist of profit, cost, or other artificial measures of performance of
operating the plant from time t = 0 to t = t, is given by
t 1
J(u x 0, , to, t) = K(x 0, x 1) +; L(x,u,t)dt (G.2)
to
where K = arbitrary function
L = arbitrary function
x 0 = vector of initial condition
xI = vector of final condition
to = initial time
t1 = final time
-201-
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Optimal control theory asks how u should be chosen as a function of
t, t o < t < t, in order to make the objective functional J a maximum
(or a minimum). The control vector u is often restricted to lie
in a closed bounded region U.
Necessary Conditions for Optimality
Once the problem has been suitably posed, the optimal control
can be derived by the mathematical techniques such as the maximum
58principle of Pontryagin. 58 First, the problem of optimizing an ob-
jective functional, Eq. G. 2, while observing Eq. G. 1 as constraints,
can be reduced to the problem of optimizing the following Lagrangean
functional with respect to x and u.
(xpIu, E 0 _,R, to, t ) : $( x0, x' t, t)
tl
+f p'{f(x,u,t) - } dt (G.3)
to
where p represents a vector of costate variables (or Lagrange multi-
pliers). Rearranging the second term of Eq. G. 3 by integrating by parts
reduces Eq. G.3 to
t
(xPu, x1, o 1, t, tl) : K(x 0, x1) +f H(x, p, u, t)dt
to
P(t 1 )
+p'(to)x(to) - p'(tl)x(tl) +f x'dp (G.4)
p(to)
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where H(x, p, u, t) = L(x, u, t) + 'f(x, u, t) (G.5)
which is called a "Hamiltonian function."
The necessary condition fort to be extremal with respect to x,
is obtained by resetting the variation of *Z_ with respect to x to zero as
follows:
t 1
t~~~0Z(~ = (aH/8x+ O)x dt = 0
to
or P = -H/ax (G. 6)
The variations of with respect to 0 and x 1 are
dZ/dx 0 =dK/dx0 + (t0 ) (G.7)
dX./d_1 dK/dj - (tl) (G.8)
If x or x is free, then the necessary condition for L_ to be ex-
tremal with respect to x or x 1 is obtained by setting Eqs. G.7 or
G. 8 to zero.
The variations of t_ with respect to t and t are
d./d t = -H(to) (G. 9)
d_/d t = H(t 1) (G. 10)
If t or t is free, then the necessary condition for _ to be ex-
tremal with respect to t or T1 is obtained by setting Eqs. G. 9 or
G. 10 to zero.
___
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The variation of d: with respect to u is
t 1
to
(8H/8u)'6u dt
Therefore the necessary condition for t
spect to u is
1
8H/Du i = 0
(G. 11)
to be extremal with re -
(G. 12)
or u is on the boundary. Equation G. 11 is the basis of the method of
steepest ascent of the Hamiltonian.
Fixed Time, Free End Problem
The problem is to determine the control u which maximizes the
obje ctive functional
tI
J(U,xl) = K(x 1) + L(x, u, t) dt
under the following conditions:
1. The state equations are Eq. G. 1.
2. Initial conditions are specified by x(O) = x0 .
3. End conditions are not specified, but are free.
The maximum principle for this problem is: In order that u be
optimal for the problem stated above, it is necessary that a vector
function p exists such that:
(G. 13)
-2 0 5 -
1. p is a solution of the costate equations, Eq. G.6,
satisfying the boundary conditions Eq. G. 8
2. The Hamiltonian function, Eq. G. 5, has an abso-
lute maximum as a function of u, i.e.,
max H(x, p,u,t) H (G. 14)
u
-,"'
APPENDIX H
STRUCTURE OF OPTIMAL FEEDBACK CONTROL LAWS
An optimal feedback control structure is derived from the principle
of optimality: an optimal policy has the property that whatever the
previous state and previous decision are, the remaining decision
must constitute an optimal policy with respect to the state resulting
from the previous decision.
Consider a time-invariant system
_ = f(x,) (H. 1)
= (x) (H.2)
with a time-invariant objective functional
t
1
J(u) = L(x,a)dt with x(t0)= x0 (H.3)
to
Principle of Optimality
Express the optimal control solution for Eq. H.3 by
u- = ~u- (x0 t -t) (H. 4)
-.,
x = x (x 0, t l -t ) (H.5)
where t < t < t1 . Now consider a new optimal control problem where
an objective function is expressed by
t
J(u) =J L(x, u)dT with x(t) x (x 0 , tl-t) (H.6)
t
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Then, according to the principle of optimality,
u (x0, t-T) = u {x_ (x 0 , t -t), t -}
where t <T<t1 .. (H.7)
Especially setting T = t, Eq. H.7 is reduced to
_ (, t -t) -= u* {x (x0 ,t t),t l - t} (H.8)
If t is an infinity, then Eq. H. 8 is further reduced to, for 0 <t<<t,
(x 0) * u {x (0 ) }
or simply u = u (x ) (H.9)
Therefore, optimal control solutions Eqs. H.4 and H.5 are related to
each other along the optimal trajectory, as follows:
u = h (x) (H. 10)
This is a so-called optimal feedback control structure.
Optimal Feedback Control Law
In order to construct a practical optimal feedback control law, it
is necessary to express the control law in terms of measurable vari-
ables y rather than state variables x. This can be done using Eq. H.2.
Assuming the existence and uniqueness of the inverse function, the
control law results in an optimal feedback control law as follows:
_= h 2 (a) (H. 1)
Kalman' s Optimal Linear Regulator
As an example of optimal feedback control, Kalman's linear regu-
lator will be described. The basic results for this problem are as
-209-
follows: Consider the linear system
dx/dt = Ax + Bu (H. 12)
and the cost functional
co
J() = (x'Qx + u'R) dt (H. 13)
0
with the assumptions that the matrices Q and R are positive definite.
Then, the optimal control u which minimizes the cost functional
Eq. H.13 exists, is unique, and is given by the equation
u* = -R-1 B' Kx (H. 14)
where K is the symmetric and positive definite solution of the matrix
algebraic equation
-KA- AK+ KBR- 1B'K' - Q = 0 (H.15)
As shown in Eq. H. 14, the above results can be used to design optimal
linear feedback systems.
The principal disadvantages of the Kalman's method, when it is
applied to chemical process control, are expected to be as follows:
1. It is frequently found that a chemical process is
difficult to express in the form of Eq. H. 12 be-
cause of high nonlinearities and cross multipli-
cations of variables. Therefore, the method is
always subject to critical evaluation with respect
to the range where the assumption of lineari-
zation is valid.
2. It is frequently found that an objective function of
chemical process is difficult to express in the
quadratic form of Eq. H. 13, since the former is
affected by profitability and plant safety in a
complex manner.
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3. It is frequently found that some of the variables
in a chemical process can not be measured
continuously or at least instantaneously. There-
fore, the Kalman's method, which assumes com-
plete freedom for the selection of variables, has
a serious limitation.
APPENDIX I
GENERAL CONCEPTS FOR OPTIMAL OPERATIONS OF FCC
Some aspects of optimal operations of FCC are briefly described here
in order to support the basic issue of "optimal control of FCC;" that is,
"to what conditions are we controlling the FCC optimally?"
Determination of steady-state optimal condition of FCC is, in
general, a problem of nonlinear programming which has many inde-
pendent variables andmany dependent variables with many constraints
to be observed. Although some nonlinear programming problems
with relatively few independent variables can be solved by means of
"hill climbing" or "steepest ascent," these techniques are by them-
selves, generally not the most efficient way for optimization of FCC.
Repetition of linearization and linear programming12 25 37,62 or
combined repetition of linear programming and steepest ascent6 3 have
been used with some success.
Although the optimal conditions of FCC can be determined at least
numerically and iteratively, these optimal conditions are not fully
understood nor interpreted yet qualitatively. The purpose of this
Appendix is as follows:
1. To interpret the optimal conditions qualitatively.
2. To derive several useful criteria for optimal
operations.
Throughout this Appendix the following variables are not taken
into consideration in the interest of simplicity:
1. Catalyst addition rate
2. Reactor pressure
3. Reactor steam rate
4. Fractionator adjustment or recycle feed rate
5. Down stream processing capacity such as
alkylation.
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Therefore, all discussion in this Appendix must be considered
conditional.
Problem Formulation
Utilizing all reactor kinetic and yield equations, a steady-state
profit rate (P ) can be expressed by
PP[Ta, C ,R ,H Rff (1.1!)s -Ps[ ra' rc rc Hra' Rff (I.
Similarly, a gas rate to compressor is expressed by
R gs[ Tra Crc Rrc Hra Rff (I. Z)gs gs ra' rc, rc r a' ff
Steady-state carbon balance is
R cf - Rcb = (I. 3)
where R f R cf[ Ta, Rrc, Hra, Rff (I. 4)
Rcb = Rcb [ Rai, Ofg] (I. 5)
0 0[C ,T ,R .1][ (1.6)fg fg[ Crc Trg ai] - fg[ Crc' Trg . 6)
(where the direct effect of Rai on Ofg is limited unless the per-
formance of fluidization changes significantly.)
From a reactor heat balance, a reactor temperature is expressed
by
T _ T [T rg C Rrc ,H, T fRff
ra rg' rc rc ra fp f
.T[T g , rc T fRffl (I.7)
where direct effects of C and H on T are limited sincerc ra ra
"heat of cracking"' is relatively small.
From a regenerator heat balance, a catalyst circulation rate is
expressed by
-2 13 -
Rc =R rT IT R R R [T ,T (I 8)
rc rc ra rg' cb' ai RrcT ra rg cb1 (.8)
where the direct effect of R .ai on R is limited since specific heat
al rc
of air" is relatively small.
Constraints for independent variables are
R . (Rai) (blower capacity limit) (I. 9)
al ai max
(Hra) mi n < H <(H ) (I. 10)ra min ra ra max
(grid and cyclone efficiency consideration)
<Tf = (Tf ) (gas firing capacity) (I. 11)fp Tfp max
Rff = (Rff) (feed stock or upper stream
capacity) (I. 12)
Constraints for dependent variables are
<
Trg (Trg)max (regenerator safety) (I.13)Trg r a
<0 ( g)max (regenerator safety) (I. 14)fg fg max
R = (R s) ax (gas compressor capacity) (I. 15)gsgs max
We have five apparently independent variables, i.e., Rai Rrc
Hra Tp, and Rf. Therefore the problem is essentially a "five-
parameter maximization problem."
Mathematically, eliminating Tra Trg C 0 R and R
a' rg, rc' fg, cf, cb
from Eqs. I. 1, .3 through 1.8, the profit rate is expressed by
P= P [Rai Rrc H, Tfp Rff (I. 16)s s a rc'' ra' 'pf
The problem is: maximize Eq. I. 16 while observing constraints
Eq. .9 through Eq. I. 15.
Now we are ready to derive several optimal operating criteria. We
know that the optimal points of continuous function lie on the peaks or
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on the boundaries. If our functions are such that the optimal points lie
only on the boundaries, then five of seven constraints Eq. 1.9 through
Eq. 1.15 must be satisfied on the boundaries.
The following optimal operating criteria are the results of the
steady state simulation study, where marginal profitability are evalu-
ated for each operating condition in order to determine which boundary
the optimal condition is located. This simulation study was essentially
conducted with the use of an adaptive optimizing scheme, the design
of which will be discussed later.
Optimal Operating Criterion I
If the following conditions are satisfied:
1. gas compressor capacity is not limiting,
2. feed preheater is not limiting,
then the optimal conditions are
1. air blower capacity is max,
2. oxygen level is max,
3. regenerator temperature is max,
4. reactor catalyst holdup is min,
5. feed rate is max.
In order to interpret this criterion, R and T of Eq. I. 16rc fp
are replaced by apparently independent variables T and Ofg asrg f
follows:
P = P Rai 0fg Trg, Hra, Rf (I. 17)s s ai fg' g raffl
Let us examine each issue of the criterion by taking partial derivatives.
(order of ($10/hr.)/
(1) (8P /8R T H R >0 (10 M lb./hr.) for
s al fg ' rg Hra' ff > 0 100 M bbl./day capacity.)
(I. 18)
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This implies that the higher the carbon burning capacity, the more
cracking occurs.
(2) (8Ps/fg) Rai, T Hra R
ai rg' ra' ff
> 0 (order of ($5/hr.)/
(. 05%))
This implies that the higher the oxygen level, the higher the gasoline
vs. coke ratio, since the resultant low carbon level improves the
selectivity.
(3) (aPs/3Trg)Raifg' H
ai' O fg ra' Rff
> 0 (order of ($7/hr.)/(5°F))
This implies that the higher the regenerator temperature, the higher
the gasoline vs. coke ratio, since the resultant low catalyst circu-
lation rate improves the yield.
(4) (EaPs/a Hra)R fg r
ai, fg' rg' ff
> 0 (order of - ($7/hr.)/
(2 ton))
This implies that the lower the reactor catalyst level, the higher the
gasoline vs. coke ratio, since the resultant high reactor temperature
improves the yields.
(5) (a Ps/a R ff)R . O Tg, Ha ' r ra
> 0 (order of ($70/hr.)/(3 M bbl./day))
This implies that the higher the feed rate, the more cracking occurs.
Optimal Operating Criterion II
If the following conditions are satisfied:
1. gas compressor capacity is not limiting,
2. regenerator temperature is not limiting,
(I. 19)
(I. 20)
(I. 21)
(I. 22)
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then the optimal conditions are:
1. air blower capacity is max,
2. oxygen level is max,
3. feed preheater is max,
4. reactor catalyst holdup is max,
5. feed rate is max.
In order to interpret this criterion, Rr of Eq. I. 16 is replacedrc
by the apparently independent variable Of0 as follows:fg
P = P [Ra Ofg Tfp H Rffl (I. 23)s s i~'T ' ra'
Examination of each issue of the criterion is similar to that of
"Criterion I, " except as seen in items (3) and (4) as follows:
(3) (a Ps/8 Tfp)R ,0 pHr > 0 (order of ($12/hr.)/
s ai fg' ra'Rff 10°F))
(I. 24)
This implies that the higher the feed preheater temperature, the
higher the gasoline vs. coke ratio, since the resultant low catalyst
circulation rate improves the yield.
r4) (a P a R) fp' (order of ($2/hr.)/
s ra R 0 IT IR ~~(5 ton))
ai' Ofg, fp, ff
(I. 25)
Optimal Operating Criterion III
If the following conditions are satisfied:
1. air blower capacity is not limiting,
2. feed preheater is not limiting,
then the optimal conditions are
-217-
1. gas compressor capacity is max,
2. regenerator temperature is max,
3. oxygen level is max,
4. reactor catalyst holdup is min,
5. feed rate is max.
In order to interpret this criterion, Rai, Rrc, and Tfp of Eq. I. 16a rc' ~fp
are replaced by apparently independent variables Rg5 Trg, and O0 asfg
follows:
s = P [ Rgs Ofg Trg, Hra' ff 6)
Examination of each issue of the criterion is similar to that of
"Criterion I," except as seen in item 1 as follows:
(1) (8P/OR ) H R > 0 (order of ($30/hr.)/
Osfg, rg, ra' ff (2 M bbl. -equivalent/
day))
This implies that the cracked gas has more value than the gas oil, 1' 27)
Optimal Operating Criterion IV
If the following conditions are satisfied:
1. air blower capacity is not limiting,
2. regenerator temperature is not limiting,
then the optimal conditions are
1. gas comperssor capacity is max,
2. oxygen level is max,
3. feed preheater is max,
4. reactor catalyst holdup is max,
5. feed rate is max.
-218-
In order to interpret this criterion, Rai, R of Eq. I:16 arerc
replaced by apparently independent variables Rgs Ofg as follows:
P =P[R 0 T H RI ~~~~~~~~~(.2Z8)s = Ps[Rg s ,' fg, Tfp, Hra, Rff (I. 28)
Examination of each issue of the criterion is similar to that of
"Criterion II or III."
Use of Optimal Operating Criteria
The above criteria are idealized ones in the sense that it is as-
sumed other mechanical conditions, such as catalyst circulation rate
or gas velocity in the reaction vessels, are not limiting. Except for
these limitations, the criteria provide the main goal of the adaptive
otpimizing system, which keeps the criteria automatically in the face
of unknown disturbances. This adaptive control system should be the
final goal of the optimal control study.
An adaptive optimizing scheme for Criterion I is shown in Fig. 1.1.
This scheme essentially consists of the alternative control scheme de-
veloped in the study and an additional loop which regulates the re-
generator temperature by the feed preheat temperature. If the air
rate is manipulated by a proportional control, where the equilibrium
point corresponds to the maximum regenerator temperature and the
maximum air rate and where the preheater temperature is manipu-
lated by an integral control, then this scheme is found by the use of
dynamic simulation to be satisfactory in the sense that after any
forced disturbance occurs this scheme can keep the optimal Cri-
terion I always. For other criteria, similar studies were
-219-
ADAPTIVE
A Il l A Trr
Fig. 1.1 AnAdaptive Optimizing Scheme of FCC (Criterion I
_ ___ _I_
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done and found to be satisfactory, but a critical evaluation of these
adaptive optimizing schemes is obviously outside of the scope of this
study.
For Criterion II, an oxygen control by catalyst rate was used.
For Criterion III, an optimizing scheme was used consisting of(1) oxygen control by catalyst rate, (2) regenerator temperature
control (proportional) by air rate, (3) gas rate control (integral) by
air rate, and (4) regenerator temperature control (integral) by
feed preheater temperature. For Criterion IV, an optimizing
scheme was used consisting of (1) oxygen control by catalyst rate,(2) regenerator temperature control (proportional) by air rate, and(3) gas rate control (cascade, integral) by regenerator temperature
set point.
APPENDIX J
QUANTITATIVE COMPARISON OF
CONTROL SYSTEM PERFORMANCE
This appendix provides additional data to evaluate the performance
of the conventional control scheme and the alternative control scheme.
In Sections 4.2 and 5.3, these control schemes were evaluated quali-
tatively. A quantitative evaluation of these control schemes helps to
explain the relation between the objective function used to compute the
optimal control policy and the quantitative performance observed in the
simulated system.
Any objective function is at best an approximate representation of
what one believes to be a realistic performance criterion. In this in-
vestigation the gross profit based on stream values was selected as a
realistic criterion for evaluating the economic performance of the
system. The total performance of the system will be judged satisfac-
tory, however, only if all constraints are satisfied (i. e. , regenerator
temperature and oxygen content of the flue gas are within allowable
limits). Therefore, the problem was formulated as an optimization
problem with constraints where constraints were replaced by penalty
functions of sufficient magnitudes. In this formulation, the objective
function is not just the gross profit but consists of the gross profit and
penalty functions.
Ideally, the penalty function should reflect the real economic penalty
associated with violating a constraint. For example, the cost of exceed-
ing the allowable regenerator temperature should be related to the in-
creased probability of a regenerator failure. In practice, however, it
is virtually impossible to obtain quantitative estimates of the probabil-
ities of failure and it is even more difficult to assign costs associated
with injury or loss of life by personnel. As a result, the penalty func-
tions must be selected somewhat artificially.
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The resulting performance of the system determined by dynamic
optimization should be insensitive to the exact form of the penalty
functions provided that the penalty is large enough to offset any eco-
nomic advantage that might be gained by operating the process outside
the constraints. The relative value of the objective function achieved
for different operating conditions can be used to rank the performance
of the system and, hence, select the best set of conditions. But numer-
ical values of the objective function pe se have no physical or economic
s ignificanc e.
In the light of the preceding qualifications, the following data will
be useful to evaluate the performance of two control schemes in terms
of the objective function. Figure J. 1 supplements the results shown
in Fig. 1.4, where the conventional control scheme was simulated for
the perturbed initial condition. Although the instantaneous gross profit
rate (Pig) oscillates around the steady-state optimal level, the two
penalty functions (Pel and Pe) penalized the objective function (L) and
the resulting poor performance is apparent. Figure J. 2 supplements
results shown in Fig. 1. 9, where the dynamic optimization was obtained
for the same initial condition. Since the two penalty functions are neg-
ligibly small, for the optimal control the objective function remains at
a highest level. The difference in performance between Figs. J. 1 and
J. 2 is evident. Figure J. 3 supplements the results shown in Fig. 1. 14,
where the alternative control scheme was simulated for the same initial
condition. One can see easily that the performance of the alternative
control scheme is quite close to that of the optimal control.
If step-type disturbances are introduced to the process, the com-
parison of performance is more complicated, since the disturbances
may change the optimal steady-state operating conditions. Figure J. 4
supplements the results shown in Fig. 1.5, where the conventional
control scheme was simulated for a step increase in the rate of carbon
production. Although the instantaneous gross profit rate oscillates
around a level slightly lower than the previous steady-state optimal
-223-
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level, the two penalty functions penalized the objective function and the
resulting poor performance is apparent. Figure J. 5 supplements the
results shown in Fig. 1. 15, where the alternative control scheme was
simulated for the same disturbance. Since the two penalty functions
are negligibly small, in this case the objective function remains at a
highest level. The difference in performance between Figs. J.4 and
J. 5 is evident.
The conclusion that the alternative control scheme is better than
the conventional control scheme is consistent with the relative values
of the objective function achieved for each scheme.
APPENDIX K
NOMENCLATURE
Constant for R introduced in Eq. 3.17
oc
Constant for R introduced in Eq. 3.18
cf
Conversion introduced in Eq. A. 11
Stoichiometric coefficient defined by Eq.B. 15
Coefficient for Kod defined by Eq. B. 17
Coefficient for Kor defined by Eq. B. 16
Coefficient for Tf defined by Eq. B. 18
Catalytic carbon on spent catalyst
Conversion on fresh feed
Carbon on regenerated catalyst
Residual carbon on spent catalyst
Carbon (total) on spent catalyst
Conversion on total feed
Density of cycle oil
Density of fresh feed
Density of gasoline
Density of recycle feed
i-th relaxation parameter introduced in Eq. 2
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NOMENCLATURE (Contd.)
i-th function of x and u introduced in Eq. 2. 6
gf Gasoline yield factor introduced in Eq.F. 12
Coke formation factor of total feed introducedtf in Eq. A.35
i-th function of x introduced in Eq. G.3
Hamiltonian function defined by Eq. 2.9
Reactor catalyst holdupra
rg Regenerator catalyst holdup
Gasoline recracking intensity defined by
Eq. F.7
Objective functional defined by Eq. 2.5
cc Velocity constant for catalytic carbon for-
mation defined by Eq. A. 14
Constant for Kcc cc
cr Velocity constant for catalytic cracking de-fined by Eq. A.17
Constant for K
cr cr
Integral controller gain
Oxygen diffusion coefficient
Kor Oxygen reaction coefficient
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(M bbl/day)
ton
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NOMENCLATURE (Contd.)
Oxygen in flue gas
i-th costate variable introduced in Eq. 2.9
Price of cycle oil
Penalty function defined by Eq. 3.20
Penalty function defined by Eq. 3.21
Price of fresh feed
Price of gasoline
Gross profit
Price of gas
Reactor pressure
Regenerator pre s sure
Steady state profit rate expressed by Eq. I. 1
Gas law constant
Recycle ratio
Air rate
Coke burning rate
Catalytic carbon forming rate defined by
Eq. A.13.
Coke (total) forming rate
Fresh feed rate
Gas oil cracking rate
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NOMENCLATURE (Contd.)
R
R
S
CS
TST
T
T
T
T
T
T
t
U.1
U.1
U.
1
W
X.
1
x.1
X.
1Yi
Yi
Y
Y
c Spent catalyst rate
Total feed rate
Specific heat of air
Specific heat of catalyst
Specific heat of feed
i Air inlet temperature
Flue gas temperature
Ep Fresh feed preheater temperature
ra Reactor temperaturera
rf Recycle feed temperature
rg Regenerator temperature
Time
i -th control variable
i-th optimal control variable
i-th optimal control variable in st
/H/W Weight hourly space velocity intro
Eq. A. 11
i-th state variable
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NOMENCLATURE (Contd.)
Gasoline yield on fresh feed
Gas yield on fresh feed
Activation energy (intrinsic) of catalytic
carbon formation
Activation energy (apparent) of catalytic
carbon formation
Activation energy (intrinsic) of
catalytic cracking
Activation energy (apparent) of
catalytic cracking
Activation energy of oxygen reaction
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Heat of feed vaporization
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