Abstract-An important problem of the analysis of functional magnetic resonance imaging (fMRI) experiments is to achieve some noise reduction of the data without blurring the shape of the activation areas. As a novel solution to this problem, recently the propagation-separation (PS) approach has been proposed. PS is a structure adaptive smoothing method that adapts to different shapes of activation areas. In this paper, we demonstrate how this method results in a more accurate localization of brain activity. First, it is shown in numerical simulations that PS is superior over Gaussian smoothing with respect to the accurate description of the shape of activation clusters and results in less false detections. Second, in a study of 37 presurgical planning cases we found that PS and Gaussian smoothing often yield different results, and we present examples showing aspects of the superiority of PS as applied to presurgical planning.
I. INTRODUCTION
F UNCTIONAL magnetic resonance imaging (fMRI) has become a versatile noninvasive tool for studying the functionality of the brain and for localizing cognitive functions. Nowadays, fMRI is not only used in the neurosciences but also in applications such as presurgical planning. For example, in neuro-oncologic brain surgery [1] - [3] , the goal is to maximize tumor resection or to perform epilepsy surgery while preserving important brain functions. Presurgical fMRI can be used to localize motor, sensory, and language-control areas [4] , and has been used to study cerebral reorganization in tumor patients [5] . In general, activation in the brain is indirectly measured by utilizing the blood oxygenation level dependent (BOLD) effect as a natural contrast sensitive to neural activity [6] , [7] . The data, time series of 3-D volumes, are characterized by a low signal-to-noise ratio, in particular if a high resolution is desired.
Due to the low signal-to-noise ratio, fMRI signal detection requires using spatial information, or smoothing. However, the commonly used smoothing by a Gaussian filter improves signal detection at the cost of blurring, the loss of information on the spatial extent, and shape of the activation area. As an alternative, here we apply a spatially adaptive smoothing procedure, the propagation-separation (PS) approach [8] , [9] , to presurgical fMRI data of 37 epilepsy/tumor/vascular malformation patients. The procedure achieves a similar variance reduction as Gaussian smoothing but is able to adapt to different shapes of activation areas. Using this approach in the analysis of fMRI data was first suggested in [10] and generalized in [11] , followed by a preliminary application involving presurgical fMRI data [12] .
In presurgical planning of tumor resection it is of importance to have a high test power to avoid false positive (in particular in the lesion) and a high specificity to prevent false negative (in particular outside the lesion) activations. Due to the clinical circumstances, usually simple to understand and strong activation paradigms are used, such as finger tapping, word rhyming, or picture naming. In patients, motion, fatigue, and degree of cooperation may play a more significant role than in volunteers in well-controlled neuroscience studies, and results must be interpreted with greater care. These circumstances sometimes even render the detection of activated areas in simple and strong activation paradigms difficult. This is even more serious as the detectability and reproducibility of the activation area may directly affect clinical decisions. In numerical simulations, we show that PS is superior over Gaussian smoothing with respect to the accurate description of the shape of activation clusters. The proposed procedure avoids false positives without compromising sensitivity. The positive numerical results were reproduced in the application to presurgical fMRI data, where we found that PS and Gaussian smoothing give significantly different results for almost all datasets. We could identify examples which showed different aspects of the enhanced accuracy of PS in presurgical planning. The paper is organized as follows. Section II briefly explains the acquisition of fMRI used in the application. Section III summarizes the statistical evaluation of fMRI data, the application of PS and its theoretical background. Section IV discusses properties of the approach using an artificial data set and provides results obtained for presurgical fMRI data.
II. DATA ACQUISITION
We investigated presurgical functional MRI scans of 26 tumor patients, five patients with vascular malformations, and six epilepsy patients. Images were acquired on a General Electric 3.0 T scanner using a 2-D gradient echo EPI sequence with or 40/3000 ms, flip angle 0278-0062/$25.00 © 2008 IEEE of sinc shaped excitation pulse , variable acquisition bandwidth kHz, and 22-24 cm field-of-view. 24 to 34 axial slices of 4 or 5 mm thickness and a matrix size of 64 64 were acquired. Tasks were performed in three blocks during 3.7 min of scanning time. The block length was 30 s on and 30 s off, repeated three times after an initial off block of 42 s. The first four samples were discarded to accomplish equilibrium of the spin dynamics, yielding 107 or 70 repetitions in total. The tasks were: motor (bilateral or right hand only tapping of thumb against all opposing fingers), a language task (forming words beginning with given letter), another language task (rhyming with a given word), and a picture naming task. Motor tasks where performed in all 37 patients, both language and the picture naming tasks in 30 patients. Reconstruction of the raw data was performed using in-house C programs, based on algorithms provided by the scanner manufacturer. Motion correction and image registration were carried out using AFNI [13] .
III. STATISTICAL EVALUATION
The expected BOLD response can be modeled by a convolution of the task indicator function with the hemodynamic response function . We choose as the difference of two gamma functions [14] (1) with , and and the time in seconds. After Fourier reconstruction of the raw data, motion correction, and image registration, the linear model (2) is used to describe the time series in voxel . The design matrix specifies the expected BOLD response for the experimental stimulus, as well as additional effects to model mean level and drift. The noise is correlated in time, due to the short acquisition times. Thus, a prewhitening based on an AR(1) model is performed. At each voxel we obtain estimates of effects by least squares. The constant is a vector of contrasts to define the effects of interest [15] . The corresponding standard deviations are calculated from residuals.
The results from the voxelwise analysis can be arranged as 3-D arrays . The statistical parametric map (SPM) formed from the voxelwise quotients can be viewed as a random t-field [16] , carrying a correlation structure induced by the spatial correlation in the fMRI data. However, in situations where activations have a spatial extent, spatial smoothing of the array has the potential to improve both overall sensitivity and specificity of signal detection.
In [11] , the use of a spatial adaptive smoothing procedure derived from the PS approach [9] has been proposed in this context. The approach focuses, for each voxel , on simultaneously identifying a local region where the unknown parameter is approximately constant and to obtain an optimal estimate employing this structural information. This is achieved by an iterative procedure, see the Appendix or [11] . Local smoothing is restricted to local vicinities of each voxel, that are characterized by a weighting scheme. Smoothing and characterization of local vicinities are alternated. Weights for a pair of voxels and are constructed as a product of kernel weights , depending on the Euclidean distance between the two voxels and a bandwidth , and a factor reflecting the difference of the estimates and obtained within the last iteration. The bandwidth is increased with iterations up to a maximal bandwidth , which is chosen to match the expected size of activated regions, see e.g., [17] . Smoothing is performed in three dimensions. The method can be viewed as inspecting scale space [18] starting from very local bandwidths and using information from local scales to improve estimates at larger scales.
Spatial smoothing is usually applied to the original images in the fMRI time series prior to parameter estimation in the linear model. We note that the order in which nonadaptive spatial smoothing and evaluation of the linear model are performed only shows little effects on the estimated SPM, with differences caused by estimating variances and correlations only [11] . This is not true any more for spatial adaptive smoothing, in which the correct order of these steps is crucial. The quality of adaptation heavily depends on the signal to noise ratio present in the data. Parameter estimation in the linear model serves as a variance and dimension reduction step prior to spatial smoothing and therefore allows for a better adaptation.
PS denotes the two main properties of this algorithm. In case of a completely homogeneous array , the algorithm delivers essentially the same result as a nonadaptive kernel smoother employing the bandwidth . In this case, the procedure selects the best of a sequence of almost nonadaptive estimates, that is, it propagates to the one with maximum bandwidth. Separation means that as soon as within one iteration step significant differences of and are observed the corresponding weight is decreased to zero and the information from voxel is no longer used to estimate . Voxels and belong to different regions of homogeneity and are therefore separated. As a consequence smoothing is restricted to regions with approximately constant values of and the spatial structure of activated regions is preserved.
Adaptive spatial smoothing results in arrays and . Signal detection can now be based on the random field . If no activation is present in any voxel, that is, the hypothesis H:
holds for all , the properties of and approximately coincide with properties of the corresponding arrays obtained by nonadaptive smoothing with bandwidth . This means in particular that the correlation structure of the generated random fields approximately coincide. As an effect of spatial smoothing the distribution of has, compared to the distribution of , a much larger number of degrees-of-freedom. The -field can therefore be well approximated by a Gaussian random field. Approximate -values can be associated with a signal in voxel employing results on the exceedance probability for maxima of stationary Gaussian random fields [17] , [11] . For a formal description of this algorithm, a discussion of its properties and theoretical results we refer to [11] . The statistical analysis was performed using our fMRI package [19] for the -statistical environment [20] .
IV. RESULTS

A. Artificial Data
Properties of PS and Gaussian smoothing were evaluated using an artificial data set of voxels. A slice containing activation was replicated three times in the -direction, followed by two slices with no activation. Voxel size in -direction was specified as twice the voxel size within slices. At each of these voxels, a time series was created with 107 samples. The stimulus onset times were at the 18th, 48th, and 78th sample, with a stimulus duration of 15 samples and 2 s between two samples. This directly corresponds to the paradigm most frequently used in the presurgical data. The position of activated regions within the slices and the amplitudes of the signal are illustrated in Fig. 1 . The form and size of activation areas change radially, whereas the signal-to-noise ratio increases clockwise. The standard deviation of the signal is for . Errors were generated from white noise with a standard deviation of 10 by first applying an AR(1) model with parameter 0.3 and following convolution with a Gaussian kernel with full-width at half-maximum (FWHM) bandwidths (1, 1, 0.5) times voxel size. Fig. 2 shows voxelwise detection probabilities after smoothing the SPM with a Gaussian filter (left) and PS (right) using a FWHM bandwidth of three voxel sizes. The gray level corresponds to the relative frequency of signal detection obtained by averaging over all slices that contain activations. Signals from small areas with very low signal-to-noise ratio are practically not detected by either method. With Gaussian filtering the shapes of the detected activation areas are not well reproduced. In particular, concave structures are oversmoothed. In contrast to this result, the signal detection after smoothing with PS achieves a similar sensitivity but preserves the shape and size of activation areas.
Since the procedure naturally adapts to different sizes, smaller and larger areas can be detected simultaneously using the same maximum bandwidth . Fig. 3 shows the number of correctly detected voxels (upper row) and the total number of detected voxels (lower row) as a function of the applied maximum bandwidth for different area sizes and different signal-to-noise ratios. Solid and dotted curves are used for PS and Gaussian filtering, respectively. The size of the activated area increases from left to right, corresponding to the radial direction in the artificial data set of Fig. 1 . The four curves correspond to increasing signal-to-noise ratios present in the areas on the four diagonal lines in Fig. 1 .
The simulation results illustrate that for strong signals both methods achieve a similar sensitivity. PS clearly avoids most of the false positives generated by the Gaussian filter in case of larger bandwidths. Additionally, it does not show the dependence between optimal bandwidth, SNR and size of the activation area that is typically observed in case of the Gaussian filter. We conclude that the maximum bandwidth can be chosen as FWHM of two to three times the voxel size, as usual.
B. Presurgical fMRI Data
We analyzed experimental data from 37 presurgical cases with a total number of 155 datasets. Fig. 4 summarizes the different behavior of smoothing by PS and Gaussian filtering over all datasets. Each point in the scatter plot corresponds to one dataset.
For each experiment, we identified the activated voxels found by both the adaptive and the corresponding nonadaptive approach. These voxels are considered as true activations determining a gold standard for the comparison. The mean value of the unsmoothed voxelwise estimates is used to characterize the mean signal strength in the experiment. Each point in the scatterplot corresponds to one experiment. The coordinates of the point are given by the mean of unsmoothed voxelwise estimates over voxels detected exclusively by the adaptive (horizontal axis) or the nonadaptive procedure (vertical axis), standardized by the mean over voxels considered as true activations. If the mean over voxels detected exclusively by one approach is close to , that is the quotient is close to 1, it indicates that these voxels show a similar behavior as voxels in the gold standard. If the quotient is small, the additionally detected voxels carry a smaller signal as voxels in the gold standard and are probably false positives generated by smoothing. The variation of these quotients for the adaptive and nonadaptive approach within the 155 experiments is illustrated by the two mar- 
. Number of correctly detected voxels [(a)-(d)] and number of detected voxels [(e)-(h)] as a function of bandwidth h
, for PS (solid lines) and Gaussian filter (dotted lines). Activation area size grows from left (a), (e) to right (d), (h), corresponding to the radial directions in Fig. 1 . Four curves correspond to increasing signal-to-noise ratios present in the areas on the four diagonal lines in Fig. 1 . Curves with the same color correspond to the same SNR, with SNR increasing by a factor of 1:25 from red to green, green to blue, and blue to black, respectively. The correct number of activations is shown as a horizontal dashed line.
ginal densities in Fig. 4 . The results suggest that a very high percentage of activations exclusively found using a Gaussian filter are false positives.
Examples are illustrated in Figs. 5-7. Fig. 5 demonstrates the effects of using PS (yellow plus green area) or a Gaussian filter (blue plus green area) in the vicinity of tumors. The green areas constitute the intersection of the two methods. In this example, Gaussian smoothing and PS yield rather different results in and around a tumor. In Fig. 5(a) , Gaussian smoothing seems to oversmooth into areas occupied by tumor (delineated by a red line), whereas PS renders the tumor boundary better. However, there are cancerous regions into which both methods reach (green area). Another frequently observed result is that, although the sensitivity of PS is not generally larger than Gaussian smoothing, there are regions next to the tumor that are detected with PS only (Fig. 5(b) , picture naming task). The potential neuronal activity of this region is known from a motor task (bilateral finger tapping), in which both methods detected this area [ Fig. 5(c) ]. If this area was indeed active during the picture naming task, Gaussian smoothing yielded false negative activations. Fig. 6 demonstrates the enhanced capability of PS to resolve complex anatomic structures. In a bilateral finger tapping task, the meandering cortical gray matter areas of the precentral and postcentral gyrus next to the central fissure (motor and somatosensory strip, respectively) are better delineated in PS (yellow and green) than in Gaussian smoothing (blue and green). Finally, Fig. 7 shows functional activations of a patient with arteriovenous malformations, which often yield a relatively large BOLD effect, during a bilateral finger tapping task. Generally, the detections obtained by Gaussian smoothing reach far into white matter areas, whereas the detections obtained with PS appear to be more confined to gray matter areas.
V. CONCLUSION AND DISCUSSION
Our approach of structural adaptive smoothing improves presurgical fMRI data analysis by a refined analysis of the functional MRI data. An alternative approach is to take anatomical information into account, as obtained from high-resolution anatomical images which are usually acquired in the same scanning session and are coregistered to the functional MRI data. For example, "cortical surface mapping" [21] and the method of "anatomically informed basis functions" [22] increase the significance of detections by restricting standard analysis methods to the cortical surface as apposed to performing a volume analysis. These ideas have been further developed by Flandin et al. [23] , who use a cortex parcellation technique which is believed to allow for relatively large spatial averaging informed by the anatomy and to provide an alternative to the solution of the multiple comparison problem by treating signals from different parcels as independent. The problem of automatically finding optimal parameters in the tradeoff between large enough interpolation kernels and avoiding the mixing of information from distinct anatomical regions has been studied by Grova et al. [24] .
It would be interesting to see if it is feasible to combine our approach with these anatomically informed approaches to yield more accurate results. However, a problem in particular related to presurgical planning of tumor resection may be that the cortical surface often is infiltrated or distorted by the tumor, rendering automated cortex segmentation more difficult. Likewise, the otherwise very successful cortex flattening or unfolding techniques [25] , [26] need to be adapted to the context of presurgical planning.
Lu et al. [27] , [28] use a similar heuristic as behind the PS approach. They focus on identifying clusters of activated voxels starting from a seed voxel in a region growing method or by merging and splitting of dyadic sets. In contrast, PS uses heuristics from scale space methods [18] , [29] . However, with PS information on the spatial structure is accumulated at small scales and used to improve estimates at coarser scales when inspecting scale space in an iterative algorithm.
We have shown on numerical examples and a study involving 37 patients that the analysis of presurgical functional MRI data by structure adaptive weight smoothing (PS) yields more accurate results as compared to the conventional approach of Gaussian smoothing. As any filtering method, the application of spatially adaptive smoothing increases the signal to noise ratio. In addition, it also preserves the effective spatial resolution of activated areas. The main finding is that the detected activations obtained with PS are more confined to given gray matter cortical structures. Furthermore, frequently the activity next to tumors was detected with a higher reliability.
Whereas due to the matched filter theorem, the bandwidth of a nonadaptive Gaussian filter is best chosen as the size of the usually not precisely known expected activation, PS naturally adapts to different sizes of activated areas. In the analysis with PS the resulting statistical parametric map depends on the order in which spatial smoothing and voxelwise parameter estimation are performed. To conduct the analysis of the voxelwise time series first, as done here, has two advantages: it leads to a dimension reduction that enables the use of adaptive smoothing techniques and it provides a situation where spatial smoothing increases the degrees-of-freedom in the resulting random -field, enabling the use of Gaussian random fields for thresholding [11] . It is worth investigating if the problem of false negative activations next to tumors in the primary sensorimotor cortex [30] , which is probably caused by an altered hemodynamic response due to the tumor vascularity [31] , can be alleviated with PS. Future work will also concentrate on the applicability of anisotropic PS procedures to related problems in diffusion tensor imaging [32] , in which estimation of the diffusion tensor could benefit from a structure dependent smoothing of the low-signal-to-noise ratio diffusion weighted images. This may be of importance in particular for the challenge of identifying motor and other pathways [33] and for diffusion tensor imaging in the spinal cord [34] .
APPENDIX PROPAGATION-SEPARATION ALGORITHM
We describe the adaptive smoothing algorithm briefly. For a more detailed description and discussion, we refer to [11] . We start using voxelwise estimates and corresponding variances . It is assumed that the spatial correlation present in the data was generated by convolution with a Gaussian kernel with FWHM bandwidth . The bandwidth is selected to match the expected size of activated regions.
• Initialization: Set , initialize the bandwidth and compute, for every , the statistics and and the estimates Set and for .
• Adaptation: For every pair , we compute the penalty The main parameter is determined by a propagation condition and does not depend on the data [11] . The statistical difference between estimates in voxels and is measured by . The term , see again [11] , is a correction term needed to adjust for spatial correlation present in the SPM.
denotes a weighted Euclidean distance in three dimensions.
