Abstract-Next generation sequencing (NGS) revolutionized genomic data generation by enabling high-throughput parallel sequencing, making large scale genomic data analysis a crucial task. To improve NGS data quality, we developed an efficient algorithm that uses a flexible read decomposition method to improve accuracy of error correction. We further proposed a statistical framework to differentiate infrequently observed subreads from sequencing errors in the prevalence of genomic repeats. To enable the analysis of microbial organism composition in environmental samples, we developed a parallel solution for metagenomic sequence clustering integrating sketching, quasi-clique enumeration and MapReduce techniques.
I. INTRODUCTION
High throughput next generation sequencing makes it possible to sequence new genomes or re-sequence individual genomes at a manifold cheaper cost and in an order of magnitude less time than traditional Sanger sequencing. For instance, the Illumina HiSeq sequencer can produce up to 25Gb data per day as compared to 0.5Mbp via Sanger sequencing. Many other NGS platforms have been concurrently developed and are currently in wide use, such as Roche GS Titanium and 5500 SOLiD system. Using NGS technology, ambitious genomic sequencing projects target many organisms rather than a few, and large scale studies of sequence variation become feasible.
Meanwhile, the data analysis methodologies are changing due to NGS, exemplified by different applications: Euler or string graph based approach is replacing traditional overlaplayout-consensus paradigm in genome assembly, computational pipelines consisting of locating and counting short reads per gene location on the reference genome are replacing microarrays in gene expression analysis, and so on.
Prior to all these analysis, correcting read errors is often an important first step. We developed two methods to detect and correct errors targetting majority of NGS platforms that predominantly make substitution errors. Subsequently, we formalize the task to quantify microbial organisms in environmental samples as a sequence clustering problem and propose a parallel solution on MapReduce clouds.
II. COMPUTATIONAL APPROACH TO IMPROVE NGS DATA QUALITY
The detection and correction of sequencing errors enable the simplification of De Bruijin or string graph in short read assembly task, which helps to reduce run time and yield longer contigs. They also enable a more accurate polymorphism determination in variation studies, as well as improvements in many other NGS applications. Numerous methods have been developed -some of the popular ones include the spectrum alignment problem (SAP) formulation by Chaisson et al., the suffix trie and suffix array based methods by Schröder et al., Ilie et al., and the ones intended for transcriptomes by Qu et al. These methods are limited in their computational scalability and accuracy: none of these methods can readily scale to large genomes due to their inherent limitation in algorithmic design. For instance, suffix trie representation of NGS data requires large memory. Although some of these methods perform well assuming low genomic repeat content, none is directly applicable for correcting NGS reads in repeat rich genomes.
Ideally, error correction with respect to any specific genomic position can be achieved by laying out all the reads covering this position, and examining the base in that specific position from all these reads. With the assumption of errors being infrequent and random, reads that contain an error in this specific position can be corrected using the majority of the reads that have this base correctly. This intuition cannot be directly implemented because the source genome is unknown and multiple sequence alignment is an NP-hard problem. Therefore, all NGS error correction algorithms resort to correcting errors in subreads, such as kmers. By identifying kmers with slight variations to be spanning the same genomic region, these methods can avoid the need for multiple sequence alignment and enable error correction for sequencers that predominantly make only substitution errors.
The aforementioned general framework is besieged with multiple issues: 1) Larger k promotes specificity while shorter k provides sufficient frequency to improve accuracy. 2) Memory usage may increase exponentially with k. 3) Multiple equally likely correction choices may lead to ambiguity in correction. 4) Correction of subreads may impact overlapping subreads that were previously deemed correct through frequency of occurrence, causing multiple conflicting choices.
A. Error Correction using Flexible Read Decomposition
We propose a flexible read decomposition strategy to overcome the aforementioned issues as follows.
Every read is initially decomposed into overlapping tiles, each containing two or more kmers that serve as the basis for error correction. While the value of k is chosen so that the kmer occurs with sufficient frequency, the surrounding kmers within the tile provide the context for improving specificity and resolve ambiguity. To correct each read, a flexible tile decomposition is adopted to make swift progress in regions with sparse occurrence of errors and thorough exploration in regions of clustered errors.
More formally, our algorithm consists of two major steps: 1) Extract information from input data, which include the k-spectrum and frequency of each kmer, the tile frequency as well as a Hamming graph recording the information among kmers that are within a preset Hamming distance (HD) away. 2) Correct each read by exploring different tile decompositions: place a tile t at the beginning of the read, then identify alternative tiles that are within a prescribed HD away from t, and correct t based on its frequency as well as the frequencies of alternative tiles. When a selected tile can be corrected, a new tile will be placed such that it is placed one kmer forward on the read. Otherwise, we proceed with one character per iteration in order to correct those regions with clustered errors. This process is iterated until the read is fully corrected or all choices of tile placements are considered. The second step relies on HD relationship among kmers derived from the first step. However, direct storing of such information requires large memory and prevents the algorithm from scaling to large data sets. To avoid this, we create a space-efficient data structure that can compute such information on the fly as follows. We sort the k-spectrum with respect to k (< k) randomly chosen positions, the dneighbors (kmers that are within d HD away) of any query will fall in a continuous range in this sorted k-spectrum, which can be found with binary search. We identify a set of such sorted k-spectrums, through which we are able to identify all d-neighbors of any query. Also, at the cost of increased run time, we can further tune down the space usage.
Our algorithm takes O(N log N ) run time and requires O(|R 2k |) memory, where N is the total number of input characters and |R 2k | is the memory required to store all possible 2k-mers of the input reads. Note that since our method does not require the storage of input data, it can handle data that does not fit in main memory.
To speed up the algorithm, we can easily parallelize the second step using a shared memory machine by concurrently correcting multiple reads, since this task is inherently independent. However, if the error rate is high and the input data is large, we need to rely on the distributed memory system in order to store k-spectrums of the data. This requires a more complicated parallel algorithm using message passing paradigm, which is currently under development.
Experimental verification on benchmark data sets from Illumina Genome Analyzer confirms that the method achieves high error correction accuracy, while the improvements in run-time and memory usage enable scaling to large data sets. Table I shows the results achived by our algorithm that are superior to other methods, where "Gain" denotes the percentage of errors effectively removed from the dataset, and "EBA" reflects how well we are able to correct an erroneous base to the true base after a sequencing error has been identified. More details can be found in [1] . 
B. Repeat-aware Error Modeling and Correction
Repeats in genomes make it harder to differentiate the true kmer substrings in a read from ones containing errors due to many factors. Nearly identical repeats can easily be mistaken to be sequencing errors if one copy has much lower relative frequency in the reference genome than the other. Even if errors are rare, an erroneous kmer may appear at a moderate frequency if it has few nucleotide differences from one or more valid kmers that have a high frequency of occurrence in the genome.
To address the above problems, we proposed a method to caputre misread probabilities among kmers, which conforms to the SAP-formulation [4] , summarized as follows. Input reads are decomposed into kmers, where the observed frequency Y of any kmer x is calculated. A threshold M is chosen either arbitrarily or by an analytical calculation assuming the reference genome to be a random string and is uniformly sampled and errors accumulate uniformly along each read (Chin et al.; Schröder et al.). Then, x is considered valid if Y ≥ M and invalid otherwise. Finally, any read containing invalid kmers is corrected to read containing only valid kmers if applicable.
In our approach, we infer M statistically and claim any kmer x to be valid if T ≥ M , where T , termed true occurrence of x, is inferred from Y . We first explain the rationale and then summarize our strategy.
Given a kmer x occurring α times in the reference genome G, where α is unknown. The probability to randomly sample a kmer from G resulting in x is given by p = α |G|−k+1 . Under the assumption that G has low repeat content, if the probability P (Y < M |p > 0) is small, then it is reasonable to claim that x is invalid. Then we have
However, as illustrated in Fig. 1, if a 4 -mer x = ACGT , where α x = 0, has a set of neighbors (4-mers within small HD from x, HD = 1 in this example) with high α values (i.e. highly repetitive), Y is likely to exceed M . Therefore, Y is no longer a good indicator of whether x is valid. If we capture the misread probability among kmers, the probability p is transformed equivalently to p = xn p i P (x i → x), where x n is a neighbor of x. Then we have
To estimate the unknown vector p, we rely on an expectation maximization (EM) algorithm. This way, we can estimate the true occurrence of any x as T = Np. Instead of arbitrarily choosing a threshold M to determine whether any kmer is valid, we derive from the histrogram of T the value correspoinding to the first minimal as illustrated in Fig. 2 . Computationally, this corresponds to fitting a set of gamma and normal distributions to the histogram such that T is best described. We devise another EM algorithm to estimate parameters of these distributions. The EM algorithm to estimate p values is computationally expensive and has large memory requirements due to the fact that we need to explicitly store the HD relationships among kmers as a graph. In order to scale to large genomes, it is crucial to develop a parallel graph partitioning algorithm that distributes the HD graph into different nodes. This prompts the development of a parallel algorithm on which we are currently working.
The experimental verification on simulated Illumina data sets from repeat rich genomes confirms improved error detection and correction results. We emphasize that only simulated data with different degrees of repeats can be utilized to measure error correction results for repeat-rich genomes due to the fact that the mapping of short reads from such regions uniquely to the reference genome, and the assembly of genomes with high repeat content, remain open problems. The details of the correction results and algorithmic details can be found in [2] .
III. METAGENOMIC CLUSTERING OF NGS DATA ON MAPREDUCE CLOUDS
During the past year, there has been a considerable interest in porting computational biology applications to clouds (Schatz et al.), such as Amazon EC2. However, in the majority of cases these applications are limited to simply distributing the data which is then handled by existing sequential software. In this work, we demonstrate the applicability of MapReduce framework in relatively complicated algorithmic settings by solving an important problem in metagenomics.
Metagenomics refers to the study of microbial organisms from an environmental sample, e.g. sea water. NGS technologies garnered tremedous interest in exploring the unknowns -deciphering genetic code, drafting full length genomes, studying symbiosis relationship between the microbial communities and their host. The first important step is to quantify microbial organisms that correspond to different biological types, termed taxonomic unit at a certain taxonomic rank, such as family, genus, and species. The abundance of a taxonomic unit in the metagenomic sample is estimated by computing the ratio of the number of DNA reads belonging to the organisms of this unit over the total number of sequenced reads. In the current application, the reads are derived from the 16S ribosomal RNA (rRNA) pool of the sample using 454 sequencer. These serve as a good proxy for profiling abundance since they are conserved among organisms within a species while diverging across species.
In the literature, two strategies have been pursued in addressing this problem. The first one compares every read to the sequences in a known database, and assigns it to the taxonomic unit of the matched sequence in the database, such as Megan by Huson et al.. The second approach performs de novo clustering of the reads based on pairwise homologies, such as CD-Hit by Li et al.. NGS and future sequencing technologies are expected to be used to uncover many unknown species, which clearly limits the application of the first strategy and promotes the importance of the second. However, existing methods are not able to scale to the large datasets obtained from NGS as a part of routine research in biological labs and there is lack of formal computational modeling and elegant algorithmic solutions. In this work, we address both problems.
A. Problem Formalization and Algorithms
Given a set of reads R as input, computationally, we need to address the following two tasks: 1) Identify all pairs of reads such that their similarity is greater than some preset threshold t. 2) Cluster reads based on their established similarity association. In the first task, the choice of t is intended to reflect read similarities with respect to a certain taxonomic rank, where the similarity is typically derived from sequence alignments. This task is trivia but infeasible when n exceeds a certain value if we rely on all-vs-all comparison. To avoid this, we propose a sketching based technique to directly infer read pairs whose estimated similarity scores exceed a given threshold as follows.
Each read in R is initially converted to a set of integers comprising of the hash value of every constituent kmer. Instead of choosing the minimum value to represent a read as typically done in minwise sketching technique, we select a subset of hash values that are modulo of a preset constant. Then, the similarity between two reads is computed as the number of common values of the selected hash sets divided by the minimum size of both sets. Our design of this similarity function is motivated by the need to capture containment relationships, and account for differences in read lengths. To avoid the O(n 2 ) complexity in computing the similarity function for each pair, we let common hash values dictate which pairs we evaluate.
In the second task, we model the clustering problem as follows: we regard the ideal clustering at a certain taxonomic rank to be a partitioning of the input reads. However, since the chosen similarity function is unlikely to faithfully reflect evolution such that reads of the same taxonomic unit can be unambiguously differentiated from reads of other units, we allow a read to concurrently occur in multiple clusters when applicable. Due to the same reason, it is also too stringent a requirement to expect all pairwise similarity among reads in the same taxonomic unit. Therefore, we only require the existence of a sufficient number of pairwise similarities in each cluster. Computationally, this is modeled as a maximal quasi-clique enumeration. To achieve the goal of clustering reads according to different taxonomic rank, the clusters could be computed for a decreasing sequence of threshold values by incrementally introducing additional read pairs into the graph.
B. Performance
Both of the above tasks are implemented in a MapReduce paradigm on a 32 node Hadoop cluster with a total of 256 GB of main memory and 6 TB of hard drive storage under the control of HDFS. The cluster provides 256 AMD 2.2 GHz cores and uses Gigabit Ethernet for interconnect. We used a typical Hadoop configuration with one node serving as a master tracking jobs and maintaining the HDFS metadata, and remaining nodes acting as workers executing computations and storing data blocks. We set HDFS replication factor to 2, and used 64 MB block size. The experimental data sets are summarized in Table II and the run time for different stages of the algorithm is shown in Table III . The algorithmic and implementation details can be found in [3] . IV. FUTURE DIRECTIONS Some existing NGS platforms and future generation sequencing technologies tend to produce longer reads, where insertion and deletion errors are not negligible. This, in additional to the already time consuming substitution error correction, demands parallel solutions, which are currently under development. The validation of the metagenomic data clustering results is currently an undergoing project.
