Abstract. In the context of increasingly fierce business competition, the customers are overloaded with more and more product information. The e-commerce system is thus developed to provide customers with products of their interest, further maintaining customer loyalty, increasing brand sales and corporate competitiveness. Association rule-based recommendation is one of the most popular recommendation techniques for e-commerce. But it is challenging to extract association rules and the database is scanned unnecessarily for many times. To address these problems, an improved Apriori algorithm is proposed in this paper. An Apriori-based recommendation model is established. Results of MATLAB simulation demonstrate the ability of the proposed algorithm to provide customers with a list of products of their interests.
Introduction
The customers are overloaded with more and more information against the background of "Internet +". The recommendation technique, which is able to address the information overloading problem and identify potential customer requirements, has been attracting a lot of attention. Especially in the e-commerce field, one of the focuses of e-commerce platforms is how to produce association rules by extracting the correlation between products of different types from the historical data of purchasing behaviors. The aim is to make customized recommendation of products that match customer interests based on the association rules. This is also the core competency of e-commerce.
Overview of the Recommendation System
In their book Recommender Systems published in 1997, Resnick and Varian defined the recommender systems for e-commerce as the system that could provide customers with product information and advice on the e-commerce websites, help customers decide what to buy as a sales agent, and assist customers in smoothly completing the purchasing process [1] .
The performance of e-commerce recommendation system depends on the choice of recommendation technique. The common choices include: collaborative filtering-based recommendation, content-based recommendation, association rule-based recommendation, etc.
Overview of Association Rules
Association rule is critical to data mining, because of its ability to extract valuable relationship between data items from the large amount of data. It can reveal the mutual dependence and correlation of one item with others. It is also called Market Basket Analysis [2] , and was first proposed by Agrawal, lmielinski and Swami in 1993 at SIGMOD.
The association rule can be expressed as an implication form R: X
⊂ ⊂
→Y, where X I, Y I and X∩Y = ∅.
(1) Support
The degree of support for the rule R is defined as the number of transactions that involve X and Y at the same time to the total number of transactions in the set. It can be written as support (X→Y) = count (X∪Y) / |D|.
(2) Confidence This concept refers to the degree of confidence that can be put on the rule. The confidence of the rule R is defined as the number of transactions that involve X and Y at the same time to the number of transactions that involves X. Confidence (A→B) = support (X∪Y) / support (X) (3) Minimal support and frequent set In order to detect the association rule, the set of items must satisfy the minimal support threshold, also known as the minimal support (supmin). The item set whose support is no less than supmin is called the frequent item set. The item set whose support is less than supmin is called the non-frequent item set. If the k-item set satisfies supmin, it is called the k-frequent item set and represented by L k (4) Strong association rule For the rule R: X→Y, if support (X→Y)>=supmin and confidence (X→Y)>=confmin, it is called the strong association rule; Otherwise, it is called the weak association rule. Only the strong association rules that meet these conditions can be used to guide decision-making of business.
Extraction of Frequent Item Set Using Apriori
The Apriori algorithm is an influential method that can extract frequent item set for Boolean association rule through the connecting and pruning operations [3] . It consists of two steps.
Step 1: Identify all frequent item sets using Apriori;
Step 2: Generate the strong association rule using the frequent item set, which must satisfy supmin and confmin.
An example is given below to illustrate this algorithm, where the count of supmin is set to 2. Example: Given a list of transactions that involve products Milk, Beer, Diapers, Beef and Egg, the supmin and confmin is set to 0.5. We need to identify all frequent item sets. Those with four or more items are eliminated. Finally, the L3 item set {B, Diapers, Egg} is obtained, and the minimal support is 0.5.
For the frequent item set {Beer, Diapers, Egg}, its non-empty subsets include {Beer}, {Diapers}, {Egg}, {Beer, Diapers}, {Beer, Egg}, {Diapers, Egg}. The association rules and their support obtained in this way are as follows.
Rules
Confidence
Note that the confidence is all above 0.5. Therefore, all rules are strong association rules.
Implementation of the Improved Apriori Algorithm
The Apriori algorithm involves scanning the data sheet for many times. If the frequent item set has 10 items at most, then the algorithm needs to scan the data sheet for 10 times, incurring heavy I/O load. It will also generate a large number of frequent item sets. Consider a set of 100 items, the number of candidate items is . In order to avoid repeated scanning of database by Apriori, the frequent item set is generated through matrix calculation in this paper. Algorithm steps are as follows.
Input: transaction database D, supmin α, confmin β; Output: Association rule Rules_s. (2) Generate the candidate 2-item set C 2 using the frequent 1-item set. Compute the sum of each row in the matrix D m × n , delete the rows whose value is less than 2, because these rows are impossible to generate the frequent 2-item set). The support of each element in C 2 , I i I j , is:
where ∧ denotes the collation operation. After deleting the candidate items whose support is less than α, the obtained frequent 2-item set is:
to produce the candidate k-item set C k . First, compute the sum of elements in each row of the matrix D m × n , reduce the size of the matrix by deleting the rows whose value is less than K. The support of each element in C k is:
Delete the candidate item whose support is less than α, and obtain the frequent k-item set L k = {c∈C k | Supp (I i , I j …I t ) ≥ α}.
(4) Use the frequent k-item set L k to produce the candidate (k + 1)-item set C k + 1 . If C k + 1 is not empty, jump to Step (3); otherwise, proceed to Step (5).
(5) Traverse the frequent item set to generate the association rule base Rules.
Design of an E-commerce Recommendation System Based on Association Rules
Based on the proposed association rule mining algorithm, we develop an E-commerce customized recommendation model that can be used in practice. Figure 1 . Structure of the e-commerce recommendation model.
System structure design
The proposed model consists of three modules: input, recommendation, and output, as shown in Fig. 1. 
Major functions
(1) Data pre-processing: during analysis of association rules, many of the raw data cannot be directly used for data mining. These data are usually incomplete, redundant and fuzzy. Therefore, these data must be cleaned and transformed before being used by the recommendation module.
(2) Generation of strong association rule: the processed set of transactions can be used to extract the strong association rule.
(3) Generation of real-time recommendation for customer: if the user is registered and the database stores purchasing records of this user, then match the records with the association rule, and recommend the most popular products that match user interests; if the user is not registered in the e-commerce platform and the database has no purchasing records of this user, it means that there is no product in the database that corresponds to this user. In this case, the Top-N product recommendation strategy is adopted.
(4) Real-time updating of association rule base: user interests vary periodically with time, highlighting the need for the association rule to adapt itself to user purchasing behaviors. Therefore, the transaction data is accumulated periodically in the proposed system to extract new association rule. In this way, user information is matched with the latest association rule base to guarantee that the recommendation keeps pace with the time-varying user interests.
Implementation
(1) Data description The experiment has over 180,000 data items, each of which consists of four elements, user-id, brand_id, type, visit_datetime. They represent the user ID, product ID, transaction type (e.g. purchase, click), and transaction time, respectively.
(2) Generation of recommendation list The recommendation results obtainedafter inputting the ID of producta 1 and 2 already purchased or clicked, are shown in Fig. 2 . 
Conclusion
E-commerce recommendation system has been one of the most effective methods of preventing customers from being overloaded with product information. It also provides customers with efficient means of obtaining interesting products, and enables business to make customized recommendation. The Apriori algorithm is combined with the matrix in this paper to compute the frequent item set, extract association rule and recommend products that match user requirements. Simulation results demonstrate the ability of the proposed method to produce customized recommendation of product for users.
