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Abstract
We consider a family Pm,n of cones of positive maps and a semidefinite relaxation of these cones. The
cone Pm,n can be described as the set of those linear mappings from the space Rm into the space of real
symmetric n × n matrices which map the m-dimensional Lorentz cone into the cone of real symmetric
positive semidefinite matrices. We describe the cone Pm,n as a cone of nonnegative polynomials in several
variables. We show that the considered semidefinite relaxation is in fact a sums of squares relaxation
corresponding to this description of Pm,n. Our main result is that for n = 3 the relaxation is exact. Hence
it yields the exact result for optimisation problems over the cones Pm,3. In particular, the matrix ellipsoid
problem for real symmetric 3 × 3 matrices can be rewritten as feasibility problem of a linear matrix inequality.
For m  4, n  4 there exist points in Pm,n which do not lie in the semidefinite set corresponding to the
relaxation. Hence the relaxation is exact if and only if min(n,m)  3.
© 2007 Elsevier Inc. All rights reserved.
AMS classification: 15A48; 90C22; 47A56
Keywords: Sums of squares; Semidefinite relaxations; Positive linear maps; Separability
 This paper presents research results of the Belgian Programme on Interuniversity Poles of Attraction, Phase V, initiated
by the Belgian State, Prime Minister’s Office for Science, Technology and Culture; and of the Action Concertée Incitative
“Masses de données” of CNRS, France. The scientific responsibility rests with its author.
∗ Tel.: +33 4 76 63 57 14; fax: +33 4 76 63 12 63.
E-mail address: roland.hildebrand@imag.fr
0024-3795/$ - see front matter ( 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2007.06.007
816 R. Hildebrand / Linear Algebra and its Applications 426 (2007) 815–840
1. Introduction
It is a trivial fact that any polynomial that can be represented as a sum of squares of other
polynomials is nonnegative. The converse implication is in general not true, as was already shown
by Hilbert [10]. In a given vector space of polynomials, the set of nonnegative polynomials and
the set of polynomials which are representable as a sum of squares (SOS), form closed convex
cones. The SOS cone is then a subset of the cone of nonnegative polynomials. The relation
between SOS representability and positivity of polynomials is an important issue in Mathematical
Programming. While positivity of a given polynomial is in general hard to check, checking sums
of squares representability amounts to checking feasibility of a linear matrix inequality (LMI),
i.e. a semidefinite program. These considerations can be extended from the case of spaces of
polynomials to the case of spaces of real-valued functions in general. For a detailed treatment of
the relation between SOS representability and semidefinite programming see [18].
SOS representability of scalar polynomials is closely linked to factorizability of matrix-valued
polynomials, where the matrices are supposed to be real symmetric or complex hermitian.
A matrix-valued polynomial F(t) can be associated with a real-valued polynomial f (t, x) =
x∗F(t)x, where t denotes a set of independent variables, and x ∈ Rn or x ∈ Cn is a column
vector. Here the asterisk denotes the complex conjugate transpose, as it will throughout the paper
when applied to vectors or matrices. This real-valued polynomial f (t, x) turns out to be a sum of
squares if and only ifF(t) can be factorized as a productQ(t)Q∗(t), whereQ(t) is a matrix-valued
polynomial. Here the number N of columns of Q is not significant. For a proof of this statement
see the appendix. Moreover, f (t, x) is nonnegative if and only if F(t) is positive semidefinite
(PSD) for all values of t . In view of the above, we extend the notion of SOS representability and
call a matrix-valued polynomial “sum of squares representable” if it is factorizable in the above
sense. Matrix-valued positive polynomials were considered, e.g. in [16,14]. On the other hand,
polynomials in matrix-valued variables make sense only in the non-commutative case and were
considered, e.g. in [9].
Replacing the computationally difficult cone of nonnegative polynomials by the computation-
ally simple cone of SOS representable polynomials amounts to an approximation, or relaxation,
of the original problem of checking positivity. It is now interesting when this SOS relaxation is
exact, i.e. when nonnegativity of a polynomial implies its representability as a sum of squares.
There are only a few such cases known. In this contribution we present a new class of polynomials
for which this implication holds.
One big and important class of spaces of polynomials, in which the cones of sums of squares
(which will be denoted by  in the sequel) are equal to the cones of nonnegative polynomials
(which will be called P), are matrix-valued polynomials in one variable. Namely, if A(t) =∑2n
k=0 Aktk is a matrix-valued polynomial in the real variable t , where the coefficients Ak are real
symmetric or complex hermitian matrices, and A(t)  0 for all t , then there exists a matrix-valued
polynomialQ(t) = ∑nk=0 Qktk such thatA(t) = Q(t)Q∗(t). Similarly, ifT (z) = ∑nk=−n Tkzk is
a trigonometric matrix-valued polynomial in the complex variable z, withT−k = T ∗k , andT (z)  0
for all z on the unit circle, then there exists a matrix-valued polynomial S(z) = ∑nk=0 Skzk such
that T (z) ≡ S(z)S∗(z¯−1), and hence T (z) = S(z)S∗(z) for all z on the unit circle. These classical
results [25,32] have wide applications in practice, because they allow one to construct semidefinite
representations of the cones of nonnegative matrix-valued polynomials in one variable.
Another space of polynomials where the nonnegative cone P and the cone of sums of squares
 are identical are the ternary quartics, or homogeneous polynomials (forms) of degree 4 in 3 real
variables. Trivially these cones are equal also for quadratic forms and for forms in 2 variables. For
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any other vector space of forms in n real variables and of even degree m, i.e. for n  3, m  4,
nm > 12, the cone P strictly includes the cone . These classical results are also due to Hilbert
[10].
There exist numerous negative results (i.e. proving that  /= P) on spaces of structured poly-
nomials. By structured we mean here that linear conditions on the coefficients of the polynomials
are imposed.
A famous example are biquadratic forms
∑k
α,β=1
∑l
a,b=1 Aαβabxαxβyayb in two groups of
real variables x1, . . . , xk; y1, . . . , yl . For k  2 or l  2 any nonnegative biquadratic form is
representable as a sum of squares of bilinear forms, which is a consequence of the SOS repre-
sentability of matrix-valued (inhomogeneous) positive semidefinite polynomials in one variable.
For k  3, l  3 there exist nonnegative biquadratic forms which are not SOS representable.
These classical results are due to Terpstra [29]. For k = l = 3 he provided a beautiful geometric
construction of positive definite biquadratic forms that are not representable as sums of squares.
A more general result was proven by Choi et al. [5]. Namely, in the space of polynomi-
als that are homogeneous of degrees dx, dy with respect to each of two groups of variables
x1, . . . , xk; y1, . . . , yl , the cone P equals the cone only in the cases dx = l = 2 and dy = k = 2,
which correspond to matrix-valued (inhomogeneous) polynomials in one variable. In all other
cases there exist examples of nonnegative polynomials that are not SOS representable.
A well-studied class of structured polynomials are the even symmetric forms. In [6] Choi
et al. give a nice explicit characterisation of the cones P and  for even symmetric forms of
degree 6 in terms of their three independent coefficients. These cones do not coincide. Harris
gives examples of even symmetric forms in 3 variables of degree 10 and in 4 variables of degree
8 that are nonnegative but not SOS. Another example of structured polynomials where P /=  is
the space of symmetric homogeneous polynomials of degree 4 in 4 variables. For references see
the overview [23].
There exist a few results on the exactness of SOS relaxations for structured polynomials. In
the spaces of even symmetric forms of degree 4 the cone of nonnegative forms coincides with the
SOS cone. Harris proved that this holds also for the space of even symmetric forms of degree 8
in 3 variables, according to [23]. In the first case the space has dimension 2, in the second case
dimension 4, so both examples are rather low-dimensional. Examples of higher dimension were
provided by Størmer [27] and Woronowicz [31]. They proved that a nonnegative bihermitian form
in two groups of complex variables x1, . . . , xk; y1, . . . , yl , i.e. a form which is hermitian in y for
fixed x and hermitian in x for fixed y, is always SOS representable for k = l = 2 and for k = 2,
l = 3. The underlying spaces have dimensions 16 and 36, respectively. Further, Woronowicz
proved that P /=  for k = 2, l = 4. By Terpstra’s result on biquadratic forms, the two cases cited
above are the only cases, apart from the trivial case min(k, l) = 1, when P = .
The main contribution of the present paper is the proof of coincidence of the cones of non-
negative polynomials and sums of squares for a family of structured polynomials which includes
several non-trivial higher-dimensional examples.
This family is closely related to cones of positive maps and separable cones. Let K,K ′ be
regular convex cones (closed convex cones, containing no lines, with non-empty interior), residing
in finite-dimensional real vector spaces E,E′. A linear map from E to E′ that takes K to K ′ is
called K-to-K ′ positive or just positive, if it is clear which cones are meant [8,4,27]. The set of
positive maps forms a regular convex cone. If K,K ′ are the cones of real symmetric or complex
hermitian PSD matrices of fixed sizes m and n, then any linear map A : E → E′ can be identified
with a biquadratic or bihermitian polynomial pA in two groups of real or complex variables
x = (x1, . . . , xm)T; y = (y1, . . . , yn)T. Namely, pA(x, y) = y∗(A(xx∗))y. Moreover, a map A
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is positive if and only if the corresponding polynomial pA is nonnegative. Note that pA is linear in
A. This link to cones of positive polynomials can be extended to the case when the sets of extreme
rays of the cones K and (K ′)∗ can be implicitly parametrized by a vector-valued polynomial, as
will be the case in this paper.
Cones of positive maps have many applications in Mathematical Programming, but are in
general hard to describe. For instance, to decide whether a given linear map takes the cone
of positive semidefinite matrices to itself is an NP-hard problem [1]. However, in a few low-
dimensional cases a description of the positive cone in form of an LMI is at hand. This is the
case for maps that take the cone of positive semidefinite real symmetric 2 × 2 matrices to another
positive semidefinite matrix cone or a Lorentz cone. An LMI description is also available for
those maps that take the cone of positive semidefinite complex hermitian 2 × 2 matrices to a
Lorentz cone or a positive semidefinite matrix cone of size 3 × 3 [31]. Related results are the LMI
description of the set of quadratic forms that are positive on the intersection of an ellipsoid with
a half-space and generalisations of theS-lemma to the matrix case [28,17].
In this contribution we consider the cone of maps that take the m-dimensional Lorentz cone
Lm to the cone of positive semidefinite real symmetric n × n matrices. We will call this cone
Pm,n. This family of cones is closely linked with the matrix ellipsoid problem, i.e. the problem
of determining the maximal radius of an ellipsoid in the space of real symmetric matrices with
given centre and shape such that it is contained in the cone of PSD matrices [19,2]. Namely,
the matrix ellipsoid problem amounts to a conic optimisation problem over the cone Pm,n. We
show that the cone Pm,n can be represented as a cone of nonnegative structured matrix-valued
polynomials in m − 2 variables. Denote the corresponding family of sums of squares cones by
m,n. We investigate whether Pm,n = m,n for different n,m. For n  3 or m  2 equality of
these cones follows already from the SOS representability of matrix-valued polynomials in one
variable. For n = 4,m = 3 equality follows from Woronowicz’s result on the SOS representability
of nonnegative bihermitian forms in variables x1, x2; y1, y2, y3.
Our main result is to prove that Pm,n = m,n for n = 3, and hence the cones Pm,3 are
semidefinite representable. Since the space of real symmetric 3 × 3 matrices has dimension 6, and
intersections of the Lorentz cone with linear subspaces are again Lorentz cones of lower dimension,
the non-trivial cone of highest dimension among the cones Pm,3, m ∈ N is the cone P6,3. This
cone resides in a space of dimension 36 and is thus a new, non-trivial high-dimensional example of
a sums of squares representable cone of nonnegative polynomials. Further, we prove that Pm,n is
strictly bigger than m,n for m  4, n  4 and hence Pm,n = m,n if and only if min(n,m)  3.
Since the matrix ellipsoid problem is NP-hard (see [19] and references therein), the cones Pm,n
most likely do not have a description of polynomial complexity in general. However, the results
of the present paper show that for 3 × 3 matrices the matrix ellipsoid problem is solvable by a
semidefinite program.
There will be two main ingredients in the proofs. The first one will be an analysis of the
algebraic structure of the cones Pm,n. This allows to reduce the cones Pm,3 for m > 6 to the
cone P6,3. The second one will be to show the equality P6,3 = 6,3. We will accomplish this by
showing that the respective dual cones are equal, using essentially the main result of paper [13].
The remainder of the paper is structured as follows. In the next section we formally define
the concept of positivity with respect to arbitrary cones. In Section 3 we define the families
of structured polynomials we deal with. In Section 4 we derive structural properties of the
LMIs describing the different semidefinite cones we use. In Section 5 we consider several low-
dimensional cases and in Section 6 the relations between the cones Pn,m, n,m for different n,m.
Finally we summarize our results in the last section.
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2. Definitions and preliminaries
In this section we define positive linear maps and separable elements with respect to arbitrary
convex cones and establish some simple properties of the corresponding sets. Then we define the
particular cones of positive maps we deal with.
In application to matrices and vectors, the asterisk will denote the complex conjugate transpose,
in application to convex cones and real vector spaces the respective dual objects.
For x ∈ V and y ∈ V ∗ 〈x, y〉 will denote the value of the linear functional y on the vector x. If
V is equipped with a scalar product 〈·, ·〉, then V ∗ is canonically isomorphic to V and 〈x, y〉 will
mean both the scalar product of the vectors x, y and the value of y on the vector x, depending on
whether y is considered an element of V or of V ∗. In this case we will assume identification of
V and V ∗ via the canonical isomorphism. The space of linear maps from a vector space V to a
vector space V ′ will be denoted by Hom(V , V ′). The tensor product of two vector spaces V and
V ′ will be denoted by V ⊗ V ′.
Let further idV denote the identity operator on the vector space V , In the n × n identity matrix,
and let e0, . . . , em−1 be the canonical orthonormal basis vectors of Rm. If A1, . . . , AN are square
matrices of sizes n1 × n1, . . . , nN × nN , then diag(A1, . . . , AN) will denote the (n1 + · · · +
nN) × (n1 + · · · + nN) block-diagonal matrix with blocks A1, . . . , AN . For two matrices A and
B, A ⊗ B will denote the Kronecker product of A and B and A⊗l the l-fold Kronecker product
A ⊗ · · · ⊗ A. The transpose of a matrix A will be denoted by AT.
Let V, V ′ be real vector spaces and K ⊂ V,K ′ ⊂ V ′ regular (closed pointed with non-empty
interior) convex cones in these spaces.
Definition 2.1 [8]. A linear map L ∈ Hom(V , V ′) is called K-to-K ′ positive if the image L[K]
of the cone K is contained in the cone K ′.
Definition 2.2 [8]. An element of the tensor product V ⊗ V ′ is called K ⊗ K ′-separable if it can
be written as a sum
∑N
k=1 pkxk ⊗ x′k , where N ∈ N, pk > 0 and xk ∈ K, x′k ∈ K ′.
The following result is obtained immediately.
Lemma 2.3. Let K1 ⊂ V1, K2 ⊂ V2, K ⊂ V be convex cones in respective vector spaces, and
let L : V1 → V2 be a linear map such that L[K1] ⊂ K2. Then the image of the K1 ⊗ K-separable
cone under the map L ⊗ idV : V1 ⊗ V → V2 ⊗ V is contained in the K2 ⊗ K-separable cone.
Definition 2.4. Let V be a real vector space and let K ⊂ V be a convex cone. Then the dual cone
K∗ is defined as the set of elements y ∈ V ∗ such that 〈x, y〉  0 for all x ∈ K .
The next result follows directly from this definition.
Lemma 2.5. LetV be a real vector space and letK1 ⊂ K2 ⊂ V be convex cones.ThenK∗2 ⊂ K∗1 .
Definition 2.6. Let V be a real vector space equipped with a scalar product and K ⊂ V a regular
convex cone. Then K is called self-dual if it coincides with its dual cone K∗ when V ∗ is identified
with V by virtue of the scalar product.
Note that the space dual to Hom(V , V ′) is canonically isomorphic to V ⊗ (V ′)∗. Namely,
if x ∈ V , y′ ∈ (V ′)∗, and L ∈ Hom(V , V ′), then the tensor product x ⊗ y′ ∈ V ⊗ (V ′)∗ can be
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considered as linear functional on Hom(V , V ′) defined by 〈L, x ⊗ y′〉 = 〈L(x), y′〉. In the sequel
we will hence identify the spaces (Hom(V , V ′))∗ and V ⊗ (V ′)∗.
Proposition 2.7. With the above identification, the cone of K ⊗ (K ′)∗-separable elements is dual
to the cone of K-to-K ′ positive maps.
This result is standard in the theory of positive maps, see, e.g. [12, Theorem 2.13].
Let now V, V ′ be equipped with scalar products 〈·, ·〉. Then V, V ′ can be identified with their
respective dual spaces and V ⊗ V ′ has also a canonical scalar product, defined by 〈x ⊗ x′, y ⊗
y′〉 = 〈x, y〉 · 〈x′, y′〉. Hence Hom(V , V ′) is canonically isomorphic to V ⊗ V ′. It is not hard to
check that for x ∈ V , x′ ∈ V ′ the tensor product x ⊗ x′ is taken by the corresponding isomorphism
to the mapL ∈ Hom(V , V ′)which acts asL : y → 〈x, y〉 · x′. In the sequel we identify the spaces
Hom(V , V ′) and V ⊗ V ′ whenever V, V ′ are equipped with scalar products.
In particular, if the space V is Rm equipped with its canonical scalar product, then any element
of V ⊗ V ′ can be written as sum∑m−1l=0 el ⊗ v′l , where v′l , l = 0, . . . , m − 1, are elements of V ′.
This element corresponds to the linear map L : Rm → V ′ that sends x = (x0, . . . , xm−1)T ∈ Rm
to the element
∑m−1
l=0 xlv′l ∈ V ′. On the other hand, a linear map L : Rm → V ′ corresponds to
the sum
∑m−1
l=0 el ⊗ L(el) ∈ Rm ⊗ V ′.
Lemma 2.8. Let K1 ⊂ V1, K2 ⊂ V2, K ⊂ V be convex cones in respective vector spaces, all
equipped with scalar products, and assume the above identification of Hom(Vl, V ) and Vl ⊗ V
for l = 1, 2. Let further L : V1 → V2 be a linear map such that L†[K2] ⊂ K1, where L† : V2 →
V1 is the adjoint map of L. Then the image of every K1-to-K positive map under the mapping
L ⊗ idV is K2-to-K positive.
Proof. Let A : V1 → V be K1-to-K positive. Then the element (L ⊗ idV )(A) ∈ V2 ⊗ V , con-
sidered as element of Hom(V2, V ), equals the map A ◦ L†. This can be easily checked directly for
maps of the form A = v1 ⊗ v, where v1 ∈ V1, v ∈ V and is extended to the whole space V1 ⊗ V
by linearity.
Let now v2 ∈ K2. Then L†(v2) ∈ K1 by the assumption of the lemma and A(L†(v2)) ∈ K by
the positivity of A. Hence A ◦ L† is K2-to-K positive. 
The following result is standard in convex geometry [24].
Proposition 2.9. Let V be a real vector space equipped with a scalar product 〈·, ·〉, let L ⊂ V be
a linear subspace and let K ⊂ V be a convex cone. Then the dual cone to K ∩ L is the orthogonal
projection of K∗ on L.
Definition 2.10. Let V be a real vector space and let G be a finite subgroup of the automorphism
group of V . The group average of an element v ∈ V is defined as 1|G|
∑
g∈G g(v).
Lemma 2.11. Let V be a real vector space equipped with a scalar product 〈·, ·〉 and let G be a
finite subgroup of the isometry group ofV.Then the operation of group averaging is the orthogonal
projection onto the linear subspace L = {v ∈ V |g(v) = v ∀g ∈ G} ⊂ V.
Proof. Assume the notations of the lemma and let L⊥ be the orthogonal complement of L. Clearly
group averaging is a linear operation.
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Let v ∈ L⊥ be an arbitrary vector and vˆ its group average. Then we have for any g ∈ G and
v′ ∈ L that 〈g(v), v′〉 = 〈g(v), g(v′)〉 = 〈v, v′〉 = 0. Therefore g(v) ∈ L⊥ for any g ∈ G and vˆ
is also in L⊥. On the other hand, vˆ is invariant under the action of G and is hence an element of
L. It follows that vˆ = 0.
On the other hand, if v ∈ L, then 1|G|
∑
g∈G g(v) = 1|G|
∑
g∈G v = v. This proves
the lemma. 
Definition 2.12. An automorphism A of V is called an automorphism of K if A[K] = K.
The automorphisms of a cone K form a group, which will be called Aut(K). The following is
a restatement of [13, Proposition 2.3].
Proposition 2.13. LetGK⊗K ′ be the set of maps {g ⊗ g′ : V ⊗ V ′ → V ⊗ V ′|g ∈ Aut(K), g′ ∈
Aut(K ′)}. Then GK⊗K ′ is a group. It is canonically isomorphic to the factor group [Aut(K) ×
Aut(K ′)]/{(α idV , α−1 idV ′)|α ∈ R+}. The cone of K ⊗ K ′-separable elements is invariant with
respect to the action of GK⊗K ′ , and this group is a subgroup of the corresponding automorphism
group.
We now pass to the definition of the cones Pm,n of positive maps.
Definition 2.14. The cone Lm ⊂ Rm defined by
Lm =
{
(x0, x1, . . . , xm−1)T ∈ Rm
∣∣∣∣x0  √x21 + · · · + x2m−1}
is called the m-dimensional second order cone or Lorentz cone.
The Lorentz cone can equivalently be described by the inequalities
x0  0, x20 − x21 − · · · − x2m−1  0. (1)
It is a regular self-dual convex cone.
Let S(n) be the space of real symmetric n × n matrices and S+(n) the cone of positive
semidefinite (PSD) matrices in S(n); H(n) the space of complex hermitian n × n matrices
and H+(n) the cone of PSD matrices in H(n). The spaces S(n), H(n) are equipped with the
scalar product 〈A,B〉 = tr(AB), where tr denotes the trace. The cones S+(n) and H+(n) are also
self-dual. Let furtherA(n) be the space of real skew-symmetric n × n matrices.
The main object of this paper are the cones of Lm-to-S+(n) positive linear maps for m  3,
n  1. We denote this family of cones by Pm,n. In the sequel, if there is no danger of confusion,
we omit the attribute “Lm-to-S+(n)” and call a Lm-to-S+(n) positive map just “positive”. For
m = 1, 2 the cone Lm is polyhedral and the a map L ∈ Hom(Rm,S(n)) is positive if and only if
the images of all extremal rays are positive semidefinite. Hence positivity of such a map trivially
reduces to a finite number of LMIs.
The cone Pm,n is a subset of the space Hom(Rm,S(n)). Throughout the paper we identify
this space with the space Rm ⊗S(n) by virtue of the scalar products on Rm andS(n). Hence a
map L ∈ Hom(Rm,S(n)) will be represented by the element ∑m−1l=0 el ⊗ L(el) ∈ Rm ⊗S(n).
By Proposition 2.7 and the self-duality of Lm and S+(n) the dual cone to Pm,n is the cone of
Lm ⊗ S+(n)-separable elements, which we will denote by Sepm,n.
Let us define the group Gm,n, m  3, n  1 as the group of automorphisms of the space
Rm ⊗S(n) generated by the maps {g ⊗ g′|g ∈ Aut(Lm), g′ ∈ Aut(S+(n))}. By Proposition 2.13
Gm,n is a subgroup of Aut(Sepm,n).
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3. The Clifford algebra Clm−1(R) and its matrix representation
In the previous section we formally defined the family of cones Pm,n ⊂ Hom(Rm,S(n)) as
cones of Lm-to-S+(n) positive linear maps. The Lorentz cone Lm and its automorphism group
have tight connections to the spin group Spin1,m−1(R) and the Clifford algebra Clm−1(R). For an
introduction in the theory of Clifford algebras and its connection to the spin groups see [21,30].
Our use of the Clifford algebra is essentially restricted to [11, Theorem 2.10]. In the sequel we
assume m  3.
Definition 3.1. Let VCl be an (m − 1)-dimensional real vector space equipped with the usual
Euclidean norm ‖ · ‖. The Clifford algebra Clm−1(R) is the universal associative real algebra
with 1 which contains and is generated by VCl subject to the condition v2 = ‖v‖2 for all v ∈ VCl .
Let {f1, . . . , fm−1}be an orthonormal basis ofVCl . Then the elements of this basis anticommute
and square to 1. Hence a basis of the whole Clifford algebra Clm−1(R) is given by the ensemble
of ordered products fk1fk2 . . . fkl with 1  k1 < k2 < · · · < kl  m − 1, l = 0, . . . , m − 1. This
includes the empty product, which by definition equals 1. One can define a transposition on
Clm−1(R). It acts on the basis vectors by reversing the order of the factors, fk1fk2 · · · fkl →
fkl fkl−1 · · · fk1 , and is extended to Clm−1(R) by linearity. We denote the transpose of an element
x by xt .
Let now Y be the m-dimensional subspace of Clm−1(R) spanned by 1, f1, . . . , fm−1. Define
an isomorphism Y : Rm → Y by Y(e0) = 1, Y(el) = fl , l = 1, . . . , m − 1. The isomorphism
Y equips Y with a scalar product. Denote the image of the Lorentz cone Lm underY by KY and
let Aut0(KY ) ⊂ Aut(KY ) be the subgroup consisting of automorphisms with determinant 1.
Let A be the m(m−1)2 -dimensional subspace of Clm−1(R) spanned by f1, . . . , fm−1 and all
bi-products f1f2, f1f3, . . . , fm−2fm−1. It is not hard to check that for any a, b ∈A, we have
[a, b] = ab − ba ∈A and A hence inherits a Lie algebra structure from Clm−1(R). Let  ⊂
Clm−1(R) be the corresponding Lie group, i.e. the group generated by the elements {exp(a)|a ∈
A}.
We now state [11, Theorem 2.10].
Theorem 3.2. For any x ∈ , the map defined by ςx : Clm−1(R)  y → xyxt ∈ Clm−1(R) takes
Y to Y. Moreover,
(i) for any x ∈ , the map ςx is in Aut0(KY ),
(ii) the group  is isomorphic to the spin group Spin1,m−1(R),
(iii) the map ς : x → ςx defines a surjective group homomorphism from  ∼= Spin1,m−1(R) to
Aut0(KY ).
We now proceed to the matrix representations of Clm−1(R). We start by defining the matrices
σ0 =
(
1 0
0 1
)
= I2, σ1 =
(
1 0
0 −1
)
, σ2 =
(
0 1
1 0
)
, σ3 =
(
0 i
−i 0
)
.
Further we define multi-indexed matrices by σk1,k2,...,kν = σk1 ⊗ σk2 ⊗ · · · ⊗ σkν . Hence
σk1,k2,...,kν will be of size 2ν × 2ν . Multiplication of multi-indexed matrices happens index by in-
dex, σk1,k2,...,kν σl1,l2,...,lν = (σk1σl1) ⊗ (σk2σl2) ⊗ · · · ⊗ (σkν σlν ). Observe that any multi-indexed
matrix is hermitian and squares to the identityσ0,...,0 (because theσk are hermitian and square to the
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identity). Moreover, any two multi-indexed matrices either commute or anticommute, depending
on the number of anticommuting index pairs.
Let us define a real matrix representation R of the Clifford algebra Clm−1(R) by such multi-
indexed matrices. The length ν of the index set will be ν = m − 2. The representation maps the
unit element and the generators f1, . . . , fm−1 of the algebra as
1 → σ0,...,0; fk → σ⊗(ν−k)0 ⊗ σ1 ⊗ σ⊗(k−1)2 , if k < m − 1; fm−1 → σ2,...,2.
It is not hard to verify that R(fk) and R(fl) anti-commute for k /= l and any R(fk) squares to
the identity matrix. Hence R is indeed a representation of Clm−1(R).
Lemma 3.3. The representation R maps the space Y ⊂ Clm−1(R) to a subspace ofS(2ν). The
subgroup  is mapped to a subgroup G of the special linear group SL(2ν,R).
For any automorphism A ∈ Aut0(KY ) there exists an element x ∈  such that for any y ∈ Y
we have R(A(y)) = gR(y)gT, where g = R(x) ∈ G.
Proof. Rmaps 1 and the generators fl to symmetric matrices. ThereforeR[Y ] ⊂S(2ν). More-
over, it follows that the transpose in Clm−1(R) corresponds to the transpose in the space of real
2ν × 2ν matrices, i.e. for all x ∈ Clm−1(R) we have R(xt) = R(x)T.
The trace of a multi-indexed matrix σk1,k2,...,kν is the product
∏ν
j=1(trσkj ). Since the Pauli
matrices σ1, σ2, σ3 are traceless, the trace of a multi-indexed matrix will be zero unless all indices
kj are zero. It follows that the image R[A] of the Lie algebra of  is traceless. This implies that
 is mapped by R to a subgroup of the special linear group.
Let now A ∈ Aut0(KY ). By Theorem 3.2 we can choose an element x ∈  such that ςx = A.
Then A(y) = xyxt and hence R(A(y)) = gR(y)gT for all y ∈ Y , where g = R(x). 
Corollary 3.4. Let y ∈ Y be an arbitrary point. The following assertions are equivalent:
(i) y ∈ KY ;
(ii) R(y)  0.
Proof. Let y ∈ Y . Then there exists A ∈ Aut0(KY ) such that A(y) is an element of the subspace
generated by {1, f1}. Namely, A can be chosen as an appropriate orthogonal rotation in the
subspaceVCl ⊂ Y . In other words, there existα, β ∈ R such thatA(y) = α + βf1 andR(A(y)) =
αI2ν + βσ⊗ν−10 ⊗ σ1. HenceR(A(y)) is a diagonal matrix withα ± β alternating on the diagonal.
By the previous lemma we have R(A(y)) = gR(y)gT for some element g ∈ G ⊂ SL(2ν,R).
We get the following chain of equivalences.R(y)  0 ⇔ R(A(y))  0 ⇔ α ± β  0 ⇔ α 
|β| ⇔ A(y) ∈ KY ⇔ y ∈ KY . 
3.1. Invariance properties of the representation
In this subsection we define a symmetry group of the representation R and investigate its
properties.
Let l  1 be an integer. We shall now introduce bases of the spacesS(2l ),A(2l ) andH(2l )
comprised of multi-indexed matrices. First note that H(2l ) =H(2)⊗l and {σ0, σ1, σ2, σ3} is
a basis of H(2). Hence the set of multi-indexed matrices σk1,...,kl , k1, . . . , kl ∈ {0, 1, 2, 3}
is a basis of H(2l ). Now note that H(2l ) =S(2l ) ⊕ iA(2l ). A multi-indexed matrix σk1,...,kl
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Fig. 1. Graph  defining invariant index sequences.
is imaginary if and only if the number of occurrences of “3” in the sequence k1, . . . , kl is odd, and
real otherwise. Therefore a basis of S(2l ) is comprised of those multi-indexed matrices whose
index set contains an even number of 3’s.
Denote the image of the mappingR ◦Y byL. By Lemma 3.3L is a subspace ofS(2ν). We
now introduce a subgroup Gj of the automorphism group Aut(S+(2ν)) that leavesL elementwise
invariant. For m = 3 Gj will consist only of the identity automorphism. For m  4 we define this
group as follows.
Consider the automorphism j ∈ Aut(H+(4)) defined by j : A → σ31Aσ31. It is not hard
to prove that this automorphism has eigenvalues ±1 and the eigenspace corresponding to the
eigenvalue 1 is exactly the space spanned by the matrices σ00, σ01, σ12, σ22, σ13, σ23, σ30, σ31.
The eigenspace of the eigenvalue −1 is spanned by the remaining double-indexed matrices.
Let m  4 (ν  2) and define automorphisms jk = idH(2ν−2−k) ⊗ j ⊗ idH(2k) :H(2ν) →
H(2ν) for k = 0, . . . , ν − 2. The mappings jk are the conjugation by the matrix Mk = I2ν−2−k ⊗
σ31 ⊗ I2k (i.e. acting as jk : A → MkAM∗k ) and hence are in Aut(H+(2m−2)). The jk act sepa-
rately on the real and the complex part of a matrix A ∈H(2m−2). Therefore the jk can
also be considered as automorphisms of the spaces S(2ν) and A(2ν) and are elements of
Aut(S+(2ν)).
Consider the set of sequences (l1, . . . , lν) of elements of the set {0, 1, 2, 3}. Let ζ be the subset
of those sequences fulfilling j (σls ls+1) = σls ls+1 for all s = 1, . . . , ν − 1. It corresponds exactly to
the set of paths of length ν in the directed graph in Fig. 1. LetL′c ⊂H(2ν) be the linear subspace
spanned by those multi-indexed matrices σl1,l2,...,lm−2 whose multi-index satisfies (l1, . . . , lm−2) ∈
ζ . Denote further the intersectionL′c ∩S(2ν) byL′ and its orthogonal complement inS(2ν)
byL′⊥.
Lemma 3.5. The automorphism groupGj generated by the automorphisms jk, k = 0, . . . , ν − 2,
is finite. Any element of Gj has eigenvalues ±1. A matrix A ∈S(2ν) is invariant under the action
of Gj if and only if A ∈L′.
Proof. The matrices Mk exhibit the following commutation relations.
M2k = −I2ν ,
MkMk+1 = −Mk+1Mk,
MkMl = MlMk, |k − l|  2. (2)
The finiteness of Gj now follows from the induced relations j2k = idH(2ν ) for all k and jkjl = jljk
for all k /= l. In fact, we have Gj ∼= Zν−12 .
The spaceL′ is spanned by those multi-indexed matrices whose index sequence is in ζ and
contains an even number of 3’s. All multi-indexed matrices σl1,l2,...,lν are eigenvectors of any jk ,
with eigenvalues±1. Hence these matrices are eigenvectors of any element ofGj , with eigenvalues
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±1. Let now σl1,l2,...,lν be a multi-indexed matrix such that (l1, . . . , lν) ∈ ζ . Then there exists
s ∈ {1, . . . , ν − 1} such that j (σls ls+1) = −σls ls+1 and hence js−1(σl1,l2,...,lν ) = −σl1,l2,...,lν . On
the other hand, if (l1, . . . , lν) ∈ ζ , then all automorphisms js preserve σl1,l2,...,lν . The lemma now
readily follows. 
Lemma 3.6. L ⊂L′.
Proof. The subspaceL is spanned by the multi-indexed matrices R(1) = σ0,...,0 and R(fk) for
all k = 1, . . . , m − 1. The index sequences of these matrices correspond exactly to those paths
of length ν in the graph  which do not contain the number 3. This proves the lemma. 
The orthogonal complement ofL inL′ is spanned exactly by those multi-indexed matrices
whose sequences correspond to paths of length ν in the graph  which contain a positive even
number of 3’s. Denote this complement by L⊥ and the set of the corresponding sequences by
ζ⊥.
Let us now define a projection j :S(2ν) →S(m − 1) elementwise as follows. For any
matrix A ∈S(2ν) the element Bkl of the matrix B = j (A) is given by the element A2k−1,2l−1 of
A. It follows that j [S+(2ν)] = S+(m − 1).
Lemma 3.7. j [L⊥] = 0.
Proof. Let (s1, s2, . . . , sm−2) ∈ ζ⊥. We shall show that j (σs1,s2,...,sm−2) = 0. Let k, l ∈{1, . . . , m − 1} and assume without restriction of generality that k  l. Let us compute the
element (2k−1, 2l−1) of σs1,s2,...,sm−2 . By definition it is the product of appropriate elements of
the matrices σs1 , . . . , σsm−2 , namely the (1, 1) elements of σs1 , . . . , σsm−l−1 , the (1, 2) elements of
σsm−l , . . . , σsm−k−1 and the (2, 2) elements of σsm−k , . . . , σsm−2 .
Suppose that this product is non-zero. Then we have s1, . . . , sm−l−1, sm−k, . . . , sm−2 ∈ {0, 1}
and sm−l , . . . , sm−k−1 ∈ {2, 3}. Recall that (s1, s2, . . . , sm−2) must be a path in the graph . This
determines all elements of this sequence with the exception of sm−2. Namely,
if k = l, then s1 = · · · = sm−3 = 0 and sm−2 ∈ {0, 1};
if 1 < k < l, then s1 = · · · = sm−l−2 = sm−k = · · · = sm−3 = 0, sm−l−1 = 1, sm−l = · · · =
sm−k−2 = 2, sm−k−1 = 3, sm−2 ∈ {0, 1};
if 1 = k < l, then s1 = · · · = sm−l−2 = 0, sm−l−1 = 1, sm−l = · · · = sm−3 = 2, sm−2 ∈
{2, 3}.
In neither case the sequence contains more than one 3, and hence cannot be in ζ⊥, contrary to our
assumption. It follows that j (σs1,s2,...,sm−2) = 0. 
3.2. Decomposition of the representation
Now we shall investigate the representation R. The element jk ∈ Gj is by definition the
conjugation with the unitary matrix Mk . Since conjugation with a unitary matrix commutes with
matrix multiplication, we have MkR(x)M∗k = R(x) for all x ∈ Clm−1(R). Let G′j be the unitary
matrix group generated by the matrices Mk , k = 0, . . . , m − 4.
By virtue of the commutation relations (2) G′j is finite and of order 2m−2. The size of the
matrices in G′j is also 2m−2. Hence, when considered as matrix representation of itself, G′j must
be reducible by the dimensionality theorem [26]. In such a situation we can decompose R using
representation theory of finite groups.
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We briefly describe this result [7]. Let us pass to a coordinate system that is adapted to the
decomposition of the representation G′j into irreducible representations. Since the correspond-
ing invariant subspaces are orthogonal, the transformation matrix U will be unitary. Hence the
map x → UR(x)U∗, x ∈ Clm−1(R), is again a representation of Clm−1(R). Using the Schur
representation lemma, it is easy to show that this representation block-diagonalizes. The number
and the size of the blocks depends on the decomposition of the unitary representation G′j in
a sum of irreducible representations. Each irreducible representation of dimension k yields k
identical blocks. The size of the blocks is equal to the multiplicity of the corresponding irreducible
representation. Each block will yield a complex representation of the algebra Clm−1(R). Since
there exist algorithms to compute the invariant subspaces of a finite group representation [26],
the decomposition of R can be accomplished constructively. For more details see [7].
Remark 3.8. In [7] this idea was limited to the simplification of LMI’s, but in fact it is applicable
also in the present case.
In particular, by direct calculation we get the following result.
Lemma 3.9. For m = 4 there exists a unitary matrix U4 of size 4 × 4 such that for any x =
(x0, . . . , x3)T ∈ R4 we have
U4[(R ◦Y)(x)]U∗4 = diag
((
x0 + x1 x2 + ix3
x2 − ix3 x0 − x1
)
,
(
x0 + x1 x2 − ix3
x2 + ix3 x0 − x1
))
.
Form = 6 there exists a unitary matrixU6 of size 16 × 16 such that for anyx = (x0, . . . , x5)T ∈
R6 we have U6[(R ◦Y)(x)]U∗6 = diag(V1, V2, V1, V2) with
V1 =
⎛⎜⎜⎜⎝
x0 + x1 x2 + ix3 0 −x5 + ix4
x2 − ix3 x0 − x1 x5 − ix4 0
0 x5 + ix4 x0 + x1 x2 − ix3
−x5 − ix4 0 x2 + ix3 x0 − x1
⎞⎟⎟⎟⎠ ,
V2 =
⎛⎜⎜⎜⎝
x0 + x1 x2 + ix3 0 x5 + ix4
x2 − ix3 x0 − x1 −x5 − ix4 0
0 −x5 + ix4 x0 + x1 x2 − ix3
x5 − ix4 0 x2 + ix3 x0 − x1
⎞⎟⎟⎟⎠ .
Remark 3.10. The two different diagonal blocks correspond to the irreducible complex repre-
sentations of Cl3(R) and Cl5(R), respectively. One can show that R contains and can always be
decomposed this way into the irreducible representations of Clm−1(R) for any m  3.
4. Semidefinite relaxations of Pm,n
4.1. Sums of squares relaxation
We show that the cones Pm,n are isomorphic to cones of certain nonnegative polynomials and
construct the corresponding family of sums of squares cones m,n.
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Let A = ∑m−1l=0 el ⊗ Al ∈ Rm ⊗S(n) ∼= Hom(Rm,S(n)), whereA0, . . . , Am−1 ∈S(n) are
the images under the map A of the canonical basis vectors of Rm. By convexity of the Lorentz cone
the map A is positive if and only if A(x) ∈ S+(n) for all x = (x0, . . . , xm−1)T ∈ Rm satisfying
x0 + x1 = 1, x20 =
m−1∑
l=1
x2l . (3)
The subset of Rm defined by (3) corresponds to a parabolic section of the boundary of Lm. Then
for any vector x satisfying (3) we have x0 = 1+
∑m−1
l=2 x2l
2 , x1 =
1−∑m−1l=2 x2l
2 and
2A(x) =
(
1 +
m−1∑
l=2
x2l
)
A0 +
(
1 −
m−1∑
l=2
x2l
)
A1 + 2
m−1∑
l=2
xlAl
= A0 + A1 +
m−1∑
l=2
x2l (A0 − A1) + 2
m−1∑
l=2
xlAl. (4)
The right-hand side is a matrix-valued inhomogeneous quadratic polynomial in the m − 2 real
variables x2, . . . , xm−1 and will be denoted by pA. We obtain the following result.
Proposition 4.1. The linear map A ∈ Hom(Rm,S(n)) is positive if and only if the matrix-valued
polynomial pA defined by (4) is nonnegative, i.e. its image pA[Rm−2] is a subset of S+(n).
It is now straightforward to write down an LMI that describes the SOS representability of
the polynomial pA. If pA(x2, . . . , xm−1) can be factorized as q(x2, . . . , xm−1)qT(x2, . . . , xm−1),
then the factor q(x2, . . . , xm−1) is a matrix-valued affine function in the variables x2, . . . , xm−1.
The polynomial pA is hence SOS representable if and only if there exists a positive semidef-
inite (m − 1)n × (m − 1)n matrix MHS such that pA(x2, . . . , xm−1) ≡ [(1, x2, . . . , xm−1) ⊗
In]MHS[(1, x2, . . . , xm−1) ⊗ In]T. The corresponding LMI reads1
∃X ∈A(m − 1) ⊗A(n) :
MHS =
⎛⎜⎜⎜⎜⎜⎝
A0 + A1 A2 A3 · · · Am−1
A2 A0 − A1 0 · · · 0
A3 0 A0 − A1 · · · 0
...
...
...
.
.
.
...
Am−1 0 0 · · · A0 − A1
⎞⎟⎟⎟⎟⎟⎠+ X  0. (5)
The set of elements A = ∑m−1l=0 el ⊗ Al ∈ Rm ⊗S(n) satisfying (5) forms a convex cone,
which is naturally isomorphic to the feasibility set of this LMI. We denote this sums of squares
cone by m,n.
Definition 4.2. Define m,n as the cone of elements A ∈ Rm ⊗S(n) such that pA is a sum of
squares.
Trivially we have m,n ⊂ Pm,n.
1 The polynomial pA and the LMI describing the SOS representability of pA were obtained by Yvan Hachez and Radu
Stefan.
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Consider the space of inhomogeneous quadratic polynomials pA(x), x ∈ Rm−2, with values in
S(n), such that the quadratic part of the polynomial depends only on the norm ofx. We showed that
this space is isomorphic to Hom(Rm,S(n)) and the corresponding isomorphism maps the cone
Pm,n to the cone of nonnegative polynomials. This allowed us to construct a semidefinite relaxation
to the family of cones Pm,n, namely the family of corresponding sums of squares cones m,n.
4.2. Relaxation based on the matrix representation of Clm−1(R)
As we have seen in Section 2, the cone P ∗m,n = Sepm,n possesses a symmetry group Gm,n. A
major hindrance in the study of the relaxed sums of squares cone m,n is that it does not possess
this rich symmetry group. We therefore define another family Rm,n of semidefinite cones based
on the representation R of the algebra Clm−1(R). These cones will also be relaxations of Pm,n,
but weaker ones, i.e. we will have the inclusions Rm,n ⊂ m,n ⊂ Pm,n. On the other hand, the
cones Rm,n will possess the full symmetry group Gm,n.
We now construct a semidefinite relaxation of Pm,n using the representation R. This will be
accomplished via the dual cone P ∗m,n = Sepm,n. Let us consider the linear map MR0 = (R ◦Y) ⊗
idS(n) : Rm ⊗S(n) →S(2m−2) ⊗S(n) ⊂S(2m−2n).
Definition 4.3. Let m,n be the cone of elements x ∈ Rm ⊗S(n) such that MR0 (x)  0. Define
Rm,n as its dual cone ∗m,n.
Lemma 4.4. Let A ∈ Aut(Lm) be an automorphism with determinant 1. Then A ⊗ idS(n) ∈
Aut(m,n).
Proof. Assume the conditions of the lemma. Then A′ = Y ◦ A ◦Y−1 ∈ Aut0(KY ) and A =
Y−1 ◦ A′ ◦Y. By Lemma 3.3 there exists a real matrix g ∈ SL(2m−2,R) such that for any
y ∈ Y we haveR(A′(y)) = gR(y)gT. Hence for any x ∈ Rm we have (R ◦Y ◦ A)(x) = g(R ◦
Y)(x)gT.
But MR0 ◦ (A ⊗ idS(n)) = (R ◦Y ◦ A) ⊗ idS(n). Hence for any x ∈ Rm ⊗S(n) we have[
MR0 ◦ (A ⊗ idS(n))
]
(x) = (g ⊗ In)MR0 (x)(g ⊗ In)T andMR0 (x)  0 if and only if
[
MR0 ◦ (A ⊗
idS(n))
]
(x)  0. This completes the proof. 
Lemma 4.5. Sepm,n ⊂ m,n.
Proof. We have to show that for any x ∈ Sepm,n the matrix MR0 (x) is positive semidefinite. By
linearity of MR0 it is sufficient to show that M
R
0 (v ⊗ C)  0 for any v ∈ Lm, C ∈ S+(n). Let
v ∈ Lm, C ∈ S+(n). Then we haveY(v) ∈ KY and (R ◦Y)(v)  0 by Corollary 3.4. Therefore
MR0 (v ⊗ C) = (R ◦Y)(v) ⊗ C is a Kronecker product of two positive semidefinite matrices and
hence itself positive semidefinite. 
By Lemma 2.5 we have the following corollary.
Corollary 4.6. Rm,n ⊂ Pm,n.
Lemma 4.7. Let x ∈ Rm ⊗S(n). Then the condition x ∈ Rm,n is equivalent to
∃X ∈ (L⊥ ⊗S(n)) ⊕ (A(2m−2) ⊗A(n)) : MR0 (x) + X  0. (6)
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Proof. Let x ∈ Rm ⊗S(n). The map v → 12(m−2)/2 (R ◦Y)(v) is an isometry. This follows from
the fact that the matrices (R ◦Y)(ek), (R ◦Y)(el) are orthogonal if k, l ∈ {0, . . . , m − 1} are
different and ||(R ◦Y)(ek)||22 = 2m−2 for all k = 0, . . . , m − 1. Hence the map 12(m−2)/2 MR0 is
also an isometry. Therefore x ∈ Rm,n is equivalent to the inclusion MR0 (x) ∈
(
MR0 [m,n]
)∗ =
((L⊗S(n)) ∩ S+(2m−2n))∗. By Proposition 2.9 and the self-duality of S+(2m−2n) the cone
((L⊗S(n)) ∩ S+(2m−2n))∗ is the orthogonal projection of S+(2m−2n) on the subspaceL⊗
S(n).
The space S(2m−2n) can be represented as the direct sum of the mutually orthogonal sub-
spaces S(2m−2) ⊗S(n) and A(2m−2) ⊗A(n). The former subspace is again the direct sum
of the mutually orthogonal subspaces L⊗S(n), L⊥ ⊗S(n) and L′⊥ ⊗S(n). It then fol-
lows that x ∈ Rm,n if and only if there exists a matrix X′ ∈ (L⊥ ⊗S(n)) ⊕ (L′⊥ ⊗S(n)) ⊕
(A(2m−2) ⊗A(n)) such that MR0 (x) + X′  0. This proves the implication (6) ⇒ x ∈
Rm,n.
We shall now construct a subgroupGJ ⊂ Aut(S+(2m−2n))which respects the above decompo-
sition ofS(2m−2n) into mutually orthogonal subspaces. Let Jk :S(2m−2n) →S(2m−2n), k =
0, . . . , m − 4, be the conjugation with the matrixMk ⊗ In, i.e.Jk : A → (Mk ⊗ In)A(Mk ⊗ In)∗.
Define GJ as the group generated by the automorphisms Jk . By (2) this group is naturally iso-
morphic to Gj and hence finite. Moreover, it consists of orthogonal transformations, because the
matrices Mk are unitary. The subspaces S(2m−2) ⊗S(n) and A(2m−2) ⊗A(n) are invariant
subspaces of Jk and the restriction of Jk to the subspace S(2m−2) ⊗S(n) is jk ⊗ idS(n) for
all k = 0, . . . , m − 4. It follows by Lemma 3.5 that a matrix M ∈S(2m−2) ⊗S(n) is invariant
under the action of GJ if and only if M ∈L′ ⊗S(n).
Let now x ∈ Rm,n. By the above there exist matrices X′1 ∈L⊥ ⊗S(n), X′2 ∈A(2m−2) ⊗
A(n) and X′3 ∈L′⊥ ⊗S(n) such that MR0 (x) + X′1 + X′2 + X′3  0. Consider the group aver-
age A = 1|GJ |
∑
g∈GJ g(M
R
0 (x) + X′1 + X′2 + X′3). Since GJ ⊂ Aut(S+(2m−2n)), we have A 
0. Moreover, 1|GJ |
∑
g∈GJ g
(
X′2
) ∈A(2m−2) ⊗A(n) and by Lemma 2.11 1|GJ | ∑g∈GJ
g
(
MR0 (x) + X′1 + X′3
) = MR0 (x) + X′1. It follows that A = MR0 (x) + X  0 with X ∈ (L⊥ ⊗
S(n)) ⊕ (A(2m−2) ⊗A(n)). This completes the proof. 
Theorem 4.8. Rm,n ⊂ m,n.
Proof. Let A = ∑m−1j=0 ej ⊗ Aj ∈ Rm,n, where A0, . . . , Am−1 ∈S(n). By the preceding lemma
there exist matrices Y ∈L⊥ ⊗S(n) and X′ ∈A(2m−2) ⊗A(n) such that M = MR0 (A) +
X′ + Y  0.
We now define a projectionJ :S(2m−2n) →S((m − 1)n) analogous to the projectionj de-
fined earlier. Let k, l ∈ {1, . . . , m − 1} and p, q ∈ {1, . . . , n}. For any matrix C ∈S(2m−2n) the
elementB(k−1)n+p,(l−1)n+q of the matrixB = J (C) is defined to be the elementC2k−1n+p,2l−1n+q
ofC. We haveJ [S(2m−2) ⊗S(n)]=S(m − 1) ⊗S(n) andJ [A(2m−2) ⊗A(n)] =A(m −
1) ⊗A(n). It follows thatX = J (X′) ∈A(m − 1) ⊗A(n). On the subspaceS(2m−2) ⊗S(n)
the projection J equals j ⊗ idS(n). By Lemma 3.7 we then have J [L⊥ ⊗S(n)] = 0 and in
particular J (Y ) = 0. Note also that J [S+(2m−2n)] = S+((m − 1)n). It follows that J (M) =
J
(
MR0 (A)
)+ X  0. Therefore A verifies condition (5) and is an element of m,n. 
LMI (5) describing the cone m,n has size (m − 1)n and has thus a complexity which is
polynomial in n and m. In contrast to this, LMI (6), which describes the coneRm,n, has exponential
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size. Moreover, the previous theorem states that LMI (5) better approximates the cone of positive
linear maps.
It might then seem that it makes no sense to consider the cone Rm,n at all. Due to the higher
symmetry of Rm,n it is, however, easier to treat theoretically. By the previous theorem, statements
on the equality of Rm,n and Pm,n are stronger than on the equality of m,n and Pm,n, while
counterexamples against equality might simultaneously exist for Rm,n and not exist for m,n. The
theorems on equality provided in this contribution are valid for Rm,n, while the counterexamples
are valid for m,n.
Moreover, as we show below, for m = 4, which is the most important case for applications,
the cones Rm,n and m,n are equal.
5. Low-dimensional cases
5.1. Relations between Pm,n and Rm,n
In this subsection we use results from [13] to characterize the cones Rm,n and Pm,n for m = 4
and m = 6.
Note that the Lorentz cone L4 is isomorphic to the cone H+(2) of 2 × 2 positive semidefinite
complex hermitian matrices. Likewise the cone L6 is isomorphic to the cone Q+(2) of positive
semidefinite quaternionic hermitian matrices. The isomorphisms are established by Lemma 2.9
of [13]. This lemma implies the following result.
Lemma 5.1. An element B = ∑3l=0 el ⊗ Bl ∈ R4 ⊗S(n) is in Sep4,n if and only if the matrix(
B0 + B1 B2 + iB3
B2 − iB3 B0 − B1
)
(7)
is H+(2) ⊗ S+(n)-separable.
An element B = ∑5l=0 el ⊗ Bl ∈ R6 ⊗S(n) is in Sep6,n if and only if the matrix(
B0 + B1 B2 + iB3 + jB4 + kB5
B2 − iB3 − jB4 − kB5 B0 − B1
)
(8)
is Q+(2) ⊗ S+(n)-separable.
Here Bl ∈S(n) for l = 0, . . . , 5 and i, j, k are the imaginary units of the quaternions.
Let B = ∑m−1l=0 el ⊗ Bl , Bl ∈S(n) for l = 0, . . . , m − 1.
For m = 4 we have by definition that B ∈ 4,n if and only if MR0 (B)  0. This is in turn
equivalent to the condition (U4 ⊗ In)MR0 (B)(U4 ⊗ In)∗  0, where U4 is the matrix from Lemma
3.9. This condition can be explicitly written as(
B0 + B1 B2 + iB3
B2 − iB3 B0 − B1
)
 0,
(
B0 + B1 B2 − iB3
B2 + iB3 B0 − B1
)
 0.
These two matrices are the complex conjugate of each other, hence B ∈ 4,n if and only if matrix
(7) is in H+(2n).
Section 6 of [13] then provides an example of an element in B ∈ 4,4 such that matrix (7) is
not H+(2) ⊗ S+(4)-separable. Hence by Lemma 5.1 we have B ∈ Sep4,4. In particular, passing
to the dual cones yields the following result.
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Proposition 5.2. P4,4 /= R4,4.
Let m = 6. Then we have in a similar way as for m = 4 that B ∈ 6,n if and only if (U6 ⊗
In)M
R
0 (B)(U6 ⊗ In)∗  0, which can be written as⎛⎜⎜⎝
B0 + B1 B2 + iB3 0 −B5 + iB4
B2 − iB3 B0 − B1 B5 − iB4 0
0 B5 + iB4 B0 + B1 B2 − iB3
−B5 − iB4 0 B2 + iB3 B0 − B1
⎞⎟⎟⎠  0,
⎛⎜⎜⎝
B0 + B1 B2 + iB3 0 B5 + iB4
B2 − iB3 B0 − B1 −B5 − iB4 0
0 −B5 + iB4 B0 + B1 B2 − iB3
B5 − iB4 0 B2 + iB3 B0 − B1
⎞⎟⎟⎠  0.
By conjugation of the first matrix with the unitary quaternionic matrix
(
1 k
i j
)
⊗ I2n and of the
second matrix with
(
1 k
−j i
)
⊗ I2n these conditions become(
B0 + B1 B2 + iB3 + jB4 + kB5
B2 − iB3 − jB4 − kB5 B0 − B1
)
 0,
(
B0 + B1 B2 − iB3 − jB4 − kB5
B2 + iB3 + jB4 + kB5 B0 − B1
)
 0.
Hence B ∈ 6,n if and only if matrix (8) is in Q+(2n) and has a positive semidefinite quaternionic
conjugate.
Theorem 5.5 of [13] then states that for n = 3 this is in turn equivalent to the Q+(2) ⊗ S+(n)-
separability of (8). Applying Lemma 5.1 and passing to the dual cones then yields the following
result.
Theorem 5.3. P6,3 = R6,3.
5.2. Equality of 4,n and R4,n
For m = 3 the cones m,n and Rm,n are equal by definition. In this subsection we show that
this holds also for m = 4.
Theorem 5.4. 4,n = R4,n for any n  1.
Proof. It is sufficient to consider the interior of the cones.
By Theorem 4.8 we only have to show that if an element x = ∑3l=0 el ⊗ Al ∈ R4 ⊗S(n)
satisfies (5) strictly, then it also satisfies LMI (6). Let hence X, Y,Z ∈A(n) such that⎛⎝A0 + A1 A2 + X A3 + YA2 − X A0 − A1 Z
A3 − Y −Z A0 − A1
⎞⎠  0,
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Then
D =
(
A0 − A1 Z
−Z A0 − A1
)
 0, A0 + A1 
(
A2 + X A3 + Y
)
D−1
(
A2 − X
A3 − Y
)
.
Denote the product on the right-hand side of the second matrix inequality by H . Define the
2n × 2n matrices
R = (A2 + X A3 + Y )D−1 ( A3 − Y−A2 + X
)
, J =
(
0 In
−In 0
)
.
Let us denote the first factor in the product defining R by V . Then R = VD−1JV T and RT =
V J TD−1V T = −V JD−1V T. Now note that D and J commute. Hence D−1 commutes with
J and RT = −VD−1JV T = −R. It follows that R is skew-symmetric. Further, by D−1 =
−JD−1J we have
H = (A2 + X A3 + Y )D−1 (A2 − X
A3 − Y
)
= (A3 + Y −A2 − X)D−1 ( A3 − Y−A2 + X
)
,
R = (A2 + X A3 + Y )D−1 ( A3 − Y−A2 + X
)
= − (A3 + Y −A2 − X)D−1 (A2 − X
A3 − Y
)
.
By A0 + A1  H we then have(
A3 + Y −A2 − X
A2 + X A3 + Y
)
D−1
(
A3 − Y A2 − X
−A2 + X A3 − Y
)
=
(
H −R
R H
)
≺
(
A0 + A1 −R
R A0 + A1
)
.
Together with D  0 this yields⎛⎜⎜⎝
A0 + A1 −R A3 + Y −A2 − X
R A0 + A1 A2 + X A3 + Y
A3 − Y A2 − X A0 − A1 Z
−A2 + X A3 − Y −Z A0 − A1
⎞⎟⎟⎠  0
⇔
⎛⎜⎜⎝
A0 + A1 A2 + X −R A3 + Y
A2 − X A0 − A1 A3 − Y Z
R A3 + Y A0 + A1 −A2 − X
A3 − Y −Z −A2 + X A0 − A1
⎞⎟⎟⎠  0.
But thenA0, A1, A2, A3 satisfy the strict version of LMI (6). Indeed, form = 4 the set ζ⊥ is empty,
henceL⊥ = {0}, and LMI (6) is reduced to ∃ A ∈A(4) ⊗A(n) : MR0 (x) + A  0. 
Proposition 5.2 now yields the following result.
Corollary 5.5. P4,4 /= 4,4.
Next we show that for m = 3 LMI (5) describes the cone Pm,n.
Proposition 5.6. P3,n = 3,n for any n  1.
Proof. By Proposition 4.1 A = ∑2l=0 el ⊗ Al is in P3,n if and only if the polynomial pA is
nonnegative. But pA is a polynomial in one real variable, hence it is nonnegative if and only if it
is a SOS, i.e. LMI (5) is satisfied. 
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Corollary 5.7. P3,n = R3,n for any n  1.
6. Relations between cones for different n,m
The main question treated in this contribution is whether Pm,n = m,n for different pairs of
numbers (n,m). In this section we show that if the cone of positive linear maps can be described
by the SOS condition (5) for some n,m, then it can also be described by (5) for any n′,m′ with
n′  n,m′  m. Thus the lower-dimensional cones Pm,n possess a lower complexity.
Define a projection S : Rm → Rm−1 by S : (x0, . . . , xm−1)T → (x0, . . . , xm−2)T and a
linear map pS : Rm−1 → Rm by pS :
(
x′0, . . . , x′m−2
)T → (x′0, . . . , x′m−2, 0)T.
Lemma 6.1. For any n  1 the relations (S ⊗ idS(n))[Sepm,n] ⊂ Sepm−1,n, (pS ⊗ idS(n))
[Sepm−1,n] ⊂ Sepm,n, (S ⊗ idS(n))[Pm,n] ⊂ Pm−1,n, (pS ⊗ idS(n))[Pm−1,n] ⊂ Pm,n, (S ⊗
idS(n))[m,n] ⊂ m−1,n hold.
Proof. Note that S[Lm] = Lm−1 and pS[Lm−1] ⊂ Lm. The first four inclusions now follow
from Lemmata 2.3, 2.8 and the fact that S , pS are the adjoint maps of each other.
Let us prove the last inclusion. Let B ∈ m,n. Then MR0 (B)  0. But the upper left (2m−3n) ×
(2m−3n)-subblock of the matrix MR0 (B) is precisely M
R
0 (B
′), where B′ = (S ⊗ idS(n))(B). This
subblock is also positive semidefinite and hence B′ ∈ m−1,n. 
Proposition 6.2. Suppose that Pm,n = Rm,n. Then n′  n,m′  m implies Pm′,n′ = Rm′,n′ .
Proof. Assume that the conditions of the proposition hold. It is sufficient to prove the assertion
for m′ = m − 1, n′ = n and m′ = m, n′ = n − 1.
Put m′ = m − 1, n′ = n. Let A ∈ Pm′,n′ . Then A′ = (pS ⊗ idS(n))(A) ∈ Pm,n by Lemma 6.1
and hence A′ ∈ Rm,n by the assumption of the proposition. Therefore by Lemma 4.7 there exists
X ∈ (L⊥ ⊗S(n)) ⊕ (A(2m−2) ⊗A(n)) such that MR0 (A′) + X  0. Now divide the matrices
MR0 (A
′) and X in 4 submatrices of size (2m−3n) × (2m−3n). Then the upper left submatrix of
MR0 (A
′) is exactly MR0 (A) and M
R
0 (A) + X′  0, where X′ is the upper left submatrix of X. By
Lemma 4.7 this smaller LMI implies A ∈ R
m′,n.
Put nowm′ = m, n′ = n − 1. Let A = ∑m−1l=0 el ⊗ Al ∈ Pm,n′ ⊂ Hom(Rm,S(n′)). Construct
matrices A′0, . . . , A′m−1 by adding a zero row and a zero column to the corresponding
matrix Al and define A′ = ∑m−1l=0 el ⊗ A′l ∈ Hom(Rm,S(n)). Then for any x ∈ Lm we have
that the matrix A′(x) ∈S(n) contains the matrix A(x) ∈S(n′) in its upper left corner, and
its last row and column are zero. Hence the positivity of A implies also the positivity of A′.
By assumption of the proposition we then have A′ ∈ Rm,n and A′ satisfies LMI (6). Namely,
there exists X′ ∈ (L⊥ ⊗S(n)) ⊕ (A(2m−2) ⊗A(n)) such that MR0 (A′) + X′  0. We now
cross out any row and any column from this LMI whose number is a multiple of n. As a
result of this operation the matrix MR0 (A
′) is mapped to MR0 (A) and the matrix X′ to a matrix
X ∈ (L⊥ ⊗S(n′)) ⊕ (A(2m−2) ⊗A(n′)). We obtain MR0 (A) + X  0, which by Lemma 4.7
implies A ∈ R
m,n′ . 
Proposition 6.3. Suppose that Pm,n = m,n. Then n′  n,m′  m implies Pm′,n′ = m′,n′ .
The proof is similar to that of the preceding proposition with evident modifications.
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Corollary 6.4. If Pm,n /= m,n, then for n′  n,m′  m we have Pm′,n′ /= m′,n′ .
Definition 6.5. Let B = ∑m−1l=0 el ⊗ Bl ∈ Rm ⊗S(n). If the matrices B0, . . . , Bm−1 are linearly
dependent, then we call the element B reducible.
Lemma 6.6. Let B ∈ m,n be reducible. Then there exists an automorphism A ∈ Aut(Lm) such
that B′ = (A ⊗ idS(n))(B) = ∑m−2l=0 el ⊗ B ′l for some matrices B ′0, . . . , B ′m−2.
Moreover, let us define the element B˜′ = (S ⊗ idS(n))(B′) ∈ Rm−1 ⊗S(n).Then B ∈ Sepm,n
if and only if B˜′ ∈ Sepm−1,n.
Proof. Assume the conditions of the lemma. Then there exists a non-zero vector
λ = (λ0, . . . , λm−1)T ∈ Rm such that ∑m−1l=0 λlBl = 0. Since B ∈ m,n, we have MR0 (B)  0.
Let bl be the (1, 1) element of Bl, l = 0, . . . , m − 1, and define b = (b0, . . . , bm−1)T ∈ Rm =
Rm ⊗S(1). Then the 2m−2 × 2m−2 matrix MR0 (b) = (R ◦Y)(b) is a principal submatrix of
MR0 (B) and is hence PSD. By Corollary 3.4 we then have b ∈ Lm. We have 〈b, λ〉 = 0, therefore
the vector λ is neither in the interior of Lm, nor in the interior of −Lm = {−x|x ∈ Lm}. In
particular, |λ0|  ||(λ1, . . . , λn−1)T||. We distinguish two cases.
Case |λ0| = ||(λ1, . . . , λm−1)T|| /= 0. Let without restriction of generalityλ0 = 1. Now choose
an orthogonal (m − 1) × (m − 1) matrix U such that its first row is given by (λ1, . . . , λm−1)
and det U = 1. Define the automorphism A ∈ Aut(Lm) by A = diag(1, U). Define B′ = (A ⊗
idS(n))B = ∑m−1l=0 A(el) ⊗ Bl = e0 ⊗ B0 +∑m−1l=1 U(el) ⊗ Bl = ∑m−1l=0 el ⊗ B ′l . It follows that
B ′0 = B0 and B ′1 =
∑m−1
l=1 λlBl = −λ0B0. Hence B ′0 + B ′1 = 0. But this sum is the upper left
n × n block of the matrix MR0 (B′). This matrix is positive semidefinite, because A ⊗ idS(n) ∈
m,n by Lemma 4.4 and hence B′ ∈ m,n. It follows that the first n rows and columns of this
matrix are zero. But this implies B ′l = 0 for all l = 2, . . . , m − 1 and B′ = (e0 − e1) ⊗ B0.
Case |λ0| < ||(λ1, . . . , λm−1)T||. Let without restriction of generality ||(λ1, . . . , λm−1)T||2 =
λ20 + 1. Then there exists a number ξ and a unit length vector v = (v1, . . . , vm−1)T ∈ Rm−1 such
that λ0 = sinh ξ, (λ1, . . . , λm−1)T = cosh ξv. Choose an orthogonal (m − 1) × (m − 1) matrix
U such that its last row is given by vT and det U = 1. Define A1 = cosh ξ(e0eT0 + em−1eTm−1) +
sinh ξ(e0eTm−1 + em−1eT0 ) +
∑m−2
l=1 eleTl ∈ Aut(Lm), A2 = diag(1, U) ∈ Aut(Lm), and A =
A1A2 ∈ Aut(Lm). Note that det A = 1. Hence A ⊗ idS(n) ∈ Aut(m,n) by Lemma 4.4.
It follows that B′ = (A ⊗ idS(n))(B) = ∑m−1l=0 A(el) ⊗ Bl = ∑m−1l=0 el ⊗ B ′l ∈ m,n. Since the
last row of A is given by (sinh ξ, cosh ξv1, . . . , cosh ξvm−1) = λT, we have B ′m−1 =∑m−1
l=0 λlBl = 0.
Thus B′ possesses in both cases the desired representation. This proves the first part of the
lemma.
Let us prove the second part. By Proposition 2.13 we have B ∈ Sepm,n if and only if B′ ∈
Sepm,n. We have the relations B˜′ = (S ⊗ idS(n))(B′) and B′ = (pS ⊗ idS(n))(B˜′). The equiva-
lence B′ ∈ Sepm,n ⇔ B˜′ ∈ Sepm−1,n is now a consequence of Lemma 6.1. 
Corollary 6.7. Suppose that m−1,n = Sepm−1,n for some n,m. Then all reducible elements in
m,n are in Sepm,n.
Proof. Let B ∈ m,n be reducible. Assume the notations of Lemma 6.6. Then B′ ∈ m,n by
Lemma 4.4 and B˜′ ∈ m−1,n by Lemma 6.1. The assumption of the corollary now yields B˜′ ∈
Sepm−1,n and Lemma 6.1 B′ ∈ Sepm,n. Finally Proposition 2.13 gives B ∈ Sepm,n. 
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Proposition 6.8. Pm,3 = Rm,3 for all m  3.
Proof. The spaceS(3) is 6-dimensional. Hence any 7 matrices inS(3) are linearly dependent,
and for m  7 the space Rm ⊗S(3) consists of reducible elements only. Since P6,3 = R6,3
and hence 6,3 = Sep6,3 by Theorem 5.3, we have m,3 = Sepm,3 and hence Pm,3 = Rm,3 for
arbitrary m  6 by repeated application of Corollary 6.7.
For m < 6 the proposition follows from Proposition 6.2. 
The proposition states that the cone Pm,3 of Lm-to-S+(3) positive maps possesses a rep-
resentation by an LMI for any m. By self-duality of S+(n) and Lm this cone is canonically
isomorphic to the cone of S+(3)-to-Lm positive maps, the isomorphism being just the operation
of taking the adjoint map. Remarkably, the cone of S+(3)-to-Lm positive maps possesses a simple
characterisation by a quadratic matrix inequality.
Proposition 6.9. Let m ∈ N+ and interpret A = ∑m−1l=0 el ⊗ Al ∈ Rm ⊗S(3) as an element
of Hom(S(3),Rm), acting as A : X → (〈A0, X〉, . . . , 〈Am−1, X〉)T. Then A is S+(3)-to-Lm
positive if and only ifA0  0 and the quartic formx → (x ⊗ x)T
(
A0 ⊗ A0 −∑m−1l=1 Al ⊗ Al)×
(x ⊗ x) on R3 is SOS representable.
Proof. Assume the notations of the proposition. We have the following chain of equivalences.
A is S+(3)−to−Lm positive
⇔ (xTA0x, . . . , xTAm−1x)T ∈ Lm ∀x ∈ R3
⇔ xTA0x  0, (xTA0x)2 
m−1∑
l=1
(xTAlx)
2 ∀x ∈ R3
⇔ A0  0, (x ⊗ x)T
(
A0 ⊗ A0 −
m−1∑
l=1
Al ⊗ Al
)
(x ⊗ x)  0 ∀x ∈ R3
⇔ A0  0, (x ⊗ x)T
(
A0 ⊗ A0 −
m−1∑
l=1
Al ⊗ Al
)
(x ⊗ x) is SOS representable.
The last equivalence follows from the fact that ternary quartics are positive if and only if they are
SOS representable [10]. 
The coefficients of the form (x ⊗ x)T
(
A0 ⊗ A0 −∑m−1l=1 Al ⊗ Al) (x ⊗ x) are quadratic in
the coefficients of A. Therefore its SOS representability amounts to a quadratic matrix inequality.
Remark 6.10. Given a ternary quartic which is not SOS representable, one can obtain a certificate
of non-representability in the form of an element of the dual cone by a semidefinite program.
Departing from the range of this element, one is easily able to compute a point x ∈ R3 where
the quartic becomes negative. The previous proposition then allows to separate an element A ∈
Hom(S(3),Rm) which is not S+(3)-to-Lm positive, from the cone of S+(3)-to-Lm positive maps
by a hyperplane. This means that by virtue of the previous proposition alone the cone Pm,3 is
efficiently computable, i.e. one can solve conic optimisation problems over this cone in polynomial
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time, for instance, by black-box algorithms such as the ellipsoid algorithm. Proposition 6.8 now
asserts that the cone Pm,3 is in effect semidefinite representable.
7. Conclusions
In this contribution we have investigated cones of linear maps that take the m-dimensional
Lorentz cone Lm into the cone S+(n) of real symmetric positive semidefinite matrices of size n ×
n. Any such cone Pm,n of Lm-to-S+(n) positive linear maps corresponds to a cone of structured
nonnegative polynomials. For any such cone we have defined a cone m,n of sums of squares,
which naturally has a semidefinite description. We defined also a weaker semidefinite relaxation
by the family of cones Rm,n, based on a matrix representation of the Clifford algebra Clm−1(R).
By Corollaries 6.4, 5.5, 5.7, Theorem 4.8 and Propositions 6.8, 6.2 we obtain the following
exhaustive result on the exactness of these relaxations.
Theorem 7.1. Let m  3, n  1. Then the following assertions are equivalent:
(i) Pm,n = m,n,
(ii) Pm,n = Rm,n,
(iii) min(m, n)  3.
Hence, contrary to the situation with biquadratic forms, the considered sums of squares relax-
ations of the cones of Lm-to-S+(n) positive maps are exact for the case of 3 × 3 matrices. This
implies in particular that the matrix ellipsoid problem can be solved by a semidefinite program
for 3 × 3 matrices.
Cones of positive maps frequently appear in applications [29,15,20]. Several standard problems
can be formulated as problems of optimisation over or inclusion in such a cone. In this paper we
treat cones of positive linear maps defined by a Lorentz cone and a cone of PSD real symmetric
matrices, by far the most widely used families of cones in conic optimisation. As mentioned
above, the matrix ellipsoid problem is equivalent to an optimisation problem over the cone of
Lm-to-S+(n) positive maps. These cones of positive maps have also applications in Quantum
Information Theory. In particular, the dual cones Sepm,n were used in [8] to approximate the cone
of (unnormalized) separable states of a multipartite quantum system. Cones of H+(n) ⊗ H+(m)-
separable matrices describe the unnormalized separable states in bipartite quantum systems. The
Matrix Cube problem [3] can be formulated as the problem of inclusion in the cone of P -to-S+(n)
positive linear maps, where P is a polyhedral cone. The problem of computing the distance to
uncontrollability [22] of a linear controlled system can be written as an optimisation problem over
the cone of L4-to-H+(n) positive linear maps, where H+(n) is the cone of n × n PSD complex
hermitian matrices. We hope that this contribution is a step towards a better understanding of the
cones of positive linear maps.
Proposition 4.1 links the Lm-to-S+(n) positivity of maps to the positivity of certain inhomo-
geneous quadratic matrix-valued polynomials in m − 2 variables. This yields the following result
on the SOS representability of such polynomials.
Theorem 7.2. Let m′  2, n  1, and let Sm′,n be the space of inhomogeneous quadratic poly-
nomials in m′ real variables x1, . . . , xm′ with values inS(n) such that the quadratic part of the
polynomials depends only on the norm of the vector (x1, . . . , xm′)T. Then the following assertions
are equivalent:
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(i) any positive polynomial in Sm′,n is SOS representable,
(ii) n  3.
This yields a new non-trivial example of spaces of polynomials where the cone of positive
polynomials coincides with the cone of sums of squares.
Appendix A. SOS representability and factorizability of matrices
Theorem A.1. Let F(t) be a matrix-valued polynomial with values in the space S(n) of real
symmetric n × n matrices (or in the spaceH(n) of complex hermitian n × n matrices). Here t is
a vector of independent variables. Define the real-valued polynomial f (t, x) = x∗F(t)x, where
x ∈ Rn (x ∈ Cn). The following assertions are equivalent:
(i) there exists N ∈ N and a matrix-valued polynomial Q(t) with values in the real (complex)
n × N matrices such that F(t) = Q(t)Q∗(t) for all values of t;
(ii) the polynomial f (t, x) is representable as a sum of squares.
Proof. Assume the notations of the theorem. Let F(t) be factorizable as in (i) and define q(t, x) =
x∗Q(t) = (q1(t, x), q2(t, x), . . . , qN(t, x)). Here each component of the row vector q is a real-
or complex-valued scalar polynomial. Then we have
f (t, x) = q(t, x)q∗(t, x) =
N∑
k=1
|qk(t, x)|2 =
N∑
k=1
(Re qk(t, x)
2 + Im qk(t, x)2)
and f is a sum of squares. On the other hand, if for x ∈ Rn the polynomial f (t, x) is sums
of squares representable, i.e. f (t, x) = ∑N ′l=1 pl(t, x)2 for some natural number N , then every
pl(t, x) must be linear in x (since f is quadratic) and can be represented as xTp′l (t), where p′l (t)
is now a column vector of size n. By assembling these N vectors in an n × N matrix P(t), we
obtain a factorization F(t) = P(t)P T(t) of the real symmetric matrix F(t) generating f (t, x).
If x is complex and F(t) is complex hermitian, then we obtain in the above way a factorization
of the real symmetric matrix(
Re F ImF
−ImF Re F
)
=
(
P1
P2
)(
P1
P2
)T
by considering the real and imaginary parts of x as independent real variables in f (t, x). Then it is
not hard to see that F(t) = 12 (P1 + iP2)(P1 + iP2)∗ and F(t) is factorizable. Hence the property
of a matrix-valued polynomial F(t) to be factorizable as Q(t)Q∗(t) is equivalent to the property
of f (t, x) = x∗F(t)x to be sums of squares representable. 
Appendix B. An SOS description of the cones Rm,n
In this section we discuss a natural alternative to the positivity test set (3), namely a spheric
section of the boundary of Lm. A map A = ∑m−1l=0 el ⊗ Al ∈ Hom(Rm,S(n)) is positive if and
only if A(x) ∈ S+(n) for all x = (x0, . . . , xm−1)T ∈ Rm satisfying x0 = 1, ||(x1, . . . , xm−1)T|| =
1. This set is homeomorphic to a sphere Sm−2, which can be parametrized by m − 2 angles
ϕ1, . . . , ϕn−2. Namely, we set
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xk = cos ϕk
k−1∏
j=1
sin ϕj , k = 1, . . . , m − 2; xm−1 =
m−2∏
j=1
sin ϕj .
Introducing new variables tj = tan ϕj2 , we obtain the matrix-valued rational function
A(x) =
m−1∑
j=0
xjAj = A0 + 1 − t
2
1
1 + t21
A1 + 2t11 + t21
1 − t22
1 + t22
A2 + · · · +
⎛⎝m−2∏
j=1
2tj
1 + t2j
⎞⎠Am−1.
By multiplying with the common positive denominator, we get the matrix-valued polynomial
pRA(t) =
⎛⎝m−2∏
j=2
(1 + t2j )
⎞⎠((A0 + A1) + t21 (A0 − A1))
+
m−2∑
k=2
⎡⎣⎛⎝k−1∏
j=1
2tj
⎞⎠(1 − t2k )
⎛⎝ m−2∏
j=k+1
(1 + t2j )
⎞⎠Ak
⎤⎦+
⎛⎝m−2∏
j=1
2tj
⎞⎠Am−1,
where t = (t1, . . . , tm−2) is the vector of independent variables. By straightforward development
of the condition of SOS representability of pRA(t) we obtain the following result.
Theorem B.1. The matrix-valued polynomial pRA(t) can be represented as a sum of squares if
and only if A ∈ Rm,n.
Appendix C. Complex hermitian case
The results of Sections 4, 5.2 and most of Section 6 remain valid if one replaces the spacesS(n)
and A(n) by the spaces H(n) and iH(n) of complex hermitian and complex skew-hermitian
matrices, the cone S+(n) by H+(n), and the matrix transpose by the complex conjugate transpose.
Denote by Phm,n the cone of Lm-to-H+(n) positive linear maps and by Sephm,n its dual cone, the
cone of Lm ⊗ H+(n)-separable elements. Analogous to the real symmetric case, every linear
map A ∈ Hom(Rm,H(n)) can be represented by an element ∑m−1l=0 el ⊗ Al ∈ Rm ⊗H(n).
Positivity of the map is equivalent to nonnegativity of the matrix-valued polynomial (4), and
SOS representability of this polynomial is equivalent to feasibility of an analog of LMI (5), where
X ∈A(m − 1) ⊗ iH(n) instead of X ∈A(m − 1) ⊗A(n). Denote the corresponding cone of
SOS representable positive maps by hm,n. Let us further define the cone hm,n by the set of all
maps A ∈ Rm ⊗H(n) such that ((R ◦Y) ⊗ idH(n))(A)  0. Denote its dual cone by hRm,n.
We have the following results, which are proven analogous to Theorems 4.8 and 5.4.
Theorem C.1. For any m  3, n  1 we have the inclusions hRm,n ⊂ hm,n ⊂ Pm,n.
Theorem C.2. For any n  1 we have hR4,n = h4,n.
In analogy to Corollary 5.7 we have the following result.
Corollary C.3. Ph3,n = h3,n = hR3,n for any n  1.
In analogy to Proposition 6.2 and Corollary 6.4 we have the following results.
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Proposition C.4. Suppose that Phm,n = hRm,n. Then n′  n,m′  m implies Phm′,n′ = hRm′,n′ .
Corollary C.5. If Phm,n /= hm,n, then for n′  n,m′  m we have Phm′,n′ /= hm′,n′ .
Woronowicz [31] proved that forn  3, P h4,n = hR4,n. Moreover, he showed thatPh4,4 /= h4,4 by
presenting a counterexample. The equality Ph4,2 = hRn,2 was already implicitly proven by Størmer
[27] by deriving a canonical form of extremal positive linear maps.
Note thatH(2) is 4-dimensional over R. By applying a reasoning similar to that in the proof
of Proposition 6.8 we obtain the following result.
Proposition C.6. For any m  1 we have Phm,2 = hRm,2.
One can construct counterexamples against the equality Ph6,3 = h6,3, so that the only open case
on the exactness of above semidefinite relaxations for the cone Phm,n is the case (m, n) = (5, 3).
Note thath4,n is isomorphic to the cone of 2 ⊗ nPPT matrices, i.e. those 2n × 2nPSD matrices
which have a positive partial transpose. Theorem C.2 then yields an alternative description of this
PPT cone, namely as dual of the complex hermitian version of LMI (5) for m = 4. The cones
Seph4,n play an important role in the theory of 2 ⊗ n composite quantum systems [8].
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