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1. INTRODUCTION 
In [l] an age-dependent branching process is formulated and studied in 
which an individual may give birth to offspring at various times during its 
life. This process includes the Bellman-Harris process as well as many well- 
known birth-and-death processes as special cases. 
This paper continues the investigation of the process Z(t) formulated 
in [l], and all notations and definitions in [l] carry over here. Second order 
properties of Z(t) are studied in Section 2. Section 3 is concerned with the 
convergence in mean square and almost surely of .Z(t)/e”” to a random variable 
W as t --+ co. In Section 4 an integral equation is derived for the generating 
function of Z(t) in a special case which leads to some information about the 
distribution of W. 
2. SECOND MOMENTS 
Let M,(t, T) = E[Z(t) .Z(t + T)], t > 0, 7 > 0. 
When Z(t) is a Bellman-Harris process ([l] Example 8.1) it is possible 
to derive an integral equation for the joint generating function of Z(t) and 
Z(t + T) and this equation may be differentiated to obtain an integral equation 
for M2(t, T) ([2]). For the more general process studied here, however, we 
find it convenient to derive an integral equation for M,(t, T) directly as was 
done in [I] for the first moment without introducing a generating function. 
THEOREM 2.1. The function M,(t, T) satisfies the integral equation 
w?(t, 4 = j: K(t - u, 7) Wu) + [l - G(t + T>] 
+ E /[I - s(t + 7 - e)] j: M(t - u) &v(u)/ 
+e[[l-S(t-L)] jpf(t+T-U)dN(U)~ 
’ On leave from Louisiana Polytechnic Institute, Ruston, Louisiana. 
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+ E 1 j:"j; M(t - u) M(t + 7 - YJ) dN(u) dN(v)/ 
- 
s 
t M(t - u) M(t + 7 - 24) dF(u). (2-l) 
0 
PROOF. By applying [l], (3.1) and the notation introduced just prior to 
this equation we obtain 
M,(t, T) = j dP y' Z(t - t'i', Wi) z(t + 7 - t(i), wg) 
i=l 
+ j dP[l - S(t + 41 
+ j dP[l - S(t + 
N(t) 
7 - a)] 1 Z(t - t(i), Wi) 
i=l 
+ j dP[l - S(t - e)] “‘c”” Z(t + 7 - t(i), Wi) 
i=l 
N(t) N(t+r) 
+ j dP c c Z(t - t'i', WJ Z(t + 7 - t(j), Wj). (2.2) 
i=l j=l 
f#:i 
By analyzing each term in (2.2) we obtain the corresponding term in (2.1). 
For example, the last term in (2.2) becomes 
jdPo~N~ljjdP,Z(f-fl"',wi)l /jdP,Zct-t'Qoi)l 
i+j 
= j dPo g NFr) M(t - t(i)) M(t - t(j)> 
j=l 
i#j 
C M(t - i+)) M(t + 7 - t(j)) 
- y M(t - t(i)) M(t + 7 - 1"')[ 
i=l 
t t+r 
zzz E 
[SS 0 0 
M(t - u) M(t + T - w) dN(u) dN(ot)] 
t 
- M(t + 7 - u) M(t - u) dF(u). 
0 
The derivation of the other terms in (2.1) will be omitted. 
10 CRUMP AND MODE 
In the special case Z(t) is a Bellman-Harris process, (2.1) becomes Eq. 
(18.1), p. 144 of [2]. If the life-span rY and the counting function K(t) are 
independent ([l] Example 8.2), the third and fourth terms of (2.1) may be 
written as 
[l - G(t + T)] ,/I M(t - u) dd(u) + !^;‘M(I + 7 - U) dd(u)/ 
+ j::’ [j: M(t + T - v) dd(o)] dG(u). (2.3) 
Although (2.1) may appear quite formidable, for fixed 7 this equation is a 
renewal equation for M,(t, T) and therefore well-known techniques may be 
used to investigate the asymptotic properties of M&t, T). 
THEOREM 2.2. Let h(s) = E[sN] (as in [l]). If h’(l) > 1, h”(1) < CO, 
and F(t) is not a lattice function, then 
&r2(t, T) e-a(2t+T) --f b2A (2.4) 
l- 
I 
m e2ru dF(u) 
n 
and this limit is uniform in 7. The number 01 is defined by [l] (6.3), b is dejked 
by PI (6.4), and 
A = E [jm e-UU dN(u)]” - I” e-2arU dF(u). 
0 0 
(2.5) 
REMARK. The hypothesis h”(1) < CO implies h’(1) < 00, and hence there 
will always be an OL satisfying [l] (6.3). 
PROOF. If we multiply both sides of (2.1) by e-or(2t+r) and put 
K(t, T) = M2(t, T) e-a(2tfT), 
fjj= 
s 
me-2”t dF(t) < 1, 
0 
and 
c(t) = k 1: e-2mu dF(u), 
then (2.1) takes the form 
a(t, T) =f(t, T) + ?iZ j: g(t - U, T) de(u). (2.6) 
Since (2.6) is identical to (18.4), p. 145 of Harris [2], the remainder of the 
proof is the same as his, provided f(t, T) -+ A, as t--t oo, uniformly in T. 
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It is straight-forward to show that none of the terms on the right side of (2.1) 
make any contribution to f((t, ) 7 in the limit except the last two, that the last 
term times e-or(at+T) approaches 
b2 m 
i 
e-2au OF(U) as t-FCC 
0 
uniformly in 7, and that for each w E s2 such that N < ~13, 
$%j 
t+7 
+ 
0 
[M(t + T - u) e-a(t-+T--U)] e-&U dN(u) = b j,” ecau dN(u), 
this limit also being uniform in 7. Moreover, if C is some upper bound for 
M(t) e-*t, then 
e-a(2t+T) /y/l n/r(t - u) M(t + t- - v) dN(u) dN(v) < C2 (jr e-au d,N(u)j2 
which is integrable since by hypothesis h”(1) = E(N2) - E(N) < co. 
Therefore, by appealing to the dominated convergence theorem, 
t+r t 
e-a(2t+T,E 
I! s 0 0 
M(t - u) M(t + 7 - v) dN(u) dN(v)/ 
+ b2E [jm e-au tiN( as t-+ co, 
0 
uniformly in 7, and the proof is complete. 
3. CONVERGENCE OF Z(t)/e"t 
In this section we will study the convergence in mean square and with 
probability one of Z(t)/~t to a random variable W. The proofs of these results 
parallel those of similar results in [2]. 
THEOREM 3.1. If h’(l) > 1, h”(l) < CO, a&F(t) is not a lattice function, 
then Z(t)/e” t converges in mean square to a random variable W as t + CO, 
E(W) = 1, and 
E 
Var W = 
(jm ee”lu dN(u))’ - 1 
O 
l- m 
s 
ec2au S(u) 
0 
PROOF. The proof follows directly from Theorem 2.2. 
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REMARK. In most cases of interest he variance of W is positive. This is 
always true in the special case Z(t) is a Bellman-Harris process. Another 
sufficient condition for this to be true is P[N = 0] > 0. 
Harris [2] has shown for the Bellman-Harris process that under certain 
conditions the convergence to the limit random variable is almost sure. 
Harris’ proof may be transferred to the present situation practically without 
change and we have 
THEOREM 3.2. If h’(1) > 1, h”(1) < 00 and F(t) has a derivative F’(t) 
with sr 1 F’(t) 1 B dt < CO for some p > 1, then 
w t w 
eat 
almost surely as t+co. 
In the next section we shall obtain some information about the distribution 
of W for the special case considered there. 
4. THE POISSON BRANCHING PROCESS 
The special case in which the life-span 8 and counting function K(t) 
are independent ([l] Example 8.4) and K(t) is a nonhomogeneous Poisson 
process is of considerable interest in itself and will be the subject of the 
remainder of the paper. By a compound nonhomogeneous Poisson process we 
mean a process of the form 
Q(t) 
K(t) = 1 vj , 
j=l 
where Q(t) is a nonhomogeneous Poisson process and {vj} is a sequence of 
independent and identically distributed random variables taking values in the 
set of positive integers, each vj being also independent of the counting process 
QW 
DEFINITION. If K(t) is of the form just described we shall call the process 
Z(t) a Poisson branching process. 
REMARK 1. If W(j), j = 1, 2 )...) represents the infinum over the set of t 
such that Q(t) a-j, then w(j) and v1 may be interpreted, respectively, asthe 
age at which (0) gives the birth for thejth time and the size of thejth “litter.” 
REMARK 2. As was pointed out in [l] Examples 8.3 and 8.4, Markov 
branching processes and the age-dependent birth-and-death process of [2] 
p. 159 are special cases of Poisson branching processes. 
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If we put 
then 
and 
h,(s, t) G Jqpq = $(t)[f(~)-ll and d(t) =f’(l) e(t). 
Therefore, to insure the regularity of Z(t) ([l] Theorem 4.1) we shall assume 
that e(t) < co for t > O,f’( 1) < 00, andf’( 1) I?(O) < 1. We shall also assume, 
for convenience, that e(t) is continuous. 
Since the second-order properties of a Poisson branching are completely 
determined by the functions 0, f, and G, it is possible to express the “E” in 
(2.1) and (2.5) in terms of these functions. After some lengthy but fairly 
straightforward calculations, one may show that, in addition to the simplifica- 
tion of (2.1) given by (2.3), the last two terms of (2.1) may be replaced by 
[f V>l” 11,: w - 4 wt + T - v) [l - G(u)] &(v) de(u) + [f’(l)]” 
t+7 u 
x 
I s 
M(t + T - u) M(t - v) [l - G(u)] de(v) d0(u) 
0 0 
+ f “(1) j’M(t - U) M(t + T - U) [l - G(u)] &9(u), 
0 
and the constant A defined by (2.5) is given by 
A = 2[ f ‘(l)]” j,” j: e+u+‘~)[l - G(u)] d@) dB(zl) 
4-f”(l) j; e-2au[l -- G(u)] @u). 
It is also possible to derive a useful integral equation for F(s, t), the gene- 
rating function of Z(t), similar to [2] Eq. (7.3), p. 130, for the Bellman- 
Harris process. 
THEOREM 4.1. For a Poisson branching process the generating function 
F(s, t) satisfies the integral equation 
F(s, t)=j: exp [ji lf [F(s, t - 41 - 11 de(u)] dG(y) 
+ 41 - WI exp [jt if MS, t- 41 - 11 de(u)] . (4.1) 
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PROOF. Using [l] (3.1) and techniques used in deriving (2.1), we obtain 
F(s, t) = j 0, S(t - t> “ii’qs, t- t(j)) 
j=l 
+ j dP$[l - S(t - e)] N&I, t - r(j)). (4.2) 
j=l 
From this point we will work only with the first erm on the right side of (4.2) 
since the evaluation of the second is similar. By using the random variables 
w(j) introduced in Remark 1, the first erm becomes 
= j Jl t E Q(Y)f[F(~, t - w(j))] dG(y). (4.3) 0 j=l 
By applying the property of a nonhomogeneous Poisson process that, con- 
ditioned on the event Q(y) = k, the times w(l),..., wfk) are distributed as 
order statistics corresponding to k independent random variables with 
common distribution function 
(4.3) becomes 
y uk 
j” 2 QQ(Y) = 4 [$$- o 
0 k=O 
ss 
o 
= j:exp [[ LfP% t - 41 - 11 W)] ~G(Y). 
This completes the proof. 
The integral equation (4.1) is a refinement of [2] (29.1), p. 160, since not 
all of the independence assumptions at hand are employed in the derivation 
of (29.1). 
As a first application of the integral equation for& t), we shall demonstrate 
the relation of Poisson branching processes to Markov branching processes. 
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THEOREM 4.2. If in a Poisson branching process, O(t) = At and 
G(t) = 1 - e-ut, then F(s, t) is the generating function of a temporally homo- 
geneous Markov branching process with, using the notation in [2], Chapter V, 
b = X + p and 
44 = & -k & sf(s)+ 
(The function h(s) is not the same as the one de$ned in [I] and used earlier in this 
Pa@.) 
REMARK. Not only the generating functions but presumably the processes 
are also the same. 
PROOF. In this special case (4.1) may be put in the form 
F(s, t) = pe-t(A+u) j; exp jh /:f F(s, r)l dr + XV + i”) 1 dx 
+ s exp h 1s tf [F(s, y>l dy - t0 + PI/ . (4.4) ” 
If we differentiate (4.4) with respect to t and compare the result with the 
undifferentiated equation, we obtain 
;F(s, t) = p + hf [F(s, t)l - (A + P)% 0. (4.5) 
The proof now follows by comparing (4.5) with [2] (9.1), p. 106. 
Just as in [2], Chapter VI, Section 20, consideration of (4.1) leads to an 
integral equation for v(s) = E[eisW], the characteristic function of W. If for a 
Poisson branching process the hypothesis of Theorem (3.1) holds, then y(s) 
satisfies the integral equation 
Y(S) = j,” exp [/I if bW”)l - 1>%4] dGW (4.6) 
This equation may be used to investigate the distribution of W in the same 
way as Bellman and Harris [3] employed a similar equation in the binary 
Bellman-Harris process. The proof of the next theorem is along the same 
lines as the proof of [3] Lemma 1, p. 289. 
THEOREM 4.3. Suppose for a Poisson branching process h’(l) > 1, 
h”(1) < oo,f(s) = s, andF(t) is not a lattice function. Then the distribution of W 
is continuous except for a jump of height q at the origin. (The number q is the 
probability of extinction defined in [l] Section 5.) 
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PROOF. The moment-generating function 4(s) = E[e-SW] satisfies the 
integral equation (4.6), also, so by letting s-+ co we obtain 
4(a) = j, e(d(m)-l)e(y) dG(y) = h(#(co)). (4.7) 
Since h is convex, the only roots of this equation between zero and one are 1 
and q, but since E(W) = 1, W cannot be zero almost surely, so therefore 
P[W = 0] = d( co) = q. The proof will be complete if we can show that 
p*(s) = E[eisw / W > 0] - 0 as s - f co. 
Since h(0) = sz e-R(U) dG(u) > 0 it follows that Var W > 0 and, as in [3], 
1 F(S) 1 < 1 provided I s 1 is small enough and s # 0. 
We next show that Lim supslz 1 q(s) / < 1. As in [3], suppose the contrary 
and let sa and d > 0 be numbers such that 1 p)(sa) 1 < 1 - d and 1 v(s) 1 < 1, 
0 < s < SQ , and let sr and s2 be the first points to the left and right, respect- 
k$g oi4s;)such t;;ta;+l / = / &a) / = 1 - d. Put C = (4) Log(s,/s,). 
Sl we 
id4 I d j:exp 1,: [q&-‘) - 11 d@)) dG(y) + 1 - G(C) 
and 
1 > (- f, [ jc e-dB(Y) dG(y) - G(C)] . 
0 
By expanding e-@(g) 
1 >, j: 8(y) dG(y) - $ jr g2 k;F dG(y). (4.8) 
If d---f 0, in (4.8) s, --t 0 while ss increases o that C -+ co and we obtain 
1 Z jm e(y) dG(y) = h’(l) 
0 
which is a contradiction. 
Therefore, there exists an so > 0 and a d > 0 such that 1 p*(s) 1 < 1 - d 
for all s > s, . Choose C so large that [l - G(C)]/[l - q] < E and s so large 
that se-ac > so. From (4.6) and (4.7) v*(s) satisfies the integral equation 
VP*(S) =&,," &2-lvw) f 
[j: (1 - 4 v*(se-“9 dW]” 
k! 
dG(y)- 
k-l 
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Putting 
94s) < (1 - 4 jf e(g-l)@(y)O(y) dG(y) 
If we put B = J,” e(g-l)B(y) B(y) dG(y), it follows that 
4(s) < (1 - d) B + (1 - d) (1 - B) #(se-UC) + E. 
This equation is the same as [4] (5.14) and the remainder of the proof follows 
the one given there. 
It may be true, with the additional hypothesis 1 - G(t) == O(e-Ct) for 
some E > 0, that the distribution of W is absolutely continuous except for the 
jump at the origin. Harris [2] gives a similar result for the Bellman-Harris 
process. However, the authors were unable to prove such a result in the 
present case. 
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