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Key Points:10
• Two realistic velocity fields used to advect a model tracer in the Southern Ocean11
both produce a lateral tracer distribution that compares well with observations from12
a tracer release experiment13
• Diapycnal diffusivities diagnosed from a best fit of the model vertical tracer distribu-14
tion to observations are 20 times larger in Drake Passage than in the Southeast Pacific15
• Diagnosed diapycnal diffusivities from our models using the two different velocity16
field products agree with one another within uncertainties, and agree with the previ-17
ous result of Watson et al. [2013] using a highly idealized velocity field.18
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Abstract19
In this work, we use realistic isopycnal velocities with a 3D eddy diffusivity to advect and20
diffuse a tracer in the Antarctic Circumpolar Current, beginning in the Southeast Pacific and21
progressing through Drake Passage. We prescribe a diapycnal diffusivity which takes one22
value in the SE Pacific west of 67◦W and another value in Drake Passage east of that lon-23
gitude, and optimise the diffusivities using a cost function to give a best fit to experimental24
data from the DIMES (Diapycnal and Isopycnal Mixing Experiment in the Southern Ocean)25
tracer, released near the boundary between the Upper and Lower Circumpolar Deep Water.26
We find that diapycnal diffusivity is enhanced 20-fold in Drake Passage compared with the27
SE Pacific, consistent with previous estimates obtained using a simpler advection-diffusion28
model with constant, but different, zonal velocities east and west of 67◦W. Our result shows29
that diapycnal mixing in the ACC plays a significant role in transferring buoyancy within the30
Meridional Overturning Circulation.31
1 Introduction32
Global climate is strongly influenced by the overturning circulation of the oceans,33
transporting up to 5 PW of heat meridionally and mediating the exchange of gases between34
the ocean and atmosphere [Trenberth and Caron, 2001; Rahmstorf , 2002]. In recent years,35
the importance of the Southern Ocean to the closure of the circulation has been highlighted36
[e.g. Lumpkin and Speer, 2007; Marshall and Speer, 2012]. Cold dense waters created at37
high latitudes must return to the surface, and this is achieved in part by adiabatic upwelling38
along isopycnals in the Southern Ocean, and in part through diapycnal mixing. Although the39
spatial variability of this diapycnal mixing has significant impacts on the circulation, it is not40
well-represented in conceptual or numerical circulation models [Wunsch and Ferrari, 2004].41
In this work, we quantify and characterise the diapycnal mixing taking place in the Drake42
Passage region of the Southern Ocean, a region of greatly enhanced turbulence [Naveira43
Garabato et al., 2004; Thompson et al., 2007].44
The Diapycnal and Isopycnal Mixing Experiment in the Southern Ocean (DIMES),45
which commenced in 2008, has aimed to characterise the spatial and temporal variability in46
Southern Ocean mixing and to understand its controlling physical processes. It comprises a47
large scale tracer experiment combined with microstructure, finestructure and mooring-based48
measurements in a region stretching from the Southeast Pacific through Drake Passage to the49
Scotia Sea and beyond [Ledwell et al., 2011; St. Laurent et al., 2012; Watson et al., 2013;50
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Sheen et al., 2013; Brearley et al., 2013]. Through the monitoring of its horizontal and verti-51
cal distribution as it evolves, the tracer provides a direct measurement of temporally and spa-52
tially integrated isopycnal and diapycnal mixing; the first of its kind in the region. The path53
of the tracer during the first 2 years of the experiment goes through two contrasting regions54
of the Southern Ocean: the SE Pacific where smooth topography leads us to expect relatively55
weak mixing, and Drake Passage where the interaction of meandering jets with complex to-56
pography is expected to produce enhanced mixing rates [see e.g. Naveira Garabato et al.,57
2004; Nikurashin and Ferrari, 2010a,b; Scott et al., 2011].58
The aim of this work is to produce a definitive estimate for the average diapycnal diffu-59
sivity in the SE Pacific and Drake Passage regions occupied by the tracer in years 1-2 of the60
DIMES tracer release experiment. Watson et al. [2013] (hereafter W13) used a highly ide-61
alised 2-D model (longitude and depth) to diagnose diffusivities of 1.78 ± 0.06 × 10−5 m2s−162
and 3.6 ± 0.6 × 10−4 m2s−1 for the two regions respectively, clearly demonstrating strongly63
enhanced mixing in Drake Passage compared with the SE Pacific. They obtained the values64
by fitting Gaussian profiles to observed and modelled vertical tracer distributions and cal-65
culating a cost function comparing the vertical widths of these profiles. They allowed both66
a constant zonal velocity u and constant diapycnal diffusivity Kz to take on different values67
east and west of 67◦W, and adjusted the values prescribed to the model in the two regions68
to give the best fit to the observations. The main limitation of the model of W13 is the dif-69
ficulty in precisely determining u. This is important because when diagnosing Kz by com-70
paring model with observed vertical profile widths, estimates of Kz and u are approximately71
proportional to one another. W13 obtained a first guess of u in each region by calculating a72
spatio-temporal mean of zonal velocities from the SatGEM product [Meijers and Bindoff ,73
2011] at the tracer depth. They estimated uncertainties on these means from the standard er-74
ror of the contributing values, and allowed u to vary within these limits when optimising Kz .75
However since the values of u in each region are not constrained by the observed concentra-76
tions this means they are rather uncertain, and in addition they are not necessarily the same77
as the actual mean zonal velocites from 3D models.78
In the present work we use the following version of the advection-diffusion equation:79
∂C
∂t
+ u
∂C
∂x
+ v
∂C
∂y
= Kh
(
∂2C
∂x2
+
∂2C
∂y2
)
+ Kz
∂2C
∂z2
, (1)
where (u, v) are along-layer velocities in the zonal (x) and meridional (y) directions, Kh is80
an isotropic, spatially independent along-isopycnal diffusivity intended to represent eddy81
stirring at scales not resolved by the models, and z is the height above the target isopycnal82
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surface. We use (1) to describe the dispersion of the tracer along and across density layers83
making the approximation that layer thickness is constant and neglecting diapycnal velocity;84
these approximations are discussed in sections 4.4 and 4.5 where we find their effect to be85
small. Our 3-D isopycnal framework with constant layer thickness allows us to do two things86
not possible with the 2-D model of W13. Firstly we can apply realistic velocities to the tracer87
advection derived from two products, SatGEM and SOSE (see section 2.2) while minimising88
spurious diapycnal diffusion. Compared to the simple zonal flow of the W13 model, the ve-89
locity fields reproduce much more of the complexity of the evolution of the DIMES tracer as90
it is advected from the SE Pacific through Drake Passage by a combination of eddies and the91
mean flow. Secondly we can test the validity of the model tracer advection by comparing its92
lateral distribution with the observations.93
The paper is organised as follows: in section 2 we summarise the DIMES tracer exper-94
iment, and describe the model and the methods used to compare the model output with the95
tracer observations in order to diagnose Kz . In section 3 we compare the lateral distribution96
of the model tracer with observations from three of the DIMES cruises. In section 4 we ex-97
amine the vertical tracer distributions, report the optimised Kz and explore its sensitivities to98
various factors. Section 5 contains a discussion of the results and section 6 our conclusions.99
2 Methods100
2.1 Tracer release experiment101
In February 2009, 76 kg of trifluoromethyl sulfur pentaflouride (CF3SF5) were re-102
leased at around 1500 m depth onto the ‘target’ neutral density surface γn = 27.906 kgm−3103
near 107◦W, 58◦S in the SE Pacific sector of the Antarctic Circumpolar Current (ACC), and104
surveyed approximately annually as it progressed eastwards [Ledwell et al., 2011; Watson105
et al., 2013]. Profiles of tracer concentrations (C) with depth (z) used in this study were col-106
lected on three cruises at roughly 1, 1.9 and 2.2 years after release (Fig. 1 and Table 1). The107
bathymetry of the region is relatively smooth over most of the SE Pacific sector, but is char-108
acterized by steep ridges and hills in Drake Passage (Fig. 1).109
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Table 1. Summary of the tracer surveys relevant to the data used in this study (see Fig. 1 for the transect
station locations)
110
111
Cruise Dates Time from release Transects
US1 Feb 2009 (Tracer release and initial sampling)
US2 Jan - Feb 2010 12 months One long cruise track
UK2 Dec 2010 - Jan 2011 23 months Pacific, Albatross, SR1
UK2.5 Apr 2011 27 months Pacific, SR1
2.2 3D model setup116
2.2.1 Model overview117
We employ code from the oﬄine version of the Massachusetts Institute of Technol-118
ogy General Circulation Model (MITgcm) as a platform for our model tracer evolution. The119
code solves the advection-diffusion equation in 3 dimensions (Eq. 1), using prescribed time-120
evolving velocity fields u(i, j, k, t) = (u, v,w), a scalar horizontal diffusivity Kh and a diapy-121
cnal diffusivity field Kz = Kz(i, j, k), where (i, j, k) are model grid cell indices in the zonal,122
meridional and vertical directions. We use the Prather advection scheme with a flux limiter123
[Prather, 1986]. We have constructed a grid that is effectively isopycnal with constant layer124
thicknesses, and with nominally zero diapycnal velocity. Thus, the version of Eq. 1 that we125
solve is highly simplified; these simplifications are discussed later in this paper. We simulate126
the tracer evolution from the time of the release to the time of the survey designated UK2.5,127
in April 2011, 2.2 years after release, extracting outputs at the relevant time steps to be com-128
pared with observations (Table 1).129
2.2.2 Velocity fields130
We carry out two separate sets of model runs using different velocity products for the131
period of the experiment. The first is SatGEM [Meijers and Bindoff , 2011], which combines132
a Gravest Empirical Mode (GEM) [Meinen and Watts, 2000] projection of temperature and133
salinity with satellite altimetry to generate 3-D time-evolving geostrophic velocities for the134
Southern Ocean at weekly intervals. The SatGEM fields have been constructed through op-135
timal interpolation of historical hydrographic observations. The horizontal resolution of the136
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Figure 1. A map of the region occupied by the DIMES tracer during the first 2 years of the experiment.
The location of the tracer release is marked with a red dot; locations of stations where tracer was sampled on
US2, UK2 and UK2.5 cruises are marked by black, blue, and red crosses, respectively. Background colours
are bathymetry from Smith and Sandwell [1997], with the coastline shown in black.
112
113
114
115
velocity fields is 13
◦, and we use SatGEM’s horizontal grid definitions for these runs. The137
SatGEM grid extends from 126◦W - 0◦W in longitude and from 82◦S - 19◦S in latitude.138
The second product is the Southern Ocean State Estimate (SOSE) [Mazloff et al., 2010],139
which is a 3-D time-evolving estimate of u, v,w, temperature and salinity for the Southern140
Ocean, also at weekly intervals. SOSE is constructed using model outputs from the MITgcm141
by adjusting model parameters to give the best fit to a large number of available observations142
including satellite altimetry and sea surface temperature. It has a horizontal resolution of 16
◦,143
and again we use its native horizontal grid for our model runs. We use the state estimate with144
the Gent-McWilliams parameterisation switched off (this decision is discussed in Appendix145
A). The SOSE grid extends from 127◦W - 27◦W in longitude and from 70◦S - 28◦S in lati-146
tude. Both grids cover a large enough area such that negligible amounts of tracer reach the147
edges of the domain during our model runs.148
There are advantages and disadvantages of each product. SatGEM derives directly149
from observations, so should be the best estimate of the geostrophic velocities at the 100150
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km scale resolved by the altimeter. SOSE resolves smaller scales and obeys dynamics well151
beyond geostrophic balance, but is less strongly constrained by observations than SatGEM.152
Thus, the eddy fields it generates are allowed to depart somewhat from the observations. Sat-153
GEM suffers a drawback due to the method of calculating the GEM: there are no velocities154
in water shallower than 1500 m (see Fig. 2), and this includes a region in the north of Drake155
Passage along the South American continental slope. SOSE velocities, meanwhile, extend156
all the way to the boundary. We pad the empty regions of the SatGEM velocity fields with157
zeros; the effect is discussed in section 4.5.158
Figure 2. Depth of the neutral density surface γn = 27.906 kgm−3, the isopycnal onto which the tracer
was released, calculated from the time mean SatGEM temperature and salinity fields. White areas contain no
velocities in SatGEM. Striped areas in the north of the figure are artifacts of the GEM creation process, but
since they are to the north of the path of the tracer they do not impact our result. The coastline from Smith and
Sandwell [1997] is shown in black.
159
160
161
162
163
2.2.3 An isopycnal framework164
Since our primary goal is to determine diapycnal diffusivity, it is critical to ensure that165
the vertical spread in the model tracer is due, as far as possible, only to the Kz field imposed166
upon the model. We adapt the framework of the oﬄine MITgcm in the following manner:167
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the grid is set up with 67 layers, to each of which we assign a neutral density level, with168
0.003 kgm−3 between the layers. The tracer release isopycnal corresponds to the 36th layer.169
The density range covers that occupied by the DIMES tracer during years 1-2 of the experi-170
ment. The layer spacing is smaller than the separation in density between data points in the171
observed tracer profiles in 85% of the observations; we have thereby chosen a grid which172
matches the vertical resolution of the observations while minimising computation time. The173
isopycnal framework we use allows us to resolve well the distribution of tracer in density174
space in the face of the large slope of isopycnals across the ACC (Fig. 2), with relatively low175
computational expense.176
For each velocity product (SatGEM and SOSE), we use their respective temperature177
and salinity fields to calculate neutral densities for each time slice, then linearly interpolate178
the zonal and meridional components of velocity vertically onto our neutral density grid. We179
then map the interpolated velocity fields to the model layers. The interpolation introduces180
some horizontal divergence into the velocity fields, with a mean typically less than 10−9 s−1.181
This is enough to cause a small local and transient non-conservation of tracer, but does not182
affect our diffusivity estimates (see section 4.5 and Appendix B). We set the vertical veloc-183
ities to zero everywhere, therefore assume no diapycnal velocity; this approximation is dis-184
cussed in section 4.4. We then define the thickness, h, of the model layers as follows. First,185
h(x, y, γn, t) at every point on the grid is determined from the SatGEM fields for each time186
slice. We then take a time mean of those fields, < h(x, y, γn) >. Finally we calculate the187
zonal and meridional average, < h(γn) >, for the range (110◦W - 50◦W) in longitude, (52◦S -188
68◦S) in latitude, a range which covers the extent of the bulk of the tracer patch over the first189
2 years. < h(γn) > then becomes the model layer thickness at each neutral density. We use190
the same layer thickness, calculated from SatGEM, for model runs with both sets of velocity191
fields, for ease of comparison. The effect of using a constant layer thickness throughout the192
system, and thus neglecting fluxes due to correlations between thickness and mass or tracer,193
was tested using the full SOSE model with variable layer thickness, and found to be small194
(Appendix A).195
The procedure described above for setting model layer thicknesses is equivalent to206
choosing a single depth-density profile for the entire domain. We chose to use a time and207
spatial mean over the region occupied by the tracer in the model so that our diagnosed diffu-208
sivities are most representative of the tracer’s path. However the Kz values reported should209
be taken in the context of that depth-density profile (the black curve on Fig. 3); the diffusiv-210
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ity inferred varies inversely with the square of the mean vertical density gradient assumed.211
Calculating the density gradients by approximating the profile within ±100 m of the target212
surface to a straight line, our estimates might change by a factor of 1.08 if the western profile213
were used instead of the mean (light blue dotted curve on Fig. 3) or by a factor of 0.86 if the214
eastern profile were used (pink dotted curve on Fig. 3). The factors are much more signifi-215
cant for the northern and southern profiles (1.66 and 0.76, respectively). These are extreme216
examples of variability in the density gradient, however, obtained by going well outside the217
path of the tracer, especially to the south. The gradient following the tracer varies much less218
than suggested here, and is close to the gradient we have used in the model.219
2.2.4 Model initialisation220
We initialise the model tracer as a small Gaussian patch:221
C(x, y, z) = N
(2 pi) 32σxσyσz
exp
[
−(x − x0)
2
2σx2
− (y − y0)
2
2σy2
− (z − z0)
2
2σz2
]
(2)
where x, y, z are the model zonal, meridional, and vertical coordinates in metres, N is the222
total tracer released (388 moles), σx = 20 km, σy = 20 km, and σz = 5 m are the di-223
mensions of the initial tracer patch, (x0, y0) are the coordinates of the release (107◦W, 58◦S)224
converted into metres, and z0 is the model depth of the layer corresponding to the target den-225
sity. The total tracer quantity, patch dimensions and release location are taken from Ledwell226
et al. [2011] (hereafter L11). We explore the effects on our results of reasonable adjustments227
to x0, y0, σx, σy and σz in section 4.3. We run the simulation in two parts: year 1 from re-228
lease to US2, and year 2 from US2 up to UK2.5. We optimise parameters for year 1, and use229
the output as the initial condition for year 2; this is to save computation time as we optimise230
fewer parameters in year 1 while the tracer remains wholly in the SE Pacific.231
2.3 Validation and optimisation232
2.3.1 Model outputs233
Model tracer fields are output at times corresponding to US2 (12 months after release),234
UK2 (23 months) and UK2.5 (27 months) to be compared with observations. A single snap-235
shot in time of the model tracer is taken in the middle of each cruise, under the assumption236
that cruises are short compared with the length of the tracer experiment (we examine the ef-237
fect of sampling time on our results in section 4.3). For year 1, since the tracer was confined238
to the region west of 67◦W, Kz and Kh each take a single value throughout the domain, and239
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Figure 3. Depth-density curves for the DIMES region. The UK2.5 profile (green solid line) is calculated
from the mean of the observed depths at the stations sampled on the UK2.5 cruise mapped onto neutral den-
sity surfaces. Depths are shown relative to the mean depth of the tracer target density surface. The other five
curves are calculated using the SatGEM time-mean density field. The mean profile (black solid line) is taken
over 110◦W to 50◦W and 52◦S to 68◦S. The northern profile (red dashed line) is a mean over the same lon-
gitude range, with the latitudes (52◦S - 58◦S) (north of the tracer release latitude). The southern profile (blue
dashed line) is a mean over the same longitude range, with the latitudes (58◦S - 68◦S) (south of the tracer
release latitude). The western profile (blue dotted line) is a mean over the longitude range (110◦W - 67◦W),
latitudes (52◦S - 68◦S) (our low Kz zone). The eastern profile (pink dotted line) is a mean over the longitude
range (67◦W - 50◦W), with the same latitudes (our high Kz zone).
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we optimise these for the best fit to the US2 observations. For year 2, Kz takes one value,240
Kzp , west of 67◦W and another value, Kzd , east of that longitude, both independent of depth,241
as in W13. We optimise Kzp and Kzd through comparison with the UK2 and UK2.5 obser-242
vations. The location of the split between the SE Pacific ‘low diffusivity zone’ and the Drake243
Passage ‘high diffusivity zone’ was chosen for the W13 model as it was found to give the244
best fit to the observations. We continue to use it here because it is just to the west of the245
prominent Phoenix Ridge which is arguably the start of the rough topography of Drake Pas-246
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sage (Fig. 1). We also note that the geographical positions of the three transects (Pacific,247
Albatross and SR1) surveyed on UK2 and UK2.5 are such that the split at 67◦W, intersecting248
the Albatross transect, is a logical choice for our aim of diagnosing the area-averaged diffu-249
sivities based on the tracer observations. Various Kz fields with more spatial variability have250
been tested and found to give a poorer fit between the model and observed tracer.251
For each cruise, we extract a vertical profile of model tracer concentration at the near-252
est grid cell to each station location marked on Fig. 1. We then create mean profiles accord-253
ing to the groupings on Fig. 1: one long track for US2; Pacific, Albatross and SR1 transects254
for UK2; and Pacific and SR1 transects for UK2.5. The individual profiles are averaged by255
layer on the model grid to produce mean profiles Cmod(γn). We construct observed mean256
profiles of tracer concentration, Cobs(γn) in a similar way, having mapped them onto a fine257
neutral density grid from accompanying in-situ observations. We then map both sets of pro-258
files back into z space using the mean depth-density profile described in section 2.2.3 and259
shown on Fig. 3 (black solid line).260
2.3.2 Method of Estimating Diffusivities261
We use two cost functions to assess the quality of the model fit to the observations and262
optimise the model parameters. We optimise the vertical and isopycnal components of the263
diffusivity separately to save computation time, since the optimal values have been found264
to be nearly independent of one another. To optimise Kz , we fit Gaussians to the model and265
observed mean profiles in z space and compare the Gaussian widths of these profiles with the266
following function:267
χ2W =
∑
T
(WTobs −WTmod)2, (3)
whereWT
obs
andWT
mod
are the observed and model mean profile widths for each transect, de-268
fined as the square roots of the second moments of the Gaussians, and the sum is over all the269
transects being compared. We manually adjust one parameter at a time and repeatedly re-run270
the model to determine the cost function, ceasing the optimisation when we have found the271
Kz values to 2 significant figures which minimise χ2W . As described in the next subsection,272
for each run χ2 is actually taken as the mean χ2 from 5000 random selections of individual273
stations to be included in transect mean profiles in a bootstrap approach to estimating uncer-274
tainties. This ensures that where we have short transects with significant variability in the275
widths of individual profiles (e.g. SR1 on UK2 which has only 5 stations), the cost function276
is not underestimated where the model mean profile happens to match the observations well.277
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The bootstrap process simulates scenarios whereby a different sampling strategy for the real278
tracer would have altered the fit between the model and the observations.279
We estimate the isopycnal diffusivity, Kh , which is taken to be the same east and west280
of 67◦W, by comparing observed and modelled tracer column integrals at individual stations,281
which are calculated as follows:282
I =
∑
ci∆zi, (4)
where here ci is the modelled or observed concentration at the center of layer i, which is of283
thickness ∆zi . We then define our second cost function (Eq. 5), to validate the model lat-284
eral tracer distribution, in two parts. The first part compares the model and observed column285
integrals at each sampled station on a transect, normalised by the number of stations sam-286
pled and the variance of the observations on that transect. This provides a measure of the287
station-by-station quality of the model-observations fit. The second part compares the vari-288
ance of the model column integrals with the variance of the observed column integrals, and289
is again normalised by the variance of the observations. This term enables the models to cap-290
ture some of the variability within the transects of the column integrals at scales of 100 km291
or so (see Fig. 6).292
χ2I =
∑
T
[
1
nTσ2Tobs
nT∑
i=1
(Iimod − Iiobs )2 +
1
σ2
Tobs
(σTobs − σTmod)2
]
(5)
Equation 5 is the cost function that we minimise to optimise Kh . nT is the number of stations293
sampled on a given transect T , σTmod and σTobs are the standard deviations of the model294
and observed column integrals on that transect, and Iimod and Iiobs are the model and ob-295
served individual column integrals on the same transect. We search a wide range of Kh from296
10 − 2000 m2s−1, with approximately a factor of two between trial values, to find the opti-297
mum value for year 1 and 2 using both sets of velocity fields. The optimum value for Kh is298
nearly independent of Kz , the only feedback from Kz being a weak one due to shear disper-299
sion. Hence we optimize Kh first and then use that optimal value in the optimization of Kz .300
Our diagnosed Kh should not be confused with an estimate for the overall isopycnal diffusiv-301
ity acting on the tracer, since tracer is dispersed by eddies resolved by the model in addition302
to the specified diffusivity, Kh .303
2.3.3 Uncertainty of the Diffusivities304
Stations where the tracer was sampled are sparse; in the worst case there are only 5 sta-305
tions along the SR1 section during UK2. To estimate the uncertainty in diffusivity due to this306
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sampling, we employ a bootstrap method in conjunction with the cost functions presented in307
section 2.3.2. We describe our bootstrap method in this section.308
On each transect on UK2 and UK2.5, we select a sample of 5 stations to contribute309
to that transect’s mean profile (65 stations for the single US2 mean profile) using a random310
number generator. This means that a single station may be counted more than once, but the311
full set of stations is available to contribute to the mean. By choosing a sample of 5 from312
each transect on UK2/UK2.5, we ensure that the transects have equal weight in the cost func-313
tion. Having selected the stations that will contribute to each transect, we calculate the mean314
profiles for both the model and observed tracer and compute the cost function, χ2W , compar-315
ing the two, using equation 3. For a given model run, we repeat the random sampling process316
5000 times, computing χ2W each time. We then use the mean of these, χ
2
W , as the cost func-317
tion for that run when evaluating which model run (and therefore which Kz) gives the best fit318
to the observations. When optimisating Kh we compute the cost function values χ2I using the319
same sampling strategy, but compare the column integrals one-by-one instead of by transect,320
as in equation 5. This is to take account of how well the model has reproduced the lateral321
distribution of the tracer. We carry out the bootstrapping in the same way as for χ2W .322
We use our bootstrapped values of χ2 to estimate the uncertainty on Kz (or Kh) due to323
the sampling of stations in the following way. For the runs fully optimised for both Kh and324
Kz , the 5000 values of χ2W (or χ
2
I ) contributing to the mean are each ordered from lowest to325
highest, and the 90th percentile (i.e. the 4500th value) is taken as the upper limit for the cost326
function for that run. We then carry out additional model runs, shifting Kz (or Kh) upwards327
or downwards away from its optimal value until χ2W (or χ2I ) has increased above this upper328
limit. The diffusivities giving these higher cost function values are then taken as the limits on329
Kz (or Kh). This is equivalent to a standard bootstrap method for estimating the uncertainty330
on a metric that has an unknown distribution within a population, except that, since we are331
unable to bootstrap the diffusivities themselves, we use the cost function as a proxy for the332
diffusivity in order to estimate the uncertainty.333
3 Lateral tracer distributions334
At US2 the lateral distribution of the model tracer advected using the SatGEM ve-346
locities is fairly close to the observed column integrals in terms of the general shape, ex-347
tent and zonal displacement of the tracer patch (Fig. 4a; see also Fig. 7 and the discussion348
of the zonal velocity below). There is also some filamentation of the model tracer, some349
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of which coincides with filaments in the observations, and some of which does not (Fig.350
6a). χ2I is 1.03 for this output, and the optimal Kh for year 1 is 100 m
2s−1 with a range of351
20 − 1000 m2s−1 at the 90% confidence level. Thus, the fit of the model to the observations352
is good, and not very sensitive to the value chosen for Kh .353
By UK2 (Fig. 4b) the leading edge of the model tracer has gone through Drake Pas-354
sage, but the bulk of the tracer patch is still some way further west. The model and observed355
column integrals on the Pacific transect are similar (Fig. 6b), with the decrease to the south-356
ern edge of the tracer patch matching well with the observations. At the Albatross tran-357
sect the model tracer patch seems to extend slightly too far northward and southward, and358
the variance in the observed column integrals is larger than in the model (Fig. 6c), prob-359
ably indicating that the model velocity fields are too smooth. At SR1 the fit is generally360
good, although there is very little tracer in the model in the two most northerly stations where361
more has been found in the observations (Fig. 6d). The tracer at UK2 has also become more362
homogenised, due to the effect of the optimised model Kh of 400 m2s−1 for year 2. This363
homogenisation is also evident in the observations. The uncertainty range for Kh is 30 −364
1400 m2s−1 at the 90% confidence level. On the Pacific transect at UK2.5 (Fig. 4c and Fig.365
6e) the model and observed column integrals are similar in the north, but in the south model366
values are too low. There is also evidence of filamentation in the high-resolution section car-367
ried out here which is not reproduced in the model. On SR1 the model values are low (Fig.368
6f), particularly in the north where model tracer has been lost into the region with no Sat-369
GEM velocities (see section 4.5). χ2I for the UK2/UK2.5 comparison for this run was 5.07.370
For the model tracer advected using the SOSE fields, the leading edge at US2 is slightly371
further east than for the SatGEM run (Fig. 5a). The model tracer has higher values than the372
observations in stations to the east of the tracer patch, suggesting that the model may be ad-373
vecting slightly too fast. χ2I is 1.25, slightly higher than the SatGEM run; the optimised Kh374
is the same at 100 m2s−1. By UK2 (Fig. 5b), more of the leading edge of the tracer has gone375
through Drake Passage compared with the SatGEM run, and the SOSE model tracer perhaps376
better matches the observations here. The southern edge of the tracer patch as indicated by377
the observed column integrals at both the Pacific and Albatross transects is captured well378
in the model (Fig. 6b,c). The model values are higher than the observations at the northern379
end of the Albatross and SR1 transects however, indicating the model tracer may extend too380
far north here. At UK2.5 (Fig. 5c and 6e,f), the model values along the Pacific transect are381
slightly too low; at SR1 the fit is good in the north but the model values are too low in the382
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south. There is also almost no variability to the model values on the Pacific transect, suggest-383
ing that the prescribed Kh may be too large. χ2I for UK2/UK2.5 was 4.56: a slightly better fit384
than the SatGEM run (χ2I = 5.07). The optimal value of Kh was 400 m
2s−1, the same as with385
SatGEM. Given the differences between the two velocity field products, one might expect386
some difference in the optimised Kh values; however since χ2I is not very sensitive to Kh the387
fact that they are the same is probably not significant.388
In summary, both models seem to do a reasonable job of reproducing the lateral disper-389
sion of the tracer, so far as is possible to tell from the observations. The SatGEM velocities390
produce a better fit at US2 as measured by the cost function; at UK2 and UK2.5 the fit is bet-391
ter with SOSE. Adding a weighting factor to the second term in Eq. 5 to either double or half392
its contribution to χ2I does not affect these comparisons.393
For the first 2 years of the experiment, the tracer progresses principally in a zonal di-402
rection. By integrating the model tracer column integrals over latitude through the model403
domain, we can visualise the tracer evolution from release up to UK2.5 (Fig. 7). As we saw404
in Figs. 4 and 5, the SOSE velocities advect the tracer into Drake Passage and the model’s405
high diffusivity zone sooner than SatGEM. However, the zonal first moment for the SatGEM406
runs shows fairly little eastward movement for the first 20 weeks of the simulation, while407
the SOSE first moment moves eastwards steadily from the outset. This reflects the fact that408
tracer was intentionally released at a stationary hyperbolic point, chosen on the basis of al-409
timetry and geostrophy; a feature captured by SatGEM due to its construction. Using the410
movement of the centre of mass to calculate an average speed from 20 weeks after release411
to the end of the simulation, the result is very close for the two runs: 0.31◦ longitude/week412
for SatGEM and 0.32◦ for SOSE. So the earlier arrival of the SOSE advected tracer in Drake413
Passage does not seem to imply a faster transit through Drake Passage compared with Sat-414
GEM. In W13, the velocity applied to the SE Pacific zone of the model converts to 0.32◦415
longitude/week, which agrees well with these calculations; however it should be noted that416
our estimate is a tracer concentration-weighted average velocity, so is not the same as the ve-417
locity applied to W13.418
The centre of mass does not reach the model’s high Kz zone (Drake Passage) in either419
simulation, so the model tracer sampled at SR1 is from the leading edge of the patch in both420
cases. We can crudely estimate the speed of the tracer advance through Drake Passage from421
the slope of the tracer leading edge on Fig. 7, obtaining 0.64◦ longitude/week for the Sat-422
GEM model and 0.60◦ for SOSE; these compare to an equivalent of 0.66◦ longitude/week423
–15–
Confidential manuscript submitted to JGR-Oceans
Table 2. Vertical widths of Gaussians fitted to observed and model mean profiles for the US2, UK2 Pacific,
UK2 Albatross, UK2 SR1, UK2.5 Pacific and UK2.5 SR1 transects. Widths are in metres.
451
452
Run US2 UK2 Pac UK2 Alb UK2 SR1 UK2.5 Pac UK2.5 SR1
Observations 31.5 43.5 48.7 76.3 48.7 90.6
SatGEM 31.4 46.0 47.6 78.8 50.0 88.6
SOSE 31.4 44.7 46.5 81.1 48.4 86.8
applied to the model of W13, with a stronger caveat due to the differing methods of calcula-424
tion.425
4 Diapycnal mixing426
4.1 Vertical tracer distributions427
The model mean profiles from the optimised SatGEM run compare fairly well with439
the observations, although not all are within observational uncertainty (Fig. 8). At US2440
the model mean profiles almost match the observations within uncertainties. At UK2 the441
model profiles on all three transects match well with the observations, with the exception of442
the shallow tail on the Pacific transect due to a slight asymmetry in the observed profile. At443
UK2.5 the fit is slightly less good, with the model underestimating the amount of tracer at444
both transects.445
For the optimised SOSE run, the model slightly underestimates the tracer at US2 (Fig.446
9). At UK2 the model mean profiles all agree with the observations within uncertainties, but447
the agreement is not quite as good as for the SatGEM run. At UK2.5 there is good agreement448
for the SR1 transect, while again the model underestimates the amount of tracer at the Pacific449
transect.450
We can compare the vertical spread of the tracer in the observations with the models453
by looking at the vertical widths of Gaussians fitted to the mean profiles on each transect (Ta-454
ble 2). For US2, which is used to diagnose the year 1 Kz in the SE Pacific, the 2 models and455
the observations are in agreement. This is because the diffusivity only needs to fit one pro-456
file, so may be fully optimised to fit the observations (the 0.1 m difference is due to only hav-457
ing optimised Kz to the nearest 0.1 × 10−5 m2s−1 to save on model runs). For the remaining458
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Table 3. Optimised values of Kz and Kh . Diaypycnal diffusivities are in ×10−5 m2s−1 and lateral diffusivi-
ties are in m2s−1. Ranges are established by bootstrapping (see section 2.3.2).
469
470
Run Kzp Range Kzd Range Kh Range
SatGEM year 1 1.6 1.4-1.8 N/A N/A 100 20-1000
SOSE year 1 1.6 1.4-1.8 N/A N/A 100 20-800
SatGEM year 2 2.0 1.0-3.0 40 28-52 400 30-1400
SOSE year 2 1.9 0.9-3.1 36 25-47 400 100-1200
six transects, the model mean profiles reflect the best fit that can be achieved for each profile459
while adjusting the two parameters Kzp and Kzd . For all transects, the model mean profile460
widths are within 7% of the observed widths, indicating that the assumption of 2 zones is461
sufficient to explain the tracer evolution. The Pacific transect widths are dependent only on462
Kzp , while the Albatross transect width is dependent on both Kzp and Kzd . The SR1 transect463
widths are dependent almost entirely on Kzd since it is much larger than Kzp . The SatGEM464
velocity field seems to give a better fit than the SOSE velocity field as the widths at the Alba-465
tross, UK2 SR1 and UK2.5 SR1 transects are closer to the observations; this is backed up by466
the cost function χ2W which is 171.2 for the SatGEM run and 185.5 for the SOSE run.467
4.2 Diagnosed Kz468
Table 3 summarises the diffusivities obtained by optimising both the SatGEM and471
SOSE implementations of our model. The two models are in good agreement with one an-472
other, and both show a 20-fold increase in Kz between the SE Pacific and Drake Passage473
zones in year 2. Both also show a slight increase in the SE Pacific diffusivity between years474
1 and 2, but it is well within the uncertainties. The similarity between the results for the two475
models is not surprising, since both velocity fields are designed to mimic the observations;476
therefore tracer transit times, and consequently the diagnosed Kz , should be similar. It is re-477
assuring that although they are constructed with different methodologies, the two velocity478
fields are in reasonably close agreement.479
Our optimised values for Kz in both the SE Pacific and Drake Passage regions for both480
model implementations agree with W13 within the uncertainties. Our uncertainty ranges481
–17–
Confidential manuscript submitted to JGR-Oceans
are rather more generous, principally because we fully take account of the error due to the482
selection of stations to include in the cost function calculation, which is quite large. It is en-483
couraging to note that our Kzd for both SatGEM and SOSE agree with W13 to within the484
smaller uncertainties quoted in that paper. Whereas in our model the SE Pacific Kz was op-485
timised separately for years 1 and 2 of the tracer experiment, the W13 model used the same486
value from release up to UK2.5. That both the SatGEM and SOSE runs here show an in-487
crease between year 1 and year 2, and that the W13 value lies between the SatGEM year 1488
and year 2 estimates might point towards temporal variability in the mixing rate in the SE489
Pacific. This could be explained by an increase in the strength and/or frequency of storms,490
since changes in wind stress cause downward propagating internal waves which result in di-491
apycnal mixing when they break. In the region occupied by the tracer in years 1-2, there is492
a statistically significant increase in the wind stress at the 95% level, based on ERA-Interim493
wind fields [Dee et al., 2011] with a wind stress formulation from Large and Yeager [2009].494
Larger wind stresses would tend to be associated with larger wind stress changes, indicating495
that such downward propagating waves are a likely candidate for the increase in Kz diag-496
nosed here. Depth-density profiles calculated from SatGEM averaged over parts of the SE497
Pacific occupied by the model tracer in year 1 (110◦W - 80◦W) and year 2 (105◦W - 70◦W)498
are virtually identical around the tracer depth, so a change in stratification can probably be499
ruled out as a contributing factor.500
4.3 Sensitivity of Kz estimates501
The results of an exploration of various factors that might affect our estimates of Kz506
are presented in Table 4. In each case, the model was re-run multiple times in order to re-507
optimise each Kz with the altered parameters. To test the effect of varying Kh , we re-optimised508
the SatGEM model Kz for the extremes of Kh established by the bootstrapping of χ2I : 20 −509
1000 m2s−1 in year 1 and 30 − 1400 m2s−1 in year 2. Though we know quite well the loca-510
tion of the tracer release and have measurements of the initial diapycnal spread of the tracer511
[Ledwell et al., 2011], the velocity fields from the models at the location of the release may512
not be accurate in detail. To test sensitivity of the model runs to initial conditions we halved513
and doubled the horizontal and vertical widths in four separate sets of runs. We also moved514
the release location by two model grid cells northwest, northeast, southwest and southeast.515
For each initialisation we re-optimised all three Kz values. To test the effect of sample time,516
the model outputs taken to correspond to each cruise were shifted by 3 weeks one way or an-517
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Table 4. Sensitivity of SatGEM model Kz estimates to various factors. Kz uncertainties δKz are in
×10−5 m2s−1. Values given are the largest change in optimised diffusivity found when varying each fac-
tor within the explored ranges. Where values of δKz are reported as 0, this means uncertainty is smaller than
the search tolerance for optimising Kz (2 significant figures).
502
503
504
505
Factor δKz (year 1) δKzp (year 2) δKzd (year 2)
Kh 0 0.2 2
Release σz 0.1 0 0
Release σx, σy 0 0.1 0
Release location 0 0.1 1
Sample time 0.1 0.1 0
other. For all the parameters explored the effect on the optimised Kz values was small, and in518
many cases there was no effect to within the 2 significant figure search tolerance for optimi-519
sation.520
4.4 Diapycnal velocity521
The effect of diapycnal diffusion that is important to the meridional overturning circu-522
lation is modification of the density of the fluid. We can estimate the diapycnal velocity of523
the tracer due to Kz acting on the density gradient, an effect not accounted for by our model,524
as follows. Ignoring effects of the nonlinearities in the equation of state, which are small at525
the depth and location of the DIMES tracer release, we have simply:526
dγ
dt
=
∂
∂z
[
Kz
∂γ
∂z
]
=
∂Kz
∂z
∂γ
∂z
+ Kz
∂2γ
∂z2
(6)527
where γ here is neutral density and Kz is assumed to be the same for salt, tracer, and heat.528
We can write this equation in terms of the diapycnal velocity wγ:529 (
wγ − ∂Kz
∂z
)
∂γ
∂z
= Kz
∂2γ
∂z2
(7)
The vertical density gradient of the standard density profile used here on the target isopycnal530
of the tracer release is −2.7 × 10−4 kgm−4, estimated by fitting a quadratic function to γ(z)531
in a 312 m depth range centred on the tracer target depth (the fit is not sensitive to different532
choices of range from 150 m - 512 m). The second derivative of the neutral density from this533
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quadratic fit is −4.30 × 10−7 kgm−5. We have not attempted here to place limits on the ver-534
tical gradient of the diffusivity, which would be reflected in asymmetry of the tracer profiles.535
Though the asymmetries appear small in Figs. 8 and 9, Ledwell et al. [1998] found that the536
shape of mean tracer profiles in a similar tracer release experiment was not very sensitive to537
vertical variations in diffusivity. Work that is underway by the authors indicates that there538
may be a significant increase in diffusivity with depth, and this would be consistent with the539
work of Mashayek et al. [2017], who find the DIMES tracer diffusivity in Drake Passage is540
dominated by near-bottom processes. Thus, the ∂Kz∂z term in (7) may be non-negligible and541
have negative sign. Perhaps an extreme limit of the upward diapycnal velocity that we are ne-542
glecting can be found using (7) and setting ∂Kz∂z = 0, which gives a value of 20.4 m/year in543
Drake Passage. We can estimate the transit time across Drake Passage from the start of our544
high diffusivity zone at 67◦W to the SR1 transect at 58◦W to be 29 weeks, based on the av-545
erage speed of the centre of mass of the SatGEM model tracer established in section 3. This546
implies a mean diapycnal displacement of the centre of mass of 11.4 m for the tracer up to547
SR1, which is around the thickness of a model grid cell at the tracer depth. Such a displace-548
ment should not affect the diagnosed Kz , and represents an upper limit. A more conservative549
estimate could be made using the transit time implied by the leading edge of the model tracer550
in Fig. 7, around 14 weeks. This would give an even smaller diapycnal displacement of 5.5551
m. Note that it is the square of these displacements (of order 100 m2) compared with the552
square of the widths of the mean profiles at SR1 (of order 8000 m2) that gives a measure of553
the effect of diapycnal displacements on the estimated diffusivity.554
4.5 Effects of the oﬄine approximation555
There are a few consequences of our decision to use an oﬄine tracer advection in an556
isopycnal framework. In reality, the distance between isopycnals varies in time and space;557
in our model they are fixed on each density level. One effect of these fluctuations on the558
tracer is a bolus flux [Gent et al., 1995] which causes the lateral movement of tracer down559
the thickness gradient. To investigate the impact of neglected effects, we ran an online exper-560
iment with the MITgcm to compare with our oﬄine SOSE model implementation (see Ap-561
pendix A). This suggests that our estimates of Kz might increase by 10% if these details were562
accounted for. However, we note that the online experiment resulted in a poorer fit to the563
observations in terms of the lateral distribution of the tracer. It may well be that our oﬄine564
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simulations more accurately reproduce the tracer evolution, even if that may be as a result of565
compensating errors.566
In addition, the movement of isopycnals in the real ocean means that vertical velocities567
are required in order to conserve volume. We neglect the vertical velocity, and our horizontal568
velocity fields are not perfectly non-divergent. This manifests in imperfect conservation of569
tracer in our model runs (note that the flux limiter used in the advection scheme can also af-570
fect tracer conservation). For the model implementation using the SOSE velocities, the over-571
all tracer is no more than 2.05% from perfectly conserved over the full 2 years of the run. For572
SatGEM, the conservation is better than 1.25% in year 1, but in year 2 drops off sharply (up573
to 10% loss by the end of the run) due to the tracer advecting into the areas marked in white574
on Fig. 2 where there are no SatGEM velocities. The good conservation in the SOSE model575
and in SatGEM for year 1 while the tracer remains within the SatGEM fields is reassuring.576
Nevertheless, even with good overall conservation it is still possible that local divergences in577
our velocity fields could have an unexpected effect on our measurement of Kz . We carry out578
an experiment to quantify any spurious diapycnal mixing in the model (see Appendix B), and579
conclude that it is less than 0.15×10−5 m2s−1 in the SE Pacific and less than 1.5×10−5 m2s−1580
in Drake Passage.581
5 Discussion582
5.1 Other estimates of diffusivity583
The value of the diffusivity of 1.6 ± 0.2 × 10−5 m2s−1 for the first year in the SE Pacific584
reported here is higher than the value of 1.3 ± 0.2 × 10−5 m2s−1 reported by L11. Though585
the uncertainties overlap, one might expect the best estimate and confidence intervals from586
two legitimate statistical approaches to the same data set to be in closer agreement. L11 fit587
the evolution of the tracer profile from the initial observed mean profile to the observed mean588
profile from US2 with a 1-D diffusion equation, as is appropriate for diffusion of a tracer in589
a statistically homogenous region with distant boundaries. Their cost function was based on590
variations in the shape of the observed profiles. They obtained nearly the same result, how-591
ever, by fitting Gaussians to the mean initial and US2 tracer profiles, which is more akin to592
what is done in the present work. The density profile used to transform the mean tracer pro-593
file from density to depth was virtually the same in the two analyses. Most of the difference594
between the results must be due to details of the nonlinear least square fits of Gaussians to595
the mean tracer profiles, and to the bootstrap approach used here, but not in L11. Perhaps the596
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difference in the results, compared with the internally generated uncertainty estimates, can be597
taken as an example of how large the effect can be of taking different reasonable approaches598
to the same data set.599
Turbulent kinetic energy dissipation rates were found to be much greater in Drake Pas-600
sage than upstream in the SE Pacific [St. Laurent et al., 2012; Sheen et al., 2013], though601
the diffusivity inferred from the dissipation rates in the layer occupied by the tracer appeared602
to fall short of that indicated by our results and those of W13 by nearly an order of magni-603
tude. A possible explanation for the discrepancy was offered by Mashayek et al. [2017], who604
calculated the diapycnal dispersion of a numerical tracer released at the entrance to Drake605
Passage with a high resolution model. In their model the diapycnal diffusivity was based on606
the relation between dissipation and height above bottom averaged over all the microstructure607
measurements available from Drake Passage. They found that the model tracer spent enough608
time in the vicinity of topographic peaks, where average dissipation rates, and hence in their609
model diffusivity, are very large, that the overall diapycnal diffusivity felt by the tracer was of610
the same order as that observed.611
Estimates of diapycnal diffusivity in the ACC from less direct methods based on pro-612
files of shear and strain at scales greater than 10 m have been made by several investiga-613
tors, anticipating our results, at least qualitatively. Kunze et al. [2006, their Fig. 10] esti-614
mated diffusivities on the order of 10−5 m2s−1 between 50 and 60◦S at 110◦W from WOCE615
LADCP/CTD profiles, in agreement with the DIMES tracer and microstructure measure-616
ments in the SE Pacific. Thompson et al. [2007] estimated diffusivities greater than 5 ×617
10−4 m2s−1 from CTD strain in their bottom bin between 900 and 1000 m depth in the ACC618
in Drake Passage, and even higher values from Thorpe Scale analyses. Their bottom bin did619
not quite reach as deep as the tracer layer, but was close to that layer where it rises towards620
the Polar Front. Wu et al. [2011] estimated diffusivities of 2.5×10−5 m2s−1 in the layer occu-621
pied by the tracer in the SE Pacific from strain spectra measured by profiling Argo floats, and622
values greater than 10−4 m2s−1 in Drake Passage, though not as high as we have reported.623
Whalen et al. [2012] reported diffusivities from strain spectra from Argo profiles of less than624
10−5 m2s−1 in the SE Pacific and of order 10−4 m2s−1 in Drake Passage between 1000 m and625
2000 m depth in the ACC.626
It is promising that the relatively inexpensive observations of strain and shear from627
Argo floats and LADCP/CTD profiles are of the same order of magnitude, and show similar628
patterns, as more direct observations of the dispersion of a tracer. However, it must be re-629
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membered that the chain of assumptions and approximations leading from shear and strain at630
scales of 10 m or more to turbulent diapycnal diffusion is a long one. See especially Kunze631
et al. [2006] for a full discussion. Comparison with direct measurements with a tracer release632
experiment, such as we have in DIMES and earlier tracer experiments, are required to build633
credibility of the less direct techniques. A similar statement can be made about diffusivities634
inferred from turbulence dissipation measurements, though those are more expensive than635
shear and strain measurements, on the one hand, but more directly related to diffusivity on636
the other.637
5.2 Interpretation and mechanisms638
High dissipation rates and diapycnal diffusivities in deep Drake Passage were esti-639
mated from LADCP shear profiles by Naveira Garabato et al. [2004]. They proposed that640
the mechanism was due to the interaction of geostrophic flows with the rough bathymetry.641
Nikurashin and Ferrari [2010b,a] and Scott et al. [2011] developed a theory for such inter-642
actions and applied the theory and numerical simulations to the environment characteristic643
of Drake Passage. The amount of dissipation predicted due to lee waves generated by flow644
over 2-D bathymetry for steepness characteristic of Drake Passage was more than an order of645
magnitude larger than estimated from microstructure profiles, but the estimate was lowered646
by a factor of 5 when flow around features allowed by 3-D topography is taken into account647
[Nikurashin et al., 2014]. ? report evidence for an energetic wave with the characteristics of648
a lee wave generated by flow over the Shackleton Fracture Zone. Thus, much of the enhance-649
ment of turbulent mixing in Drake Passage could well be due to the breaking of lee waves650
generated by the interaction of strong near-bottom geostrophic flows with complex topogra-651
phy, the likes of which can be seen in other parts of the Southern Ocean such as the Scotia652
Sea, Kerguelen Plateau and the southeast Indian Ridge [see e.g. Sloyan, 2005; Nikurashin653
and Ferrari, 2011; Waterman et al., 2013; Brearley et al., 2013].654
Futhermore, de Lavergne et al. [2016], Ferrari et al. [2016] and McDougall and Fer-655
rari [2017] argue that convergence of buoyancy flux into deep waters of the ocean is dom-656
inated by mixing in the vicinity of continental slopes, ocean ridges, and other bathymetric657
features. There is some evidence that the tracer distribution observed in Drake Passage had658
been affected by such boundary mixing; we see some amplification of the diapycnal spread659
of tracer in the 2 stations closest to the continental slope, for example (see stations 54 and660
55 on Fig. 3.3 of the JR276 cruise report, available from BODC). In addition, the numerical661
–23–
Confidential manuscript submitted to JGR-Oceans
simulations of Mashayek et al. [2017] suggest that mixing of the tracer was enhanced over662
many topography features of Drake Passage, such as the Phoenix Ridge and Shackleton Frac-663
ture Zone that cross the passage. In their simulation the effect is rapidly homogenized across664
the ACC by eddy stirring, so that spatial patterns of the tracer dispersion may not reflect to-665
pographic enhancement at specific sites.666
5.3 Implications for the overturning circulation667
W13 estimated that a 20-fold enhancement of Kz in Drake Passage over background668
levels was consistent with a ∼4 Sv contribution by diapycnal mixing to the Meridional Over-669
turning Circulation at the density of the deepest Upper Circumpolar Deep Water. They ex-670
trapolated the enhancement of diffusivity over rough topography to the whole of the ACC671
using an estimate of lee wave generation for the Southern Ocean [Nikurashin and Ferrari,672
2011], and neglected possible covariances between Kz , ∂ρ∂z and
∂2ρ
∂z2
, also assuming Kz to be673
independent of depth. If we make the same assumptions, our confirmation of the enhance-674
ment of mixing over the rough topography of Drake Passage supports that estimate. How-675
ever, the work of Mashayek et al. [2017] suggesting that much of the mixing of the tracer676
occurred close to topography implies a significant role for ∂Kz∂z , as Kz decreases with height677
above the bottom over rough topography. What we can say with certainty is that there is a678
significant downward buoyancy flux through the density layer occupied by the tracer. If we679
assume the mean density gradient from section 4.4 of −2.7 × 10−4 kgm−4, we can estimate680
the buoyancy flux as −gρ Kz
dρ
dz , where g is the acceleration due to gravity, equal to 9.8m s
−2.681
The diapycnal diffusivity found here for Drake Passage implies a downward buoyancy flux682
of approximately 10−9 m2s−3 through the layer occupied by the tracer, if the diffusivities683
of heat and salt are similar to that of tracer and to one another. This buoyancy flux is sig-684
nificant compared with annual circumpolar mean air-sea buoyancy fluxes, whose absolute685
values are of order 5×10−9 m2s−3 or less in the ACC [e.g. Sallée et al., 2010]. The buoyancy686
flux implied by the background diffusivity we have determined for the SE Pacific would be687
4 × 10−11 m2s−3 if extrapolated to the whole ACC.688
The tracer layer is centered near γn = 27.91 kgm−3, which in the ACC region lies689
near the boundary between the Upper and Lower Circumpolar Deep Water. More specifi-690
cally, according to Lumpkin and Speer [2007], it is at the bottom of the south-going limb of691
the deep Meridional Overturning Circulation. Thus, buoyancy is being transported by inte-692
rior diapycnal mixing from somewhere above the tracer level to somewhere below, where it693
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must ultimately converge. This convergence may contribute to the lightening of bottom water694
in the deep north-going limb of the overturning circulation. If the source of the buoyancy, i.e.695
buoyancy divergence, were in the south-going upper limb, it would oppose the strong ten-696
dency of that water to become lighter as it travelled south [see Lumpkin and Speer, 2007].697
If buoyancy is being drained from the north-going limb of the upper cell, then it would con-698
tribute to the densification of water seen in that limb.699
6 Conclusion700
Our results have confirmed those previously obtained using a much simpler model.701
W13 were able to arrive at accurate estimates for the area-averaged diffusivities in the SE Pa-702
cific and Drake Passage regions implied by the evolution of the DIMES tracer using such a703
simple model for a number of reasons. The fast zonal flow of the ACC on its approach to and704
journey through Drake Passage mean that the evolution of the DIMES tracer was adequately705
described by the simple area-averaged zonal velocities used in W13. Nonetheless, they were706
fortunate that their optimisation resulted in zonal velocities that were appropriate for diag-707
nosing Kz , given the weak constraints on these velocities. In addition, the sampling strategy708
of cross-ACC transects employed in the DIMES tracer experiment and the locations of the709
3 transects means that a model with two zones for mean diffusivity and zonal velocity lends710
itself well to reproducing the observations. Since the observed mean profiles at each tran-711
sect are themselves the result of integrated effects on the tracer, it is only the area-averaged712
quantities between the transects that are constrained by these observations.713
The strength of the current work over the simpler model of W13 is that we have suc-714
cessfully validated the models’ lateral tracer evolution through comparison of the column715
integrals with the observations (Fig. 6). The resolution of our models is not high enough to716
capture variability observed at scales of less than 100 km; this smaller-scale variability is717
no doubt due to filamentation of the tracer by straining motions not resolved by the models,718
coupled with the larger scale tracer gradients. However, the models have done a good job of719
reproducing the tracer evolution on larger scales, which are most relevant to the transit times720
between transects, and hence to the determination of Kz . Consequently, we can be satisfied721
that our result for Kz is robust. We also found an increase in the optimal lateral diffusivities722
applied to the models between years 1 and 2, though the fit to the data is not very sensitive to723
Kh . Early in the simulation a large prescribed Kh homogenizes the tracer too quickly. Later724
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on when the tracer patch has grown and taken on a large-scale structure with less filamenta-725
tion, larger values of model Kh fit the data.726
The implementation of a 3D model to diagnose diapycnal diffusivites from the DIMES727
tracer has been a worthwhile exercise in that it has confirmed the result of W13, and pro-728
vided increased confidence in its conclusions. We might add that the ability of the models729
to reproduce the along-isopycnal movement and dispersion of a tracer at 1500 meters depth730
speaks well for their accuracy. The ability to advect the tracer with realistic velocity fields731
and compare the resulting model tracer distributions with the observations is important to the732
robust determination of Kz , and should be considered a valuable step to take in analysing the733
results of similar future tracer release experiments.734
A: Lateral dispersion with an online model735
Our decision to advect the tracer with oﬄine MITgcm adapted to an isopycnal frame-744
work has some consequences for its lateral dispersion. In order to try and quantify these we745
have run an experiment using the ‘online’ primitive equation model of MITgcm. Its setup is746
equivalent to our oﬄine SOSE model runs except that the vertical grid used is the original747
SOSE grid, with 42 vertical levels covering the whole water column, and the online sim-748
ulation contains the full 3-D velocity fields (u, v,w). We switch off the Gent-McWilliams749
parameterisation (GM) in the online run so that it only includes effects due to the model750
physics resolved at 16
◦. The ability of a model to resolve mesoscale eddies is dependent on751
the ratio of the first baroclinic deformation radius to the model horizontal grid spacing. Hall-752
berg [2013] argues that in a region where eddies are resolved, GM will suppress them rather753
than replicating their effects. In the DIMES region, the deformation radius and SOSE grid754
spacing are similar [see Jones et al., 2016, Fig. S1], which means that larger mesoscale fea-755
tures are well resolved; hence the disabling of GM is appropriate. We cannot use the online756
run to look at vertical dispersion because of the much coarser vertical resolution, but we757
compare the lateral dispersion by calculating the zonal first moment of the tracer patch as758
it evolves (Fig. A.1). The progress of the centre of mass is somewhat slower in the online759
model, with a rate of eastward propagation of 0.29◦ longitude/week after week 20 (to com-760
pare with 0.32◦/week calculated for the oﬄine model). Therefore we estimate that our oﬄine761
framework could add a relative uncertainty of 10% to the diagnosed Kz . However, we note762
that χ2I at UK2/UK2.5 for the online simulation is 6.25; the fit to the observations is worse763
than that for either of our oﬄine models.764
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B: Quantifying spurious Kz765
We have stated that a principle requirement of our model is that the diapycnal disper-766
sion of the tracer is as far as possible caused by the prescribed Kz field, with minimal spuri-767
ous diapycnal diffusion. To test this, we ran an experiment to measure the change in the mean768
profile vertical widths obtained from sampling the tracer at each of our five UK2/UK2.5769
transects under the influence of a prescribed model Kz set to zero everywhere. As for our770
main study, this experiment is run in two stages. First we initialise the tracer with our normal771
Gaussian initial condition and subject it to a uniform diffusivity for 1 year, advected using772
our SatGEM oﬄine model setup. We then take the output from this run as the initial con-773
dition for a year 2 run, this time with Kz = 0. We measure the mean profile widths at the774
UK2/UK2.5 transects at the beginning and end of the year 2 run and look for any change.775
We find that there is a small change in the widths of some mean profiles under zero Kz , and776
that the change is larger for wider profiles. For profiles ∼25 m wide, appropriate for the US2777
optimisation, the largest change between start and end for year 2 implies a diffusivity of778
1.4 × 10−7 m2s−1; negligible. For profiles ∼50 m wide, the width at the Albatross and Pacific779
transects used to optimise Kzp , the largest change implies a diffusivity of 1.5 × 10−6 m2s−1;780
a small error on our year 2 SE Pacific diffusivity. Finally for profiles of ∼90 m width needed781
to optimise Kzd the implied diffusivity is 1.5 × 10−5 m2s−1; again introducing only a small782
percentage error on the estimated value for Drake Passage.783
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Figure 4. Lateral distribution of the tracer from a SatGEM model run output at (a) US2, (b) UK2 and (c)
UK2.5. Observed column integrals are overlaid with coloured circles with the same colour scale as the model
tracer; white dots mark the station positions. The white contour is the boundary of the model bathymetry.
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Figure 5. Lateral distribution of the tracer from a SOSE model run output at (a) US2, (b) UK2 and (c)
UK2.5. Observed column integrals are overlaid with coloured circles with the same colour scale as the model
tracer; white dots mark the station positions. The white contour is the boundary of the model bathymetry.
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Figure 6. Tracer column integrals at the observed stations on the US2 (top panel), UK2 (middle panels)
and UK2.5 (bottom panels) surveys. The observations are shown by the black lines, and the corresponding
model outputs from the SatGEM and SOSE model runs depicted on Figs. 4 and 5 are shown by the red and
blue lines, respectively. For US2 each point is a station along the continuous survey track; for UK2 and UK2.5
the observations are split by transect and plotted against latitude (see station locations on Fig. 1).
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Figure 7. Hovmöller plots of tracer column integrals integrated over the model’s latitude range from model
runs advected using SatGEM (top) and SOSE (bottom) velocity fields. The black vertical lines indicate the
approximate longitudes of the Albatross (68◦W) and SR1 (58◦W) transects. The grey horizontal lines indicate
the time after release of the US2 (52 weeks) and UK2 (99 weeks) model outputs. The UK2.5 output is at 115
weeks, the top of the plots. The white vertical dashed line indicates the boundary between the model low and
high Kz zones. The red curves show how the zonal centre of mass of the model tracer patch moves with time.
The colour scale is saturated during the early part of the simulation in order that the tracer be visible when it
reaches Drake Passage.
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Figure 8. Mean profiles from the model advected using SatGEM velocities (dashed lines) and from the
observations (solid lines). The means are over the US2 full survey (black), and the Pacific (blue), Albatross
(green) and SR1 (red) transects. Mean concentration profiles have been mapped from neutral density to depth
using the standard depth-density curve for this study. The uncertainties on the mean profiles, calculated from
the standard error of the individual profiles contributing to the mean, are shown as shaded areas.
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Figure 9. Mean profiles from the model advected using SOSE velocities (dashed lines) and from the obser-
vations (solid lines). The means are over the US2 full survey (black), and the Pacific (blue), Albatross (green)
and SR1 (red) transects. Mean concentration profiles have been mapped from neutral density to depth using
the standard depth-density curve for this study, and are plotted relative to the mean depth of the tracer target
density. The uncertainties on the mean profiles, calculated from the standard error of the individual profiles
contributing to the mean, are shown as shaded areas.
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Figure A.1. Hovmöller plots of tracer column integrals integrated over the model’s latitude range from of-
fline (top) and online (bottom) SOSE model runs. The black vertical lines indicate the approximate longitudes
of the Albatross (68◦W) and SR1 (58◦W) transects. The grey horizontal lines indicate the time after release
of the US2 (52 weeks) and UK2 (99 weeks) model outputs. The UK2.5 output is at 115 weeks, the top of the
plots. The white vertical dashed line indicates the boundary between the model low and high Kz zones. The
red curves show how the zonal centre of mass of the model tracer patch moves with time. The colour scale
is saturated during the early part of the simulation in order that the tracer be visible when it reaches Drake
Passage.
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