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0. Introduction
Let X be a real reﬂexive Banach space. Very recently, in [14], the classical min–max principle of Ghoussoub [9] has been
extended to locally Lipschitz continuous functionals Φ : X → R satisfying a weak Palais–Smale hypothesis that generalizes
both the usual one [3, Deﬁnition 2] and the non-smooth Cerami condition [11, p. 248]. On the other hand, a version
of Ghoussoub’s theorem for functions f : X → R ∪ {+∞} given by a locally Lipschitz continuous term Φ plus a convex,
proper, and lower semi-continuous functional ψ : X → R∪ {+∞} was previously obtained in [13] exploiting a compactness
assumption, which reduces to that of Chang [3] in the locally Lipschitz continuous setting, i.e., ψ ≡ 0. Therefore, the problem
of investigating whether the main results in [13] hold true under weaker Palais–Smale’s type hypotheses spontaneously
arises. Like the C1 case, beyond the theoretical interest, it is also useful for applications.
This paper positively answers the question; see Theorems 2.1 and 2.2 below. From a technical point of view, Theorem 2.1
is achieved as follows. We ﬁrst provide suitable versions of two auxiliary lemmas in [16]. Through them and Ekeland’s
Variational Principle, employed with an appropriate metric of geodesic type, Ghoussoub’s approach is then adapted to our
non-smooth framework. Theorem 2.2 represents an immediate, although meaningful, consequence of Theorem 2.1. When
the involved function f is C1 while the compactness condition is that of Cerami [10, Section 13.1], such idea basically goes
back to Ekeland [7, Section IV.1]. If ψ ≡ 0 then Theorems 2.1 and 2.2 reduce to Theorems 3.1 and 3.2, respectively, in [14].
A concrete functional f , which fulﬁls our weak Palais–Smale assumption on the Sobolev space X := H10(Ω), is presented
in Section 3.
Besides the existence of critical points, Ghoussoub’s result gives valuable information about their nature; see for instance
[10, Chapter 12]. The same question might be addressed through Theorems 2.1–2.2, and non-differentiable variants of several
known structure results established. We cite [13] and, for the locally Lipschitz continuous case, [1] as previous papers on
the subject.
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an excellent overview of this topic. A special mention deserves the work [12], where a general deformation lemma and a
subsequent min–max principle for locally Lipschitz continuous functionals are obtained under the standard Mountain Pass
Geometry and a weak Palais–Smale hypothesis similar to but different from the one adopted here.
Non-smooth functions f of the above type were previously introduced by Motreanu and Panagiotopoulos [18] for study-
ing the so-called variational–hemivariational inequalities. They have been exploited in the mathematical modelling of several
complicated engineering, besides mechanical, problems, and extensively treated from many points of view in latest years
[18,19].
1. Preliminaries
Let (X,‖ · ‖) be a real Banach space. If V is a subset of X , we write int(V ) for the interior of V and V for the closure
of V . When V is nonempty, x ∈ X , and r > 0, we deﬁne B(x, r) := {z ∈ X: ‖z − x‖ < r} as well as
d(x, V ) := inf
z∈V ‖x− z‖, Nr(V ) :=
{
z ∈ X: d(z, V ) < r}.
Given x, z ∈ X , the symbol [x, z] indicates the line segment joining x to z, i.e., [x, z] := {x+ t(z− x): t ∈ [0,1]}, and d(x, z) :=
‖x − z‖. We denote by X∗ the dual space of X , while 〈·,·〉 stands for the duality pairing between X and X∗ . A function
Φ : X → R is called locally Lipschitz continuous when to every x ∈ X there correspond a neighborhood Vx of x, besides a
constant Lx  0, such that∣∣Φ(z) − Φ(w)∣∣ Lx‖z − w‖ ∀z,w ∈ Vx.
If x, z ∈ X , we write Φ0(x; z) for the generalized directional derivative of Φ at the point x along the direction z, namely
Φ0(x; z) := limsup
w→x,t→0+
Φ(w + tz) − Φ(w)
t
.
It is known [4, Proposition 2.1.1] that Φ0 is upper semi-continuous on X × X . The generalized gradient of the function Φ
in x, denoted by ∂Φ(x), is the set
∂Φ(x) := {x∗ ∈ X∗: 〈x∗, z〉Φ0(x; z) ∀z ∈ X}.
Proposition 2.1.2 of [4] ensures that ∂Φ(x) is nonempty, convex, in addition to weak*-compact, and that
Φ0(x; z) := max{〈x∗, z〉: x∗ ∈ ∂Φ(x)}. (1.1)
Now, let ψ : X → R∪{+∞} be convex, proper, and lower semi-continuous. The function ψ is continuous on int(Dψ), where,
as usual, Dψ := {x ∈ X: ψ(x) < +∞}; see for instance [6, Exercise 1, p. 296]. If ∂ψ(x) indicates the sub-differential of ψ at
the point x ∈ X , D∂ψ := {x ∈ X: ∂ψ(x) = ∅}, and X is reﬂexive then Theorem 23.5 in the same reference gives
int(Dψ) = int(D∂ψ). (1.2)
Recall also that
ψ(z) − ψ(x) 〈z∗, z − x〉 ∀z ∈ Dψ, z∗ ∈ ∂ψ(x),
provided x ∈ D∂ψ . Moreover, by [16, Proposition 1.1] one has:
Lemma 1.1. Suppose X is reﬂexive and x ∈ int(Dψ). Then for every xn → x in X and every z∗n ∈ ∂ψ(xn), n ∈ N, there exist a subse-
quence {z∗kn } of {z∗n}, besides a point z∗ ∈ ∂ψ(x), such that z∗kn ⇀ z∗ in X∗ .
Let f be a function on X satisfying the structural hypothesis:
(H f ) f (x) := Φ(x)+ψ(x) for all x ∈ X, where Φ : X → R is locally Lipschitz continuous while ψ : X → R∪{+∞} is convex, proper,
and lower semi-continuous.
We say that x ∈ X is a critical point of f when
Φ0(x; z − x) + ψ(z) − ψ(x) 0 ∀z ∈ X .
If ψ ≡ 0 this clearly means 0 ∈ ∂Φ(x), i.e., x is a critical point of Φ according to [3, Deﬁnition 2]. Given a real number c,
write
Kc( f ) :=
{
x ∈ X: f (x) = c, x is a critical point of f }.
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+∞∫
0
1
1+ h(ξ) dξ = +∞. (1.3)
We say that f fulﬁls a weak Palais–Smale condition at the level c ∈R when for some h as above one has:
(PS)hc Every sequence {xn} ⊆ X such that f (xn) → c and there exist y∗n ∈ ∂Φ(xn), z∗n ∈ ∂ψ(xn), n ∈ N, satisfying (1+ h(‖xn‖))‖y∗n +
z∗n‖X∗ → 0 possesses a convergent subsequence.
Remark 1.1. For ψ ≡ 0, namely in the locally Lipschitz continuous setting, (PS)hc reduces to the weak Palais–Smale hypothesis
of [14]. So, in particular, if h ≡ 0 then we obtain Chang’s compactness condition [3, Deﬁnition 2] while setting h(ξ) := ξ , ξ ∈
[0,+∞[, produces a non-smooth version, previously adopted in [11], of the so-called Cerami assumption [10, Section 13.1].
Remark 1.2. Under the further request that h be nondecreasing, the following compactness hypothesis at the level c ∈ R is
already known [17, Deﬁnition 1.3]:
(ps)hc Every sequence {xn} ⊆ X such that f (xn) → c and
Φ0(xn; z − xn) + ψ(z) − ψ(xn)− εn
1+ h(‖xn‖)‖z − xn‖ ∀n ∈ N, z ∈ X,
where εn → 0+ , has a convergent subsequence.
Obviously, (ps)hc includes (PS)
h
c as a special case. This is true because if x ∈ D∂ψ and z ∈ Dψ then
Φ0(x; z − x) + ψ(z) − ψ(x) 〈y∗ + z∗, z − x〉−∥∥y∗ + z∗∥∥X∗‖z − x‖ (1.4)
for all y∗ ∈ ∂Φ(x), z∗ ∈ ∂ψ(x). However, we do not need here that h be monotone. Moreover, condition (ps)hc has been
introduced in [17] to treat different topics.
Given x, z ∈ X , denote by P(x, z) the family of all piecewise C1 paths p : [0,1] → X such that p(0) = x and p(1) = z. Put
lh(p) :=
1∫
0
‖p′(t)‖
1+ h(‖p(t)‖) dt, p ∈ P(x, z),
as well as
δh(x, z) := inf
{
lh(p): p ∈ P(x, z)
}
. (1.5)
For h(ξ) := ξ , ξ ∈ [0,+∞[, the function δh : X × X → R deﬁned by (1.5) coincides with the geodesic distance introduced in
[7, p. 138]. Exploiting (1.3) and the arguments of [7, p. 138] (cf. besides [5, Section 4], where a more general situation is
treated) yields the following basic properties of δh .
(p1) δh(x, z) ‖x− z‖ for all x, z ∈ X.
(p2) If U is a nonempty bounded subset of X then there exists a constant cU > 0 such that
δh(x, z) cU‖x− z‖ ∀x, z ∈ U .
(p3) δh turns out to be a distance on X and the metric topology derived from δh coincides with the norm topology.
(p4) δh-bounded and norm-bounded sets in X are the same.
Through (p1), (p2), and (p4) one easily veriﬁes that the metric space (X, δh) is complete.
Finally, the following version [8, pp. 444, 456] of the famous variational principle of Ekeland will be employed.
Theorem 1.1. Let (Z , δ) be a complete metric space and let I : Z → R ∪ {+∞} be a proper, lower semi-continuous, bounded below
function. Then to each ε, r > 0 and z¯ ∈ Z satisfying I(z¯) infz∈Z I(z) + ε there corresponds a point z0 ∈ Z such that
I(z0) I(z¯), δ(z0, z¯)
1
r
, I(z) − I(z0)−εrδ(z, z0) ∀z ∈ Z .
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From now on (X,‖ ·‖) denotes a real reﬂexive Banach space while f : X →R∪{+∞} is a function fulﬁlling the structural
hypothesis (H f ).
Lemma 2.1. Let (H f ) be satisﬁed, let C be a nonempty subset of int(Dψ), and let σ > 0 be such that(
1+ h(‖x‖))∥∥y∗ + z∗∥∥X∗  σ ∀x ∈ C, y∗ ∈ ∂Φ(x), z∗ ∈ ∂ψ(x). (2.1)
Then to every x ∈ C there corresponds ξx ∈ X such that ‖ξx‖ = 1 and(
1+ h(‖x‖))〈y∗ + z∗, ξx〉−σ ∀y∗ ∈ ∂Φ(x), z∗ ∈ ∂ψ(x). (2.2)
Proof. Fix x ∈ C . By (1.2) one has ∂ψ(x) = ∅. Hence, ∂Φ(x) + ∂ψ(x) turns out to be nonempty and convex. We claim
that it is also closed. Indeed, pick {y∗n} ⊆ ∂Φ(x), {z∗n} ⊆ ∂ψ(x) complying with y∗n + z∗n → w∗ in X∗ . Since X is reﬂexive,
Proposition 2.1.2 in [4] yields y∗ ∈ ∂Φ(x) such that y∗n ⇀ y∗ , where a subsequence is considered when necessary. Thanks to
Lemma 1.1, the choice of {z∗n} forces w∗ − y∗ ∈ ∂ψ(x), from which the assertion follows.
Next, observe that 0 /∈ ∂Φ(x) + ∂ψ(x). Through Corollary III.20 in [2] we thus obtain u∗ ∈ ∂Φ(x), v∗ ∈ ∂ψ(x) satisfying
B
(
0, δ∗
)∩ (∂Φ(x) + ∂ψ(x))= ∅, where δ∗ := ∥∥u∗ + v∗∥∥X∗ > 0.
Now, the Hahn–Banach Theorem [2, Theorem I.6] provides a point ξˆx ∈ X with the properties ‖ξˆx‖ = 1 and, whenever
y∗ ∈ ∂Φ(x), z∗ ∈ ∂ψ(x),〈
y∗ + z∗, ξˆx
〉

〈
w∗, ξˆx
〉 ∀w∗ ∈ B(0, δ∗).
Since ∥∥u∗ + v∗∥∥X∗ = ∥∥u∗ + v∗∥∥X∗‖ξˆx‖ = max{〈w∗, ξˆx〉: w∗ ∈ B(0, δ∗)},
the above inequality leads to〈
y∗ + z∗, ξˆx
〉

∥∥u∗ + v∗∥∥X∗ .
On account of (2.1) this implies(
1+ h(‖x‖))〈y∗ + z∗,−ξˆx〉−(1+ h(‖x‖))∥∥u∗ + v∗∥∥X∗ −σ
for all y∗ ∈ ∂Φ(x), z∗ ∈ ∂ψ(x). The conclusion is evidently achieved once we choose ξx := −ξˆx . 
Lemma 2.2. Under the assumptions of Lemma 2.1, for every x ∈ C there exists δx > 0 such that(
1+ h(‖w‖))〈y∗ + z∗, ξx〉< −σ
2
∀y∗ ∈ ∂Φ(u), z∗ ∈ ∂ψ(v), u, v,w ∈ B(x, δx).
Proof. If the conclusion were false then we could ﬁnd x ∈ C , {un}, {vn}, {wn} ⊆ X , and {y∗n}, {z∗n} ⊆ X∗ fulﬁlling the following
conditions:
un → x, y∗n ∈ ∂Φ(un) ∀n ∈N; (2.3)
vn → x, z∗n ∈ ∂ψ(vn) ∀n ∈N; (2.4)
wn → x,
(
1+ h(‖wn‖))〈y∗n + z∗n, ξx〉−σ2 ∀n ∈ N. (2.5)
Due to the reﬂexivity of X and (2.3), Proposition 2.1.2 in [4] yields y∗ ∈ X∗ such that, taking a subsequence if necessary,
y∗n ⇀ y∗ in X∗ , while Proposition 2.1.5 of the same reference forces y∗ ∈ ∂Φ(x). Since x ∈ C ⊆ int(Dψ) = int(D∂ψ ), com-
bining (2.4) with Lemma 1.1 we obtain, up to subsequences, z∗n ⇀ z∗ for some z∗ ∈ ∂ψ(x). Now, from (2.5) it follows, as
n → +∞,(
1+ h(‖x‖))〈y∗ + z∗, ξx〉−σ
2
where y∗ ∈ ∂Φ(x) and z∗ ∈ ∂ψ(x). However, this contradicts (2.2). 
Remark 2.1. The proofs of Lemmas 2.1 and 2.2 above are chieﬂy patterned after those of Lemmas 2.3 and 2.4, respectively,
in [16].
S.A. Marano, D. Motreanu / J. Math. Anal. Appl. 358 (2009) 189–201 193Let B be a nonempty closed subset of X and let F be a class of nonempty compact sets in X . According to [9, Deﬁ-
nition 1], we say that F is a homotopy-stable family with extended boundary B when for every A ∈ F , η ∈ C0([0,1] × X, X)
such that η(t, x) = x on ({0}× X)∪ ([0,1] × B) one has η({1}× A) ∈ F . Some meaningful situations are special cases of this
notion.
Example 2.1. If Q denotes a compact set in X , Q 0 is a nonempty closed subset of Q , γ0 ∈ C0(Q 0, X),
Γ := {γ ∈ C0(Q , X): γ |Q 0 = γ0},
and F := {γ (Q ): γ ∈ Γ }, then F is a homotopy-stable family with extended boundary B := γ0(Q 0). In particular, this
occurs when Q indicates a compact topological manifold in X having a nonempty boundary Q 0 while γ0 := id|Q 0 .
The following assumptions will be posited in the sequel.
(a1) f : X → R∪{+∞} satisﬁes (H f ). Moreover,ψ is continuous on any nonempty compact set A ⊆ X such that supx∈A ψ(x) < +∞.
(a2) F denotes a homotopy-stable family with extended boundary B and
c := inf
A∈F supx∈A
f (x) < +∞. (2.6)
(a3) There exists a closed subset F of X such that
(A ∩ F ) \ B = ∅ ∀A ∈ F, (2.7)
as well as
sup
x∈B
f (x) inf
x∈F f (x). (2.8)
(a4) For suitable r,μ > 0 one has Nr( f −1(]−∞, c + μ])) ⊆ Dψ .
(a5) h : [0,+∞[ → [0,+∞[ is a continuous function fulﬁlling (1.3), while δh indicates the metric deﬁned by (1.5).
Combining (a2) with (a3) immediately yields
inf
x∈F f (x) c. (2.9)
Theorem 2.1. Let (a1)–(a5) be satisﬁed. Then to every sequence {An} ⊆ F such that supx∈An f (x) → c there corresponds a sequence{xn} ⊆ X \ B with the following properties:
(i1) f (xn) → c.
(i2) For each n ∈ N we can ﬁnd y∗n ∈ ∂Φ(xn), z∗n ∈ ∂ψ(xn) such that
lim
n→+∞
(
1+ h(‖xn‖))∥∥y∗n + z∗n∥∥X∗ = 0.
(i3) δh(xn, F ) → 0 provided infx∈F f (x) = c.
(i4) δh(xn, An) → 0.
Proof. On account of (2.9) we ﬁrst consider the case
inf
x∈F f (x) = c. (2.10)
Pick ε > 0 so small that ε
2
8 μ,{
x ∈ X: δh
(
x, f −1
(]−∞, c + μ])) ε/2}⊆ Nr( f −1(]−∞, c + μ])),
and choose Aε ∈ F fulﬁlling
c  sup
x∈Aε
f (x) < c + ε
2
8
. (2.11)
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c − ε
2
8
 f (xε) c + 5ε
2
4
, (2.12)(
1+ h(‖xε‖))∥∥y∗ε + z∗ε∥∥X∗ < 6ε, (2.13)
δh(xε, F )
3ε
2
, (2.14)
δh(xε, Aε)
ε
2
, (2.15)
which obviously provides a sequence {xn} ⊆ X \ B enjoying properties (i1)–(i4). To shorten notation, write
A′ε := {1} × Aε, Fε :=
{
x ∈ X: δh(x, F ) < ε
}
,
Gε :=
({0} × X)∪ ([0,1] × ((Aε \ Fε) ∪ B)).
We denote by L the space of all η ∈ C0([0,1] × X, X) satisfying
η(t, x) = x ∀(t, x) ∈ Gε, sup
(t,x)∈[0,1]×X
δh
(
η(t, x), x
)
< +∞.
Since ({0} × X) ∪ ([0,1] × B) ⊆ Gε , one clearly has
η(A′ε) ∈ F ∀η ∈ L. (2.16)
A simple computation then shows that L, equipped with the uniform distance
ρ(η1, η2) := sup
(t,x)∈[0,1]×X
δh
(
η1(t, x),η2(t, x)
)
, η1, η2 ∈ L,
is complete. Deﬁne, for every x ∈ X ,
f1(x) := max
{
0, ε2 − εδh(x, F )
}
, f2(x) := min
{
ε2/8, εδh
(
x, (Aε \ Fε) ∪ B
)}
,
g(x) := f (x) + f1(x) + f2(x).
Moreover, set
I(η) := sup
z∈η(A′ε)
g(z), η ∈ L.
The function I : L →R∪ {+∞} is evidently lower semi-continuous. Gathering (2.16) and (2.7) together yields(
η
(
A′ε
)∩ F ) \ B = ∅ ∀η ∈ L.
Consequently, on account of (2.10),
I(η) sup
z∈η(A′ε)∩F
g(z) sup
z∈η(A′ε)∩F
f (z) + ε2  c + ε2, η ∈ L,
which means
inf
η∈L I(η) c + ε
2. (2.17)
Let η¯(t, x) := x for all (t, x) ∈ [0,1] × X . Since, by (2.11) and (2.17),
I(η¯) sup
x∈Aε
f (x) + ε2 + ε
2
8
< c + ε2 + ε
2
4
 inf
η∈L I(η) +
ε2
4
, (2.18)
Theorem 1.1 can be applied. Hence, there exists η0 ∈ L such that
I(η0) I(η¯), (2.19)
ρ(η0, η¯)
ε
2
, (2.20)
I(η) I(η0) − ε
2
ρ(η,η0) ∀η ∈ L. (2.21)
Inequality (2.19) immediately yields
sup
′
ψ(z) I(η¯) − min
z∈η0(A′ε)
Φ(z) < +∞.
z∈η0(Aε)
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the set
C :=
{
w ∈ η0
(
A′ε
)
: g(w) = I(η0) = sup
z∈η0(A′ε)
g(z)
}
turns out nonempty and compact. We claim that for some z0 ∈ (η0(A′ε) ∩ F ) \ B one has
f (z0) = max
z∈η0(A′ε)∩F
f (z). (2.22)
In fact, let zˆ ∈ η0(A′ε) ∩ F satisfy f (zˆ) = maxz∈η0(A′ε)∩F f (z). If zˆ /∈ B , then the assertion is true with z0 := zˆ. Otherwise,
exploiting (2.7), pick any z0 ∈ (η0(A′ε) ∩ F ) \ B . Thanks to (2.8) we obtain
max
z∈η0(A′ε)∩F
f (z) = f (zˆ) sup
x∈B
f (x) inf
x∈F f (x) f (z0) maxz∈η0(A′ε)∩F
f (z),
and (2.22) holds. The point z0 does not lie in (Aε \ Fε) ∪ B . So, f2(z0) > 0. Because of (2.10) this implies
max
z∈η0(A′ε)
g(z) f (z0) + f1(z0) + f2(z0) c + ε2 + f2(z0) > c + ε2. (2.23)
Through (2.11), (2.8), and (2.10) we then achieve
sup
x∈Aε\Fε
g(x) sup
x∈Aε
f (x) < c + ε
2
8
, (2.24)
sup
x∈B∩Fε
g(x) sup
x∈B
f (x) + ε2  inf
x∈F f (x) + ε
2 = c + ε2, (2.25)
sup
x∈B\Fε
g(x) = sup
x∈B\Fε
f (x) sup
x∈B
f (x) inf
x∈F f (x) = c. (2.26)
Let B ′ := (Aε \ Fε) ∪ B . From (2.23)–(2.26) it results in
sup
x∈B ′
g(x) c + ε2 < max
z∈η0(A′ε)
g(z),
which clearly forces
B ′ ∩ C = ∅. (2.27)
We shall next prove that:
There exist xε ∈ C , y∗ε ∈ ∂Φ(xε), and z∗εψ(xε) satisfying (2.13). (2.28)
To this end, let us ﬁrst note that, by construction, (2.20), (2.11), the choice of ε, and (a4), one has
C ⊆ η0
(
A′ε
)⊆ {x ∈ X: δh(x, Aε) ε/2}⊆ {x ∈ X: δh(x, f −1(]−∞, c + μ])) ε/2}
⊆ Nr
(
f −1
(]−∞, c + μ]))⊆ int(Dψ). (2.29)
So, if (2.28) were false then all the hypotheses of Lemma 2.2 would be satisﬁed with σ := 6ε. Thus, for each x ∈ C we could
ﬁnd δx > 0, besides ξx ∈ X , as in that result. Let rx ∈ ]0, δx[ be small enough to have also Φ Lipschitz continuous on B(x, rx),
B ′ ∩ B(x, rx) = ∅ (2.30)
by (2.27), as well as
h
(‖w‖)< h(‖x‖)+ 1 ∀w ∈ B(x, rx). (2.31)
Put Vx := B(x, rx). The family B := {Vx: x ∈ C} represents an open covering of C . Since C is compact, B possesses a ﬁnite
sub-covering {Vx j : j = 1,2, . . . ,m} to which we can associate a continuous partition of unity {χ j: j = 1,2, . . . ,m}. For
simplicity of notation, write ξ j := ξx j , r j := rx j , besides V j := Vx j . Moreover, deﬁne, for every x ∈ X ,
v(x) :=
{∑m
j=1 χ j(x)ξ j if x ∈
⋃m
j=1 V j ,
0 othervise,
u(x) := (1+ h(‖x‖))v(x).
Observe that ‖v(x)‖ 1 for all x ∈ X because ‖ξ j‖ = 1, j = 1,2, . . . ,m. Hence, the function u : X → X is continuous,∥∥u(x)∥∥ 1+ h(‖x‖) ∀x ∈ X, (2.32)
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u(x) = 0 in B ′. (2.33)
Through (2.31)–(2.32) we then obtain∥∥u(x)∥∥ 2+ M, x ∈ X, (2.34)
where M :=maxx∈C h(‖x‖). Now, set, provided n ∈ N,
ηn(t, x) := η0(t, x) + t
n
u
(
η0(t, x)
) ∀(t, x) ∈ [0,1] × X . (2.35)
From η0 ∈ L, (2.33), (2.34), and (2.20) it follows ηn ∈ L. Further,
ρ(ηn, η0) = sup
(t,x)∈[0,1]×X
δh
(
ηn(t, x),η0(t, x)
)
 1
n
sup
(t,x)∈[0,1]×X
1∫
0
‖u(η0(t, x))‖
1+ h(‖η0(t, x) + tτn u(η0(t, x))‖)
dτ .
This inequality, combined with (2.21), leads to
I(ηn) − I(η0)− ε
2n
sup
(t,x)∈[0,1]×X
1∫
0
‖u(η0(t, x))‖
1+ h(‖η0(t, x) + tτn u(η0(t, x))‖)
dτ ∀n ∈N.
Letting n → +∞ and using (2.32) we thus get
lim inf
n→+∞
I(ηn) − I(η0)
1/n
−ε
2
> −ε. (2.36)
In view of (2.29), (2.34), and (2.35) one has ηn(A′ε) ⊆ int(Dψ) for any suﬃciently large n. So, the function x → ψ(ηn(1, x))
is continuous on Aε; see (a1). Since the same holds for x → g(ηn(1, x)), x ∈ Aε , there exists a point xn ∈ Aε such that
I(ηn) = g(ηn(1, xn)). The compactness of Aε forces, along a subsequence when necessary, xn → x0 for some x0 ∈ Aε as well
as
η0(1, x0) ∈ C,
because g is continuous on int(Dψ) and thus
g
(
η0(1, x)
)= lim
n→+∞ g
(
ηn(1, x)
)
 lim
n→+∞ g
(
ηn(1, xn)
)= g(η0(1, x0)) ∀x ∈ Aε.
Now, Lebourg’s theorem [19, Theorem 2.3.7] gives x′n ∈ [η0(1, xn), ηn(1, xn)], y∗n ∈ ∂Φ(x′n) such that
Φ
(
ηn(1, xn)
)− Φ(η0(1, xn))= 〈y∗n, ηn(1, xn) − η0(1, xn)〉. (2.37)
Since ψ is convex, we can ﬁnd z∗n ∈ ∂ψ(ηn(1, xn)) fulﬁlling
ψ
(
η0(1, xn)
)− ψ(ηn(1, xn)) 〈z∗n, η0(1, xn) − ηn(1, xn)〉. (2.38)
From (2.37)–(2.38) it easily follows
f
(
ηn(1, xn)
)− f (η0(1, xn)) 1
n
〈
y∗n + z∗n,u
(
η0(1, xn)
)〉
, (2.39)
with y∗n ∈ ∂Φ(x′n), z∗n ∈ ∂ψ(ηn(1, xn)).
Let J0 := { j: η0(1, x0) ∈ V j} and let Jn := { j ∈ J0: η0(1, xn), ηn(1, xn) ∈ V j}. Obviously, J0 = ∅. Moreover, Jn = J0 for any
n large enough, as
η0(1, xn) → η0(1, x0) and ηn(1, xn) → η0(1, x0)
by (2.34)–(2.35). Therefore, x′n ∈ V j ( j ∈ Jn) too. On account of Lemma 2.2 we thus get〈
y∗n + z∗n,u
(
η0(1, xn)
)〉= ∑
j∈ Jn
〈
y∗n + z∗n, ξ j
〉
χ j
(
η0(1, xn)
)(
1+ h(∥∥η0(1, xn)∥∥))< −3ε ∑
j∈ J0
χ j
(
η0(1, xn)
)
. (2.40)
Gathering (2.39)–(2.40) together yields
f
(
ηn(1, xn)
)− f (η0(1, xn))< −3ε
n
∑
χ j
(
η0(1, xn)
)
. (2.41)j∈ J0
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f i
(
ηn(1, xn)
)− f i(η0(1, xn)) εδh(ηn(1, xn),η0(1, xn))
 ε
n
1∫
0
‖u(η0(1, xn))‖
1+ h(‖η0(1, xn) + τn u(η0(1, xn))‖)
dτ , i = 1,2, n ∈N. (2.42)
Through (2.41) and (2.42) we thus achieve
I(ηn) − I(η0) g
(
ηn(1, xn)
)− g(η0(1, xn))
 1
n
(
−3ε
∑
j∈ J0
χ j
(
η0(1, xn)
)+ 2ε
1∫
0
‖u(η0(1, xn))‖
1+ h(‖η0(1, xn) + τn u(η0(1, xn))‖)
dτ
)
,
which implies
limsup
n→+∞
I(ηn) − I(η0)
1/n
−ε.
However, this contradicts (2.36). Hence, claim (2.28) holds true.
Choose xε ∈ C , y∗ε ∈ ∂Φ(xε), z∗ε ∈ ∂ψ(xε) complying with (2.28). By (2.27) one has xε /∈ B , i.e., (2.13) is fulﬁlled. Observe
that xε = η0(1, xˆ) for some xˆ ∈ Aε and that xˆ ∈ Fε , because otherwise xε = xˆ ∈ Aε \ Fε ⊆ B ′ as η0 ∈ L, against (2.27).
Consequently, due to (2.20),
δh(xε, F ) δh
(
η0(1, xˆ), η¯(1, xˆ)
)+ δh(xˆ, F ) 3ε2 , δh(xε, Aε) δh
(
η0(1, xˆ), η¯(1, xˆ)
)
 ε
2
.
This shows (2.14)–(2.15). The conclusion is thus achieved once we verify (2.12). Bearing in mind the choice of xε , (2.19),
(2.11), besides the properties of f1 and f2, one achieves
f (xε) g(xε) = I(η0) I(η¯) = sup
x∈Aε
g(x) < c + ε
2
8
+ ε2 + ε
2
8
= c + 5ε
2
4
.
Through (2.17) we then get
f (xε) = I(η0) − f1(xε) − f2(xε) inf
η∈L I(η) − ε
2 − ε
2
8
 c − ε
2
8
.
Combining the two inequalities above yields (2.12) and completes the proof when (2.10) holds.
Let us now come to the case
inf
x∈F f (x) < c. (2.43)
Pick ε > 0 so small that ε
2
4 μ,{
x ∈ X: δh
(
x, f −1
(]−∞, c + μ])) ε/2}⊆ Nr( f −1(]−∞, c + μ])),
and choose Aε ∈ F fulﬁlling
c  sup
x∈Aε
f (x) < c + ε
2
4
. (2.44)
We shall seek points xε ∈ X \ B , y∗ε ∈ ∂Φ(xε), z∗ε ∈ ∂ψ(xε) such that
c  f (xε) < c + ε
2
4
, (2.45)(
1+ h(‖xε‖))∥∥y∗ε + z∗ε∥∥X∗ < 6ε, (2.46)
δh(xε, Aε)
ε
2
, (2.47)
which obviously provides a sequence {xn} ⊆ X \ B enjoying properties (i1), (i2), and (i4). Denote by L the space of all
η ∈ C0([0,1] × X, X) such that
η(t, x) = x ∀(t, x) ∈ ({0} × X)∪ ([0,1] × B), sup δh(η(t, x), x)< +∞.
(t,x)∈[0,1]×X
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I(η) := sup
z∈η(A′ε)
f (z), η ∈ L,
then infη∈L I(η) c by (2.6) while the function I : L → R∪{+∞} is evidently lower semi-continuous, bounded from below,
and, due to (2.44), satisﬁes (2.18). Through Theorem 1.1 we thus get an η0 in L complying with (2.19)–(2.21). Observe that,
because of (2.19) and (2.44), one has supz∈η0(A′ε) f (z) < +∞. Hence, owing to (a1), the function x → f (η0(1, x)) turns out
continuous on Aε . This implies that the set
C :=
{
w ∈ η0(A′ε): f (w) = I(η0) = sup
z∈η0(A′ε)
f (z)
}
is nonempty, compact, and such that
f (x) inf
η∈L I(η) c ∀x ∈ C . (2.48)
Exploiting (2.8), (2.43), and (2.48) yields
sup
x∈B
f (x) inf
x∈F f (x) < c  infx∈C f (x),
namely B ∩ C = ∅. Now, the same reasoning adopted before gives points xε ∈ C , y∗ε ∈ ∂Φ(xε), z∗ε ∈ ∂ψ(xε) fulﬁlling (2.46).
Since xε lies in C , from (2.48), (2.19), and (2.44) we immediately infer (2.45). Indeed,
c  inf
x∈C f (x) f (xε) = I(η0) I(η¯) = supx∈Aε
f (x) < c + ε
2
4
.
Finally, (2.47) can be veriﬁed exactly as in the preceding case. 
Remark 2.2. By (a1), condition (2.6) is equivalent to the claim that, for some A ∈ F , the function ψ is continuous on A.
Remark 2.3. Theorem 2.1 reduces to [14, Theorem 3.1] whenever ψ ≡ 0. Through (1.4) we then realize that it includes both
[15, Theorem 3.1] (with h(ξ) := ξ ) and [13, Theorem 3.1] (for h ≡ 0) as special cases.
The following critical point result represents an almost direct but meaningful consequence of Theorem 2.1.
Theorem 2.2. Suppose (a1)–(a5) and (PS)hc , with c given by (2.6), hold true. Then Kc( f ) = ∅. If, moreover, infx∈F f (x) = c, then
Kc( f ) ∩ F = ∅.
Proof. Let {xn} ⊆ X \ B satisfy (i1)–(i4) of Theorem 2.1. Due to (PS)hc we may assume that xn → x in X , where a subsequence
is considered when necessary. Since, taking into account (1.4),
Φ0(xn; z − xn) + ψ(z) − ψ(xn)−
∥∥y∗n + z∗n∥∥X∗‖z − xn‖
for all z ∈ X , n ∈N, y∗n ∈ ∂Φ(xn), z∗n ∈ ∂ψ(xn), the upper semi-continuity of Φ0, besides (i2), yield
Φ0(x; z − x) + ψ(z) − ψ(x) 0 ∀z ∈ X .
On the other hand, by (i1) and (a4),
x ∈ f −1(]−∞, c])⊆ f −1(]−∞, c + μ])⊆ int(Dψ),
i.e., f turns out to be continuous at x. Consequently, (i1) gives f (x) = c, which means x ∈ Kc( f ). Now, suppose
infx∈F f (x) = c. Because of (p3) the set F is δh-closed. Thanks to (i3) one thus has x ∈ F and, a fortiori, Kc( f ) ∩ F = ∅. 
Making suitable choices of F , B , and F , more reﬁned versions of several recent results can easily be drawn from The-
orem 2.2. By way of example, we ﬁnd the result below, which generalizes Theorem 3.3 in [14]; cf. also [13, Theorem 3.3].
Keep the same notation introduced in Example 2.1.
Theorem 2.3. Let (a1) and (a5) be fulﬁlled. Assume that:
(a6) supx∈Q f (γ (x)) < +∞ for some γ ∈ Γ .
(a7) There exists a closed subset F of X such that (γ (Q ) ∩ F ) \ γ0(Q 0) = ∅ for all γ ∈ Γ and, moreover, supx∈Q 0 f (γ0(x)) 
infx∈F f (x).
(a8) Setting c := infγ∈Γ supx∈Q f (γ (x)), both (PS)hc and (a4) hold.
Then the conclusion of Theorem 2.2 is true.
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weaker one, as an elementary argument shows.
(PS)hF ,c Every sequence {xn} ⊆ X such that δh(xn, F ) → 0, f (xn) → c, and there exist y∗n ∈ ∂Φ(xn), z∗n ∈ ∂ψ(xn), n ∈N, satisfying
lim
n→+∞
(
1+ h(‖xn‖))∥∥y∗n + z∗n∥∥X∗ = 0
possesses a convergent subsequence.
Remark 2.5. Theorems 2.2 and 2.3 might be exploited to get further information on the critical set Kc( f ), as already made
in [1,13] for h ≡ 0 or ψ ≡ 0, respectively.
3. A concrete function satisfying (PS)hc
Let Ω be a bounded domain of the real Euclidean N-space (RN , | · |), N  3, and let H10(Ω) be the closure of C∞0 (Ω) in
W 1,2(Ω). On H10(Ω) we introduce the norm
‖u‖ :=
(∫
Ω
∣∣∇u(x)∣∣2 dx)1/2.
Denote by 2∗ the critical exponent for the Sobolev embedding H10(Ω) ⊆ Lp(Ω). Recall that 2∗ = 2N/(N − 2), if p ∈ [1,2∗]
then there exists a constant cp > 0 such that
‖u‖Lp(Ω)  cp‖u‖, u ∈ H10(Ω),
and, in particular, the embedding is compact whenever p ∈ [1,2∗[; see, e.g., [20, Proposition B.7]. Finally, the symbol H−1
stands for the dual space of H10(Ω) while, for any p ∈ [1,+∞[,
p′ :=
{
p/(p − 1) if p > 1,
+∞ otherwise.
Let J : Ω × R → R fulﬁl the conditions below where, to avoid unnecessary technicalities, ‘for every x ∈ Ω ’ takes the place
of ‘for almost every x ∈ Ω .’
(j1) J (·, ξ) is measurable for all ξ ∈ R.
(j2) J (x, ·) is locally Lipschitz continuous for every x ∈ Ω .
Denote by ∂ J (x, ξ) the generalized gradient of J (x, ·) at the point ξ ∈R. We will further assume:
(j3) There exist a1 > 0, p ∈ [1,2∗[ such that
sup
y∈∂ J (x,ξ)
|y| a1
(
1+ |ξ |p−1) ∀(x, ξ) ∈ Ω ×R.
(j4) There are constants μ > 2, a2 > 0 such that
J (x, ξ) − 1
μ
yξ  a2
(
1+ |ξ |p−1) ∀(x, ξ) ∈ Ω ×R, y ∈ ∂ J (x, ξ).
Thanks to (j1)–(j3), the function Φ : H10(Ω) →R given by
Φ(u) := 1
2
∫
Ω
∣∣∇u(x)∣∣2 dx− ∫
Ω
J
(
x,u(x)
)
dx, u ∈ H10(Ω),
is locally Lipschitz continuous.
Next, let R > 0, let S be any ﬁnite-dimensional subspace of H10(Ω), and let S
⊥ be its orthogonal complement. One clearly
has H10(Ω) = S ⊕ S⊥ . Deﬁne
K := {u ∈ H10(Ω): u = v + w, v ∈ S, w ∈ S⊥, ‖v‖ R},
as well as, whenever u ∈ H10(Ω),
ψ(u) :=
{
0 if u ∈ K ,
+∞ otherwise.
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semi-continuous. Consequently, setting
f (u) := Φ(u) + ψ(u) ∀u ∈ H10(Ω), (3.1)
we get a function that complies with the structural hypothesis (H f ). Finally, as in Section 1, let h : [0,+∞[ → [0,+∞[ be
continuous and enjoying property (1.3).
Theorem 3.1. If (j1)–(j4) hold true, p < 3, and, moreover, there exists a constant a3 > 0 such that
h(ξ) a3ξ − 1, ξ ∈ [0,+∞[, (3.2)
then the function f : H10(Ω) →R given by (3.1) satisﬁes (PS)hc for all c ∈R.
Proof. Pick any sequence {un} ⊆ H10(Ω), which fulﬁls(
1+ h(‖un‖))∥∥v∗n + w∗n∥∥H−1 → 0 (3.3)
for suitable v∗n ∈ ∂Φ(un), w∗n ∈ ∂ψ(un), n ∈N, in addition to
f (un) → c, i.e., Φ(un) → c. (3.4)
From (3.3) it evidently follows∥∥v∗n + w∗n∥∥H−1 → 0. (3.5)
Since, on account of (3.2),
∣∣〈v∗n,un〉+ 〈w∗n,un〉∣∣ ‖un‖∥∥v∗n + w∗n∥∥H−1  1a3
(
1+ h(‖un‖))∥∥v∗n + w∗n∥∥H−1 ,
using (3.3) again one has〈
v∗n,un
〉+ 〈w∗n,un〉→ 0. (3.6)
We next claim that〈
w∗n,un
〉= R∥∥w∗n∥∥H−1 ∀n ∈N. (3.7)
Indeed, w∗n ∈ ∂ψ(un) forces〈
w∗n,u
〉

〈
w∗n,un
〉
, u ∈ K , (3.8)
which leads to
R
∥∥w∗n∥∥H−1 = R sup‖u‖1
〈
w∗n,u
〉= sup
‖u‖R
〈
w∗n,u
〉
 sup
u∈K
〈
w∗n,u
〉

〈
w∗n,un
〉
. (3.9)
Write un := vn + wn , with vn ∈ S , wn ∈ S⊥ , ‖vn‖ R . If u := vn + 2wn then by (3.8) we get 〈w∗n,wn〉 0. Consequently,〈
w∗n,un
〉

〈
w∗n, vn
〉
 ‖vn‖
∥∥w∗n∥∥H−1  R∥∥w∗n∥∥H−1 . (3.10)
Gathering (3.9) and (3.10) together directly yields (3.7). Now, from (3.5) it follows∥∥v∗n∥∥H−1 − ∥∥w∗n∥∥H−1 → 0.
Thus, thanks to (3.7), (3.6) becomes〈
v∗n,un
〉+ R∥∥v∗n∥∥H−1 → 0. (3.11)
Since v∗n ∈ ∂Φ(un), on account of Theorem 2.7.2 in [4] we may suppose
v∗n = −un − yn, n ∈N, (3.12)
for some yn ∈ Lp′(Ω) satisfying yn(x) ∈ ∂ J (x,un(x)) almost everywhere in Ω . At this point, due to (3.4), (3.12), and (3.11)
one has
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1
2
− 1
μ
)
‖un‖2 +
∫
Ω
(
1
μ
yn(x)un(x) − J
(
x,un(x)
))
dx− R
μ
‖un + yn‖H−1
= Φ(un) − 1
μ
(〈
v∗n,un
〉+ R∥∥v∗n∥∥H−1) c + 1 (3.13)
provided n is large enough. The space Lp
′
(Ω) compactly embeds in H−1 because p < 2∗ . So, through (j3) we obtain a
constant a4 > 0 such that
‖yn‖H−1  a4
(
1+ ‖un‖p−1
) ∀n ∈N. (3.14)
Combining (3.13) with (j4) and (3.14) easily leads to(
1
2
− 1
μ
)
‖un‖2  a5
(
1+ ‖un‖ + ‖un‖p−1
)
,
where a5 > 0, for any suﬃciently large n. As μ > 2 while p < 3, the sequence {un} ⊆ H10(Ω) is bounded. Hence, {yn} turns
out to be bounded in Lp
′
(Ω) by (j3). Along subsequences if necessary, we may thus assume
un ⇀ u in H
1
0(Ω), yn → y in H−1. (3.15)
Now, the boundedness of {w∗n} ⊆ H−1 can be drawn at once from (3.12) and (3.5). Inequality (3.8) forces〈
w∗n,w
〉= 0 ∀n ∈ N, w ∈ S⊥.
Since S is ﬁnite-dimensional, an easy argument ensures that, up to subsequences, w∗n → w∗ in H−1. Through (3.5), (3.15),
besides (3.12), one arrives at
un → w∗ − y in H−1. (3.16)
Consequently, always in H−1, u = w∗ − y. Gathering (3.15) and (3.16) together we ﬁnally obtain ‖un‖ → ‖u‖. Thanks to
Proposition III.30 of [2] the sequence {un} strongly converges to u in H10(Ω), which completes the proof. 
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