A Queueing Model for Meteor Burst Packet Communication Systems
Abstract-A discrete time queueing model for the performance of meteor burst packet communication systems is analyzed using matrix analytic methods. A meteor burst system uses ionized layers formed by naturally occurring meteor bursts in the earth's atmosphere to reflect radio signals. Due to its nuclear survivability, inherent privacy, and low cost, such a method of communication has gained considerable interest especially in the defence community. Not only is the system subject to interruptions due to the intermittence of the ionization layer, but its analysis is further complicated by the necessity to retransmit packets that have error or that occur at the tail end of a period of availability of the system. Our model takes such complexities into account. It is also of independent methodological interest in that it provides an exact analysis of a general queueing model with service interruptions. For the application at hand, we demonstrate the feasibility of the algorithms by a selected set of numerical examples. The algorithm can be used to ascertain the effects of the packet size, the bit error rate, the sync acquisition time, and other variables on system performance. A particularly useful aspect of our model is that it allows for the direct use of empirical distributions obtained from observational data.
I. INTRODUCTION RATHER unusual approach to data transmission using
A ionization layers created in the earth's atmosphere by naturally occurring meteorite showers has gained importance due to many of its inherent advantages. Particularly in the military community, interest in such ''meteor burst communication systems" is increasing [ 11 due to its nuclear survivability, inherent privacy, and low cost. Indeed, the Defence Communications Agency, the Department of Agriculture, the Department of Energy, and the National Oceanic and Atmospheric Administration have sponsored related studies. A number of such systems have been built, and among the applications are Beyond Line-of-Sight (BLOS) communications, sensor data collection, facsimile transmission, etc. For a detailed discussion of the basic facts concerning meteor burst systems, refer to [2] and [12] .
In such a system, ionization layers created by meteorite showers are used to bounce radio signals thereby letting such layers fulfill the task of a communication satellite. For this reason, the system has been dubbed by some as the "poor man's satellite. " Although meteorite showers arrive frequently, the useful life time of the ionization layer created by each shower is very short. It has been observed that while such showers occur at average intervals of about 10 s, the resulting layers provide effective transmission periods of only about 0.5 s; see [12] Complicating the scenario are, however, the following facts. At the beginning of each operating period, a certain amount of time has to be expended by A for sending a preamble for "sync acquisition." Also, at the end of each operating period, the packets that are en route are lost and need retransmission. Finally, the channel is subject to a bit error rate, and packets that are in error also have to be retransmitted.
The purpose of this paper is to provide a queueing model and an algorithmic solution thereof to determine the performance of such meteor burst communication systems. In particular, the model allows for the computation of many important characteristics such as the long run throughput and the statistics for the queue length and sojourn times of messages. Using the algorithm, the effects of the bit error rate and packet lengths on the performance of the system can be evaluated. This paper was inspired by the work of Robert, Mitrani, and King [16] who examined this model by classical queueing techniques and without including some complexities taken into account here.
The paper is organized as follows. In Section 11, we provide a general Markov chain model to describe the status of the communication medium in such a way that fairly general distributions can be used to describe the successive periods of availability and unavailability of the medium. In Section 111, we then describe a discrete time queueing model for the overall system as a Markov chain. That Markov chain is identified as belonging to the general class of "Markov chains of the M/G/1 type," studied extensively by Neuts, Ramaswami, and others. The basic methodology developed for such chains by Neuts [ 5 ] , [6] and a recently obtained recursion of Ramaswami [ 141 are also outlined. A key ingredient in that approach is the computation of the minimal nonnegative solution of a nonlinear matrix equation. In Section IV, we show that for the problem at hand, the Markov chain has special properties that allow for substantial simplifications in the computation of this solution and of many related quantities. In Section V, we provide an algorithm to compute the distribution and moments of the sojourn time (response time) of a message of an arbitrary number p of packets. We present some numerical results in Section VI and focus on many interesting questions including the importance of modeling the distribution of the operating periods accurately.
In short, this study provides a tool for analyzing the performance of meteor burst communication systems. The general model and methods presented here have, however, a wider use in that they are applicable in many situations where the communication medium may become unavailable for intermittent periods due to breakdowns or the need to handle higher priority tasks. Although the literature on queueing 0090-6778/89/1OOO-1024$01.00 @ 1989 IEEE systems with service interruptons is extensive (see [3] and its bibliography), exact methods for analyzing them are seldom available. This paper may therefore be of independent interest. For the application which motivated this work, our model is definitely a useful tool, but its effective use requires careful estimation of the distributions of the operating and inoperative periods. Given the interest and existing implementations of such systems, data on these quantities should be available though not readily in the open literature. A particularly useful aspect of our model is that one may use the empirically observed distributions directly as inputs to it. 11. A MODEL FOR THE COMMUNICATION MEDIUM For the discrete time queueing model describing the meteor burst communication system, we take time required to transmit one packet as the time unit. This is determined easily from the known transmission rate and the size of the (fixed size) packets. We further assume that the preamble and the packets lost at the end of a session together constitute M packets. It would appear reasonable to carry out the analysis assuming a fixed value for M and to choose that to be a typical value of a worst case upper bound. For this reason, although our model can be modified easily to handle the situation where the wasted operating period has a random duration, we limit ourselves to the case of a constant M. Finally, we wish to allow for substantially general distributions for the durations of availability and unavailability of the medium without losing computational tractability. This is done as follows.
The state of the communication medium is modeled as a discrete time Markov chain. The state space of that Markov chain is partitioned into two subsets-operating states and inoperative states, so that the medium alternates between operating and inoperative states. The specific model used here assumes that these periods form an alternating renewal process. However, by suitably modifying the Markov chain model, one can allow for correlations between successive operating and inoperative periods without affecting the method of analysis to be developed here. An operating period is further modeled as consisting of two parts-one in which packets from the message queue are sent, and one in which no packets of the message queue are sent. The second one of these is to correspond to the part of the operating period that is wasted due to the preamble and due to those packets at the end of the operating period that always need retransmission. For notational convenience we assume, without loss of generality, that the wasted portions of the operating period are contiguous and occur at the end of each operating period. Later we will show that the assumptions made by us, including the Markovian assumptions, do not affect the generality of the model. Let us now turn to some specifics.
We assume packet from the true message queue, and such a packet has a probability e = (1 -E) of being correctly received where E is the bit error rate and b is the number of bits in a packet.
We will now show that the above Markov chain model is substantially general to support arbitrary distributions for the operating and inoperative periods. In fact, one may even use the empirical distributions obtained from observational data directly.
First of all, note that the durations of unavailable periods are i.i.d. with probability density P ( U = k ) = B S k -' S 0 , k r 1.
Such a density is obtained as the distribution of the absorption time in the discrete time Markov chain with initial probability vector (@, 0) and transition matrix [i so] and is called the phase type distribution PH (@, 5') . For a detailed discussion of phase type distributions and their computational uses we refer the reader to [8, ch. 21. We recall that discrete phase type distributions include as special cases the geometric distribution, the negative binomial distribution, their mixtures and convolutions, as well as any distribution on the nonnegative integers with finite support. Thus, our model allows for very general distributions for the durations of unavailability of the medium. Other authors [12], [16] have assumed that distribution to be geometric (an assumption equivalent to Poisson arrival of meteor scatters). That assumption corresponds to the special case r = 1. While it is claimed in the literature that the Poisson assumption for meteor scatters may be justified based on the physics of the underlying phenomena, we are not aware of any validation of this assumption based on actual data. In the general setting considered here, this assumption can, if necessary, be replaced by suitable alternatives.
Just as the distribution of the periods of unavailability is modeled generally, so is the distribution of the periods of availability. Indeed, it is easy to verify that under our general assumptions, the periods of availability are i.i.d. with common density if n s M P ( V = n ) = bMaTk-ITo if n = M + k , k z l .
Thus, given that the duration of the available period is greater than M, its excess over M has distribution PH(cY, T). Because of the stated properties of phase type distributions and the arbitrary nature of bi, 1 5 i 5 M , we have a general model for the duration of periods of availability as well.
We note that by modifying the elements of the matrix A corresponding to transitions into and out of the states rn + 1, e , rn + M , it is possible to allow the duration of the wasted operating period itself to be a random variable. Clearly, this does not affect the analysis discussed in this paper. Also, since such a specification renders the wasted operating period to have a phase type distribution, once again a general distribution is supported. For reasons stated earlier, we shall in the sequel limit ourselves to the case where M is constant.
The key step in using our model is to choose appropriate distributions for the durations of the operating and inoperative periods. These can then be used to obtain the transition matrix of the Markov chain model. This may be done, for example, by fitting mixtures of negative binomial distribution by a moment matching method. An important fact to note in this context is that our model also allows for the direct use of the empirical distributions obtained from observational data. As noted in the section on numerical examples, the distributions of these periods have a crucial effect on the performance of the system, and therefore careful fitting of these distributions is important for obtaining a valid model for the overall system. We conclude this section by obtaining intuitively the stability condition for our model. Denoting by I. the steadystate distribution of the Markov chain describing the status of the communication layer, i.e., I . = T A , 1.1 = 1, and setting I., = (r,, -* e , rm), it follows that the maximum throughput of the system is given by @(I.,, 1) . For the system to be stable it is then necessary that the average number of 4 where A" is the diagonal matrix with 1, denoting the identity matrix of order k. Recall that e is the probability that a transmitted packet is error free, and e = 1 -P . We set a -, = 0.
The transition matrix P in (3.1) is a matrix "of the M/G/l type" [5], [ 111, and is the natural matrix generalization of the structure of the embedded Markov chain of the M/G/1 queue (where the blocks reduce to scalars.) Algorithmic methodology for analyzing such chains has been set forth in [5] , [6] and has been applied to many examples-see, for example, [7] , [9], [13]-and we will draw on those results below. For completeness, we summarize only the key results. No proofs will be repeated; the reader is referred to [5] , [ 1 11 for the details. We denote by x(i, j ) the steady-state probability that the Markov chain {(X,,, J,,)} is in state (i, j ) , and we set xi = (x(i, l) , . . . , x(i, rn + M + r)), x = (xo, x,, . . .), and X(z) = C E O z'xi.
The key step in the analysis is the computation of the quantities x(i, j) which give the joint stationary distribution of the number of packets in the system and the state of the medium.
I) Stability Condition: By the general results in 151, [ 1 13, we know that the Markov chain given by P is ergodic iff ~/ 3 * c 1 where, I. is the stationary probability vector of the transition matrix CL, A i = A and fl* = C E , iAi 1. A direct computation using (3.2), (3.3) yields that 1.8* = 1 + d -@(rl 1) where I.~ is the vector comprising of the first rn components of r. Therefore, the following holds.
Theorem I: The queue is stable iff d < @(rl 1).
Henceforth, we only consider stable queues. As already noted, the quanitity @(rl 1 ) is the maximum achievable throughput, so that the stability condition simply states that the average number of arrivals per time slot should not exceed that quantity.
2) Computation of xo.* The algorithm for the steady-state probability vector x starts by the determination of the vector xO. To that end, we consider the embedded Markov renewal process at visits to the set of states 0 whose transition function is given by the generating function K(z) = C E O zBiGi(z) where Gi(z) is the generating function governing the first passage times from states of i to 0 . From the structure of P in (3.1), it follows that Gi(z) = [G,(z)]', and thus
(3.4)
where G(z) = Gl(z). A familiar result from Markov renewal theory yields xo = (KK*)-'K where K is the stationary probability vector of the Markov chain governed by the transition matrix K(1) and K* = K'(1)l.
The matrix G(z) = Gl(z) clearly satisfies the equation Successive substitutions in this equation, starting with the zero matrix, give a sequence of matrices monotonically increasing to G and so provide a method to compute that matrix 151. The special structure of our problem leads to some simplifications in this procedure and, combined with some acceleration techniques recently proposed by Ramaswami [ 151, this results in an efficient computational scheme to determine G. Having computed G, one evaluates the matrix K(1) and the vector K. Direct differentiations in (3.4) and (3.5) lead to the normalization constant KK* in a computable form. We shall present some of the details of these steps in the next section with particular attention to structural simplifications for the present model. , one can compute the moments of the system size. These provide further checks on the accuracy of the computed stationary probabilities. We omit the details and discuss in Section IV, the simplifications in these computations resulting from the special structure of P for the present problem.
IV. SIMPLIFICATIONS DUE To STRUCTURE
From (3.2) Gz(n + 1 ) = eA2,H(n + 1) + eAzlH(n + l ) G l ( n ) +A22G2(n)H(n + 1 ) .
It follows that as n t 03, GI@) t GI, and G2(n) t G2. This reduces the number of matrix multiplications substantially and avoids unnecessary multiplications by zero. While as shown in [15] , this scheme converges, its convergence is usually slow. An accelerated scheme for computing GI and G2 adapts the sub-Newton scheme proposed in [15] . This corresponds to the following technique. Having computed in (n + 1)st iterate, say G(n + 1) of G using the above scheme, update G(n + 1) by setting G ( n + l ) + G ( n + 1 ) +AlZn+ I +A2[Zn+ I G ( n ) + G(n)Zn+ 11 where Zn+ 1 = ( I -A I ) -' [ G ( n + 1) -G ( n ) ] .
In [15] it is shown that this modification also yields a monotonically converging sequence of iterates, and extensive experimentation has shown this scheme to be substantially faster than the direct scheme. In practice, the above acceleration is implemented in the appropriate partitioned form for the iterates Gl(n) and G2(n).
The iterations for G are continued until the maximum difference in the corresponding elements of two successive iterates falls below a specified tolerance (taken by us to be Also, at the termination of the iterative scheme, a linear extrapolation to a stochastic matrix based on the last two iterates is computed and taken as the computed value of the matrix G. This summarizes the steps in computing the matrix G.
The structure of G also simplifies the computation of the matrix K(1). From (3.4), we have that
Computation of K( 1) from this formula results in considerable savings. We recall that the steady-state vector xo is given by xo = ( K I [ * ) -~K where K is the invariant probability vector of K(1) and K* = K'(1) 1. The vector K is evaluated using any of the standard technique for computing the stationary probability vector of a finite state Markov chain; we used the algorithm developed in [4] . After some routine algebra, details of which are omitted, it is possible to show that for our model where p = r/3* = 1 + d -(rI 1)e. In short, the determination of xo is fairly straightforward once the matrix G has been computed.
v. RESPONSE TIME OF A MESSAGE
Of particular interest to the meteor burst communication system is the response (sojourn) time distribution and its moment of a message of a given length p under the FIFO discipline. The queue is assumed to be in steady state at time 0, and we consider the response (sojourn) time of a message of length p arriving at time 0. Since the queue is FIFO, we may study its distribution by proceeding as though arrivals were shut off in the interval (0, 00). is the probability generating function of the first passage time from any level i to i -1.
As in other models of M/G/1 type-see, for example, [IO],
[13]-it is possible by using the equations (3.9), to obtain a matrix generalization of the Pollaczek-Khinchin formula for Wp(z). The resulting expressions appear, however, to be too complicated for computational use. We shall not present that result, and only report on the direct scheme which we have implemented to compute the quantities of interst. and further Now, the probability wp( j ) that the sojourn time of a message of size p exceeds j is given by since the arriving message of size p spends more than j tmits of time in the system iff during the first; time units at most k + p -1 packets are succesfully transmitted where k is the number of packets ahead of the arrival. Computation of the complementary sojourn time distribution using the fortnulae is fairly straightforward. One may differentiate in (5.2) and (5.3) to obtain the factorial moments WJl) and Wi(1) of the sojourn time distribution in computable forms from which the mean and the variance of the sojourn time readily follow. These moment formulae provide accuracy checks in the computation of the sojourn time distribution. As these are now routine algorithmic steps, we omit the details.
VI. NUMERICAL EXAMPLES
Here we report the results of computations for a selected set of examples. In all of them we have used the same set of values for the means of the operating period and the inoperative period as well as for the arrival rate. However, it will be seen that depending on the particular set of distributions used, the performance characteristics differ significantly. Thus, the principle conclusion to be drawn from the examples is that the distributions of the operating and the inoperative periods have a significant effect on performance. In particular, the knowledge of their means alone is not adequate to predict accurately the performance of the system. For proper use of the model and algorithms, it is essential that accurate distributional assumptions be made. As our model allows the use of general distributions (and, in particular, the empirical distributions themselves), the techniques presented here can be fruitfully employed to study the performance of meteor scatter systems under realistic assumptions. Finally, in contrast to the distributional assumptions, the bit error rate and the number of packets lost during an operating period (due to sync acquisition time, etc.) do not appear to have a significant effect on performance.
Our examples do not pertain to any specific system and are based on some hypothetical cases, but as far as possible, we have chosen parameter values representative of actual realizations. The time to transmit a packet is 10 ms. This is also the unit of time. Arrivals occur in messages of 20 packets each with a mean arrival rate of 0.01 packets per unit time. This is modeled by assuming that the distribution {a,} is given by a0 = 0.9995 and a. = 0.0005. Each packet consists of 20 bits.
We set the mean operating period to 58 units (0.58 s) and the mean inoperative period to 1O00 units (10 s); as reported in [12] , these values are typical of some systems for which data are available.
The first set of Tables I-V, demonstrate the effect of the distributional assumptions on performance characteristics. Throughout, M = 4 and the bit error rate E = The tables correspond to three distributions each for the operating period and for the inoperative period. Those used for the operating period are the geometric distribution with mean 58, the negative binomial distribution with 9 phases and mean 58, and an equally weighted mixture of two geometric disributions with means 100 and 16, respectively. Similarly, the distributions considered for the inoperative period are the geometric distribution with mean 1O00, the negative binomial distribution with 9 phases and mean 1O00, and the equally weighted mixture of two geometric distributions with means 200 and 1800, respectively. In each case, the negative binomial distribution has less variability than the geometric which in turn has less variability than the mixture. Table I lists the following steady-state measures for the resulting systems: the probability of emptiness (P (N = 0) ), the expected number of packets in the system ( E ( N ) A cycle comprising of a long inoperative period and a short operating period leaves behind a substantial backlog, which usually persists for a significant amount of time. This inflates the overall means for the system size and the sojourn time. This further results in increased variability in the distributions of these quantities. For the distributions considered, note that such effects can be expected to be least pronounced for the negative binomial and most for the mixture. Tables 11-V confirm these findings through more detailed information on the queue. In Tables I1 and 111, we give selected percentiles of the number of packets in the system and of the sojourn time of a packet. Note the pronounced tails when the input distributions exhibit greater variability. Tables  IV and V , respectively, give the conditional distributions of the number in the system at the beginning and at the end of an inoperative period. When both distributions are negative binomial, we see that almost all the packets arriving during an inoperative period are cleared from the system during the succeeding operating period. However, when the distributions are not so regular, a significant queue can build up. For example, when both distributions are mixtures, then with significant probability there is a cycle with a rather long inoperative and a short operating period. Such cycles leave behind a long queue which takes a long time to dissipate. The results in Tables I-V show that performance predictions based only on mean values can be widely off the mark. In practice, typical performance criteria require that, with high probability, the response time should fall below stipulated values. These are conditions on the tails of distributions which are highly sensitive to the distributional assumptions made on the inputs. This shows the importance of gathering detailed distributional information on the operating and inoperative periods in making correct performance predictions.
In Tables VI and VII , we examine the effects of the values of M and E on the performance of the system. These tables are computed assuming that both the operating and the inoperative period have geometric distributions. One sees that in the range considered, these parameters exert little influence on the performance characteristics.
