The periodic evaluation of health care services is a primary concern for many institutions. In this work, we focus on nursing home services with the aim to produce a ranking of a set of nursing homes based on their capability to improve -or at least to keep unchanged -the health status of the patients they host. As the overall health status is not directly observable, latent variable models represent a suitable approach. Moreover, given the longitudinal and multilevel structure of the available data, we rely on a multilevel latent Markov model where patients and nursing homes are the first and the second level units, respectively. The model includes individual covariates to account for the patient case-mix and the impact of nursing home membership is modeled through a pair of correlated random effects affecting the initial distribution and the transition probabilities between different levels of health status. Through the prediction of these random effects we obtain a ranking of the nursing homes. Furthermore, the proposed model is designed to address non-ignorable dropout, which typically occurs in these contexts because some elderly patients die before completing the survey. We apply our model to the Long Term Care Facilities dataset, a longitudinal dataset gathered from Regione Umbria (Italy). Our results are robust to the sensitivity parameter involved (the number of latent states) and show that differences in nursing homes' performances are statistically significant.
Introduction
Due to population aging, the demand of health care services from elderly people is constantly increasing in many occidental countries (White, 2007; Gray, 2009) . As a consequence, the proper evaluation of the offered services has become a key matter of governments, at national and regional level. Among these services, nursing home care is one of the most relevant (Makai et al., 2014) .
In this work, we develop a statistical model to compare the performance of different nursing homes operating in the same context. As an illustration we apply such a model to the health care system of Umbria, a region of central Italy, where a specific public protocol named Long Term Care Facilities (LTCF) has been implemented for many years. As part of the LTCF program, a questionnaire is periodically administered to elderly patients hosted in regional nursing homes (NHs) in order to monitor their overall health status. Thus, a longitudinal dataset is available for many purposes. Specifically, our aim is to use such a database for developing methods of evaluation of the ability of a nursing home to preserve its patients in good health conditions. For longitudinal multivariate data, latent Markov (LM) models represent an interesting approach when the response variables are categorical and are assumed to measure some underlying characteristic (Bartolucci et al., 2013) . This class of models was first introduced by Wiggins (1973) and has become quite popular for this kind of data. In its classical formulation, an LM model assumes that the response variables (typically resulting from the administration of a questionnaire) are affected by an unobserved process evolving over time according to a first-order discrete-time Markov chain with a finite number of states.
This unobserved process represents the latent trait of interest, which in our application is the underlying health status of elderly patients. In this sense, an LM model can be viewed as the counterpart of the latent class model (Goodman, 1974) for longitudinal data in which each latent class (or latent state) corresponds to a different level of the health status. Many extensions of the basic LM model have been proposed in the literature to account for additional information, represented by individual covariates, or specific data structures; see for example Vermunt et al. (1999) . In this paper, we develop a multilevel latent Markov (MLM) model with covariates to deal with the hierarchical structure of the LTCF data (i.e., patients hosted in different nursing homes). The nursing home effect on the health status of their patients is represented by a pair of random effects assumed to affect the distribution of the initial latent state and the transition probabilities between latent states across time. As a matter of fact, our final goal is to rank the nursing homes based on their performance in improving or maintaining their patients' conditions as good as possible.
Though the multilevel extension of the latent class model has been widely discussed and applied in the literature; see, among the others, Vermunt (2003) , Henry and Muthén (2010) , Montanari et al. (2010) , and Gnaldi et al. (2016) , its longitudinal counterpart, namely the MLM model, is not as much widespread. To the best of our knowledge, just a few authors have adopted it as a modeling strategy in their applications. For instance, Bartolucci et al. (2011) focus on educational data, while Koukounari et al. (2013) consider the MLM model for the analysis of longitudinal datasets in the medical context. In these papers, the multilevel structure is accounted for by means of cluster-specific time-fixed random effects. Bartolucci and Lupparelli (2016) extend this approach using cluster random effects with a time-varying structure, specifically, a Markov chain. In any case, a discrete distribution over a finite number of support points is specified for the random effects.
On the contrary, in this work we adopt a continuous distribution. This strategy permits to obtain one of the outputs of main interest, namely the ranking of second-level units 3 (i.e., nursing homes) in a more explicit way with respect to models that, being based on discrete random effects, provide a clustering of such units. There are also advantages in terms of stability of the parameter estimates, being the proposed model more parsimonious than the counterpart based on discrete random effects. Continuous random effects have been already introduced in this field within the so-called class of mixed hidden Markov models (Altman, 2007; Maruotti, 2011; Maruotti and Rocci, 2012) . However, often these random effects are intended as means to capture unobserved heterogeneity between units rather than accounting for multilevel data structures. Bartolucci et al. (2009) propose a similar framework with the aim of evaluating nursing home performances. They also use an LM model with covariates to assess the effect of nursing homes on the probability of transition between latent states through fixed effects introduced by a suitable set of dummy explanatory variables. However, the estimation of these NH effects is rather unreliable -when not unfeasible -if as in our case some NHs contain just a few units. Furthermore, the model proposed here also accounts for dropout due to the death of patients, which is a common problems arising in this type of applications. Ignoring the missing data mechanism may lead to biased estimates. Overall, up to our knowledge, the application of an MLM model to the present context (multivariate longitudinal data with missing values) is innovative.
The outline of the paper is as follows. In Section 2 we present in detail the LTCF data considered in our analysis. The proposed MLM model is illustrated in Section 3, while model results are reported in Section 4. Main conclusions are given in Section 5 together with suggestions for future research in this field.
2 The LTCF dataset
The data motivating the proposed approach come from the Suite interRAI questionnaire, an internationally validated and widely adopted tool (Hirdes et al., 2008; Kim et al., 2015) .
Our sample refers to the years 2012 and 2013 and contains 1,292 individuals grouped in 47 different NHs. The questionnaire is planned to be administered approximately every six months so that, ideally, four measurement occasions -one for each semester of the two years -should be present for each patient. However, only 3,924 instead of 5, 168 (4 × 1, 292) observations are available. This is due to either intermittent missingness, when a patient does not respond at a given measurement occasion but responds at a following occasion, or dropout, due to patients leaving the study before scheduled because of death or other causes. Intermittent missingness involves a modest, though not negligible, proportion of observations (204, approximately 5%). Dropout has a more severe impact as it concerns 439 individuals (34% of the sample). About the reasons for dropout, death occurs in 377 cases (86%); other reasons are discharge or transfer to other structures such as hospitals.
A description of how such missingness mechanisms are taken into account is provided in Section 3.2.
We have to note that, although observations of each patient are expected to be collected every six months, the time intervals between observations show a variability related to the evolution of patients' health conditions. Observations are sometimes anticipated in the presence of some change in these conditions, or delayed in the opposite case.
The entire Suite interRAI questionnaire is divided in several sections referring to different spheres of the health status, which in general is a multidimensional phenomenon.
However, in this paper we focus on a single section of the questionnaire. This section is an important one as it deals with the Activities of Daily Living (ADL), that is, it measures the difficulty patients experience in taking common actions. Specifically, the ADL section includes ten items, which are described in Table 1 . Focussing only on the ADL implies that the latent trait we consider represents just patients' physical condition in a strict sense. This approach might be perceived as limiting, because other important aspects of the health status (cognitive conditions, humoral status, etc.) are not included in the analysis. However, it permits to represent the latent trait as a unidimensional variable having a meaningful interpretation.
The response variables are measured on an ordinal scale with 6 categories (1-6), from no difficulty at all to complete dependence on other people. In the upper part of Table 1 , for each ADL item we report the frequency distribution of the response categories referred to all the 3,924 observations. In the bottom-left-hand side we report the item average response (i.e., the mean of the category labels weighted with their frequencies) for each time occasion t = 1, . . . , 4. Note that, although one expects an increase in the ADL difficulties over time, this is not the case because of dropout. In the bottom-right-hand side of Table 1 , we also report for each time the average patients' age (X (t) 1 ), the proportion of females (X (t) 2 ), the average time interval in days between the current and the previous observation (X (t) 3 ), the number of patients with t observations (m 
The multilevel latent Markov model
In this section, we present the MLM model. Here, we introduce the main notation, while the model specification, including how the missing data mechanism is formulated, is illustrated in Sections 3.1 and 3.2. Finally, Section 3.3 describes the maximum likelihood estimation of the proposed model. 
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As typical in a multilevel analysis, we have n sample units divided into H different clusters. Therefore, every unit is characterized by a double index hi, with h = 1, . . . , H and i = 1, . . . , n h , where n h is the dimension of the h-th cluster so that n = H h=1 n h . Furthermore, we denote by Y (t) hi the response vector of unit i in cluster h at occasion t. This vector consists of J univariate categorical responses, that is Y
hij might have a generic number of categories c j , j = 1, . . . , J. Moreover, every unit hi can have a specific number of measurement occasions T hi ≤ T , where T denotes the maximum number of occasions observed in the sample for a unit. 
The vectors Y
hi is a categorical variable with k levels. Again, individual latent processes within the same cluster can be collected in the vector V h = (V h1 , . . . , V hn h ). Finally, we denote the vector of cluster-specific random effects, which are time invariant, with U h = (W h , Z h ).
Model formulation
In the MLM model, the latent processes of two different clusters -say V h and V h ′ -are considered independent. As a consequence, the vectors Y 1 , . . . , Y H collecting the responses at cluster level are marginally independent. However, for units in the same cluster h, the independence is conditional on the cluster random effect U h . Moreover, the Markovian structure governing the latent individual processes V hi is assumed to hold conditionally on the cluster random effect U h and on individual covariates X hi . This means that the conditional initial and first order transition probabilities fully determine such a latent 8 process. Specifically, we define the conditional initial probabilities as
and the conditional transition probabilities as
where W h and Z h are the two components of U h already defined above. Notice that we
hi , Z h ) for t = 2, . . . , T hi . Also, U h is assumed to be marginally independent of X h . Such conditional initial and transition probabilities are
and matrices
Their dependence on cluster membership and individual covariates is modeled by the regression equations log π
(1)
for t = 2, . . . , T hi .
In Equations (1) and (2), a global logit parametrization is assumed; see Bartolucci et al. (2009) for more details about this parametrization applied in a similar context. Under this parametrization, the covariate effects, represented by the column vectors β and γ, are constant across the logit equations, while the sequences of thresholds ξ 1 ≥ · · · ≥ ξ k−1 and ω 1 ≥ · · · ≥ ω k−1 must be non-increasing to ensure that the cumulative sums of probabilities along the ordered categories of the latent variables are non-decreasing. On the contrary, no order restrictions are posed on the sequence ψ 1 , . . . , ψ k . However, ψ 1 = 0 is set for identification purposes.
A standard bivariate normal distribution with correlation coefficient ρ is assumed for the cluster effect random vector U h . The overall variability of the clustering process is governed by the parameters σ w and σ z in (1) and (2). These parameters are obviously constrained to be non-negative in the estimation phase (see Section 3.3). The higher (and the more statistically significant) their deviations from zero, the higher the relevance of clustering in the data (and therefore the necessity to account for it).
Individual covariates and cluster effects are assumed not to enter in the measurement model, that is, in the model for the outcomes given the latent process. In the present context, this assumption allows to interpret the latent states v = 1, . . . , k as different levels of seriousness of patients' conditions. As a matter of fact, each outcome Y
hij is assumed to be independent of any other variable in the model conditionally on V (t)
hi . Under this setting, the relevant parameters are the conditional response probabilities
with j = 1, . . . , J, y j = 1, . . . , c j , and v = 1, . . . , k. Notice that these probabilities are not indexed by t and therefore are assumed constant with respect to time. For each outcome, the conditional response probabilities can be stored in the matrix
However, the number of unconstrained conditional response probabilities is rather high even in relatively small settings.
In order to make the model more parsimonious, several different parametrizations can be imposed. Also in this case, we adopt a global logit parametrization of type
for j = 1, . . . , J, m = 1, . . . , c j − 1, and v = 1, . . . , k. As in (1) and (2), in Equation (3) the sequences of thresholds τ j1 ≥ · · · ≥ τ j,c j −1 must be non-increasing for j = 1, . . . , J.
Moreover, δ 1 is set to 0 to ensure model identifiability and δ 1 ≤ · · · ≤ δ k is imposed in order to obtain a positive association between the responses and the latent variable.
In this way, we can tackle the label switching problem, that is typical of discrete latent variable models (see, e.g., Stephens, 2000) . Notice that this parametrization provides a clear interpretation of the latent states and is appropriate as the latent variables V
hi have an ordinal nature.
Missing data modelling
As already shown in Section 2, in the LTCF dataset we consider there is a relatively large proportion of missing data. Therefore, a careful evaluation of the missingness mechanism is needed. On one hand, intermittent missingness and dropout due to reasons other than death do not have a well-established relationship with patients' physical health status. On the other hand, dropout due to death is very often associated to a worsening in patients' health conditions. Therefore, the former can be treated as ignorable (Little and Rubin, 2002) , while the latter clearly cannot, and an explicit model needs to be set for it.
Dropout due to death is modeled by expanding the available set of observations. Specifically, for each response j, we add an extra response category c j + 1 in a way such that data trajectories for patients dead after the t-th occasion (t < T ) are completed by setting Y (u) hij = c j + 1 for u = t + 1, . . . , T . A similar approach was undertaken also by Montanari and Pandolfi (2016) . In our application, the total number of observations raises from 3,924 to 4,746 after this expansion. We also define an extra latent state k + 1 corresponding to death, which may be seen as an extreme health condition. Some of the extra probabilities generated by this adjustment are suitably constrained. Specifically, we have:
• π
(1) hi (k + 1) = 0 for all h and i: no one can be in the extra death state at the first occasion;
• π (t) hi (v|k + 1) = 0 and π (t) hi (k + 1|k + 1) = 1 for all h and i, and t = 2, . . . , T : no one can revert to other latent states after being in the extra death state (also called absorbing state);
• φ j,c j +1,v = 0, v = 1, . . . , J, and φ j,c j +1,k+1 = 1 for all j: only the extra response category can be observed if one is in the extra latent state.
Thus, initial probability vectors and transition matrices take the form
hi (k + 1|k) are the only unconstrained additional probabilities our dropout correction entails to estimate. These are the probabilities of transition to the death state, given the patient is in a generic latent state v at the previous occasion, for v = 1, . . . , k. According to the adopted parametrization, this corresponds to the estimation of the single additional threshold ω k , with ω k ≤ ω k−1 : the probabilities which are constrained to zero or one are obtained by introducing new thresholds taking values equal to −∞ or +∞, respectively. Finally, the model extension we propose to deal with missing data involves only one free parameters to estimate: the additional threshold ω k .
Maximum likelihood estimation
Denoting by p 1 = |β| and p 2 = |γ| the number of individual covariates affecting the initial and transition probabilities, the total number of free model parameters is
Specifically, we have:
• k − 1 + p 1 parameters for the initial probabilities;
• 2k − 1 + p 2 parameters for the transition probabilities;
• J j=1 (c j − 1) + k − 1 parameters for the conditional response probabilities;
• 3 parameters for the cluster random effect.
Putting all these parameters in a single vector θ, the model log-likelihood is expressed by
Computing the above log-likelihood obviously requires the computation of the clusterspecific probabilities P (Y h = y h |X h = x h ). The model assumptions imply that
where φ(u h ; 0, Σ) denotes the density function at u h of a bivariate normal distribution with null mean and variance-covariance matrix
with ρ being the correlation between the two components W h and Z h of U h . For every hi, P (Y hi = y hi |X hi = x hi , U h = u h ) may be computed by the Baum-Welch forward recursion (Baum et al., 1970; Welch, 2003) . To compute the integral in (5), we rely on a bivariate quadrature approximation (Press et al., 1989 ) based on the following steps. First, by a
Gauss-Hermite method we define Q quadrature points ν * q and the corresponding weights λ * q (q = 1, . . . , Q) for the standard bivariate normal distribution (with ρ = 0). Then, to account for the correlation ρ we let
where L is the Choleski decomposition of Σ. Finally, we use the approximation
In our application, we consider 11 quadrature points for each dimension, so that a grid of Q = 11 2 = 121 points is obtained overall. This approximation is reasonable and higher values would result in prohibitive computational times.
Parameter estimatesθ are obtained from direct maximization of the log-likelihood. For this aim we rely on a BFGS algorithm (Fletcher, 1987) , which is available in the statistical software R. In order to run this algorithm, the approximate log-likelihood gradient must be calculated; see Supplementary material Section 1 for details on how to compute this gradient. The BFGS algorithm also returns the Hessian matrix containing the numerical second derivatives of ℓ(θ) at the maximum likelihood estimateθ. Therefore, the estimated variance-covariance matrix is readily available to compute standard errors for the parameter estimates.
In the end it is worth clarifying some aspects about the implementation of the maximum likelihood estimation. First of all, the whole maximization algorithm is run using suitable transformations of the random effect parameters σ w , σ z , and ρ. Specifically, logarithmic transformations for σ w and σ z are introduced to ensure these parameters are positive (see Section 3.1). Moreover, a Fisher transformation F (ρ) = 1/2 log[(1 + ρ)/(1 − ρ)] is used for ρ so that its final estimate is ensured to lie between -1 and 1 (Fisher, 1915) . The variancecovariance matrix of these parameters on the original scale, namely prior to transformations, can be easily approximated by using the Delta method (Oehlert, 1992) . Moreover, as any iterative algorithm, the BFGS needs to start from an initial guess for the parameter vector θ. In this regard we recall that for complex latent variable models, as that object of the present paper, multimodality of the likelihood function may arise and this leads to a lack of uniqueness of the maximum likelihood solution. A typical solution consists in trying different initializations for the estimation algorithm. In our application, we mainly follow a strategy based on using sensible starting values based on a preliminary estimation of an 15 LM model with cluster-level fixed effects (Bartolucci et al., 2009) , which is performed by an Expectation Maximization algorithm (Dempster et al., 1977) , and letting σ w = σ z = 1 and ρ = 0 as starting values. In fact, given the complexity of the model, trying many different starting values may be prohibitive in terms of computing time for large values of k. In any case, we tried different starting values which were randomly generated and we found that the initial solution based on the preliminary fitting of the fixed-effects LM model is typically better than other solutions.
Results
In this section, we summarize the results from the fitting of the MLM model on the LTCF data. We recall that in this dataset n = 1, 292 patients are divided in H = 47 NHs.
Moreover, there are J = 10 categorical outcomes with the same number of categories, that is, c j = c = 6 for j = 1, . . . , J. Finally, because of intermittent missing data and dropout we have a varying number of measurement occasions T hi ≤ T = 4 for each patient.
Age, age squared, gender, and time interval between occasions are considered as individual covariates (see Section 2). Clearly, the last covariate covariate is included only in the model for transition probabilities (see Equation (2)) and not in the model for initial probabilities.
In this way we account for the variability of the time length between consecutive time occasions for the same individual. Typically, one is interested in six-month ahead transition probabilities, as six months is the interval between measurements originally designed in the LTCF study, though deviations from this target are observed.
In the reminder of this section, we first provide an outline of the procedure we adopted for model selection (Section 4.1) . Then, results for the selected models are reported (Section 4.2).
Model selection
As typical in the latent variable framework, model selection is essentially concerned with the choice of the number of latent states k. This decision requires a preliminary exploration of a range of different values of k. In this application, we fit models with k from 2 to 7.
We avoid higher values of k as it is known that models with many latent states often result in some of the generated subgroups having a reduced dimension and collecting sample units with a behavior very far different from the majority of the sample. Typically, these spurious subgroups do not represent real segments of the population under investigation, and their existence is due to overfitting only. Moreover, for k > 7 the threshold constraints of Section 3.1 are unlikely to be met without additional model structure.
One way to account for model complexity is to rely on classical information criteria based on the log-likelihood penalization. Specifically, here for every model we compute the Bayesian Information Criterion (BIC, Schwarz, 1978) , defined as
where n is the number of sample units and p is the overall number of free parameters. In principle, models with a lower BIC should be preferred. However, this index is often prone to favor models with too many latent states; see Bacci et al. (2014) for a detailed comparison of different selection criteria in a similar context. Therefore, it is a good practice to also consider alternative criteria. For instance, one could assess how sharp the posterior (i.e.,
given the data) classification of units into the latent states is. Formally, letting v (t) for the MLM a measure of the sharpness of a k-state model's classification is given by
with N being the total number of observations. The G index varies between 0 and 1, with 0 corresponding to random classification (i.e., units classified with constant probability 1/k for every state) and 1 corresponding to the sharpest classification (that is, one latent state has probability 1). Notice that to compute G we here focus only on the original 3,924 observations instead of the 4,746 records obtained after the data expansion due to accounting fro dropout. Indeed, for the additional observations the latent process is in the extra latent state k + 1 with probability 1 by construction. Table 2 reports the BIC and the G index for the considered models. As expected, the BIC tends to support models with a higher number of states, while all values of G are close to 1, denoting a good classification capability for all values of k. According to Table 2, one might think the model with k = 7 represents a good compromise. Nevertheless, results from this model show that the second latent state contains only the 2% of patients and has the same conditional response probabilities of state 3. The only relevant difference is in the average transition probability which is 0.863 for state 2 and zero for state 3. Overall, this is likely to be a case of overfitting as described above. As a consequence, we prefer to consider results from models with five and six latent states. In the following subsection we describe the results obtain from the former, while the results under latter, which are not substantially different, are reported in the Supplementary material, Section 2.
Estimation results for k = 5
The five latent states may be characterized in terms of conditional response probabilities.
A summary picture can be provided by the normalized item scores
These scores vary in the 0-1 interval and measure the difficulty a patient in latent state v experiences in taking the action associated to item j. A value near to zero indicates that most of the conditional probability is attributed to the first category, corresponding to no difficulty at all in the activity of daily living the item refers to. On the contrary, a value near to one means that the probability is mostly allocated in the last category, corresponding to totally unable to do the activity.
The normalized item scores for each latent state are plotted in Figure 1 ; see Table 1 for a summary description of each item. Patients in the first latent state experience some difficulties and require some assistance related to the first four items: use of the shower stall or bath tube, personal hygiene, and dressing the upper, and lower part of the body.
The need for assistance increases for individuals in the second latent state with respect to the activities related to those items and some initial difficulties arise in transferring to and using the WC, walking, and moving around. For patients in latent state 3, the needed assistance become intensive for all activities apart from mobility in bed and eating. Latent state 4 includes those requiring the assistance of two or more persons (apart from eating, for which the assistance is limited). Finally, individuals in latent state 5 are totally unable with respect to activities related to all items. Turning the attention to the latent process, Table 3 contains estimates and standard errors for the main parameters of the model with five latent states, once the covariate age squared -that is not significant -has been removed. The coefficientsβ 1 andγ 1 represent the effect of patients' age (in years) on their initial and transition probabilities respectively.
Given the assumed parametrization, it is not surprising to observe positive values, meaning that older patients have initial and transition probabilities more concentrated on the higher states, that is on the states associated to worse health conditions. It is also interesting to examine the gender effect, expressed byβ 2 andγ 2 . As gender is coded here as a binary variable equal to 1 for females and 0 for males, from Table 3 we evince that females are in a worse physical condition at the first occasion (β 2 > 0), whereas males migrate towards critical health states with higher probability at the following occasions (γ 2 < 0). Finally, the negative estimateγ 3 denotes that patients for which measurement occasions are more distant have a lower tendency to move to worse states. This result may be explained by nursing homes' tendency to anticipate measurements when there is a worsening in the health conditions of their patients (see Section 2). All these parameters are significantly different from zero at 5% significance level. A significant effect of age on initial probabilities, consistent with the one reported here, is found also by Bartolucci et al. The two random effect coefficients areσ w = 0.461 andσ z = 0.384, whereas the estimated correlation isρ = −0.118. Standard errors for these estimates are reported in Table 3 To understand the impact of these NH effects in terms of initial and transition probabilities, in Table 4 we report the initial probability vectors and the 180-day ahead transition matrices for the nursing homes with the higher and lower effects. Notice that these four arrays are associated to four different NHs, that is, the nursing home with the higher (lower) effect on initial probabilities is not the one with the higher (lower) effect on transition probabilities. Lower effect initial and transition probabilities are denoted by π − and Π − , while higher effect ones by π + and Π + . Each array is computed via the standard population method (Kitagawa, 1964) , meaning that it is averaged across the same set of patients (and, in the case of transition matrices, across time occasions) for every NH. This is done to rule out the case-mix, which in this context is the effect of the different NH compositions with regard to patients' age and gender. The standard population is taken here to be the available sample of patients, irrespective of the NH they belong to. Finally, the overall averaged initial and transition probabilities, pooling together all NHs, denoted byπ and Π, are also reported in Table 4 . We recall that latent state 6 corresponds to the additional state associated to death, and many probabilities involving it are constrained to zero or one as illustrated in Section 3.2.
Looking at the overall transition probabilities, it is worth to notice that the persistence in the same state after a 180-day time period decreases for higher latent states. Beside that, the probability of worsening is greater than the probability of improving the health condition. The probability of death increases with the latent state and reaches 34.4% in latent state 5.
As regards the NH effects on the transition probabilities, the largest effect yields the lowest persistence probabilities and the greatest probabilities of death, especially in latent state 5, compared to the least effect. In this respect we can produce a ranking of the NHs with respect to their ability in avoiding the worsening of patients' health conditions. To this purpose, we can use the scaled posterior expectatioñ
Given the model assumptions, this quantity can be obtained from the approximation (Goldstein and Healy, 1995) . More than 60% of the pairwise comparisons are significantly different, denoting the importance of accounting for clustering in this application.
We recall that lower values ofZ h correspond to better NH performances. Notice that the worst-performing NH, whose effect is pictured in the upper right-hand corner of Figure 2 , is the one with the higher number of patients (96). Obviously, the smaller the number of units in the cluster, the larger the overlap interval.
Conclusions
In this work, we built a multilevel latent Markov model to evaluate the performance of a group of nursing homes (NHs). We constructed a NH ranking based on the capability each NH shows in improving or maintaining its patients in the best physical health conditions.
Health status was modeled like a categorical ordinal variable. As proxies of such a variable, which is not directly observable, ten items measuring the so-called Activities of Daily Living (ADL) were used. We applied our model to a longitudinal dataset collected in the Umbria region (Italy) within the Long Term Care Facilities program, a public health protocol in which patients in nursing homes are administered a questionnaire collecting information also on the ADL. Results show that many pairwise differences between NH performances are statistically significant.
NH effects were modeled by means of a continuous bivariate random effect, so that the performance-based ranking can be obtained. Specifically, a normal distribution has been assumed. Although one has to bear in mind that mis-specifying the random effect distribution may considerably affect the results, specific reasons to discard the normality assumption do not appear to exist here. NH effects could in principle be estimated as fixed effects by introducing binary variables in the regression equations (Bartolucci et al., 2009) .
Within this framework, estimates are typically obtained via an Expectation Maximization (EM) algorithm. This approach has the advantage of avoiding an untestable assumption (that is, the specification of distributional form for random effects), but it is problematic in the presence of small clusters, for which the estimation process might be unstable or even unfeasible. For example, to obtain the EM estimates we used as starting point for the multilevel model (see Section 3.3), we had to aggregate nursing homes with less than ten patients.
Finally, it is worth to mention that alternative estimation methods were also proposed within this framework. These include three-step estimation (Bartolucci et al., 2015) and
Bayesian estimation (Raffa and Dubin, 2015) . Extending them to a multilevel context would widen the range of possible estimation methods for this kind of data. Furthermore, we argue that traditional tools to handle non-ignorable missingness -like joint models -are still not widespread in the class of latent Markov models. In our view, these represent two interesting lines of work future research in this area might be concerned with.
where ℓ hiq (θ) = log P (Y hi = y hi |X hi = x hi , U h = ν q ). Given the complete log-likelihood ℓ * hiq (θ) = log P (Y hi = y hi , V hi = v hi |X hi = x hi , U h = ν q ) and its posterior expectation E * hiq (θ) = E(ℓ * hiq (θ)|Y hi = y hi ), a theoretical result (Oakes, 1999) stating that ∂ℓ hiq (θ) ∂θ = ∂E * hiq (θ) ∂θ is exploited to compute each derivative present in (1).
2 Results for the model with k = 6
In this section, we report the results for the model with k = 6. As stated in the paper, these are not substantially different from those obtained in the model with k = 5, denoting the stability of the conclusions drawn. Table 1 reports estimates and standard errors for the same parameters we consider in the model with five latent states. A comparison with paper's Table 3 shows that both estimates and standard errors are very similar in the two models. Parameters' significance and interpretation remain unchanged. Figure 1 reports the normalized item scores. Again, the overall trend is very close to that of the model with k = 5 (paper's Figure 1) . Specifically, once more we observe that for every latent state v the biggest difficulties concern items 1 and 4 (washing/taking a shower and dressing the lower part of the body), while the easier activities are bed mobility β 1 β 2 γ 1 γ 2 γ 3 σ w σ z ρ est. 0.032 0.482 0.020 -0.262 -0.004 0.469 0.372 -0.131
s.e. 0.006 0.121 0.004 0.095 0.001 0.102 0.056 0.220 Table 1 : Main parameter estimates and standard errors for the model with k = 6 and eating (items 9 and 10). Figure 2 depicts the caterpillar plot of the scaled posterior expectationsZ h . The resulting ranking is almost identical to the previous one, with a Spearman correlation coefficient of 0.995. Finally, Table 2 is the analogous for k = 6 of paper's Table 4 . Once again, results are very similar overall. 
