In this paper, we investigate an analytical solution of a class of nonlinear fractional 
expansion method. Among these methods, the Taylor expansion method is more attractive. Hitherto In this paper, we adopt the conformable fractional derivative with GFPS and apply it to solve a class of nonlinear integro-differential equation
subject to the initial conditions
where a i , i = 0, 1, ..., r − 1, with r − 1 < α ≤ r, r ∈ N, are constants. k(t, τ) and h(t) are smooth
35
functions. The derivative which we use in this paper is the conformable fractional derivative. We 36 organize our paper as follows. In Section 2, we present some preliminaries which we use in this paper.
37
In Section 3, we present the proposed method which is the GFPS in conformable fractional derivative.
38
Some analytical and numerical results are presented in Section 4. We end this paper by conclusions 39 which presented in Section 5. 
Preliminaries

41
In this section, we present some definitions and properties of the conformable fractional derivative
42
and GFPS. The derivative in Equation (1) 
for all t > 0.
46
Theorem 1. If f and g be α-differentiable at a point t > 0, then
for all a, b ∈ R.
47
The power rule of the conformable fractional derivative is given as follows.
48
Theorem 2. The conformable fractional derivative of the power function is given by
for all p ∈ R.
49
We implement the generalized fractional power series (GFPS) [21] to solve Equation (1). We start 50 by the following definition and some related properties to the GFPS.
51
Definition 2. A generalized fractional power series of the form
where t > 0, is called generalized fractional power series (GFPS) about t = 0. c ij denote the coefficients of the series, where i, j ∈ N.
Moreover, the GFPS is naturally obtained as a Cauchy product of two power series, as following 
The Generalized Conformable Fractional Power Series Method
63
In this section, we present a generalized conformable fractional power series method to solve problem (1) and (2). We assume that the solution y(t) takes the form
where y(0) = y 0 and c ij are constants to be determined. Clearly, c 00 = y 0 .
64
Theorem 4. The generalized conformable fractional power series (GCFPS) of order α is given by
where t be a positive real number.
66
Proof. Assuming we can interchange the summation and the fractional derivative operator and using Theorems 1 and 2, by term-by-term differentiation within the interval of convergence of t > 0, if
then we obtain Equation (7).
67
The proposed GCFPS expansion (7) will be utilized to introduce a parallel scheme to the power 
Numerical Results
71
In this section, we have dealt with three examples of the nonlinear integro-differential equations 72 to exhibit the usefulness of GCFPS expansion. It should be noted here that all the necessary calculations 73 and graphical analysis are done by using MATLAB2017a.
74
Example 1. Consider the nonlinear Fredholm fractional integro-differential equation
subject to the initial condition y(0) = 0.
75
In the previous discussion and using the initial condition, the proposed generalized fractional power series solution to Equation (8) has the form
By substituting Equation (9) into Equation (8), the coefficients c ij , i + j ≥ 1 are determined by equating the coefficients of like powers of t through determining a formal recurrence relation. We have obtained
and c ij = 0 otherwise. Therefore, the exact solution of Equation (8) is
with c 11 as in Equation (10). Particularly with α = 1, it can be obtained that the exact solution for the classical version of Equation (8) is Example 2. Consider the Volterra integro-differential equation:
Upon substituting all the relevant quantities into the Equation (14) and collecting powers of t , we have
where c ij = 0 otherwise. Then, the exact solution is
where c i+1,i satisfies Equation (16).
77
Particularly, we can see the approximate solutions for α = 1 which are derived for different values of t.
78
Then, the exact solution in a closed form y(t) = sin t. subject to the initial condition y(0) = 0.
81
Since the definite integral in Equation (18) presented. From Figures 1 and 2 , we see that as α is increasing, the approximate solution is decreasing.
87
The results reveal that the exact solutions are obtained in the form of a rapidly convergent series 88 with an easily computable component. In conclusion, the proposed scheme could be used further 89 in studying identical applications. It can be extended to solve a variety of fractional differential and 90 integral equations in sciences and engineering.
