Abstract: An application has been developed to assist in using software applications to individuals that have null or limited mobility of their upper limbs. The system uses a Web camera for movement patterns recognition of the user's face. The image analysis allows emulating the basic functions of the computer mouse. The face detection process is carried out through the implementation of an algorithm that uses a cascade sort key of Haar-Like type. The application was developed in C++ to be used on Windows XP platform. Tryout of the application has been performed showing excellent acceptation and short time training requirements.
Introduction
Nowadays the personal computers have become a tool of daily use in different activities of the society; such they have diverse devices that allow the interaction with the users, among them appears the peripheral used for data input, being the keyboard and the mouse the most popular. The interaction with these peripheral requires of a minimum physical user capability to obtain an efficient use; nevertheless a 10% of the world-wide population present/display at least some kind of motor disability [1] , this makes difficult the interaction between them and devices such like the mouse, hence the use of the computers; it is for that reason that arises the necessity to developing alternative means that facilitate the interaction with computers. Artificial vision offers the necessary tools for implementing one of these alternatives by means of analyzing captured images using a camera Web. Through the analysis of the user face gestures in front of the camera the action of the basic operations of the mouse will be emulated by the system. Figure 1 presents a diagram showing the general operation description of the application, considering the main processes of the developed application. The application uses a Web camera to capture the scene located in front of the computer, where, in first instance, it searches for a face. Once a face is located in the scene, then it searches for a color pattern, that must be located in the face identified in the scene. This research work uses a green rectangular pattern located in the forehead of the individual. This pattern will serve as target to be followed by the image processing module of the system and allows the user to locate the cursor in the screen by his/her head movements. Another basic function to emulate is the click of the mouse, the application constantly reviews the state of the mouth of the user, that is to say, whether it is open or closed. The system uses the frequency with which the user opens and closes the mouth to emulate the pressing and releasing of the left push button of the mouse. If the open mouth image fulfills certain amount of photogram is assumed that the user wishes to maintain pressed the left push button, to conduct some action such as to drag a folder.
General Description

General diagram of the System
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Description of the Application
Used Tools: The Extreme Programming or XP is used, which offers a set of techniques that conforms a simple methodology for software development [2] , also C++ Language was used along with the libraries of open code for the treatment of OpenCV images (Open Source Computer Vision) [3] and IPL of Intel®, both of them including a series of very useful functions for the development of this kind of applications. The processes of the application were modeled using the Unified Modeled Language (UML).
User Face Detection:
The application constantly captures the images of the scene that is in front of the computer screen and in each images it search for a face. This process of face detection is made through the implementation of an algorithm that uses a cascade sort key of Haar-Like type [4] , this sort key looks for the characteristics of the face in a horizontal way, reason why its single use does not guarantee the detection of the user face, due to the fact that the face can be inclined. Therefore, if the algorithm does not detect a face in first instance, automatically rotates the image 10° degrees clockwise and search the new image, until completing 90°. If the face is not even detected, is come to take the original image, and applies the same procedure, but this time counter clockwise.
The algorithm is able to detect more than one face; reason why it is recommended that within the viewing angle of the camera only remains the application user. Once the face is detected, a circular bit map trimmed image of the zone where the face was detected is stored for later analyses (Figure 2 ).
Fig. 2. Face Detection
Detection of the pattern to be followed: After the procedure of detection of the face is finished, the system searches in the face image stored to identify the colored pattern that will serve as target to move the cursor through the computer screen. A green rectangular pattern is used, which is recommended to be located in the user's forehead. The green color was selected due to its little presence within the range of colors that can be usually found in the human face ( Figure 3 ).
An algorithm to analyze the G component in the RGB space of color was developed to carry out the detection of this pattern. The algorithm crosses the image pixel by pixel extracting of each one its components RGB with the intention of verifying if they fulfill the following conditions: G > R, G > B, (G -R) = 20 and (G -B) = 20.
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In case a pixel satisfies the mentioned conditions, then that pixel is considered as part of the target, this way it is extracted all pixels belonging to the rectangular pattern, and then to obtain its space coordinates (Figure 4) . Movement of the Cursor: The movement of the cursor is given by the translation of the central point of the pattern using screen coordinates. Previous to this calculation a mirror transformation is applied to the captured image so there is not confusion between right and left to the user.
In order to manage an efficient movement of the cursor, and allow the user to position elements in the screen, a weighted average of the last five (5) movements carried out by the cursor was used. This procedure takes the last 5 locations from the cursor and calculates a weighted position. The weight assignment gives preference to the most recent position. The calculation of the cursor weighted position is based on the use of a vector of 5 weights generated as follows [5] 
Execution of the left click:
The actions to press and to release the left click are carried out by the user through the mouth opening or mouth closing action. Therefore, an algorithm was developed that allows detecting this action, as well as the time the mouth remains open. Then by using API functions of Windows® is possible to execute the actions required by the user in the system. This process is carried out by means of the detection of two ellipses ( Figure 5 ), which represent the outside border and the inside border of the lips, which are searched in inferior half of the image previously filtered using a Gaussian smoothed operation [6] .
Fig. 5. Detection of the open mouth
The found ellipses must fulfill certain conditions as far as their dimensions, with the intention of not confusing the mouth with any other shade or form that can be wrongly detected by the algorithm. 
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With the intention of optimizing the execution of the click operation, before making any decision regarding the action to make, the algorithm allows verifying certain states of the user's mouth and according to this result it conducts the action. (Table 1) Additionally, a timer for the action of the click is used that works of the following way: 1. When an opened mouth is detected, the movement of the cursor stops during 5 photogram, this way it is possible to be determined if the user wishes to conduct the clicking action or additionally he wishes to drag an object. 2. If when passing the 5 photogram, the mouth is closed, it is come to release the click, in the original position where it was pressed. 3. If when finalizing the 5 photogram the mouth follows open, it stays pressed the click, to execute the dragging action of the object selected by the user.
Results
The developed application is of type Windows GUI [7] , based on a Callback type, that supports the management of messages sent by the operating system, which allows to take care of the requirements of the user. The application offers the possibility of moving the cursor all over the computer screen, through movements of the head, as well as pressing or releasing the left click, with a single mouth opening or closing. This way action such as opening a program or dragging a file can be made. The application gives the possibility of two levels of movement sensitivity, depending on the user's capabilities. Also it allows the constant monitoring of the captured images and processing by a window located in the screen, where the activity of the user is shown in real time ( Figure 6 ).
Fig. 6. Window of monitoring
Windows XP® offers different options to improve the accessibility to the system including; for example, a keyboard in screen. These tools altogether with the application developed in this work allow the user to expand the list of tasks that can perform, with no need of using traditional input data peripherals.
Conclusion
An alternative to traditional input data peripherals was developed using artificial vision. The application is directed specially to individuals that present/display some motor disability that affects the mobility of their upper members. The application counts with a simple interface, which does not demand prolonged training for its use. Also, the system requires only a camera Web for its operation, reason why it represents an economic alternative. The developed algorithm is able to process up to 20 images per second, which offers to the user a speed of use near to a conventional mouse. The use of the method of weighted position average, allowed a smooth movement of the cursor on the screen making a more exact movement of the cursor, as well as offering the possibility of establishing two levels of movement sensitivity, which facilitates the use of the application.
