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Abstract
In the present paper, we study the nonzero level Harish-Chandra modules for the Virasoro-like
algebra. We prove that a nonzero level Harish-Chandra module of the Virasoro-like algebra is a
generalized highest weight (GHW for short) module. Then we prove that a GHW module of the
Virasoro-like algebra is induced from an irreducible module of a Heisenberg subalgebra.
© 2005 Elsevier B.V. All rights reserved.
MSC: 17B68; 17B65; 17B10
1. Introduction
The Virasoro algebra is playing an increasingly important role in theoretical physics.
From a mathematical point of view, it can be regarded as the universal central extension
of the Lie algebra of derivations (denoted by DerA) on the ring of Laurent polynomials
A= C[t, t−1]. The Virasoro algebra has nontrivial positive-energy unitary representations
only if the center is nonzero and this is one of the reasons why theVirasoro algebra is more
interesting than the algebraDerA. The connection between theVirasoro algebra and physics
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can be found in the book of Conformal Field Theory by Di Francesco et al. [5]. Mathieu
has classiﬁed Harish-Chandra modules of the Virasoro algebra in [15]. People naturally try
to generalize the studying to the derivation Lie algebra DerA with 2 of the polynomial
algebra A = C[t±11 , . . . , t±1 ] in commuting variables. Several attempts have been made
by physicists to give a Fock space representation of DerA with 2 and its extension, see
[2,6]. They all failed to produce any interesting results due to the lack of proper deﬁnition of
“normal ordering”. At this juncture an interesting result has come out from [18] which says
that DerA has no nontrivial central extension for 2.Attempts have been made to search
some algebras (similarly to DerA) which admit nontrivial central extension. Mainly, there
are two kinds of algebras. One is the so called the higher rank Virasoro algebras which are
introduced by Patera and Zassenhaus [17]. See also the papers by Hu et al. [9], Mazorchuk
[16], Su [19]. Recently, Su [20], and Lu and Zhao [14] have completed the classiﬁcation of
Harish-Chandra modules over the higher rankVirasoro algebras. It has been showed that the
center of higher rank Virasoro algebras must act as zero on the Harish-Chandra modules.
The other kind of algebra is the Virasoro-like algebra which is introduced by Kirkman et
al. [10]. Many papers are devoted to the study of this algebra, see [11,12,22]. In the present
paper, we deal with the classiﬁcation of the nonzero level Harish-Chandra modules over
the Virasoro-like algebra by using techniques from [20,14].
The paper is arranged as follows. In Section 2 we give some notations and lemmas, which
will be used to prove our main results, on the Virasoro-like algebra and the Heisenberg
algebra. In Section 3 we ﬁrst prove that a nonzero level Harish-Chandra module of the
Virasoro-like algebra is a GHW module. Then we give a necessary condition for a GHW
module to be Harish-Chandra module.
2. Weight modules of the Virasoro-like algebra
Throughout this paper we useC,R,Z,Z+,N,Z∗ to denote the sets of complex numbers,
real numbers, integers, nonnegative integers, positive integers and nonzero integers respec-
tively. Let e1 = (1, 0), e2 = (0, 1),  = Ze1 + Ze2. As usual, if u1, . . . , uk are elements
on some vector space, we let 〈u1, . . . , uk〉 denote their linear span over C. Taking a vector
space L over C with a basis consisting of all symbolsD(m),m ∈ ∗,∗ =\{(0, 0)} and
letting D(0, 0)= 0 for convenience, we deﬁne a Lie algebra structure on L as follows:
[D(m),D(n)] = g(m,n)D(m+ n)
form=m1e1+m2e2,n= n1e1+ n2e2 ∈  and g(m,n)=m2n1−m1n2. Then L is called
the (centerless) Virasoro-like algebra (see [10]). Indeed, L is a Lie subalgebra of DerA for
= 2. The universal center extension of L is L˜=L⊕〈c1, c2〉 with the Lie bracket [., .] (see
[10] or [13]) given by
[D(m),D(n)] = g(m,n)D(m+ n)+ m+n,0h(m),
c1, c2 are central, (2.1)
for m,n ∈ ,m = m1e1 + m2e2, where h(m) = m1c1 + m2c2. It is obvious that L˜ is a
Z × Z graded Lie algebra. So we can assign degree derivations d1, d2 to L˜ to obtain the
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Virasoro-like algebra (with center) L̂= L˜⊕ 〈d1, d2〉 by extending linearly the assignments
d1(D(m))=m1, d2(D(m))=m2, [di, cj ] = 0
for m=m1e1 +m2e2 ∈ , 1 i, j2. One can easily see the following result.
Lemma 2.1. For any 0 = b1=b11e1+b12e2 ∈ ,b2=b21e1+b22e2 ∈ , let det(b1,b2)
=
∣∣∣ b11b12 b21b22 ∣∣∣. Then
(1) Hb1 = spanC{D(kb1), h(b1)|k ∈ Z} is a standard Heisenberg subalgebra of L̂.
(2) b1,b2 is a Z-basis of  if and only if det(b1,b2)=±1.
(3) If b1,b2 is a Z-basis of , then
[D(m1b1 +m2b2),D(n1b1 + n2b2)]
= g(m,n)det(b1,b2)D((m1 + n1)b1 + (m2 + n2)b2)
+ m+n,0h(m1b1 +m2b2),
for m1b1 +m2b2, n1b1 + n2b2 ∈ ,m=m1e1 +m2e2,n = n1e1 + n2e2. 
We recall some deﬁnitions about the weight modules and the Harish-Chandra modules




V, V = {v ∈ V |div = iv, civ = i+2v, 1 i2},
where = (1, 2, 3, 4) ∈ C4. A weight module is called quasi-ﬁnite if all weight spaces
V are ﬁnite dimensional. An irreducible quasi-ﬁnite weight module is called a Harish-
Chandra module. As the center elements c1, c2 of L̂ act on irreducible weight module V
as scalars, we shall use the same symbols to denote the scalars, and the ordered pair of
numbers (c1, c2) will be called the level of the module V. When (c1, c2) = 0, we call V
a nonzero level module of L̂. And we shall simply write V(1,2) instead of V(1,2,3,4) if
the level is ﬁxed. For a weight module V we deﬁne P(V ) := { ∈ C2|V = 0}, which
is called the weight set of V. From the structure of L̂, one can easily see that there exist
1, 2 ∈ C such that P(V ) ⊂ (1, 2)+  for an irreducible L̂-module V. If there exists a
Z-basis B = {b1,b2} of  and 0 = v ∈ V such that D(m)v = 0,∀m ∈ Z+b1 + Z+b2
we say thatV is a generalized highest weight module (GHWmodule for short) with GHW 
corresponding to Z-basis B. The nonzero vector v is called a GHW vector corresponding
to B, or simply GHW vector.
Let {b1,b2} be a Z-basis of . We denote
L̂0 =Hb1 + 〈c1, c2, d1, d2〉,
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Then L̂= L̂+⊕ L̂0⊕ L̂−. LetV be a weight L̂0-module.We extend the L̂0 module structure
on V to a L̂+ ⊕ L̂0 module structure by deﬁning L̂+V = 0. Then we obtain the induced
L̂-module
M(V )=M(b1,b2, V )= IndL̂L̂+⊕L̂0V = U(L̂)⊗U(L̂+⊕L̂0)V ,
where U(L̂) is the universal enveloping algebra of the Lie algebra L̂. It is clear that, as
vector spaces, M(b1,b2, V )  U(L̂−)⊗CV . The L̂-module M(b1,b2, V ) has a unique
maximal submodule J (b1,b2, V ) trivially intersecting withV. Then we obtain the quotient
module
M(V )=M(b1,b2, V )=M(b1,b2, V )/J (b1,b2, V ). (2.2)
It is clear thatM(V ) is uniquely determined by theZ-basis {b1,b2} of and the L̂0-module
V. The moduleM(V ) is irreducible if and only if V is an irreducible L̂0-module. If V is an
irreducible L̂0-module, thenM(V ) is the unique irreducible quotient module ofM(V ).
Recall thatHb1 is aHeisenberg subalgebra of L̂. For anyHb1 -moduleV, if the eigenvalue
of h(b1) is a scalar then we call it the level of V. Now we collect some results on the
Heisenberg subalgebraHb1 from [1,4]. Let
H+b1 = 〈D(kb1)|k ∈ N〉, H−b1 = 〈D(kb1)|k < 0, k ∈ Z〉.
For a ∈ C∗ =C\{0} letCva be a 1-dimensionalHb1 ⊕Ch(b1)module such thatHb1va=
0, h(b1)va = ava,  ∈ {+,−}. Consider the inducedHb1 -module
M(a)= U(Hb1)⊗U(Hb1⊕Ch(b1))Cva (2.3)
associated with a and  ( a is the level ofM(a)). ThenHb1 -moduleM(a) is irreducible.
The following result is from the Propositions 4.3(i) and 4.5 in [4].
Theorem 2.2. If V =⊕i∈Z Vi is aZ-gradedHb1 -module of level a ∈ C∗ and dimVi <∞
for at least one i ∈ Z then
(1) If V is an irreducible module then V  M(a) for some  ∈ {+,−}.
(2) V is completely reducible.
LetG=U(Hb1)/U(Hb1)h(b1) and let f : U(Hb1) −→ G be the canonical mapping.
For r ∈ N consider a Z-graded ring Ar =C[t r , t−r ], deg t = 1 and denote by Pr the set of
all graded ring epimorphisms : G −→ Ar,(1)=1. SetA0=C and let0 : G −→ C be
trivial homomorphism such that 0(1)= 1,0(D(kb1))= 0 for all k ∈ Z∗. Let P0={0}.
For a given  ∈ Pr, r0, we deﬁne aHb1 -module structure on Ar as follows:
D(kb1)trs = (f (D(kb1)))trs , k ∈ Z∗; h(b1)trs = 0, s ∈ Z.
Denote thisHb1 -module by Ar,. From Lemma 3.6 and Proposition 3.8 in [1], we have
the following result.
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Theorem 2.3. (1) If V is an irreducible Z-graded Hb1 -module of level zero, then
V  Ar, for some r ∈ Z+, ∈ Pr .
(2)Ar,  Ar ′,′ if and only if r= r ′ and there exists b ∈ C∗ such that(f (D(kb1)))=
bk′(f (D(kb1))), k ∈ Z∗.
Fix a Z-basis {b1,b2} of , b1 = b11e1 + b12e2, and 1, 2, 3 ∈ C. Any Z-graded
Hb1 -module V =
⊕
i∈Z Vi can be extended to a L̂0-module by deﬁning
d1vj = (1 + jb11)vj , d2vj = (2 + jb12)vj ,
h(b2)v = 3v,
for j ∈ Z, vj ∈ Vj , v ∈ V . One can easily see that vector space V is a L̂0-module and
P(V ) ⊂ (1, 2)+ Zb1. For any  ∈ {+,−}, a ∈ C∗ and aHb1 -moduleM(a) extended
to a L̂0-module by the above way, if d1va = 1va, d2va = 2va , then we will denote it by
M(a, 1, 2). With the above notation, Theorems 2.2 and 2.3 give the following result.
Corollary 2.4. For any weight module V =⊕i∈Z Vi over L̂0, where Vi := V(1,2)+ib1 , if
the level of V is h(b1)= a and dimVi <∞ for at least one i ∈ Z then
(1) If V is an irreducible module and a = 0 then V  M(a, 1, 2) for some 1, 2 ∈
C,  ∈ {+,−}.
(2) If V is an irreducible module and a = 0 then V  Ar, for some r ∈ Z+, ∈ Pr .













M−t (a, (1, 2)+ jb1)
 ,
where I, J, Si, Tj ⊂ Z, M+s (a, (1, 2) + ib1)  M+(a, (1, 2) + ib1),
M−t (a, (1, 2)+ jb1)  M−(a, (1, 2)+ jb1) for any s ∈ Si, t ∈ Tj where Si, Tj
are ﬁnite sets, I has an upper bound and J has a lower bound.
Before concluding this section, we prove some results which will be used later on.
Lemma 2.5. Let {b1,b2} be a Z-basis of , V be an irreducible weight module over L̂. If
there exist 1, 2 ∈ C such that V(1,2) = 0 and
P(V ) ∩ ((1, 2)+ Zb1 + Nb2)= ∅,
then V  M(b1,b2, Ar,) for some r ∈ Z+, ∈ Pr , or
V  M(b1,b2,M(a, 1, 2))
for some a ∈ C∗, 1, 2 ∈ C,  ∈ {+,−}.
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Proof. Let W =⊕i∈Z V(1,2)+ib1 . One can easily check that W is a L̂0 weight module
and L̂+W = 0 since P(V ) ∩ ((1, 2) + Zb1 + Nb2) = ∅. Hence by the construction of
M(b1,b2,W) and the PBW theorem, there exists an epimorphism  from M(b1,b2,W)
toV such that |W = idW . Therefore, we can deduce the desired result by Corollary 2.4 and
the irreducibility. 
Lemma 2.6. For any Z-basis {b1,b2} of , a ∈ C∗, 1, 2 ∈ C, and  ∈ {+,−}, V =
M(b1,b2,M(a, 1, 2)) is not a Harish-Chandra module.
Proof. From the construction ofM(b1,b2,M(a, 1, 2)), we have thatP(V )∩((1, 2)+
Zb1 + Nb2) = ∅ and there exists va ∈ V(1,2) such thatHb1va = 0, h(b1)va = ava =
0, d1va = 1v1, d2va = 2va . Without loss of generality, we may assume that  = +.
For any n ∈ N, we can choose ij ∈ Z, 1jn with 0< i1< i2< · · ·< in such that
h(−ijb1 + b2)va = 0 for 1jn. Next, we prove that
{D(ijb1 − b2)D(−ijb1)va|1jn} ⊂ V(1,2)−b2
is a set of linearly independent vectors and, hence, dim V(1,2)−b2 =∞. If
n∑
j=1
jD(ijb1 − b2)D(−ijb1)va = 0,






= 1h(−i1b1 + b2)D(−i1b1)va +
n∑
j=2
j det(b1,b2)(ij − i1)
×D((ij − i1)b1)D(−ijb1)va
= 1D(−i1b1)h(−i1b1 + b2)va .
So we have 1D(−i1b1)va = 0 since h(−i1b1 + b2) = 0. Hence
0=D(i1b1)(1D(−i1b1)va = 1h(i1b1)va = 1i1ava .
Thus 1 = 0. Similarly, we can prove 2 = 3 = · · · = n = 0. Therefore V is not a Harish-
Chandra module. 
Lemmas 2.5 and 2.6 give the following statement.
Proposition 2.7. For any Z-basis {b1,b2} of  and any Harish-Chandra module V over
L̂, if there exist 1, 2 ∈ C such that V(1,2) = 0 andP(V )∩ ((1, 2)+Zb1+Nb2)=∅
then V  M(b1,b2, Ar,) for some r ∈ Z+, ∈ Pr . 
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3. Nonzero level Harish-Chandra modules
By  we denote the lexicographic order on Z2, i.e., (x1, x2)  (y1, y2) if and only if
x1>y1 or x1 = y1 and x2>y2. We deﬁne (x1, x2)> (y1, y2) if and only if x1>y1 and
x2>y2; (x1, x2)(y1, y2) if and only if x1y1 and x2y2.
Throughout this section, we use i, j,m, n, p, q, r, s, t, x, y to denote integers. For con-
venience, we denote [p, q] = {x|x ∈ Z, pxq} and similarly for (−∞, p], [q,∞) and
(−∞,+∞).
Proposition 3.1. If V is a nonzero level Harish-Chandra module over L̂, then V is a GHW
module.
Proof. Without loss of generality, wemay assume the center element c1 acting as a = 0. Let
Vb be theweight space ofV corresponding to theweight (1, 2)+b. ThenV=⊕b∈ Vb, and
W0 :=⊕i∈Z Vie1 = 0.LetW1=⊕i∈Z Vie1+e2 .ThenW0,W1 are L̂0=He1+〈c1, c2, d1, d2〉












M−t (a, je1 + e2)
 ,
where I, J, Si, Tj ⊂ Z,
M+s (a, ie1 + e2)  M+(a, ie1 + e2),M−t (a, je1 + e2)  M−(a, je1 + e2).
Set
m=max{i|i ∈ I } ∈ Z, n=min{j |j ∈ J } ∈ Z.
There exists 0 = va ∈ Vi0e1 such that He1va = 0 and h(e1)va = ava for some  ∈{+,−}. For convenience, we assume  = + and i0 = 0. Hence D((n − 1)e1 + e2)va ∈






s (a, ie1 + e2)).
Thus, for p =max{1,m− n+ 2}, we have
0=D(pe1)D((n− 1)e1 + e2)va
= − pD((n+ p − 1)e1 + e2)va +D((n− 1)e1 + e2)D(pe1)va
= − pD((n+ p − 1)e1 + e2)va .
Therefore there exists q ∈ Z such that D(qe1 + e2)va = 0. Denote b1 = qe1 + e2. We can
deduce D(xb1 + ye1)va = 0 for all x ∈ Z+, y ∈ N. Let b2 = b1 + e1 then det(e1,b2) =∣∣∣ 10 q+11 ∣∣∣= 1 andD(xe1 + yb2)va = 0 for x, y ∈ Z+. Hence {e1,b2} is a Z-basis of  and
V is a GHW module with GHW 0 corresponding to this basis. 
With the above Proposition, the classiﬁcation of nonzero level Harish-Chandra module
over L̂ is reduced to the classiﬁcation of GHW Harish-Chandra module. We assume that
V =⊕b∈ V	0+b and V is a nontrivial GHW Harish-Chandra module with GHW 	0 =
(1, 2) corresponding to a Z-basis B={b1,b2} of . Moreover, we assume	0= 0 for the
sake of convenience since this value does not affect our argument.
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Lemma 3.2. (1) For any v ∈ V , there exists p> 0 such that D(i1b1 + i2b2)v = 0 for all
(i1, i2)(p, p).
(2) For any 0 = v ∈ V, (m1,m2)> 0,D(−m1b1 −m2b2)v = 0.
(3) If b := i1b1 + i2b2 ∈ P(V ), then for any (m1,m2)> 0, there exists m0 such that
{x ∈ Z|b+ x−→c ∈ P(V )} = (−∞,m] where c =m1b1 +m2b2.
Proof. Let v0 be the GHW vector of V corresponding to Z-basis B.
(1) Since v = uv0 for some u ∈ U(L̂), then u is a linear combination of elements of the
form un = D(i1b1 + j1b2) · · ·D(inb1 + jnb2). Thus without loss of generality, we
may assume u = un. Take p1 = −∑is<0 is + 1, p2 = −∑js<0 js + 1. By induction
on n one gets D(ib1 + jb2)v = 0 for (i, j)(p1, p2), and this gives the results with
p =max{p1, p2}.
(2) SupposeD(−m1b1−m2b2)v= 0 for some nonzero v ∈ V . Let p be as in the proof of
(1). ThenD(−m1b1−m2b2),D(b1+p(m1b1+m2b2)) andD(b2+p(m1b1+m2b2))
act trivially on v. Since the Lie algebra L̂ is generated by these elements, we have that
L̂.v = 0 which contradicts the fact that V is a nontrivial irreducible module.
(3) Let
J = {x ∈ Z|b+ xc ∈ P(V )}, Vx := Vb+xc,
where b= i1b1+ i2b2. By (2), we have J = (−∞,m] for some integerm0 or J =Z.
Suppose J=Z. Then for any i ∈ N, there are 0 = vi ∈ Vi, pi > 0 such thatD(k)vi=0 for
any k= k1b1+ k2b2 with (k1, k2)(pi, pi). Choose {xi ∈ N|i ∈ N} such that xi+1>xi +
pxi + 2. Next, we prove that {D(−xic)vxi |1 i} is a set of linearly independent vectors
in Vb.
For any ﬁxed r ∈ N, we can deduce from (1) that there exists qr ∈ N such that D(yc +
b1)vxr = 0 for yqr . On the other hand, D(yc + b1)vxr = 0 for y < − 1 by (2). Hence
there exists yr − 2 such that D(yrc + b1)vxr = 0 but D(yc + b1)vxr = 0 for y >yr .
Now, we prove {D(−xic)vxi |1 ir} is a set of linearly independent vectors. Suppose∑r
i=1 iD(−xic)vxi = 0 then for 1j < r ,
D((xr + yr)c + b1)D(−xj c)vxj = [D((xr + yr)c + b1),D(−xj c)]vxj
= det(b1,b2)xjm2D((xr − xj + yr)c + b1)vxj
= 0,
D((xr + yr)c + b1)D(−xrc)vxr = [D((xr + yr)c + b1),D(−xrc)]vxr
= det(b1,b2)xrm2D(yrc + b1)vxr = 0,
where we have used xr +yr −xj >pxj and the choice of yr . Therefore 0=D((xr +yr)c+
b1)(
∑r
i=1 iD(−xic)vxi )= r det(b1,b2)xrm2D(yrc + b1)vxr . Hence r = 0. Similarly,
we can deduce that r−1=· · ·= 1= 0. This implies dim Vb=∞, which is a contradiction
to the fact that V is a Harish-Chandra module. 
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Lemma 3.3. There exists a Z-basis B ′ = {b′1,b′2} of  such that
(1) V is a GHW module with GHW weight 0 corresponding to the Z-basis B ′.
(2) (Z+b′1 + Z+b′2) ∩P(V )= {0}.
(3) −Z+b′1 − Z+b′2 ⊂ P(V ).
(4) If i1b′1 + i2b′2 /∈P(V ) then k1b′1 + k2b′2 /∈P(V ) for (k1, k2)(i1, i2).
(5) If i1b′1 + i2b′2 ∈ P(V ) then k1b′1 + k2b′2 ∈ P(V ) for (k1, k2)(i1, i2).
(6) For any 0 = (k1, k2)0, (i1, i2) ∈ , we have
{x ∈ Z|i1b′1 + i2b′2 + x(k1b′1 + k2b′2) ∈ P(V )} = (−∞,m]
for some m ∈ Z.
Proof. By Lemma 3.2(3) we may suppose {x ∈ Z|x(b1+b2) ∈ P(V )}= (−∞, p−2] for
somep2. Letb′1=(p+1)b1+(p+2)b2,b′2=pb1+(p+1)b2 then det(b′1,b′2)
∣∣∣p+1p+2 pp+1 ∣∣∣
det(b1,b2) = det(b1,b2) ∈ {±1}. Hence B ′ = {b′1,b′2} is a Z-basis of . One can easily
see Z+b′1 + Z+b′2 ⊂ Z+b1 + Z+b2, which implies the statement (1).
Denote b1 + b2 by b. If r1b′1 + r2b′2 ∈ P(V ) for some r1, r2 ∈ Z+ then we can ﬁnd a
nonzero element v ∈ Vr1b′1+r2b′2 . But
r1b′1 + r2b′2 = (r1(p + 1)+ r2p)b1 + (r1(p + 2)+ r2(p + 1))b2
= (r1 + r2)(p − 1)b+ r1(2b1 + 3b2)+ r2(b1 + 2b2), (3.1)
which implies (r1+r2)(p−1)b ∈ P(V ) by Lemma 3.2(2). Hence r1=r2=0 by the choice
of p. This completes the proof of statement (2).
Statement (3)–(5) follow from the fact that (0, 0) is a weight and Lemma 3.2(2).
Finally, we prove the statement (6). Set
m= i1b′1 + i2b′2, n = k1b′1 + k2b′2, A= {x ∈ Z|m+ xn ∈ P(V )}.
Since k1b′1 + k2b′2 = (pk1 + pk2 + k1)b1 + (pk1 + pk2 + 2k1 + k2)b2 and (pk1 + pk2 +
k1, pk1+pk2+2k1+ k2)> (0, 0), we can choose x0 ∈ Z such thatm+x0n := ib1+ jb2
with (i, j)< (0, 0). Hence m + x0n ∈ P(V ) by Lemma 3.2(2) and (0, 0) ∈ P(V ). Thus
we obtain (6) by Lemma 3.2(3). 
From now on, we assume that V is a GHW Harish-Chandra module with GHW (0,0)
corresponding to the Z-basis B = {b1,b2} and B satisﬁes the properties in Lemma 3.3.
Lemma 3.4. If there exist an integer s > 0 and (i1, i2), (k1, k2) ∈  such that k1, k2 are
coprime, and
{i1b1 + i2b2 + x1sb1 + x2sb2|(x1, x2) ∈ , k1x1 + k2x2 = 0} ∩P(V )= ∅,
then V  M(b′1,b′2, Ar,) for some Z-basis {b′1,b′2} of  and r ∈ Z+, ∈ Pr .
Proof. If k1> 0 and k2< 0 or k1k2=0 then there exists 0 = (x1, x2)0with k1x1+k2x2=0
which is a contradiction to Lemma 3.3(6). Hence (k1, k2)> 0 or (k1, k2)< 0. Therefore,
we may assume (k1, k2)> 0.
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First, we prove that there exists m ∈ Z such that
{x1b1 + x2b2|(x1, x2) ∈ , x1k1 + x2k2m} ∩P(V )= ∅. (3.2)
Indeed, letN=k1s2,m=k1(N+i1)+k2(N+i2). For any (x1, x2) ∈ with k1x1+k2x2m,
let (y1, y2)= (x1, x2)− (i1 +N, i2 +N) then k1y1 + k2y20. We can choose l ∈ Z with
−y2
s2k1
 l > −y2
s2k1
− 1.
Hence 0y2 + ls2k1> − s2k1, which deduces y1 − ls2k20 since k1(y1 − ls2k2) −
k2(y2 + ls2k1)0. Consider
(x1, x2)= (y1, y2)+ (i1 +N, i2 +N)
= (i1, i2)+ l(s2k2 − s2k1)+ (N + y1 − ls2k2, N + y2 + ls2k1)
(i1, i2)+ l(s2k2,−s2k1).
From the assumption we get that
i1b1 + i2b2 + ls2k2b1 − ls2k1b2 /∈P(V ).
Hence x1b1 + x2b2 /∈P(V ) by Lemma 3.3(4), which completes the proof of (3.2). 
From (3.2) there is a unique integer m0 with the following properties:
(1) {x1b1 + x2b2 ∈ P(V )|(x1, x2) ∈ , k1x1 + k2x2m0} = ∅;
(2) A := {x1b1 + x2b2 ∈ P(V )|(x1, x2) ∈ , k1x1 + k2x2 =m0 − 1} = ∅.
Since k1, k2 are coprime, we can choose n1, n2 ∈ Z such that k1n1 + k2n2 = 1. Let
b′1= k2b1− k1b2,b′2=n1b1+n2b2, then det(b′1,b′2)=±1. Hence {b′1,b′2} is a Z-basis of
. For any 1b1+2b2 ∈ A, we haveV1b1+2b2 = 0 andP(V )∩((1, 2)+Zb′1+Nb′2)=∅,
which deduces the result as we hope by Proposition 2.7. 
Corollary 3.5. If there exist (i1, i2), (0, 0) = (k1, k2) ∈  such that
{i1b1 + i2b2 + x(k1b1 + k2b2)|x ∈ Z} ∩P(V )= ∅,
then V  M(b′1,b′2, Ar,) for some Z-basis {b′1,b′2} of  and r ∈ Z+, ∈ Pr .
Proof. By Lemma 3.3(6),we can assume k1k2< 0. Write (k1, k2) = s(k′1, k′2) with k′1, k′2
coprime and s > 0. Then
{i1b1 + i2b2 + x(k1b1 + k2b2)|x ∈ Z}
= {i1b1 + i2b2 + x1sb1 + x2sb2|(x1, x2) ∈ , k′2x1 − k′1x2 = 0}.
By Lemma 3.4 we obtain the desired result. 
By Lemmas 3.2 and 3.3 and Corollary 3.5, we can get the following result (see [14,
Lemma 3.5] or [20, p. 545] for detail).
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Lemma 3.6. If there exist 0 = (m, n) ∈ , (i, j) ∈ , p, q ∈ Z such that
{x ∈ Z|ib1 + jb2 + x(mb1 + nb2) ∈ P(V )} ⊃ (−∞, p] ∪ [q,+∞),
then V  M(b′1,b′2, Ar,) for some Z-basis {b′1,b′2} of  and r ∈ Z+, ∈ Pr .
Lemma 3.7. If there exist (i, j), (k, l) ∈  and x1, x2, x3 ∈ Z with x1<x2<x3 such that
ib1 + jb2 + x1(kb1 + lb2) /∈P(V ),
ib1 + jb2 + x2(kb1 + lb2) ∈ P(V ), and
ib1 + jb2 + x3(kb1 + lb2) /∈P(V ),
then V  M(b′1,b′2, Ar,) for some Z-basis {b′1,b′2} of  and r ∈ Z+, ∈ Pr .
Proof. Without loss of generality, we may assume k, l are coprime. Thus we can choose
(m, n) ∈  with kn − lm = 1. Let b′1 = kb1 + lb2,b′2 = mb1 + nb2 then {b′1,b′2} is a
Z-basis of . Replacing x2 by the largest x <x3 with ib1 + jb2 + x(kb1 + lb2) ∈ P(V ),
then replacing x3 by x2 + 1 and (i, j) by (i, j)+ x2(k, l) we can assume
x1<x2 = 0, x3 = 1. (3.3)
LetX := {x ∈ Z|ib1+jb2+b′2+xb′1}. IfX ⊂ P(V ) then the lemma follows fromLemma
3.6. Hence we may assume that there exists m ∈ Z with ib1 + jb2 + b′2 + mb′1 /∈P(V ).
By (3.3) and the assumption, we have
D(x1b′1)vib1+jb2 =D(b′1)vib1+jb2 =D(mb′1 + b′2)vib1+jb2 = 0, (3.4)
where 0 = vib1+jb2 ∈ Vib1+jb2 . Note that {D(pb′1 + qb′2)|p ∈ Z, q ∈ N} belongs
to the subalgebra generated by {D(x1b′1),D(b′1),D(mb′1 + b′2)} since x1< 0. We obtain
D(pb′1 + qb′2)vib1+jb2 = 0 for p ∈ Z, q ∈ N. Since {b′1,b′2} is a Z-basis of , by using
the PBW basis of U(L̂) and the irreducibility of V, we have V = U(L̂)vib1+jb2 and
{ib1 + jb2 + Zb′1 + Nb′2} ∩P(V )= ∅.
Therefore, the result follows from Proposition 2.7. 
Lemma 3.8. If there exist integers i > 0, j < 0 and 0 = vc ∈ Vc,b = mb1 + nb2 = 0,
such that D(ib)vc = 0 = D(jb)vc, then V  M(b′1,b′2, Ar,) for some Z-basis {b′1,b′2}
of  and r ∈ Z+, ∈ Pr .
Proof. Suppose V / M(b′1,b′2, Ar,) for any Z-basis {b′1,b′2} of  and r ∈ Z+, ∈ Pr .
Write (m, n)= s(m′, n′) with m′, n′ coprime and s1. Then we can choose (m2, n2) ∈ 
with n′m2−m′n2= 1. Let b′1=m′b1+ n′b2,b′2=m2b1+ n2b2 then {b′1,b′2} is a Z-basis
of . By Corollary 3.5, Lemmas 3.6 and 3.7, for any 0 = q ∈ Z there exists some integer
pq such that
Aq := {x ∈ Z|c + qb′2 + xb′1 ∈ P(V )} = (−∞, pq ] or [pq,+∞). (3.5)
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We ﬁrst assume Aq ==(−∞, pq ]. ThusD(qb′2− jxsb′1±b′1)vc= 0 for sufﬁciently large
integer x > 0. Hence we can deduceD(qb′2 ± b′1)vc = 0 sinceD(jsb′1)vc =D(jb)vc = 0.
Therefore, we have
D(±(b′1 + b′2))vc = 0=D(±(b′1 + 2b′2))vc.
But L̂ is generated by {D(±(b′1 + b′2)),D(±(b′1 + 2b′2))} since {b′1 + b′2,b′1 + 2b′2} is a
Z-basis of . Thus V =U(L̂)vc is a trivial module, which is a contradiction. One can give
a similarly argument for the case Aq = [pq,+∞). 
Now we study the GHW Harish-Chandra modules of the Virasoro-like algebra L̂.
Proposition 3.9. If V is a nontrivial GHW Harish-Chandra module with GHW(1, 2)
corresponding to a Z-basis B = {b1,b2} of  over L̂, then V  M(b′1,b′2, Ar,) for some
Z-basis {b′1,b′2} of  and r ∈ Z+, ∈ Pr .
Proof. Without loss of generality, let (1, 2)= (0, 0). Suppose that V / M(b′1,b′2, Ar,)
for any Z-basis {b′1,b′2} of  and r ∈ Z+, ∈ Pr . By Corollary 3.5, Lemmas 3.6 and 3.7,
for any (i, j), 0 = (k, l) ∈ , there exists p ∈ Z such that
{x ∈ Z|ib1 + jb2 + x(kb1 + lb2) ∈ P(V )} = (−∞, p] or [p,+∞). (3.6)
Let
yi =max{y ∈ Z| − ib1 + yb2 ∈ P(V )}, ∀i ∈ N,
xi =max{x ∈ Z|xb1 − ib2 ∈ P(V )}, ∀i ∈ N.
We have the following results (see [14, Theorem 3.7, Claims 1 and 2] or [20, pp. 547–549]
for detail).












−1 is a positive irrational number.
(A3) We can deﬁne a total order > on  as follow:
(i, j)>(k, l) ⇐⇒ i+ j > k+ l. (3.7)
Andwe have that the order> is dense, i.e., for any  ∈ R+\{0}, there exist p, q ∈ Z
such that 0<p+ q < .
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Let
G+ = {ib1 + jb2|(i, j)>(0, 0)}, G− = {ib1 + jb2|(i, j)<(0, 0)}.
Then we have
(A4) If ib1 + jb2 ∈ P(V ), then
kb1 + lb2 ∈ P(V ) (3.8)
for any (k, l)<(i, j), i.e. (ib1 + jb2)− (kb1 + lb2) ∈ G+.
From (3.8), we get G− ⊂ P(V ) since (0, 0) ∈ P(V ). Thus, by (3.6) and the deﬁnition
of >, for any (i, j) ∈ , there exists an integer p such that
{x ∈ Z|ib1 + jb2 + x(kb1 + lb2) ∈ P(V )} = (−∞, p], ∀kb1 + lb2 ∈ G+.(3.9)
Claim 1. For any (1, 2) ∈ P(V ), ((1, 2)+G+) ∩P(V ) = ∅.
Proof. Suppose ((1, 2)+G+)∩P(V )=∅ for some (1, 2) ∈ P(V ). Since the order>
is dense, for any n ∈ N, we can choose (p, q) ∈  such that 0>p+ q > −14n with p = 0.
Then (0, 0)>i(p, q)>(0,−1) for 1 i4n. Denote c = pb1 + qb2. For any 0 = v ∈
V(1,2), 1 in,D(−b2 − (2i − 1)c)D((2i − 1)c)v has weight (1, 2)− b2. We prove
that they are linearly independent. In fact, if
∑n
i=1 iD(−b2− (2i−1)c)D((2i−1)c)v=0















where we have used the fact b2 + (2i + 1)c ∈ G+ for all 1 in and ((1, 2)+G+) ∩
P(V ) = ∅. Moreover, D(−2c)D(c)v = 0 = D(−c)v, which deduces D(c)D(c)v = 0 by
Lemma 3.8. So we obtain 1 = 0. Similarly, 2 = · · · = n = 0. Thus dim V(1,2)−b2n
for any n ∈ N, which is a contradiction. This completes the proof of the Claim.
Claim 2. For any b= ib1 + jb2 ∈ G+ and 0 = v ∈ V(1,2), we have D(−b)v = 0.
Proof. Suppose thatD(−b)v=0 for someb=ib1+jb2 ∈ G+ and0 = v ∈ V(1,2). But, by
(3.9), we see thatD(sb)v=0 for some s > 0, which then implies that V  M(b′1,b′2, Ar,)
for some Z-basis {b′1,b′2} of  and r ∈ Z+, ∈ Pr by Lemma 3.8, and this contradicts to
our assumption. This completes the proof of the Claim.
Claim 3. For any n ∈ N, there exists
a = ib1 + jb2 ∈ (G+ ∪ {(0, 0)}) ∩P(V )
with dimVan.
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Proof. From Claim 1, there exists b= ib1 + jb2 ∈ G+ ∩P(V ). Thus ij = 0 by Lemma
3.3(2).Write (i, j)= s(i′, j ′)with i′, j ′ coprime and s1. Then i′b1+ j ′b2 ∈ G+∩P(V )
by (3.9). Hence we may assume i, j are coprime. Since the order> is dense and b ∈ G+,
we can choose (p, q) ∈  such that 0<p + q < i+j4n . Denote pb1 + qb2 by c. Then
(0, 0)<k(p, q)<(i, j) for 1k4n, and we can prove that det(b, c) = 0. Indeed, if
det(b, c) = 0, i.e. iq − pj = 0 then (p, q) = s′(i, j) for some integer s′ since i, j are
coprime. This contradicts to the choice of (p, q). Let
m1 =max{x ∈ Z|xb ∈ P(V )}, m2 =max{x ∈ Z|m1b+ xc ∈ P(V )}.
Then, by (3.9), m11 and m20 since b ∈ P(V ). For any 0 = v ∈ Vm1b+m2c and
1kn,D(−b + (2k − 1)c)D(−(2k − 1)c)v has weight a := (m1 − 1)b + m2c ∈
G+ ∪ {(0, 0)}. We prove that they are linearly independent. Suppose
n∑
k=1
kD(−b+ (2k − 1)c)D(−(2k − 1)c)v = 0
for some k ∈ C. We have, by (3.8), that
D(b− 2c)D(−(2k − 1)c)v ∈ Vm1b+m2c+b−(2k+1)c = {0}, ∀1kn,
where the second identity is due to the fact that m1b+m2c + c /∈P(V ) and















k(3− 2k) det(b, c)D(−(2k − 1)c)D((2k − 3)c)v
= 1 det(b, c)D(−c)D(−c)v.
Thus1D(−c)D(−c)v=0.On the other hand, by the choice ofv,D(2c)D(−c)v=0=D(c)v
which deduces D(−c)D(−c)v = 0 by the assumption about V and Lemma 3.8. Hence
1 = 0. Similarly, we can deduce 2 = · · · = n = 0. Therefore dim Van. This completes
the proof of Claim 3.
For any n ∈ N, we know that dim Van for some a ∈ G+ ∪ {(0, 0)} by Claim 3.
Hence we have dim V(0,0)n by Claim 2 with b and (1, 2) all replaced by a. Therefore
dim V(0,0) =∞ which is a contradiction. 
Propositions 3.1 and 3.9 imply our main result.
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Theorem 3.10. IfV is anonzero levelHarish-Chandra L̂-module, thenV  M(b′1,b′2, Ar,)for some Z-basis {b′1,b′2} of  and r ∈ Z+, ∈ Pr .
Remark 3.11. Since the center h(b′1)= b′11c1 + b′12c2 of the Virasoro-like algebra L̂ acts
as zero on the moduleM(b′1,b′2, Ar,), all the levels form a line in C2.
Remark 3.12. In order to show the existence of nonzero level Harish-Chandra modules
for the Virasoro-like algebra, one can ﬁrst construct a highest weight module for the Lie
subalgebra L = L̂/Cd1. To do this, we set L0 = L̂0/Cd1, and deﬁne a linear map  :
L0 → C so that (d2)= (c1)= 0, (c2)= 1 and (D(ke1))= 1k (k = 0). For the one
dimensionalL0 + L̂+-module Cv0 deﬁned by the action
L̂iv0 = 0, if i > 0; xv0 = (x)v0, ∀x ∈L0,
we have the inducedL-module
V ()= IndL0+L̂+L Cv0 = U(L)⊗U(L̂++L0)Cv0,
whereU(L) is the universal enveloping algebra of the Lie algebraL. ThemoduleV () has
a unique maximal submodule J. Then we obtain an irreducible highest weightL-module
V ()= V ()/J .
By using a technique from the proof of Theorem 2.1(a) in [3] (or see [21] for more detail),
one can verify that theweight spaces ofV () are ﬁnite dimensional.We then use a technique
from [7,8] to construct a nonzero level Harish-Chandra module for theVirasoro-like algebra
L̂. Set
V̂ ()= V ()⊗ C[t±1].
We deﬁne the action of L̂ on V̂ () as follows:
d1(v ⊗ tk)= kv ⊗ tk ,
D(ie1 + je2)(v ⊗ tk)= (D(ie1 + je2)v)⊗ tk+i ,
for v ∈ V (), i, j, k ∈ Z. Then V̂ () becomes a nonzero level Harish-Chandra module
for the Virasoro-like algebra L̂. Moreover, for the graded ring epimorphism  : G → A1
deﬁned by (1) = 1 and (D(ke1)) = (D(ke1))tk , for k ∈ Z∗, then M(e1, e2, A1,) is
the irreducible L̂-module, and isomorphic to V̂ ().
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