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Abstract
Aristotelian diagrams are used extensively in contemporary research in artifi-
cial intelligence. The present paper investigates the geometric and cognitive
differences between two types of Aristotelian diagrams for the Boolean alge-
bra B4. Within the class of 3D visualizations, the main geometric distinction
is that between the cube-based diagrams (such as the rhombic dodecahedron)
and the tetrahedron-based diagrams. Geometric properties such as collinear-
ity, central symmetry and distance are examined from a cognitive perspective,
focusing on diagram design principles such as congruence/isomorphism and
apprehension. The cognitive effectiveness of the different visualizations is
compared for the representation of implication versus opposition relations,
and for subdiagram embeddings.
Keywords: logical geometry, knowledge representation, rhombic dodecahe-
dron, tetrahedron, opposition and implication, congruence principle, central
symmetry.
1 Introduction
The logical diagrams used in philosophy and artificial intelligence can be divided
into two broad classes. On the one hand, there is the class containing, among
others, Euler, Venn, spider and linear/interval diagrams [9, 40, 43, 65, 92]. In these
cases, one diagram visualizes a single formula from a given logical system, and
visual operations on the diagram correspond to logical operations on the formula.
Diagrammatic reasoning thus consists in a sequence of operations that gradually
transforms an initial diagram into another diagram. On the other hand, there is
the class containing, for instance, Hasse, Aristotelian and duality diagrams [17,
24, 30, 82], where one diagram visualizes the logical relations between several
formulas from a given logical system. Such diagrams support different types of
inference, which consists in ‘traversing’ the diagram by making use of the relations
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Figure 1: (a) Visual code for representing the Aristotelian relations, (b) square of
opposition for the categorical statements.
between the formulas,1 and thus resemble the proof technique of diagram chasing
in category theory [5].2
In this paper we will focus on logical diagrams of the second class, and in
particular, on Aristotelian diagrams. These diagrams visualize the Aristotelian re-
lations holding between certain formulas, according to the visual code shown in
Figure 1(a). A formal definition of the Aristotelian relations in terms of Boolean
algebras will be introduced in Section 2. Without a doubt, the most well-known
example of an Aristotelian diagram is the square of opposition for the categori-
cal statements from syllogistics [67], as shown in Figure 1(b). Some examples
of larger, more complex Aristotelian diagrams are shown in Figure 2. The oc-
tagon in Figure 2(b) was already studied by the 14th-century philosopher John
Buridan [31, 52, 55, 76]. This clearly illustrates the fact that Aristotelian dia-
grams have a long and rich history in philosophy [20, 21, 67]. However, today
they are also widely used in other areas, including artificial intelligence. For exam-
ple, they have been used in the study of various logic-based approaches to knowl-
edge representation, such as modal/epistemic logic [7, 18, 42, 57, 58], fuzzy logic
[47, 62, 63, 64, 89], propositional dynamic logic [18, 44] and probabilistic logic
[45, 70, 71, 79]. Furthermore, Aristotelian diagrams are also used extensively to
study other types of knowledge representation formalisms, including rough set the-
ory [13, 94, 14], formal concept analysis and possibility theory [14, 33, 34], formal
1For example, many logic textbooks targeted at philosophy students contain exercises in which
one is presented with a square of opposition and the truth value of (the formula in) one of the square’s
corners, and is then asked to determine the truth values of the other corners by making use of the
Aristotelian relations [53, Exercise 4.5.1].
2There also exists some overlap between these two classes of logical diagrams. For example,
philosophers [6] and computer scientists [48] have recently developed diagrams where the individual
formulas are visualized as small Euler/Venn diagrams, which are then embedded inside a larger
Aristotelian/Hasse diagram.
2
Figure 2: Two larger, more complex Aristotelian diagrams.
argumentation theory [1, 2, 3, 4], fuzzy set theory [15, 16, 35, 38], the theory of log-
ical and analogical proportions [59, 72, 73, 74, 75] and multiple-criterion decision-
making [36, 37, 39]. Dubois et al. [36] and Yao [94] present a general perspective
on the usefulness of Aristotelian diagrams in the theoretical foundations of artifi-
cial intelligence, emphasizing their role in drawing comparisons across individual
formalisms and in discovering new notions.
The research programme of Logical Geometry3 studies Aristotelian diagrams
from both an abstract-logical and a visual-geometrical perspective. The abstract-
logical properties are analyzed using tools and techniques from model theory [29,
83], group theory [17, 26], combinatorics [25, 29], lattice theory [24, 80] and for-
mal semantics [80, 84]. The study of visual-geometrical topics makes crucial use of
insights from disciplines such as information visualization [19, 82], diagram design
[27, 81] and cognitive psychology [25, 82]. One of the major visual-geometrical
issues studied in Logical Geometry is the fact that a single logical structure often
gives rise to different visualizations [25]. In particular, when drawing Aristotelian
diagrams for a given logical structure, one is still confronted with several design
choices. In Larkin and Simon’s terminology [56], the resulting diagrams are infor-
mationally equivalent, but they need not be computationally equivalent, in the sense
that visual differences may significantly influence user comprehension. Since au-
thors typically use Aristotelian diagrams to help their readers gain a better insight
into the underlying logical structures, the question arises whether some diagrams
are more ‘effective’ than others.
The main aim of this paper is to present a case study on this question: we take
3See www.logicalgeometry.org.
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one logical structure, viz. the Boolean algebra B4, and compare two fundamentally
different 3D visualizations in the light of general principles of diagram design and
information visualization. This case study is particularly interesting in the con-
text of artificial intelligence, for a number of different (but interrelated) reasons.
First of all, one of the visualizations to be studied was first proposed and analyzed
by AI researchers, viz. Ciucci, Dubois and Prade [13, 33]. Furthermore, as is ex-
plicitly indicated by these authors, the Boolean algebra B4 naturally arises in the
context of a quadripartition of a given set. In this sense we go one step beyond the
Boolean algebra B3, which corresponds to a tripartition, and is typically visual-
ized by means of a hexagon of opposition (also see related work on orthopairs and
three-way decisions [11, 12, 94, 95]). Finally, the present case study strikes a good
balance between logical complexity and geometrical simplicity: on the one hand
the Boolean algebra B4 is sufficiently complex to be useful in actual AI applica-
tions (such as formal concept analysis), but on the other hand its 3D visualizations
are still sufficiently simple to be readily accessible for human visual perception.4
The paper is organized as follows. Section 2 introduces the Boolean algebra
B4, its canonical bitstring representation and the Aristotelian relations. Section 3
discusses the geometric differences between cube-based and tetrahedron-based 3D
visualizations of B4, focusing on the rhombic dodecahedron and the nested tetra-
hedron. Sections 4 – 7 contain the core results of this paper, offering a detailed
comparison of the cognitive effectiveness of the different 3D visualizations from
the perspective of diagram design principles such as congruence/isomorphism and
apprehension.5 In particular, Section 4 studies the representation of implication
relations and logical levels, whereas Section 5 deals with the visualization of the
opposition relations of contradiction and (sub)contrariety. Next, Section 6 inves-
tigates a number of visualization issues that simultaneously involve implication
and opposition. Section 7 studies how certain well-known subdiagrams, such as
squares and hexagons, can be embedded inside the larger 3D diagrams. Finally,
Section 8 offers some concluding remarks.
4One might point out that Dubois, Prade et al.’s ‘cube of opposition’ is also very useful in artificial
intelligence [16, 36], and is visually even much simpler. However, unlike the diagrams studied in
this paper, this cube is not Boolean closed: it does not visualize an entire Boolean algebra, but only
a part of one. In [22] it is shown that the Boolean closure of this cube of opposition is (isomorphic
to) B7, which contains 27 = 128 elements, and thus cannot be visualized in an easily surveyable
manner.
5Moretti [61] and Dubois and Prade [33] provide an initial comparison between the cube- and
tetrahedron-based diagrams, but without focusing on diagram design principles. The outlines of a
more cognitively oriented comparison are sketched in [85].
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Table 1: Bitstrings for the 16 formulas of CPL and S5.
ϕ ∈ LS5 ψ ∈ LCPL β(ϕ)/β(ψ) β(¬ϕ)/β(¬ψ) ¬ψ ∈ LCPL ¬ϕ ∈ LS5
p p ∧ q 1000 0111 ¬(p ∧ q) ¬p
p ∧ ¬p ¬(p→ q) 0100 1011 p→ q ¬p ∨p
¬p ∧ ♦p ¬(p← q) 0010 1101 p← q p ∨ ¬♦p
¬♦p ¬(p ∨ q) 0001 1110 p ∨ q ♦p
p p 1100 0011 ¬p ¬p
p ∨ (¬p ∧ ♦p) q 1010 0101 ¬q ¬p ∧ (p ∨ ¬♦p)
p ∨ ¬♦p p↔ q 1001 0110 ¬(p↔ q) ¬p ∧ ♦p
p ∧ ¬p p ∧ ¬p 0000 1111 p ∨ ¬p p ∨ ¬p
2 Bitstrings and Aristotelian Relations in B4
In its investigations, Logical Geometry makes extensive use of bitstrings [29, 80,
86], i.e. sequences of bits (0/1) which serve as compact combinatorial representa-
tions of the denotations of logical formulas. In this paper, we focus on bitstrings of
length 4, which allow us to encode 24 = 16 formulas from logical systems such as
classical propositional logic (CPL) and the modal logic S5, as illustrated in Table 1
— where β is the function mapping a formula ϕ onto its bitstring representation
β(ϕ). Bitstrings can be characterized in terms of their level, i.e. the number of
positions with value 1. Hence, the top half in Table 1 contains the 4 level 1 (L1)
bitstrings and the 4 L3 bitstrings; the bottom half in Table 1 consists of the 6 L2
bitstrings as well as the L0 and L4 bitstrings. The standard Boolean operations of
meet, join and complement can straightforwardly be defined on this set of 16 bit-
strings,6 yielding the Boolean algebra B4 = {0, 1}4 [46]. The Aristotelian relation
holding between formulas ϕ and ψ can then easily be determined by computing
the meet and join of their bitstring counterparts β(ϕ) and β(ψ). Two bitstrings b1
and b2 of length 4 are:
contradictory (CD) iff b1 ∧ b2 = 0000 and b1 ∨ b2 = 1111,
contrary (C) iff b1 ∧ b2 = 0000 and b1 ∨ b2 6= 1111,
subcontrary (SC ) iff b1 ∧ b2 6= 0000 and b1 ∨ b2 = 1111,
in subalternation (SA) iff b1 ∧ b2 = b1 and b1 ∨ b2 6= b1.
Two formulas ϕ and ψ are CD iff they cannot be true together and cannot be false
together. Hence, the meet of their bitstrings β(ϕ) and β(ψ) equals the bottom
element 0000 of B4, whereas their join equals its top element 1111. With C and
6These operations are defined bit position by bit position; for example, ¬1100 = 0011, 1100 ∧
1010 = 1000 and 1100 ∨ 1010 = 1110.
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Figure 3: 2D visualizations: (a) JSB hexagon for a fragment of B4, (b) Hasse
diagram for B4.
SC , one of the two identity conditions of CD is negated: contraries may be false
together, while subcontraries may be true together. The set of Aristotelian relations
is fundamentally ‘hybrid’: the opposition relations CD , C and SC are defined
using the top and bottom elements, while the implication relation SA is defined in
terms of the related bitstrings b1 and b2 themselves [83].
Figure 3 presents two standard 2D visualizations, viz. an Aristotelian hexagon
for a fragment of B4 and a Hasse diagram for B4 itself. Both diagrams have central
symmetry: contradictory bitstrings are located at diametrically opposed vertices of
the diagram and at the same distance from its centre. Furthermore, in the Hasse
diagram, the logical ordering of levels corresponds to the vertical geometrical or-
dering of lines, from L0 at the bottom up to L4 at the top.
3 Two Types of 3D Visualizations of B4
3.1 Cube-based Diagrams
The first type of 3D visualization of B4 is based on the rhombic dodecahedron
(RDH) in Figure 4(a), a convex polyhedron with 12 rhombic faces, 14 vertices and
24 edges. This visualization was first proposed by Smessaert [80] and later adopted
by Demey [18, 82].7 The close connection between RDH and both the cube and the
octahedron — see Figure 4(b) — is due to RDH being the dual of a cuboctahedron
(see [84] for more details).
7Two closely related cube-based 3D visualizations — viz. Sauriol’s tetra(kis-)hexahedron [78]
and Moretti and Pellissier’s tetraicosahedron [60, 68] — are briefly compared to RDH in [82, 84].
Furthermore, [28] provides a detailed comparative analysis of the correspondence between logical
and geometrical distance (cf. Subsection 6.2 of the present paper) in the three cube-based visualiza-
tions as well as the tetrahedron-based visualization.
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Figure 4: (a) RDH, (b) RDH as a combination of a cube and an octahedron, (c)
Hasse RDH, (d) Aristotelian RDH.
The RDH has been used both as a Hasse diagram [54, 96] and as an Aristotelian
diagram [80, 84] for B4; see Figures 4(c) and (d), respectively. As was discussed
in [24], both can be seen as vertex-first parallel projections of a 4D hypercube,
but along different projection axes. The Hasse RDH results from using the axis
defined by the hypercube’s vertices for the bitstrings 1001 and 0110, whereas the
Aristotelian RDH results from using the axis defined by the vertices for 0000 and
1111. As a consequence, the 2 non-contingent bitstrings 0000 and 1111 coincide
in the centre of the Aristotelian RDH in Figure 4(d), whereas the 14 contingent
bitstrings end up at its vertices, as was already observed in [78, 80]. This is the
geometric motivation for the diagrammatic convention that Aristotelian diagrams
only represent contingent bitstrings.8 Standard coordinates of the vertices of the
Aristotelian RDH are given by the function cRDH : B4 → R3 in Table 2 (with R3
being 3D Euclidean space). Finally, note that, just like the 2D Hasse diagram in
Figure 3(b), the 3D Hasse RDH in Figure 4(c) has a uniform upward direction of
entailment, and is thus level-preserving, going from L0 at the bottom up to L4 at
the top.9
8The non-contingent bitstrings enter into many ‘vacuous’ relations with the contingent ones, e.g.
0000 is contrary to and implies any contingency, while 1111 is subcontrary to and implied by any
contingency.
9There also exists a strong connection with work in crystallography and digital geometry [50,
66, 87, 88, 93]. In particular, the corresponding Voronoi voxel of the face-centered cubic lattice is
exactly the 3D shape of the RDH. This connection will be explored in more detail in future research.
Thanks to an anonymous reviewer for pointing us in this direction.
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Figure 5: NTH: (a) vertex-face perspective, (b) edge perspective.
3.2 Tetrahedron-based Diagrams
Another 3D visualization ofB4 is the nested tetrahedron (NTH) in Figure 5(a). This
visualization was first proposed by Ciucci, Dubois and Prade [13, 33], although re-
cent historical research has shown that a predecessor of it was already used by the
19th-century logician (and novelist) Lewis Carroll [8, 61].10 Because a tetrahedron
is self-dual, connecting the centres of its 4 faces yields a small, ‘nested’ tetrahe-
dron. The 14 contingent bitstrings of B4 are represented by the 8 vertices of the
big and small tetrahedra, and the midpoints of the 6 edges of the big tetrahedron.
Note that in the following sections we will not be adopting the classical per-
spective on the tetrahedron — i.e. of a pyramid standing on its triangular base, as
in Figure 5(a) — but rather that of the tetrahedron standing on one edge, as in Fig-
ure 5(b). This perspective yields coordinates for NTH’s vertices as given by the
function cNTH : B4 → R3 in Table 2, and facilitates the visual comparison with
the Aristotelian RDH, since cNTH (b) = cRDH (b) for all L1 bitstrings b.11
4 Representing Implication Relations
Having introduced the Boolean algebra B4 and its cube- and tetrahedron-based 3D
visualizations, we now turn toward a detailed comparison of the cognitive effective-
ness of these diagrams. In this section, we start by focusing on the representation
of the implication relations.
Both in the 2D visualization of a Hasse diagram in Figure 3(b) of Section 2 and
in its 3D counterpart of the Hasse RDH in Figure 4(c) of Section 3, two closely re-
10Just like RDH, NTH is a vertex-first projection of a 4D hypercube along the axis defined by the
vertices for 0000 and 1111 — although NTH results from a perspective projection whereas RDH re-
sults from a parallel projection. Consequently, just like RDH, NTH has the non-contingent bitstrings
0000 and 1111 coinciding in its centre, as observed in [13, 33].
11Furthermore, both NTH and RDH are centred around o = (0, 0, 0), i.e. the origin of R3, and
cRDH (0000) = cNTH (0000) = cRDH (1111) = cNTH (1111) = o.
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Table 2: The coordinate functions cRDH : B4 → R3 and cNTH : B4 → R3.
cNTH (b) cRDH (b) b ¬b cRDH (¬b) cNTH (¬b)
(−1, 1,−1) (−1, 1,−1) 1000 0111 (1,−1, 1) (1/3,−1/3, 1/3)
(−1,−1, 1) (−1,−1, 1) 0100 1011 (1, 1,−1) (1/3, 1/3,−1/3)
(1,−1,−1) (1,−1,−1) 0010 1101 (−1, 1, 1) (−1/3, 1/3, 1/3)
(1, 1, 1) (1, 1, 1) 0001 1110 (−1,−1,−1) (−1/3,−1/3,−1/3)
(−1, 0, 0) (−2, 0, 0) 1100 0011 (2, 0, 0) (1, 0, 0)
(0, 0,−1) (0, 0,−2) 1010 0101 (0, 0, 2) (0, 0, 1)
(0, 1, 0) (0, 2, 0) 1001 0110 (0,−2, 0) (0,−1, 0)
Figure 6: RDH: (a) L1, (b) L2, (c) L3; NTH: (d) L1, (e) L2, (f) L3.
lated types of uniformity can be observed, namely the general upward direction
of the implication relations and the systematic visualization of the levels of the
Boolean algebra: in a Hasse diagram the levels are visualized as (horizontal) hy-
perplanes that are orthogonal to the general (vertical) implication direction. This
type of uniformity is a clear instance of the congruence principle, according to
which the structure and content of the visualization should correspond to the rep-
resented logical structure and content [90, 91].
Let us now consider to what extent this cognitive principle applies to the rela-
tion between the logical levels inB4 on the one hand, and the geometrical structures
of RDH and NTH on the other. Ignoring the two non-contingent elements, B4 con-
sists of 4 L1 elements, 6 L2 elements and 4 L3 elements (see Section 2). Figure 6
shows the L1/L2/L3 distribution in RDH and NTH.
First of all, a fundamental geometrical similarity can be observed between
RDH and NTH as far as the representation of the 6 L2 elements is concerned:
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both in Figure 6(b) and in Figure 6(e) the L2 elements correspond to the 6 vertices
of an octahedron. As for the L1 and L3 elements, by contrast, the situation is some-
what more complex. On the one hand, the 4 L1 elements constitute a tetrahedron
both in Figure 6(a) and Figure 6(d), and the same holds for the 4 L3 elements, as is
clear from the two tetrahedra in Figures 6(c) and 6(f). On the other hand, however,
there is a fundamental difference between RDH and NTH concerning the relation-
ship between the two tetrahedra. Within RDH, the L1 tetrahedron in Figure 6(a)
and the L3 tetrahedron in Figure 6(c) have the same size and ‘interlock’ with each
other to yield the 8 vertices of the cube inside RDH — see Figure 4(b). Within
NTH, by contrast, the 4 L1 elements constitute the big tetrahedron in Figure 6(d),
whereas the 4 L3 elements constitute the small tetrahedron in Figure 6(f). Despite
this considerable difference in size, however, the two NTH tetrahedra are no less
‘interlocking’ than their RDH counterparts: the small L3 tetrahedron is the dual of
the big L1 tetrahedron, thus illustrating the self-dual nature of the tetrahedron (see
Section 3).
It is clear that the original visual uniformity of the 2D and 3D Hasse diagrams
— levels being visualized as (horizontal) hyperplanes orthogonal to the general
(vertical) implication direction — is lost, both in RDH in Figures 6(a-c) and in
NTH in Figures 6(d-f): there is no way in which the implications can be said to
be ‘going upward along a single dimension’, first from the L1 plane to the L2
plane and then from the L2 plane to the L3 plane. Still, we argue that NTH ob-
serves the congruence principle much better than RDH, albeit in a different way:
logical levels no longer correspond to parallel hyperplanes ordered along one ver-
tical dimension, but rather to the geometrical dimensions themselves. The natural
geometrical ordering of zero-dimensionality for vertices, one-dimensionality for
edges and two-dimensionality for faces thus corresponds to the logical ordering of
the levels L1, L2 and L3. The 4 L1 vertices of the big tetrahedron in Figure 6(d)
are straightforwardly of dimension zero. For the L2 and L3 elements, however,
a reconceptualization is required. The 6 L2 elements in Figure 6(e) can not only
be thought of as the 6 vertices of an octahedron, but also as the midpoints of the
6 edges of the big L1 tetrahedron, thus making them elements of dimension one.
Analogously, the 4 L3 elements in Figure 6(f) can not only be seen as the 4 ver-
tices of the small tetrahedron, but also as the midpoints of the 4 faces of the big L1
tetrahedron, thus making them elements of dimension two.
The isomorphism between the logical structure ofB4 and the geometrical struc-
ture of NTH can thus be extended to the logical operation of ‘taking the join’ and
the geometrical operation of ‘taking the midpoint’. The join of any two L1 ele-
ments — e.g. 1000 and 0001 — is the L2 element located in the middle of the edge
connecting the vertices of those two L1 elements — in our example: 1001. Simi-
larly, the join of any three L1 elements — e.g. 1000, 0100 and 0001 — is the L3
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element occurring in the middle of the face defined by the vertices of those three
L1 elements — in our example: 1101. Furthermore, the join of a contrary pair
of L1 and L2 elements — e.g. 1000 and 0110 — is the L3 element located in the
middle of the face defined by the vertex and the opposing edge corresponding to
those L1 and L2 elements, respectively — in our example: 1110. Finally, the join
of any two non-CD L2 elements is again the L3 element occurring in the middle
of the face defined by the two edges corresponding to those two L2 elements —
e.g. 1001 and 1100 at the midpoints of the top and left edges in Figure 6(e) have
as their join 1101, which is in the middle of the front left face in Figure 6(f).
Summing up, just like the 2D and 3D Hasse diagrams discussed earlier, NTH
directly visualizes the logical levels, although the visualization strategy behind the
isomorphism is fundamentally different. RDH, by contrast, is not level-preserving
at all: logical levels do not correspond to parallel hyperplanes ordered along one
vertical dimension, and not to zero-, one- and two-dimensionality either. This
distortion of congruence is due to the 4 L1 and the 4 L3 elements being inter-
twined as 8 geometrically equivalent vertices of a cube. In other words, RDH no
longer allows us to draw a distinction which is crucial from the point of view of
the implication relation in B4, and hence the isomorphism between the logical and
geometrical structures breaks down.
5 Representing Opposition Relations
5.1 (Sub)contrariety and Interlocking Tetrahedra
We now turn to the opposition relations as introduced in Section 2. It has become
clear from the previous subsection that the logical notion of level plays a crucial
role in the analysis of the implication relation of subalternation: this relation sys-
tematically holds between elements of lower and higher levels. Furthermore, the
notion of level is also important for characterizing the opposition relations: con-
trariety holds between any pair of L1 elements in the tetrahedra of RDH and NTH
in Figures 6(a) and 6(d), and similarly subcontrariety holds between any pair of
L3 elements in the tetrahedra in Figures 6(c) and 6(f).12 Finally, the absence of
any Aristotelian (opposition or implication) relation — i.e. logical independence
or unconnectedness [83] — precisely occurs between the 12 pairs of L2 elements
which correspond to the 12 edges of the octahedra in Figure 6(b) for RDH and
Figure 6(e) for NTH.13
12Moretti [60, Chapter 11] uses the term ‘bi-simplex’ to generalize such correlated constellations
of contrariety and subcontrariety.
13The facts that (i) the L1 elements constitute a contrariety tetrahedron, (ii) the L3 elements consti-
tute a subcontrariety tetrahedron, and (iii) the L2 elements constitute an unconnectedness octahedron
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As demonstrated above, however, RDH and NTH differ from one another as
to whether or not the L1 and L3 elements are visualized equivalently: in RDH the
L1 and L3 tetrahedra have the same size and are intertwined in a cube, whereas
in NTH the small L3 tetrahedron is nested inside the big L1 tetrahedron. Hence
the fundamental question of congruence arises: do the geometrical differences be-
tween the opposition relations of contrariety and subcontrariety in NTH reflect any
fundamental logical differences in B4? At least two answers seem possible. Firstly,
one could argue that contrariety is a stronger opposition relation than subcontrari-
ety, since the former involves incompatibility whereas the latter does not.14 The
greater geometrical distance between the vertices of the big tetrahedron in Figure
6(d) would then be isomorphic to the greater logical distance between L1 contraries
[90, 91]. On this view, NTH would reveal a greater degree of congruence between
logical and geometrical distance than RDH. Secondly, one could argue in favour of
treating contrariety and subcontrariety on a par: starting from the definition of con-
tradiction which involves two identity conditions (cf. Section 2), both contrariety
and subcontrariety negate one condition and maintain the other one, but in differ-
ent conjuncts of the definition. Since they deviate from contradiction in ‘opposite’
directions, they are each other’s ‘mirror image’. On this more symmetric view,
contrariety and subcontrariety have an equal logical status, and hence RDH would
exhibit a greater degree of congruence between logical and geometrical structure
than NTH.
5.2 Contradiction and Central Symmetry
The visual representation of contradiction in RDH and NTH is given in Figure
7(a-b) and (c-d), respectively. As was the case with (sub)contrariety in the previ-
ous subsection, the visualization of contradiction simultaneously reveals similari-
ties as well as fundamental differences between RDH and NTH. Starting with the
similarities, we can observe that both RDH and NTH make a clear geometrical
distinction between two subtypes of contradiction. On the one hand, there are 4
pairs of contradictories (PCDs) consisting of an L1 and an L3 element: in Figure
7(a) these correspond to the 4 diagonals of the cube inside RDH, whereas in Figure
7(c) each L1 vertex of the big tetrahedron is connected to its ‘opposite’ L3 vertex
of the small tetrahedron. On the other hand, there are 3 PCDs consisting of two L2
elements: both in Figure 7(b) and (d) these correspond to the 3 diagonals of the oc-
tahedra inside RDH and NTH, respectively. As for RDH, this geometric distinction
between two types of PCDs plays a crucial role in establishing an exhaustive anal-
in RDH as well as NTH are also noted in [61].
14For example, Aristotle himself did not recognize subcontrariety as a genuine relation of opposi-
tion, claiming that subcontraries are “only verbally opposed” [51, p. 11].
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Figure 7: Contradiction in RDH: (a) L1-L3, (b) L2-L2; in NTH: (c) L1-L3, (d)
L2-L2.
ysis of its Aristotelian subdiagrams [82]. We return to this topic of subdiagrams in
Section 7, especially for the comparison between RDH and NTH, but overall, this
subdivision into four L1-L3 PCDs and three L2-L2 PCDs counts as a strong case
of logico-geometrical congruence, both for RDH and for NTH.
In spite of this initial similarity between the two visualizations, they also ex-
hibit a number of fundamental differences in representing the contradiction rela-
tion. A first major difference concerns the property of central symmetry. As men-
tioned in Section 2, contradictory bitstrings in 2D Aristotelian diagrams, such as
the square or the hexagon, are standardly located at diametrically opposed vertices
of the diagram and at the same distance from its centre. Moving to the 3D visu-
alizations, central symmetry turns out to hold for the L2-L2 PCDs in both RDH
and NTH: the vertices on the 3 ‘octahedral’ diagonals in Figures 7(b) and 7(d)
are located at the same distance of the diagrams’ centres. The same holds for the
L1-L3 PCDs on the 4 ‘cubic’ diagonals of RDH in Figure 7(a). In NTH, by con-
trast, the 4 contradictory L1-L3 diagonals in Figure 7(c) are no longer symmetrical:
the 4 L3 vertices are located at a much shorter distance from the centre than their
contradictory L1 counterparts.15
15For example, concerning the PCD 1000-0111, we have that dE(cNTH (1000),o) = 1.73 6=
0.58 = dE(cNTH (0111),o), where dE is the Euclidean distance measure on R3 and cNTH is the
NTH coordinate function defined in Table 2.
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Logically speaking, contradiction is not just symmetric — a property which
it shares with (sub)contrariety — but also the only functional opposition rela-
tion: every bitstring is contradictory to exactly one bitstring, whereas it may be
(sub)contrary to many different bitstrings. Furthermore, this symmetry holds in
exactly the same way for the L1-L3 PCDs as for the L2-L2 PCDs. These logical
properties of symmetry and functionality are nicely captured geometrically by the
property of central symmetry: every vertex stands in central symmetry to exactly
one vertex. RDH has central symmetry for both the L1-L3 PCDs and the L2-L2
PCDs, whereas NTH only has central symmetry for the latter. Hence, NTH exhibits
a lower degree of overall logico-geometrical congruence than RDH.16
6 Combining Implication and Opposition
6.1 Subalternation, Contrariety and Collinearity
In Sections 4 and 5 we have explored how RDH and NTH visualize the implication
and opposition relations, respectively. We now turn to the interplay of these two
types of relations in RDH as well as NTH. A major issue with NTH in this regard
is that it contains several triples of collinear vertices, viz. those corresponding to
two contrary elements and their join.
A first type of collinearity can be found on the edges of NTH, and involves
pairs of contrary L1 elements and their L2 joins. Consider, for example, the ver-
tices corresponding to the elements 1000, 0001 and 1001 in Figure 8(a). As to the
Aristotelian relations holding between these bitstrings, we not only have a contra-
riety between 1000 and 0001, but also subalternations from both 1000 and 0001
to 1001. However, because the vertices corresponding to these three bitstrings
are collinear, the visualization of the contrariety between 1000 and 0001 (viz. the
top edge of NTH) overlaps/coincides with the visualizations of the subalternations
from 1000 to 1001 and from 0001 to 1001 (viz. the two ‘halves’ of the top edge of
NTH).
A second type of collinearity can be found on the medians of the faces of NTH,
and involves pairs of contrary L1 and L2 elements and their L3 joins. Consider,
for example, the vertices corresponding to the elements 1000, 0110 and 1110 in
Figure 8(b). As to the Aristotelian relations holding between these bitstrings, we
again have a contrariety (between 1000 and 0110) that overlaps/coincides with the
two subalternations from 1000 and 0110 to 1110.
In both types of collinearity, the overlap between the three Aristotelian rela-
16The differences between RDH and NTH with respect to central symmetry are also noted in [61],
but without explicitly appealing to the congruence principle from diagram design.
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Figure 8: Collinearities in NTH corresponding to two subalternations and one (a)
L1-L1 contrariety (b) L1-L2 contrariety
tions involved might cause the user looking at NTH to experience difficulties in
properly distinguishing between these relations. This can be considered a violation
of Tversky’s apprehension principle, according to which “the structure and content
of the visualization should be readily and accurately perceived and comprehended”
[90, p. 37].17 This preference for non-overlapping visualizations also shows up in
the design of other types of logical diagrams, such as Euler diagrams (consider, for
example, the second wellformedness condition in [41], which requires that con-
tours of Euler diagrams not be concurrent).
It should be noted that the various18 collinearities in NTH (and hence, the over-
lappings between opposition and implication relations) are a direct consequence of
the design strategy to visualize the logical operation of ‘taking the join’ (of con-
trary elements) by means of the geometrical operation of ‘taking the midpoint’ (in
order to create a strong isomorphism between the geometrical ordering of 0-, 1-
and 2-dimensional shapes and the logical ordering of L1, L2 and L3 bitstrings;
cf. Section 4). After all, given any two vertices, the midpoint of the line segment
defined by those two vertices will automatically be collinear with those two ver-
tices. Hence, even though this design strategy works very well locally, i.e. if only
the implication relations are taken into account, it fares much worse globally, i.e. if
both opposition and implication relations are taken into account. Furthermore,
since there are 18 collinearities in total (cf. Footnote 18), each of which involves
1 contrariety overlapping with 2 subalternations, and B4 contains 18 contrarieties
and 36 subalternations [18, p. 334], it follows that every contrariety in B4 ends
17Both types of collinearity in NTH are also hinted at in [13, 33], but without explicitly appealing
to diagram design principles.
18More precisely, since there are 4 L1 vertices, NTH contains
(
4
2
)
= 6 collinearities of the first
type. Furthermore, since there are 4 L3 faces, each of which has 3 medians, NTH contains 4×3 = 12
collinearities of the second type.
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Figure 9: Triangles in RDH corresponding to two subalternations and one (a) L1-
L1 contrariety (b) L1-L2 contrariety.
up overlapping with other Aristotelian relations. This shows that the NTH visu-
alization of the interplay between implication and opposition relations is highly
problematic.
In sharp contrast to NTH, the RDH visualization of B4 does not have any triples
of collinear vertices. Consequently, all Aristotelian relations holding between the
elements of B4 (oppositions and implications alike) are visualized by means of dis-
tinct (non-coinciding) lines (either edges of RDH itself or lines crossing the interior
of RDH). In particular, pairs of two L1 vertices and their L2 joins are visualized
in RDH by means of triangles, and the same holds for pairs of L1 and L2 ver-
tices and their L3 joins. For example, the vertices corresponding to the elements
1000, 1001 and 0001 are collinear in NTH, but constitute a triangle in RDH; com-
pare Figures 8(a) and 9(a). Similarly, the vertices corresponding to the elements
1000, 0110 and 1110 are collinear in NTH, but constitute a triangle in RDH; com-
pare Figures 8(b) and 9(b). The systematic avoidance of unwanted overlappings
between visual elements means that RDH is much more in accordance with the
apprehension principle.
6.2 Logical and Geometrical Distance
Since the elements of the Boolean algebraB4 are represented by means of bitstrings
(of length 4), we can measure the ‘logical distance’ between them by counting the
number of bits that need to be flipped to go from one element to the other. For-
mally, this corresponds to the notion of Hamming distance (dH ) from coding the-
ory [77]. For all bitstrings b, b′ ∈ B4 it trivially holds that 0 ≤ dH(b, b′) ≤ 4,
and dH(b, b′) = 0 iff b = b′. Table 3 lists all nonzero Hamming distances
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Table 3: Logical distance (dH ) and geometrical distance in RDH (dRDH ) and NTH
(dNTH ).
dH(b, b
′) L(b) L(b′) R(b, b′) example dRDH (b, b′) dNTH (b, b′)
1 1 2 SA 1000-1100 1.73 1.41
1 2 3 SA 1100-1110 1.73 0.82
2 1 3 SA 1000-1110 2 1.63
2 1 1 C 1000-0001 2.83 2.83
2 3 3 SC 1110-0111 2.83 0.94
2 2 2 — 1100-0110 2.83 1.41
3 1 2 C 1000-0110 3.32 2.45
3 2 3 SC 1100-0111 3.32 1.41
4 1 3 CD 1000-0111 3.46 2.31
4 2 2 CD 1100-0011 4 2
dH(b, b
′), along with the levels L(b) and L(b′) of the bitstrings b and b′, the Aris-
totelian relation R holding between b and b′, a concrete pair of bitstrings illus-
trating this relation, and the geometrical distances between b and b′ in the two
3D visualizations — in particular, dRDH (b, b′) := dE(cRDH (b), cRDH (b′)) and
dNTH (b, b
′) := dE(cNTH (b), cNTH (b′)), where dE is the usual Euclidean distance
measure on R3 and cRDH and cNTH are the coordinate functions introduced in
Table 2.19
It should be emphasized that the notion of Hamming distance cuts across the
implication and opposition relations; for example, Table 3 shows that Hamming
distance 2 occurs in the case of a subalternation from an L1 to an L3 bitstring, but
also in the case of two contrary L1 bitstrings, in the case of two subcontrary L3
bitstrings, and even in the case of two unconnected L2 bitstrings (which do not
stand in any Aristotelian relation whatsoever). Furthermore, it also bears empha-
sizing that one should not focus on the precise numerical values shown in Table 3,
since these values are based on the particular coordinate functions cRDH and cNTH
(cf. Table 2), which yield polyhedra of different measures (i.e. different volumes).
Rather, one should focus on the ordering and the ratios of these numerical values,
which is exactly what we will do now.
As can be seen in Table 3, increasing Hamming distances systematically corre-
19Note that the logical distance dH can alternatively also be thought of as the Manhattan distance
on {0, 1}4 ⊆ R4, i.e. dH(b, b′) = ∑4i=1 |bi − b′i|. From this perspective, logical distance (dH )
and geometrical distance (dE) both turn out to be special cases of Minkowski distance (
∑4
i=1 |bi −
b′i|p)1/p, by taking p = 1 and p = 2, respectively [32].
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spond to increasing geometrical distances in RDH. More formally, for all bitstrings
b1, b2, b3, b4 ∈ B4 we have
dH(b1, b2) < dH(b3, b4) =⇒ dRDH (b1, b2) < dRDH (b3, b4). (1)
Note that the corresponding ⇐=-claim does not hold,20 but a slightly modified
version of it does hold: for all bitstrings b1, b2, b3, b4 ∈ B4 we have
dH(b1, b2) ≤ dH(b3, b4) ⇐= dRDH (b1, b2) < dRDH (b3, b4). (2)
These principles show that the RDH visualization of B4 exhibits a fundamental
congruence between logical distance (dH ) and geometrical distance (dRDH ).
In the NTH visualization, by contrast, this logico-geometrical congruence is
lost: Table 3 shows that the condition dNTH(b1, b2) < dNTH(b3, b4) is compatible
with dH(b1, b2) ≤ dH(b3, b4),21 but also with dH(b1, b2) > dH(b3, b4).22
A special case of this (in)congruence in RDH and NTH, which was first studied
in [85], is concerned with maximal logical and geometrical distance. Logically
speaking, one can argue that contradiction is the ‘strongest’ Aristotelian relation,
since it is the only relation that involves not one, but two identity conditions (cf. the
discussion in Section 2) [23, 69]. Consequently, every bitstring b ∈ B4 has exactly
one contradictory, ¬b, whereas it has multiple contraries and/or subcontraries [83,
86]. In terms of Hamming distances, turning a bitstring b into its contradictory, ¬b,
involves switching the values in all of its bit positions. It thus follows that for all
bitstrings b ∈ B4 we have
¬b = argmax
x∈B4
dH(b, x). (3)
As can be seen in Table 3, the maximal Hamming distance (viz. 4) indeed
occurs with the contradictions. Additionally, we observe that in the RDH visual-
ization of B4, the following holds for all bitstrings b ∈ B4:23
¬b = argmax
x∈B4
dRDH (b, x). (4)
20For example, we have dRDH (1000, 1110) = 2 < 2.83 = dRDH (1000, 0001), and yet
dH(1000, 1110) = 2 = dH(1000, 0001).
21For example, we have dNTH (1000, 1100) = 1.41 < 2.45 = dNTH (1000, 0110) and also
dH(1000, 1100) = 1 < 3 = dH(1000, 0110).
22For example, we have dNTH (1100, 0111) = 1.41 < 2.83 = dNTH (1000, 0001), and yet
dH(1100, 0111) = 3 > 2 = dH(1000, 0001).
23Note that the geometrical distance in RDH is different for the L1-L3 and L2-L2 contradictions,
viz. 3.46 and 4, respectively. Nevertheless, both types of contradictions give rise to one and the same
Hamming distance, viz. 4 (recall that the⇐=-version of (1) does not hold, but that (2) does hold).
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Putting (3) and (4) together, we obtain the following restricted version of the
logico-geometrical congruence principle for distances, which states that in the
RDH visualization of B4, ‘maximal logical distance’ directly corresponds to ‘max-
imal geometrical distance’: for all b ∈ B4 it holds that
argmax
x∈B4
dH (b, x) = argmax
x∈B4
dRDH (b, x). (5)
Moving from RDH to NTH, it turns out that even this restricted version of
the logico-geometrical congruence principle does not hold in general. On the one
hand, we can see in Table 3 that for any L3 bitstring b, it does hold that
argmax
x∈B4
dH (b, x) = ¬b = argmax
x∈B4
dNTH (b, x). (6)
On the other hand, Table 3 also shows that for all L1 and L2 bitstrings b, there exists
a bitstring b′ that is not contradictory to b (i.e. b′ 6= ¬b), and yet dNTH (b, b′) >
dNTH (b,¬b),24 which means exactly that
argmax
x∈B4
dH (b, x) = ¬b 6= argmax
x∈B4
dNTH (b, x). (7)
The fact that the restricted logico-geometrical congruence principle for dis-
tances succeeds for L3 but fails for L1 is clearly related to the fact that logical
negation does not correspond to central symmetry in the NTH. After all, logical
negation establishes a systematic connection between both logical levels: b is an
L1 bitstring iff ¬b is an L3 bitstring. To understand this better, note that in polyhe-
dral Aristotelian diagrams in which negation does correspond to central symmetry
(such as the RDH), the restricted logico-geometrical congruence principle holds
for L1 bitstrings iff it holds for L3 bitstrings.
Everything we have said so far about logical and geometrical distances involves
ordinal comparisons (<, ≥, max, etc.). However, one can also take a more fine-
grained approach to these distances, and focus on their ratios. As was first noted
in [13, 33], the NTH visualization fares much better from this ratio perspective.
Consider, for example, the case of two contrary L1 bitstrings and their L2 join,
such as 1000, 0001 and 1001; cf. Figures 8(a) and 9(a). These bitstrings give rise
to the following ratio of Hamming distances:
〈dH(1000, 0001) : dH(1000, 1001) : dH(0001, 1001)〉 = 〈2 : 1 : 1〉 (8)
24For example, the contradictory of the L1 bitstring 1000 is 0111, and yet we have
dNTH (1000, 0001) = 2.83 > 2.31 = dNTH (1000, 0111). Similarly, the contradictory of the
L2 bitstring 1100 is 0011, and yet we have dNTH (1100, 0010) = 2.45 > 2 = dNTH (1100, 0011).
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As can be seen in Table 3, the RDH and NTH visualizations give rise to the fol-
lowing ratios of geometrical distances:
〈dRDH(1000, 0001) : dRDH(1000, 1001) : dRDH(0001, 1001)〉 = 〈2
√
2 :
√
3 :
√
3〉 (9)
〈dNTH(1000, 0001) : dNTH(1000, 1001) : dNTH(0001, 1001)〉 = 〈2
√
2 :
√
2 :
√
2〉 (10)
Comparing (8–10), we see that in RDH, the geometrical distances do not have the
same ratio as their corresponding logical distances; in NTH, by contrast, the logical
and geometrical distances do have the same ratios.
A second example concerns the case of contrary L1 and L2 bitstrings, and their
L3 join, such as 1000, 0110 and 1110; cf. Figures 8(b) and 9(b). These bitstrings
give rise to the following ratio of Hamming distances:
〈dH(1000, 0110) : dH(1000, 1110) : dH(0110, 1110)〉 = 〈3 : 2 : 1〉 (11)
And we have the following ratios of geometrical distances:
〈dRDH(1000, 0110) : dRDH(1000, 1110) : dRDH(0110, 1110)〉 = 〈
√
11 : 2 :
√
3〉 (12)
〈dNTH(1000, 0110) : dNTH(1000, 1110) : dNTH(0110, 1110)〉 = 〈
√
6 :
2
3
√
6 :
1
3
√
6〉 (13)
Once again, we observe that in RDH, the logical and geometrical distances do not
have the same ratios, whereas in NTH, they do. Examples such as these show that
if we focus on ratios of distances rather than on their relative ordering, then NTH
turns out to embody a much stronger logico-geometrical congruence than RDH.
7 Subdiagram Embeddings
7.1 Embedding Squares
The description of the internal structure of RDH in [82] crucially relies on the
notions of subdiagram and diagram embedding.25 The smallest non-trivial such
subdiagrams are the Aristotelian squares,26 which (in the context of B4) come in
three subtypes: the balanced square consists of two L1-L3 PCDs, the unbalanced
square combines one L1-L3 PCD and one L2-L2 PCD, and finally an unconnected
square consists of two L2-L2 PCDs.27 The visual representations of the embedding
25These notions have also been studied for other types of diagrams, such as Euler diagrams [40],
Venn diagrams [43], spider diagrams [92] and algebra diagrams [10].
26In this section, the terms ‘square’ and ‘hexagon’ are used to refer to any Aristotelian diagram
with 2 resp. 3 PCDs, regardless of its concrete geometric properties.
27From a purely Aristotelian perspective, the balanced and unbalanced squares are both ‘classical’,
in the sense that they have a contrariety, a subcontrariety, two subalternations and two contradictions;
by contrast, the unconnected squares are ‘degenerate’, in the sense that they only have two contra-
dictions [82, 83].
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Figure 10: Aristotelian squares in RDH: (a) balanced, (b) unbalanced, (c) uncon-
nected; and in NTH: (d) balanced, (e) unbalanced, (f) unconnected.
of these three subtypes in RDH and NTH are presented in Figures 10(a-c) and 10(d-
f), respectively.
Observe, first of all, that the unconnected squares in Figures 10(c) and 10(f)
constitute the only subtype that gets a similar representation in RDH and NTH,
and that is furthermore actually embedded in the shape of a square. Secondly, as
for the balanced squares, the embedding into RDH in Figure 10(a) takes the shape
of a proper (i.e. non-square) rectangle — with angles of 90◦, equal length and par-
allel edges for contrariety and subcontrariety as well as for the two subalternations
— whereas that into NTH in Figure 10(d) takes the shape of an isosceles trapez-
ium — with different lengths but parallel edges for contrariety and subcontrariety,
but same length and non-parallel edges for subalternation. This is another man-
ifestation of the congruence question — namely whether or not the geometrical
differences between the opposition relations of contrariety and subcontrariety in
NTH reflect fundamental differences in the logical structure of B4 — which was
argued in Section 4 to be answerable either way.
The final subtype of Aristotelian squares to be embedded into RDH and NTH
is that of the unbalanced squares in Figures 10(b) and 10(e), respectively. In RDH
this yields a parallelogram shape: the angles are no longer 90◦, but we still get
equal length and parallel edges for contrariety and subcontrariety as well as for the
two subalternations. The resulting shape in NTH, by contrast, is a proper quadri-
lateral, with four different lengths for the (sub)contrariety and the subalternations
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Figure 11: Strong Jacoby-Sesmat-Blanche´ hexagon in (a) RDH, (b) NTH.
and no parallel edges whatsoever.28 The logical difference between the balanced
and the unbalanced squares is thus visualized either as the minor geometrical dif-
ference between rectangle and parallelogram in RDH — cf. Figures 10(a-b) —,
or as the more substantial geometrical difference between isosceles trapezium and
quadrilateral in NTH — cf. Figures 10(d-e). In terms of congruence, the visual
quality of RDH and NTH thus depends on how significant the logical difference
between balanced and unbalanced squares is taken to be.
Summing up, the balanced, unbalanced and degenerate squares are embedded
inside RDH with the geometrical shapes of squares, proper rectangles and parallel-
lograms, respectively, whereas they are embedded inside NTH as squares, isosce-
les trapezia and proper quadrilaterals, respectively. The subdiagrams of RDH thus
systematically stay closer to the ‘ideal’ geometrical shape of a (highly regular and
symmetric) square than those of NTH, and consequently, they are easier to distin-
guish visually inside the 3D polyhedron in which they are embedded. From the
perspective of the apprehension principle, RDH thus fares much better than NTH.
7.2 Embedding Hexagons
Various families of Aristotelian hexagons exist in B4, and can thus be embed-
ded inside RDH/NTH [82]. However, we will focus here on the family that is
most well-known in artificial intelligence research [11, 12, 16, 94, 95], viz. the
so-called strong Jacoby-Sesmat-Blanche´ (JSB) family, of which some 2D exam-
ples were shown in Figures 2(a) and 3(a). When embedded inside RDH, a strong
JSB hexagon actually has the geometric shape of a regular hexagon — see Figure
11(a) — and ‘slices’ RDH into two equal parts [80, 84]. Embedding a strong JSB
28Based on the appearance of Figure 10(e), it might look like the NTH vertices for the bitstrings
0001, 1110, 1001 and 0110 are not even coplanar, and thus a fortiori do not form a quadrilateral.
However, by considering their coordinates (cf. Table 2), one can see that these four vertices are
effectively in a single plane, viz. x− z = 0.
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hexagon into NTH, by contrast, results in the radically different, ‘nested triangular’
shape in Figure 11(b) (with a big contrariety triangle on the outside and a small sub-
contrariety triangle on the inside), which also ‘slices’ NTH into two equal parts.
As far as apprehension of the subdiagrams’ shape is concerned, RDH thus fares
better than NTH with respect to visualizing its strong JSB hexagon subdiagrams.
Furthermore, two earlier issues with NTH show up again even more strongly
here. Firstly, there is the congruence question from Section 5, i.e. to what extent
do the geometrical differences between contrariety and subcontrariety reflect dif-
ferences in the logical structure of B4? Secondly, the apprehension problem of
overlapping contrariety and subalternation relations from Section 6 is multiplied:
not only does an L2 element collinearily intervene between two L1 elements at
the top edge of the contrariety triangle in Figure 11(b), but so does an L3 element
between an L1 and an L2 element at its left and right edges.
Logically speaking, the L1-L1 contrariety is stronger than the two L1-L2 con-
trarieties (there is a bigger ‘logical gap’ in the former than in the latter two). To
ensure congruence between logical and geometrical distance, these different con-
trarieties are best visualized using lines of different length [49, 90]. And indeed,
both contrariety triangles in Figure 11 are isosceles instead of equilateral. How-
ever, in RDH the L1-L1 contrariety edge is shorter than the two L1-L2 edges,
whereas in NTH it is longer, which renders NTH more congruent than RDH.29,30
8 Conclusion
In this paper we have carried out a detailed comparative analysis of the geometric
and cognitive properties of two 3D Aristotelian diagrams for the Boolean algebra
B4, viz. the rhombic dodecahedron (RDH) and the nested tetrahedron (NTH). Our
analysis has focused on geometrical notions such as central symmetry, collinearity
and distance, and on general cognitive principles from diagram design and infor-
mation visualization, such as congruence and apprehension.
As stated in Footnote 5, an initial (non-cognitively oriented) comparison be-
tween RDH (and related diagrams) and NTH (and related diagrams) was carried
out by Moretti [61]. Based on his analysis, Moretti draws some fairly radical con-
clusions: when visualizing B4, NTH (and related diagrams) constitute an “unfortu-
nate geometrical choice” (p. 404), an “unlucky configuration” (p. 405) and is “ge-
29For example, we have dRDH (1000, 0001) = 2.83 < 3.32 = dRDH (1000, 0110) =
dRDH (0001, 0110), whereas dNTH (1000, 0001) = 2.83 > 2.45 = dNTH (1000, 0110) =
dNTH (0001, 0110).
30The issue of squares and (JSB) hexagons embedded inside RDH vs. NTH is also briefly touched
upon in [61].
23
ometrically suboptimal” (p. 405), whereas RDH (and related diagrams) are “much
more informative” (p. 399), “more powerful” (p. 405) and “a stable, geometrically
interesting and promising solution” (pp. 405–406).
By contrast, the outcome of the present comparative analysis is much more nu-
anced in nature. We obtain a clear and detailed perspective on the various advan-
tages and disadvantages of these two visualizations. On the one hand, RDH better
observes the congruence principle in visualizing contradiction by central symme-
try and in respecting the relative ordering of logical and geometrical distances;
furthermore, it better observes the apprehension principle in avoiding overlap be-
tween Aristotelian relations and in the regular geometrical shapes with which it vi-
sualizes its square and strong JSB hexagon subdiagrams. On the other hand, NTH
better observes congruence in representing the logical levels using dimensional-
ity, in respecting ratios of logical geometrical distances, and also in visualizing
stronger contrarieties by longer edges. Finally, if one takes the relations of contra-
riety and subcontrariety to be logically on a par (and several authors have done so,
for good reasons), then the equal-sized tetrahedra in RDH achieve greater congru-
ence; however, if one takes contrariety to be a more important logical relation than
subcontrariety (and several authors have done so, for equally good reasons), then
the large/small tetrahedra in NTH fare better.
Our overall conclusion, then, is that RDH and NTH are both useful visual-
izations of B4; whichever one is ultimately adopted will depend on which logical
properties of B4 the diagram author wants to highlight most prominently. Gener-
ally speaking, it seems that RDH allows one to visually emphasize the opposition
relations obtaining in B4, whereas NTH more readily focuses on the visualization
of its implication relations. These considerations should be taken into account by
any researcher in artificial intelligence (and other fields) who makes use of B4, and
wishes to clarify/illustrate her theorizing by means of an Aristotelian diagram.
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