1.1. Setup. Let (R, m) be a commutative Noetherian local ring over a field of zero characteristic. (The typical cases are R = [[x] ] / J or R = {x} / J where is a complete normed field. Here x = (x 1 , . . . , x p ).) Denote by M at m×n (R) the R-module of m × n matrices. We always assume m ≤ n. Various groups act on M at m×n (R) and show up in various areas. Example 1.1. i. If the action G M at m×n (R) is R-linear and preserves the subset of degenerate matrices then G is contained in the group of left-right multiplications, G lr := GL(m, R) × GL(n, R). (See [BK.18, §3.6 ] for the precise statement.) Matrices considered up to GL(n, R)-transformations correspond to embedded modules, Im(A) ⊂ R ⊕m . Matrices considered up to GL(m, R) × GL(n, R)-transformations correspond to non-embedded modules, Coker(A) = R ⊕m / Im(A) .
ii. The group of -linear ring automorphisms, Aut (R), acts on matrices entry-wise. Geometrically they are the local coordinate changes on Spec(R). In Singularity Theory this group is known as the right equivalence, R. iii. Accordingly one considers the semi-direct products, G r := GL(n, R) ⋊ Aut (R), G lr := GL(m, R) × GL(n, R) ⋊ Aut (R). The action on the modules Im(A), Coker(A) is by the base change, Coker(A) → φ(R) ⊗
The traditional approach of deformation theory is to study the tangent space to the miniversal deformation. In our case this is the Tjurina module, T
(Σ,G,A) := T (Σ,A)/T (GA,A)
. Here Σ is one of M at m×n (R), M at sym m×m (R), M at skew−sym m×m (R), while T (GA,A) := T (G,1 I) A is the image tangent space to the orbit. (For our particular cases these are defined in §3.2.)
In the simplest case of "functions", m = 1 = n, Σ = R, we get the Milnor algebra, T 1 (R,Aut (R),A) , and the Tjurina algebra, T 1 (R,G lr ,A) . 1.2. The module T 1 (Σ,G,A) is complicated. It is usually a torsion over R, while over R / Ann(T 1 (Σ,G,A) ) it is far from being free and usually of high rank. The complexity and importance can be appreciated by the following particular cases. ii. Let m = 1 < n, and identify M at 1×n (R) ≈ R n , then T 1 (R n ,G lr ,A) is the classical Tjurina module of the map Spec(R) A → ( n , 0). This module is among the cornerstones of the Singularity Theory, see chapter 4 of [Looijenga] . Its structure is rich and is not completely understood. For R regular T 1 defines the singular locus of the map A. In both cases one cannot present T 1 (Σ,G,A) (or its annihilator) in any simple/more explicit form.
In this paper we study the annihilator/support of T 1 (Σ, G,A) for the actions G lr , G congr of example 1.1. This information is needed e.g., for the studies of determinantal singularities, see [Bruce-Goryunov-Zakalyukin] , [Bruce-Tari] , [Bruce] , , [Frühbis-Krüger-Zach] , ], [Damon-Pike] , [Ahmed-Ruas] , [N.B.-O.O.-T.13] , [N.B.-O.O.-T.18 ]. In particular, if the annihilator Ann(T 1 (Σ,G,A) ) contains a power of the maximal ideal (and the ring R is henselian), then the studied object is "finitely determined", [BK.16] , [BGK] . Equivalently, the object is "algebraizable in families" [BK.18, §3.12] ). This is the first step in establishing the finite dimensionality of the miniversal deformation, and then possible classification of simple/unimodal/. . . singularity types.
The related questions of finite determinacy were studied in some particular cases, over the rings [[x] ], C{x}, .a], .b], ], but the approach was mostly algorithmic, translating the question into the case-by-case tasks for computer packages. Unlike the previous studies, we work in the generality of local Noetherian rings (without any regularity assumptions) and give explicit criteria, applicable without computer help.
The bounds on Ann(T 1 (Σ,G,A) ) in theorems 2.1, 2.2 are somewhat involved. This is not a surprise, noticing the "complexity of the problem". Recall that T 1 (Σ,G,A) encodes many of the singularity properties of the object, and the bounds clearly show the singularity invariants of the matrices. On the other hand, the bounds admit transparent geometric interpretation, in terms of certain degeneracy loci. We emphasize also that the formulae are "computationally simple", and admit direct computer implementation.
In [B.K.2] we apply these bounds to establish strong results on finite determinacy/algebraizability/properties of the miniversal deformation of matrices under various group actions. This gives criteria of algebraizability of embedded modules, (skew-)symmetric forms, complexes of modules, etc. (The statements in [B.K.2] are of the following type. Let M R = coker(A) be a finitely generated module over a complete Noetherian local ii. In §3 we prepare the tools. Trying to be understandable by non-experts in Commutative Algebra we emphasize the geometric meaning of various notions and recall some standard results. (a) In §3.2 we describe the tangent spaces to the group orbits, T (G,1 I) A. (b) In §3.3 we establish the needed properties of localization. (c) Sections 3.5, 3.6, 3.7 are about the properties of the determinantal ideals, {I j (A)}, Pfaffian ideals, {P f j (A)}, the annihilator-of-cokernel, Ann.Coker(A), and its generalizations, {Ann.Coker j (A)}. (d) In §3.8 we study the essential singular locus, Sing r (J) ⊂ R. (Here r is the expected grade of J ⊂ R.)
Recall that the classical singular locus is defined by the Fitting ideal of the module of differentials,
The essential singular locus is defined using the module of derivations, Der (R), and the annihilator scheme structure. Unlike the classical singularity locus, Sing r (J) measures only the "unexpected" singularities of V (J) ⊂ Spec(R) and often ignores the singularities of the ambient space, Spec(R). If R is a regular local ring and the ideal J is pure, of grade r, we get the classical singular locus (but with annihilator rather than Fitting ideal scheme structure): Sing r (J) = Ann r Ω 1 R/J . But for non-regular rings or non-pure ideals, one has usually:
In §3.9 we prove that the ideal Ann(T 1 (Σ,G,A) ) is invariant under the action of some elements of G lr . This fact is used repeatedly in §4.
iii. In §4 we prove the statements of §2. The proofs go by checking the support of T 1 (Σ,G,A) "pointwise", i.e., by localizations at prime ideals.
Notations and conventions.
i. The ideal quotient is I :
ii. The saturation of I ⊂ R by J ⊂ R is the ideal Sat J (I) :=
(We prefer not to use the standard notation I : J ∞ to avoid any confusion with the ideal
Suppose an R-module M is minimaly generated by m elements. The annihilator ideal Ann(M ) is a refined version of the Fitting ideal, F itt 0 (M ). Similarly, the j'th annihilator, Ann j (M ), is the refinement of the ideal F itt m−j (M ). Choosing a particular presentation matrix of a module, M = Coker(A), we get the determinantal ideals, I j (A) = F itt m−j (Coker(A)), and their refined versions, {Ann.Coker j (A) := Ann j (Coker(A))}. See §3.6, §3.7 for the definitions and properties. v. Let Der (R) be the module of ( -linear) derivations of R. The derivations act on matrices entrywise, for any D ∈ Der (R) one has D(A) ∈ M at m×n (R). By applying the whole module Der (R) we get the submodule Der (R)(A) ⊆ M at m×n (R). Similarly, for an ideal J ⊂ R one gets the ideal Der (R)(J) ⊂ R. Sometimes we need only the submodule Der (R, m), the derivations sending R to m. Accordingly we have Der (R, m)(J) ⊂ R and Der (R, m)(A) ⊆ M at m×n (m). vi. Fix an ideal, J ⊆ R, and a number r ∈ N, which is often the expected height/grade of r. Assume J is finitely generated, choose any system of generators, J = f 1 , . . . , f N , write them as a column, f . Applying the derivations of R to this column we get the submodule Der (R)(f ) ⊆ R ⊕N . The essential singular locus of J is defined as
(Here Ann r is the r'th annihilator ideal, a refinement of the r'th determinantal ideal, see §3.7.)
The typical context for Sing r (J) is the determinantal ideals, J = I j+1 (A). Then r is taken as the expected height/grade: (a) for A ∈ M at m×n (m) one takes r = (m − j)(n − j); (b) for A ∈ M at sym m×m (m) one takes r = Note that we do not take here the usual min (m − j)(n − j), dim(R) or min (m − j)(n − j), depth(R) .
Sometimes we use the m-singular locus, Sing 
The main results
2.1. The action Aut (R) Σ := M at m×n (R) does not involve any matrix structure and the presentation of the tangent space T (Aut k (R)A,A) ( §3.2) gives the obvious
. For the regular rings like [[x] ], C{x} this recovers the classically studied cases in Singularity Theory, e.g. the "local ring version" of the Milnor algebra for m = n = 1. For the non-regular rings [[x] ] / J , C{x} / J see e.g., [Bruce-Roberts] .
We remark that for (m, n) = (1, 1) and A ∈ M at m×n (m 2 ) the ideal Ann Σ / Der (R, m)(A) does not contain any power of m. (See e.g., proposition 5.7 of [BGK] .) 2.2. The action G lr M at m×n (R).
Theorem 2.1. Let R be a Noetherian local ring over a field of zero characteristic, A ∈ Σ := M at m×n (R).
2. For any prime ideal satisfying m p ⊇ I m (A) but p ⊇ I m−1 (A), the localizations of ideals at p satisfy: 
Below are some remarks and geometric interpretations (when the base field is algebraically closed, =¯ ). Part 1. Here the matrix structure plays no role and the G lr -action induces the classical contact equivalence of maps,
. This is the "local ring version" of the classical Tjurina ideal of a function.
More generally, for m = 1 ≤ n, the ideal Sing n (I 1 (A)) defines the essential singular locus of the subscheme
. Recall that we use derivations instead of differentials and the annihilator scheme structure, rather than the Fitting scheme structure. Part 2. T 1 (Σ,G lr ,A) is supported on the essential singular locus of V (I m (A)), with the locus V (I m−1 (A)) erased:
, where A is of the full rank. Part 2 gives: A is "infinitesimally G lr -stable" at the points of Spec(R) \ V (Sing n−m+1 (I m (A))). Part 3. The embedding Ann(T 1 (Σ,G lr ,A) ) ⊆ . . . is the embedding of (germs of) schemes:
(The closure is taken here in Zariski topology.) Recall that the singular locus of V (I j+1 (A)) always contains the locus V (I j (A)). The upper bound in part 3 says that Supp T 1 (Σ,G lr ,A) contains the "unexpected" singular loci of all V (I j+1 (A)). The lower bound in part 3 implies in particular that the support of T 1 (Σ,G lr ,A) lies inside the locus
is not supported at that point. Part 4. This implies: the subscheme Supp(T 1 (Σ,G lr ,A) ) ⊂ Spec(R) contains (as subschemes) all the components of V (I j+1 (A)) ⊆ Spec(R) that are not of expected co-dimension. In the classical case, R = C{x}, the set theoretic version of this result is well known, see e.g., [Bruce-Tari] , [G.Z.-E] .
(And the classical proofs use the Thom stratification/transversality theorems, over R, C.) Part 5.
• Set-theoretically this is equality of the reduced subschemes:
is (set-theoretically) supported exactly on the "unexpected" singular loci of the determinantal strata. This fact is of vital importance and brings numerous corollaries for the determinacy and deformations. Some versions of this are well known in the classical case,
• The natural wish is to eliminate the radicals in part 5 and to get some bounds close to this equality, e.g., by using the integral closure of Ann(T 1 (Σ,G lr ,A) ). This does not seem possible because the cases with
We bound the support of T 1 in the same way as in theorem 2.1. Theorem 2.2. Let R be a local Noetherian ring over a field of zero characteristic.
Let
Then the localizations at p satisfy:
iii. Suppose for some j the prime decomposition is
. Take the corresponding localizations, R iα → R pα , and suppose
iii. Suppose m is odd and a prime ideal p m satisfies
v. Suppose for some j the prime decomposition is:
. Take the corresponding localizations, R iα → R pα and assume {R pα } are
vi. For any m (even or odd) holds:
As in the case of G lr the statements have direct geometric interpretations. [BGK] ) that no matrix A ∈ M at m×m (R) is G congr -finitely determined. Part 2. Here part i. says that T 1 (Σ,Gcongr,A) is supported on the essential singular locus of V (det(A)) ⊂ Spec(R), with the sublocus V (I m−1 (A)) erased. As in the G lr -case: A is infinitesimally G congr -stable at the points of
The interpretation of part iii. is as in the same as for G lr -case. Part iv. means: the full (set-theoretic) support of T 1 (Σ,Gcongr ,A) consists of the "unexpected" singularities of the determinantal strata, cf. equation (5). Part 3. Part i. can be written also as Ann(T 1 (Σ,Gcongr ,A) ) p = Sing (m) 1 (P f (A)) p , using the properties of Pfaffian ideals, §3.5.
The geometric interpretations of the statements are as in Part 2 and for G lr -case. The even-odd differences and the conditions j ∈ 2Z are due to peculiarities of I j (A) for skewsymmetric matrices, e.g., I 2j (A) = I 2j−1 (A) and I m (A) = 0 for m-odd.
Preparations
Unless stated otherwise, R is a commutative ring over a field of zero characteristic.
3.1. The module of -linear derivations. For the (regular) rings [[x] ], {x}, x one has Der (R) = R {∂ j } , generated by the first order partial derivatives.
The module of those derivations of R that preserve m satisfies: Der (R, m) ⊇ m · Der (R). The equality holds here for many regular rings.
The module Der (R) localizes nicely, for a prime p ⊂ R holds: Der (R) p = Der (R p ), see proposition 16.9 of [Eisenbud] 3.2. Tangent spaces to the orbits. We recall their presentation e.g., from [BK.16, §3.7] . The tangent space to the orbit of a matrix is obtained by applying the tangent space of a group, T (GA,A) = T (G, 1 I) A.
Similarly for G l and G r . ii. Aut (R). Let (R, m) be a local ring, then T (Aut (R),1 I) = Der (R, m). Here we have only the submodule Der (R, m) ⊆ Der (R) because the automorphisms of the local ring correspond to the local coordinate changes, i.e. preserve the origin of Spec(R). Therefore
3.3. Basic results on localizations.
Lemma 3.1. Let p ⊂ R be a prime ideal. Then the saturations/localizations satisfy:
3. Suppose R is Noetherian and fix some ideals I,
Proof.
1. See the remark on page 71 of [Bourbaki] . 2. ⊇ is obvious as Sat I (J) ⊇ J. For the part ⊆ it is enough to prove:
⇚ Consider the quotient module Sat I (J 1 ) + Sat I (J 2 ) / Sat I (J 2 ) . The localization of this quotient at any prime p ⊇ I vanishes:
Therefore this quotient is not supported on Spec(R) \ V (I). As R is Noetherian, the ideals are finitely generated and there exists N satisfying:
The geometric interpretation. ( =¯ is a field.) Take a point pt ∈ Spec(R) then:
Lemma 3.2. Let R be a local Noetherian ring and J 1 , J 2 R some proper ideals. The following conditions are equivalent:
3. For any non-maximal prime ideal, p m, holds:
Proof. Obviously 2 ⇔ 3, thus we prove 1 ⇔ 2. 1 ⇒ 2 If (J 1 ) p = R p then there exists f ∈ J 1 whose image in (J 1 ) p is invertible. Thus f ∈ p. But f N ∈ J 2 for some N < ∞. And the image of f N in (J 2 ) p is still invertible, hence (J 2 ) p = R p . 2 ⇒ 1 Take the prime decomposition, √ J 1 = ∩p i . (As √ J 1 is a radical ideal, its primary decomposition consists of prime ideals.) Suppose for some i happens
the same minimal primes. Thus, as both are radical, their primary decompositions coincide. Hence
The geometric interpretation. ( =¯ is a field.) Denote by 0 ∈ Spec(R) the base point of the germ. The following are equivalent: 1. Two proper ideals define (set-theoretically) the same locus, V (J 1 ) red = V (J 2 ) red . 2. For any closed point, 0 = pt ∈ Spec(R), there holds: pt ∈ V (J 1 ) iff pt ∈ V (J 2 ).
3.4. Saturation vs radicals.
Lemma 3.3. Given two ideals I, J ⊂ R, with I finitely generated, there holds:
. The finiteness assumption on I is important, due to the following standard example.
3.5. Determinantal and Pfaffian ideals. For 1 ≤ j ≤ m and A ∈ M at m×n (R) denote by I j (A) ⊂ R the determinantal ideal generated by all the j × j minors of A. By definition I 0 (A) = R and I >m (A) = {0}. Determinantal ideals of skew-symmetric matrices, A ∈ M at skew−sym m×m (R), have special properties, see e.g., theorem 3.8 in [Ko.La.Sw] . Recall the Pfaffian ideal, P f (A), and its generalizations P f i (A) =the ideal generalized by Pfaffians of the principal i × i submatrices of A. We use the following:
• For m-even: I m (A) = P f (A) 2 and I m−1 (A) = P f (A) · P f m−2 (A).
• For m-odd: I m (A) = 0 and I m−1 (A) = P f m−1 (A)
2 .
• For any j holds: I 2j (A) = I 2j−1 (A). 
This ideal is G lr = GL(m, R) × GL(n, R)-invariant and refines the ideal I m (A). The annihilator-of-cokernel is a rather delicate invariant but it is controlled by the ideals {I j (A)}, see [Eisenbud, proposition 20.7] and [Eisenbud, exercise 20.6 Proof. Part 1 is immediate. Part 2 Let f ∈ Ann.Coker(A) then AB = f ·1I for some B ∈ M at m×m (R). Thus A ∨ ·A·B = f ·A ∨ , implying: det(A)B · A = f · det(A). As det(A) is not a zero divisor we get BA = f · 1I, hence A t B t = f · 1I. Thus f ∈ Ann.Coker(A t ). Part 3 Suppose 0 = f, g ∈ Ann.Coker(A), then for some B f , B g ∈ M at m×m (R) holds:
Thus (as g is not a zero divisor), by part two we have: B g A = g · 1I. Together we get:
Then, as R is UFD, we get: the entries of B g are divisible byg. But then A · ( 1 g B) = c · 1I, i.e., c ∈ Ann.Coker(A), and (c) ∋ f, g.
Finally, as R is UFD there exists a finite decomposition of c into irreducibles. Thus, after a finite such steps we get a generator of Ann.Coker(A).
Remark 3.6.
• Part 2 does not hold when det(A) is nilpotent. For example:
• Part 3 does not hold for domains with no unique factorization. For example:
3.7. The generalization of the annihilator of cokernel. The ideal Ann.Coker(A) is a 'partially reduced' version of the ideal of maximal minors I m (A). Equivalently, the annihilator of a module, Ann(M ), is a refinement of the minimal Fitting ideal of that module, F itt 0 (M ). More generally, the counterparts of the ideals {I j (A)} (or the Fitting ideals {F itt m−j (M )}) are described in [Buchsbaum-Eisenbud] , see also [Eisenbud, exercise 20.9] . We recall briefly the definition and the main properties.
Fix a morphism of free R-modules, E φ → F , here rank(F ) = m < ∞. For each 1 ≤ j ≤ m define the
Definition 3.7. Ann.Coker j (φ) := Ann.Coker(φ m+1−j ), for 1 ≤ j ≤ m. In addition we define: Ann.Coker j≤0 (φ) = R and Ann.Coker j>m (φ) = 0.
Properties 3.8. 1. Ann.Coker j (φ) = Ann m+1−j ∧ Coker(φ) . In particular, this ideal is fully determined by the module Coker(φ) = F / φ(E) . 2. The ideals Ann.Coker j (φ) refine the determinantal ideals, in the following sense:
3. i. Suppose the map φ splits block-diagonally, i.e.,
4. The ideals Ann.Coker j (φ) are functorial under localizations, i.e., Ann.Coker j (φ) p = Ann.Coker j (φ p ) for any prime p ⊂ R. 5. Suppose rank(Im(φ)) < r, then Ann.Coker j (φ) = {0} for j ≥ r.
Some remarks/explanations are needed here. 1. Fix some bases of E, F , so that φ is presented by a matrix A ∈ M at m×n (R). Then Ann.Coker j (φ) is invariant under GL(m, R) × GL(n, R)-action on A. Similarly, fix A ∈ M at m×n1 (R) and B ∈ M at m×n2 (R). If Span R (Columns(A)) = Span R (Columns(B)) then Ann.Coker j (A) = Ann.Coker j (B) . If n 1 = n 2 and Span R (Rows(A)) = Span R (Rows(B)) then Ann.Coker j (A) = Ann.Coker j (B). 2. 2.i. This sequence of inclusions and the equalities are immediate.
2.ii. and 2.iii see [Eisenbud, exercise 20.9] and [Eisenbud, exercise 20.10] . For 2.iv see corollary 1.4. of [Buchsbaum-Eisenbud] . 3. 3.i. In this case Coker(φ) ≈ Coker(φ 2 ), now use part 1.
3.ii. Follows by explicit check. 4. Follows straight from Ann(M p ) = Ann(M ) p .
5.
Here rank(Im(φ)) = max{j| I j (φ) = 0}. If rank(Im(φ)) < r then rank(Im(φ m+1−r )) < rank(
3.8. The properties of essential singular locus Sing r (J). (defined in §1.4) First we give an explicit presentation. Let J = (f ), Der (R) = {D α } be any (not necessarily minimal) choices of generators. Then equation (2) gives:
(Here the last column represents the block of columns.) For the ideal Sing 
More generally, for J = (f 1 , . . . , f N ) and R regular, equation (11) gives the traditional presentation of the singular locus of V (J) ⊂ Spec(R), but with the annihilator scheme structure instead of the Fitting ideal.
3.8.1. Basic properties of Sing r (J). Though the definition involved various choices of generators, Sing r (J) depends on the ideal J only. Moreover, Sing r (J) localizes nicely and has other good properties.
Lemma 3.10. Let R be a commutative unital ring. Fix an ideal J ⊆ R and some r ∈ N. 1. The ideal Sing r (J) does not depend on the choice of the generators of J, Der (R). I j (A) ).
Proof.
1. Suppose f ,f are two (finite) tuples of generators of J. We can assume (extending by zeros) that they are of the same length. The two tuples are related by f = Uf ,f = V f , for some square R-matrices U, V . Then the matrices in equation (11), for f ,f , are related by the left-right multiplication by some Rmatrices. Hence we get: Sing 
The inclusion is obvious from the presentation in equation (11), and the following example shows the possible inequality. Let a field of zero characteristic and take J = (
The height of this ideal is two. We claim that Sing 2 (J) ⊇ (x 8 , y 9 ). Indeed:
Denote the columns of this matrix by {c i }, then 7c 1 + 8c 4 − x · c 5 = (7y 8 , 8y 9 ) t . Together with c 6 this gives:
(The last transition uses the Gröbner basis.) From here one sees that e.g.
4. The equality Sing r (J) p = Sing r (J p ) holds because the annihilator is functorial on localizations, Ann r (M p ) = Ann r (M ) p , and the module of derivations as well (see §3.1).
we have:
Remark 3.11. Note that Der (R)(I j+1 (A)) ⊆ I j (A) · Der (R)(I 1 (A)). (Expand the (j + 1) × (j + 1) minors in terms of j × j minors.) Therefore the upper bound of part 5 of this lemma implies: the singular locus of V (I j+1 (A)) contains V (I j (A)). The inclusion V Sing(I j+1 (A)) ⊇ V (I j (A)) is often proper. However, if Spec(R) is smooth and A is generic then the two sets coincide.
Lemma 3.12. Suppose R is a local, Noetherian ring. 1. When working with radicals one can replace the annihilator of cokernel by determinantal ideal, Sing r (J) = J + I r (Der (R)(f )).
2. Suppose p ⊂ R is a minimal associated prime of J and grade(p) < r and R p is a regular ring. Then Sing r (J) p = J p .
Suppose the prime decomposition is
, where {grade(p α ) < r} and {grade(q β ) = r}.
Take the corresponding localizations {R ip α → R pα } and suppose the rings {R pα } are regular. Then
Proof. 1. By lemma 3.2 it is enough to verify that for any prime ideal p m holds:
If p ⊇ J then both sides are R p , as both sides contain J, and J p = R p by lemma 3.1. If p ⊇ J then
2. By part 4 of lemma 3.10 we can localize at p. Thus we can assume: (R, m) is a regular local ring and J ⊆ m. Denote by x = (x 1 , . . . , x n ) a minimal set of generators of the ideal m ⊂ R. By the regularity, n = dim(R) < r. Fix some generators {f i } of J, we have
Extend the N -tuple (f 1 , . . . , f N ) to the N +n-tuple (f 1 , . . . , f N , 0, . . . , 0), and compare it to the N +n-tuple (f 1 , . . . , f N , x 1 , . . . , x n ). The latter is a (non-minimal) system of generators of m ⊂ R. Therefore
Here the two equalities hold by part 1 of lemma 3.10, while the central inclusion holds because J ⊆ m.
We have obviously Ann.Coker
Der (R) x ⊇ J and it remains to prove the equality. As the ring (R, m) is Noetherian, the completion is faithful. Therefore it is enough to check
Here {∂ i } are the classical partial derivatives, while Der (K) consists of derivations of K, thus Der (K)(x) = 0. Therefore we have Der ( R) x = 1I n×n . Finally, as n < r, we get:
Therefore, for the initial ring, Ann.Coker
3. Follows straight from the previous part, just notice Sing r (J) ⊆ ∩i 
For complete rings in zero characteristic the module of differentials is often pathological, e.g. uncountably generated, see e.g., §11 of [Kunz] . Thus we work in this subsection with universally finite differentials/separated differentials.
For regular rings, the ideal Sing r (J) ⊂ R is the refinement of the classical ideal Sing(V (J)), with the annihilator instead of Fitting scheme structure:
Lemma 3.14. Suppose R is a complete regular local Noetherian ring of dimension n and J ⊂ R is pure of height = r. Then Sing r (J) = Ann r Ω 1 R/J ⊂ R. Proof. For a complete regular local ring R of dimension n, and J = (f ) ⊂ R, the conormal sequence gives, [Eisenbud, Proposition 16.3] :
As both Sing r (J) and Ann r Ω 1 R/J contain J, we compare their images in R / J . We have the presentation
→ Ω 1 R/J → 0, with the presentation matrix
Here A is the transpose of the block of derivatives in equation (11). Now we notice that I r (A) contains a non-zero divisor modulo I r−1 (A), therefore, by part 2.iv of proposition 3.8,
But in general the two ideals differ essentially, even their radicals differ. 
On the other hand, the expected grade is 2 and :
We observe also:
ii. ( 
3.9. Invariance of Ann(T 1 ). An element h = (U, V, φ) ∈ G lr acts on R by f → φ(f ) and J → φ(J). Suppose h ∈ G lr acts on a submodule Σ ⊆ M at m×n (R), thus it sends the pair (Σ, A) to the pair (Σ, hA).
Proof. Consider h as a -linear automorphism of M at m×n (R). It induces the isomorphism of the tangent spaces, the first row of the diagram. Its restriction (Σ, A) → (Σ, hA) induces the second row. The restriction (GA, A) → (hGA, hA) = (GhA, hA) induces the third row. If h ∈ G lr then the map h * is R-linear, i.e., φ = Id. If h ∈ G lr then the map is R-multiplicative:
Thus h induces the isomorphism (of -modules) T G,hA) ). As h is invertible, we get the inverse inclusion as well. Example 3.17. i. The assumptions of this lemma are obviously satisfied when h ∈ G. This is used to bring A to a particular form in the proof of theorems 2.1, 2.2.
ii. In many cases no choice of h ∈ G helps, e.g., A has no nice canonical form under the G-action. Then one takes h in the normalizer of G, to ensure hGA = GhA. For example, we use the following normal extensions:
Proofs of the main results
4.1. The G lr -action. Proof. (of theorem 2.1) 1. Fix some A = (a 1 , . . . , a n ) ∈ M at 1×n (R). The tangent space T (G lr A,A) is written in §3.2. We record the generating matrix of the submodule
(The right column here denotes the block of columns, as D runs over the generators of Der (R, m).)
Thus T 1 (Σ,G lr ,A) is the cokernel of this matrix, while the annihilator of T 1 (Σ,G lr ,A) , i.e., the Ann.Coker of this matrix, is precisely Sing 
. We assume A p in this form, by §3.9 such a transition preserves Ann(T 1 (Σ,G lr ,A) ) p . Then the tangent space to the orbit (see §3.2) decomposes into the direct sum:
It is enough to prove: Sat Ij (A) Sing (m−j)(n−j) (I j+1 (A)) p = R p at least for one value of j. Note that
Thus we take j = r and prove:
As p ⊇ I r (A) we have I r (A) p = R p , so the localization A p of A has at least one invertible minor of size r × r. Thus A p is (G lr ) p -equivalent to 1I r×r ⊕Ã, whereÃ ∈ M at (m−r)×(n−r) (p p ). Recall that Ann(T 1 (Σ,G lr ,A) ) is invariant under the G lr -equivalence, §3.9, therefore from now on we assume A p in this form.
For this form of A p we have the direct sum decomposition (42) (T (G lr A,A) ) p ≈ M at r×n (R p ) ⊕ M at (m−r)×r (R p ) ⊕ T ( G lr ,Ã) , as in equations (28) and (34). Thus Ann(T 1 (Σ,G lr ,A) ) p ≈ Ann(T 1 (Σ,G lr ,Ã) ), whereΣ = M at (m−r)×(n−r) (R p ) andG lr is the corresponding group. Therefore we must prove: Recall that T ( G lr ,Ã) = M at (m−r)×(m−r) (R p ) ·Ã +Ã · M at (n−r)×(n−r) (R p ) + Der (R p )(Ã) and all the entries ofÃ belong to p. Therefore T ( G lr ,Ã) T (Σ,Ã) iff I 1 (Ã) · T (Σ,Ã) + Der (R p )(Ã) T (Σ,Ã) . Thus Ann(T 1 (Σ,G lr ,Ã) ) = R p iff Sing (m−r)(n−r) (I 1 (Ã)) = R p . Finally, we observe: Sing (m−r)(n−r) (I 1 (Ã)) = Sing (m−r)(n−r) (I r+1 (A)) p . This proves the implication (41).
Altogether we have: (m−j)(n−j) (I j+1 (A)) .
Finally, we apply lemma 3.3.
Remark 4.1. One would like to lift the radicals in part 5 of this theorem or to get a better lower bound on Ann(T 1 (Σ,G lr ,A) ) than that of part 3. This does not seem possible because of the following example. Let be a field and R local Noetherian, dim(R) = 1. (Thus R is the local ring of a germ of curve.) Let A ∈ M at m×n (m), m > 1, and assume I m (A) contains a non-zero divisor. Then Sat Ij (A) (J) = R for any j > 0 and any J ⊆ R that contains a non-zero divisor. Therefore Geometrically we check the vanishing of Ann(T 1 (Σ,Gcongr ,A) ) at the points of Spec(R) \ 0. Thus, for any prime p ⊂ R we study the vector subspace (46) T (GcongrA,A) ⊗ F rac( R / p ) = Span F rac( R / p ) (U A + AU t ) + F rac( R / p ) ⊗ Der (R)(A) ⊆ ⊆ M at m×m F rac( R / p ) .
As dim(R) < ⌊ m 2 ⌋ we have rank(Der (R)(A)) < ⌊ m 2 ⌋, and therefore dim F rac( R / p ) ⊗ Der (R)(A) < ⌊ m 2 ⌋. To bound the dimension of Span F rac( R / p ) (U A + AU T ) we study the following vector space of solutions:
(47) {U ∈ M at m×m (F rac( R / p ))| U A + AU T = O}.
The later equation is well studied, the dimension of the space of solutions is precisely the codimension of the orbit of A under the congruence. The minimal codimension equals ⌊ m 2 ⌋, see e.g., Theorem 3 in [De Terán-Dopico] , and it is achieved for A ∈ M at m×m (F rac( R / p )) generic. Therefore we get:
Therefore dim(T (GcongrA,A) ⊗ F rac( R / p )) < m 2 . Hence the vanishing in equation (45). Therefore Ann(T 1 (Σ,Gcongr ,A) ) lies inside the intersection of all the prime ideals ⊆ ∩p.
The proofs of the remaining parts are essentially the same as in theorem 2.1, thus we just indicate the main steps.
