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Resumo
Nesta dissertação iremos fornecer ferramentas para responder quando um número inteiro
pode ser escrito como uma soma de quadrados. Usando estas ferramentas, conseguiremos
determinar dado um número inteiro 𝑥 maior que 2, quantos triângulos retângulos com
lados inteiros, tendo 𝑥 como um de seus catetos, existem. Determinaremos também todos
os triângulos retângulos que tem 𝑥 como hipotenusa, em função da decomposição de 𝑥
em fatores primos.
Palavras-chaves: Triângulos retângulos, números inteiros, soma de quadrados.
Abstract
In this dissertation we will provide tools to answer when an integer can be written as a
sum of squares. Using these tools, we will be able to determine given an integer 𝑥 greater
than 2, how many triangles rectangles with integer sides, having 𝑥 as one of their legs,
exist. We will also determine all triangles rectangles that have 𝑥 as hypotenuse, as a
function of the decomposition of 𝑥 in prime factors.
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Introdução
Certamente, a maioria de nós já se deparou com o desafio de encontrar os catetos
de um triângulo retângulo que possua hipotenusa igual a 5 u.c., por exemplo, e quase que
automaticamente pensou na solução 𝑥 = 4 e 𝑦 = 3. Este é um caso muito fácil de resolver,
por ser tratar de um caso de triângulo retângulo com lados inteiros que sempre apareciam
em nossos exercícios e exemplos no ensino básico. Mas, existem algumas perguntas mais
gerais a serem feitas em problemas deste tipo. Algumas destas perguntas são: "Dado um
número inteiro 𝑥 maior do que 2, sempre existe um triângulo retângulo com lados inteiros
que tenha 𝑥 como um de seus catetos? e se existem, quantos são?". Ou ainda, "fixando um
número inteiro 𝑧 como sendo a hipotenusa de um triângulo retângulo, existem triângulos
retângulos com lados inteiros com hipotenusa 𝑧? Se existem, quantos são?".
Observe que as perguntas acima podem ser reformuladas matematicamente da
seguinte maneira: Dado um número inteiro 𝑛, existem inteiros 𝑥, 𝑦 tais que 𝑛 = 𝑥2 + 𝑦2 ?
Ou seja, 𝑛 pode ser escrito como uma soma de quadrados? Esta e outras perguntas serão
respondidas ao longo do texto.
Esta dissertação foi dividida em três capítulos. No primeiro capítulo, intitulado
"Teoria Básica", definimos os principais termos utilizados ao longo do texto e apresentamos
resultados básicos sobre divisibilidade e congruências. Além disso, estudamos alguns anéis
especias que possuem propriedades que nos auxiliarão nas demonstrações dos resultados
do capítulo 2. Estes anéis são: o Anel dos Inteiros de Gauss, Anel dos Quatérnios e o Anel
dos Inteiros de Hurwitz.
No segundo capítulo, intitulado Representação de Inteiros Como Soma de Qua-
drados, utilizamos as ferramentas do primeiro capítulo para caracterizar os inteiros que
podem ser escritos como soma de quadrados. Mostraremos os casos em que um inteiro
pode ser escrito como soma de dois, três ou quatro quadrados.
E finalmente no terceiro capítulo, intitulado Triângulos Retângulos com Lados In-
teiros, usando alguns dos resultados obtidos no segundo capítulo, respondemos às pergun-
tas supracitadas. Verificamos que dado um inteiro 𝑥 maior do que 2, sempre existe um
triângulo retângulo com lados inteiros tendo 𝑥 como um de seus catetos. E além disso,
através da decomposição de 𝑥 em fatores primos, determinamos quantos destes triângulos
existem. Por fim, destacamos também neste capítulo a condição necessária e suficiente




Neste capítulo, iremos apresentar alguns resultados e definições básicas que nos
auxiliarão no entendimento e nas demostração do restante do trabalho.
1.1 Divisibilidade
Definição 1.1. Dados dois números inteiros 𝑎 e 𝑏, diremos que 𝑎 divide 𝑏, escrevendo
𝑎 | 𝑏, quando existir 𝑐 ∈ Z tal que 𝑏 = 𝑐𝑎. Nesse caso, diremos também que 𝑎 é um divisor
ou um fator de 𝑏, ou ainda, que 𝑏 é um múltiplo de 𝑎 ou que 𝑏 é divisível por 𝑎. Caso não
exista esse inteiro, diremos que 𝑎 não divide 𝑏, e denotaremos por 𝑎 - 𝑏.
Definição 1.2. Sejam dados dois inteiros 𝑎 e 𝑏, distintos ou não. Um número inteiro 𝑑
será dito um divisor comum de 𝑎 e 𝑏 se 𝑑 | 𝑎 e 𝑑 | 𝑏.
Definição 1.3. Diremos que um número inteiro 𝑑 ≥ 0 é o máximo divisor comum (mdc)
de 𝑎 e 𝑏 (denotado por (𝑎, 𝑏)), se possuir as seguintes propriedades:
i. 𝑑 é um divisor comum de 𝑎 e 𝑏;
ii. 𝑑 é divisível por todo divisor comum de 𝑎 e 𝑏.
Proposição 1.1. Se 𝑎, 𝑏, 𝑐, 𝑚 e 𝑛 são inteiros, 𝑐 | 𝑎 e 𝑐 | 𝑏 então 𝑐 | (𝑚𝑎 + 𝑛𝑏).
Demonstração: Se 𝑐 | 𝑎 e 𝑐 | 𝑏, então 𝑎 = 𝑟1𝑐 e 𝑏 = 𝑟2𝑐 para alguns 𝑟1 e 𝑟2 inteiros.
Multiplicado-se estas duas equações respectivamente por 𝑚 e 𝑛 teremos 𝑚𝑎 = 𝑚𝑟1𝑐
e 𝑛𝑏 = 𝑛𝑟2𝑐. Somando-se membro a membro e usando a propriedade distributiva dos
números inteiros obtemos 𝑚𝑎 + 𝑛𝑏 = (𝑚𝑟1 + 𝑛𝑟2)𝑐, o que nos diz que 𝑐 | (𝑚𝑎 + 𝑛𝑏).

Exemplo 1.1. Como 3 | 21 e 3 | 42, então 3 | (5.15 + 3.42).
Teorema 1.1. (Algoritmo da Divisão em Z) Dados 𝑎, 𝑏 ∈ Z, 𝑏 > 0, existe um único par
de inteiros 𝑞 e 𝑟 que satisfazem
𝑎 = 𝑞𝑏 + 𝑟, 𝑐𝑜𝑚 0 ≤ 𝑟 < 𝑏.
𝑞 é chamado quociente e 𝑟 resto da divisão de 𝑎 por 𝑏.
14 Capítulo 1. Teoria Básica
Demonstração: Seja 𝑏 um número inteiro positivo não nulo. Se 𝑎 ∈ Z, então 𝑎 é
múltiplo de 𝑏 ou está situado entre dois múltiplos consecutivos de 𝑏, isto é 𝑞𝑏 ≤ 𝑎 < (𝑞+1)𝑏.
Somando −𝑞𝑏 em todos os termos da desigualdade obtemos 𝑞𝑏 − 𝑞𝑏 ≤ 𝑎 − 𝑞𝑏 < 𝑞𝑏 + 𝑏 − 𝑞𝑏
então 0 ≤ 𝑎 − 𝑞𝑏 < 𝑏. Desta forma, tomando 𝑟 = 𝑎 − 𝑞𝑏, segue que 𝑎 = 𝑞𝑏 + 𝑟, em que
0 ≤ 𝑟 < 𝑏.
Suponhamos agora, que existam 𝑞1, 𝑞2, 𝑟1, 𝑟2, onde 𝑞1 ̸= 𝑞2 e 𝑟1 ̸= 𝑟2 e que satisfaçam
às igualdades: 𝑎 = 𝑞1𝑏 + 𝑟1, com 0 ≤ 𝑟1 < 𝑏 e 𝑎 = 𝑞2𝑏 + 𝑟2, com 0 ≤ 𝑟2 < 𝑏. Se 𝑏 > 𝑟1 e
𝑏 > 𝑟2 então 𝑏 >| 𝑟2 − 𝑟1 | e 𝑎 = 𝑏𝑞1 + 𝑟1 = 𝑏𝑞2 + 𝑟2. Dessa forma, 𝑏(𝑞2 − 𝑞1) = 𝑟2 − 𝑟1.
Tomando 𝑘 = (𝑞2 − 𝑞1), segue que 𝑟2 − 𝑟1 = 𝑘𝑏, com 𝑘 ∈ Z e daí 𝑏 | (𝑟2 − 𝑟1). Portanto
𝑏 ≤| 𝑟2 − 𝑟1 |, o que é um absurdo, pois contradiz 𝑏 >| 𝑟2 − 𝑟1 |. Logo, 𝑟2 = 𝑟1. Concluímos
que (𝑞2 − 𝑞1)𝑏 = 0. Sendo 𝑏 ̸= 0, temos que (𝑞2 − 𝑞1) = 0 e concluímos que 𝑞1 = 𝑞2.
Na equação 𝑎 = 𝑞𝑏 + 𝑟, com 0 ≤ 𝑟 < 𝑏, os inteiros, 𝑞 e 𝑟 são chamados respectiva-
mente de quociente e resto da divisão de 𝑎 por 𝑏. Vale lembrar que 𝑏 somente é divisor
de 𝑎 se 𝑟 = 0. Neste caso, temos que 𝑎 = 𝑏𝑞 e o quociente 𝑞 na divisão exata de 𝑎 por 𝑏




O algoritmo euclidiano possui uma grande importância no conjunto dos números
inteiros. Este algoritmo também é válido em outros anéis denominados como euclidianos.
Lema 1.1. (Bézout)Seja 𝑑 o máximo divisor comum de 𝑎 e 𝑏, então existem inteiros 𝑛0
e 𝑚0 tais que 𝑑 = 𝑛0𝑎 + 𝑚0𝑏.
Demonstração: Seja o conjunto 𝐵 = {𝑛𝑎 + 𝑚𝑏 | 𝑛, 𝑚 ∈ Z}. Sejam 𝑛0, 𝑚0 ∈ Z tais
que 𝑐 = 𝑛0𝑎 + 𝑚0𝑏 é o menor inteiro positivo pertencente a 𝐵, vamos provar que 𝑐 | 𝑎 e
𝑐 | 𝑏. Para tanto suponhamos que 𝑐 - 𝑎.
Pelo algoritmo da divisão existem 𝑞 e 𝑟 inteiros, tais que 𝑎 = 𝑞𝑐 + 𝑟, 0 < 𝑟 < 𝑐.
Tomando 𝑟 = 𝑎 − 𝑞𝑐 = 𝑎 − 𝑞(𝑛0 + 𝑚0𝑏) = 𝑎(1 − 𝑛0𝑞) + 𝑏(−𝑚0𝑞), ou seja, 𝑟 é um número
inteiro positivo e 𝑟 ∈ 𝐵 uma vez que, (1 − 𝑛0𝑞) e (−𝑚0𝑞) ∈ Z. Daí, temos que 𝑟 ≥ 𝑐. Mas
do Teorema 1.1, 𝑟 < 𝑐, o que é um absurdo. Logo, 𝑐 | 𝑎. Analogamente mostramos que
𝑐 | 𝑏. Assim, c é um divisor comum, e como 𝑑 = (𝑎, 𝑏), temos que 𝑐 ≤ 𝑑.
Resta ainda mostrar que 𝑑 = 𝑛0𝑎 + 𝑚0𝑏. Vejamos que, se 𝑑 = (𝑎, 𝑏) então 𝑑 | 𝑎
e 𝑑 | 𝑏, o que implica que 𝑎 = 𝑘1𝑑 e 𝑏 = 𝑘2𝑑 para algum 𝑘1, 𝑘2 ∈ Z. Ainda tomando
𝑐 = 𝑛0𝑎 + 𝑚0𝑏 = 𝑛0(𝑘1𝑑) + 𝑚0(𝑘2𝑑) = 𝑑(𝑛0𝑘1 + 𝑚0𝑘2), resulta em 𝑑 | 𝑐. Além disso, 𝑐 ̸= 0
então | 𝑑 |≤| 𝑐 | e como não é possível termos 𝑑 < 𝑐, uma vez que 𝑑 = (𝑎, 𝑏) então 𝑑 = 𝑐,
ou seja, 𝑑 = 𝑛0 + 𝑚0𝑏.

Teorema 1.2. Se 𝑎 | 𝑏𝑐 e (𝑎, 𝑏) = 1, então 𝑎 | 𝑐.
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Demonstração: Como (𝑎, 𝑏) = 1 pelo Lema de Bézout existem inteiros 𝑛 e 𝑚 tais
que 𝑛𝑎+𝑚𝑏 = 1. Multiplicando-se dois lados desta igualdade por 𝑐 temos: 𝑛(𝑎𝑐)+𝑚(𝑏𝑐) =
𝑐. Como 𝑎 | 𝑎𝑐 e, por hipótese, 𝑎 | 𝑏𝑐 então, pela Proposição 1.1, 𝑎 | 𝑐.

Proposição 1.2. Para todo inteiro positivo 𝑡, (𝑡𝑎, 𝑡𝑏) = 𝑡(𝑎, 𝑏)
Demonstração: Pela demostração do Lema de Bézout (𝑡𝑎, 𝑡𝑏) é o menor valor po-
sitivo de 𝑚𝑡𝑎 + 𝑛𝑡𝑏 (𝑚 e 𝑛 inteiros), que é igual a 𝑡 vezes o menor valor positivo de
𝑚𝑎 + 𝑛𝑏 = (𝑎, 𝑏), ou seja 𝑡(𝑚𝑎 + 𝑛𝑏) = 𝑡(𝑎, 𝑏).










Demonstração: Como 𝑎 e 𝑏 são divisíveis por 𝑐 temos que 𝑎/𝑐 e 𝑏/𝑐 são inteiros.
Basta, então substituir na Proposição 1.2”𝑎” por 𝑎/𝑐 e ”𝑏” por 𝑏/𝑐 tomando 𝑡 = 𝑐.






Demonstração: No que acabamos de demonstrar 𝑐 é um divisor comum de 𝑎 e 𝑏.














Proposição 1.4. Sejam 𝑎 e 𝑏 inteiros e 𝑑 = (𝑎, 𝑏). Se 𝑑 - 𝑐 então a equação 𝑎𝑥 + 𝑏𝑦 = 𝑐
não possui nenhuma solução inteira. Se 𝑑 | 𝑐 ela possui infinitas soluções e se 𝑥 = 𝑥0 e
𝑦 = 𝑦0 é uma solução particular, então todas as soluções são dadas por
𝑥 = 𝑥0 + (𝑏/𝑑)𝑘
𝑦 = 𝑦0 − (𝑎/𝑑)𝑘
onde 𝑘 é um inteiro.
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Demonstração: Se 𝑑 - 𝑐, então a equação 𝑎𝑥+𝑏𝑦 = 𝑐, não possui solução, pois como
𝑑 | 𝑎 e 𝑑 | 𝑏, 𝑑 deveria dividir 𝑐, o qual é uma combinação linear de 𝑎 e 𝑏. Suponhamos,
que 𝑑 | 𝑐. Pelo Lema de Bézout existem inteiros 𝑛0 e 𝑚0, tais que
𝑎𝑛0 + 𝑏𝑚0 = 𝑑.
(1.1)
Como 𝑑 | 𝑐, existe um inteiro 𝑘 tal que 𝑐 = 𝑘𝑑. Se multiplicamos, ambos os membros
de (1.1) por 𝑘, teremos 𝑎(𝑛0𝑘) + 𝑏(𝑚0𝑘) = 𝑘𝑑 = 𝑐. Isto nos diz que o par (𝑥0, 𝑦0) com
𝑥0 = 𝑛0𝑘 e 𝑦0 = 𝑚0𝑘 é uma solução de 𝑎𝑥 + 𝑏𝑦 = 𝑐. É visível a verificação de que os pares
da forma
𝑥 = 𝑥0 + (𝑏/𝑑)𝑘
𝑦 = 𝑦0 − (𝑎/𝑑)𝑘
são soluções, uma vez que
𝑎𝑥 + 𝑏𝑦 = 𝑎(𝑥0 + (𝑏/𝑑)𝑘) + 𝑏(𝑦0 − (𝑎/𝑑)𝑘)




= 𝑎𝑥0 + 𝑏𝑦0 = 𝑐.
O que acabamos de mostrar é que, conhecida uma solução particular (𝑥0, 𝑦0) pode-
mos, a partir dela, gerar infinitas soluções. Precisamos, agora, mostrar que toda solução
da equação 𝑎𝑥 + 𝑏𝑦 = 𝑐 é da forma 𝑥 = 𝑥0 + (𝑏/𝑑)𝑘, 𝑦 = 𝑦0 − (𝑎/𝑑)𝑘. Vamos supor que
(𝑥, 𝑦) seja uma solução, isto é, 𝑎𝑥+ 𝑏𝑦 = 𝑐. Mas, como 𝑎𝑥0 + 𝑏𝑦0 = 𝑐, obtemos, subtraindo
membro a membro, que
𝑎𝑥 + 𝑏𝑦 − 𝑎𝑥0 − 𝑏𝑦0 = 𝑎(𝑥 − 𝑥0) + 𝑏(𝑦 − 𝑦0) = 0







Portanto, dividindo-se os dois membros da última igualdade por 𝑑, teremos
𝑎
𝑑





Logo, pelo Teorema 1.2, (𝑏/𝑑) | (𝑥−𝑥0) e, portanto, existe um inteiro 𝑘 satisfazendo
𝑥 − 𝑥0 = 𝑘(𝑏/𝑑), ou seja 𝑥 = 𝑥0 + (𝑏/𝑑)𝑘. Substituindo este valor de 𝑥 na equação (1.2)




Definição 1.4. Se 𝑎, 𝑏 e 𝑚 são inteiros, dizemos que a é congruente a 𝑏 módulo 𝑚 com
(𝑚 > 0) se 𝑚 | (𝑎 − 𝑏). Denotamos isto por 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚). Se 𝑚 - (𝑎 − 𝑏) dizemos que 𝑎
é incongruente à 𝑏 módulo 𝑚 e denotamos 𝑎 ̸≡ 𝑏 (𝑚𝑜𝑑 𝑚).
Exemplo 1.2. 14 ≡ 4 (𝑚𝑜𝑑 5) pois 5 | (14 − 4). Como 7 - 9 e 9 = 24 − 15 temos que
24 ̸≡ 15 (𝑚𝑜𝑑 7).
Proposição 1.5. Se 𝑎 e 𝑏 são inteiros, temos que 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚) se, e somente se, existir
um inteiro 𝑘 tal que 𝑎 = 𝑏 + 𝑘𝑚.
Demonstração: Se 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚), então 𝑚 | (𝑎 − 𝑏) o que implica na existência
de um inteiro 𝑘 tal que 𝑎 − 𝑏 = 𝑘𝑚. A reciproca é trivial pois da existência de um 𝑘
satisfazendo 𝑎 = 𝑏+𝑘𝑚, temos 𝑘𝑚 = 𝑎−𝑏, ou seja, que 𝑚 | 𝑎−𝑏, isto é, 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚).
Proposição 1.6. Se 𝑎, 𝑏, 𝑚 e 𝑑 são inteiros, com 𝑚 > 0, então as seguintes sentenças
são verdadeiras:
1. 𝑎 ≡ 𝑎 (𝑚𝑜𝑑 𝑚);
2. Se 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚), então 𝑏 ≡ 𝑎 (𝑚𝑜𝑑 𝑚);
3. Se 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚) e 𝑏 ≡ 𝑑 (𝑚𝑜𝑑 𝑚), então 𝑎 ≡ 𝑑 (𝑚𝑜𝑑 𝑚).
Demonstração:
1. Como 𝑚 | 0, então 𝑚 | (𝑎 − 𝑎), ou seja 𝑎 ≡ 𝑎 (𝑚𝑜𝑑 𝑚).
2. Se 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚), então 𝑎 = 𝑏 + 𝑚𝑘1 para algum inteiro 𝑘1. Logo, 𝑏 = 𝑎 − 𝑚𝑘1 o
que implica pela Proposição 1.5 que 𝑏 ≡ 𝑎 (𝑚𝑜𝑑 𝑚).
3. Se 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚) e 𝑏 ≡ 𝑑 (𝑚𝑜𝑑 𝑚), então existem 𝑘1 e 𝑘2 tais que 𝑎 − 𝑏 = 𝑘1𝑚 e
𝑏−𝑑 = 𝑘2𝑚. Assim, somando estas duas últimas equações teremos 𝑎−𝑑 = (𝑘1+𝑘2) 𝑚
resulta em 𝑎 ≡ 𝑑 (𝑚𝑜𝑑 𝑚).
A proposição acima nos garante que a relação de congruência nos inteiros é uma
relação de equivalência.
Teorema 1.3. Se 𝑎, 𝑏, 𝑐 e 𝑚 são inteiros tais que 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚), então:
1. 𝑎 + 𝑐 ≡ 𝑏 + 𝑐 (𝑚𝑜𝑑 𝑚);
2. 𝑎 − 𝑐 ≡ 𝑏 − 𝑐 (𝑚𝑜𝑑 𝑚);
3. 𝑎𝑐 ≡ 𝑏𝑐 (𝑚𝑜𝑑 𝑚);
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Demonstração:
1. Como 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚), temos que 𝑎−𝑏 = 𝑘𝑚 para algum inteiro 𝑘 e, portanto, como
𝑎 − 𝑏 = (𝑎 + 𝑐) − (𝑏 + 𝑐) temos 𝑎 + 𝑐 ≡ 𝑏 + 𝑐 (𝑚𝑜𝑑 𝑚).
2. Como (𝑎 − 𝑐) − (𝑏 − 𝑐) = 𝑎 − 𝑏 e, por hipótese 𝑎 − 𝑏 = 𝑘𝑚, temos que 𝑎 − 𝑐 ≡
𝑏 − 𝑐 (𝑚𝑜𝑑 𝑚).
3. Como 𝑎 − 𝑏 = 𝑘𝑚, então 𝑎𝑐 − 𝑏𝑐 = 𝑐𝑘𝑚, implica que 𝑚 | (𝑎𝑐 − 𝑏𝑐) e, portanto,
𝑎𝑐 ≡ 𝑏𝑐 (𝑚𝑜𝑑 𝑚).

Teorema 1.4. Se 𝑎, 𝑏, 𝑐, 𝑑 e 𝑚 são inteiros tais que 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚) e 𝑐 ≡ 𝑑 (𝑚𝑜𝑑 𝑚),
então
1. 𝑎 + 𝑐 ≡ 𝑏 + 𝑑 (𝑚𝑜𝑑 𝑚);
2. 𝑎 − 𝑐 ≡ 𝑏 − 𝑑 (𝑚𝑜𝑑 𝑚);
3. 𝑎𝑐 ≡ 𝑏𝑑 (𝑚𝑜𝑑 𝑚);
Demonstração:
1. De 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚) e 𝑐 ≡ 𝑑 (𝑚𝑜𝑑 𝑚) temos 𝑎 − 𝑏 = 𝑘𝑚 e 𝑐 − 𝑑 = 𝑘1𝑚 para certos
inteiros 𝑘 e 𝑘1. Somando as duas equações teremos (𝑎 + 𝑐) − (𝑏 + 𝑑) = (𝑘 + 𝑘1)𝑚 o
que implica que 𝑎 + 𝑐 ≡ 𝑏 + 𝑑 (𝑚𝑜𝑑 𝑚).
2. Usando a hipótese, temos as equações 𝑎 − 𝑏 = 𝑘𝑚 e 𝑐 − 𝑑 = 𝑘1𝑚, obtendo assim
(𝑎−𝑏)−(𝑐−𝑑) = (𝑎−𝑐)−(𝑏−𝑑) = (𝑘−𝑘1)𝑚, o que implica em 𝑎−𝑐 ≡ 𝑏−𝑑 (𝑚𝑜𝑑 𝑚).
3. Multiplicando ambos os lados de 𝑎−𝑏 = 𝑘𝑚 por 𝑐 e multiplicando ambos os lados da
equação 𝑐 − 𝑑 = 𝑘1𝑚 por 𝑏, teremos 𝑎𝑐 − 𝑏𝑐 = 𝑐𝑘𝑚 e 𝑏𝑐 − 𝑏𝑑 = 𝑏𝑘1𝑚. Basta, agora,
somarmos membro a membro estas últimas igualdades, obtendo 𝑎𝑐 − 𝑏𝑐 + 𝑏𝑐 − 𝑏𝑑 =
𝑎𝑐 − 𝑏𝑑 = (𝑐𝑘 + 𝑏𝑘1)𝑚, o que implica em 𝑎𝑐 ≡ 𝑏𝑑 (𝑚𝑜𝑑 𝑚).

Teorema 1.5. Se 𝑎, 𝑏, 𝑐 e 𝑚 são inteiros e 𝑎𝑐 ≡ 𝑏𝑐 (𝑚𝑜𝑑 𝑚), então 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚/𝑑)
onde 𝑑 = (𝑐, 𝑚).
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Demonstração: De 𝑎𝑐 ≡ 𝑏𝑐 (𝑚𝑜𝑑 𝑚) temos que 𝑎𝑐 − 𝑏𝑐 = 𝑐(𝑎 − 𝑏) = 𝑘𝑚 para certo
inteiro 𝑘. Se dividirmos os dois membros por 𝑑, teremos (𝑐/𝑑)(𝑎 − 𝑏) = 𝑘(𝑚/𝑑). Logo,
(𝑚/𝑑) | (𝑐/𝑑)(𝑎 − 𝑏) e, como (𝑚/𝑑, 𝑐/𝑑) = 1, pelo Teorema 1.2, (𝑚/𝑑) | (𝑎 − 𝑏) o que
implica 𝑎 ≡ 𝑏 (𝑚𝑜𝑑 𝑚/𝑑).

Definição 1.5. O conjunto dos inteiros 𝐴 = {𝑟1, 𝑟2, ..., 𝑟𝑠} é um sistema completo de
resíduos módulo 𝑚 se
(1) 𝑟𝑖 ̸≡ 𝑟𝑗 (𝑚𝑜𝑑 𝑚) para 𝑖 ̸= 𝑗
(2) Para todo inteiro 𝑛 existe um 𝑟𝑖 tal que 𝑛 ≡ 𝑟𝑖 (𝑚𝑜𝑑 𝑚).
Proposição 1.7. Sejam 𝑎, 𝑏 e 𝑚 inteiros tais que 𝑚 > 0 e (𝑎, 𝑚) = 𝑑. No caso que
𝑑 - 𝑏 a congruência 𝑎𝑥 ≡ 𝑏 (𝑚𝑜𝑑 𝑚) não possui nenhuma solução e quando 𝑑 | 𝑏, possui
exatamente 𝑑 soluções incongruentes módulo 𝑚.
Demonstração: Pela Proposição 1.5 sabemos que o inteiro 𝑥 é solução , 𝑎𝑥 ≡
𝑏 (𝑚𝑜𝑑 𝑚) se, e somete se, existir um inteiro 𝑦 tal que 𝑎𝑥 = 𝑏 + 𝑦𝑚, ou seja, 𝑏 = 𝑎𝑥 − 𝑦𝑚.
Da Proposição 1.4 sabemos que esta equação não possui nenhuma solução caso 𝑑 - 𝑏, e que
𝑑 | 𝑏 ela possui infinitas soluções dadas por 𝑥 = 𝑥0 − (𝑚𝑑 )𝑘 e 𝑦 = 𝑦0 − (
𝑎
𝑑
)𝑘 onde (𝑥0, 𝑦0) é
uma solução particular da equação 𝑎𝑥−𝑚𝑦 = 𝑏. Portanto, a congruência 𝑎𝑥 ≡ 𝑏 (𝑚𝑜𝑑 𝑚)
irá possuir infinitas soluções dadas por 𝑥 = 𝑥0 − (𝑚𝑑 )𝑘.
Desejamos saber a quantidade de soluções incongruentes. Daí, estudaremos as con-
dições para as quais 𝑥1 = 𝑥0 − (𝑚𝑑 )𝑘1 e 𝑥2 = 𝑥0 − (
𝑚
𝑑
)𝑘2 são congruentes módulo 𝑚. Se 𝑥1
e 𝑥2 forem congruentes, então 𝑥0 − 𝑚𝑑 𝑘1 ≡ 𝑥0 − (
𝑚
𝑑
)𝑘2 (𝑚𝑜𝑑 𝑚), assim
𝑥0 − 𝑥0 − (
𝑚
𝑑



















) | 𝑚, pois 𝑚 = 𝑑.(𝑚
𝑑
), temos que (𝑚
𝑑
, 𝑚) = 𝑚
𝑑
, pelo Teorema 1.5 podemos
fazer o cancelamento (𝑚
𝑑
) na congruência anterior, logo 𝑘1 ≡ 𝑘2 (𝑚𝑜𝑑 𝑚). Note que 𝑚 foi
substituído por 𝑑 = 𝑚/(𝑚/𝑑).
Portanto, temos as soluções incongruentes na forma 𝑥 = 𝑥0 −(𝑚𝑑 )𝑘, onde 𝑘 percorre
um sistema completo de resíduos módulo 𝑑.

Definição 1.6. Dizemos que uma solução 𝑥0 de 𝑎𝑥 ≡ 𝑏 (𝑚𝑜𝑑 𝑚) é única módulo 𝑚
quando qualquer outra solução 𝑥1 for congruente a 𝑥0 módulo 𝑚.
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Definição 1.7. Uma solução ?̄? de 𝑎𝑥 ≡ 1 (𝑚𝑜𝑑 𝑚) é chamado de um inverso de 𝑎 módulo
𝑚.
Teorema 1.6. (Wilson) Seja 𝑝 ∈ N um número primo. Então, (𝑝 − 1)! ≡ −1(𝑚𝑜𝑑 𝑝).
Demonstração: Como (2 − 1) ≡ 1 ≡ −1 (𝑚𝑜𝑑 2) o resultado é válido para 𝑝 = 2.
Pela Proposição 1.7, a congruência 𝑎𝑥 ≡ 1 (𝑚𝑜𝑑 𝑝) tem uma única solução para todo 𝑎 no
conjunto {1, 2, 3, ...., 𝑝 − 1} e como, deste elementos, somente 1 e 𝑝 − 1 são seus próprios
inversos módulo 𝑝, podemos agrupar os números 2, 3, 4, ..., 𝑝−2 em 𝑝−32 pares cujo produto
seja congruente a 1 módulo 𝑝. Se multiplicarmos estas congruência membro a membro,
teremos, pelo Teorema 1.4 (item 3), 2 × 3 × 4 × ..... × 𝑝 − 2 ≡ 1 (𝑚𝑜𝑑 𝑝). Multiplicando-se
ambos os lados desta congruência por 𝑝 − 1 teremos
2 × 3 × 4 × ... × (𝑝 − 2) × (𝑝 − 1) ≡ (𝑝 − 1) ≡ −1 (𝑚𝑜𝑑 𝑝)
isto é (𝑝 − 1)! ≡ −1 (𝑚𝑜𝑑 𝑝) uma vez que 𝑝 − 1 ≡ −1 (𝑚𝑜𝑑 𝑝).

Definição 1.8. Sejam 𝑎, 𝑚 ∈ Z, 𝑚 > 2 e (𝑎, 𝑚) = 1. Dizemos que 𝑎 é um resíduo
quadrático módulo 𝑚 se a equação 𝑥2 ≡ 𝑎 mod 𝑚 tiver solução.
Teorema 1.7. Para 𝑝 primo ímpar e 𝑎 um inteiro não divisível por 𝑝, a congruência
abaixo, caso tenha solução tem exatamente duas soluções incongruentes módulo 𝑝
𝑥2 ≡ 𝑎 (𝑚𝑜𝑑 𝑝).
Demonstração: Seja 𝑥1 solução da congruência acima, podemos concluir que −𝑥1
também é solução pois, (−𝑥1)2 = (𝑥1)2 ≡ 𝑎 (𝑚𝑜𝑑 𝑝).Temos que mostrar que estas soluções
são incongruentes. Suponhamos por absurdo que 𝑥1 e −𝑥1 sejam congruentes módulo 𝑝,
ou seja, 𝑥1 ≡ −𝑥1 (𝑚𝑜𝑑 𝑝), daí 𝑥1 + 𝑥1 ≡ −𝑥1 + 𝑥1(𝑚𝑜𝑑 𝑝), portanto, 2𝑥1 ≡ 0 (𝑚𝑜𝑑 𝑝).
Temos que 𝑝 é primo ímpar e não divide 𝑥1 pois, se 𝑝 | 𝑥1, temos que 𝑝 | 𝑥21 e como
estamos supondo que 𝑥21 ≡ 𝑎 (𝑚𝑜𝑑 𝑝) temos que 𝑥21 − 𝑎 = 𝑝𝑞, para algum 𝑞 inteiro. O que
implicaria que 𝑝 | 𝑎 contradizendo a hipótese. Logo 𝑝 - 𝑥1. e sabendo que 𝑥1 é diferente
de zero pois se 𝑥1 = 0 e 𝑥21 ≡ 𝑎 (𝑚𝑜𝑑 𝑝) implica 𝑥21 − 𝑎 = 𝑝𝑞 para algum 𝑞 inteiro, logo
−𝑎 = 𝑝𝑞 e, portanto, 𝑝 | 𝑎, contradizendo a hipótese. Podemos concluir que não é possível
ocorrer a congruência 2𝑥1 ≡ 0 (𝑚𝑜𝑑 𝑝), pois 𝑝 não divide 𝑎 e além disso 𝑥21 ≡ 𝑎 (𝑚𝑜𝑑 𝑝) daí
podemos garantir que 𝑝 não divide 𝑥21 e portanto não divide 𝑥1, assim podemos concluir
que 𝑥1 e −𝑥1 são incongruentes módulo 𝑝. A nossa meta agora e mostrar que existem
apenas estas duas soluções incongruentes módulo 𝑝.
Assim, seja 𝑦 uma solução de 𝑥2 ≡ 𝑎 (𝑚𝑜𝑑 𝑝), então 𝑦2 ≡ 𝑎 (𝑚𝑜𝑑 𝑝) como 𝑥1 é
solução teremos que 𝑥21 ≡ 𝑎 (𝑚𝑜𝑑 𝑝), portanto 𝑥21 ≡ 𝑦2 ≡ 𝑎 (𝑚𝑜𝑑 𝑝) e assim, 𝑥21 − 𝑦2 ≡
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0 (𝑚𝑜𝑑 𝑝), onde podemos concluir (𝑥1 + 𝑦)(𝑥1 − 𝑦) ≡ 0 (𝑚𝑜𝑑 𝑝), como 𝑝 é primo temos
que 𝑝 | 𝑥1 + 𝑦 ou 𝑝 | 𝑥1 − 𝑦 sendo o mesmo que 𝑥1 + 𝑦 ≡ 0 (𝑚𝑜𝑑 𝑝) ou 𝑥1 − 𝑦 ≡ 0 (𝑚𝑜𝑑 𝑝)
daí 𝑦 ≡ −𝑥1 (𝑚𝑜𝑑 𝑝) ou 𝑦 ≡ 𝑥1 (𝑚𝑜𝑑 𝑝). Portanto, caso exista soluções, serão apenas
duas soluções incongruentes módulo 𝑝.
Proposição 1.8. Seja 𝑝 um número primo ímpar. Dentre os números {1, 2, . . . , 𝑝−1}, 𝑝−12
são resíduos quadráticos módulo 𝑝 e 𝑝−12 não são.
Demonstração: Serão considerados os quadrados dos números de 1 a 𝑝 − 1. Logo,
(1)2 ≡ 1 (𝑚𝑜𝑑 𝑝), ou seja, 1 é resíduo quadrático da congruência 𝑥2 ≡ 1 (𝑚𝑜𝑑 𝑝), notemos
que (−1)2 = (1)2 ≡ 1 (𝑚𝑜𝑑 𝑝),ou seja, −1 também é solução desta congruência e, além
disso, temos que −1 ≡ 𝑝 + (−1) = 𝑝 − 1 (𝑚𝑜𝑑 𝑝), onde (𝑝 − 1) também é solução da
congruência, pois (𝑝−1)2 = 𝑝2 −2𝑝+1, portanto (𝑝−1)2 ≡ 1 (𝑚𝑜𝑑 𝑝), logo pelo Teorema
1.7 concluímos que 1 e 𝑝 − 1 são as únicas soluções incongruentes de 𝑥2 ≡ 1(𝑚𝑜𝑑 𝑝), entre
os números 1, 2, ..., 𝑝 − 1.
Consideremos agora 22 que será congruente a algum número 𝑘 diferente de 1, da
mesma forma (−2)2 também é. Note que −2 ≡ 𝑝 + (−2) = 𝑝 − 2 (𝑚𝑜𝑑 𝑝), novamente
usando o Teorema 1.7 concluímos que 2 e 𝑝 − 2 são as únicas soluções incongruentes de
𝑥2 ≡ 𝑘 (𝑚𝑜𝑑 𝑝) dentre os números 𝑖 = 1, 2, 3, ..., 𝑝 − 1.
Se tomarmos agora 32 este será congruente a algum 𝑞 diferente de 1 e de 𝑘, analo-
gamente ao que foi mostrado temos que (−3)2 também será congruente a 𝑞 e além disso,
−3 ≡ 𝑝−3 (𝑚𝑜𝑑 𝑝) então −3 e 𝑝−3 são as únicas soluções incongruentes de 𝑥2 ≡ 𝑞 (𝑚𝑜𝑑 𝑝)
dentre os números 𝑖 = 1, 2, 3, ..., 𝑝 − 1.
Temos como resíduos quadráticos os números 1, 𝑘 e 𝑞 das congruências 𝑥2 ≡
1 (𝑚𝑜𝑑 𝑝), 𝑥2 ≡ 𝑘 (𝑚𝑜𝑑 𝑝) e 𝑥2 ≡ 𝑞 (𝑚𝑜𝑑 𝑝) sendo suas respectivas soluções os pares
(1, 𝑝−1)(2, 𝑝−2)(3, 𝑝−3). Se continuarmos procedendo desta maneira teremos 𝑝−12 pares
de soluções.
(1, 𝑝 − 1)(2, 𝑝 − 2)(3, 𝑝 − 3), ..., (𝑝 − 12 ,
𝑝 − 1
2 )





1.3 O anel dos inteiros de Gauss
Ao estudar questões de teoria dos números relacionadas à reciprocidade cúbica e
biquadrática, Gauss (1777-1855) percebeu que essa investigação se tornava mais simples
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trabalhando em um subconjunto dos números complexos onde a parte real e a parte
imaginária eram dadas por números inteiros. Este subconjunto é denominado anel dos
inteiros de Gauss em sua homenagem. Veremos que o problema de caracterizar os inteiros
primos que são soma de dois quadrados é equivalente a um certo problema de fatoração
neste anel.
Definição 1.9. Um anel (𝐴, +, .) é um conjunto 𝐴 com pelo menos dois elementos, mu-
nido de uma operação denotada por ” + ” (chamada adição) e de uma operação denotada
por ”.” (chamada multiplicação) que satisfazem as condições seguintes:
𝐴.1) A adição é associativa, isto é,
∀𝑥, 𝑦, 𝑧 ∈ 𝐴, (𝑥 + 𝑦) + 𝑧 = 𝑥 + (𝑦 + 𝑧).
𝐴.2) Existe um elemento neutro com respeito à adição, isto é,
∃0 ∈ 𝐴 𝑡𝑎𝑙 𝑞𝑢𝑒, ∀𝑥 ∈ 𝐴, 0 + 𝑥 = 𝑥 𝑒 𝑥 + 0 = 𝑥.
𝐴.3) Todo elemento de 𝐴 possui um inverso com respeito à adição, isto é,
∀𝑥 ∈ 𝐴, ∃𝑧 ∈ 𝐴 𝑡𝑎𝑙 𝑞𝑢𝑒 𝑥 + 𝑧 = 0 𝑒 𝑧 + 𝑥 = 0.
𝐴.4) A adição é comutativa, isto é,
∀𝑥, 𝑦 ∈ 𝐴, 𝑥 + 𝑦 = 𝑦 + 𝑥.
𝑀.1) A multiplicação é associativa, isto é,
∀𝑥, 𝑦, 𝑧 ∈ 𝐴, (𝑥.𝑦).𝑧 = 𝑥.(𝑦.𝑧).
𝑀.2) A adição é distributiva relativamente à multiplicação, isto é,
∀𝑥, 𝑦, 𝑧 ∈ 𝐴 𝑥.(𝑦 + 𝑧) = 𝑥.𝑦 + 𝑥.𝑧.
Se além das propriedades acima, também for satisfeita a propriedade (M.3) abaixo, o anel
é dito ser um Anel Comutativo.
𝑀.3) A multiplicação é comutativa, isto é,
∀𝑥, 𝑦 ∈ 𝐴 𝑥.𝑦 = 𝑦.𝑥.
Quando um anel satisfaz a propriedade (AM) abaixo ele é dito ser um Anel com unidade.
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(𝐴𝑀) Existe um elemento neutro com respeito à multiplicação, isto é,
∃1 ∈ 𝐴 𝑡𝑎𝑙 𝑞𝑢𝑒 ∀𝑧 ∈ 𝐴, 1.𝑥 = 𝑥 𝑒 𝑥.1 = 𝑥.
Definição 1.10. Seja 𝐴, +, . um anel e 𝐵 um subconjunto não vazio de 𝐴. Suponhamos
que 𝐵 seja fechado as operações + e . de 𝐴, isto é,
1. 𝑥, 𝑦 ∈ 𝐵 ⇒ 𝑥 + 𝑦 ∈ 𝐵
2. 𝑥, 𝑦 ∈ 𝐵 ⇒ 𝑥.𝑦 ∈ 𝐵
Asim podemos também considerar a soma e o produto como operações em 𝐵. Se
𝐵, +, . for um anel com as operações de 𝐴 dizemos que 𝐵 é um subanel de 𝐴.
Exemplo 1.3. (Z, +, .) é um anel, onde + e . são a adição e a multiplicação usuais dos
inteiros. A operação . é comutativa e 1 é o elemento neutro para esta operação.
Exemplo 1.4. (Q+, .), (R, +, .) e (C, +, .) são anéis, onde + e . são a adição e a multi-
plicação usuais. Em cada caso, a operação . é comutativa e 1 é a identidade.
Exemplo 1.5. Para todo 𝑛 ≥ 0, seja 𝑛Z = {𝑛𝑎; 𝑎 ∈ Z}. Com as operações induzidas
pelas operações de Z, temos que (𝑛Z, +, .) é um anel, onde a operação . é comutativa e
não tem identidade para esta operação, se 𝑛 ̸= 1.
Definição 1.11. O anel dos inteiros de Gauss é definido como sendo o conjunto:
Z[𝑖] = {𝑎 + 𝑏𝑖; 𝑎, 𝑏 ∈ Z}.
Com as seguintes operações:
Adição - 𝑧1 + 𝑧2 = (𝑎1 + 𝑏1𝑖) + (𝑎2 + 𝑏2𝑖) = (𝑎1 + 𝑎2) + (𝑏1 + 𝑏2)𝑖
Multiplicação - 𝑧1.𝑧2 = (𝑎1 + 𝑏1𝑖).(𝑎2 + 𝑏2𝑖) = (𝑎1𝑎2 − 𝑏1𝑏2) + (𝑎1𝑏2 + 𝑎2𝑏1)𝑖
Definição 1.12. Um anel (𝐷, +, .) é chamado domínio ou domínio de integridade se ele
satisfaz a seguinte condição:
𝑀.4) O produto de quaisquer dois elementos não nulos de 𝐷 é um elemento não
nulo, isto é,
∀𝑥, 𝑦 ∈ 𝐷∖{0}, 𝑥.𝑦 ̸= 0.
Um anel (𝐾, +, .) é chamado 𝑐𝑜𝑟𝑝𝑜 se ele satisfaz a seguinte condição:
𝑀.4′) Todo elemento diferente de zero de 𝑘 possui um inverso com respeito à mul-
tiplicação, isto é,
∀𝑥 ∈ 𝐾∖{0}, ∃𝑦 ∈ 𝐾 𝑡𝑎𝑙 𝑞𝑢𝑒 𝑥.𝑦 = 1.
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Definição 1.13. Um domínio euclidiano (𝐷, +, ., 𝜙) é um domínio de integridade (𝐷, +, .)
tal que exite uma função
𝜙 : 𝐷∖{0} −→ N = {0, 1, 2...}
que satisfaz as propriedades seguintes:
1)∀𝑎, 𝑏 ∈ 𝐷, 𝑏 ̸= 0, existem 𝑡, 𝑟 ∈ 𝐷 tais que
𝑎 = 𝑏𝑡 + 𝑟 𝑐𝑜𝑚
⎧⎨⎩ 𝜙(𝑟) < 𝜙(𝑏)𝑜𝑢 𝑟 = 0,
2)𝜙(𝑎) ≤ 𝜙(𝑎𝑏), ∀𝑎, 𝑏 ∈ 𝐷∖{0}.
Exemplo 1.6. (Z, +, .) é um domínio
Exemplo 1.7. (Z[𝑖], +, .) é um domínio.
Demonstração. Sejam 𝑋, 𝑌 ∈ Z[𝑖], onde 𝑋 = 𝑎+𝑏𝑖 e 𝑌 = 𝑐+𝑑𝑖, queremos mostrar
que,
𝑋.𝑌 = 0 então 𝑋 = 0 ou 𝑌 = 0.
Suponha então que 𝑌 ̸= 0, ou seja, 𝑐 ou 𝑑 ̸= 0. Logo,
𝑋.𝑌 = (𝑎 + 𝑏𝑖)(𝑐 + 𝑑𝑖) = 0
dai,
𝑎𝑐 + 𝑎𝑑𝑖 + 𝑏𝑐𝑖 − 𝑏𝑑 = 0, logo 𝑎𝑐 = 𝑏𝑑 e 𝑎𝑑 = −𝑏𝑐, assim multiplicando a primeira
equação por 𝑐 e a segunda por 𝑑 obtemos
𝑎𝑐2 = 𝑐𝑏𝑑 e 𝑎𝑑2 = −𝑐𝑏𝑑, com a soma das duas equações possuirmos
𝑎(𝑐2 + 𝑑2) = 0, por hipótese 𝑐 ou 𝑑 são diferente de 0,
logo, 𝑐2 + 𝑑2 ̸= 0, então 𝑎 = 0. Se 𝑐 ̸= 0, temos que
𝑎𝑑 = −𝑏𝑐, como 𝑎 = 0, logo
0 = −𝑏𝑐 ou seja 𝑏 = 0.
Portanto, 𝑋 = 0.

Teorema 1.8. (Algorítmo de Euclides para Z )
Seja | | : Z −→ N a função valor absoluto. Então:
i. (Z, +, ., | |) é um domínio euclidiano, isto é,
∙ (Z, +, .) é um domínio,
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∙ ∀𝑎, 𝑏 ∈ Z, 𝐵 ̸= 0, existem 𝑡, 𝑟 ∈ Z tais que
𝑎 = 𝑏𝑡 + 𝑟 𝑐𝑜𝑚
⎧⎨⎩ | 𝑟 |<| 𝑏 |𝑜𝑢 𝑟 = 0,
∙ ∀𝑎, 𝑏 ∈ Z∖{0}, | 𝑎 |≤| 𝑎𝑏 | .
ii. Tais elementos 𝑡 e 𝑟 podem ser efetivamente calculados.
iii 1. Em geral , tais inteiros 𝑡 e 𝑟 não são únicos.
2. É sempre possível escolher 𝑟 ≥ 0, e isso de maneira única.
Demonstração. (𝑖) e (𝑖𝑖): Que (Z, +, .) é um domínio, já que foi visto.
Se 𝑏 ∈ Z∖{0}, temos | 𝑏 |≥ 1, e consequentemente
| 𝑎 |≤| 𝑎 || 𝑏 |=| 𝑎𝑏 |, ∀𝑎 ∈ Z.
Agora, sejam 𝑎, 𝑏 ∈ Z, 𝑏 ̸= 0. Procuramos elementos 𝑡 e 𝑟 ∈ Z tais que 𝑎 = 𝑏𝑡 + 𝑟
com 𝑟 "pequeno"e positivo (afim de obter (𝑖𝑖𝑖.2)), isto é, procuramos 𝑡 ∈ Z tal que 𝑎 − 𝑏𝑡
seja "pequeno"e positivo.
Vamos prova no caso 𝑏 > 0 e 𝑎 ≥ 0. Neste caso, temos 𝑏 ≥ 1 e existe um único
inteiro 𝑡 tal que
𝑡𝑏 ≤ 𝑎 𝑒 (𝑡 + 1)𝑏 > 𝑎.
Observamos que este inteiro 𝑡 é necessariamente tal que 0 ≤ 𝑡 ≤ 𝑎, de modo que
calculando 0𝑏, 1𝑏, 2𝑏, 3𝑏, ..., 𝑎𝑏, vamos efetivamente encontrá-lo. Tome 𝑟 = 𝑎− 𝑡𝑏( que pode
ser efetivamente calculando pois 𝑎 e 𝑏 são dados e 𝑡 foi calculado); temos 𝑎 = 𝑏𝑡 + 𝑟 com
𝑟 ≥ 0; além disto, de (𝑡 + 1)𝑏 > 𝑎, obtemos | 𝑟 |= 𝑟 = 𝑎 − 𝑡𝑏 < 𝑏 =| 𝑏 | . Os outros casos
será de forma análoga.
Tratamos agora o problema da unicidade. Se existem elementos 𝑡1, 𝑟1, 𝑡2, 𝑟2 ∈ Z
tais que
𝑎 = 𝑏𝑡1+𝑟1 = 𝑏𝑡2+𝑟2 com
⎧⎨⎩ 0 ≤ 𝑟1 <| 𝑏 |0 ≤ 𝑟2 <| 𝑏 | , então temos | 𝑏 || 𝑡1−𝑡2 |=| 𝑏(𝑡1−𝑡2) |=|
𝑟2 − 𝑟1 |<| 𝑏 |, logo | 𝑡1 − 𝑡2 |= 0 e portanto, 𝑡1 = 𝑡2 e 𝑟1 = 𝑟2. Falta agora verificar (𝑖𝑖𝑖.1).
De fato, podemos escrever o número 3 das seguintes formas
3 = 2.1 + 1 (𝑡 = 1, 𝑟 = 1)
3 = 2.2 + (−1) (𝑡 = 2, 𝑟 = −1),
isto é, temos duas possibilidades para a divisão de 3 por 2.
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
Definição 1.14. Se 𝐷 é um anel e 𝑎 ∈ 𝐷, então um elemento 𝑏 ∈ 𝐷 é um divisor ou
fator de 𝑎 (em 𝐷), se existe 𝑐 ∈ 𝐷 tal que 𝑎 = 𝑏𝑐.
Definição 1.15. Um elemento 𝑎 ∈ 𝐷 é invertível (em 𝐷) se existe 𝑏 ∈ 𝐷 tal que 𝑎𝑏 = 1.
Denotaremos por 𝐷* o conjunto dos elementos invertíveis de 𝐷
Exemplo 1.8. {𝑎 ∈ Z | 𝑎 é 𝑖𝑛𝑣𝑒𝑟𝑡í𝑣𝑒𝑙} = {1, −1}
Definição 1.16. Seja 𝑁 : Z[𝑖] → N, a função norma onde 𝑁(𝑎 + 𝑏𝑖) = 𝑎2 + 𝑏2.
Exemplo 1.9. {𝛼 ∈ Z[𝑖] | 𝛼 é 𝑖𝑛𝑣𝑒𝑟𝑡í𝑣𝑒𝑙} = {𝛼 ∈ Z[𝑖] | 𝑁(𝛼) = 1} = {±1, ±𝑖}.
De fato, considere 𝛼 = 𝑎 + 𝑏𝑖 ∈ Z[𝑖] um elemento invertível. Assim, 𝑁(𝛼) =
𝑎2 + 𝑏2 = 1. As únicas soluções inteiras que satisfazem esta última igualdade são 𝑎 = ±1
e 𝑏 = 0, concedendo assim, 𝛼 = ±1, ou 𝑎 = 0 e 𝑏 = ±1 o que nos dá 𝛼 = ±𝑖.
Definição 1.17. Dois elementos 𝑎, 𝑏 ∈ 𝐷 são associados (em 𝐷) se existe 𝑢 ∈ 𝐷, 𝑢
invertível em 𝐷, tal que 𝑎 = 𝑢𝑏.
Exemplo 1.10. Dado 𝑎 ∈ Z, {𝑏 ∈ Z | 𝑏 é associado a 𝑎} = {𝑎, −𝑎}
Definição 1.18. Um elemento 𝑎 ∈ 𝐷∖{0} é irredutível ( em 𝐷) se as duas condições
seguintes são satisfeitas:
1. 𝑎 não é invertível em 𝐷.
2. 𝑎 não possui fatoração não-trivial em 𝐷, isto é,
∀𝑏, 𝑐 ∈ 𝐷 tais que 𝑎 = 𝑏𝑐 então 𝑏 ou 𝑐 é invertível em 𝐷.
Observe que os únicos divisores de um elemento irredutível 𝑎 são os elementos
associados de 𝑎 em 𝐷 e os elementos invertíveis de 𝐷.
Exemplo 1.11. {𝑎 ∈ Z | 𝑎 é 𝑖𝑟𝑟𝑒𝑑𝑢𝑡í𝑣𝑒𝑙} = {±𝑝 | 𝑝 𝑝𝑟𝑖𝑚𝑜}.
1.4 O anel dos quatérnios
Definição 1.19. O anel dos quatérnios é definido como sendo o conjunto 𝑄 = {𝑎 + 𝑏𝑖 +
𝑐𝑗 + 𝑑𝑘; 𝑎, 𝑏, 𝑐, 𝑑 ∈ R}. A operação de soma é definida coordenada a coordenada e para o
produto será usada 𝑖2 = 𝑗2 = 𝑘2 = 𝑖𝑗𝑘 = −1.
Estas igualdades têm os seguintes resultados 𝑖𝑗 = 𝑘, 𝑗𝑘 = 𝑖, 𝑘𝑖 = 𝑗, 𝑗𝑖 = −𝑘,
𝑘𝑗 = −𝑖 e por fim 𝑖𝑘 = −𝑗. Assim, as leis que definem as operações em 𝑄 são:
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(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘) + (𝑎′ + 𝑏′𝑖 + 𝑐′𝑗 + 𝑑′𝑘) = 𝑎 + 𝑎′ + (𝑏 + 𝑏′)𝑖 + (𝑐 + 𝑐′)𝑗 + (𝑑 + 𝑑′)𝑘
e
(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘).(𝑎′ + 𝑏′𝑖 + 𝑐′𝑗 + 𝑑′𝑘) = 𝑎𝑎′ − 𝑏𝑏′ − 𝑐𝑐′ − 𝑑𝑑′ + (𝑎𝑏′ + 𝑏𝑎′ + 𝑐𝑑′ −
𝑐′𝑑)𝑖 + (𝑎𝑐′ − 𝑏𝑑′ + 𝑐𝑎′ + 𝑑𝑏′)𝑗 + (𝑎𝑑′ + 𝑏𝑐′ − 𝑐𝑏′ + 𝑑𝑎′)𝑘.
𝑄 é um anel de divisão, também conhecido como corpo não comutativo. Mas, se
𝑎 ∈ R e 𝛼 ∈ 𝑄 então 𝑎 e 𝛼 comutam, ou seja, 𝛼𝑎 = 𝑎𝛼. Claramente, C = {𝑎 + 𝑏𝑖; 𝑎, 𝑏 ∈
R} = {𝑎 + 𝑏𝑖 + 0𝑗 + 0𝑘; 𝑎, 𝑏 ∈ R} ⊂ 𝑄.
Se 𝛼 = 𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘 ∈ 𝑄, definimos o conjugado de 𝛼 como 𝛼 = 𝑎 − 𝑏𝑖 − 𝑐𝑗 − 𝑑𝑘
e a norma de 𝛼 como:
𝑁(𝛼) = 𝛼. 𝛼 = (𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘).(𝑎 − 𝑏𝑖 − 𝑐𝑗 − 𝑑𝑘)
= 𝑎2 − 𝑎𝑏𝑖 − 𝑎𝑐𝑗 − 𝑎𝑑𝑘 + 𝑎𝑏𝑖 − 𝑏𝑖2 − 𝑏𝑖.𝑐𝑗 − 𝑏𝑖.𝑑𝑘 + 𝑎𝑐𝑗 − 𝑐𝑗.𝑏𝑖 − 𝑐2𝑗2 − 𝑐𝑗.𝑑𝑘 + 𝑎𝑑𝑘 −
𝑑𝑘.𝑏𝑖 − 𝑐𝑘𝑑𝑗 − 𝑑𝑘2
= 𝑎2−𝑎𝑏𝑖+𝑎𝑏𝑖−𝑎𝑐𝑗+𝑎𝑐𝑗−𝑎𝑑𝑘+𝑎𝑑𝑘+𝑏2−𝑏𝑐𝑖𝑗+𝑏𝑐𝑖𝑗−𝑏𝑑𝑖𝑘+𝑏𝑑𝑖𝑘+𝑐2−𝑐𝑑𝑗𝑘+𝑐𝑑𝑗𝑘+𝑑2
= 𝑎2 + 𝑏2 + 𝑐2 + 𝑑2 ̸= 0, no caso em que 𝛼 ̸= 0, usando a relação de Hamilton que
𝑖𝑘 = −𝑘𝑖, 𝑖𝑗 = −𝑗𝑖 e 𝑗𝑘 = −𝑘𝑗.
Segue da definição de norma que se 𝛼 ̸= 0, assim:
𝑁(𝛼) = 𝛼.𝛼, 𝛼−1 = 𝛼
𝑁(𝛼) .
Lema 1.2. . A conjugação em 𝑄 satisfaz às seguintes propriedades:
1. Se 𝛼 ∈ 𝑄, então 𝛼 = 𝛼.
2. Se 𝛼, 𝛽 ∈ 𝑄 e 𝑟, 𝑠 ∈ R, então 𝑟𝛼 + 𝑠𝛽 = 𝑟𝛼 + 𝑠𝛽.
3. Se 𝛼, 𝛽 ∈ 𝑄, então 𝛼𝛽 = 𝛽𝛼.
Demonstração:
1. Seja 𝛼 ∈ 𝑄, então:
𝛼 = (𝛼) = (𝑎 − 𝑏𝑖 − 𝑐𝑗 − 𝑑𝑘) = 𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘 = 𝛼
2. Sejam 𝛼, 𝛽 ∈ 𝑄 e 𝑟, 𝑠 ∈ R, então:
𝑟𝛼 + 𝑠𝛽 = 𝑟(𝑎1 + 𝑏1𝑖 + 𝑐1𝑗 + 𝑑1𝑘) + 𝑠(𝑎2 + 𝑏2𝑖 + 𝑐2𝑗 + 𝑑2𝑘)
= (𝑟𝑎1 + 𝑟𝑏1𝑖 + 𝑟𝑐1𝑗 + 𝑟𝑑1𝑘) + (𝑠𝑎2 + 𝑠𝑏2𝑖 + 𝑠𝑐2𝑗 + 𝑠𝑑2𝑘)
= 𝑟𝑎1 − 𝑟𝑏1𝑖 − 𝑟𝑐1𝑗 − 𝑟𝑑1𝑘 + 𝑠𝑎2 − 𝑠𝑏2𝑖 − 𝑠𝑐2𝑗 − 𝑠𝑑2𝑘
= 𝑟(𝑎1 − 𝑏1𝑖 − 𝑐1𝑗 − 𝑑1𝑘) + 𝑠(𝑎2 − 𝑏2𝑖 − 𝑐2𝑗 − 𝑑2𝑘) = 𝑟𝛼 + 𝑠𝛽.
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3. Sejam 𝛼, 𝛽 ∈ 𝑄, então:
𝛼𝛽 = (𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘)(𝑎′ + 𝑏′𝑖 + 𝑐′𝑗 + 𝑑′𝑘)
= 𝑎𝑎′ + 𝑎𝑏′𝑖 + 𝑎𝑐′𝑗 + 𝑎𝑑′𝑘 + 𝑏𝑎′𝑖 + 𝑏𝑏′𝑖2 + 𝑏𝑐′𝑖𝑗 + 𝑏𝑑′𝑖𝑘 + 𝑐𝑎′𝑗 + 𝑐𝑏′𝑗𝑖 + 𝑐𝑐′𝑗2 + 𝑐𝑑′𝑗𝑘
+𝑑𝑎,𝑘 + 𝑑𝑏,𝑘𝑖 + 𝑑𝑐′𝑘𝑗 + 𝑑𝑑′𝑘2
= 𝑎𝑎′ − 𝑎𝑏′𝑖 − 𝑎𝑐′𝑗 − 𝑎𝑑′𝑘 − 𝑏𝑎′𝑖 + 𝑏𝑏′𝑖2 + 𝑏𝑐′𝑖𝑗 + 𝑏𝑑′𝑖𝑘 − 𝑐𝑎′𝑗 + 𝑐𝑏′𝑗𝑖 + 𝑐𝑐′𝑗2 + 𝑐𝑑′𝑗𝑘 −
𝑑𝑎,𝑘 + 𝑑𝑏,𝑘𝑖 + 𝑑𝑐′𝑘𝑗 + 𝑑𝑑′𝑘2
= 𝑎′𝑎 − 𝑏′𝑖𝑎 − 𝑐′𝑗𝑎 − 𝑑′𝑘𝑎 − 𝑎′𝑏𝑖 + 𝑏′𝑏𝑖2 + 𝑐′𝑗𝑏𝑖 + 𝑑′𝑘𝑏𝑖 − 𝑎′𝑐𝑗 + 𝑏′𝑖𝑐𝑗 + 𝑐′𝑐𝑗2 + 𝑑′𝑘𝑐𝑗 −
𝑎′𝑑𝑘 + 𝑏′𝑖𝑑𝑘 + 𝑐′𝑗𝑑𝑘 + 𝑑′𝑑𝑘2
= (𝑎′ − 𝑏′𝑖 − 𝑐′𝑗 − 𝑑′𝑘)(𝑎 − 𝑏𝑖 − 𝑐𝑗 − 𝑑𝑘)
= 𝛽𝛼

Lema 1.3. A norma em 𝑄 satisfaz às seguintes propriedades:
1. Se 𝛼 ∈ 𝑄, então 𝑁(𝛼) ∈ R, 𝑁(𝛼) ≥ 0 e 𝑁(𝛼) = 0 ⇐⇒ 𝛼 = 0
2. Se 𝛼, 𝛽 ∈ 𝑄, então 𝑁(𝛼𝛽) = 𝑁(𝛼)𝑁(𝛽).
Demonstração:
1. Seja 𝛼 ∈ 𝑄 então:
𝑁(𝛼) = 𝛼𝛼 = 𝑎2 + 𝑏2 + 𝑐2 + 𝑑2 ≥ 0 ∈ R.
Seja 𝑁(𝛼) = 0 então,
𝑎2 + 𝑏2 + 𝑐2 + 𝑑2 = 0, note que 𝑎2 + 𝑏2 + 𝑐2 + 𝑑2 ∈ R, assim a única possibilidade
será quando 𝑎 = 𝑏 = 𝑐 = 𝑑 = 0, então 𝛼 = 𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘 = 0 + 0𝑖 + 0𝑗 + 0𝑘 = 0
Reciprocamente, seja 𝛼 = 0 e como 𝛼 = 𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘 = 0, ou seja 𝑎 = 𝑏 = 𝑐 =
𝑑 = 0, logo teremos que:
𝑁(𝛼) = 𝑎2 + 𝑏2 + 𝑐2 + 𝑑2 = 02 + 02 + 02 + 02 = 0, ou seja, 𝑁(𝛼) = 0.
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Definição 1.20. Dizemos que 𝑚 ∈ Z, 𝑚 ̸= 1, é livre de quadrados quando o único
quadrado que divide 𝑚 é 1. Isto é, 𝑥2 | 𝑚 implica que 𝑥2 = 1.
Exemplo 1.12. (𝑎) 𝑚 = −1 é livre de quadrados.
(𝑏) Todo número primo 𝑝 é livre de quadrados.
1.5 Anéis quadráticos
Definição 1.21. Seja 𝛼 ∈ C. Dizemos que 𝛼 é um inteiro algébrico se 𝛼 anula um
polinômio mônico 𝑓(𝑥) = 𝑎𝑛𝑋𝑛 + 𝑎𝑛−1𝑋𝑛−1 + ... + 𝑎0 ∈ Z[𝑋].
Definimos então os inteiros de Q[
√
𝑚] como sendo o conjunto dos inteiros algébricos
que estão em Q[
√
𝑚]. Assim, para cada inteiro 𝑚 livre de quadrado o conjunto dos inteiros
de Q[
√
𝑚]. é um anel chamado anel quadrático.
Definição 1.22. Os elementos de Z[𝜃] podem ser escritos de uma das seguintes formas











2 𝑠𝑒 𝑚 ≡ 1 (𝑚𝑜𝑑 4),√
𝑚 𝑠𝑒 𝑚 ≡ 2, 3 (𝑚𝑜𝑑 4).
Assim, para cada inteiro 𝑚 livre de quadrado, Z[𝜃] é anel quadrático formado pelos
inteiros Q[𝑚].
Exemplo 1.13. Z[𝑖] é um exemplo com 𝑚 = −1 ≡ 3 (𝑚𝑜𝑑 4) e Z[1+𝑖
√
3
2 ] com 𝑚 = −3 ≡
1 (𝑚𝑜𝑑 4).
Teorema 1.9. Se 𝑚 < 0, existe um algorismo da divisão em Z[𝜃], isto é, Z[𝜃] é um anel
euclidiano, quando 𝑚 = −1, −2, −3, −7, −11.
Demonstração: Dados 𝛼, 𝛽 ∈ Z[𝜃], 𝛽 ̸= 0, queremos encontrar 𝑞, 𝑟 ∈ Z[𝜃] tais que
𝛼 = 𝑞𝛽 + 𝑟 com 𝑁(𝑟) < 𝑁(𝛽). Mas,
𝑁(𝑟) = 𝑁(𝛼 − 𝑞𝛽) = 𝑁((𝛼
𝛽
− 𝑞)𝛽) = 𝑁(𝛼
𝛽
− 𝑞)𝑁(𝛽)
e portanto basta mostrar que se 𝛾 ∈ Q[𝜃] = Q[
√
𝑚], o corpo das frações de Z[𝜃], existe
𝑞 ∈ Z[𝜃] tal que 𝑁(𝛾 − 𝑞) < 1.
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Quando 𝑚 ≡ 2, 3 (𝑚𝑜𝑑 4), isto é, quando 𝑚 = −1, −2, se 𝛾 = 𝑎 + 𝑏
√
𝑚 com
𝑎, 𝑏 ∈ Q, tomamos 𝑥, 𝑦 ∈ Z tais que | 𝑎 − 𝑥 |≤ 12 e | 𝑏 − 𝑦 |≤
1
2 . Assim, se 𝑞 = 𝑥 + 𝑦
√
𝑚,
𝑁(𝛾 − 𝑞) = 𝑁(𝑎 − 𝑥 + (𝑏 − 𝑦)
√
𝑚) ≤ (𝑎 − 𝑥)2 − 𝑚(𝑏 − 𝑦)2 ≤ 14+ | 𝑚 |
1
4 < 1.
Quando 𝑚 ≡ 1 (𝑚𝑜𝑑 4), isto é, quando 𝑚 = −3, −7, −11, se, como acima 𝛾 =
𝑎 + 𝑏
√
𝑚 com 𝑎, 𝑏 ∈ Q,tomamos 𝑦 = 𝑣2 com 𝑣 ∈ Z tal que | 𝑏 − 𝑦 |≤
1
4 e depois 𝑥 =
𝑢
2 com
𝑢 ∈ Z, 𝑢 ≡ 𝑣 (𝑚𝑜𝑑 2), tal que | 𝑎 − 𝑥 |≤ 12 . Sabemos que 𝑚 ≡ 1 (𝑚𝑜𝑑 4), 𝑢 e 𝑣 têm que
ter a mesma paridade .
Assim, se 𝑞 = 𝑥 + 𝑦
√
𝑚, então
𝑁(𝛾 − 𝑞) = 𝑁(𝑎 − 𝑥 + (𝑏 − 𝑦)
√
𝑚) ≤ (𝑎 − 𝑥)2 − 𝑚(𝑏 − 𝑦)2 ≤ 14+ | 𝑚 |
1
4 < 1.
e o Teorema está demonstrado.

1.6 O anel dos quatérnios inteiros de Hurwitz
O anel dos quatérnios inteiros de Hurwitz, subanel do anel dos quatérnios, pode
ser apresentado de duas formas diferentes:
Sejam 𝐻 = {(𝑎𝜉 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘); 𝑎, 𝑏, 𝑐, 𝑑 ∈ Z} e 𝐻 ′ = {12(𝑎
′ + 𝑏′𝑖 + 𝑐′𝑗 +
𝑑′𝑘); 𝑎′, 𝑏′, 𝑐′, 𝑑′ ∈ Z 𝑒 𝑎′ ≡ 𝑏′ ≡ 𝑐′ ≡ 𝑑′(𝑚𝑜𝑑 2)}. Seja 𝜉 = 12(1 + 𝑖 + 𝑗 + 𝑘).
Lema 1.4. Afirmamos que 𝐻 = 𝐻 ′.
Demonstração: De fato, se 𝛼 = 𝑎𝜉 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘 ∈ 𝐻, então
𝛼 = 𝑎2(1 + 𝑖 + 𝑗 + 𝑘) + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘
= 𝑎2 + 𝑖(
𝑎
2 + 𝑏) + 𝑗(
𝑎
2 + 𝑐) + 𝑘(
𝑎
2 + 𝑑)
= 12[𝑎 + 𝑖(𝑎 + 2𝑏) + 𝑗(𝑎 + 2𝑐) + 𝑘(𝑎 + 2𝑑)],
e estes coeficientes satisfazem 𝑎 ≡ 2𝑏 + 𝑎 ≡ 2𝑐 + 𝑎 ≡ 2𝑑 + 𝑎 (𝑚𝑜𝑑 2). Então, 𝛼 ∈ 𝐻 ′.
Reciprocamente, se 𝛼 = 12(𝑎
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2 𝑘 e como 𝑎






2 ∈ Z e 𝛼 ∈ 𝐻.

Como acabamos de demostrar que 𝐻 ′ = 𝐻, passaremos a denotá-lo o anel dos
quatérnios inteiros de Hurwitz por 𝐻.
Lema 1.5. 𝐻 é um subanel de 𝑄
Demonstração: De fato, seja 𝐴 = 𝑎1𝜉 + 𝑏1𝑖 + 𝑐1𝑗 + 𝑑1𝑘 e 𝐵 = 𝑎2𝜉 + 𝑏2𝑖 + 𝑐2𝑗 + 𝑑2𝑘
dois elementos de 𝐻 onde (𝑎1, 𝑏1, 𝑐1, 𝑑1, 𝑎2, 𝑏2, 𝑐2 𝑒 𝑑2 ∈ Z), logo, podemos deduzir que:
i. 𝑆 ̸= ∅ pois, 𝜉 = 3𝑖 + 𝑗 + 2𝑘 ∈ 𝐻
ii. 𝐴 − 𝐵 = 𝑎1𝜉 + 𝑏1𝑖 + 𝑐1𝑗 + 𝑑1𝑘 − (𝑎2𝜉 + 𝑏2𝑖 + 𝑐2𝑗 + 𝑑2𝑘)
= (𝑎1 − 𝑎2)𝜉 + (𝑏1 − 𝑏2)𝑖 + (𝑐1 − 𝑐2)𝑗 + (𝑑1 − 𝑑2)𝑘
= 𝑎′𝜉 + 𝑏′𝑖 + 𝑐′𝑗 + 𝑑′𝑘 ∈ 𝐻.
iii. 𝐴.𝐵 = (𝑎1𝜉 + 𝑏1𝑖 + 𝑐1𝑗 + 𝑑1𝑘).(𝑎2𝜉 + 𝑏2𝑖 + 𝑐2𝑗 + 𝑑2𝑘)
= (𝑎1𝑎2𝜉2 − 𝑏1𝑏2 − 𝑐1𝑐2 − 𝑑1𝑑2) + (𝑎1𝑏2𝜉 + 𝑏1𝑎2𝜉 + 𝑐1𝑑2 − 𝑐2𝑑1)𝑖 + (𝑎1𝑐2𝜉 − 𝑏1𝑑2 +
𝑎2𝑐1𝜉 + 𝑑1𝑑2)𝑗 + (𝑎1𝑑2𝜉 + 𝑏1𝑐2 − 𝑐1𝑏2 + 𝑑1𝑎2𝜉)𝑘
= 𝜉((𝑎1𝑎2𝜉 − 1𝜉 𝑏1𝑏2 −
1
𝜉
𝑐1𝑐2 − 1𝜉 𝑑1𝑑2))+(𝑎1𝑏2𝜉 + 𝑏1𝑎2𝜉 + 𝑐1𝑑2 − 𝑐2𝑑1)𝑖+(𝑎1𝑐2𝜉 − 𝑏1𝑑2 +
𝑎2𝑐1𝜉 + 𝑑1𝑑2)𝑗 + (𝑎1𝑑2𝜉 + 𝑏1𝑐2 − 𝑐1𝑏2 + 𝑑1𝑎2𝜉)𝑘
= 𝑎”𝜉 + 𝑏”𝑖 + 𝑐”𝑗 + 𝑑”𝑘 ∈ 𝐻
Portanto, 𝐻 é um sub-anel de 𝑄.

Se 𝛼 = 12(𝑎+𝑏𝑖+𝑐𝑗+𝑑𝑘) ∈ 𝐻, assim 𝛼 é a raiz o polinômio mônico 𝑋
2−𝑎𝑋+𝑁(𝛼) ∈
Z[𝑋].
De fato, 𝑋2 − 𝑎𝑋 + 𝑁(𝛼) = (𝛼)2 − 𝑎𝛼 + 𝑁(𝛼)
= (12(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘))
2 + 𝑎(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘) + 14(𝑎
2 + 𝑏2 + 𝑐2 + 𝑑2)
= 14 [𝑎
2 − 𝑏2 − 𝑐2 − 𝑑2 + (𝑎𝑏 + 𝑎𝑏𝑐𝑑 − 𝑐𝑑)𝑖 + (𝑎𝑐 − 𝑏𝑑 + 𝑎𝑐 + 𝑏𝑑)𝑗 + (𝑎𝑑 + 𝑎𝑑 + 𝑏𝑐 −
𝑏𝑐)𝑘] + 14(𝑎

























Note que o anel dos inteiros de Gauss, Z[𝑖] = {𝑎 + 𝑏𝑖, 𝑎, 𝑏 ∈ 𝑍}, é um subanel de
𝐻. Com efeito, se 𝑎 + 𝑏𝑖 ∈ Z[𝑖], então 𝑎 + 𝑏𝑖 = 2𝑎2 +
2𝑏
2 𝑖 + 0𝑗 + 0𝑘 ∈ 𝐻. Assim, sejam
𝐴 = 𝑎1 + 𝑏1𝑖 e 𝐵 = 𝑎2 + 𝑏2𝑖. Daí,
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i. 𝐴 − 𝐵 = 𝑎1 + 𝑏1𝑖 − 𝑎2 − 𝑏2𝑖 = 22(𝑎1 − 𝑎2) +
2
2(𝑏1 − 𝑏2) + 0𝑗 + 0𝑘 ∈ Z[𝑖].
ii. 𝐴.𝐵 = (𝑎1+𝑏1𝑖).(𝑎2+𝑏2𝑖) = (𝑎1𝑎2−𝑏1𝑏2)+(𝑎1𝑏2+𝑎2𝑏1)𝑖 = 22𝑎
′+ 22𝑏
′𝑖+0𝑗+0𝑘 ∈ Z[𝑖].
Portanto, Z[𝑖] é um subanel de 𝐻.
Lema 1.6. Se 𝛼 ∈ 𝐻 então 𝑁(𝛼) ∈ N.
Demonstração: Considere 𝛼 = 12(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘) ∈ 𝐻 da definição de 𝐻
′ temos
a mesma paridade. Se 𝑎, 𝑏, 𝑐, 𝑑 são todos pares, então 𝑎2, 𝑏2, 𝑐2, 𝑑2 são todos divisíveis por
4 e portanto 𝑁(𝛼) = 14(𝑎
2 + 𝑏2 + 𝑐2 + 𝑑2) ∈ N. Se 𝑎, 𝑏, 𝑐, 𝑑 são todos ímpares, então
𝑎2 ≡ 𝑏2 ≡ 𝑐2 ≡ 𝑑2 ≡ 1 𝑚𝑜𝑑 4, logo 𝑎2 + 𝑏2 + 𝑐2 + 𝑑2 é divisível por 4 e portanto
𝑁(𝛼) = 14(𝑎
2 + 𝑏2 + 𝑐2 + 𝑑2) ∈ N.

Lema 1.7. Seja 𝛼 ∈ 𝐻. Logo, 𝛼 é inversível se, e somente se, 𝑁(𝛼) = 1.
Demonstração: Se 𝛼 é inversível, então 𝛼𝛼−1 = 1 e portanto 𝑁(𝛼)𝑁(𝛼−1) =
𝑁(𝛼𝛼−1) = 𝑁(1) = 1. Pelo Lema 1.6, 𝑁(𝛼) ∈ N resulta que 𝑁(𝛼) = 𝑁(𝛼−1) = 1.
Reciprocamente, se 𝑁(𝛼) = 1 então 𝛼?̄? = 1, logo 𝛼−1 = ?̄?.

Lema 1.8. 𝐻 possui exatamente 24 elementos inversíveis.
Demonstração: Considere 𝛼 = 12(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘) ∈ 𝐻 um elemento inversível.
Pelo Lema 1.7, 𝑁(𝛼) = 14(𝑎
2 + 𝑏2 + 𝑐2 + 𝑑2) = 1. Portanto, as soluções possíveis desta
equação são:
1. Um dos valores 𝑎2, 𝑏2, 𝑐2 ou 𝑑2 é igual a 4 e os demais são nulos, resultando 8
elementos inversíveis: ±1, ±𝑖 ± 𝑗 e ±𝑘.
2. 𝑎2 = 𝑏2 = 𝑐2 = 𝑑2 = 1 pelo princípio fundamental da contagem, tem-se 16 elementos
inversíveis da forma 12(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘) com 𝑎, 𝑏, 𝑐, 𝑑 ∈ {1, −1}

Proposição 1.9. Existe um algoritmo da divisão em 𝐻, isto é, dados 𝛼, 𝛽 ∈ 𝐻, 𝛽 ̸= 0,
existem 𝑞, 𝑟 ∈ 𝐻 tais que 𝛼 = 𝑞𝛽 + 𝑟 com 𝑁(𝑟) < 𝑁(𝛽).
Demonstração: Começamos como na demonstração do Teorema 1.9. Dados 𝛼, 𝛽 ∈
𝐻, 𝛽 ̸= 0, queremos encontrar 𝑞, 𝑟 ∈ 𝐻 tais que 𝛼 = 𝑞𝛽 + 𝑟 com 𝑁(𝑟) < 𝑁(𝛽). Mas,
𝑁(𝑟) = 𝑁(𝑞𝛽 − 𝛼) = 𝑁((𝛼
𝛽
− 𝑞)𝛽) = 𝑁(𝛼
𝛽
− 𝑞)𝑁(𝛽),
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e com 𝛼
𝛽
∈ 𝑄 o anel dos quatérnios, basta mostrar que se 𝛾 ∈ 𝑄, existe 𝑞 ∈ 𝐻 tal que
𝑁(𝛾 − 𝑞) < 1.
Seja 𝛾 = 𝑢 + 𝑣𝑖 + 𝑥𝑗 + 𝑦𝑘 ∈ 𝑄. Escolhemos 𝑎 ∈ Z tal que | 𝑢 − 𝑎2 |≤
1
4 e escolhemos
𝑏, 𝑐, 𝑑 ∈ Z com 𝑎 ≡ 𝑏 ≡ 𝑐 ≡ 𝑑 (𝑚𝑜𝑑 2), tais que | 𝑣 − 𝑏2 |≤
1









Assim, se 𝑞 = 12(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘), então
𝑁(𝛾 − 𝑞) = 𝑁((𝑢 + 𝑣𝑖 + 𝑥𝑗 + 𝑦𝑘 − 12(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘))
= 𝑁(𝑢 − 𝑎2 + (𝑣 −
𝑏
2)𝑖 + (𝑥 −
𝑐
2)𝑗 + (𝑦 −
𝑑
2)𝑘)
= (𝑢 − 𝑎2)
2 + (𝑣 − 𝑏2)
2 + (𝑥 − 𝑐2)
















Definição 1.23. Sabemos que 𝐼 é um ideal a esquerda de 𝐻 se na multiplicação é exigido
apenas que ∀𝛼 ∈ 𝐻 e 𝛽 ∈ 𝐼, 𝛼𝛽 ∈ 𝐼.
Definição 1.24. Dizemos que 𝐼 é um ideal principal de A quando existe 𝑎 ∈ 𝐴 tal que
𝐼 = 𝑎𝐴 = {𝑎𝑏; 𝑏 ∈ 𝐴}
:
Lema 1.9. Todo ideal 𝐼 à esquerda de 𝐻 é principal.
Demonstração: Podemos supor 𝐼 ̸= (0). Seja 𝛽 ∈ 𝐼 tal que 𝛽 ̸= 0 e 𝑁(𝛼) ≥
𝑁(𝛽), ∀𝛼 ∈ 𝐼, 𝛼 ̸= 0. Pelo algoritmo da divisão existem 𝑞, 𝑟 ∈ 𝐻 tais que 𝛼 = 𝑞𝛽 + 𝑟
com 𝑁(𝑟) < 𝑁(𝛽). Então, como 𝑟 ∈ 𝐼 pela escolha de 𝛽, temos que ter 𝑟 = 0 e portanto
𝛼 ∈ 𝐼.

Definição 1.25. Dizemos que um elemento 𝛼 ∈ 𝐻 é central se 𝛼𝛽 = 𝛽𝛼, ∀𝛽 ∈ 𝐻.
Exemplo 1.14. Todo elemento 𝛼 ∈ Z é central.
Definição 1.26. Dizemos que um elemento central 𝛼 é primo se 𝛼 | 𝛽𝛾 =⇒ 𝛼 | 𝛽 ou
𝛼 | 𝛾.
Lema 1.10. Todo elemento 𝛼 ∈ 𝐻 central e irredutível é primo.
Demonstração: Seja 𝛼 ∈ 𝐻 central e irredutível. Suponha que 𝛼 | 𝛽𝛾 e que 𝛼 - 𝛽.
Seja 𝛿 ∈ 𝐻 tal que 𝛼𝛿 = 𝛽𝛾. Considere o ideal à esquerda 𝐼 = (𝛼, 𝛽). Como 𝛼 é irredutível
e 𝐼 é principal, resulta que 𝐼 = (𝛼) ou 𝐼 = 𝐻.
De fato, como (𝑞) = 𝐼 = (𝛼, 𝛽), e como 𝛼 ∈ (𝛼, 𝛽) = 𝐼 = (𝑞), assim 𝛼 ∈ (𝑞)
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=⇒ 𝛼 = 𝑛𝑞, ou seja, 𝑛 = 1 e 𝑞 = 𝛼 ou 𝑛 = 𝛼 e 𝑞 = 1
=⇒ 𝐼 = (𝛼)
Portanto, temos que 𝐼 = (1) ⇒ 𝐼 = 𝐻. Por outro lado como 𝛼 - 𝛽, 𝛽 /∈ (𝛼) e
𝐼 = 𝐻. Assim, como 1 ∈ 𝐼, existem 𝑢, 𝑣 ∈ 𝐻 tais que 1 = 𝑢𝛼 + 𝑣𝛽. Multiplicando à
direita por 𝛾, temos 𝛾 = 𝑢𝛼𝛾 + 𝑣𝛽𝛾 = 𝑢𝛼𝛾 + 𝑣𝛼𝛿. Como 𝛼 é central 𝛼 comuta com 𝛾 e
com 𝛿. Assim, 𝛾 = 𝑢𝛾𝛼 + 𝑣𝛿𝛼 = (𝑢𝛼 + 𝑣𝛿)𝛼 e 𝛼 | 𝛾, concluindo nossa demonstração.

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2 REPRESENTAÇÃO DE INTEIROS
COMO SOMA DE QUADRADOS
Historicamente, um problema que recebeu uma boa dose de atenção é o de represen-
tar números inteiros como a soma de quadrados. Entre os matemáticos que estudaram este
problema estavam Mohamed Ben Alhocain (século X), Leonardo da Pisa (mais conhecido
como Fibonacci, 1175-1230), Vieta (1540-1603) e Xylander (século XVI, editor e comenta-
rista da Diophantus). Bachet (1581-1638), famoso por sua edição própria de Diophantus,
fez algumas observações sobre esse problema, mas parece ter sido Girard (1595-1632) que
primeiro declarou corretamente as condições necessárias e suficientes para que a equação
𝑛 = 𝑥2 + 𝑦2 possua soluções inteiras.
Pouco depois, Fermat (1601-1665), muito provavelmente de forma independente,
afirmou, como condição sobre 𝑛, que 𝑛 ≡ 1 (𝑚𝑜𝑑 4) e que quando 𝑛 é dividido por
seu maior fator quadrado, o quociente não deve conter nenhum primo 𝑞 ≡ 3 (𝑚𝑜𝑑 4).
Não há indicação de que Girard tenha (ou mesmo tenha alegado ter) uma prova para sua
declaração, enquanto Fermat alegou ter uma "prova irrefutável"de sua autoria, e enquanto
ele nunca tornou público, o conteúdo de suas cartas (para Descartes e para Mersenne)
deixa quase nenhuma dúvida de que ele tinha uma prova e que isso foi baseado em um
método de sua própria autoria chamado "método do descenso infinito".
Um pouco mais adiante, o matemático Eduard Waring (1734-1789) estudou com
mais intensidade este problema fazendo varias outras afirmações. Ele chegou a afirmar
que um número inteiro pode ser representado por no máximo quatro quadrados, nove
cubos e no máximo 19 quartas potências. Foi Lagrangre quem conseguiu demonstrar o
problema de Waring para o caso em que a soma pode ser representado por no máximo
quatro quadrados.
Neste trabalho estudaremos critérios para definir quando um inteiro pode ser escrito
como soma de dois, três ou quatro quadrados.
2.1 Soma de dois quadrados
Nesta seção iremos estudar alguns resultados que nos permitirão caracterizar todos
os inteiros que podem ser escritos como uma soma de dois quadrados, ou seja, todos os
valores inteiros de 𝑛 de modo que.
𝑥2 + 𝑦2 = 𝑛,
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apresenta solução em inteiros.
Lema 2.1. Se 𝑢 e 𝑣 são cada um uma soma de dois quadrados então o produto 𝑢𝑣 também
é.
Demonstração: Sejam 𝑢 e 𝑣 cada um uma soma de dois quadrados. Assim, existem
𝑎, 𝑏, 𝑐 e 𝑑 inteiros tais que 𝑢 = 𝑎2 + 𝑏2 e 𝑣 = 𝑐2 + 𝑑2, nosso objetivo é mostrar que 𝑢𝑣
também pode ser representado por uma soma de dois quadrados, ou seja, que existem 𝑠
e 𝑡 inteiros tais que 𝑢𝑣 = 𝑠2 + 𝑡2. Note que,
𝑢𝑣 = (𝑎2 + 𝑏2)(𝑐2 + 𝑑2)=𝑎2𝑐2 + 𝑎2𝑑2 + 𝑏2𝑐2 + 𝑏2𝑑2
= 𝑎2𝑐2 + 𝑏2𝑑2 + 𝑎2𝑑2 + 𝑏2𝑐2.
Agora, vamos somar e subtrair 2(𝑎𝑐)(𝑏𝑑). Obtendo,
𝑢𝑣 = (𝑎2 + 𝑏2)(𝑐2 + 𝑑2)
= 𝑎2𝑐2 + 𝑏2𝑑2 + 𝑎2𝑑2 + 𝑏2𝑐2 + 2(𝑎𝑐)(𝑏𝑑) − 2(𝑎𝑐)(𝑏𝑑)
e finalmente temos:
𝑢𝑣 = (𝑎𝑐)2 + 2(𝑎𝑐)(𝑏𝑑) + (𝑏𝑑)2 + (𝑎𝑑)2 − 2(𝑎𝑐)(𝑏𝑑) + (𝑏𝑐)2
𝑢𝑣 = ((𝑎𝑐) + (𝑏𝑑))2 + ((𝑎𝑑) − (𝑏𝑐))2
Encontramos 𝑠 = (𝑎𝑐) + (𝑏𝑑) e 𝑡 = (𝑎𝑑) − (𝑏𝑐) de modo que 𝑢𝑣 = 𝑠2 + 𝑡2.

Teorema 2.1. Seja 𝑝 ∈ N um número primo. As seguintes afirmações são equivalentes
1. 𝑝 = 2 𝑜𝑢 𝑝 ≡ 1 (𝑚𝑜𝑑 4).
2. A equação 𝑥2 ≡ −1 (𝑚𝑜𝑑 𝑝) tem solução.
3. 𝑝 é redutível em Z[𝑖].
4. 𝑝 é soma de dois quadrados.
Demonstração: 1 ⇒ 2: Se 𝑝 = 2, basta tomar 𝑥 = 1 e teremos 12 ≡ 1 ≡
−1 (𝑚𝑜𝑑 2).
Se 𝑝 ≡ 1 (𝑚𝑜𝑑 4), usando o Teorema 1.6, temos que (4𝑛)! = (𝑝−1)! ≡ −1 (𝑚𝑜𝑑 𝑝).
Note que,
(4𝑛) = 𝑝 − 1 para algum 𝑛 ∈ Z,
(4𝑛)! = 1 × 2 × 3 × 4 × ... × 2𝑛 × (2𝑛 + 1) × (2𝑛 + 2) × ... × 4𝑛 =
1 × (𝑝 − 1) × 2 × (𝑝 − 2) × (3) × (𝑝 − 3) × ..... × (2𝑛) × (𝑝 − 2𝑛)
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(−1) ≡ (𝑝 − 1)! ≡ (4𝑛)! ≡ (
2𝑛∏︁
𝑘=1
𝑘)2 ≡ 𝑏2 (𝑚𝑜𝑑 𝑝)
e a equação 𝑥2 ≡ −1 (𝑚𝑜𝑑 𝑝) tem solução.
2 ⇒ 3: Considere 𝑏 uma solução da equação 𝑥2 ≡ −1 (𝑚𝑜𝑑 𝑝). Então 𝑝|(𝑏2 +1), em
Z[𝑖], 𝑝|(𝑏 + 𝑖)(𝑏 − 𝑖). Se 𝑝 fosse irredutível em Z[𝑖], como Z[𝑖] é um anel euclidiano, 𝑝 seria
um elemento primo e logo 𝑝|(𝑏 + 𝑖) ou 𝑝|(𝑏 − 𝑖). Se 𝑝|(𝑏 + 𝑖) pelo critério de divisibilidade
existirá 𝑐 + 𝑑𝑖 ∈ Z[𝑖] tal que 𝑏 + 𝑖 = 𝑝(𝑐 + 𝑑𝑖). Assim dessa igualdade segue que 1 = 𝑝𝑑, o
que não é possível, pois 𝑝 é primo e 𝑑 ∈ Z.
3 ⇒ 4: Como 𝑝 é redutível, 𝑝 = (𝑎 + 𝑏𝑖)(𝑐 + 𝑑𝑖), com (𝑎 + 𝑏𝑖) e (𝑐 + 𝑑𝑖) não
são inversíveis. Logo, 𝑁(𝑎 + 𝑏𝑖) = 𝑎2 + 𝑏2 ̸= 1 e 𝑁(𝑐 + 𝑑𝑖) = 𝑐2 + 𝑑2 ̸= 1. Como
𝑝 × 𝑝 = 𝑝2 = 𝑁(𝑝) = 𝑁((𝑎 + 𝑏𝑖)(𝑐 + 𝑑𝑖)) = 𝑁(𝑎 + 𝑏𝑖)𝑁(𝑐 + 𝑑𝑖) = (𝑎2 + 𝑏2)(𝑐2 + 𝑑2), assim
𝑝 = 𝑎2 + 𝑏2 = 𝑐2 + 𝑑2, isto é, 𝑝 é soma de dois quadrados.
4 ⇒ 1 Seja 𝑥 ∈ Z. O valor de 𝑥 possui duas possibilidades se 𝑥 é impar logo
𝑥2 ≡ (1 𝑚𝑜𝑑 4) e se 𝑥 é par, 𝑥2 ≡ 0 (𝑚𝑜𝑑 4). Suponha que 𝑝 = 𝑎2 + 𝑏2. Assim,
𝑎2 + 𝑏2 ≡ 0 ou 𝑎2 + 𝑏2 ≡ 1 ou 𝑎2 + 𝑏2 ≡ 2 (𝑚𝑜𝑑 4). Como 𝑝 é primo, 𝑎2 + 𝑏2 ≡ 0 (𝑚𝑜𝑑 4)
não acontece, e 𝑎2+𝑏2 ≡ 2 (𝑚𝑜𝑑 4) só acontece se 𝑝 = 2. Portanto, 𝑝 = 2 ou 𝑝 ≡ 1 (𝑚𝑜𝑑 4).

Teorema 2.2. Os elementos irredutíveis de Z[𝑖] são:
1. ±𝑝, ±𝑝𝑖, com 𝑝 primo em N tal que 𝑝 ≡ 3 (𝑚𝑜𝑑 4).
2. 𝑎 + 𝑏𝑖, com 𝑎2 + 𝑏2 = 𝑝, 𝑝 número primo em N.
Demonstração: Os elementos listados no item 1 são irredutíveis em Z[𝑖] pelo Teo-
rema 2.1. Considere 𝑎 + 𝑏𝑖 ∈ Z[𝑖] um elemento no item 2. Assim, 𝑎2 + 𝑏2 = 𝑝 sendo 𝑝 ∈ N
número primo. Se 𝑎 + 𝑖𝑏 são redutíveis, logo 𝑎 + 𝑏𝑖 = 𝛼𝛽, como 𝛼, 𝛽 ∈ Z[𝑖] não inversíveis.
Logo, 𝑝 = 𝑎2 + 𝑏2 = 𝑁(𝑎 + 𝑏𝑖) = 𝑁(𝛼𝛽) = 𝑁(𝛼)𝑁(𝛽). Neste caso temos que 𝑁(𝛼) = 1
ou 𝑁(𝛽) = 1, isto é, 𝛼 ou 𝛽 é inversível o que é considerado uma contradição.
Vamos agora mostrar que não existem outros elementos irredutíveis em Z[𝑖]. Su-
ponha que 𝑎 + 𝑏𝑖 ∈ Z[𝑖] é irredutível e que não é do item 2. Logo, 𝑎2 + 𝑏2 não é primo
em Z, isto é, irredutível Z[𝑖], isto é, 𝑎2 + 𝑏2 = 𝑚𝑛 com 𝑚 ̸= 1 ou 𝑛 ̸= 1. É fácil ver
que 𝑎 − 𝑏𝑖 também é irredutível em Z[𝑖]. Com efeito se 𝑎 − 𝑏𝑖 fosse redutível teríamos
𝑎 − 𝑏𝑖 = 𝑢𝑣 e 𝑎 + 𝑏𝑖 = 𝑢𝑣 e assim teríamos que 𝑎 + 𝑏𝑖 seria também redutível. Como
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(𝑎 + 𝑏𝑖)(𝑎 − 𝑏𝑖) = 𝑎2 + 𝑏2 = 𝑚𝑛 e 𝑎 + 𝑏𝑖 e 𝑎 − 𝑏𝑖 são irredutíveis, podemos supor que
𝑎 + 𝑏𝑖 = 𝛼𝑚, com 𝛼 inversível, isto é, 𝛼 = ±1 ou 𝛼 = ±𝑖. Como 𝑎 + 𝑏𝑖 é irredutível em
Z[𝑖], 𝑚 é irredutível em Z, isto é, 𝑚 é primo em Z, e 𝑎 + 𝑏𝑖 é um elemento do tipo 1.

Pelo Teorema 1.9, Z[𝑖] é um anel euclidiano. Como todo anel euclidiano é um anel
fatorial, temos então o seguinte resultado.
Teorema 2.3. Todo elemento não nulo e não inversível de Z[𝑖] é escrito de maneira
única a menos de elementos inversíveis - como produto de elementos irredutíveis.
Observações:
1. A maneira de escrever um número primo como a soma de dois quadrados 𝑝 =
𝑎2 + 𝑏2 com 𝑎 ≥ 𝑏 > 0 é única. Com efeito note que 𝑝 = 𝑎2 + 𝑏2 = 𝑐2 + 𝑑2, assim
(𝑎+𝑏𝑖)(𝑎−𝑏𝑖) = (𝑐+𝑑𝑖)(𝑐−𝑑𝑖) como estes quatros elementos são irredutíveis então
(𝑎 + 𝑏𝑖) = 𝛼(𝑐 + 𝑑𝑖) ou (𝑎 + 𝑏𝑖) = 𝛼(𝑐 − 𝑑𝑖) como 𝛼 é inversível, isto é, 𝛼 = ±1 ou
𝛼 = ±𝑖. Portanto, 𝑎 = ±𝑐 e 𝑏 = ±𝑑 ou 𝑎 = ±𝑑 e 𝑏 = ±𝑐.
2. Como 1 − 𝑖 = −𝑖(1 + 𝑖), 1 + 𝑖 e 1 − 𝑖 são associados. Usando a última igualdade,
temos 2 = 12 + 12 = (1 + 𝑖)(1 − 𝑖) = −𝑖(1 + 𝑖)2.
3. Quando 𝑝 ≡ 1 𝑚𝑜𝑑 4 escrevemos 𝑝 = 𝑎2 + 𝑏2. Como 𝑝 é impar então a e b tem
paridade distintas assim supondo 𝑎 > 𝑏 > 0. Logo, verificamos que 𝑎 + 𝑏𝑖 e 𝑎 − 𝑏𝑖
não são associados.
Proposição 2.1. . Seja 𝑝 um número primo tal que 𝑝 ≡ 3 (𝑚𝑜𝑑 4), 𝑑 ∈ {1, 2, ..., 𝑝 − 1}
é um resíduo quadrático módulo 𝑝, então 𝑝 − 𝑑 não é.
Demonstração: Observamos que 𝑑 ̸= 𝑝 − 𝑑, pois caso contrário 2𝑑 = 𝑑 + 𝑝 − 𝑑 =
𝑝. Suponha que 𝑝 e 𝑝 − 𝑑 sejam resíduos quadrático módulo 𝑝. Então existem 𝑥, 𝑦 ∈
{1, 2, ..., 𝑝 − 1} tais que 𝑥 ̸= 𝑑 e 𝑦 ̸= 𝑝 − 𝑑, 𝑥2 ≡ 𝑑 𝑚𝑜𝑑 𝑝 e 𝑦2 ≡ 𝑝 − 𝑑 (𝑚𝑜𝑑 𝑝). Assim,
𝑥2+𝑦2 ≡ 𝑑+𝑝−𝑑 ≡ 𝑝 ≡ 0 (𝑚𝑜𝑑 𝑝) e portanto 𝑝 | (𝑥2+𝑦2). Logo, em Z[𝑖], 𝑝 | (𝑥+𝑖𝑦)(𝑥−𝑖𝑦),
e como pelo Teorema 2.2, 𝑝 é irredutível em Z[𝑖], 𝑝 | (𝑥 + 𝑖𝑦) ou 𝑝 | (𝑥 − 𝑖𝑦). Suponha que
𝑝 | (𝑥 + 𝑖𝑦). Logo, existe 𝑎 + 𝑏𝑖 ∈ Z[𝑖] uma vez que 𝑝(𝑎 + 𝑏𝑖) = 𝑥 + 𝑖𝑦 e portanto 𝑝 | 𝑥
e 𝑝 | 𝑦 o que não é possível pois se este fato acontecer teríamos 𝑦 < 𝑝 e 𝑥 < 𝑝, porém
𝑥, 𝑦 ∈ {1, 2, ..., 𝑝 − 1}.

Teorema 2.4. Sendo 𝑝 um primo a equação 𝑥2 + 𝑦2 = 𝑝 possui solução inteira se, e
somente se, 𝑝 = 2 ou 𝑝 ≡ 1 (𝑚𝑜𝑑 4).
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Demonstração: Supondo primeiramente que 𝑝 = 2 ou 𝑝 ≡ 1 (𝑚𝑜𝑑 4), devemos
mostrar que a equação 𝑥2 + 𝑦2 = 𝑝 onde 𝑝 é primo, possui solução inteira.
De fato, se 𝑥 = 1 e 𝑦 = 1 temos que 𝑝 = 2 = 12 + 12, assim para 𝑝 = 2 o nosso
problema está resolvido. Logo, faltar mostrar no caso de 𝑝 ≡ 1 (𝑚𝑜𝑑 4) .
Sabemos que para todo primo ímpar 𝑝, 𝑝 ≡ 1 (𝑚𝑜𝑑 4) ou 𝑝 ≡ 3 (𝑚𝑜𝑑 4). Lembremos
do seguinte fato, para todo inteiro 𝑎, 𝑎2 ≡ 0 (𝑚𝑜𝑑 4) ou 𝑎2 ≡ 1 (𝑚𝑜𝑑 4), este fato é fácil
de ser mostrado, sendo 𝑎 um inteiro qualquer, sabemos que os possíveis restos da divisão
por 𝑎 por quatro são 0, 1, 2 e 3.
Daí, 𝑎 ≡ 0, 1, 2, ou 3 (𝑚𝑜𝑑 4). Assim, se 𝑎 ≡ 0 (𝑚𝑜𝑑 4) onde obtemos 𝑎2 ≡
02 = 0 (𝑚𝑜𝑑 4), da mesma forma sendo 𝑎 ≡ 1 (𝑚𝑜𝑑 4) teremos 𝑎2 ≡ 12 = 1 (𝑚𝑜𝑑 4),
𝑎 ≡ 2 (𝑚𝑜𝑑 4) então 𝑎2 ≡ 22 = 4 ≡ 0 (𝑚𝑜𝑑 4) e finalmente, 𝑎 ≡ 3 (𝑚𝑜𝑑 4) então
𝑎2 ≡ 32 = 9 ≡ 1 (𝑚𝑜𝑑 4), portanto temos que 𝑎2 ≡ 0 ou 1 (𝑚𝑜𝑑 4).
Agora observe que já possuímos o fato de que 𝑎2 ≡ 0 (𝑚𝑜𝑑 4) ou 𝑎2 ≡ 1 (𝑚𝑜𝑑 4)
e 𝑥2 + 𝑦2 = 𝑝 conclui-se que 𝑝 ≡ 1 (𝑚𝑜𝑑 4), de fato; o que devemos mostrar é que
a congruência 𝑝 ≡ 3 (𝑚𝑜𝑑 4) sendo 𝑝 primo não é possível de acontecer, como já foi
visto temos que as únicas possibilidades para 𝑥 e 𝑦 serão 0 ou 1, assim suponhamos que,
𝑥2 ≡ 𝑦2 ≡ 0 (𝑚𝑜𝑑 4) teremos 𝑥2+𝑦2 ≡ 0+0 (𝑚𝑜𝑑 4), logo 𝑝 ≡ 0 (𝑚𝑜𝑑 4), da mesma forma
será feita para 𝑥2 ≡ 𝑦2 ≡ 1 (𝑚𝑜𝑑 4) então 𝑥2 +𝑦2 ≡ 1+1 (𝑚𝑜𝑑 4) teremos 𝑝 ≡ 2 (𝑚𝑜𝑑 4)
e finalmente se 𝑥2 ≡ 0(𝑚𝑜𝑑 4) e 𝑦2 ≡ 1 (𝑚𝑜𝑑 4), assim 𝑥2 + 𝑦2 ≡ 0 + 1 (𝑚𝑜𝑑 4) obtemos
𝑝 ≡ 1 (𝑚𝑜𝑑 4). Portanto, a única congruência possível de ocorrer é 𝑝 ≡ 1 (𝑚𝑜𝑑 4).
Supondo que 𝑝 = 2 ou 𝑝 ≡ 1 (𝑚𝑜𝑑 4) mostraremos que todo 𝑝 satisfazendo 𝑝 ≡
1(𝑚𝑜𝑑 4) pode ser escrito como soma de dois quadrados. Lembre que todo 𝑝 = 2 já sabemos
que este poder ser escrito como uma soma de dois quadrados, 2 = 12 + 12.
Tomemos agora um 𝑝 primo que satisfaz 𝑝 ≡ 1 (𝑚𝑜𝑑 4) e usado o Teorema 2.1
podemos concluir que existe 𝑥 inteiro tal que 𝑥2 ≡ −1 (𝑚𝑜𝑑 𝑝). Vamos definir a seguinte
função 𝑓(𝑢, 𝑣) = 𝑢 + 𝑥𝑣 e consideremos 𝑚 = [√𝑝]. Sabendo que √𝑝 não é um inteiro,
temos que 𝑚 < √𝑝 < 𝑚 + 1.
Tomemos os pares (𝑢, 𝑣) de inteiros onde 0 ≤ 𝑢 ≤ 𝑚 e 0 ≤ 𝑣 ≤ 𝑚, onde observamos
os intervalos, concluímos que 𝑢 pode assumir 𝑚 + 1 valores e 𝑣 também. Daí o número
total de pares ordenados (𝑢, 𝑣) é (𝑚+1)2. Como 𝑚+1 > √𝑝 temos que (𝑚+1)2 > (√𝑝)2,
daí obtemos que (𝑚 + 1)2 > 𝑝, assim o total de pares é superior a 𝑝.
Sabemos que um sistema completo de resídios módulos 𝑝 tem exatamente 𝑝 ele-
mentos, se consideramos 𝑓(𝑢, 𝑣) módulo 𝑝 teremos mais números do que classes de re-
síduos, daí pelo princípio da casa dos pombos existem pelo menos dois pares distintos
(𝑢1, 𝑣1) e (𝑢2, 𝑣2) com coordenadas satisfazendo 0 ≤ 𝑢𝑖 ≤ 𝑚 e 0 ≤ 𝑣𝑖 ≤ 𝑚 onde
(𝑖 = 1, 2), para os quais 𝑓(𝑢1, 𝑣1) ≡ 𝑟 (𝑚𝑜𝑑 𝑝) e 𝑓(𝑢2, 𝑣2) ≡ 𝑟 (𝑚𝑜𝑑 𝑝) , ou seja,
𝑓(𝑢1, 𝑣1) ≡ 𝑓(𝑢2, 𝑣2) (𝑚𝑜𝑑 𝑝), o que é equivalente a 𝑢1 + 𝑥𝑣1 ≡ 𝑢2 + 𝑥𝑣2 (𝑚𝑜𝑑 𝑝), isto é,
40 Capítulo 2. REPRESENTAÇÃO DE INTEIROS COMO SOMA DE QUADRADOS
𝑢1 + 𝑥𝑣1 − 𝑢2 ≡ 𝑢2 + 𝑥𝑣2 − 𝑢2 (𝑚𝑜𝑑 𝑝)
𝑢1 + 𝑥𝑣1 − 𝑢2 ≡ 𝑥𝑣2 (𝑚𝑜𝑑 𝑝)
daí, 𝑢1 + 𝑥𝑣1 − 𝑢2 − 𝑥𝑣1 ≡ 𝑥𝑣2 − 𝑥𝑣1 (𝑚𝑜𝑑 𝑝), resultando em
𝑢1 − 𝑢2 ≡ 𝑥𝑣2 − 𝑥𝑣1 (𝑚𝑜𝑑 𝑝), assim
𝑢1 − 𝑢2 ≡ −𝑥(𝑣1 − 𝑣2) (𝑚𝑜𝑑 𝑝)
elevando a potência 2 a congruência acima temos
(𝑢1 − 𝑢2)2 ≡ (−𝑥)2(𝑣1 − 𝑣2)2 (𝑚𝑜𝑑 𝑝) ≡ 𝑥2(𝑣1 − 𝑣2)2 (𝑚𝑜𝑑 𝑝).
Portanto, (𝑢1 − 𝑢2)2 ≡ −1(𝑣1 − 𝑣2)2 (𝑚𝑜𝑑 𝑝), pois 𝑥2 ≡ −1 (𝑚𝑜𝑑 𝑝). Chamando
𝑎 = 𝑢1−𝑢2 e 𝑏 = 𝑣1−𝑣2, teremos 𝑎2 ≡ −𝑏2 (𝑚𝑜𝑑 𝑝) adicionando 𝑏2 a congruência teremos
𝑎2 + 𝑏2 ≡ −𝑏2 + 𝑏2 (𝑚𝑜𝑑 𝑝) o que se resulta em 𝑎2 + 𝑏2 ≡ 0 (𝑚𝑜𝑑 𝑝), assim concluímos
que 𝑝 | 𝑎2 + 𝑏2. Como os pares (𝑢1, 𝑣1) e (𝑢2, 𝑣2) são distintos então 𝑎 e 𝑏, ambos inteiros
não nulos, isto é, 𝑎2 + 𝑏2 > 0.
Sendo 𝑢1 e 𝑢2 inteiros do intervalo [0, 𝑚] temos que 𝑎 = 𝑢1−𝑢2 pertence o intervalo
−𝑚 ≤ 𝑎 ≤ 𝑚, da mesma forma 𝑏 = 𝑣1 − 𝑣2 e −𝑚 ≤ 𝑏 ≤ 𝑚. Como 𝑚 <
√
𝑝 concluímos
que | 𝑎 |≤ 𝑚 < √𝑝, analogamente | 𝑏 |≤ 𝑚 < √𝑝. Daí | 𝑎 |2< √𝑝2 = 𝑝 da mesma forma
| 𝑏 |2< √𝑝2 = 𝑝, assim 𝑎2 + 𝑏2 < 𝑝 + 𝑝 = 2𝑝. Como 𝑝 | 𝑎2 + 𝑏2 e 0 < 𝑎2 + 𝑏2 < 2𝑝,
concluímos que o único múltiplo inteiro de 𝑝 neste intervalo é ele mesmo, daí 𝑎2 + 𝑏2 = 𝑝.

O próximo resultado mais geral do que o anterior nos permite identificar inteiros
que podem ser representados como a soma de dois quadrados.
Teorema 2.5. Um inteiro 𝑛 pode ser representado como a soma de dois quadrados se, e
somente se, tiver fatoração da forma







onde 𝑝𝑖 ≡ 1 (𝑚𝑜𝑑 4) e 𝑞𝑗 ≡ 3 (𝑚𝑜𝑑 4), 𝑖 = 1, 2...., 𝑟, 𝑗 = 1, 2, ..., 𝑠 e todos os
expoentes 𝛽𝑗 são pares.







remos mostrar que 𝑛 pode ser representado como a soma de dois quadrados, ou seja,
tentaremos escrever cada fator 𝑛 como a soma de dois quadrados.
Note que o primo 2 = 12 + 12, assim aplicando o Lema 2.1 várias vezes chegamos
ao seguinte resultado 2𝛼 também pode ser representado como a soma de dois quadrados,
conhecemos do Teorema 2.4 que todos 𝑝𝑖 serão representados como soma de dois quadra-
dos, logo 𝑝𝛼𝑖𝑖 pode ser representado como a soma de dois quadrados, usando o Lema 2.1
novamente, 𝑝𝛼11 𝑝𝛼22 ...𝑝𝛼𝑟𝑟 também.
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Falta mostrar que os 𝑞𝛽𝑗𝑗 podem ser representados por uma soma de dois quadrados.
Por hipótese temos que todos 𝛽𝑖 são pares, ou seja, exite 𝛽′𝑖 de modo que 𝛽𝑖 = 2𝛽′𝑖, assim
𝑞𝛽𝑖𝑗 = (𝑞𝑗)2𝛽
′
𝑖 = (𝑞2𝑗 )𝛽
′
𝑖 . Podemos escrever 𝑞2𝑗 = 𝑞2𝑗 + 0, isto é, podemos escrever 𝑞2𝑗 como







concluímos que 𝑛 pode ser escrito como a soma de dois quadrados.
Vamos considerar que 𝑛 possa ser escrito como a soma de dois quadrados e que
existe um 𝛽𝑗 que seja ímpar, sem perda de generalidade vamos considerar 𝛽1 como sendo
ímpar. Consideremos que 𝑑 = (𝑎, 𝑏) onde 𝑎 e 𝑏 satisfazem a equação 𝑎2 + 𝑏2 = 𝑛. Como






















) = (𝑟1, 𝑟2) = 1
Notemos que 𝑑2 | 𝑛,pois 𝑑 | 𝑎 e 𝑑 | 𝑏, logo 𝑎 = 𝑟1𝑑 e 𝑏 = 𝑟2𝑑 e 𝑎 e 𝑏 satisfazem a equação
𝑎2 + 𝑏2 = 𝑛, então
𝑛 = (𝑟1𝑑)2 + (𝑟2𝑑)2
= 𝑟21𝑑2 + 𝑟22𝑑2
= 𝑑2(𝑟21 + 𝑟22)
= 𝑟𝑑2,
com 𝑟 = 𝑟21 + 𝑟22
Sendo 𝛽1 ímpar e tendo 𝑛 = 𝑟𝑑2 onde 𝑟 = 𝑛𝑑2 , concluímos que o expoente de 𝑞1
em 𝑟 deve ser ímpar, pois os números 𝑟 e 𝑛
𝑑2
têm a mesma decomposição primária. Como
o expoente de 𝑞1 é ímpar, então existe 𝑠 inteiro tal que 𝑟 = 𝑞2𝑠+11 𝛾 e assim escrevemos
𝑟 = 𝑞2𝑠1 𝑞11𝛾 = 𝑞11𝑞2𝑠1 𝛾, ou seja, 𝑞1 | 𝑟 e sabendo que (𝑟1, 𝑟2) = 1 podemos observar (𝑞1, 𝑟1) =
(𝑞1, 𝑟2) = 1. Vamos verificar que (𝑞1, 𝑟1) = 1, temos os seguintes dados (𝑟1, 𝑟2) = 1 e 𝑞1 | 𝑟,
de (𝑟1, 𝑟2) = 1 garantimos a existência de 𝑥 e 𝑦 tais que 𝑥𝑟1 + 𝑦𝑟2 = 1, elevando ambos
lados da igualdade ao quadrado, teremos:
(𝑥𝑟1 + 𝑦𝑟2)2 = (𝑥𝑟1)2 + 2(𝑥𝑟1)(𝑦𝑟2) + (𝑦𝑟2)2
= 𝑥2𝑟21 + 2𝑥𝑟1𝑦𝑟2 + 𝑦2𝑟22
= 1.
Guardemos esta informação por enquanto, temos ainda que 𝑞1 | 𝑟, ou seja, existe 𝑠
inteiro de modo que 𝑟 = 𝑞1𝑠, mas por outro lado 𝑟 = 𝑟21 + 𝑟22, logo 𝑞1𝑠 = 𝑟21 + 𝑟22 e assim
segue que 𝑟22 = 𝑞1𝑠 − 𝑟21, lembremos também que 𝑏 = 𝑟2𝑑, onde 𝑑 = (𝑎, 𝑏), por isso, 𝑟2 = 𝑏𝑑
agora vamos substituir estes valores em 𝑥2𝑟21 + 2𝑥𝑟1𝑦𝑟2 + 𝑦2𝑟22 = 1 e obteremos que
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𝑥2𝑟21 + 2𝑥𝑟1𝑦𝑟2 + 𝑦2𝑟22 = 𝑥2𝑟21 + 2𝑥𝑟1𝑦( 𝑏𝑑) + 𝑦
2(𝑞1𝑠 − 𝑟21)
= 𝑥2𝑟21 + 2𝑥𝑟1𝑦( 𝑏𝑑) + 𝑦
2𝑞1𝑠 − 𝑦2𝑟21
= 1,
vamos juntar os termos que contém 𝑟1 e os que contém 𝑞1, assim ficaremos com
𝑥2𝑟21 + 2𝑥𝑟1𝑦( 𝑏𝑑) + 𝑦




) − 𝑦2𝑟1)𝑟1 + (𝑦2𝑠)𝑞1 = 1,
observamos que 𝑡 = 𝑥2𝑟1 + 2𝑥𝑦( 𝑏𝑑) − 𝑦
2𝑟1 e 𝑢 = 𝑦2𝑠 são números inteiros, portanto a
expressão 𝑡𝑟1 + 𝑢𝑞1 = 1 nos diz que 𝑞1 e 𝑟1 são primos entre si, ou seja, (𝑞1, 𝑟1) = 1,
analogamente podemos mostrar que (𝑞1, 𝑟2) = 1.
Usando a Proposição 1.7, garantimos que existe 𝑥 de modo que 𝑟1𝑥 ≡ 𝑟2 (𝑚𝑜𝑑 𝑞1).
Como 𝑞1 | 𝑟, concluímos que 𝑟 ≡ 0 (𝑚𝑜𝑑 𝑞1); Além disso 𝑟 = 𝑟21 + 𝑟22, implicar em
𝑟 ≡ 𝑟21 + 𝑟22 ≡ 0 (𝑚𝑜𝑑 𝑞1)
𝑟21 + 𝑟22 − 𝑟22 ≡ 0 − 𝑟22 ≡ −𝑟22 (𝑚𝑜𝑑 𝑞1)
.
Como 𝑟1𝑥 ≡ 𝑟2 (𝑚𝑜𝑑 𝑞1), aplicando a potência 2 na congruência temos 𝑟21𝑥2 ≡
𝑟22 (𝑚𝑜𝑑 𝑞1). Agora utilizando a congruência anterior 𝑟21 ≡ −𝑟22 (𝑚𝑜𝑑 𝑞1) e somando as
duas últimas temos
𝑟21𝑥
2 + 𝑟21 = 𝑟21(𝑥2 + 1) ≡ 𝑟22 − 𝑟22 ≡ 0 (𝑚𝑜𝑑 𝑞1)
.
Portanto, 𝑞1 | 𝑟21(𝑥2 + 1). Agora, usaremos o fato de que (𝑞1, 𝑟1) = 1 para mostrar
que 𝑞1 - 𝑟21.
Para tanto, usaremos a demonstração pela contrapositiva. Suponhamos que 𝑞1 | 𝑟21,
daí 𝑞1 | 𝑟1𝑟1. Como 𝑞1 é primo temos 𝑞1 | 𝑟1 ou 𝑞1 | 𝑟1, portanto 𝑞1 | 𝑟1. O que contradiz o
fato de (𝑞1, 𝑟1) = 1.
Como 𝑞1 é primo e 𝑞1 | 𝑟21(𝑥2 + 1) então 𝑞1 | 𝑟21 ou 𝑞1 | (𝑥2 + 1), mas 𝑞1 - 𝑟21 assim,
𝑞1 | (𝑥2 + 1), ou seja, 𝑥2 − 1 ≡ 0 (𝑚𝑜𝑑 𝑞1) ou que vale 𝑥2 ≡ −1 (𝑚𝑜𝑑 𝑞1). Notemos que a
equação 𝑥2 ≡ −1 (𝑚𝑜𝑑 𝑞1) possui solução para 𝑞1 ≡ 3 (𝑚𝑜𝑑 4) o que contradiz o Teorema
2.1, portanto todos os 𝛽′𝑗𝑠 são pares.

2.2 Soma de três quadrados
Nesta seção caracterizaremos os números inteiros que não podem serem escritos
como a soma de três quadrados.
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Teorema 2.6. Qualquer inteiro escrito como 𝑛 ≡ 7 (𝑚𝑜𝑑 8) não pode ser representado
como a soma de três quadrados.
Demonstração: Se 𝑛 ≡ 7 (𝑚𝑜𝑑 8) , então 𝑛 pode ser escrito como 𝑛 = 8𝑘 +
7, com 𝑘 ∈ Z. Sendo a soma de um número par com número ímpar 8𝑘 + 7, logo 𝑛 é
necessariamente, ímpar.
Suponha, agora que 𝑛 = 𝑥21 + 𝑥22 + 𝑥23 com 𝑥1, 𝑥2, 𝑥3 ∈ Z. Então
7 ≡ 𝑛 ≡ 𝑥21 + 𝑥22 + 𝑥23 (𝑚𝑜𝑑 8),
ou seja, 7 ≡ 𝑠1 + 𝑠2 + 𝑠3 (𝑚𝑜𝑑 8), como os possíveis restos 𝑟 na divisão de um número 𝑛
por 8 são 0, 1, 2, 3, 4, 5, 6 ou 7, temos que
𝑟2 ≡ 02 = 0 (𝑚𝑜𝑑 8)
𝑟2 ≡ 12 = 1 (𝑚𝑜𝑑 8)
𝑟2 ≡ 22 = 4 (𝑚𝑜𝑑 8)
𝑟2 ≡ 32 = 9 ≡ 1 (𝑚𝑜𝑑 8)
𝑟2 ≡ 42 = 16 ≡ 0 (𝑚𝑜𝑑 8)
𝑟2 ≡ 52 = 25 ≡ 1 (𝑚𝑜𝑑 8)
𝑟2 ≡ 62 = 36 ≡ 4 (𝑚𝑜𝑑 8)
𝑟2 ≡ 72 = 49 ≡ 1 (𝑚𝑜𝑑 8).
Concluímos assim, que 𝑠1, 𝑠2, 𝑠3 ∈ {0, 1, 4}. Então, a congruência 7 ≡ 𝑠1+𝑠2+𝑠3 (𝑚𝑜𝑑 8),
indica que 𝑠1 +𝑠2 +𝑠3 deve ser ímpar, pois como vimos o nosso 𝑛 e ímpar. Logo o número
de parcelas são ímpares, então 𝑠1 + 𝑠2 + 𝑠3 é 1 ou 3. Como os únicos possíveis valores
para 𝑠1, 𝑠2 e 𝑠3 são 0, 1, 4, temos então que
𝑠1 + 𝑠2 + 𝑠3 = 1 + 1 + 1 = 3,
𝑠1 + 𝑠2 + 𝑠3 = 1 + 0 + 4 = 5,
𝑠1 + 𝑠2 + 𝑠3 = 0 + 1 + 0 = 1,
𝑠1 + 𝑠2 + 𝑠3 = 1 + 4 + 4 = 9 ≡ 1 (𝑚𝑜𝑑 8).
Como em nenhuma dessas situações obtemos o resultado 7, 𝑛 não pode ser escrito
como soma de três quadrados.

Proposição 2.2. Seja 𝑛 ∈ N da forma 𝑛 = 4𝑘(8𝑚 + 7) com 𝑘, 𝑚 > 0. Então 𝑛 jamais é
soma de três ou menos quadrados.
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Demonstração: Será utilizado indução em 𝑘 para prova este fato, notemos que o
resultado vale para 𝑘 = 0, daí temos que 𝑛 = 40(8𝑚 + 7) = (8𝑚 + 7). Vamos provar por
absurdo que existem 𝑥0, 𝑦0, 𝑧0 inteiros positivos tais que 𝑛 = (8𝑚 + 7) = 𝑥20 + 𝑦20 + 𝑧20.
Sendo 𝑛 = 8𝑚 + 7 então 𝑛 ≡ 7 (𝑚𝑜𝑑 8) e ainda podemos dizer que 𝑛 ≡ 1 (𝑚𝑜𝑑 2).
Note que, quando dividimos 𝑎 por 8 deixa os restos de 0, 1, 2, 3, 4, 5, 6, 7 logo usando o
teorema anterior podemos concluir que 𝑎 ≡ 0, 1, 2, 3, 4, 5, 6, 7 (𝑚𝑜𝑑 8) então, 𝑎2 ≡ 0, 1 ou
4 (𝑚𝑜𝑑 8). Portanto, não possível termos 𝑛 ≡ 7 (𝑚𝑜𝑑 8), assim 𝑛 não será representado
como a soma de três quadrados.
Supondo que 4𝑘−1(8𝑚 + 7) não será escrito como a soma de três quadrados, resta
mostrar que 4𝑘(8𝑚+7) não escrito como a soma de três quadrados. Como 𝑘 ≥ 1 e supondo
por contradição que 𝑛 possa ser escrito como a soma de três quadrados, ou seja, existem
𝑥0, 𝑦0, 𝑧0 inteiros não positivos tais que 𝑛 = 𝑥20 + 𝑦20 + 𝑧20 = 4𝑘(8𝑚 + 7) podemos concluir
que 4 | 𝑛, ou seja, 𝑛 é par, de fato, 𝑛 = 4𝑘(8𝑚 + 7) = 4.4𝑘−1(8𝑚 + 7) = 224𝑘−1(8𝑚 + 7).
Vamos mostra que, 𝑥0, 𝑦0, 𝑧0 são todos pares. De fato, sendo 𝑛 par então 𝑛 = 𝑥20 + 𝑦20 + 𝑧20
tem as seguintes possibilidades:
1. Dois quadrados são ímpares e um seja par;
2. Todos os três quadrados sejam pares.
Observemos que a primeira possibilidade não irá ocorrer, pois 𝑛 = 𝑥20 + 𝑦20 + 𝑧20 ≡
12 + 12 + 02 = 2 (𝑚𝑜𝑑 4), ou seja, dessa forma 4 não divide 𝑛 o que é um absurdo. Então,
resta o caso de que todos três quadrados são pares, ou seja, 𝑥0, 𝑦0, 𝑧0 são todos pares.
Sendo 𝑥0, 𝑦0, 𝑧0 todos pares então existem 𝑢, 𝑣, 𝑤 inteiros positivos tais que 𝑥0 =
2𝑢, 𝑦0 = 2𝑣, 𝑧0 = 2𝑤, logo
4𝑘(8𝑚 + 7) = 𝑥20 + 𝑦20 + 𝑧20
= (2𝑢)2 + (2𝑣)2 + (2𝑤)2
= 4𝑢2 + 4𝑣2 + 4𝑤2
= 4(𝑢2 + 𝑣2 + 𝑤2),
Fazendo a divisão por 4, obtemos
4𝑘−1(8𝑚 + 7) = 𝑢2 + 𝑣2 + 𝑤2
contradizendo a hipótese de indução, portanto 𝑛 = 4𝑘(8𝑚 + 7) não pode ser escrito como
uma soma de três quadrados.

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2.3 Soma de quatro quadrados
Como foi abordado na introdução o matemático Waring fez a afirmação que todo
número inteiro não negativo poderia ser representado como a soma de até quatro quadra-
dos. Mostraremos aqui a vericidade da afirmação de Waring.
Proposição 2.3. Seja 𝑝 um número primo tal que 𝑝 ≡ 3 (𝑚𝑜𝑑 4). Então existem 𝑎, 𝑏 ∈ Z
tais que 𝑝 | (1 + 𝑎2 + 𝑏2).
Demonstração: Seja 𝑑 ∈ {1, 2, ..., 𝑝 − 1} o menor inteiro tal que 𝑑 não é resíduo
módulo 𝑝. Observamos que 𝑑 > 1, já que 1 é resíduo quadrático módulo 𝑝. Assim, usando
a contrapositiva da Proposição 2.1, temos que 𝑑 − 1 e 𝑝 − 𝑑 são resíduos quadráticos
módulo 𝑝 e portanto existem 𝑎, 𝑏 ∈ Z tais que 𝑎2 ≡ 𝑑 − 1 (𝑚𝑜𝑑 𝑝) e 𝑏2 ≡ 𝑝 − 𝑑 (𝑚𝑜𝑑 𝑝).
Portanto, (1 + 𝑎2 + 𝑏2) ≡ 1 + 𝑑 − 1 + 𝑝 − 𝑑 ≡ 0 (𝑚𝑜𝑑 𝑝). Portanto, 𝑝 | (1 + 𝑎2 + 𝑏2).

Proposição 2.4. . Seja 𝑝 ∈ Z um número primo. Então 𝑝 é redutível em 𝐻.
Demonstração: Se 𝑝 = 2 ou 𝑝 ≡ 1 (𝑚𝑜𝑑 4), então, usando o Teorema 2.1, 𝑝 é
redutível em Z[𝑖] e, a fortiori, em 𝐻. Se 𝑝 ≡ 3 (𝑚𝑜𝑑 4), pela Proposição 2.3, existem
𝑎, 𝑏 ∈ Z tais que 𝑝 | (1 + 𝑎2 + 𝑏2). Logo, 𝑝 | (1 + 𝑎𝑖 + 𝑏𝑗)(1 − 𝑎𝑖 − 𝑏𝑗). Suponha que 𝑝 seja
irredutível em 𝐻. Então, Lema 1.10, 𝑝 é primo em 𝐻 e consequentemente 𝑝 | (1 + 𝑎𝑖 + 𝑏𝑗)
ou 𝑝 | (1 − 𝑎𝑖 − 𝑏𝑗). Em qualquer uma das duas possibilidades, existe um inteiro 𝑥 ∈ Z
tal que 𝑝𝑥 = 1 + 𝑎𝑖 + 𝑏𝑗 daí tem-se 1 = 𝑝𝑥, o que não é possível.

Lema 2.2. Sejam 𝑥, 𝑦 ∈ N. Suponha que 𝑥 e 𝑦 sejam a soma de quatro quadrados. Então
𝑥𝑦 é soma de quatro quadrados.
Demonstração: Suponha que 𝑥 = 𝑎2 + 𝑏2 + 𝑐2 + 𝑑2 e 𝑦 = (𝑎′)2 + (𝑏′)2 + (𝑐)′2 + (𝑑)′2.
E considerem 𝛼 = 𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘 e 𝛽 = 𝑎′ + 𝑏′𝑖 + 𝑐′𝑗 + 𝑑′𝑘 elementos de 𝐻.
Então, 𝑥𝑦 = (𝑎2 + 𝑏2 + 𝑐2 + 𝑑2)((𝑎′)2 + (𝑏′)2 + (𝑐′)2 + (𝑑′)2) = 𝑁(𝛼)𝑁(𝛽) = 𝑁(𝛼.𝛽)
é a soma de quatro quadrados.

Lema 2.3. Seja 𝑛 ∈ 𝑁 tal que 2𝑛 é a soma de quatro quadrados. Então 𝑛 é a soma de
quatro quadrados.
Demonstração: Suponha que 2𝑛 = 𝑎2 + 𝑏2 + 𝑐2 + 𝑑2. Existe três possibilidades:
todos serem pares, todos serem ímpares ou dois serem pares e dois ímpares. Vamos supor
então que 𝑎 e 𝑏 como 𝑐 e 𝑑 tenham a mesma paridade. Temos que 𝑛 = 𝑎2+𝑏22 +
𝑐2+𝑑2
2 .
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Mas, 𝑎2+𝑏22 = (
𝑎+𝑏
2 )
2 + (𝑎−𝑏2 )
2 = (𝑎′)2 + (𝑏′)2, onde 𝑎′ = 𝑎+𝑏2 e 𝑏
′ = 𝑎−𝑏2 . Com 𝑎 e 𝑏 têm
mesma paridade, 𝑎′, 𝑏′ ∈ Z. Analogamente, existem 𝑐′, 𝑑′ ∈ Z tais que 𝑐2+𝑑22 = (𝑐
′)2 +(𝑑′)2.
Portanto, 𝑛 = 𝑎2+𝑏22 +
𝑐2+𝑑2
2 = (𝑎
′)2 +(𝑏′)2 +(𝑐′)2 +(𝑑′)2 é uma soma de quatro quadrados.

Teorema 2.7. Todo número inteiro é soma de quatro quadrados.
Demonstração: O Teorema Fundamental da Aritmética afirma que todo número
inteiro maior que 1 decompõe-se em produto de primos(de maneira única, a menos da
ordem). Logo mostramos que todo primo é soma de quadrados, pelo Lema 2.2, concluímos
que todo número inteiro é soma de quatro quadrados. No caso em questão, os inteiros
positivos. Se 𝑝 = 2 ou 𝑝 ≡ 1 (𝑚𝑜𝑑 4), assim 𝑝 é soma de dois quadrados portanto é soma
de quatro quadrados.
Suponha agora que 𝑝 ≡ 3 (𝑚𝑜𝑑 4). Pela Proposição 2.4, 𝑝 é redutível em 𝐻.
Logo, existem, 𝛼, 𝛽 ∈ 𝐻 tais que 𝑝 = 𝛼𝛽 como 𝑁(𝛼) > 1 e 𝑁(𝛽) > 1. Como 𝑝2 =
𝑁(𝑝) = 𝑁(𝛼𝛽) = 𝑁(𝛼)𝑁(𝛽), temos necessariamente 𝑁(𝛼) = 𝑝 e 𝑁(𝛽) = 𝑝. Seja 𝛼 =
1
2(𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘). Então, 𝑝 = 𝑁(𝛼) =
1
4(𝑎
2 + 𝑏2 + 𝑐2 + 𝑑2) e 4𝑝 = 𝑎2 + 𝑏2 + 𝑐2 + 𝑑2, isto
é, 4𝑝 é soma de quatro quadrados. Aplicando duas vezes o Lema 2.3, concluímos que 𝑝 é
soma de quatro quadrados.

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3 TRIÂNGULOS RETÂNGULOS COM LA-
DOS INTEIROS
A história de problemas envolvendo triângulos retângulos remonta até a remota
antiguidade. Segundo Høyrup (2002, p. 385) o Teorema de Pitágoras foi usado em nove
problemas encontrados em textos matemáticos babilônicos, que datam de uns mil anos
antes do nascimento do próprio Pitágoras, o que nos leva a um anacronismo.
Este capítulo tem como finalidade estudar os triângulos retângulos com lados in-
teiros, os quais chamaremos, a partir de agora, apenas de triângulos retângulos.
Se 𝑥, 𝑦, 𝑧 são números inteiros não negativos, dizemos que (𝑥, 𝑦, 𝑧) é um terno
pitagórico quando satisfaz a equação 𝑥2 + 𝑦2 = 𝑧2. Apresentaremos aqui dois teoremas
que nos dão condições necessárias e suficientes para que um terno (𝑥, 𝑦, 𝑧) seja um terno
pitagórico. Utilizando um destes resultados mostramos que se 𝑥 ≥ 3, existe pelo menos
um triângulo retângulo com cateto 𝑥. Mostramos também como encontrar todos eles e
quantos são em função da decomposição de 𝑥 em fatores primos.
Já para a hipotenusa, mostraremos que existe um triângulo retângulo com hipote-
nusa 𝑧 se, e somente se, 𝑧 é divisível por um primo 𝑝 ≡ 1 𝑚𝑜𝑑 4. Concluiremos mostrando
como encontrar todos eles e quantos são em função da decomposição de 𝑧 em fatores
primos.
3.1 Ternos pitagóricos
Dado um terno pitagórico (𝑥, 𝑦, 𝑧) se (𝑥, 𝑦) = 1 daí temos que (𝑥, 𝑦) = (𝑦, 𝑧) = 1
dizemos que (𝑥, 𝑦, 𝑧) é um terno pitagórico primitivo. Se (𝑥, 𝑦, 𝑧) é um terno pitagórico e 𝑘
é um número inteiro positivo, então (𝑘𝑥, 𝑘𝑦, 𝑘𝑧) também é um terno pitagórico. Com efeito
(𝑘𝑥)2+(𝑘𝑦)2 = 𝑘2(𝑥2+𝑦2) = 𝑘2𝑧2 = (𝑘𝑧)2. Se (𝑥, 𝑦, 𝑧) é um terno pitagórico e 𝑥 = 𝑘𝑥1, 𝑦 =
𝑘𝑦1 e 𝑧 = 𝑘𝑧1, então (𝑥1, 𝑦1, 𝑧1) também será um terno pitagórico. Com efeito, (𝑘𝑥1)2 +
(𝑘𝑦1)2 = 𝑘2(𝑥21 +𝑦21) = 𝑥2 +𝑦2 = 𝑧2 = (𝑘𝑧1)2 = 𝑘2𝑧21 e como 𝑘 ̸= 0 resulta que 𝑥21 +𝑦21 = 𝑧21 .
Assim, conhecendo os ternos pitagóricos primitivos, conhecemos todos eles. Então, como
(3, 4, 5) é um terno Pitagórico são, também as ternas (12, 16, 20), (18, 24, 30), (21, 28, 35).
Teorema 3.1. (𝑥, 𝑦, 𝑧), é um terno pitagórico se, e somente, se existem inteiros 𝑢, 𝑣 tais
que 𝑢 > 𝑣 > 0, 𝑢 e 𝑣 tem a mesma paridade, 𝑢𝑣 é um quadrado perfeito, 𝑥 =
√
𝑢𝑣, 𝑦 = 𝑢−𝑣2
e 𝑧 = 𝑢+𝑣2 .
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Demonstração: Suponha que (𝑥, 𝑦, 𝑧) é um terno pitagórico. Como 𝑧2 = 𝑥2 +
𝑦2, 𝑥2 = 𝑧2 − 𝑦2 = (𝑧 + 𝑦)(𝑧 − 𝑦). Sejam 𝑢 = 𝑧 + 𝑦, 𝑣 = 𝑧 − 𝑦. Então 𝑢 e 𝑣 são inteiros
tais que 𝑢 > 𝑣 > 0,𝑢 e 𝑣 tem a mesma paridade 𝑢𝑣 é um quadrado perfeito, somando as
equações temos que, 𝑢 + 𝑣 = 2𝑧, ou seja, 𝑧 = 𝑢+𝑣2 , fazendo a substituição temos:
𝑥 =
√
𝑢𝑣, 𝑦 = 𝑢−𝑣2 .
Reciprocamente, suponha que 𝑢 e 𝑣 satisfazem às condições do teorema. Como 𝑢
e 𝑣 tem a mesma paridade e 𝑢 > 𝑣 > 0 então 𝑦 = 𝑢−𝑣2 e 𝑧 =
𝑢+𝑣
2 são inteiros positivos.
Como 𝑢𝑣 é um quadrado perfeito, 𝑥 =
√
𝑢𝑣 também é um inteiro positivo. Assim,
𝑥2 + 𝑦2 = (
√
𝑢𝑣)2 + (𝑢−𝑣2 )





2 = 𝑧2. Portanto,
(𝑥, 𝑦, 𝑧) é um terno pitagórico.

Observação: Note que os pares (𝑢, 𝑣) e (𝑢′, 𝑣′) distintos podem determinar o
mesmo triângulo retângulo (9, 1) e (8, 2), note que:




9 = 3 e 𝑦 = 9−12 =
8
2 = 4




16 = 4 e 𝑦 = 8−22 =
6
2 = 3
Assim estes pares determinam o triângulo retângulo cujos os catetos são 3 e 4.
Considerando todos triângulos retângulos com cateto 𝑥. Observando que para 𝑥 = 1
e 𝑥 = 2, não existem triângulos com esse cateto. De fato, não existem inteiros positivos
𝑢 e 𝑣, tais que 𝑢 > 𝑣 > 0, de modo que 𝑢 e 𝑣 tem a mesma paridade, 𝑢𝑣 é um quadrado
perfeito e 𝑥2 = 𝑢𝑣, isto é, 𝑢𝑣 = 4 ou 𝑢𝑣 = 1.
Proposição 3.1. Se 𝑥 ≥ 3, existem um triângulo retângulo com cateto 𝑥.
Demonstração: Se 𝑥 é ímpar, tomamos 𝑢 = 𝑥2 e 𝑣 = 1, pois satisfaz o Teorema
3.1, onde:







𝑥2 = 𝑥, 𝑦 = 𝑢−𝑣2 =
𝑥2−1
2 e
𝑧2 = 𝑥2 + 𝑦2 = (𝑥)2 + (𝑥2−12 )




Se 𝑥 é par, tomemos 𝑢 = 𝑥22 e 𝑣 = 2 aplicando novamente o Teorema 3.1 tem-se
que














𝑧2 = 𝑥2 + 𝑦2 = (𝑥)2 + (𝑥2−44 )
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Teorema 3.2. Sejam 𝑥, 𝑦 e 𝑧 inteiros positivos. Então são equivalentes:
1. (𝑥, 𝑦) = 1 e 𝑥2 + 𝑦2 = 𝑧2
2. 𝑥 = 2𝑎𝑏, 𝑦 = 𝑎2 − 𝑏2 ou vice-versa e 𝑧 = 𝑎2 + 𝑏2, com 𝑎 e 𝑏 inteiros tais que
𝑎 > 𝑏 > 0, (𝑎, 𝑏) = 1 e 𝑎 e 𝑏 tem paridade distinta.
Demonstração: 1 ⇒ 2) Usando o Teorema 3.1, existem 𝑢 e 𝑣 tais que 𝑢 > 𝑣 > 0,
onde 𝑢 e 𝑣 têm a mesma paridade, 𝑢𝑣 é um quadrado perfeito, 𝑥 =
√
𝑢.𝑣, 𝑦 = 𝑢−𝑣2 e
𝑧 = 𝑢+𝑣2 .
Suponhamos que 𝑢 e 𝑣 sejam ambos pares. Assim, escrevendo 𝑢 = 2𝑚 e 𝑣 = 2𝑛 de






𝑚.𝑛 e 𝑦 = 𝑢−𝑣2 =
2𝑚−2𝑛
2 = 𝑚 − 𝑛. Com (𝑥, 𝑦) = 1,
resulta que (𝑚, 𝑛) = 1. Como efeito, se 𝑑 = (𝑚, 𝑛), como 𝑢 = 2𝑚 e 𝑣 = 2𝑛 assim temos
que 𝑦 = 𝑚 − 𝑛 daí 𝑑 | 𝑦. Por outro lado, 𝑥2 = 4𝑚𝑛, usando o fato de que (𝑥, 𝑦) = 1,
temos 𝑥𝑚 + 𝑦𝑛 = 1 o que resulta 𝑥2𝑚 + 𝑦(𝑥𝑛) = 𝑥, ou seja, 𝑑 | 𝑥2𝑚 + 𝑦(𝑥𝑛), logo 𝑑 | 𝑥.
Portanto, 𝑑 | (𝑥, 𝑦) assim temos que 𝑑 = 1.
Além disso, 𝑚 e 𝑛 têm paridade distinta, pois caso contrário, 2 | 𝑥 e 2 | 𝑦, o que
contradiz o fato de (𝑥, 𝑦) = 1. Como 𝑥2 = 4𝑚𝑛 e (𝑚, 𝑛) = 1 resulta que 𝑚 e 𝑛 são
quadrados perfeitos e portanto existem 𝑎, 𝑏 ∈ Z, 𝑎 > 𝑏 > 0 tais que 𝑚 = 𝑎2 e 𝑛 = 𝑏2 e 𝑎




𝑎2𝑏2 = 2𝑎𝑏, 𝑦 = 𝑚 − 𝑛 = 𝑎2 − 𝑏2
e como
𝑧2 = 𝑥2 + 𝑦2
= (2𝑎𝑏)2 + (𝑎2 − 𝑏2)2
= 4𝑎2𝑏2 + 𝑎4 − 2𝑎2𝑏2 + 𝑏4
= 𝑎4 + 2𝑎2𝑏2 + 𝑏4
= (𝑎2 + 𝑏2)2
daí temos, 𝑧 = 𝑎2 + 𝑏2.
Suponhamos agora que 𝑢 e 𝑣 sejam ambos ímpares. Mostraremos que (𝑥, 𝑦) = 1,
resulta que (𝑢, 𝑣) = 1. Com efeito, se 𝑑 = (𝑢, 𝑣) então 𝑑 | 𝑢 e 𝑑 | 𝑣, de forma análoga que
já foi feito, 𝑑 | 𝑥 e 𝑑 | 𝑦 e como (𝑥, 𝑦) = 1 temos que 𝑑 = 1. Como 𝑥2 = 𝑢𝑣 e (𝑢, 𝑣) = 1,
resulta que 𝑢 e 𝑣 são quadrados perfeitos e portanto existem 𝑚, 𝑛 ∈ Z ,𝑚 > 𝑛 > 0 tais














2 − (𝑚−𝑛2 )
2
= 𝑎2 − 𝑏2
e como
𝑧2 = 𝑥2 + 𝑦2
= (𝑎2 − 𝑏2)2 + (2𝑎𝑏)2
= (𝑎2 + 𝑏2)2,
daí temos que 𝑧 = 𝑎2 + 𝑏2.
Resta mostrar que 𝑎 e 𝑏 têm paridade distinta. Se 𝑚 ≡ 𝑛 ≡ 1 (𝑚𝑜𝑑 4) ou 𝑚 ≡ 𝑛 ≡
3 (𝑚𝑜𝑑 4), então 𝑚 + 𝑛 ≡ 2 (𝑚𝑜𝑑 4) e 𝑚 − 𝑛 ≡ 0 (𝑚𝑜𝑑 4) de modo que 𝑎 = 𝑚+𝑛2 é ímpar
e 𝑏 = 𝑚−𝑛2 é par. Se 𝑚 ≡ 1 (𝑚𝑜𝑑 4) e 𝑛 ≡ 3 (𝑚𝑜𝑑 4) ou 𝑛 ≡ 1 (𝑚𝑜𝑑 4) e 𝑚 ≡ 3 (𝑚𝑜𝑑 4),




2 ⇒ 1) Como 𝑥 = 2𝑎𝑏, 𝑦 = 𝑎2 − 𝑏2 e 𝑧2 = 𝑎2 + 𝑏2, temos que 𝑧 = 𝑥2 + 𝑦2. Resta
mostrar que (𝑥, 𝑦) = 1. Observe que 𝑥 = 2𝑎𝑏 é par enquanto que 𝑦 = 𝑎2 − 𝑏2 é ímpar,
uma vez que 𝑎 e 𝑏 têm paridade diferente. Suponha que (𝑥, 𝑦) ̸= 1 e seja 𝑝 um número
primo ímpar tal que 𝑝 | 𝑥 e 𝑝 | 𝑦 daí temos que 𝑝 | 2𝑎𝑏, ou seja, 𝑝 | 𝑎 ou 𝑝 | 𝑏, como 𝑝 | 𝑦
temos que 𝑝 | 𝑎2 − 𝑏2, ou seja, 𝑝 | (𝑎 + 𝑏) ou 𝑝 | (𝑎 − 𝑏), consequentemente temos 𝑝 | 𝑎 e
𝑝 | 𝑏. Assim, (𝑎, 𝑏) ̸= 1, uma contradição.

3.2 Triângulos retângulos com um cateto fixo
Agora, trataremos determinadamente de todos os triângulos retângulos com um
cateto fixo. Pela Proposição 3.1 para 𝑥 = 1 ou 𝑥 = 2, não existem triângulos retângulos
com esse cateto.
Para determinar todos os triângulos retângulos com cateto 𝑥, tomamos todas de-
composições 𝑥2 = 𝑢𝑣, com 𝑢 > 𝑣 e 𝑢 e 𝑣 com a mesma paridade.
Como foi demonstrado pela Proposição 3.1, será trabalhado agora com um cateto
fixo 𝑥, tomamos todas as decomposições 𝑥2 = 𝑢𝑣, com 𝑢 > 𝑣 e 𝑢 e 𝑣 com a mesma
paridade, existirá duas possibilidades para 𝑥 ser par ou ímpar.
Se 𝑥 é ímpar, escrevemos 𝑥 = 𝑝𝑟11 𝑝𝑟22 ...𝑝𝑟𝑘𝑘 , como os 𝑝′𝑖𝑠 primos ímpares distritos e
𝑟𝑖 > 0 para 𝑖 = 1, 2, 3, ..., 𝑘. Lembramos todos divisores de número ímpar são ímpares.
Como 𝑥2 = 𝑝2𝑟11 𝑝2𝑟22 ...𝑝2𝑟𝑘𝑘 daí 𝑥2 tem (2𝑟1 + 1)(2𝑟2 + 1)(2𝑟3 + 1)...(2𝑟𝑘 + 1) divisores que
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formam os pares (𝑢, 𝑣) tais que 𝑥2 = 𝑢𝑣. Porém, pelo Teorema 3.1, só estamos interessados
nos pares (𝑢, 𝑣) de modo que 𝑢 > 𝑣. Logo, o par (𝑥, 𝑥) será desprezado, e dos demais,
apenas a metade satisfaz a condição 𝑢 > 𝑣. Então, levando em conta que para cada par
(𝑢, 𝑣) acima com 𝑢 > 𝑣 existem um triângulo retângulo com cateto 𝑥, se 𝑥 é um número
ímpar, existem
𝑚 = (2𝑟1 + 1)(2𝑟2 + 1)(2𝑟3 + 1)...(2𝑟𝑘 + 1) − 12
triângulos retângulos não semelhantes com cateto 𝑥.
Suponha agora que 𝑥 é par. Escrevemos 𝑥 = 2𝑟1𝑝𝑟22 ...𝑝𝑟𝑘𝑘 com os 𝑝′𝑖𝑠 primos ímpares
e 𝑟𝑖 > 0, para todo 𝑖 = 1, 2, 3, ..., 𝑘. Assim, 𝑥2 = 𝑢𝑣 é par e 𝑢 e 𝑣 têm a mesma paridade
resta que 𝑢 e 𝑣 são ambos pares. Escrevendo 𝑢 = 2𝑢′ e 𝑣 = 2𝑣′ daí 𝑥2 = 𝑢𝑣 = (2𝑢′)(2𝑣′),
ou seja, 𝑥24 = 𝑢


















então 𝑥24 tem (2𝑟1 − 1)(2𝑟2 + 1)...(2𝑟𝑘 + 1) divisores que formam os pares (𝑢
′, 𝑣′) tais
que 𝑥24 = 𝑢
′𝑣′. Usando o Teorema 3.1, só estamos interessados nos pares (𝑢′, 𝑣′) tais que
𝑢′ > 𝑣′. Logo, o par (𝑥2 ,
𝑥
2 ) deve ser desprezado, e dos demais, apenas a metade satisfaz
a condição 𝑢′ > 𝑣′, isto é, 𝑢 > 𝑣 existe um triângulo retângulo com cateto 𝑥, se 𝑥 é um
número par, existem
𝑚 = (2𝑟1 − 1)(2𝑟2 + 1)(2𝑟3 + 1)...(2𝑟𝑘 + 1) − 12
triângulos retângulos não semelhantes com o cateto 𝑥.
Portanto, mostramos o seguinte Teorema.
Teorema 3.3. Seja 𝑥 um inteiro tal que 𝑥 ≥ 3. Escrevemos 𝑥 = 𝑝𝑟11 𝑝𝑟22 ...𝑝𝑟𝑘𝑘 se 𝑥 é ímpar
e 𝑥 = 2𝑟1𝑝𝑟22 ...𝑝𝑟𝑘𝑘 se 𝑥 é par, com 𝑝′𝑖𝑠 primos ímpares distintos e 𝑟 > 0. Então existem 𝑚
triângulos retângulos não semelhantes com cateto 𝑥, onde
𝑚 = (2𝑟1 + 1)(2𝑟2 + 1)(2𝑟3 + 1)...(2𝑟𝑘 + 1) − 12
com 𝑥 ímpar, e
𝑚 = (2𝑟1 − 1)(2𝑟2 + 1)(2𝑟3 + 1)...(2𝑟𝑘 + 1) − 12
com 𝑥 par.
Proposição 3.2. Existem infinitos triângulos retângulos com um de seus catetos e a
hipotenusa números consecutivos.
Demonstração: Tomando cada número ímpar 𝑥, 𝑥 ≥ 3, consideremos 𝑢 = 𝑥2 e




2 + 1 =
𝑢−𝑣
2 + 1 = 𝑦 + 1.
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
3.3 Exemplos
Exemplo 3.1. Seja 𝑥 = 12 = 22 × 3 Será encontrado todos os triângulos retângulos com
um dos catetos igual à 12. Como 12 é par, determinamos inicialmente todos os pares
(𝑢′, 𝑣′) tais que 1224 = 36 = 𝑢
′𝑣′ como 𝑢′ > 𝑣′. São eles (36, 1), (18.2), (12, 3), (9, 4). Os
valores para 𝑢 = 2𝑢′, 𝑣 = 2𝑣′, 𝑥 =
√
𝑢𝑣, 𝑦 = 𝑢−𝑣2 e 𝑧 =
𝑥+𝑦
2 estão calculados na tabela
abaixo:
u’ v’ u v x y z
36 1 72 2 12 35 37
18 2 36 4 12 16 20
12 3 24 2 12 9 15
9 4 18 8 12 5 13
Note que todos os casos temos 𝑧2 = 𝑥2+𝑦2 e que o numero de triângulos retângulos,
4, está de acordo com o Teorema 3.3, pois





Exemplo 3.2. Seja 𝑥 = 45 = 32 × 5
Será encontrado todos os triângulos retângulos com um dos catetos igual a 45. Como
45 é ímpar, determinamos inicialmente todos os pares (𝑢, 𝑣) tais que 452 = 2025 = 𝑢𝑣
com 𝑢 > 𝑣. São eles (2025, 1), (675, 3), (405, 5), (225, 9), (135, 45), (81, 25) e (75, 27). Os
valores para 𝑥 =
√
𝑢𝑣, 𝑦 = 𝑢−𝑣2 e 𝑧 =
𝑥+𝑦
2 estão calculados na tabela abaixo:
u v x y z
2025 1 45 1012 1013
675 3 45 336 339
405 5 45 200 205
225 9 45 108 117
135 15 45 60 75
81 25 45 28 53
75 27 45 24 51
Assim, todos os casos possíveis de triângulos retângulos com o cateto fixo 𝑥 = 45 é
7, usando o Teorema 3.3, pois





Exemplo 3.3. Seja 𝑥 = 147 = 3 × 72
Encontraremos todos os triângulos retângulos com um dos catetos igual a 147.
Como este número é ímpar, então iremos encontrar todos os pares (𝑢, 𝑣) tais que 1472 =
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21609 = 𝑢𝑣, como 𝑢 > 𝑣. São eles (21609, 1), (7203, 3), (3087, 7), (2401, 9), (1029, 21), (441, 49)
e (343, 63). Os valores para 𝑥 =
√
𝑢𝑣, 𝑦 = 𝑢−𝑣2 e 𝑧 =
𝑥+𝑦
2 estão calculados na tabela abaixo:
u v x y z
21609 1 147 10804 10805
7203 3 147 3600 3603
3087 7 147 1540 1547
2401 9 147 1196 1205
1029 21 147 504 525
441 49 147 196 245
343 63 147 140 203
Assim, todos os casos possíveis de triângulos retângulos com o cateto fixo 𝑥 = 147
é 7, para comprovar isso, iremos trabalhar com o Teorema 3.3





3.3 Triângulos retângulos com a hipotenusa fixa
Agora, determinaremos os números inteiros positivos 𝑧 que são hipotenusa de um
triângulo retângulo. Assim, vamos encontrar todos os triângulos retângulos que possui 𝑧
como a hipotenusa e quantos são eles, em função da decomposição de 𝑧 em fatores primos.
Como foi demonstrado no Teorema 3.1, o qual determina as soluções de 𝑥2+𝑦2 = 𝑧2
pode ser reescrito como o produto de dois números inteiros: 𝑥2 = (𝑧 + 𝑦)(𝑧 − 𝑦) = 𝑢𝑣.
Para determinarmos os inteiros 𝑧 que são hipotenusa de um triângulo retângulo,
não é possível escrever 𝑧2 como produto de dois inteiros em função de 𝑥 e 𝑦, porém de modo
similar ao da resolução da equação de grau 2 com discriminante negativo, que irá recair
no conjunto dos números complexos onde encontramos as nossas raízes, a dependerão das
variáveis 𝑥 e 𝑦: 𝑧2 = 𝑥2 + 𝑦2 = (𝑥 + 𝑦𝑖)(𝑥 − 𝑦𝑖). Como 𝑥, 𝑦 ∈ Z.
Como foi estudado, onde foi utilizado a decomposição de 𝑧 em fatores irredutíveis
de Z[𝑖] demostramos nossos resultados.
Teorema 3.4. Seja 𝑧 um número inteiro positivo. Então existe um triângulo retângulo
com a hipotenusa 𝑧 se, e somente se, 𝑧 é divisível por um número primo 𝑝 tal que 𝑝 ≡
1 (𝑚𝑜𝑑 4).
Demonstração: Seja 𝑝 um número primo tal que 𝑧 = 𝑝𝑧1 com 𝑝 ≡ 1 (𝑚𝑜𝑑 4).
Usando o Teorema 2.1, temos que existem inteiros positivos 𝑎 e 𝑏 tais que 𝑝 = 𝑎2 + 𝑏2 =
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𝑁(𝑎 + 𝑏𝑖). Logo,
𝑝2 = 𝑁(𝑎 + 𝑏𝑖)2
= 𝑁((𝑎 + 𝑏𝑖)2)
= 𝑁(𝑎2 − 𝑏2 + 2𝑎𝑏𝑖)
= (𝑎2 − 𝑏2)2 + (2𝑎𝑏)2.
Supondo que 𝑎 > 𝑏 > 0, temos que 𝑎2 − 𝑏2 > 0 e 2𝑎𝑏 > 0. Assim,
𝑧2 = 𝑝2𝑧21
= ((𝑎 − 𝑏)2 + (2𝑎𝑏)2)(𝑧21)
= ((𝑎 − 𝑏)2𝑧21 + (2𝑎𝑏)2)(𝑧21)
= ((𝑎 − 𝑏)𝑧1)2 + (2𝑎𝑏𝑧1)2.
Reciprocamente, suponha que 𝑧 não seja divisível por nenhum primo 𝑝 tal que
𝑝 ≡ 1 (𝑚𝑜𝑑 4) e que 𝑥2 + 𝑦2 = 𝑧2 com 𝑥, 𝑦 ∈ N, 𝑥, 𝑦 > 0. Assim, a decomposição de 𝑧 em
fatores primos é da forma 𝑧 = 2𝑣𝑞𝑠11 𝑞𝑠22 ...𝑞𝑠𝑙𝑙 como 𝑞𝑗 ≡ 3 (𝑚𝑜𝑑 4). Sendo 𝑧2 = (𝑥 + 𝑦𝑖)(𝑥 −
𝑦𝑖) e como 𝑁(𝑥 + 𝑦𝑖) = 𝑁(𝑥 − 𝑦𝑖), logo tomando a decomposição de 𝑧2 em elementos
irredutíveis de Z[𝑖] usando o Teorema 2.2 temos que 𝑥 + 𝑦𝑖 = 𝑢(1 + 𝑖)(2𝑣)𝑞𝑠11 𝑞𝑠22 ...𝑞𝑠𝑙𝑙 =
𝑢((1 + 𝑖)2)𝑣𝑞𝑠11 𝑞𝑠22 ...𝑞𝑠𝑙𝑙 = 𝑢(2𝑖)𝑣𝑞𝑠11 𝑞𝑠22 ...𝑞
𝑠𝑙
𝑙 com 𝑢 inversível em Z[𝑖]. Então, 𝑥 + 𝑦𝑖 é um
número real ou número imaginário puro, implicando, que 𝑦 = 0 ou 𝑥 = 0, que seria uma
contradição.

É fácil ver que, como 𝑝 é primo, 𝑎 e 𝑏 são primos entre si. Assim, pelo Teorema
3.2, 𝑎2 − 𝑏2 e 2𝑎𝑏 são primos entre si. Seja 𝑝 = 𝑎2 + 𝑏2 ou seja 𝑎2 = 𝑝 − 𝑏2 assim,
𝑑 = (𝑏, 𝑎2) = (𝑏, 𝑝 − 𝑏2) sendo 𝑑 que irá dividir uma combinação 𝑑 | (𝑏.𝑏) + 𝑝 − 𝑏2 ficando
assim, 𝑑 | 𝑝, então temos 𝑑 = 1 ou 𝑑 = 𝑝, porém 𝑎, 𝑏 < 𝑝 então a única possibilidade será
𝑑 = 1 sendo um caso particular do lema a seguir.
Lema 3.1. . Sejam 𝑝1, ..., 𝑝𝑘 número primos distintos tais que 𝑝𝑗 ≡ 1 (𝑚𝑜𝑑 4). Suponha
que 𝑝𝑗 = 𝑎2𝑗 +𝑏2𝑗 com 𝑎𝑗, 𝑏𝑗 ∈ Z e seja 𝛼 = 𝑥+𝑦𝑖 = (𝑎1+𝑏1𝑖)𝑛1(𝑎2+𝑏2𝑖)𝑛2(𝑎3+𝑏3𝑖)𝑛3 ...(𝑎𝑘 +
𝑏𝑘𝑖)𝑛𝑘 . Então 𝑥 e 𝑦 são primos entre si em Z.
Demonstração: Primeiro observamos que, pelo Teorema 2.1 podemos escrever 𝑝𝑗 =
𝑎2𝑗 + 𝑏2𝑗 . Logo, usando os Teoremas 2.2 e 2.3 temos que (𝑎1 + 𝑏1𝑖)𝑛1(𝑎2 + 𝑏2𝑖)𝑛2(𝑎3 +
𝑏3𝑖)𝑛3 ...(𝑎𝑘 + 𝑏𝑘𝑖)𝑛𝑘 é a decomposição (única) de 𝛼 divisíveis por 2 ou por um primo 𝑞
tal que 𝑞 ≡ 3 (𝑚𝑜𝑑 4), pois 1 + 𝑖 e 𝑞 não aparecem na decomposição de 𝛼 e 𝑥 e 𝑦 pois
𝛼 = 𝑥 + 𝑦𝑖 = (𝑎1 + 𝑏1𝑖)𝑛1(𝑎2 + 𝑏2𝑖)𝑛2(𝑎3 + 𝑏3𝑖)𝑛3 ...(𝑎𝑘 + 𝑏𝑘𝑖)𝑛𝑘 não podem ser ambos
divisíveis por um primo 𝑝 tal que 𝑝 ≡ 1 (𝑚𝑜𝑑 4), porque para cada 𝑎 + 𝑏𝑖 que aparece na
decomposição de 𝛼, o seu conjugado complexo não aparece nesta decomposição. Tiramos
a conclusão de que 𝑥 e 𝑦 são primos entre si.

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Agora iremos ver como encontrar todos os triângulos com a hipotenusa 𝑧.
Teorema 3.5. Seja 𝑧 = 𝑝𝑡11 𝑝𝑡22 ...𝑝𝑡𝑘𝑘 𝑤. Suponha que os números primos 𝑝𝑗 são distintos,








triângulos retângulos não semelhantes com hipotenusa 𝑧.
Demonstração: Seja 𝑧 = 𝑧1𝑧2, onde todos primos 𝑝𝑗 que dividem 𝑧1 são tais que
𝑝𝑗 ≡ 1 (𝑚𝑜𝑑 4) e todos aqueles 𝑞𝑗 que dividem 𝑧2 são tais que 𝑞𝑗 = 2 ou 𝑞𝑗 ≡ 3 (𝑚𝑜𝑑 4).
Como foi feito na demonstração do Teorema 3.4, que como consequência dos Teoremas
2.2 e 2.3, 𝑥 e 𝑦 têm que ser múltiplos de 𝑧2. Portanto, o que realmente importa na
determinação dos triângulos retângulos hipotenusa 𝑧 são os primos 𝑝𝑗 que dividem 𝑧1.
Considerando 𝑑 um divisor de 𝑧1, 𝑧 = 𝑑𝑧3. Vamos obter 𝑥1, 𝑦1 primos entre si tais
que 𝑥21 + 𝑦21 = 𝑑2 e tomando 𝑥 = 𝑥1𝑧3 e 𝑦 = 𝑦1𝑧3 teremos que
𝑥2 + 𝑦2 = (𝑥1𝑧3)2 + (𝑦1𝑧3)2
= (𝑥1)2(𝑧3)2 + (𝑦1)2(𝑧3)2




Logo, podemos supor que 𝑧 = 𝑝𝑡11 𝑝𝑡22 ...𝑝𝑡𝑘𝑘 𝑤 com 𝑝𝑗 ≡ 1 (𝑚𝑜𝑑 4) e vamos encontrar 𝑥 e 𝑦
primos entre si tais que 𝑥2 + 𝑦2 = 𝑧2.
Iremos trabalhar primeiramente para o caso particular para 𝑘 = 1. Suponha então
𝑧 = 𝑝𝑡, como 𝑝 = 𝑎2 + 𝑏2 = (𝑎 + 𝑏𝑖)(𝑎 − 𝑏𝑖). Logo
𝑧2 = 𝑝2𝑡
= 𝑁(𝑝𝑡)
= 𝑁((𝑎 + 𝑏𝑖)𝑡)𝑁((𝑎 − 𝑏𝑖)𝑡)
= 𝑁((𝑎 + 𝑏𝑖)𝑡)𝑁((𝑎 + 𝑏𝑖)𝑡)
= 𝑁((𝑎 + 𝑏𝑖)2𝑡).
Portanto, se (𝑎 + 𝑏𝑖)2𝑡 = 𝑥 + 𝑦𝑖 então como 𝑁(𝑎 + 𝑏𝑖)2𝑡 = 𝑁(𝑥 + 𝑦𝑖) = 𝑥2 + 𝑦2,
logo 𝑧2 = 𝑥2 + 𝑦2 e, pelo Lema 3.1, 𝑥 e 𝑦 são primo entre si. Já no caso de 𝑥 ou 𝑦 serem
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negativos, trocamos o sinal para obter o valor do cateto. Podemos escolher
𝑧2 = 𝑝2𝑡
= 𝑁(𝑝2)
= 𝑁((𝑎 + 𝑏𝑖)𝑡)𝑁((𝑎 − 𝑏𝑖)𝑡)
= 𝑁((𝑎 − 𝑏𝑖)𝑡)𝑁((𝑎 − 𝑏𝑖)𝑡)
= 𝑁((𝑎 − 𝑏𝑖)2𝑡).
Mas, pela propriedade da conjugação complexa (𝑎−𝑏𝑖)2𝑡 = 𝑥−𝑦𝑖, assim obtemos o mesmo
triângulo retângulo.
Porém, não podemos trocar alguns dos fatores 𝑎 + 𝑏𝑖 por 𝑎 − 𝑏𝑖 sem trocar todos
eles porque, assim, neste caso, os inteiros 𝑥 e 𝑦 são ambos divisíveis por 𝑝. Ainda mais,
devido à decomposição única dos elementos de Z[𝑖] em produto de elementos irredutíveis,
sendo assim, não é possível encontrar outro triângulo retângulo não semelhante a este
com catetos primos entre si. Portanto, temos um triângulo retângulo com hipotenusa 𝑧 e
catetos 𝑥 e 𝑦 primos entre si.
Suponha agora que 𝑘 > 1, 𝑝𝑗 = 𝑎2𝑗 + 𝑏2𝑗 = (𝑎 + 𝑏𝑖)(𝑎 − 𝑏𝑖) e 𝛼𝑗 = 𝑎𝑗 + 𝑏𝑗𝑖. Considere
𝛼 = 𝑥 + 𝑦𝑖 um dos número complexos 𝛽1𝛽2𝛽3...𝛽𝑘 onde 𝛽𝑗 = 𝛼𝑗2𝑡𝑗 ou 𝛽𝑗 = 𝛼2𝑡𝑗𝑗 . Assim,
𝑁(𝛼) = 𝑧2, ou seja, 𝑥2 + 𝑦2 = 𝑧2 e pelo Lema 3.1 𝑥 e 𝑦 são primos entre si. Contando
agora o total de triângulos. Existem 2𝑘 possibilidades para escolha de 𝛼, porém, estamos
contando mais dois a dois, um é o conjugando, gerando o mesmo triângulo retângulo.
Logo, temos o total de 2𝑘2 = 2
𝑘−1 triângulos retângulos com catetos 𝑥 e 𝑦 primos entre si,
tais que 𝑥2 + 𝑦2 = 𝑧2. Analisando para o caso 𝑘 = 1 só possuirá um triângulo retângulo
com catetos primos entre si não semelhante a estes já obtido.
Considere 𝑧 = 𝑝𝑡11 𝑝𝑡22 𝑝𝑡33 ...𝑝𝑡𝑘𝑘 com 𝑝𝑗 ≡ 1 (𝑚𝑜𝑑 4). Vamos contar quantos são os
triângulos retângulos com hipotenusa 𝑧.







de 𝑧 com expoentes positivos, 𝑧 = 𝑑𝑧1.
Sendo que este divisor terá 2𝑚−1 triângulos retângulos com catetos primos entre si e sua









obtemos, portanto 2𝑚−1 triângulos retângulos com hipotenusa 𝑧. Como estes primos
𝑝𝑗1𝑝𝑗2 ...𝑝𝑗𝑚 são 𝑡𝑗1𝑡𝑗2 ...𝑡𝑗𝑚 divisores. Variando 𝑗1𝑗2....𝑗𝑚 com 1 ≤ 𝑗1 ≤ 𝑗2 ≤ .... ≤ 𝑗𝑚 ≤ 𝑘,
como observamos que ∑︁
1≤𝑗1<𝑗2<...<𝑗𝑚≤𝑘
𝑡𝑗1𝑡𝑗2 ...𝑡𝑗𝑚
divisores possuindo exatamente 𝑚 primos distintos. Assim, fazendo a variação do 𝑚 de 1
até 𝑘.

Agora analisando um caso particular em que 𝑧 = 𝑝1𝑝2𝑝3...𝑝𝑘𝑤 obteremos uma
fórmula atraente.
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Corolário 3.1 Suponha que 𝑧 = 𝑝1𝑝2𝑝3...𝑝𝑘𝑤 e que as condições do Teorema 3.5








triângulos retângulos não semelhantes com hipotenusa 𝑧 e catetos inteiros.
3.5 Exemplos
Exemplo 3.4. 𝑧 = 425 = 52 × 17
Primeiro passo é verificar os restos de 5 e 17 quando dividimos por 4, que nesse
caso será 1. São dois divisores com os primos 5 e 17.
∙ Para 5 temos 22−1 = 2 triângulos retângulos.
∙ Para 17 temos 22−1 = 2 triângulos retângulos.
∙ São 2 divisores com primo 5, daí 22−1 = 2 triângulos retângulos.
∙ São 1 divisores com primo 17, daí 21−1 = 1 triângulos retângulos.
Portanto, temos 2+2+2+1 = 7 triângulos retângulos não semelhantes a hipotenusa
425, ou poderia usar o Teorema 3.5 onde 𝑝1 = 52, 𝑝2 = 17 e 𝑤 = 1, logo
(22−1).(2.1) + (22−2).(2 + 1) = 7
Como 5 = 22 + 12 = (2 + 𝑖)(2 − 𝑖) e 17 = 42 + 12 = (4 + 𝑖)(4 − 𝑖), sejam
𝛼1 = (2 + 𝑖)4(4 + 𝑖)2 = (−7 + 24𝑖)(8𝑖 + 15) = −297 + 304𝑖,
𝛼2 = (2 + 𝑖)4(4 − 𝑖)2 = (−7 + 24𝑖)(−8𝑖 + 15) = 87 + 416𝑖,
𝛼3 = 5(2 + 𝑖)2(4 + 𝑖)2 = 5(3 + 4𝑖)(8𝑖 + 15) = 65 + 420𝑖,
𝛼4 = 5(2 + 𝑖)2(4 − 𝑖)2 = 5(3 + 4𝑖)(−8𝑖 + 15) = 385 + 180𝑖,
𝛼5 = 17(2 + 𝑖)4 = 17(−7 + 24𝑖) = −119 + 408𝑖,
𝛼6 = 25(4 + 𝑖)2 = 25(8𝑖 + 15) = 375 + 200𝑖,
𝛼7 = 85(2 + 𝑖)2 = 85(3 + 4𝑖) = 225 + 340𝑖,
Como 𝑁(𝛼𝑗) = 4252, temos então
2972 + 3042 = 4252
872 + 4162 = 4252
652 + 4202 = 4252
3852 + 1802 = 4252
1192 + 4082 = 4252
3752 + 2002 = 4252
2252 + 3402 = 4252
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e encontramos os 7 triângulos retângulos com hipotenusa 425.
Exemplo 3.5. 𝑧 = 237133 = 13 × 17 × 29 × 37
São 24−1 = 8 triângulos retângulos com catetos 𝑥 e 𝑦 primos entre si.
Como 13 = 32 + 22 = (3 + 2𝑖)(3 − 2𝑖), 17 = 42 + 12 = (4 + 𝑖)(4 − 𝑖), 29 = 52 + 22 =
(5 + 2𝑖)(5 − 2𝑖) e 37 = 62 + 12 = (6 + 𝑖)(6 − 𝑖), sejam
𝛼1 = (3 + 2𝑖)2(4 + 𝑖)2(5 + 2𝑖)2(6 + 𝑖)2 = (5 + 12𝑖)(15 + 8𝑖)(21 + 20𝑖)(35 + 12𝑖) =
−219835 + 88908𝑖,
𝛼2 = (3 + 2𝑖)2(4 + 𝑖)2(5 + 2𝑖)2(6 − 𝑖)2 = (5 + 12𝑖)(15 + 8𝑖)(21 + 20𝑖)(35 − 12𝑖) =
−119035 + 205092𝑖,
𝛼3 = (3 + 2𝑖)2(4 + 𝑖)2(5 − 2𝑖)2(6 + 𝑖)2 = (5 + 12𝑖)(15 + 8𝑖)(21 − 20𝑖)(35 + 12𝑖) =
78085 + 223908𝑖,
𝛼4 = (3 + 2𝑖)2(4 + 𝑖)2(5 − 2𝑖)2(6 − 𝑖)2 = (5 + 12𝑖)(15 + 8𝑖)(21 − 20𝑖)(35 − 12𝑖) =
199045 + 128892𝑖,
𝛼5 = (3 + 2𝑖)2(4 − 𝑖)2(5 + 2𝑖)2(6 + 𝑖)2 = (5 + 12𝑖)(15 − 8𝑖)(21 + 20𝑖)(35 + 12𝑖) =
−48635 + 232092𝑖,
𝛼6 = (3 + 2𝑖)2(4 − 𝑖)2(5 + 2𝑖)2(6 − 𝑖)2 = (5 + 12𝑖)(15 − 8𝑖)(21 + 20𝑖)(35 − 12𝑖) =
104005 + 213108𝑖,
𝛼7 = (3 + 2𝑖)2(4 − 𝑖)2(5 − 2𝑖)2(6 + 𝑖)2 = (5 + 12𝑖)(15 − 8𝑖)(21 − 20𝑖)(35 + 12𝑖) =
229445 + 59892𝑖,
𝛼8 = (3 + 2𝑖)2(4 − 𝑖)2(5 − 2𝑖)2(6 − 𝑖)2 = (5 + 12𝑖)(15 − 8𝑖)(21 − 20𝑖)(35 − 12𝑖) =
217925 + 93492𝑖,
Como 𝑁(𝛼𝑗) = 2371332, assim
2198352 + 889082 = 2371332
1190352 + 2050922 = 2371332
780852 + 2239082 = 2371332
1990452 + 1288922 = 2371332
486352 + 2320922 = 2371332
1040052 + 2131082 = 2371332
2294452 + 598922 = 2371332
2179252 + 934922 = 2371332.
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