Structure-enforced matrix factorization (SeMF) represents a large class of mathematical models appearing in various forms of principal component analysis, sparse coding, dictionary learning and other machine learning techniques useful in many applications including neuroscience and signal processing. In this paper, we present a unified algorithm framework, based on the classic alternating direction method of multipliers (ADMM), for solving a wide range of SeMF problems whose constraint sets permit low-complexity projections. We propose a strategy to adaptively adjust the penalty parameters which is the key to achieving good performance for ADMM. We conduct extensive numerical experiments to compare the proposed algorithm with a number of state-of-the-art special-purpose algorithms on test problems including dictionary learning for sparse representation and sparse nonnegative matrix factorization. Results show that our unified SeMF algorithm can solve different types of factorization problems as reliably and as efficiently as special-purpose algorithms. In particular, our SeMF algorithm provides the ability to explicitly enforce various combinatorial sparsity patterns that, to our knowledge, has not been considered in existing approaches.
Introduction

A matrix factorization model
Matrix factorization has a long history as a fundamental mathematical tool in matrix analysis. Traditionally, the term matrix factorization is used in an exact sense in reference to decomposing a matrix into an equivalent product form. Well-known examples of such exact factorization include, but not limited to, LU, QR, SVD and Cholesky factorizations. More recently, the term matrix factorization has also been widely used in an inexact sense in reference to approximating a matrix by a product of two factors where certain structures are either encouraged or imposed on one or both of the factors, reflecting prior knowledges about the desired factorization. Such approximate and structured matrix factorizations have found great utilities in various data-related applications, such as in signal and image processing and in machine learning tasks, primarily because they often help reveal latent features in a dataset.
To have a precise mathematical description, we let M ∈ R m×n be a given data matrix. For example, M may represent a sequence of n images each having m pixels. We now aim at approximating M by a product of two factors, i.e., M ≈ XY , where some prior knowledges on X ∈ R m×p or Y ∈ R p×n , or both, are available. To perform an approximate and structured matrix factorization, we consider the following general optimization model
where · F is Frobenius norm, and X and Y are subsets of R m×p and R p×n , respectively. In model (1) , the objective function measures data fidelity in a least-square sense, which is the most popular metric for data fidelity although other measures are frequently used as well. In this model, prior knowledges are explicitly enforced as two constraint sets X and Y whose members possess desirable matrix structures. The most useful structures of this kind include, for example, nonnegativity and various sparsity patterns.
We note that in the literature unconstrained optimization models are widely used where prior knowledges are handled through penalty or regularization functions added to the data fidelity term so that a weighted sum of the two is to be simultaneously minimized. In unconstrained optimization models, it is generally the case that desired structures are encouraged or promoted, but not exactly enforced as in a constrained optimization model like (1) . Obviously, both types of formulations have their distinct advantages and disadvantages under different circumstances.
The focus of this work is exclusively on studying a specific algorithmic approach to solving model (1) .
This approach is applicable to a range of constraint sets X and Y that are easily projectable (more details will follow later). Fortunately, as we will demonstrate, in many practically relevant applications constraint sets X and Y are indeed easily projectable.
We will call model (1) a structure-enforced matrix factorization (or SeMF) model, partly to distinguish it from models where structures are only encouraged or promoted like in unconstrained optimization models.
Generally speaking, model (1) is a non-convex optimization problem that could allow a large number of nonglobal local minima. In this case, it is well understood that a theoretical guarantee for a global minimum is extremely difficult or impossible to obtain. In this work, our evaluation of algorithm performance is solely based on empirical evidence, i.e., computational results obtained from controlled numerical experiments.
Related Works
Recently, numerous inexact and structured matrix factorization problems have arisen from various applications, including Matrix Completion, Principal component analysis (PCA), Sparse PCA, nonnegative matrix factorization (NMF), Dictionary Learning, to name a few. Many of these factorizations can be represented by the SeMF model (1) with different structure constraints.
Non-negative Matrix Factorization (NMF) [1] is a common matrix decomposition method for finding meaningful representations of nonnegative data. NMF has been proven useful in dimension reduction of
images, text data and signals, for example. The most popular data fidelity function in NMF is Frobenius norm squared, while another widely used function is the Kullback-Leibler divergence. There are many algorithms developed for NMF in the past decades such as multiplicative updates [2, 3, 4] , alternating least squares [1, 5] , and projected gradient type [6] . The work of Lee and Seung [7] demonstrates that NMF models tend to return part-based sparse representations of data, which has popularized the use of and research on NMF-related techniques. In particular, various NMF-inspired formulations add different regularization or penalty terms to promote desired properties, such as sparsity patterns in Y or orthogonality between columns of X, in addition to nonnegativity (see [8, 9, 10, 11, 12, 13, 14] , for example).
Approximate and structured matrix factorization problems also arise from dictionary learning, a data processing technique widely used in many applications including signal processing, compressive sensing and machine learning. Dictionary learning is to decompose a sampled dataset into a product of two factors, say X and Y where X is called a dictionary and Y a representation of the data (or a coding matrix) under the dictionary. As usual, some desired properties, such as nonnegativity and sparsity, can be imposed on either or both factors. Again, most algorithms in dictionary learning are developed based on minimizing data fidelity functions either with penalty/regularization terms or with explicit constraints (occasionlly with both). For instance, the popular algorithm K-SVD [15] , which is widely used to learn dictionaries for sparse data representation, is built on minimizing the Frobenius-norm data fidelity with explicit sparsity constraints on each column of the coding matrix Y . For very large training sets and dynamic (time-dependent) training data, a number of approximate matrix factorization models and so-called online algorithms have been proposed that also either encourage or enforce sparsity structures by various means (see [12, 16, 17, 18] , for example).
To this date, there is already a vast literature on applications of approximate and structured matrix factorization models to various areas along with special-purpose algorithms developed for solving those models. Many of those models can be formulated as instances of the SeMF model (1) if one uses the squared Frobenius norm fidelity measure and imposes structures as constraints. In practice, many structures are simple enough to allow "easy projections" that include, but are not limited to, nonnegativity, normality and various sparsity patterns.
Main Contributions
The structure-enforced matrix factorization (SeMF) model studied in this paper is a general and unifying mathematical model encompassing numerous problem classes arising from diverse application backgrounds.
The current state of affair is generally such that special-purpose algorithms are developed for solving indi-vidual problem classes. This work is motivated in part by the recent success of the classic alternating direction method of multiplier (ADMM or ADM) [19, 20] applied to compressive sensing (see [21, 22] , for example). Based on an extension of the classic ADMM (see more introduction in the next section), we devise a unified algorithm for solving the general SeMF model that can be effectively implemented as long as desired structure sets allow low-complexity projections (or approximate projections). Fortunately, most commonly desired structures, including sparsity and nonnegativity, do possess this property of easy projection. Applicable to a wide range of problem classes, a major advantage of the proposed algorithm is its extraordinary versatility unparalleled by most special-purpose algorithms. In addition, as will be discussed later, our algorithm is capable of handling certain sparsity patterns of combinatorial nature that have not been treated, as far as we know, by existing algorithms.
The classic ADMM methodology has theoretical guarantees of convergence for convex programs of two separable variables (see [23, 24, 21, 25] , for example). However, the general SeMF model (1) is highly nonconvex and non-separable for which even a moderately consistent practical performance is hard to obtain without careful modifications to the classic framework, letting alone any theoretical guarantee of performance. In this work, we develop a simple dynamic scheme to adaptively adjust the two most critical parameters in the algorithm. This dynamic scheme enables the resulting algorithm to work quite well in our extensive numerical experiments, in terms of both reliability and efficiency. Numerical results on several problem classes indicate that, on most tested problems, our unified algorithm compares favorably with state-of-the-art, special-purpose algorithms designed for individual classes. We believe that the new algorithm adds a versatile and useful technique to the toolbox of solving structured matrix factorization problems arising from a wide array of applications.
Organization
This paper is organized as follows. In Section 2, we propose to solve the Structured-enforced Matrix Factorization (SeMF) problem (1) by extending the classic alternating direction method of multipliers (ADMM)
for convex optimization to the SeMF case with a strategy for adaptively updating penalty parameters which is critical for the reliability and efficiency of the algorithm. In Section 3, we discuss the issue of projections onto several popular structure sets that need to be performed in the algorithm for solving relevant problems. Section 4 contains several sets of computational results comparing the proposed algorithm with several state-of-art, special-purpose algorithms. Finally, we concludes this paper in Section 5.
2 Alternating Direction Algorithm for SeMF
Classic ADMM Method
In a finite-dimensional setting, the classic alternating direction method of multiplier (ADMM or simply ADM) is designed for solving separable convex programs of the form
where f and g are convex functions defined on closed convex subsets X and Y of finite-dimensional spaces, respectively, and A, B and c are matrices and vector of appropriate sizes. The augmented Lagrangian function of (2) is
where λ represents a Lagrangian multiplier vector and β > 0 is a penalty parameter.
ADMM method [19, 20] is an extension of the classic augmented Lagrangian multiplier method [26, 27, 28] . It performs one sweep of alternating minimization with respect to x and y individually, then updates the multiplier λ; that is, at the iteration k an ADMM scheme executes the following three steps: given
where γ ∈ (0, 1.618) is a step length. It is worth noting that (4a) only involves f (x) in the objective and (4b) only g(y), whereas the classic augmented Lagrangian multiplier method requires a joint minimization with respect to both x and y, that is, substituting steps (4a) and (4b) by
which involves both f (x) and g(y) and is usally more difficult to solve. A convergence proof for the above ADMM algorithm can be found in [29] .
Extension to SeMF
To facilitate an efficient use of alternating minimization, we introduce two auxiliary variables U and V and consider the following model equivalent to (1) ,
where U ∈ R m×p and V ∈ R p×n . The augmented Lagrangian function of (5) is
where Λ ∈ R m×p , Π ∈ R p×n are Lagrangian multipliers and α, β > 0 are penalty parameters for the constraints X − U = 0 and Y − V = 0, respectively, and the scalar product "•" of two equal-size matrices A and B is the sum of all element-wise products, i.e., A • B = i,j a ij b ij .
The alternating direction method of multiplier (ADMM) for (5) is derived by successively minimizing the augmented Lagrangian function L A with respect to X, Y and (U, V ), one at a time while fixing others at their most recent values, and then updating the multipliers after each sweep of such alternating minimization.
The introduction of the two auxiliary variables U and V makes it easy to carry out each of the alternating minimization steps. Specifically, these steps can be written in the following form,
where P X (P Y ) stands for the projection onto the set X (Y) in Frobenius norm, and the subscript "+" is used to denote iterative values at the new iteration. Actually, we can write (7a) and (7b) exactly in closed forms,
Since the involved inverse matrices are both p × p, the corresponding linear systems are relatively inexpensive for p max(m, n). In this case, the dominant computational tasks at each iteration are the matrix multiplications M Y T and X T M , together requiring about 4kmn arithmetic operations (scalar additions and multiplications). On the other hand, when p is relatively large, then suitable approximation steps in (7a) and (7b) may be more efficient.
Based on the formulas in (7), we can implement the following ADMM algorithmic framework so long as we can compute the projections in steps (7c) and (7d). An update scheme for α and β, stated as Algorithm 2, will be described in the next subsection.
We use the following stopping criterion: for given tolerance tol,
Algorithm 1: ADMM Framework for SeMF
Input: M ∈ R m×n , integers p, maxiter > 0 and tol > 0
Output: X ∈ R m×p and Y ∈ R p×n Set α, β > 0.
Set U, V, Λ, Π to zero matrices of appropriate sizes, and Y to a random matrix.
for k = 1, maxiter do Update (X, Y, U, V, Λ, Π) by the formulas in (7) .
if stopping criterion (9) is met then output X, Y , and exit.
end Update penalty parameters α and β by Algorithm2. end where f k = M − X k Y k F and X k is the k-th iterate for the variable X, and so on. For the sake of robustness, in our implementation we require that the above condition be satisfied at three consecutive iterations. In other words, we stop the algorithm either when data fidelity does not change meaningfully in three consecutive iterations or both variables X and Y do not change meaningfully in three consecutive iterations.
We note that Algorithm 1, with fixed penalty parameter values, has been studied in [30] for a special case of the SeMF model -the nonnegative matrix factorization (NMF) problem where the structure sets X and Y contain element-wise nonnegative matrices of appropriate sizes. The current work is a further extension beyond the work in [30] .
Adaptive Penalty Parameter Update
It is well known that the penalty parameters α and β are the most important algorithmic parameters in the ADMM framework. Even in the classic case of separable convex programming problem (2) where f and g are convex functions and X and Y are convex sets, the value of the penalty parameter β can still greatly affect the speed of convergence in practice, even though global convergence is guaranteed for any β > 0 in theory. This sensitivity to penalty parameter values, not surprisingly, only becomes much more severe in our extended ADMM framework where the objective function is neither convex nor separable, and the constraint sets are mostly nonconvex as well. In addition, there are three sets of variables, X, Y and (U, V ) that are minimized sequentially, as opposed to two sets in the classic case. Indeed, experiments indicate that without getting both α and β in some proper ranges, the algorithm could hardly find any good solution close to a global minimum, either going to a bad local minimum or becoming excessively slow or even stagnate.
In general, it is extremely difficult to be able properly choose fixed values for the penalty parameters α and β for each class of problems due to widely varying characteristics of problem instances. Therefore, we consider developing an adaptive scheme to update the penalty parameters during iterations. Short of solid theoretical guidances, we have developed a set of heuristic rules and validated them by extensive numerical experiments.
Firstly, we note that both U and V are feasible since U ∈ X and V ∈ Y always hold in our algorithm after the steps (7c) and (7d). If M − U V F is small, then XY = U V should represent a desired structured factorization since M ≈ XY . Now, if the quantity M − U V F has been sufficiently decreased after every iteration (or after every 3 iterations, say, for that matter), then we consider that the current values for both α and β are appropriate and will leave them unchanged. Specifically, we skip updating whenever
where ε ∈ (0, 1) is a small tolerance value. If the above test fails, then we update (α, β) according to three different scenarios.
Case 1. Near feasibility of X and Y :
The above inequality indicates that, relatively speaking, there is little difference between the two terms M − XY F and M − U V F , implying that U V is almost the same as XY after projections (7c) and (7d). Thus, most likely, (X, Y ) is already nearly feasible due to large enough penalty parameters α and β.
In this case, we increase the weight of the fidelity violation term XY − M 2 F in the augmented Lagrangian function (6) by reducing both α and β in order to facilitate a significant decrease in fidelity violation at the next iteration (or next a few iterations).
Case 2. Non-improved feasibility for at least one variable:
In this case, we consider increasing α and/or β independently according to the changes in X − U F and in Y − V F . Take the former as an example. If X − U F does not decrease during the past several iterations, then we increase its corresponding penalty parameter α in order to facilitate its decrease in future steps to make X more feasible. The same argument applies to the term Y − V F . We can expect that if we keep increasing one or both penalty parameters the iterates will eventually reach Case 1 since (X, Y ) will be getting closer and closer to (U, V ).
Case 3. Now both conditions (11) and (12) have failed. We consider the condition
which implies that fidelity has not been improved sufficiently. In this case, we choose to decrease both penalty parameters α and β to allow a faster reduction in fidelity violation. On the other hand, if condition (13) does not hold, then both feasibility and fidelity are improving, but there is still a considerable gap between M − XY F and M − U V F since condition (11) does not hold. In this case, we choose to increase α and β in order to accelerate feasibility satisfaction and to narrow the gap between M − XY F
subsets while (X, Y ) is "free". Hence suddenly closing the gap between M − XY F and M − U V F usually means at least a temporary increase in the value of M − XY F . An alternative option here is to keep α and β unchanged which would also seem reasonable. We opt for increasing α and β based on empirical observations that this strategy can often speed up convergence and help avoid to be trapped by local minima.
The proposed adaptive penalty parameter update scheme is summarized in Algorithm 2.
Algorithm 2: Adaptive Penalty Parameter Update Input: α and β
Output: α and β, possibly updated Set µ, ν > 1 and select a small ε ∈ (0, 1).
If (10) is satisfied, then exit.
(No update)
If (11) is satisfied, set α = α/ν, β = β/ν, and exit. For the sake of robustness, we evaluate all the conditions in Algorithm 2 in an average sense at every q > 1 iterations rather than at every iteration. Namely, all the quantities involved are the average of q iterations. In this paper, we always fix the number at q = 5 throughout our experiments. Specifically, to evaluate condition (13) at iteration 20, for example, we actually evaluate the inequality below:
which of course requires to save and update the involved average quantities.
Overall, the spirit of the above updating rules is to find a good balance between the progresses of fidelity and feasibility; namely, between the three terms M − XY F , X − U F and Y − V F in the augmented Lagrangian function while also taking into account the value of M − U V F . Although there is no theoretical guarantee about the performance of our algorithm on the highly nonconvex problem (1), our adaptive update strategy does appear to have worked well on numerous test matrices and structure sets. In particular, we present numerical results comparing the dynamical update scheme with fixed-value penalty parameters in Section 4.
Projections onto Structure Sets
Our SeMF algorithm, i.e., Algorithm 1, requires to project a point X onto a structure set X , and Y onto Y as well, at each iteration. Since either X or Y can be nonconvex, some clarifications are necessary.
Definition of Projection
For a given norm · , the projection of x ∈ R n onto a subset S ⊂ R n is normally defined as
It is well-known that when S is a nonempty, closed and convex subset, then the projection is uniquely defined for any x ∈ R n . Short of convexity for S, however, the projection defined by (14) can be non-unique at least for some x. Although this non-uniqueness hardly poses any real problem in practice, we need to extend the definition of projection so that P S (·) refers to any one of the minima if multiple minima exist in (14) . In addition, in defining projections we always use the Euclidean norm (or Frobenius norm for a matrix space).
Projections onto Some Simple Sets
We first briefly discuss projections onto several simple sets often appearing in applications that allow easy projections. We will assume that the relevant spaces consist of matrices X. For simplicity, we only list structures imposed on each column X j of X where X j is the j-th column of X, but they can be equally imposed on rows (or on other types of blocks) of X.
• Non-negativity: S = {X : X ij ≥ 0, ∀ i, j}.
[P S (X)] ij = max(0, X ij ).
• Sparsity: S = {X : X j 0 ≤ k, ∀ j} where · 0 is the number of nonzero elements in a vector.
In the above, X j 0 ≤ k means that the j-th column, X j , contains at most k nonzero elements. Without loss of generality, assume that the absolute-value vector |X j | is already ordered in a descending order so that |X 1j | ≥ |X 2j | ≥ · · · , and so on.
• Orthogonality to a fixed column: S = {X : X j ⊥ X j , ∀ j = j } where j is given.
where we assume that X j = 0 (otherwise no operation is necessary).
• Column Normalization: S = {X : X j 2 = 1, ∀ j}.
where, without loss of practical generality, we assume that X j = 0 for all j (otherwise, a zero column could be replaced by an arbitrary unit vector).
Projections onto Combinatorial Structure Sets
We demonstrate that some sparsity structure sets of combinatorial nature also permit easy projections. 
By the properties described above, each column of Y K , K = A, B, C, D, can have at most one nonzero component; that is, each block Y K belongs to the structure set
and the projection onto T , P T (·), is defined as in (15) . Meanwhile, the matrix Y belongs to the set
and the projection onto S is
Obviously, the above projection can be easily extended to more complex situations. For example, each block of Y may have a different number of rows, and the column sparsity of some blocks may be more than one. To the best of our knowledge, so far there has been no algorithm designed to directly handle such combinatorial properties.
In the above example we may very well demand that Y be nonnegative. This means that Y belongs to the intersection of S defined in (19) and the set of nonnegative matrices of proper sizes. Projections onto such intersections will be discussed next.
Projections onto Certain Intersection Sets
We consider two intersection sets that will appear in our experiments later. We prove that the projections onto these intersection sets can be carried out by successively performing one projections after another in a specified order. Assume again that structures are imposed on each column of X.
Proposition 1.
(Non-negativity + Sparsity)
Proof. Due to separability of Frobenius-norm square, without loss of generality we can assume that X has only a single column. For convenience, we replace X by a vector x ∈ R m , and use the following denotation:
so that x = x + + x − and x T + x − = 0. There also holds
where the norm is the Euclidean norm by default. Let y ∈ P S 2 (P S 1 (x)) = arg min
Clearlyỹ ∈ S 1 ∩ S 2 and
For any y ∈ S 1 ∩ S 2 , since y ≥ 0 and x − ≤ 0,
For any y ∈ S 1 ∩ S 2 , in view of the identity
where the second equality follows from (23), the first inequality from (22) , and the second inequality from (24) . This proves that P S (x) = arg min y∈S y − x 2 = P S 2 (P S 1 (x)).
Proposition 2. (Sparsity + Positive Equal Nonzeros)
Let S = S 1 ∩ S 2 where S 1 = {X : X j 0 = k, ∀j} ∪ {0} and S 2 = {X :
For all j, let X j be the j-th column of X, and I j contain the indices of k largest elements of X j and
Proof. Again by separability, we replace matrix X by vector x without loss of generality. For any vector
x ∈ R m , we will explicitly solve the minimization problem P S (x) = arg min y∈S y − x 2 .
We note that for any y ∈ S, either y has k positive nonzeros so that y I = α > 0 for some index set I of cardinality k (i.e., |I| = k) or y = 0 corresponding to I = ∅, while elements of y outside of I are understood to be all zeros. For an arbitrary I with |I| = k and a corresponding y ∈ S, consider the problem
If for all I with |I| = k we have mean(x I ) ≤ 0, then the first term above is nonnegative so that y − x 2 ≥ x 2 , implying that y = 0 is the unique minimizer (thus the projection of x on S). Otherwise, y − x 2 ≥ x 2 − k(mean(x I )) 2 and the minimum is attained when (i) α = mean(x I ), and (ii) mean(x I )
is maximized over all I with |I| = k; i.e., when I contains k largest elements of x (the minimizer may not be unique though). To sum up, we conclude that the optimal value of α is α * = max(0, mean(x I * )) where I * contains k largest elements of x. This completes the proof.
each individual set. In those cases, one may consider to compute an approximate projection using a round or more of successive projections onto the individual sets.
Computational Results
This section contains four sets of numerical experiments. In Section 4.1, we evaluate the performance of our SeMF algorithm, implemented in Matlab, with and without the adaptive penalty update scheme to illustrate the advantage of the scheme (i.e., Algorithm 2). In Section 4.2, we apply the SeMF algorithm to dictionary learning for sparse representation and compare it with the well-established algorithm K-SVD [15] . In Section 4.3, we apply the SeMF algorithm to sparse nonnegative matrix factorization using the dataset ORL [31] and compare it with one of the latest algorithms designed for this problem. Finally, in Section 4.4, we illustrate the versatility of our SeMF algorithm by adding various constraints to the factorization of the swimmer dataset [32] to achieve improved quality.
All numerical experiments were run under Matlab version 8.0 (R2012b) on a Thinkpad laptop computer with an Intel Core i5 processor at 2.5GHz with 8GB RAM.
The basic default setting of our SeMF algorithm is as follows. Throughout our experiments, we always use the exact formula (8a) and (8b) in place of (7a) and (7b) to update X and Y in Algorithm 1. We set the maximum number of iterations to maxiter = 1000 and the tolerance value to tol =1e-06, unless otherwise specified. In any comparison run, we always use the same random initial guess to start all tested algorithms.
In Algorithm 2 (adaptive penalty parameter update scheme), we always use the parameter values µ = 2, ν = 5 and ε = 5 × 10 −4 .
Unless otherwise specified, in Algorithm 2 we initialize penalty parameters to α = β = M F /100.
Validating Adaptive Penalty Update Scheme
To illustrate the effectiveness of our adaptive penalty parameter update scheme given in Algorithm 2, we conduct a set of tests using synthetic data to compare the behavior of our SeMF algorithm with and without the adaptive scheme.
For each test instance, we randomly generate a matrix X ∈ R 40×60 using the Matlab commend randn while each column of X is normalized to unit 2 -norm. We then construct a sparse matrix Y ∈ R 60×1500 so that each column of Y has 3 non-zeros in random values (using randn) and at random locations. Then we synthesize the 40 × 1500 "exact" data matrix as the product M = XY . In this case, the structure sets are
We test on 6 pairs of initial penalty parameters
Based on empirical evidence, we set α = 10 × β since such a choice tends to give better convergence results for fixed penalty values in a proper range.
The convergence curves on M − U V F and M − XY F are shown in Figure 1 . It should be evident from Figure 1 that the adaptive updating strategy indeed dramatically improves the robustness of Algorithm 1 with respect to choices of penalty parameters. With fixed parameter values, the algorithm was successful only for one pair of values out of the total of six (see the lower left plot), but with the adaptive scheme it succeeded in all six cases which span a wide range in magnitude. We believe that this robustness represents a major advantage for our adaptive strategy.
We should add that with random starting, the plots in Figure 1 only represent a typical output but not a deterministic one for solving the highly nonconvex optimization problem (1). Roughly speaking, out of many random runs using these 6 pairs of initial parameter values, about 80% of times our algorithm with the adaptive scheme obtains an "exact factorization", which is defined as the root-mean-squared error (RMSE)
is below the tolerance of 10 −10 ; that is, M − XY F / √ mn < 10 −10 for M ∈ R m×n . 
Learning Dictionary for Sparse Representation
In recent years, there is a growing interest in the study of dictionary learning for sparse representations of signals. Roughly speaking, we say that a signal y ∈ R m admits a sparse representation under a dictionary D ∈ R m×n if one can find a linear combination of "a few" columns (atoms) from D that is "close" to the signal y. Sparse representations serve useful purposes in many signal processing tasks, and a key to success is to have a sufficiently good dictionary. In many situations, a good dictionary, such as a wavelet basis, is known a priori. Most earlier works in this field have been done based on this premise, and algorithms have been developed to reconstruct signals from a given dictionary and associated measurements. Such algorithms include, but not limited to, Matching Pursuit (MP) [33] , Orthogonal Matching Pursuit (OMP) [34, 35, 36, 37] , Basis Pursuit (BP) [38] and the Focal Under-determined System Solver (FOCUSS) which use different sparsity measure p -norm (0 ≤ p ≤ 1) [39, 40, 41, 42] . More recently, there is a growing body of works without assuming that a dictionary is known. Instead, a dictionary is constructed for training data using learned techniques such as K-means [43] , Maximum Likelihood Methods (ML) [44, 45, 46, 47] , Method of Optimal Directions (MOD) [48, 49, 50] , Maximum A-posteriori Probability (MAP) [51, 52, 53] , K-SVD [15] , or Online Dictionary Learning (ODL) [16] , for example. Under favorable conditions, learning the dictionary instead of using off-the-shelf bases has been shown to dramatically improve signal reconstruction.
Dictionary learning for sparse representation can be formulated as a Structured-enforced Matrix Factorization (SeMF) problem. Here we will change our notion to the one more popular in the literature of dictionary learning. We denote a training dataset by Y (in place of M ), a dictionary by D (in place of X) and a sparse representation by X (in place of Y ). The corresponding SeMF model (1) takes the following form,
where,
Both D and X are easily projectable sets so that we can apply our SeMF algorithm to (25) without difficulty.
We compare our SeMF algorithm with the well-established K-SVD algorithm [15] on synthetic signals constructed as in the experiments in [15] . The operations of K-SVD consist of two alternating stages:
an SVD stage and a sparse-coding stage. The main computational cost is with the latter stage which is performed by using an orthogonal marching pursuit (OMP) algorithm. In our comparison, we use the Matlab code KSVDBox (v13) 1 that calls the package OMPBox (v10) [37] for doing OMP operations.
Generation of the data:
A random matrix D (referred to later on as the generating dictionary) of size m × p is generated with iid uniformly distributed entries, each column of which is normalized to 1 Available at http://www.cs.technion.ac.il/˜ronrubin/software.html.
a unit 2 -norm. Then n signal samples of dimension m are produced, each a linear combination of k different generating dictionary atoms, with uniformly distributed iid coefficients in random and independent locations. White Gaussian noise is added to the resulting data signal samples. We denote the generated signal samples as Y .
Evaluation of computed dictionaries:
The quality of a computed dictionary,D, is evaluated against the generating dictionary D. This comparison is done by sweeping through columns of the generating dictionary and finding the closest one (in 2 -norm) inD, measuring the distance via the formula
Then define the distance between the two dictionaries by the mean
As is defined in [15] , we say that the atom d j is successfully recovered if the distance dist(d j ,D) ≤ 0.01.
Setting of the tests:
In SeMF algorithm we use the default setting except using maxiter = 500. In K-SVD algorithm, we set maxiter = 200 as was used in the paper [15] (most tests terminate within 100-150 iterations). In this experiment, we perform three sets of tests where the dictionary size is always set to (m, p) = (20, 50). Unless specified otherwise, we set sparsity k = 3, and add white Gaussian noise to generated sample so that the signal-noise ratio SNR = 20.
In the first test, we vary the sample size n from 200 to 1000 with increment 50, compute the percentage of recovered atoms of the generating dictionary and the distance between the learned and generating dictionaries defined in (28) , and record computing time used by SeMF and K-SVD algorithm, respectively.
For each quantity, we report the average of 20 runs starting from the same random initial points for the two methods. The results are the three plots in Figure 2 . The essential observation from Figure 2 is that in this test set SeMF tends to perform better than K-SVD in a consistent manner when the number of sample is relatively small. As the number of samples increases, the performances of the two eventually become indistinguishable in terms of quality of recovery. In terms of computing time, the tendency appears to be that SeMF would eventually become more expensive than K-SVD as the sample size continues to increase. We do mention that the dominant computational task (sparse coding) in K-SVD is coded in C language, while SeMF is coded entirely in Matlab. In addition, we note that in this test there is really no need to use sample sizes much larger than n = 500 at which level SeMF is still faster than K-SVD is.
In the second test, we vary the sparsity level from k = 1 to 5 and find the smallest number of samples needed to recover at least 90% of the generating dictionary. At each sparsity level k, we start from sample size n = 200 and run SeMF and K-SVD each 10 times with different random starting points, and then record the average recovery rate in percentage. If the average is less than 90%, we increase the number of samples by 50 and repeat the process, until both SeMF and K-SVD reach the average recovery rate of 90%.
The results from this test are given in Figure 3 , which show that, to learn those tested dictionaries, SeMF tends to require considerably less samples than K-SVD does, especially when the training data have high sparsity. Recall that there are 50 atoms in total for all the generating dictionaries. Hence, the number 40, for example, implies a 80% recovery rate.
The plot in Figure 4 suggests that in this test SeMF demonstrate a slightly higher degree of robustness than K-SVD do when there is noise in data, especially when the noise level is relatively high (SNR = 10). 
Factorizing Face Images from ORL database
Lee and Seung [7] find that nonnegative matrix factorization (NMF) produces part-based representations when applied to the CBCL face image database 2 . However, it is noted by Hoyer [10] that when applied to the face images in the ORL database [31] , which are not well aligned, the resulting representations appear to be rather global and holistic. Numerous sparsity constraints have been proposed to be added to NMF in order to promote part-based representations.
The ORL database contains 400 face images of the resolution 92 × 112 = 10304 pixels. These face images form the training data matrix M of size 10304 by 400. In the computational experiments of [10, 13] , the number of basis vectors in X is set to 25. Hence the sizes of X and Y are 10304 × 25 and 25 × 400, respectively. We use the same setting to test our SeMF algorithm on the ORL database via solving the following problem,
As in [10] , we run tests for three values of sparsity k (the number of nonzero pixels), corresponding to 33%, 25% and 10% of the total number of pixels per image (10304). In SeMF, we set the maximum number of iterations to maxiter = 500 and choose initial penalty parameter value α = β = 0.3 M F .
We do a comparison between our SeMF algorithm and a recent algorithm by Peharz and Pernkopf [13] , implemented in a Matlab package called NMF 0 (in which only the function NMF 0 -W is relevant to our tests) 3 , which has been reported to produce good results and to be faster than the earlier algorithm of Hoyer [10] . In our experiment, we use the default setting of the code NMF 0 without any change. Figure 5 shows the computed basis vectors in a particular run, reshaped into 92 × 112 images, returned We see from Figure 5 that the images from the two methods are visually similar. As the basis images becomes sparser, they naturally also become more part-based. To quantify the solution quality and running time, we make 10 random runs and compute the average running time and average SNR, as is done in [13] , where SNR is defined in db as
In Table 1 , we tabulate the average SNR (in db) and average running time (in second). While the SNR values are close (with a slight advantage towards SeMF), we observe that SeMF takes considerably less time than NMF 0 does on these test problems. It is interesting to note that the gap in running time widens as the number of nonzero entries in basis images increases. The running time of NMF 0 is roughly linearly proportional to the number k since a major operation in the algorithm is component-wise multiplication of sparse matrices. On the other hand, the running time of SeMF is independent of k. However, we note that the update formulas (8a) and (8b) both require solving linear systems of size p × p where p is the number of basis vectors in X. In the current tests p = 25 which is negligible relative to m = 10304. When p becomes relatively large, the speed advantage of SeMF should diminish to some extent.
Factorizing the Swimmer Dataset
The A central question here is that given enough samples like those shown in Figure 6 , can and how one recover the "ground truth" basis images given in Figure 7 in an exact order? By "an exact order", we mean that each row should include all four possible positions of a limb. To see this clearly, we look at Figure 8 where the 17 basis images are grouped into five natural groups so that each swimmer sample consists of five images each coming from one of the five groups. This is precisely a combinatorial property discussed on Section 3.2.
So far, numerous papers have tried their algorithms on the Swimmer Dataset with a varying degree of success (or failure). Like the plain NMF model [7] , the code called Nonnegative Sparse Coding (NNSC) [8] [9, 54] imposes penalization on the encoding matrix vectors (columns of Y in our notation) and locality constraints on the basis matrix (X in our notation) aiming to extract binary-like, quasi-orthogonal basis images. Algorithm NMFsc (NMF with sparseness constraint) [10] adds sparsity constraints to classical NMF using a particular sparseness measure.
Algorithm nsNMF (Non-smooth NMF) [11] also adds a non-smooth cost function to promote sparseness which then is smoothed with a parameter controlling the degree of smoothness. These algorithms, LNMF, NMFsc and nsNMF, can extract a cleaner torso, but not completely eliminate torso ghosts in limbs. In [55] , a rather general framework called Constrained Sparse Matrix Factorization (CSMF) is proposed including a special case of CSMF, called CSMFnc that handles nonnegativity. The model Structured Sparse Principal
Component Analysis (SSPCA) [12] utilizes a regularization function introduced in [17] , which influences not only the number of nonzeros (in X) but also the whereabouts of them. In a recent work [14] , the authors propose models called spatial NMF and spatial nonnegative component analysis (Spatial NCA) using socalled pixel dispersion penalty to favor spatially localized basis images. Utilizing enough properties of the ground truth images, these latest algorithms, CSMFnc, SSPCA, Spatial NMF and Spatial NCA, can successfully recover the ground truth basis images (more details of some of these results can be found in [14, 55] ). However, it is worth emphasizing that these recovered ground truth basis images are usually not grouped in "an exact order" as is defined above.
For the Swimmer Dataset, the SeMF problem takes the form:
where definitions of structure sets X and Y will depend on what prior information we impose. We mention that, as in all of the previous tests on Swimmer Dataset, all 256 distinct samples are included in the sample matrix M which is 1024 × 256.
We test our SeMF algorithm on the Swimmer Dataset with several choices of X and Y. Throughout the tests, we set maxiter = 2000, tol = 10 −6 , and initialize penalty parameters to (α, β) = (1, 1) × M F /100, while all other parameters are in default setting.
Sparse NMF
We first try the standard sparse NMF: nonnegativity on X and Y plus sparsity on Y , all column-wise. It is known that the number of nonzeros of each Y j should be 5 (choosing 5 parts from 17 basis). In this case,
Clearly, both X and Y are easily projectable sets (see Section 3). A typical output from our SeMF algorithm is shown in Figure 9 (a). We observe that the outputs are similar to results of any other algorithms when only imposing nonnegativity on X and sparsity or nonnegativity on Y ; that is, the recovered torso is not clean and the limbs have ghost torsos attached.
Sparse NMF with equal nonzeros
In the next experiment, we incorporate the information that since the samples are simple sums of the basis images the nonzeros in Y should be equal. Thus we try the following structure sets:
which permit easy projections, as is shown in Section 3. With these structure constraints we solve problem (31) by our SeMF algorithm, and plot a typical result in Figure 9 (b). We observe that now a clean torso is recovered, but some limbs still have ghost torso, similar to those results obtained by algorithms like LNMF [9, 54] , NMFsc [10] and nsNMF [11] . 
Sparse NMF with orthogonality
Since the 17 basis images in Swimmer Dataset are non-overlapping, they are mutually orthogonal. We utilize just one piece of such orthogonality information to help improve recoverability. Assuming that the torso is the 17th part, we require that all limbs be orthogonal to it. In addition, we impose a known upper bound on the number of nonzeros in the torso image which happens to be 17 as well. Together, the resulting structure sets are:
In this case, a closed form of P X , the projection onto X , is still unknown to us. To approximate P X , we do a round of successive projections as follows: first nonnegativity projections for all, then sparsity projection for X 17 , then orthogonality projections for X 1,··· ,16 , and finally nonnegativity projections for X 1,··· ,16 to eliminate any possible violation in nonnegativity. It turns out, as numerical results show, that this approximation to P X works adequately well for Swimmer Dataset. A typical output of basis images from our SeMF algorithm is plotted in Figure 10(a) , showing that all 17 basis images are successfully recovered.
The quality of the solution is similar to that obtained by CSMFnc [55] , SSPCA [12] , Spatial NMF and Spatial NCA [14] . (For some reason still unknown to us, the central torso is typically extracted as the 17th part as is planned, even though it is not the only part satisfying the specified structures.)
It is noticeable that the basis images in Figure 10 (a) are not in an exact order, hence there is no group information recovered.
Sparse NMF with combinatorial patterns
Finally we consider the combinatorial structure of Swimmer Dataset discussed earlier in this section. We denote X 17 as the central torso like in (34) , and each 4 columns of {X 1 , · · · , X 16 } as one limb group.
Correspondingly, we divide the rows of Y into five groups as well. It is known the 5 non-zeros in every column Y j are distributed over the 5 groups with one nonzero in each group. As such we have the structure sets: X = {X : X ij ≥ 0, X 17 0 ≤ 17, X 1,··· ,16 ⊥ X 17 },
where G t = 4(t − 1) + {1, 2, 3, 4}, t = 1, 2, 3, 4, and G 5 = {17}. We compute the projection P X by the same approximation as for (34) . The projection P Y can be exactly computed as is described in Section 3.3. A set of typical basis images computed by solving (31) with (35) is presented in Figure 10 there is no other algorithm that is designed to exploit combinatorial sparsity like our SeMF algorithm does.
As we have purposely alluded to, the results presented are typical but not deterministic. Since we always start from random initial points and the problems are nonconvex. A global minimum is by no means guaranteed in theory, even with out dynamic penalty scheme which often helps escape from local minima in practice. In our repeated testing, we do sometimes obtain less favorable results than those presented in Figure 9 and Figure 10 . By our estimate, the overall success rate of our SeMF algorithm in all the Swimmer dataset tests is about 90% or higher. In general, the success rate goes up as we add more structural information. For example, we have tried to add the equal nonzero constraint: Y ij = α j > 0, ∀ Y ij = 0 to the structure set Y in (35) and do a succesive projection approximation. Out of a large number of trials, we have not encountered any failure in getting the results in Figure 10 (b).
Concluding Remarks
In summary, we have accomplished the following tasks in this paper.
1. We have devised a versatile algorithmic framework, via the approach of variable-splitting and ADMM, for solving a large class of structure-enforced matrix factorization (SeMF) problems. To apply the algorithm, a user is only required to supply one or two projection functions, either exact or approximate.
To tackle the critical issue of penalty parameter selection in ADMM, we have developed an adaptive penalty parameter update scheme that frees a user, at least partially, from the difficult task of selecting and tuning penalty parameters.
2. We have extensively tested our algorithm on several classes of problems. Empirical evidence shows, rather convincingly, that the algorithm is quite effective in solving all the tested problems. Its performance has been found to be competitive with, often favorable to, some existing special-purpose algorithms representing the state of the art.
Structured matrix factorization problems are generally highly nonconvex, and problems in real-world applications can be much more complex and more difficult to solve than the test problems used in this paper.
Even though we have not intention to claim that the algorithm presented in this paper can be taken as a out-off-shelf solver for any particular application without further careful work, we do believe that it adds to the toolbox of structured matrix factorization a versatile and useful technique.
