ABSTRACT The fuzzy soft set (FSS) that combines soft set theory with fuzzy set theory has been introduced to deal with uncertainty in many practical decision-making problems. However, there exist some less important and superfluous information in the decision-making process which should be removed. In order to settle these problems, different methods have been developed for parameter reduction of FSS which are based on different decision criteria. In this paper, the problem of parameter reduction of FSS is studied based on choice value criteria. Initially, some previous reduction approaches such as; normal parameter reduction (NPR), proximate normal parameter reduction (PNPR) and distance-based parameter reduction (DBPR) of FSS are analyzed and their inherent difficulties are discussed. Then, a new method for parameter reduction of FSS is proposed and its heuristic algorithm is given. The proposed algorithm is compared with NPR, PNPR and DBPR algorithms from the aspects of success rate of finding reduction, reduction ratio and decision ability, respectively. The comparison results show that the proposed algorithm has much higher applicability and efficiency as compared to rest of the three algorithms. Finally, an application of our proposed algorithm is discussed in a real life decision-making problem.
I. INTRODUCTION
Nowadays, we are facing so many problems in our daily life which involve uncertain, imprecise and fuzzy information. These kinds of problems often arise in the field of engineering, computer science, environmental sciences, medical sciences and social sciences. Since the classical set theory have a lot of limitations, it is not so effective to take on with such a wide class of uncertainty. Therefore, to handle these uncertainties in a befitting manner, a number of mathematical theories have been developed such as; theory of probability [1] , theory of fuzzy sets [2] , theory of intuitionists fuzzy sets [3] , theory of interval mathematics [4] and theory of rough sets [5] . However, each of the afore-mentioned theory has its inherent difficulties, which were mentioned by Molodtsov in [6] .
To solve these problems, Molodtsov [6] inaugurated a new, easy and straightforward mathematical theory, called soft set theory. Soft set theory uses parameterization as its key tool in its development and applications. The known
The associate editor coordinating the review of this manuscript and approving it for publication was Yongqiang Cheng. parameterized information in soft set are used as a benchmark for decision making. After Molodtsov, Maji et al. [7] and Ali et al. [8] defined several set-theoretical operations in soft set theory. Beside this, the real life applications of soft set have been discussed in many directions such as; medical diagnosis [9] - [11] , incomplete data analysis [12] , [13] and decision making [14] - [17] .
Although, soft set theory has the parametrization tool, however in some rare cases where the datasets are nonBoolean, it requires hybridization which could establish larger paradigms and make the decision-making process enormously simple and more proficient from available data. For this reason, some extended models of soft set have been obtained by combining soft set with other mathematical structures such as; fuzzy soft set [18] , interval-valued fuzzy soft set [19] , intuitionistic fuzzy soft set [20] , interval-valued intuitionistic fuzzy soft set [21] , intuitionistic fuzzy parameterized soft set [22] , vague soft set [23] , soft rough set [24] , probabilistic soft set [25] , Belief interval-valued soft set [26] and so on. Among these models, the development of fuzzy soft set (FSS) has been remained an important branch of the soft set theory. Roy and Maji [27] presented a FSS-based approach to object recognition from an imprecise multi-observer data. The approach of Maji and Roy was further improved in [28] . A combined forecasting approach based on FSS was introduced by Xiao et al. [29] . Feng et al. [30] introduced the concept of level soft set and provided an adjustable approach to FSS-based decision making. Alcantud [31] proposed a new algorithm for FSS-based decision making from multi observer input parameter dataset. Zhang et al. [32] initiated the concepts of fuzzy soft β-minimal (maximal) descriptions and developed four new types of fuzzy soft β-neighborhoods. Zhang and Zhan [33] developed a new algorithm by means of fuzzy soft β-coverings based fuzzy rough set,. Similarly, the applications of FSSs have been explored in many directions which can be found in [34] , [35] .
Recently, parameter reduction has gained considerable attention and become an active field in soft set theory. The process of parameter reduction is used to eliminate unnecessary and redundant information during decision-making process without changing the decision order of alternatives. Maji et al. were the first who put forward the idea of reduct-soft set in [36] . Since then, many researchers have took part in this field and proposed different algorithms for parameter reduction of soft set. In [37] , Chen et al. considered Maji's method as an attribute reduction in rough set theory and proposed a new method for parameter reduction of soft set. However, Chen et al.'s method was failed to maintain the decision orders of all decision alternatives after the reduction process. To overcome this problem, Kong et al. [38] introduced the concept of normal parameter reductions (NPR) in (fuzzy) soft set theory and presented its heuristic algorithm. However, the NPR algorithm of soft set as proposed in [38] was difficult to understand and involved a great amount of computations. Therefore, this algorithm was further studied by different authors such as Ma et al. [39] , Danjuma et al. [40] and Abid and Zhu [41] to reduce its computation complexity. In [42] , Kong et al. introduced the idea of approximate normal parameter reduction (PNPR) of FSS. Khameneh and Kiliçman [43] introduced an adjustable approach to parameter reduction of FSS based on three-way decision criteria. Kong et al. [44] studied the problem of parameter reduction of FSS based on score criteria, and introduced a new NPR algorithm in FSS theory. Ma and Qin [45] introduced a distance-based parameter reduction (DBPR) algorithm for FSS and discussed its application in decision-making problems. Some more study about prarametrization reduction of (fuzzy) soft set can be found in [46] - [50] .
In this study, we consider the problem of parameter reduction of FSS based on choice value criteria. First, we briefly discuss the three well-known algorithms namely; NPR, PNPR and DBPR algorithms of FSS and highlight their inherent difficulties. Then, we present a novel approach to parameter reduction of FSS and propose a new reduction algorithm which overcomes the setbacks of the above three algorithms. Some comparison results are given to show that the propose algorithm has much higher applicability and efficiency as compared to NPR, PNPR and DBPR algorithms, respectively. At the end of the study, the application of the propose algorithm is discussed in a real life decision-making problem.
The rest of this paper is organized as follows. In Section II, some basic notions of soft set theory and fuzzy set theory are reviewed. The limitations of NPR, PNPR and DBPR algorithms of FSSs are summarised in Section III, respectively. A new method for parameter reduction of FSS and its heuristic algorithm are given in Section IV. A comparative study among the four algorithms is provided in Section V. A practical application of our propose algorithm is discussed in Section VI. Finally, the paper is concluded in Section VII.
II. PRELIMINARIES
This section reviews some basic notions regarding soft set and fuzzy soft set.
Definition 1 [6] : Let U be a nonempty finite universe of objects and E be the set of parameters describing the objects in U , and P(U ) be the power set of U . A pair (F, E) is called a soft set over U , where F is a mapping given by
That is, the soft set is not a type of the set, but a parameterized family of subsets of the universe U .
Maji et al. [18] extended the idea of soft set to fuzzy soft set in the following way.
Definition 2 [18] : Let U be a nonempty finite universe of objects and E be the set of parameters describing the objects in U , and F U be the fuzzy power set of U . A pair (F, E) is called a fuzzy soft set (FSS) over U , where F is a mapping given by
A FSS (F, E) over U can be represented by a data table whose entries belong to the unite interval [0, 1] . Let U = {u 1 , u 2 , . . . , u n }, E = {e 1 , e 2 , . . . , e m } and (F, E) be a FSS over U . The choice value f E (.) of an object u i ∈ U is defined by f E (u i ) = j u ij , where u ij are the entries in the table of (F, E) for i = 1, 2, . . . , n and j = 1, 2, . . . , m. To illustrate these concepts, we consider the following example.
Example 1: In a hospital, a doctor checked up four patients to identify the most affected patient by Dengue fever. Let U = {u 1 , u 2 , u 3 , u 4 } be the set of four patients and E = {e 1 , e 2 , e 3 , e 4 } be the set of four symptoms for Dengue fever, where e 1 = skin rash, e 2 = intense headache, e 3 = high fever and e 4 = pain behind the eyes. The doctor's views about the patients can be described by a fuzzy soft set as follows.
The tabular representation of (F, E) is given by 4 . This shows that u 3 has the maximum choice value while u 4 has the least choice value among all patients. Thus, by choice value criteria, the optimal choice patient is u 3 while the worst choice patient is u 4 . Hence, the most affected patient by Dengue fever is u 3 and the doctor should response him immediately.
III. ANALYSIS OF SOME PREVIOUS METHODS FOR PARAMETER REDUCTION OF FSS
It is evident from the last section that many practical decision-making problems can be modeled by the help of fuzzy soft set. However, the computations become more complex when there exist less important (or redundant) parameters in these kinds of decision-making problems. In such situation, parameter reduction play an important role to minimize the work load and time of the decision-making process. In parameter reduction, the redundant parameters are deleted without disturbing the decision order of the decision alternative, which is an essential principle to consider. In the following, we briefly discuss the three well-known reduction methods of FSS and highlight their inherent difficulties.
A. THE NORMAL PARAMETER REDUCTION OF FSS
Definition 3 [38] : 
Based on Definition 3, the normal parameter reduction (NPR) algorithm of FSS was proposed in [38] which is given by Algorithm 1. For a clear description of the NPR algorithm, we present the following example.
Example 2: 4 , e 5 } and (F, E) be a FSS over U as represented by Table 2 . From Table 2 , we can find A = {e 1 , e 3 } ⊂ E such that e k ∈A (u 1k ) = e k ∈A (u 2k ) = e k ∈A (u 3k ) = e k ∈A (u 4k ) = 1. Thus by NPR algorithm, A is dispensable in E, and E −A = {e 2 , e 4 , e 5 } is the normal parameter reduction of E as given by Table 3 . By considering the last columns of Tables 2 and 3 , respectively, we observe that both of the tables provide same ranking order of the objects which is given by u 2 u 4 u 1 u 3 . This shows that, in normal parameter reduction, the redundant parameters are deleted without changing the original decision order of the decision alternatives.
However, in many real life applications, normal parameter reduction has no solution due to its strict dispensability condition. To bring some relaxation in the process of normal parameter reduction, Kong et al. [42] initiated the concept of proximate normal parameter reduction (PNPR) of FSS as follows.
B. THE PROXIMATE NORMAL PARAMETER REDUCTION OF FSS
Definition 4 [42] : For a FSS (F, E) over U , the maximal deviation ε is defined by
Definition 5 [42] : For a FSS (F, E) over U , where
Based on the above definitions, the proximate normal parameter reduction (PNPR) algorithm of FSS was proposed in [42] which is given by Algorithm 2. For a clear description of PNPR algorithm, we consider the following example.
Example 3: Suppose that (F, E) be the FSS over U as represented by Table 4 . It is clear from Table 4 that we cannot find any subset of E satisfying the condition f A (u 1 ) = f A (u 2 ) = . . . = f A (u n ). Thus, the normal parameter reduction of FSS (F, E) does not exist in this case. However, from Table 4 and Definition 4, the maximal deviation ε can be computed by ε = min{0.3, 1.05, 0.1, 0.75, 0.2, 0.95}/2 = Algorithm 2 The PNPR Algorithm Step 1.
Input the FSS (F, E) and the parameter set E; Step 2.
Compute the maximal deviation ε of the parameter set E;
Calculate E − A as the proximate normal parameter reduction of E. 
That is, the condition |f A (u i ) −C A | ≤ ε is satisfied for the subset A and hence, E −A = {e 3 , e 4 } is the proximate normal parameter reduction of E as given by Table 5 . Once again, by considering the last columns of Tables 4 and 5 , respectively, we observe that both of the tables provide same ranking order of the objects which is given by u 1 u 4 u 2 u 3 . This shows that, proximate normal parameter reduction also provides the same decision order of the objects as the entire set of parameters.
Although, the dispensability condition in proximate normal parameter reduction is more convenient than normal parameter reduction, it does not fully solve the problem of low applicability. For example, if we consider the FSS (F, E) as represented by Table 6 , then we cannot find any proximate normal parameter reduction as well as normal parameter reduction of (F, E). To overcome this problem, Ma and Qin [45] initiated the concept of distance-based parameter reduction (DBPR) of FSS as follows.
C. DISTANCE-BASED PARAMETER REDUCTION OF FSS
In this method, the author used similarity measure as a basic criteria for parameter reduction of FSS. The similarity measure between two parameters is based on the Euclidean 
Algorithm 3 The DBPR Algorithm
Step 1.
Input the FSS (F, E), the parameter set E and threshold r; Step 2.
Compute the distances between all pairs of m parameters and fill out the distance matrix; Step 3.
Filter the distance matrix, if the distance between parameters e i and e j is less than r, then consider them as similar and delete any one of them; Step 4.
Finally, get the new fuzzy soft set after making all parameter reductions.
distance between them. The distance between two parameters in FSS is defined as follows. Definition 7 [45] : Let (F, E) be a FSS over U , where U = {u 1 , u 2 , . . . , u n } and E = {e 1 , e 2 , . . . , e m }. The distance between parameters e i and e j is defined by
where i, j ∈ {1, 2, . . . , m}.
Definition 8 [45] : Let (F, E) be a FSS over U , where E = {e 1 , e 2 , . . . , e m }. The distance matrix of (F, E) is an m × m table which stores the distances between all pair of m parameters in E. The distance matrix of (F, E) can be seen in Figure 1 .
Based on the above definitions, the distance-based parameter reduction (DBPR) algorithm was proposed in [45] as given by Algorithm 3, where the threshold r represents the similarity measure between two parameters (or columns) of FSS. The value of r depends upon the choice of users. If we set a high threshold (the is, a small value of r), then users are strict with the parameter similarity. To illustrate DBPR algorithm, we consider Example 2.1 in [45] as given as follows.
Example 4 (Example 2.1 in [45] ): Suppose that (F, E) be a FSS over U as represented by Table 6 . Then we know from the last subsection that we cannot find any proximate normal parameter reduction as well as normal parameter reduction of (F, E). However, by DBPR algorithm, we can compute the distances between all pairs of parameters in E which are listed in the distance matrix as shown in Figure 2 . If we take threshold r = 0.2, then from Figure 2 , d(e 2 , e 1 ) = 0.17 < 0.2 and d(e 4 , e 3 ) = 0.14 < 0.2. It implies that e 1 is similar to e 2 while e 3 is similar to e 4 . Therefore, we can delete parameters e 1 (or e 2 ) and e 3 (or e 4 ) from E. Thus, E − {e 2 , e 4 } = {e 1 , e 3 , e 5 } can be taken as a distance-based parameter reduction of E as given by Table 7 . VOLUME 7, 2019 FIGURE 2. Distance table of (F , E ) in Example 3.
TABLE 7.
Distance-based parameter reduction of (F , E ) in Example 4.
It is evident from the last example that DBPR algorithm has high applicability as compared to the NPR and PNPR algorithms, respectively. However, by analysing Tables 6  and 7 , we observe that DBPR algorithm does not maintain the ranking order of the objects after the reduction process. For example, if we consider Table 6 , then the ranking order of objects is given by u 5 u 4 u 2 u 3 u 1 . But on the other hand, the ranking order of objects in the reduced table (i.e., Table 7 ) is given by u 5 u 2 = u 4 u 3 u 1 . If we compare both of the ranking orders, then we see that the raking positions of u 2 and u 4 have been changed after the reduction process. This implies that DBPR algorithm does not maintain the ranking order of decision alternative and may lead to some doubtful results in decision-making problems.
The main problem with DBPR algorithm is that, it uses similarity measure as a basic criteria for parameter reduction of FSS, which is not correct. In fact, similarity and reduction of parameters are two different approaches that do not depend on each other. In reduction process, the behaviour of parameters are studied with respect to the whole parameter set, while similarity is a pairwise study between two parameters and has no relation with the entire parameter set. To clarify this fact, we consider the FSS (F, E) as defined in Example 1. The tabular representation of (F, E) is given by Table 1 where d(e 1 , e 4 ) = 0. That is, e 1 is similar to e 4 with respect to the highest threshold r = 0. So by DBPR algorithm, the deletion of e 1 (or e 4 ) will not affect the ranking order of the patients and E − e 1 be the distance-based parameter reduction of E as given by Table 8 . However, if we consider the ranking orders of the patients with respect to Tables 1 and 8 This shows that we cannot delete parameters on the bases of similarity measure otherwise it may change the ranking order of decision alternatives. Hence, similarity measure cannot be used as a reduction criteria in FSSs.
IV. A NEW APPROACH TO PARAMETER REDUCTION OF FSS
In this section, we present a new approach to parameter reduction of FSS based on ranking order of decision alternatives.
Here we focus on those parameters in E whose combining contribution do not affect the ranking order of decision alternatives. The NPR and PNPR algorithms also based on this concept but their dispensability conditions are too strict which cause a very low applicability of these algorithms. Therefore, we replace the strict dispensability conditions of these algorithms by a flexible one, which greatly improve the applicability level of our new algorithm. To discuss the main steps of our algorithm, first we give some useful definitions as follows. Definition 9: Let (F, E) be a FSS over U where U = {u 1 , u 2 , . . . , u n }, and u 1 u 2 . . . u n be the ranking order of objects in U such that f E (u i ) ≥ f E (u i+1 ) for i = 1, 2, . . . , n − 1. The rank-based distance between two consecutive objects u i and u i+1 in the ranking order is defined by
Definition 10: Let (F, E) be a FSS over U where U = {u 1 , u 2 , . . . , u n }, and u 1 u 2 . . . u n be the ranking order of objects in
Based on above definitions, we propose a rank-based parameter reduction (RBPR) algorithm of FSS as given by Algorithm 4. For a clear description of Algorithm 4, we present the following example.
Example 5: We reconsider the FSS (F, E) that was taken in Example 4. It is clear from Example 4 that the previous three algorithms were failed to provide a valid reduction of E. To find parameter reduction of E by RBPR algorithm, we proceed as follows. Compute the choice values of all objects in Table 6 and obtain the ranking order of objects such as u 5 u 4 u 2 u 3 u 1 . Obtain the ranked
Algorithm 4 The RBPR Algorithm
Step 1. Input the FSS (F, E), the parameter set E and tabular form of (F, E); Step 2.
Compute the choice values of all u i ∈ U and obtain the ranking order of objects; Step 3.
Arrange the rows of FSS table according to the ranking order of objects and compute the rank-based distances between all consecutive objects; Step 4.
Find maximal subset A ⊂ E in the ranked table satisfying the condition of Definition 10; Step 5.
Finally, compute E − A as the rank-based parameter reduction of E. table of (F, E) by arranging the rows in Table 6 according to the ranking order of objects. The ranked table obtained in this way is labeled by Table 9 . From Table 9 , the rank-based distances between all consecutive objects are computed as
Further, in Table 9 , we find total three subsets such as A 1 = {e 2 }, A 2 = {e 3 } and A 3 = {e 4 }, which satisfy the condition of Definition 10. For example, if we take A 2 = {e 3 }, then
Similarly, we can check that the subsets A 1 = {e 2 } and A 3 = {e 4 } also satisfy the given condition. Since, all the three subsets have equal cardinalities, we can take any one of them as a maximal subset of E. Suppose we select A 2 = {e 3 } as maximal subset of E. Then E − A 2 = {e 1 , e 2 , e 4 , e 5 } is the required rank-based parameter reduction of E as given by Table10. Now, if we consider Table10, then the ranking order of objects in reduced FSS (F, E − A 2 ) is given by u 5 u 4 u 2 u 3 u 1 , which is the same as of (F, E). This shows that RBPR algorithm not only maintain the entire decision ability but also improve the level of applicability.
Theorem 1: Every normal parameter reduction of FSS is rank-based parameter reduction.
Proof: Let (F, E) be a FSS over U where U = {u 1 , u 2 , . . . , u n } and E = {e 1 , e 2 , . . . , e m }. Assume that E −A is the normal parameter reduction of E. Then by Definition 3, the subset A must satisfy the condition
For convenience, we take e k ∈A (.) = f A (.). Then the above expression becomes
This implies that
where i = j and i, j ∈ {1, 2, . . . , n}. Suppose that u 1 u 2 . . . u n is the ranking order of objects in U such that f E (u i ) ≥ f E (u i+1 ) for i = 1, 2, . . . , n − 1. Then, Equation (IV.1) also holds for the above ranking order, that is
Further, it is clear from Definition 9 that
By combining Equations (IV.2) and (IV.3), we get
where i = 1, 2, . . . , n − 1. This shows that the subset A satisfy the condition of Definition 10 and hence, E − A is the rank-based parameter reduction of (F, E). Similarly, we can prove the following theorem. Theorem 2: Every proximate normal parameter reduction of FSS is rank-based parameter reduction.
Proof: Let (F, E) be a FSS over U where U = {u 1 , u 2 , . . . , u n } and E = {e 1 , e 2 , . . . , e m }. Suppose that E −A is the proximate normal parameter reduction of E. Then by Definition 6, the subset A must satisfy the condition
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Consider |f A (u i ) − f A (u j )| where i = j and i, j ∈ {1, 2, . . . , n}. Then
Assume that u 1 u 2 . . . u n is the ranking order of objects in U such that f E (u i ) ≥ f E (u i+1 ) for i = 1, 2, . . . , n − 1. Then, Equations (IV.5) and (IV.6) can be written in terms of above ranking order such as
and
respectively, where i = 1, 2, . . . , n − 1. Since we know from
By comparing Equations (IV.7) and (IV.9), we get
where i = 1, 2, . . . , n − 1. Thus, once again the subset A satisfy the condition of Definition 10 and hence, E − A is the rank-based parameter reduction of (F, E).
To illustrate Theorems 1 and 2, we consider the following example.
Example 6: For Theorem 1, we consider the FSS (F, E) over U as given by Table 2 . It is clear from Example 2 that E − A = {e 2 , e 4 , e 5 } is the normal parameter reduction of E. To check whether E −A is the rank-based parameter reduction of E, we need to show that A satisfy the condition of Definition 10 where A = {e 1 , e 3 }. From Table 2 , the ranking order of objects is given by u 2 u 4 u 1 u 3 . The rank-based distances between all consecutive object are d r (u 2 , u 4 ) = 0.1, d r (u 4 , u 1 ) = 0.25, and d r (u 1 , u 3 ) = 0.2. Further, from the expression e k ∈A (u 1k ) = e k ∈A (u 2k ) = e k ∈A (u 3k ) = e k ∈A (u 4k ) = 1, it is clear that
This implies that the subset A = {e 1 , e 3 } satisfy the condition of Definition 10 and hence, E − A = {e 2 , e 4 , e 5 } is also rank-based parameter reduction of E.
For Theorem 2, we consider the FSS (F, E) over U as given by Table 4 . We already know from Example 3 that E −A = {e 3 , e 4 } is the proximate normal parameter reduction of E. To check whether E − A is the rank-based parameter reduction of E, we need to show that A satisfy the condition of Definition 10, where A = {e 1 , e 2 , e 5 }. From Table 4 , the ranking order of objects is given by u 1 u 4 u 2 u 3 . The rank-based distances between all consecutive object are d r (u 1 , u 4 ) = 0.05, d r (u 4 , u 2 ) = 0.2, and d r (u 2 , u 3 ) = 0.1. Further, from Table 4 , f A (u 1 ) = 1.3, f A (u 2 ) = 1.35, f A (u 3 ) = 1.3, and f A (u 4 ) = 1.25. Thus
Hence, once again the subset A = {e 1 , e 2 , e 5 } satisfied the condition of Definition 10 and therefore, E − A = {e 3 , e 4 } is the rank-based parameter reduction of E.
Remark 1: The converses of Theorems 1 and 2 are not true in general. That is, not every rank-based parameter reduction of FSS is a normal or proximate normal parameter reduction. For example, if we consider Example 4, then E − A 2 = {e 1 , e 3 , e 4 , e 5 } is the rank-based parameter reduction of E but we cannot find any normal or proximate normal parameter reductions of E in this case.
V. THE COMPARISON RESULTS
In this section, we compare the proposed algorithm with the algorithms of NPR, PNPR and DBPR in terms of success rate of finding reduction, reduction ratio and decision ability, respectively.
A. SUCCESS RATE OF FINDING REDUCTION
The ratio of datasets where reduction took place to that of all datasets is interpreted as success rate of finding reduction, denoted by z. Generally, it denotes the applicability of an algorithm in real life applications. Here, we investigate the success rate of finding reduction of each algorithm with respect to the four datasets (i.e., FSS tables) which are already discussed in the first four examples of this paper.
Let us consider the NPR algorithm. We know from Section II that it has very strict dispensability condition. Therefore, it is always difficult to obtain a solution for normal parameter reduction. Among the four examples, the normal parameter reduction can only be find in Example 2, which is given by {e 2 , e 4 , e 5 }. Thus, the success rate of finding reduction for NPR algorithm is z npr = 1/4 = 25%.
If we apply PNPR algorithm to the given four examples, then it has no solution for Examples 1 and 4, respectively. However, we can find the proximate normal parameter reduction in Examples 2 and 3 which are given by {e 4 , e 5 } and {e 3 , e 4 }, respectively. Therefore, the success rate of finding reduction for PNPR algorithm is z pnpr = 2/4 = 50%.
Further, if we solve the four examples by RBPR algorithm, then we can find the solutions of Examples 1 and 4 which are given by {e 2 , e 3 , e 4 } and {e 1 , e 3 , e 5 }, respectively. While in Examples 2 and 3, the distances between all pairs of parameters are not less enough to consider them as similar. Therefore, we cannot find the solutions of Examples 2 and 3 by RBPR algorithm. Thus, the success rate of finding reduction for DBPR algorithm is z dbpr = 2/4 = 50%.
Finally, if we apply RBPR algorithm to the given four examples, then each of them has a solution. For instance, Examples 1 and 2 have the same reduction result which is given by {e 4 }. Similarly, {e 3 , e 4 , } is the rank-based parameter reduction in Examples 3. While for Example 4, the rankbased parameter reduction is obtained in Example 5 which is given by {e 1 , e 3 , e 4 , e 5 }. Thus, the success rate of finding reduction of RBPR algorithm is z rbpr = 100%. This shows that we can easily obtain rank-based parameter reduction for the real life applications.
B. REDUCTION RATIO
The ratio of reduced parameters to the set of all parameters is termed as reduction ratio, denoted by k. That is, if B is the reduction of E then k = |E−B| |E| , where |.| denotes the cardinality of set. Clearly, an algorithm will be more effective if it has high reduction ratio. To discuss the reduction ratios of the four algorithms, once again we consider the four examples which are discussed in Subsection V-A.
First, consider Example 1 where E = {e 1 , e 2 , e 3 , e 4 }. Then we cannot find normal as well as proximate normal parameter reductions of E. Thus, the reduction ratios of NPR and PNPR algorithms in Example 1 are equal to zero. Since, we know from the last subsection that {e 2 , e 3 , e 4 } and {e 4 } are the distance-based and rank-based parameter reductions in Example 1, respectively. Thus, the reduction ratios of DBPR and RBPR algorithms in Example 1 are given by respectively. Since, we cannot find any normal and proximate normal parameter reductions of E in Example 2. Thus, the reduction ratios of NPR and PNPR algorithms are equal to zero in this case. To find the overall efficiencies of the four algorithms in the given four examples, we take the average of their reduction ratios as follows. It is evident from the above average reduction ratios that RBPR algorithm has highest reduction ratio as compared to rest of the three algorithms.
C. DECISION ABILITY
It is evident from Examples 2, 3 and 5 that NPR, PNPR and RBPR algorithms do not change the ranking orders of the decision alternatives. Therefore, the three algorithms have the same decision ability which maintain the optimal and all the levels of suboptimal choices after the VOLUME 7, 2019 reduction process. However, if we consider Example 4, then we see that DBPR algorithm does not maintain the ranking order of the decision alternatives. This fact becomes more clear when we obtained a revers ranking order of objects after making the distance-based parameter reduction of Table 1 (see Tables 1 and 8 ). This shows that DBPR algorithm may disturbs the entire ranking order of decision alternatives and cannot be used as a legitimate approach to parameter reduction of FSS. The comparison results obtained from the four examples are summarized in Table 11 . It is clear from Table 11 that RBPR algorithm has achieved highest values for success rate of finding reduction and reduction ratio among the four algorithms. This shows that RBPR algorithm has much higher applicability and efficiency as compared to NPR, PNPR, and DBPR algorithms, respectively.
VI. APPLICATION IN DECISION-MAKING PROBLEM
In this section, we discuss a supply chain management problem to justify the fact that RBPR algorithm not only improve the applicability level of parameter reduction but also feasible for real life problems.
PROBLEM STATEMENT
Nowadays, there are many practical problems in engineering, environmental science, economics, medical science, social science, etc., that involves ranking rather than select an optimal one. Evaluation of supply chain partners is one of such problems which based on multiple criteria and risk factors. In many engineering projects, the suppliers are need to be ranked in the supply chain according to their service level. Ranking the cooperative suppliers according to their service level is more significant to the decision maker for using different cooperation mode.
Suppose that there are fifteen suppliers for an engineering project which are denoted by U = {u 1 , u 2 , . . . , u 15 }. Let E = {e 1 , e 2 , . . . , e 10 } be the set of ten decision attributes (or parameters) where each e i for i = 1, 2, . . . , 10, denotes accountability for quality issues, production capabilities, expertise in your product, culture fit, ease of communication, cooperation with third-party, ethical compliance, regularity compliance, clear and comprehensive record-keeping, and proactive attitude towards continuous improvement, respectively. The fifteen suppliers are reviewed by the decision makers according to the ten decision attributes. The reviews of the decision makers are described by a fuzzy soft set (F, E) whose tabular representation is given by Table 12 .
From Table 12 , the suppliers can be ranked according to their choice values from the largest to the smallest such as u 10 u 12 u 6 u 3 u 9 u 5 u 11 u 7 u 2 u 15 u 1 = u 8 u 13 u 4 u 14 . Thus, by using the above ranking order, the decision makers can select suitable suppliers for their engineering project. However, it may possible that there exist some redundant attributes in E which have no contribution in the decision-making process. Here, our goal is to find such redundant attributes and reduce them from the attribute set E. In other words, we are interested in those attributes of E which are jointly sufficient and individually necessary for the ranking order of the given suppliers. For this, we find the parameter reduction of (F, E) by RBPR algorithm as follows.
First we obtain the ranked table of (F, E) by arranging the rows of Table 12 according to the obtained ranking order of the suppliers. The ranked table obtained in this way is labeled by Table 13 .
From Table 13 , the rank-based distances between all consecutive suppliers are computed as That is, A satisfies the condition of Definition 10 and hence, E − A = {e 2 , e 4 , e 7 , e 9 } is the required rank-based parameter reduction of E as given by Table 14 .
It is clear from Table 14 that the ranking order of the suppliers in the reduced FSS (F, E −A) is the same as (F, E) . Thus, instead of taking the whole attribute set E, the decision makers can take only four attributes (i.e., {e 2 , e 4 , e 7 , e 9 }) to decide whether a supplier is suitable for the project or not. This shows that RBPR algorithm can be helpful to minimize work load and processing time in many decision-making problems.
VII. CONCLUSION
In this paper, we studied the problem of parameter reduction of fuzzy soft set based on choice value criteria. Initially, we discussed the inherent difficulties of some previous approaches to parameter reduction of fuzzy soft set such as; normal parameter reduction, proximate normal parameter reduction and distance-based parameter reduction, respectively. Then, we developed a new approach and proposed rank-based parameter reduction algorithm for fuzzy soft set. The four algorithms are compared in terms of success rate of finding reduction, reduction ratio and decision ability, respectively. It is evident from the comparison results that success rate of finding reduction and reduction ratio of the propose algorithm is much better than rest of the three algorithms. At the end of the paper, the propose algorithm is applied to a supply chain management problem to highlight its application in decision-making problems. In future, we aim to extend the current approach to some other hybrid structures of soft set such as interval-valued fuzzy soft set, intuitionistic fuzzy soft sets etc,.
