Pyramidal neurons in the cerebral cortex characteristically give rise to an apical dendrite, whose distal dendritic branches in layer I are covered with spines. These spines are known to be sites of synaptic connections, but the physiological properties of the spines and the functional significance of their responses are still largely unknown. The main function attributed thus far to these synaptic responses, situated at a great distance from the neuronal cell body, is slow background modulation of impulse output in the axon. In pursuing computer simulation analysis of electrical properties of dendrites, we have obtained results suggesting interactions between distal dendritic spines. If the heads of dendritic spines have excitable membrane properties, the spread of current from one or several spines could bring adjacent spines to their thresholds for impulse generation. This could give rise to a sequence of spine head action potentials, representing a saltatory propagation, from one or more excitable spine heads to nearby excitable spine heads, in the distal dendritic branches. Both the amplification due to several spine action potentials and the possibility of propagation into more proximal branches would increase the efficacy of distal synaptic inputs.
The main type of neuron in the cerebral cortex is the pyramidal neuron. Its cell body gives rise to several basal dendrites and a single apical dendrite, which ascends toward the cortical surface where its branches course laterally and terminate within lamina I (see Fig. LA ). Both basal and apical dendritic branches are covered by a large number of very small knoblike processes, termed spines. The spines are known to be sites of synaptic connections to the pyramidal neurons (cf. ref. 1) .
The apical dendrite with its spine-covered branches is perhaps the most characteristic feature of cortical dendritic architecture; however, its contribution to pyramidal neuron activity, and thereby to cortical function, is little understood. The traditional view has been that synapses on the cell body and basal dendrites mediate rapid control of impulse generation in the axon hillock, whereas those on the distal apical dendritic spines, because of the distant location, mediate mainly slow background modulation of impulse generation.
Recently we have explored the possibility that dendritic spines may have excitable properties (2-7). In pursuing this work, we have found that such properties not only amplify the response of the individual spine but also lead to interesting interactions between spines. These interactions could greatly enhance the contribution of distal apical dendrites to the control of pyramidal neuron activity. They also suggest unique hypotheses concerning the neural substrate for information processing and memory functions in the cortex.
METHODS
Because direct experimental analysis of distal spine properties is beyond the reach of present techniques, we employ a computational modeling approach, which has become routine in correlating morphological and electrophysiological data from neurons (8) (9) (10) (11) (12) (13) (14) (15) . For this purpose we have introduced the use of general electrical network analysis programs (13) (14) (15) (Fig. 1B) . This morphology was simulated by a system of 14 compartments, as indicated in 
RESULTS
In previous theoretical (2) and modeling (13) studies it has been shown that synaptic depolarization in a spine head can spread passively with only modest decrement into a neighboring spine head. If the neighboring spine was presynaptic, transmitter release could be evoked (13) . Here, we have tested the hypothesis that an impulse in one spine head could trigger an impulse in a neighboring spine head. The results are shown in Fig. 2 . It can be seen that an impulse with a clear threshold and an all-or-nothing spike was generated in the first spine head in response to a current pulse. When the impulse fired, it led to the generation of an impulse in the second neighboring spine head. This in turn triggered an impulse in the third spine. In other computations, results similar to those in Fig. 2 have been obtained when the initial spine head impulse was generated in response to an excitatory synaptic conductance change.
It is important to note that the only sites containing active,
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The publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" voltage-dependent conductances were the spine heads; all other membrane was passive. Thus, the active propagation depicted in Fig. 2 was discontinuous and resembled in this respect the saltatory conduction that takes place from nodeto-node in myelinated nerve. The interspine interactions were heavily contingent on multiple factors. Active channel densities and kinetics were obviously important. For example, the all-or-nothing response of the spine head was critically dependent on the number of sodium channels and the maximal value for the rate constant a-m in the Hodgkin-Huxley model. We explored the ranges of values estimated previously for mammalian motoneurons by Dodge and Cooley (10) . Within those ranges, higher values for both of these parameters enhanced interspine interactions; lower values led to lower excitability, requiring simultaneous synaptic inputs to several spines in order for an initial impulse to be generated and activation of neighboring spines to occur.
Other factors included especially the dimensions of the spine stems and dendritic branches and the electrical properties of their membranes. A crucial property was that with narrower spine stems or larger diameter dendritic branches (or both), it was necessary to have several spines receiving synaptic excitation in near-synchrony, in order that the resultant impulses could generate sufficient current to trigger spines further along the dendrite (6, 7) . Precise Saltatory impulse spread between spines in the distal dendritic spine model. A suprathreshold current pulse (or synaptic conductance change, not shown here) in spine head S1 elicited an impulse, which spread passively through dendritic segment D4 to trigger an impulse in spine head S2. This in turn spread through D5 to elicit an impulse in S3. Spread into dendritic compartment D6 could elicit impulses in spines further along the dendrite, dependent on multiple factors as noted in the text. Superimposed on the tracings are the small responses in each compartment to just-subthreshold current stimulation in spine head S1. Note the all-or-nothing character of the impulse responses in each spine head and the conduction delays, which were equivalent to a conduction velocity between S1 and S2 of 0.15 m/sec and between S2 and S3 of 0.3 m/sec. tion. In other computations (see ref. 7) , active propagation beyond branch points to a parent dendrite generally did not occur unless there was summation with activity in the sister or parent branch.
DISCUSSION
As a mechanism for initial processing of dendritic synaptic inputs, spine interactions by means of excitable properties could have considerable functional significance. First, the relative efficacy of distal dendritic inputs would be greatly enhanced. Second, as shown in Fig. 2 , the transients within the model spines and dendrite are rapid and do not have the slow, low-amplitude time course of synaptic potentials recorded experimentally at a distance in the cell body. Within the distal dendrite, information might thus be processed through precise timing of specific inputs to different neighboring spines (cf. ref. 20) . These precise interactions would greatly increase the complexity of information processing that can take place in distal dendrites.
Active spines appear to provide a basis not only for multiply-contingent processing of synaptic inputs as outlined above but also for storage of information. The spine stem resistance as a parameter for varying the effectiveness of spine input to the parent dendrite has been recognized as a likely locus for plasticity underlying learning and memory (18, 19, 21, 22) . This could also regulate the effectiveness of interactions between excitable spines. In addition, it is attractive to postulate that excitable spine heads may provide a locus for activity-dependent changes. Much work has indicated that, in presynaptic terminals, voltage-gated channels undergo activity-dependent changes (cf. ref. 23 ). Our results suggest that if similar changes occur in voltage-gated channels in spines, they could provide the basis for postsynaptic nonlinear interactions and thus contribute to heterosynaptic associational mechanisms for learning and memory.
Previous studies have provided evidence for "pseudosaltatory" conduction from active booster regions in dendrites of certain neurons; these regions have been presumed to be located in dendritic branches or branch points (24) (25) (26) . Our simulations indicate that, under appropriate assumptions about dendritic branch and spine morphologies, some of the active dendritic responses could be attributed to spines. Further experimental analysis, combined with the present modeling approach, is necessary to determine the relative contributions of activity in spines, branches, and branch points to dendritic spikes and intradendritic conduction. We have focused here on the Hodgkin-Huxley model as a basis for this activity, but it should be emphasized that the results have more general implications for the possible contributions of other types of voltage-dependent ionic channels to spine functions. Of particular interest in this regard are voltagedependent calcium channels. The present approach may therefore be useful in helping to direct future experiments toward obtaining evidence for membrane properties and active channels of dendritic spines and interpreting their contributions to cortical processes underlying higher brain functions.
