A large data set containing coincident in situ chlorophyll and remote sensing reflectance measurements was used to evaluate the accuracy, precision, and suitability of a wide variety of ocean color chlorophyll algorithms for use by SeaWiFS (Sea-viewing Wide Field-of-view Sensor). The radiance-chlorophyll data were assembled from various sources during the SeaWiFS Bio-optical Algorithm Mini-Workshop (SeaBAM) and is composed of 919 stations encompassing chlorophyll concentrations between 0.019 and 32.79/•g L -1.
Introduction
The influence of phytoplankton on the color of seawater has been studied for several decades. It is well understood that chlorophyll a, the primary photosynthetic pigment in phytoplankton, absorbs relatively more blue and red light than green, and the spectrum of backscattered sunlight or color of ocean water progressively shifts from deep blue to green as the concentration of phytoplankton increases [e.g., Yentsch, 1960] . Following successful high-altitude aircraft studies relating ocean color to chlorophyll concentration [Clark et al., 1970; Hovis, 1981] , satellite ocean color research began in the late 1970s with the coastal zone color scanner (CZCS) aboard the Nimbus 7 satellite which acquired data from October 1978 to June 1986 [Evans and Gordon, 1994; Acker, 1994] . Because phytoplankton are the major contributor to ocean color in offshore water, the passive remote measurements of the CZCS over the oceans were successfully used to quantify in situ phy-measurements coincident with satellite data Balch et al., 1992] . For example, the empirical algorithm, widely applied in the processing of the global CZCS data set Feldman et al., 1989; Evans and Gordon, 1994] , was derived from the Nimbus Experiment Team radiance-chlorophyll data set [Acker, 1994] which contains less than 60 stations.
In January 1997, NASA convened a small working group (SeaWiFS Bio-optical Algorithm Mini-Workshop; hereinafter referred to as SeaBAM) whose primary goal was the identification of chlorophyll a (C) and chlorophyll a + phaeopigments ([C + P]) algorithms suitable for operational use by SeaWiFS [Firestone and Hooker, 1998 ]. Such algorithms are expected to encompass accurately a large diversity of bio-optical conditions since they will be used routinely to process data at the global scale. To achieve this goal, a large, globally representative evaluation data set, the SeaBAM data, was compiled from various sources, and criteria for objective evaluation of algorithms were developed. The SeaBAM activity also provided an opportunity to evaluate and compare chlorophyll a and [C + P] algorithms from past (CZCS), current (OCTS, POLDER), and near-future (MODIS) sensors. Such an evaluation would also provide useful information for the recently initiated ocean color satellite intercomparison studies such as SIMBIOS (Sensor Intercomparison and Merger for Biological and Interdisciplinary Oceanic Studies) [Esaias et al., 1995] .
In this paper we report on the results of the evaluation of 17 algorithms tested using the SeaBAM data. The composition and characteristics of the SeaBAM data and criteria used in the evaluation of these algorithms are described. The relative merits of various algorithm formulations, tuned to SeaBAM data, are also presented, and their suitability for operational use by SeaWiFS and compatibility with past ocean color data are discussed.
Algorithms
Two semianalytic models and 15 empirical equations were evaluated ( Table 2) . Some of the algorithms require Rrs, and others require normalized water-leaving radiance Lwn. The equations presented in this paper reflect the versions of the algorithms in April 1997 at the conclusion of the SeaBAM activity [Firestone and Hooker, 1998 ], except for the global versions of the Carder and Garret-Siegel models which were parameterized and evaluated following this workshop. This diverse collection of algorithms is briefly described below. 
Semianalytic Models

Empirical Models
Most CZCS-pigment estimates have been made using the global processing switching (GPs) algorithm Feldman et al., 1989; Evans and Gordon, 1994] 
which uses
Lwn443/Lwn550 at concentrations below ---1.5 /xg L -• and switches to Lwn520/Lwn550 above 1.5 /xg L -•, when the former band ratio gets too low ( Table 2) The CalCOFI algorithms are derived from CalCOFI data [Mitchell and Kahru, 1998 ]. The CalCOFI two-band relates C to Rrs490/Rrs555 using a power equation. The CalCOFI twoband cubic is a third-order polynomial equation using Rrs490/ Rrs555. The CalCOFI three-band, a multiple regression equation, has similarities with the OCTS-P algorithm and uses the Rrs490/Rrs555 and Rrs510/Rrs555 band ratios. The functional form of the CalCOFI four-band equation is similar to Cal-COFI three-band except that it uses Rrs443/Rrs555 and Rrs412/Rrs510 (Table 2 ). The Morel-1 equation was presented at the Ocean Optics XIII meeting [Morel, 1997] and relates C to Rrs443/Rrs555 using a power equation (Table 2) . Morel-2 is 
SeaBAM Data Set
To evaluate the performance of chlorophyll and [C + P] algorithms to be used at global scale with SeaWiFS data, an in situ data set was needed to compare with results predicted by the various models. Such an evaluation data set should, ideally, meet the following requirements: (1) contain Rrs or Lwn at or close to the SeaWiFS visible wavelengths; (2) have the in situ chlorophyll a concentrations associated with the stations from which Rrs or Lwn were available or derivable, (3) encompass the widest possible chlorophyll a concentration range, (4) contain data from the widest possible variety of bio-optical provinces, (5) not contain data used for the development of the algorithms under evaluation, and (6) be the same for all algorithms under evaluation. The constraints imposed by requirements 1 and 5 resulted in an evaluation data set too small to ensure significance or generality to the evaluation results. Therefore a data set was created by merging the data used by the various SeaBAM participants [Firestone and Hooker, 1998 ] as well as other data available in the NASA SeaBASS bio-optical archive .
Radiometric Data: Sources, Processing, and Quality
Control
The Rrs in the SeaBAM data originated from various sources and were derived in different ways depending on which investigator processed the data (Table 3) The Carder data set is composed of above-water measurements [Carder and Steward, 1985; Lee et al., 1994 ] collected during various cruises and locations. The "optimization method" [Lee et al., 1996] was used on high-chlorophyll data where water-leaving radiance in the infrared was not zero, while the "quick and easy" method [Lee et al., 1996] was used on the remaining Carder data. The CalCOFI data set contains more than 300 stations, which were processed at Scripps Institution of Oceanography [Mitchell and Kahru, 1998 ]. Atlantic meridional transect (AMT) data were provided directly to us by Plymouth Marine Laboratory as Rrs. The North Sea, MOCE, Chesapeake Bay, and Canadian Arctic measurements were also extracted from the SeaBASS archive, and the latter three Rrs sets were processed at Goddard Space Flight Center (GSFC). The North Sea and Chesapeake Bay data were collected in waters with high total suspended matter loads (>1 mg/L) and should be considered Case II. A few other stations may also be Case II, but such a classification is difficult to conduct from the sole basis of the radiometric data.
All data were processed in ways compatible with the Sea-WiFS protocols [Mueller and Austin, 1995] . However, data were not corrected for instrument self-shading [Gordon and Ding, 1992] The SeaBAM data set includes ---10% of Rrs data calculated from above-surface measurements (i.e., Carder and North Sea data), while all other data were derived from in-water measurements. The protocols for above-surface measurements are still under development, and the agreement between abovesurface and in-water measurements is extremely dependent upon experimental and environmental conditions. However, on the basis of the tests described below, the Rrs from abovesurface measurements did not differ significantly from the other data.
Radiance band ratios versus C and single bands versus C were plotted for the various data sets in order to identify outliers. These plots were very useful in revealing data with errors and in determining which data could be corrected and which should be removed from the SeaBAM data. A second quality control measure used preliminary results from eight chlorophyll or [C + P] algorithms to identify stations with one or more "anomalous" radiance values. These models (Cal-
COFI two-band linear; CalCOFI four-band; GPs, Morel-l;
Morel-3; OCTS-C; Carder; Garver/Siegel) were chosen because their outputs showed a good linearity in log-log space (minimal curvilinearity) and/or they use three or more wavelengths (see Table 2 ). A station was considered an outlier when the ratio of the modeled chlorophyll a concentration to the in situ concentration exceeded 5:1 or was less than 1:5 for two or more models. These rejection criteria were chosen not to be too restrictive in order to eliminate only extreme stations. After the elimination of 54 suspect stations, 919 stations remained in the final SeaBAM data set (Table 3) . (Table 3) . For the purpose of evaluating the suitability of models for global application, where chlorophyll concentrations range over 3 orders of magnitude, the largest and most representative data set is required. It was not possible to stratify the SeaBAM data by chlorophyll method and still achieve global coverage. Therefore HPLC and fluorometric measurements were merged to form the chlorophyll a evaluation data set. HPLC C was preferentially used, when available, because this method is considered more pre- [1996] for the world ocean (oligotrophic: 55.8%; mesotrophic: 41.8%; and eutrophic: 2.4%) reveals that the SeaBAM data tend to be overrepresented by mesotrophic and eutrophic waters. Alternatively, for algorithm evaluation purposes, where a more uniform distribution over the concentration range may be desirable, the data set has a relative insufficiency of concentrations exceeding 7-8/xg L -•.
In Situ [C + P]: Data and Estimates
The [C + P] algorithms for SeaWiFS are needed to permit comparisons with historical CZCS data. Most algorithms we evaluated estimate C, but several were designed to estimate [C + P] ( Table 2) . Only 448 SeaBAM stations had fluorometric measurements of both chlorophyll a and phaeophytin a (Table  3) 
Radiometric Data Adjustments
For algorithms that required normalized water-leaving radiances as input, Rrs was multiplied by the mean extraterrestrial solar irradiance [Neckel and Labs, 1984] weighted by the spectral response of the relevant sensor bands (see Table 4 ). In addition, because the wavelengths required by the various algorithms (Table 2) did not always match those available in the SeaBAM data (Table 3) , several radiometric adjustments were applied to some data sets. These adjustments were aimed to enhance the consistency of the algorithm comparison by testing all algorithms using the full dynamic range of available radiance data (n -919).
For the first three shorter wavelengths the maximum difference between data and bands required by the various algorithms is 2 nm and was considered negligible. The major differences occur for algorithms that require either 510 or 520 nm data, while SeaBAM contains a mixture of these pairs of measurements. Similar mismatches exist between algorithms using either 550, 555, or 565 nm data and SeaBAM data which are comprised of a mix of these three wavelengths.
3.4.1. 565-555 rim. Even though chlorophyll absorbs light weakly in the 550-565 nm region and the Rrs spectrum is relatively insensitive to changes in C concentration at these wavelengths, 555 and 565 nm data are not interchangeable. This is particularly evident at low C concentrations, where for example, substituting Rrs565 for Rrs555 in a band ratio would give anomalously higher reflectance ratios than those expected for the clearest waters, based on backscattering data derived from Morel [1974] and recent absorption coefficients for pure seawater from Pope and Fry [1997] .
The feasibility of estimating Rrs555 from measurements of Rrs565 was explored using BBOP94-95 data which have concurrent measurements at both wavelengths. A strong linear relationship was found (n -78; R 2 = 0.975): Rrs555 = 1.0628'Rrs565 + 0.0002
(2) Equation (2) was therefore applied to the BBOP92-93 Rrs565 data, to generate proxy estimates of Rrs555, and to the WOCE data set, which has a narrow range of low C concentrations very similar to the BBOP data (Figure 1) 
Final Rrs-Chlorophyll Data Set
The Rrs490/Rrs555 ratio versus in situ C for the SeaBAM data and for its subsets is shown in Figure 3 . The figure illustrates the dynamic range associated with each subset and of the combined data set. The dispersion (orthogonal to main axis) of the data is another informative feature of these plots. The CalCOFI data set, for instance, appears very coherent, whereas some other data sets are slightly noisier. Although SeaBAM data originate from various investigators and were processed differently by different people, the variability in the radiometric data is reasonably limited. At high C concentration the dispersion of radiance ratios in the SeaBAM data increases, mostly because of the presence of Case II waters. The shape of the scatterplot for the SeaBAM data is clearly sigmoid (in log-log space) as predicted by the Morel [1988] and Gordon et al. [1988] models. This trend, though less marked, is seen in the CalCOFI data. At lowest C concentrations the highest Rrs490/Rrs555 ratios are slightly lower than the theoretical limit (---6.66) for clear natural waters.
Algorithm Evaluation Criteria
A variety of statistical and graphical criteria were used to evaluate agreement between C, estimated by the various models, and in situ C (Table 5) 
Algorithm Evaluation Results
The statistical results of the algorithm evaluation are presented in Table 6 . Graphical results for 12 algorithms, selected because they represent a particular functional form or satellite sensor, are illustrated in Figure 4 .
In general, all algorithms performed reasonably well, at least in part of the whole concentration range. It is noteworthy that two [C + P] algorithms used extensively to process CZCS data, the GPs and Clark three-band, tended to underestimate in situ [C + P] (Table 6 and Figure 4) . Relative frequency distribution plots reveal that modes for these models are close to the in situ [C + P] mode but that both models overestimate the frequency of low concentrations. A discontinuity induced by the equation switch in the GPs (Table 2) A discontinuity is also observed with the Aiken-C algorithm which switches from the hyperbolic to the power equation at 2 /zg L -•, and there is a marked curvature evident in scatter and q-q plots. Aiken et al. [1995] noted that an insufficient number of high chlorophyll stations in their data set prevented the fitting of a single hyperbolic equation to the entire set. Note also that this model generated negative concentrations for 42 stations because it uses a "clear water" Rrs490/Rrs555 limit (5.29), which is below that observed for these stations. Considering the two semianalytic algorithms, the Carder algorithm yielded better overall agreement with in situ C than the Garver/Siegel model. As described earlier, the philosophy of model inversion is very different in these models despite the fact they are both based on the same formulation linking Rrs to absorption and backscattering. The parameterization in these two models is also very different. For instance, some of the coefficients in the Carder model were based on specific tuning to in situ data, whereas the Garver/Siegel model uses parameters available in the literature without any particular tuning. Compared with the SeaBAM data, the Garver/Siegel model underestimated the lowest concentrations as well as concentrations above 1/xg L -•. The Carder subtropical model (Table 6 ) performed well in the midconcentration range, while it generally underestimated concentrations at the low and high ends of the range. In sharp contrast the Carder global model performed as well as several of the best empirical models (see Table 6 ). For both semianalytic models, the outliers in the 1-10 /.•g L -• concentration range are Case II stations.
A residual sigmoid pattern in the q-q plots is a recurrent feature in several algorithms (e.g., GPs, Clark three-band, Cal-COFI three-band, CalCOFI four-band, Morel-l, OCTS-C). The Morel-1 and Morel-3 algorithms use Rrs443/Rrs555, but it is clear from the q-q plots that Morel-3, the cubic polynomial, agrees better with the 1:1 line. The relative frequency plot also shows a better agreement between modeled and actual data for the Morel-3 algorithm. Another interesting aspect also well illustrated by the Morel-1 and -3 algorithms is the lower dispersion of the data at low C concentrations, typical of algorithms using the 443/555 ratio.
The OCTS and POLDER are the operational algorithms used for the 9 months of data collected by ADEOS. The POLDER algorithm gives reasonable estimates at concentrations under 0.4/xg L -•, but it overestimates higher concentrations. The OCTS-C algorithm exhibits some curvature along the concentration range, and its slope departs significantly from 1, but the negative bias is small (Table 6) , and the algorithm behaves well globally.
Among the CalCOFI algorithms, the best results are obtained with the two-band cubic polynomial function. The algorithm performs well at all concentrations except at the lower end where it overestimates concentrations. It is noteworthy that in this particular case, an increasing complexity in the formulations (three and four bands used in quadratic functions) did not increase overall performance of these algorithms.
The algorithms are ranked according to their overall statistical performance in Table 6 . Evidence of model discontinuities or nonlinearity is also summarized in this table. For each statistical parameter, the algorithms were ranked (slope closest to 1, intercept and bias closest to 0, highest R2), and these scores were summed to yield the overall final rank. While this ordination scheme arbitrarily gives the same weight to each statistical parameter, it nevertheless does indicate the overall performances of the various models. Features such as discontinuities, curvatures, and mismatches in relative frequency with in situ were not used in the ranking. Consideration of these aspects would reduce the rank of some algorithms which are highly ranked. For example, the Morel-l, CalCOFI two-band, and CalCOFI cubic and OCTS-C are ranked higher than other empirical algorithms, but the graphical results show nonlinear trends for several of them. In summary, empirical equations generally performed better than the semianalytic algorithms and when considering both statistical and graphical criteria, those using cubic polynomial formulations, such as Morel-3 and CalCOFI cubic, performed best.
Analysis of Functional Forms
The empirical models tested above vary in their formulation and complexity and collectively represent approaches of the last two decades. They use single or multiple band ratios and different formulations: power function, multiple regression, hyperbolic, second-order and third-order polynomials, and most use log-transformed data. Since these algorithms were developed and tuned using different data sets, it is difficult to Figure 5) . It is clear that the power model fits the most frequent, central data but does not fit the extremes well. There is a significant overall sigmoid pattern evident in the scatter and q-q plots. This residual curvature results from the inability of power equations to capture the inherent sigmoid relationship between commonly used band ratios and in situ C in log-log space. Additionally, the relative frequency distribution of model C is much broader than in situ.
ders-of-magnitude variation in C (
Geometric models have been used only rarely. One example was reported by Hojerslev [1981] . Compared with the power equation, the geometric model agrees better with in situ C at low concentrations, but neither captures the inherent sigmoid pattern evident in plots of band ratios versus C which consequently results in a "residual" sigmoid trend in the plot of model C versus in situ C ( Figure 5) .
A quadratic polynomial (second order) achieved a better match with highest in situ C than the power model but a relatively poorer match with lowest C values ( Figure 5) . The
POLDER, CalCOFI two-band cubic, Morel-3, and Morel-4 algorithms use a cubic polynomial (third-order) equation and generally performed better than most other algorithms tested. Our fit of a cubic polynomial equation to SeaBAM Rrs490/ Rrs555 and C data matches the mode of the in situ distribution
(relative frequency plots) better than the power, geometric, or quadratic models, but like these other models, it does not simulate well low C concentrations, and the frequency distribution around the mode is still too broad relative to that of in situ C (Figure 5 ). In the case of the SeaBAM data, no major improvements are observed when coefficients are derived for higher-order polynomials (i.e., order >3). Several other conventional two-band and three-band ratio algorithms were explored. A simple hyperbolic equation did not fit the SeaBAM data well (not shown). This might be expected because this model assumes symmetry, while the tails (asymptotes) of the Rrs490/Rrs555 versus C joint distribution are not symmetrical. Some band combinations in cubic polynomials (e.g., (Rrs443 + Rrs490)/Rrs555, or (Rrs443 + Rrs490 + Rrs510)/Rrs555, not shown) have interesting potential but did not yield to major improvements over the use of a simple Rrs490/Rrs555 band ratio.
Discussion
SeaBAlM Data Set
This analysis is based on the largest in situ data set ever assembled (to our knowledge) for ocean color algorithm studies. However, our algorithm evaluations are only as good as the data set itself. The data quality control procedures were designed to identify extreme outliers and erroneous data, but the rejection criteria were deliberately not too severe, so some of the remaining stations may still depart slightly from the general trend. Differences in data acquisition methodologies (e.g., above-surface versus in-water measurements), radiometer designs, calibrations, data processing, and environmental factors (sea and sky state) are probably responsible for part of the variability observed. If radiometric data were measured and processed in a more consistent manner, the dispersion within some of the subsets might be reduced [see Siegel et al., 1995] , but it is not certain that dispersion (orthogonal to axial trends; see Figure 3 ) in the SeaBAM data would decrease, because the data set would still reflect the real inherent variability in biooptical properties of the waters represented by the various subsets.
The SeaBAM chlorophyll data set was formed by merging HPLC and fluorometric measurements of chlorophyll to encompass the largest possible range of data and bio-optical provinces. The consequences of using either fluorometric or HPLC chlorophyll are difficult to assess mostly because limited information about the relationship between HPLC and fluorometric data is available in the literature [e.g., Trees et al., 1985;  Bricaud et al., 1995] . Moreover, the equivalence of these two measurements may vary with season, location, depth and concentration range of data, as well as the way pigments were separated and the kind of statistical analyses performed. Fluorometric concentrations are, usually, higher than HPLC esti- increase in the number of stations available but rather as an increase in the diversity of bio-optical conditions it encompasses. Since radiometric bands separated by 10 nm (i.e., 510 versus 520 nm, or 555 versus 565 nm) are not interchangeable, radiometric adjustments such as those we performed are, in the present state of the data set, necessary to ensure that algorithm comparisons and analyses are equitably based on the complete set of 919 stations. Additions to the SeaBAM data set should therefore take into consideration the increasing need for intercomparison and evaluation of data or algorithms related to various satellite sensors (e.g., CZCS, OCTS, POLDER, SeaWiFS, MODIS). This underscores the importance of acquiring in situ observations which include all wavelengths involved (Table 1) . Correction for instrument selfshading at high C is also advisable, although recent results from Kahru and Mitchell [1998a] suggest that the correction for the Lwn490/Lwn555 band ratio is probably small (e.g., mean of <10% for 11 stations, with C between 10 and 32.5/zg L-•).
Empirical Versus Semianalytical Algorithms
The semianalytic algorithms evaluated yielded results inferior to those from several empirical expressions. Yet semianalytic algorithms are potentially much more useful because they allow the derivation of other in-water, optically active constituents besides C, such as nonchlorophyllous absorption, CDOM, or backscattering. In their present state, semianalytic algorithms are handicapped by their design and parameterization. Because they may employ four or more radiance bands, semianalytic algorithms also require more consistent data sets with high spectral fidelity in order to perform as well as or better than simple two-band empirical algorithms. Some simplifying assumptions, not always true in the world ocean, are used to limit the number of unknowns in semiempirical models. These assumptions often result in making constant some parameters which actually vary in the ocean (e.g., the slope in detrital absorption). Other limitations come from the parameterization of some terms used in the Rrs = f(bt,/(a + b•,) ) equation. Most of these are wavelength dependent but some terms, such as specific absorption coefficient of phytoplankton aph, are dependent on phytoplankton concentration or phytoplankton community structure, which depend on the trophic status of the waters [Mitchell and Kiefer, 1988; Bricaud and Stramski, 1990; Cleveland, 1995; Sosik and Mitchell, 1995] . This suggests it may be necessary to use a parameterization which takes biological/ecological variability into account [e.g., Cleveland, 1995; Bricaud et al., 1995] . Other parameterization weaknesses exist at high C concentrations [see Morel, 1997 ] which, in the case of the Carder algorithm, are partially canceled by the use of an empirical default algorithm. The improved results obtained with the "global" version of both semianalytic models (Table 6) where variability introduced by biological processes may be more limited. At present the predictive skill of the semianalytic algorithms remains, however, inferior to that of empirical algorithms when applied to widely varying bio-optical provinces.
Until such domains are well sorted and understood, the most conservative approach for acquiring a global satellite chlorophyll data set is the use of a globally tuned empirical algorithm.
New Formulations for Empirical Algorithms
Most algorithms presented here perform reasonably well, and several may be used with satisfactory results for particular regions or concentration ranges. Those performing best over the whole C concentration range are based on cubic polynomials. However, none of them fit the low C values very well. 7.3.1. Ocean chlorophyll 2 (OC2), modified cubic polynomial. In our attempts to fit a cubic polynomial to the Sea-BAM data, we were also not able to capture the lowest Chighest ratios of Rrs490/Rrs555 without compromising the fit elsewhere. Inspection of scatterplots and q-q plots suggested that the cubic polynomial formula required an additional correction term (coefficient) which influences the shape of the curve at low C but has little effect at higher concentrations. Such a "modified cubic polynomial" (MCP) formula (Table 7) , named "ocean chlorophyll 2" (OC2), yielded very good statistical results when tuned to the SeaBAM data (R 2 = 0.918; RMS = 0.172 (Table 8) ). Algorithm tuning involved determination of MCP coefficients using iterative minimization routines (IDL, Research System Incorporated) to achieve a slope of 1.000 intercept of 0.000, minimum RMS of q-q, and maximum R 2 between model and observed chlorophyll data.
The agreement between the OC2 model and the in situ data throughout the range of C is excellent, and the relative frequency distributions of model and in situ C are highly congruent ( Figure 5 ). The OC2 model captures the inherent sigmoid relationship between in situ band ratio and C, evident in semianalytic models such as Gordon et al. [1988] and Morel [1988] ( Figure 6 ). Our empirical fit (OC2) suggests that the sigmoid relationship is asymmetric, with steeper curvature at low C than at high C concentrations (but more observations with C above 20 tzg L -• are required to confirm this). At low C the OC2 asymptotically approaches the expected clear water value (---6.6, Table 9 ) for the Rrs490/Rrs555 radiance ratio. 7.3.2. Ocean chlorophyll 4 (OC4), maximum band ratio algorithm. In the algorithm evaluation the global processing switching (GPs) algorithm yielded one of the highest coefficients of determination (R 2 = 0.927) between in situ and Clear water values predicted by the MCP equations derived from the SeaBAM data set (Table 7) are also indicated. FOR SEAWIFS 24, 949 model. The GPs achieves this by switching from a 443/550 to a 520/550 band ratio, thereby avoiding the relatively lower and noisier 443/555 ratios when C exceeds •--1.5 /•g L -•. The GPs algorithm follows the well-known shift of the maximum of Rrs spectra toward higher wavelengths with increasing C. The strategy behind the GPs is sound and insightful, but the switching between power equations leads to the artifacts described above.
With this in mind, a strategy was devised to maximize model precision over the entire chlorophyll concentration range. The functional form of this algorithm, named ocean chlorophyll 4 (OC4), is a modified cubic polynomial relating a band ratio to C ( Table 7) . The significant departure from previous band ratio algorithms is that the band ratio is determined by whichever ratio, Rrs443/Rrs555, or Rrs490/Rrs555, or Rrs510/ Rrs555, is greatest. Thus the OC4 maximum band ratio (MBR) model uses three-band ratios but only a single set of coefficients in a single MCP equation. Similar MBR models for three-band combinations are shown in Table 7 (Figure 7 (bottom) ). This overlap is a desirable property because it implies that discontinuities in frequency distributions of C estimated with OC4 are unlikely. Possible discontinuities in the OC4 model were investigated by subjecting OC4 to a large, continuously varying population of simulated radiance ratios with random noise added. To simulate all band ratios involved in the OC4 model, a MCP equation was derived for each (Table 7) , similar to the OC2 model. By inverting these equations it was then possible to generate values for all radiance ratios for any given chlorophyll This maximum band ratio model is a new approach in empirical ocean color algorithms. It has the potential advantage of maintaining the highest possible satellite sensor signal :noise reflectance ratio over a broad range of C concentrations. This aspect is important for passive ocean color sensors aboard satellites since normalized water-leaving radiances retrieved for the 443 nm band, after atmospheric correction, may be quite low or below the sensor detection threshold in chlorophyll-rich coastal water or offshore phytoplankton blooms [Gordon, 1987] . The MBR model may also be a useful approach with sensors having many radiance bands (e.g., MODIS or hyperspectral data). MBR models such as OC4 might also be useful to define operationally three ocean realms with respect to trophic status: oligotrophic (<0. ............. : .......................................... i  I  Rrs555   l ........................................................... / .......................................... 1"'"'"; ....................................... "-•'"" '"*-*'""'""-•'"'"'-='"'"'"½i'i:i'•" •"6'? ..................... . 
Comparisons Between Contemporary and Historical Ocean Color Data
There is keen interest in the ocean color community in assessing long-term (decadal) changes in phytoplankton biomass, and primary productivity in the world oceans, and particular interest in investigating the potential influences of climate change on the magnitude or redistribution of oceanic productivity. The CZCS mission, from 1978 to 1986 [Yoder et al., 1988; Hooker et al., 1992; , established a baseline which may be compared with time series developing or anticipated from contemporary ocean color sensors such as SeaWiFS, OCTS, and MODIS. The comparability between ocean color products embraces various aspects such as sensor characteristics and the way data should be processed and atmospherically corrected. Accurate comparisons also require that similar products be compared (i.e., chlorophyll a or [C + P]). The primary CZCS product was [C + P], defined as the sum of chlorophyll a + phaeophytin a as measured by the fluorometric method. However, since fluorometric phaeophytin determinations are often contaminated by the presence of other forms of chlorophyll [Lorenzen and Jeffrey, 1980; Trees et al., 1985 ; l/ernet and Lorenzen, 1987] , the definition of [C + P] is confounded and imprecise. Also, improvements in HPLC technique and new equipment and methods for fluorometric measurements of chlorophyll a [e.g., Welschmeyer, 1994] will make it increasingly difficult to compare new "sea truth" chlorophyll data with earlier fluorometric [C + P] estimates used as sea truth for the CZCS mission. For these reasons it appears preferable that comparisons between past and new ocean color data be based on chlorophyll a. This implies a need to reprocess the CZCS data using a suitable chlorophyll algorithm.
Because the SeaBAM data set was designed primarily for SeaWiFS, its radiometric composition is less suited for developing a CZCS chlorophyll algorithm. The only CZCS chlorophyll algorithm which can be derived without radiometric adjustments of the SeaBAM data must use 443 and 555 nm (accepting the practical equivalence of Rrs550 and Rrs555). CZCS algorithms employing radiance data from 443, 520, and 550 nm bands using a maximum band ratio approach, such as used in OC4, might be suitable for CZCS reprocessing. For instance, the ocean chlorophyll 3e (OC3e), a three-band algorithm (Table 7) , gives better agreement with in situ C than OC2b (Table 8) . Even though Rrs490 is not used in OC3e, there appears to be sufficient overlap (---10%) to ensure a smooth transition between dominance by Rrs443/Rrs555 and Rrs520/Rrs555 at low and high concentrations of C, respectively (Figure 9) . These results, although promising, must be considered preliminary because in 85 of the 157 instances where Rrs520/Rrs555 was the dominant band ratio (Figure 9) , Rrs520 data were estimated from the adjacent Rrs510 band, as described in section 3.4.2.
Conclusion
The major focus of this paper was the identification of an algorithm which would allow estimates of in situ C concentrations from SeaWiFS data with the highest possible accuracy and precision over a wide range of bio-optical conditions. While several SeaWiFS-compatible algorithms performed well, the SeaBAM participants [Firestone and Hooker, 1998 ] recommended OC2 as the at-launch SeaWiFS operational chlorophyll a algorithm for several reasons. The potential robustness of an algorithm tuned to a large and qualitycontrolled data set is a major reason. The simple and reversible functional form used by OC2, as well as its statistical and graphical results, were considered superior to other formulations evaluated. Its use of the 490 nm band allows reliable chlorophyll estimates over a wide range of concentrations; Statistical results using the 490/555 band ratio were superior to any other two-band combination (Table 8) , as was also reported by./liken et al. [1995] . Despite their evident benefits at low and midconcentrations, two-band algorithms based on the 443/555 ratio were rejected because they gave less precise estimates at high chlorophyll concentrations and because there existed uncertainties associated with atmospheric corrections of sensor radiances at low wavelengths [e.g., Gordon, 1987] . While the 443 nm band is nearer the chlorophyll absorption peak than the 490 band and should therefore be more responsive to variation in chlorophyll a concentration, the 443 band is also more likely to be influenced by CDOM absorption which decreases exponentially with increasing wavelength Roesler et al., 1989] . It must also be kept in mind that the 490 nm band works well in band ratio algorithms such as OC2 because of the usually strong correlation between chlorophyll a, accessory pigments such as carotenoids, and other covarying substances influencing absorption and reflectance at 490 nm [Yentsch, 1960; ./liken et al., 1995] . This covariance of in-water optical properties influencing Rrs at 443 and 490 nm is also implied by their high correlation (R 2 = 0.92, logtransformed data) in the SeaBAM data. Reduced accuracy should therefore be expected from OC2 when phytoplankton pigment composition, pigment-packaging, or bio-optical conditions deviate markedly from those embodied in SeaBAM data [e.g., Kahru and Mitchell, 1998b] . Additional drawbacks in using OC2 are that it must be validated using new independent observations and that it, or any algorithm derived from the SeaBAM, will inherit the limitations of the SeaBAM data.
While results for OC4 were superior to OC2, OC4 is not so suitable as the initial operational algorithm for SeaWiFS because its use would require accurate atmospheric corrections and on-orbit calibrations in four bands (instead of two), and
