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Sei M eine Teilmenge der reellen Zahlen und [WM der lineare Raum der 
reellwertigen, auf M definierten Funktionen. Ein n-dimensionaler linearer 
Unterraum U von IWM hei& schwach Haarscher Raum bzw. jede Basis 
von U heiBt schwaches Tschebyscheff-System, wenn kein f E U iifter als 
(n - I)-ma1 stark das Vorzeichen wechselt bzw., in der Terminologie 
von [8], eine starke Alternante der Lange gr6Der IZ hat. Ein Beispiel fur 
schwach Haarsche R&me bilden etwa die polynomischen Splines (siehe 
[4, P. w>. 
In Verallgemeinerung des Alternantensatzes von de la Vallee-Poussin 
fur gewbhnliche Haarsche RBume haben Jones und Karlovitz [3] gezeigt, 
da& falls M ein abgeschlossenes Interval1 und U C C(M) ein n-dimensionaler 
linearer Raum ist, U genau dann die schwache Haarsche Bedingung erfi.illt, 
wenn zu jedem g E C(M) ein Proximum f E U beztiglich der Maximumnorm 
auf M existiert, fur das die Fehlerfunktion r := f - g ihr betraglisches 
Maximum an n + 1 Punkten von M mit wechselndem Vorzeichen annimmt. 
Urn zu zeigen, daD die scwache Haarsche Bedingung hinreichend ist, wurde 
in [3] als zentrales Hilfsmittel ein Grenzprozess fur die Annaherung von U 
durch gewiihnliche Haarsche RZiume benutzt, der in Karlin und Studden [4] 
ausfiihrlich dargestellt ist. Wir werden im folgenden einige prinzipielle 
Eigenschaften schwach Haarscher Raume herleiten und mit ihrer Hilfe 
das Ergebnis von Jones und Karlovitz elementar beweisen. Dabei wird 
sich unter anderem ein vereinfachter Beweis des klassischen Resultates 
fur gewbhnliche Haarsche Raume ergeben. 
1. VORBEREITUNGEN 
Aus [S] und [3] tibernehmen wir folgende Festlegungen: 
(1) Seien f o RM und tI ,..., tk E A4 mit tI < ... < tk . tI ,..., tl, heil3en 
eine starke Alternante von f (der Lange k), wenn f(tJ * f(ti+J < 0 fur 
i=l ,..., k - 1 gilt. 
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(2) Ein n-dimensionaler linearer Unterraum U von II@’ heigt schwach 
Haarscher Raum, wenn keinfe U eine starke Alternante der Lange > n hat. 
LEMMA 1. Sei UC W ein n-dimensionaler linearer Raum. Dann sind 
folgende Eigenschaften Equivalent : 
(a) U erfiillt die schwache Haarsche Bedingung. 
(b) Seif, ,...,fn eine Basis von U. Fiir alle t, ,.,., t, E Mmit t, < ‘.. < t, 
hat die Determinante det(fi(tj)) h SC wac einheitlisches Vorzeichen. h 
(c) Seien u1 ,..., un-lEMmitu,<...<u,_,,u,=--co,u,=+co. 
Dann gibt es ein f E U\(O) mit f(uJ =f(u,) = .** =f(u,-,) = 0 und (-l)i 
f(x) > Ofiir x E (uiel, ui) n M, i = l,..., n. 
Bemerkung. Jones und Karlovitz [3] beweisen Lemma 1 fur den Fall, 
da13 M ein Interval1 und U C C(M) ist, mit Hilfsmitteln, die auf die allgemeine 
Situation nicht iibertragbar zu sein scheinen. Im tibrigen setzen sie an die 
Stelle von (c) die Bedingung “WC-2”, namlich daB (c) nur fur alle u1 ,..., u,-~ 
mit inf M < u1 und u,-~ < sup M gelte. Falls M ein Interval1 und UC C(M) 
ist, sind (c) und “WC-2” also Siquivalent. Im allgemeinen gilt dies jedoch 
nicht, wie folgendes Beispiel zeigt: 
Sei M = (1,2,3}, und seienf, g E RM definiert durchf(l) =f(2) = g(3) = 0 
und f(3) = g(1) = -g(2) = 1. U := spanif, g} erftillt “WC-2”, aber 
nicht (c). 
Beweis con Lemma 1. 
(b) 3 (c): Wir benutzen Induktion tiber k: = dim Ul~ul,...,u,-l) . 
k = n - 1: Sei Ai = (ui , ui+i) n M fur i = 0, l,..., n - 1. Sei 
’ I 
fi(t) fi(u1) ..* h(u7+1) 
g(t) := det tf ;,‘..: i F = i i i fur t E M. 
n1 
Fur t E Aj ist 
fn(t) fnh) ... "f&n-1) 
g(t) = (-1Y det ($ -1. ii-1 ‘I’ ,‘..: in:), j = 0, l,..., n - 1. 
Die Determinante rechts hat nach Voraussetzung schwach einheitliches 
Vorzeichen und verschwindet wegen dim U = n nicht identisch. 
k + 1 * k: Sei F der Spaltenvektor 
und il ,..., il, E {l,..., n - 1) 
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so gewtihlt, da0 p)(u&.., v (u. ) Elc linear unabhangig sind. Ferner sei L: = 
{w E M I dw) E van{du&..~ d4,)H und L, das gr6Dte Interval1 mit 
u,EL,EL fur v=l,..., n-1. 
Full 1. Es gibt ein v E I: = {I,..., n - I)\{& ,..., ik} mit [u,-, , ll,+J n 
MCL”, etwa W: = (u,-~ , u,) n M\L # o ohne Einschrankung der 
Allgemeinheit. Hat W ein maximales Element x, so gibt es nach Induk- 
tionsvoraussetzung ein g E U\(O) mit schwachen Vorzeichenwechseln in 
Ul ,..., u,-1 9 x, 4+1 ,..., b-1 . Da g auf L verschwindet, hat es die gewtinschten 
Eigenschaften. Hat W kein maximales Element, so sei x1 , xg ,... E W eine 
streng monotone Folge mit lim,,, x, = sup(W). Nach Induktionsvor- 
aussetzung gibt es fur jedes m = I, 2,... ein h, E U mit 11 h, 1~ = 1, wobei 
(j I/ irgendeine Norm auf U ist, und schwachen Vorzeichenwechseln in 
Ul ,..., Gl ? X m  9 4+1 >..‘, 4-I . Da die MengeS: = {fe U ( lifll = l> kompakt 
beziiglich der Normtopologie ist, hat die Folge {h,} einen Haufungspunkt 
g E S. Da Normkonvergenz hier punktweise Konvergenz impliziert, hat g 
die gewiinschten Eigenschaften. 
FUN 2. Fur jedes v E I gilt [u,-, , u,+r ] n MC L. Sei dann VGI fest und 
ohne Einschrankung der Allgemeinheit p < v maximal, so dal3 W: = 
(4 T u,+d n M\L nicht leer ist. Der Rest des Beweises ist derselbe wie in 
Fall 1 mit dem einzigen Unterschied, dag, falls W ein maximales Element 
x hat, g E L’\(O) mit schwachen Vorzeichenwechseln in u1 ,..., u, , x, u,+~ ,..., 
Ll 3 u u+l ,..., u,-i gebildet wird und sonst h, E S mit schwachen Vorzeichen- 
wechseln in u1 ,..., u, , x, , u,+~ ,..., u,-i , u,,, ,..., u,-i , m = I, 2 ,..., ge- 
bildet wird. 
(a) * (b): Sei fi ,...,fn eine feste Basis von U. Wir nehmen an, es 
giibe x1 )..., x,EMundy,,...,y,EMmitx,<...<x,,y,<’.’<y,und 
det(hW) . dNfXYj)) < 0. Da dim U I~ml,...,z,,) = dim U lp,1,...,2/~ = n is6 
gibt es ein yi, , so da13 dim U /(~il,X2,...,Z3) = n ist, welter em yir mit 
dim CT 1(2/i1.11iZ,ZZ,...,Zn) =  usw. Also kann man {x1 ,..., x,> schrittweise in 
{Yl ,..., yn} so iiberfiihren, dab bei keinem Schritt die Determinante ver- 
schwindet. Bei einem Schritt mul3 dann die Determinante das Vorzeichen 
wechseln, etwa beim k-ten Schritt. Wir benennen die Punkte yi, ,..., yilrdl , 
xk ,..., x, urn m zi ,..., z, mit z1 < .*. < z, und wahlen eine Basis g, ,..., g, 
von U mit g,(q) = S,,i fur alle i und j. Sei y := yis mit zj < y < z~+~ ,
und y werde gegen zk ausgetauscht. Nattirlich wechselt die mit g, ,..., g, 





o > det 
( 
g, . . . . ). . . . . . . . . . . . Z;), 
Zl ,..., zj > J, zi+1,*.*, Zk-1, zk+l ,..., 
falls j = I,..., k - 2, k + I ,..., H 
Ausrechnung dieser Determinanten liefert 
sign gl,( y) = (-I)“-‘, falls j = I,..., k - 2, 
= -1, falls j=k- l,k, 
= (-])k-j-l, falls j = k + I,..., n. 
Sei nun g E U mit 
&J = ( - 1 Y-l-” Sk& sd Y)) fur v = l,..., j, 
= (- I)+ sign( gll( y)) fur v = j + I,..., n. 
Man priift nach, da8 in jedem Fall g(zk) = 1 ist. Fur hinreichend kleine 
E > 0 hat g, + Eg in zr ,..., zi , y, zj+r ,..., z, eine starke Altemante der 
Lange n + 1 im Widerspruch zu (a). 
(b) * (a): Wir nehmen an, es ggbe ein h E U und x1 ,..., x,+~ E M mit 
Xl < .'. < x,+1 und (-l)i h(xi) < 0 fur i = I,..., n + I. Sei U, := 
u l(P1....*zn+l 1 . Wir unterscheiden zwei Ftille: 
Fall 1. dim U, = n. Sei g, ,..., g, eine Basis von U, . Wegen 
0 = det 
( 
h g,...g, 
Xl ... xni.1 
) = nf (-l)i--l K-4 det (f: .:. ii-lii:l' .:. in:;) 
i=l 
folgt 
und damit dim U, < n, also ein Widerspruch. 
Fall 2. dim U, = k < n. Seien xi, ,..., xi, mit dim U / (Z61 ,..., ,Q = k, und 
t Ic+l 
hat. 
,..., t, E M so gewghlt, daB W : = U I{Z,l ,..., riL,tl.+l ,..., Q die Dimension n 
Bezeichnen wir 
z, = xi Y fur v<k 
= t, fur v>k+l, 
SO sind durch gi(zj) = 6i,j eine Basis g, ,..., g, von U, und eine Basis g, ,..., g, 
von U festgelegt. Wegen h E U, gilt (h + g)(x,) = h(xi) fur i = I,..., n + 1 
und jedes g E span{g,+, ,..., g,}. 
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Also konnen in fk+r ,..., t, beliebige Werte fur h vorgeschrieben werden. 
Wir tun das in folgender Weise: Enthalt (x, , x,+J genau 1, viele Punkte 
PI” < ... <pi, mit pi” E {tk+l ,..., fn}, so sei h(pi”) := (-l)$ /2(x,), i = l,..., I,. 
1st 1 gerade, so verlangert sich dadurch die Alternante von h urn 1 viele 
Punkte. 1st 2 ungerade, so verlangert sich dadurch die Alternante von h 
urn 1 - 1 viele Punkte, und wegen sign h(pQ = sign h(xY+J kann x,+~ in 
der Alternanten durch p;, ersetzt werden. So erhalt man in jedem Fall eine 
starke Alternante yr ,..., yn+l von h der Lange n + 1, die aus den Punkten 
tlc+1 >-..7 t, und k + 1 Punkten xi, < ... < x~~+~ besteht. 
Gilt dim U l~yl.....v,,+l 1 = iz, so liegt erneut Fall 1 vor. 
Gilt dim U ltgl....,yn+l 1 < n, so folgt dim U Itejl ,..., ZiK+l) < k. Dann setze 
man U2 := u lh-jl,...‘2jt+l ) und verfahre fur U, wie fur U, in Fall 2. 
Damit ergibt sich dann eine starke Alternante y1 ,..., Jn+r , bezgl. der U 
eine griil3ere Dimension als bezgl. y, ,..., yn+l hat. Nach endlich vielen 
Schritten gelangt man zu Fall 1. 
(c) + (b): Wir folgen wbrtlich dem Beweisteil (a) Z- (b) und merken 
zusatzlich an, da13 g, in y und zk nicht verschwindet und in z1 ,..., z,+r , 
zk+i ,..., z, Nullstellen hat. Wegen (c) existiert ein h E U\(O) mit den selben 
Nullstellen, das in diesen schwach das Vorzeichen wechselt und zwischen je 
zwei benachbarten von ihren schwach konstantes Vorzeichen hat. Da U auf 
h ,..., z,} ein Haarscher Raum ist, ist h ein skalares Vielfaches von g, . 
Dann hat aber h in y oder Z~ das “falsche” Vorzeichen. 
Das folgende Resultat wurde unabhangig von Sommer und Strauss [6] 
mittels des oben erwahnten Grenzprozesses bewiesen. Unser Beweis ist eine 
abgektirzte Version des Beweises von Stockenberg [7], der seinerseits auf [8] 
ful3t. 
SATZ 1. Sei U C IWM ein n-dimensionaler schwach Haarscher Raum. Dann 
enthiilt U einen (n - I)-dimensionalen schwach Haarschen Raum. 
Beweis. Sei A?? = {x E M / g(x) # 0 fur ein g E U}. Fur alle x E i@ ist dann 
N,:={g~U/g(x)=o} 
ein (n - l)-dimensionaler linearer Raum. Fur x E i@ sei ferner A, := 
{g E U 1 g hat in M n [x, co) eine starke Alternante der Lange n}. Dann 
ist A, offen in U bezgl. der von einer bzw. jeder Norm auf U erzeugten 
Topologie. (siehe Lemma 5 in [8]). Wir nehmen an, es gabe ein x E &’ mit 
A,nN,#+. Sei etwa hEA,nN,, und ohne BeschrHnkung der Allge- 
meinheit sei h rechts von x zuerst positiv. Sei f E U mit f(x) = 1. Fur hin- 
reichend kleine E > 0 hat dann h - l f in x und den n Alternantenpunkten 
von h eine (n + l)-stellige Alternante im Widerspruch zur Voraussetzung. 
Also folgt N, C B, := U\A, fur alle x E @, und auDerdem ist B, abge- 
schlossen. Nach Lemma 6 in [8] enthalt dann B := nOEa B, einen (n - l)- 
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dimensionalen linearen Raum N. AuDerdem ist B = U\A, wobei 
A = {g E U ] g hat eine starke Alternante der Lange n auf M}. 
Da N mit A leeren Durchschnitt hat, ist N ein schwach Haarscher Raum. 
2. HAUPTRESULTATE 
Sei im folgenden A4 = [a, b] C R und UC C(M) ein n-dimensionaler 
linearer Raum. 
Fur r E C(M) nennen wir Punkte x1 ,..., xI, E 44 mit x1 < ... < xk und 
r(xJ * Y(x~+~) = - jj r II2 fur i = l,..., k - 1 eine k-stellige Extremalalternante 
(EA) von r. 
SATZ 2 (Alternantensatz). Sei U schwach Haarsch, f E C(M) und V C U 
die Menge aller besten Approximationen an f beziiglich der Maximumnorm 
auf M. Dann gibt es ein g E V, so da,S r: = f - g eine (n + 1)-stellige EA hat. 
Beweis. Sei k maximal, so da13 fur ein g E V die Fehlerfunktion eine 
k-stellige EA hat. 1st die Behauptung fur alle schwach Haarschen Riiume 
mit niedrigerer Dimension als n richtig, so kiinnen wir uns im folgenden 
wegen Satz 1 auf den Fall k >, n beschranken. 
Fur n = 1 liefert dies zugleich den Induktionsanfang. 
Wir nehmen an, es sei k = n und WC V die Menge aller Funktionen mit 
einer n-stelligen EA der Fehlerfunktion. Fur g E W mit einer zugehijrigen EA 
x1 ,..., x, E M der Fehlerfunktion und x,, := x, x,+~ := b sei Ei : = 
{x EM IT [xi-r, xi+J j r(x) = r(xJ} fur i = I,..., n, Ii = [ai , bi] jeweils das 
kleinste Intervall, das Ei enthalt. 
Ohne Beschrankung der Allgemeinheit sei r(x) = /I r 11 fur x E E1 . Ferner 
sei A = (h E U\(O) / (-l)i h(yi) < 0 fur alle yi E Ii und i = l,..., n} und 
Nh := {XE E1 v *.. u E, 1 h(x) = O> fur h E U. Wegen Lemma 1 ist A 
nicht leer. 
Wir zeigen zuniichst folgende Zwischenbehauptung: Es gibt ein h E A, 
so da13 fur alle h E A gilt: Nh C Nh . 
Beweis. Man zeigt leicht, da13 A ein abgeschlossener Kegel ist. Fur f E A 
sei Gf := {g E A ] N, C N,}. Offenbar ist G, konvex. Sei B = {h E A 1 II h Ij = 1) 
und g, E B beliebig fest gewahlt. Sei {fn}y C B eine in B dichte Folge, und fn, 
das erste Glied dieser Folge mit fn, 6 Gg, . Sei dann 
g, : = fi + (fn,/2) und damit Ng2 $ N,, und G,, TV {fl ,..., fn,> C G,, . 
Zu g, konstruiert man analog g, := g, + (1/22) fn, usw., allgemein 
gi+1 = &?i + w2ilL, * 
64+5/4-7 
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Entweder es ist Go, = A fur ein u, also Ng, C Nf fur alle f E A, und die 
Aussage ist bewiesen. Oder es gibt eine unendliche Folge {gy>r in A mit 
N s,,+l S N,y > Gv " ifi 2.'.,fn,> C %+I 9 (*) 
I g"(x)1 G I g,+,(x)l fiir xEI,v...vI,, (**I 
1lgll G 2 fur v = I, 2,... . 
Die Folge (g”>T hat einen Haufungspunkt g, E A, und 0.B.d.A. konvergiere 
sie gegen diesen. Wegen (**) folgt Ng, = fJz=r Ng, . Sei nun g E B beliebig 
und x E NB, . Dann ist also g”(x) = 0 fur alle u, und damit wegen (*)fy(x) = 0 
fur alle v. Da {fy}; dicht in B ist, folgt g(x) = 0. 
Also gilt Ng, C N, fiir jedes g E B bzw. B C Ggm , was trivialerweise A C Ggm 
impliziert, und die Aussage ist bewiesen. 
Sei nun h E A eine Funktion wie in der Zwischenbehauptung. 1st N& leer, 
so hat r - oh fur hinreichend kleine E > 0 eine kleinere Norm als r im 
Widerspruch zu g E V. Also ist N,, nicht leer; sei etwa x E Nh n E,, . 
Fur w  E Wsei E,(w) die i-te Extremalmenge, i = I ,..., n, Zi(w) = [ujwu), bi.“‘)], 
usw. 
Sei fi = {w E W 1 x E E,,(w)}. Wegen g E I@ ist m nicht leer. Man zeigt 
leicht, da13 ti abgeschlossen ist. 
Sei Wi = (w E m / q(w) = ai fur i = I,..., p und &(w) = bi fiir i = p ,..., n}. 
Auch W,, ist nicht leer und abgeschlossen. 
Sei Wi = {w E Widl 1 hi(w) maximal} fur i = I,..., p - 1 und Wi = 
(w E Wi-1 / ~~+~(w) minimal} fiir i = p,..., n - 1. Sei t’ E W,-, undp = f - u. 
Sei nun q E A mit schwachem Vorzeichenwechsel in b,(u),..., b,-,(v), 
%+,(d,..., d4 
Wegen der Zwischenbehauptung ist q(x) = 0. Zur Vereinfachung bezeichnen 
wir ai := ai und /Ii := /3$(v). Fur alle hinreichend kleinen e > 0 hat dann 
p - eq eine n-stellige EA in PI ,..., flu-r , x, OI,+~ ,..., 01, . Fur jedes E > 0 gilt 
(P - E4N) GPO> fk- tE[a,Pllu[Bz,831u..., 
3 PO) ffir tE[B1,823u[183,841u..., 
und fur alle hinreichend kleinen E > 0 gilt 
(P - E4M) > - II P 11 fiir t~[a,Bll~[Bz,B31~..., 
< IIPII ffir t~UA,Al~ [A,t41~ .-.. 
Wegen q + 0 gibt es ein kleinstes g > 0, so da13 fiir ein y E M in einer der 
Ungleichungen (+) Gleichheit auftritt. Sei i = p - Eq. Ohne Beschrankung 
der Allgemeinheit sei y < x. Wir unterscheiden drei Falle: 
(1) Gilt y < PI , so hat r” in y, p1 ,..., puPI , x, (~,+r ,..., OL, eine (n + l)- 
stellige EA im Widerspruch zur Annahme k = n. 
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(2) Gilt y E (pipI , /Ii) fur ein i E (2 ,..., p - l}, so folgt ?(/I+,) = 
f(y) = -Vi> = + II r II. 
Dann ist entweder pi-r nicht maximal, oder es gibt ein z E (&r , y) mit 
f(z) = r@,), und r” hat eine (n + I)-stellige EA, in beiden Fallen ein 
Widerspruch. 
(3) 1st Y E @u-1 3 49 so folgt wie bei (2) daD entweder ,Q-r nicht 
maximal ist oder ein z E (/3+r , y) mit F(z) = f(x) existiert und r” also eine 
(n + 2)-stellige EA hat. 
Die beiden folgenden Aussagen stellen in gewisser Weise Umkehrungen 
von Satz 2 dar. 
SATZ 3. Sei U schwach Haarsch undf E C(M). Dann ist jedes g E U, fiir das 
r = f - g eine (n + 1)-stellige EA hat, eine beste Approximation an f E U. 
Zum Beweis benutzen wir einen Spezialfall des Kolmogoroff-Kriteriums 
(siehe z.B. Schonhage [5, S. 1491): 
LEMMA 2. g E U ist genau dann eine beste Approximation an f E C(M), 
wenn ftir jedes h E U ein x E {t E M / I(f - g)(t)1 = 11 f - g ii} mit (f - g)(x) . 
h(x) < 0 existiert. 
Beweis von Satz 3. Da U schwach Haarsch its, hat kein h E U eine starke 
Alternate der Lange n + 1. Also gibt es fur jedes h E U einen Punkt t der EA 
mit r(t) h(t) < 0, woraus mit Lemma 2, Satz 3 folgt. 
SATZ 4. Gibt es zu jedem f E C(M) eine beste Approximation g E U, fiir 
die r = f - g eine (n + I)-stellige EA hat, so ist U ein schwach Haarscher 
Raum. 
Zum Beweis verweisen wir aus die-in diesem Teil elegante-Argumen- 
tation von Jones and Karlovitz [3]. 
3. SPEZIALISIERUNG AUF HAARSCHE RI&ME 
Ein n-dimensionaler schwach Haarscher Raum U heil3t Haarscher Raum, 
wenn kein f E U\(O) mehr als n - 1 Nullstellen hat. Das Analogon zu Satz 3 
folgt aus diesem unmittelbar. 
Das Analogon zu Satz 4 lautet: 
SATZ 4’. Gibt es zu jedem f E C(M) genau eine beste Approximation g E U, 
so ist U ein Haarscher Raum. 
Der Beweis dieses Ergebnisses findet sich z.B. bei Cheney [I, S. 811, oder 
Haar [2]. 
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Wir wollen nun einen gegeniiber den bisherigen einfacheren Beweis des zu 
Satz 2 analogen Resultates geben. 
SATZ 2’. Sei f E C(M) und U ein Haarscher Raum. Dann gibt es genau eine 
beste Approximation g E U an f, und r = f - g hat eine (n + l)-stellige EA. 
Beweis. Sei g E U eine beste Approximation anf, und k maximal, so dafi 
r = f - g in x1 ,..., xk. eine k-stellige EA hat. Mit x,, := a und x~+~ := b 
sei Ef := {x E M n [xieI, xi+J I r(x) = r(xJ) fiir i = l,..., k, und Ii das 
jeweils kleinste Interval1 mit Ei C Ii . Wir nehmen an, es sei k < n. 
Fiir k = n, n - 2, n - 4,... sei h E CJ eine Funktion, die in den Liicken 
zwischen den Ii zusammen genau n - 1 Nullstellen hat, und zwar in jeder 
Liicke ungerade viele. 
Fiir k = n - 1, n - 3,... sei h, E CJ eine Funktion mit h,(min II) = 0, die 
auBerdem in den Li.icken zwischen den Ii zusammen genau n - 2 Nullstellen 
hat, und zwar in jeder Liicke ungerade viele. h, E U sei eine ebensolche 
Funktion, nur mit h,(max I,) = 0 statt h,(min ZJ = 0, und schwach dem 
gleichen Vorzeichen wie h, in jedem Interval1 Ii . Es sei h = h, + h, . 
In beiden Fgllen erhglt man ein h” E U (entweder h = h oder h” = -h), das 
auf jedem 1: das gleiche Vorzeichen wie r auf Ei hat. Also ist fiir jedes 
XE:EIa .‘. v E,r(x) . 6(x) > 0, und wegen Lemma 2 dann g keine beste 
Approximation an f: Also ist k 3 n + 1. Sei nun g E U eine andere beste 
Approximation an f, also II r // = 11 i I/ fi.ir 7 = f - g”. r - r” E U hat in jeder 
EA von r eine schwache Alternante der Liinge n + 1. 
Da U ein Haarscher Raum ist, folgt r = r”. 
LITERATUR 
1. E. W. CHENEY, “Introduction to Approximation Theory,” McGraw-Hill, New York, 
1966. 
2. A. HAAR, Die Minkowskische Geometrie und die Anntiherung an stetige Funktionen. 
Math. Ann. 78 (1918), 294-311. 
3. R. C. JONES UND L. A. KARLOVITZ, Equioscillation under nonuniqueness in the approxi- 
mation of continuous functions. J. Approximation Theory 3 (1970), 138-145. 
4. S. KARLIN UND W. J. STUDDEN, “Tchebycheff Systems: With Applications in Analysis 
and Statistics,” Wiley, New York, 1966. 
5. A. SCH~~NHAGE, “Approximationstheorie,” W. de Gruyter, Berlin 1971. 
6. M. SUMMER UND H. STRAUSS, Eigenschaften von schwach Tschebyscheffschen R&men, 
Institutsbericht Nr. 29 des Instituts fiir Angewandte Mathematik der Universitat 
Erlangen, MBrz 1976. 
7. B. STOCKENBERG, Zur Struktur von CebySev- und SchwachenCebySev-RLumen, Disserta- 
tion, Duisburg 1976. 
8. R. ZIELKE, On Transforming a Tchebyshev-system into a Markov-system, J. Approxima- 
tion Theory 9 (1973), 357-366. 
