Abstract-This paper describes an original approach to writing reactive algorithms on highly dynamic networks. We propose to use randomly mobile agents to gather global information about such networks. In this model, mobility is twofold: nodes move within the network and agents are able to migrate from node to node by following network links as they exist at a given moment in time. We apply this approach to a toy load balancing example. Through simulations, we illustrate the reactivity and convergence properties of the proposed approach. In particular, we emphasize two points: the solution is well adapted to node mobility insomuch as its performance increases with the node mobility rate, and agent cooperation can be used effectively in this context to increase performance.
I. INTRODUCTION
This article describes our proposed approach to dealing with highly dynamic networks, such as ad-hoc networks or sensor networks. Two observations can be made about these networks. First, they call for a reexamination of some of the assumptions distributed algorithms traditionally rely on: a mostly static network topology and a limited number of sites or link failures. Second, the client-server strategy, based on remote procedure calls and commonly used in many applications, is no longer workable. The notion of a server that can always be reached by clients no matter their location, is incompatible with highly dynamic networks. Instead, truly distributed solutions (both in control and data) are required.
An illustrative instance is the notion, extensively studied, of consistent global states, or snapshots. With the advent of dynamic networks, snapshots may not be such an apposite notion anymore and could even become inappropriate. Because of the instability of the network and its dynamic nature, it is unlikely that any given node will manage to obtain a meaningful and useful snapshot of all (or most) participants. In all probability, a site will have a workable knowledge of the states of its close neighbors, one or two communication hops away, depending on how unstable the network is. Larger snapshots may then be too inaccurate as to be of real value.
In this paper, we advocate a distributed model that relies on cooperating mobile agents to gather global information [1] , [2] . Three characteristics of mobile agents, in particular, suggest that they may be well adapted to dynamic networks:
• fault tolerance: by having multiple agents that share a common behavior, a system can be made tolerant to the failure of a limited number of agents.
• adaptability: the behavior of an agent can change from node to node, based on its current state and the information it has gathered while traveling the network.
• cooperation: agents can cooperate by exchanging data and/or code when they meet on a given site. Therefore, when dealing with dynamic networks, a practicable view of the underlying system can be provided to applicationlevel processes by a layer of lightweight mobile agents randomly and rapidly moving from node to node, without the need for point-to-point communication and (impractical) global routing.
We illustrate our approach in this article through a simple load balancing example. Many load balancing algorithms have been optimized for static or quasi-static networks, with or without the possibility of site failure [3] . Algorithms have also been devised for peer-to-peer systems [4] , where networks are more dynamic but the assumption of global routing is maintained [5] . In contrast to such algorithms, our approach is based on weaker assumptions about communication, similar to what is found in ad-hoc networks: a node can only communicate with a limited and continually evolving set of neighbors. Under such a weak assumption, we show how mobile agents can approximate global information about the underlying dynamic system by data aggregation and rely on this knowledge to migrate entities and achieve load balancing.
We model network mobility as random, and our mobile agents also make random decisions as to which nodes they are going to visit next. Such random walks have been proposed as a primary algorithmic principle in protocols addressing searching and topology maintenance of unstructured P2P networks [6] , in group communication protocols in ad-hoc networks [7] and for routing in wireless networks [8] . As an example, we describe an algorithm that uses mobile agents to approximate the average load of the network and perform a load balancing task. This algorithm exhibits significant reactive and stabilization properties. In the conclusion, we discuss other possible applications of using such random agents.
The load balancing example illustrates several features of our approach to dealing with dynamic networks. Firstly, agents do not attempt to identify nodes and to build a global picture of the network. Individual agents start with no knowledge of either the total number of other agents or the number and the interconnection of active network nodes, and nodes are anonymous. Furthermore, nodes are not used by agents to store any kind of information. Secondly, mobile agents can be made more "reactive" by adjusting some of their parameters. This allows us to rely on the same approach to deal efficiently with applications that are more or less dynamic. Thirdly, several agents can be used to perform a given task, although each agent need not be aware that other agents are also working on this task. By using several independent agents, an algorithm can be made both more efficient and more fault-tolerant. Finally, agents can collaborate with other agents when they are presented with such an opportunity. This does not mean that agents need to be aware of the existence of other agents, just that they may collaborate when they randomly encounter each other. We show how performance can be improved overall by using such an opportunistic form of cooperation.
The remainder of the paper is organized as follows. We introduce the load balancing problem and the principle to our solution in section II. Section III presents possible improvements to the basic algorithm, as discussed above, namely reactivity adjustment (sec. III-A) and cooperation (sec. III-B). We compare our approach to related work in section!IV and we conclude in section V.
II. THE LOAD BALANCING PROBLEM

A. Problem Description
We consider a multi-entity application running on a dynamic network in which nodes may appear or disappear and links between nodes can be changed. Entities may be active (processes) or passive (files). Entity creation can be internal (a process creating new processes) or external (new files being uploaded). At any time, new entities can be created on a given node. It is the responsibility of the load balancing algorithm to distribute these new entities among reachable nodes.
Entities cannot migrate on their own but, of course, entities can disappear (process exit or file deletion) at any time, hence lowering the load of the host node they were located on. In this context, the task of a load balancing algorithm is to make sure that entities are moved from high load nodes to lower load nodes. Thus, we focus on the so-called continuous and dynamic case of load balancing, in which new entities are generated in place as time proceeds [3] .
B. Basic Algorithm
The load balancing task is performed by at least one mobile agent, but there may be several agents running concurrently. These agents travel the network randomly and, on each visited node, they decide to push entities in excess towards other nodes. This decision is based on an agent's understanding of the average load in the network.
The global (actual) average load is defined as the total number of entities divided by the total number of nodes in the dynamic network. Obviously, it is impossible for an agent to know this number exactly, and agents should compute approximations of this average load. Such an approximation is computed as follows:
• Each agent maintains a variable nbHops, which is increased by one every time the agent moves from one node to another node. It should be noted that nbHops is not the number of different nodes visited by the agent, but the number of migration steps of this agent, including nodes that are visited multiple times.
• Each agent also uses a variable mean to count the number of entities seen on the network. Every time an agent arrives on a node (where), mean is (re)evaluated according to the number of entities currently on this node (where.entCnt). Agents approximate the average load by computing a new mean from their current approximation of the mean and the number of entities on the current node: mean = (mean * nbHops + where.entCnt) nbHops + 1 .
An agent moves randomly during at least P steps before using its approximation of the mean to push entities. Afterward, on each visited node, it computes a current approximation mean. Then, if the number of entities currently located on this node is greater than mean, the visiting agent sends a migration order to entities in excess. These entities must leave the current node and move toward a neighbor node. The choice of the destination neighbor is random.
C. Properties of the Algorithm
In its basic form, the algorithm described above enjoys several useful properties: Load Balancing Property. If a network node is overloaded (i.e., it contains more entities than the actual load average), one of two things will eventually happen: either the actual load average will increase enough for this node not to be overloaded anymore, or one or more entities will eventually leave the node, either from termination (deletion) or from being ordered to migrate by an agent. It should be noted that, unlike other algorithms, this approach requires no global knowledge [9] . In particular, no agent knows either how many nodes exist in the network or how many entities are currently present. Convergence property. If the underlying application reaches a stable point, i.e., a point where no new entity is ever created, the algorithm enjoys a stronger property: it will reach a state where no node contains more entities than the average load. 1 This convergence property [10] does not require the underlying network to stop being dynamic: nodes remain mobile and may still be completely disconnected during finite periods of time. Fault Tolerance Property. The algorithm is fault-tolerant [11] in a natural way. The loss of an agent can be recovered by using a set of agents. If an agent is lost or is locked on its current (disconnected) node, others can continue their load balancing task. As long as at least one agent survives, the algorithm still works, albeit with diminished performance. These properties were evaluated experimentally, using a simulation in Java. Furthermore, the load balancing and convergence properties have been verified on small networks using a formal description in TLA+ [12] .
III. REACTIVITY AND COOPERATION
A. Reactivity Adjustment
If load balancing agents always compute their approximations of the mean starting from the initial state, long executions will result in slow updates of this mean with respect to actual variations in the number of entities. In other words, such variations are less and less quickly perceived by load balancing agents. This is because new visits to nodes have less and less numerical impact on the computation of the mean.
This situation can be problematic if the global number of entities is varying quickly. For instance, imagine a situation where the total number of entities has been relatively stable for some time, but the application suddenly creates a substantial burst of new entities. In the basic version of the algorithm, agents that have been running for a long time will be slow to move these new entities away from high load nodes.
This drawback can be avoided by letting agents perceive the instability of the underlying application through a standard deviation computation. Agents cannot evaluate the actual standard deviation, but they can follow the same approach as with the load and compute successive approximations of the standard deviation:
where mean is the current value of the mean as computed by the agent and d is a predefined walk length. The behavior of an agent is then the following: if the increase between two successive values of the approximated standard deviation sd is greater than a chosen threshold, an agent reinitializes its variable nbHops to a low value. This update increases the reactivity of the algorithm by making subsequent node visits having more weight in the computation of the approximate mean.
B. Cooperation
In our model, agents can proceed independently from one another, or they can cooperate. In the load balancing example, cooperation among agents can be used to improve the approximation of the average load for agents that participate in such cooperation steps.
The cooperation protocol is synchronous and relies on a client-server mechanism. When an agent visits a node, its name is recorded in a local name server and the agent enters a cooperating state. In this state, it can either initiate cooperating interactions with other local agents or accept to cooperate with other requesting agents. When a client agent has found an accepting partner, it can call a set of methods provided by this agent. At any moment, an accepting agent may decide to refuse new clients. However, it must wait for an explicit termination order from all its clients before it can leave the node.
The load balancing algorithm can benefit from the cooperation protocol described above to gain in efficiency. When an agent visits a node, it initiates a cooperating step if it finds at least another agent on this node. For agent A, a cooperation step consists of collecting the current state of one or more other agents, and using this information to update A's own current state in the following way:
where p is the number of cooperative agents (including the agent that initiated the cooperation step). Such cooperation steps make it possible to aggregate the partial results of random walks performed by different agents. Insofar as different agents explore different sets of nodes, the aggregation of their estimates results in a better approximation of the global mean.
IV. RELATED WORK
Mobile agents have been proposed as a way to solve a variety of distributed problems. In [13] , a framework based upon cooperative mobile agents is used to achieve load sharing in distributed web server groups. Load information agents are used to gather global information about workload at the participating servers. Job dispatching agents are instantiated by overloaded servers to perform the job reallocation to the appropriate remote servers. This framework differs from our approach is several points:
• The main goal is not the same: their goal is the global throughput optimization (increase) of servers in term of executed requests.
• Random walk is not used as a basic mechanism to gather global informations. The number of servers involved in the load sharing task is low in web servers groups.
• Our load balancing agents perform simultaneously and continuously both information gathering and job dispatching tasks.
• No convergence property is studied. Load balancing in peer-to-peer networks [14] is a basic problem [15] - [17] . Originally, flooding was used in peer-topeer networks, but random walks have recently been proposed for searching and for maintaining strong connectivity properties in unstructured networks [6] . We think our approach of combining mobile agents and random walks, already used in [8] to achieve routing in wireless networks, could be applied to load balancing in peer-to-peer networks with files or virtual servers (sets of files) as entities.
V. CONCLUSIONS AND FUTURE WORK
Many of today's distributed systems involve a high degree of dynamic evolution and call for reliable adaptable algorithms with good reactivity. For instance, we believe that the approach presented in this paper is well suited to mobile ad-hoc networks or grid computing applications.
Through a load balancing example, we have presented an agent-based approach to dealing with such constraints. We propose to rely on agents that travel a network randomly, work individually most of the time, but also cooperate with other agents when given the opportunity. The resulting algorithm enjoys useful properties, both for continuous load balancing and for reaching a stable state if entities stop being created.
The load-balancing algorithm has been simulated in Java. In particular, we analyze the impact of the number of agents, of their cooperation, of the number and mobility of nodes and of the reactivity adjustment described in section III-A. The reader is referred to the full paper [18] for a comprehensive description of the results. As an example, the figure below shows how the number of agents and their using cooperation or not impacts the performance of the algorithm in a situation where entities were created in 5 successive bursts. In our model, agents can be initiated without any knowledge of their environment (in particular regarding the network size and connectivity), which gives our approach similarities with self-stabilizing algorithms. Indeed, simulation shows that a nonempty set of agents with no initial knowledge of their environment can compute global information such as an average load and a standard deviation.
This approach can easily be generalized to compute other global parameters. For instance, by computing the average number of migrations it takes to come back to a marked node, agents can estimate the size of a dynamic network and, together with the average load, the total number of entities. By storing different kinds of information on network nodes, agents can compute the global amount of available resources of various kinds (processor power, storage, . . . ) and regulate network activity more precisely. With such an approximation, random server agents could be used to implement a long-term scheduling strategy: according to the current approximation of the available global resources, the creation of new entities could be allowed or delayed. In another paper, we have used the same agent-based model to implement a fully distributed localization service. Starting from local naming servers, an underlying layer of lightweight mobile agents moving randomly is responsible for spreading gossips [19] about the location of resources or application-level agents. An agent of the application looking for a specific entity can then move from node to node along the path built by the gossip propagation.
We have already formalized basic distributed algorithms in the context of fixed networks [2] . However, the context of randomly evolving networks and agents calls for a different formalization framework. We are currently investigating the relationship between our approach and random walks in (static) graphs [20] . This way, we hope to be able to confirm simulation results with formally stated properties guaranteed by our approach, in particular liveness and stabilization properties.
