Recently, local correlation tracking has been applied to magnetograms for determining photospheric velocities. This letter demonstrates that local correlation tracking is inconsistent with the magnetic induction equation which governs the temporal evolution of the photospheric magnetograms. A modified formulation, consistent with the magnetic induction equation, is presented for accurately following photospheric magnetic footpoints.
Introduction
One paradigm for driving stellar flares and coronal mass ejections (CMEs) requires largescale magnetic reconnection of coronal fields (Sweet 1958; Parker 1957) . Another paradigm requires the injection of poloidal flux through the photosphere into a pre-existing flux rope (Chen 1996) . A third paradigm involves the kink instability of a pre-existing flux rope (Rust & Kumar 1996) . Discriminating between these models depends on accurately estimating the timing of, and magnitude of, the Poynting and helicity fluxes through the photosphere into the corona. Estimates of these fluxes can be related to measurements of the plasma velocity v at the photospheric surface Chae 2001; Chae et al. 2004; Moon et al. 2002a,b; Nindos & Zhang 2002; Kusano et al. 2002; Kusano et al. 2005; Démoulin & Berger 2003; Romano et al. 2003; Welsch et al. 2004; Longcope 2004; Maeshiro et al. 2005) . Except for the work of Longcope (2004) , the methods for determining the fluxes implement local correlation tracking (LCT) of magnetic features in magnetograms. Some studies use line-of-sight magnetograms from the Michelson Doppler Imager (MDI) aboard the Solar and Heliospheric Observatory (SOHO) and assume that LCT provides a direct estimate of the photospheric plasma velocity: v t = u LCT Chae 2001; Chae et al. 2004; Moon et al. 2002a,b; Nindos & Zhang 2002; Romano et al. 2003) . More sophisticated techniques (Kusano et al. 2002; Kusano et al. 2005; Démoulin & Berger 2003; Welsch et al. 2004; Longcope 2004; Maeshiro et al. 2005) incorporate the normal component of the magnetic induction equation
into the analysis where the subscripts "n" and "t" correspond to the components of v and B normal and tangent to the photospheric surface respectively. Determining the plasma velocity v from (1a) with observations of B n corresponds to an ill-posed inverse problem with one scalar equation and the three unknowns: the three components of v. Resolution of the ambiguity requires additional assumptions that constrain the solutions and force uniqueness (see Kusano et al. 2002; Kusano et al. 2005; Welsch et al. 2004; Longcope 2004 ). Using the relationship
the normal component of the magnetic induction equation may be recast as a continuity equation for B n = 0
where u F is the velocity of magnetic footpoints tangent to the photospheric surface in magnetograms of the normal component. As indicated by (1b), the magnetic footpoint velocity u F is a mixture of plasma motion normal and tangent to the photospheric surface (Kusano et al. 2002; Kusano et al. 2005; Démoulin & Berger 2003; Welsch et al. 2004; Longcope 2004 ). Démoulin & Berger (2003) have shown that the magnetic helicity and energy fluxes through the photosphere may be estimated from the magnetic footpoint velocity u F without direct knowledge of the plasma velocity v. Therefore, accurate estimates of the magnetic footpoint velocities are critical for quantifying the timing and magnitude of these fluxes. However, estimating the magnetic footpoint velocity u F is not straightforward because any optical flow field
where the potential function φ satisfies the Poisson equation
will satisfy the continuity equation
for any scalar function ψ. Thus, the optical flow field u estimated from a magnetogram sequence of B n cannot be determined uniquely. This is the aperture problem for the continuity equation, inherent to a purely local estimate of velocity from apparent motion in an image sequence (Stumpf 1911; Marr & Ullman 1981) .
Several techniques have been proposed for enforcing uniqueness on (1a-c) or (2a-c). Kusano et al. (2002) and Kusano et al. (2005) resolves the ambiguity in (1a-c) by first assuming that the tangential "virtual" plasma velocity is proportional to the velocity obtained from LCT,
2 , and then by considering the uniqueness of normal "virtual" plasma velocity V n obtained from other methods. This resolves the aperture problem in a way that preserves the mathematical consistency between the velocities V t and V n , the magnetic induction equation, and the magnetogram data. Démoulin & Berger (2003) resolve the ambiguity in (2a-c) by equating the optical flow u to the velocity obtained from LCT, through the ansatz u = u LCT which necessarily implies that the LCT velocity should satisfy the continuity equation (2c). However, the LCT algorithm determines a constant velocity u = u LCT that best satisfies, in a least-squares sense, the advection equation
within a spatially nonlocal "apodizing" window. Longcope (2004) and Welsch et al. (2004) recognized that the LCT velocity might not satisfy the continuity equation equation (2c). Both of these optical flow techniques satisfy the magnetic induction equation directly from the velocity decomposition (2a-c). However, Longcope (2004) and Welsch et al. (2004) resolve the ambiguity in the optical flow differently. Longcope (2004) resolves the ambiguity in (2a--c) by ignoring the LCT velocities completely and instead computes the plasma velocity v with the smallest speeds consistent with the magnetograms and the magnetic induction equation. This is a notable departure from the other optical flow techniques for tracking magnetic footpoints. Welsch et al. (2004) resolves the ambiguity in the optical flow with the LCT velocity through ∇ While incorporating the LCT velocity into optical flow techniques for tracking magnetic footpoints resolves the aperture problem, the implementation of the LCT velocity does not necessarily reduce the error between the optical flow u and the magnetic footpoint velocity u F for several reasons. Incorporating the LCT velocity into the technique does not eliminate the systematic errors in u LCT caused by the disparity between (2c) and (3). Second, enforcing exact mathematical consistency between the optical flow u, the magnetic induction equation, and the magnetogram data disregards the systematic and random errors contained in the magnetogram data.
The difference between the LCT algorithm based on (3) and the continuity equation (2c) is inherently a problem for all techniques that implement LCT to determine helicity and energy fluxes because these methods depend on the accuracy of LCT for following magnetic footpoints Chae 2001; Chae et al. 2004; Moon et al. 2002a,b; Nindos & Zhang 2002; Kusano et al. 2002; Kusano et al. 2005; Démoulin & Berger 2003; Romano et al. 2003; Welsch et al. 2004; Maeshiro et al. 2005) . The purpose of this letter is to discuss the physical model underlying LCT, demonstrate that this algorithm is inconsistent with the magnetic induction equation (1c), and describe the necessary modifications to the LCT algorithm for accurately tracking magnetic footpoints in the photosphere.
The Physics of Local Correlation Tracking (LCT)
Perhaps the most popular technique for inferring an optical flow from a sequence of images is LCT. This technique was originally developed by Leese et al. (1970 Leese et al. ( , 1971 for tracking clouds and introduced into the solar physics literature by November & Simon (1988) . LCT determines the local velocity in an image by estimating the displacement of a rigid subregion between two consecutive images I (x, t) and I (x, t + ∆t) where I (x, t) represents the intensity of the image as a function of position x and time t. The similarity between two sub-regions can be estimated from the correlation function
where M is a vector of parameters that describe the velocity profile and w (x) is a window function that smooths and localizes the analysis to a sub-region in the images centered on x = χ. The localized cross-correlation coefficient measures the degree of similarity between the sub-region centered at χ and τ + ∆t and the sub-region centered at χ − u (χ) ∆t and τ . The local velocity, assumed constant within the window u (x) = u 0 ≡ M, is determined by estimating a local maximum in the correlation function with respect to the parameter u 0 where ∂ u 0 C = 0. Intuitively, LCT attempts to track intensity patterns from image to image.
Analogously, Lucas & Kanade (1981 , 1984 and later Berger et al. (1998) proposed to determine apparent motion by minimizing the sum-of-squared difference (SSD) in intensity between sub-regions in two successive images
Minimizing (4b) is equivalent to maximizing (4a). In contrast to LCT, which assumes that the velocity is constant u (x) = u 0 within the sub-region, the Lucas-Kanade Algorithm (LKA) permits a spatial dependence for the velocity u (x). This allows the sub-region to dilate, contract, and rotate from image to image. Nonetheless, for a constant velocity assumption u (x) = u 0 , the LKA and LCT are equivalent methods and the noise properties, aliasing, and cadence characteristics of the image sequence will determine which algorithm is more appropriate.
The dynamics that LCT is attempting to track can be inferred from the maximum of C in (4a) or equivalently the minimum C SSD (χ, t, ∆t; M) ≡ 0 in (4b). For either choice, the extremum of the correlation functions correspond to
with t = τ + ∆t. If the image intensity is differentiable, I (x, t) satisfies the advection equation identically ∂ t I + u 0 · ∇I = 0. Indeed, to lowest order the correlation function (4b) is
This expansion demonstrates that the physical model for LCT is advection in a uniform velocity profile. For a constant velocity profile, both LCT and LKA attempt to determine a velocity u 0 that minimizes the weighted value of the advection operator over the window w (x). This does not necessarily produce a velocity that satisfies the advection equation locally.
A major problem with applying LCT for tracking magnetic footpoints is that this technique does not permit any contraction, dilation or rotations of the magnetic fluid on the scale of the window and any divergence in the flow violates the assumptions of the advection model. Deformations of the magnetic fluid may be treated within the LKA formalism. Lucas & Kanade (1981 , 1984 provide an algorithm for solving (4b) for an affine velocity profile that accounts for contraction, dilation, and rotation:
where u 0 = U 0 x + V 0 y represent the components of the local velocity field at x = χ and the constants U x , U y , V x , and V y represent the gradients of the flow within the sub-region. This is the simplest velocity profile that accounts for the convergence and divergence in the flow, but higher order parametric profiles are also tractable. Permitting the velocity u (x) to vary spatially within the window will also mitigate the well-known effects of the window scale size in LCT (Title et al. 1989; Berger et al. 1998; Straus & Bonaccini 1997; Rieutord et al. 2000) . The exact solution to the continuity equation for an affine velocity profile can be written (Falkovich et al. 2001 )
where
is the Lagrangian trajectory of fluid elements subject to initial conditions R (τ ; ζ, τ ) = ζ, I is the identity matrix,
and
is a diagonal matrix of eigenvalues
The LKA can be modified to incorporate the continuity equation by using (8a-e) in (4b)
where M is a vector of parameters describing the properties local affine velocity profile
The exponential factor e −(Ux+Vy) ∆t should not be interpreted as merely a constant correction of the overall amplitude of the image intensity because modifying U x and V y also changes the deformation of the sub-region through R (τ ; x, τ + ∆t). The coefficient C SSD (χ, τ, ∆t; M) will be precisely zero for an ideal image sequence evolving according to the continuity equation. However, in practice, noise and deviations from affine deformation of the magnetic fluid will prevent C SSD (χ, τ, ∆t; M) from being identically zero. To solve the nonlinear minimization problem posed by (9a-b), the LKA implements a Gauss-Newton gradient-descent nonlinear minimization technique involving derivatives of the image intensity to estimate the parameters M that describe a spatially varying u (x) within the sub-region. Baker & Matthews (2004) , consider optical flow problems in the form of (9a-b) from the broad perspective of image warping and provide several solution algorithms of varying complexity.
By describing the physical and mathematical model of LCT, this letter demonstrates that the traditional LCT tracking algorithms require modification for accurately following magnetic footpoints in photospheric magnetograms because LCT is inconsistent with the magnetic induction equation Chae 2001; Chae et al. 2004; Kusano et al. 2002; Kusano et al. 2005; Moon et al. 2002a,b; Nindos & Zhang 2002; Démoulin & Berger 2003; Welsch et al. 2004; Maeshiro et al. 2005) . A modified formulation of LCT is proposed that accounts for the discrepancy between LCT and the magnetic induction equation. Chae et al. (2004) have recently suggested that LCT can be used to infer the magnetic helicity variation. However, this conclusion is based on the insensitivity of the helicity flux estimate to variations of LCT parameters, e.g., time averaging and window width. Chae et al. (2004) provides no estimate of the absolute accuracy of LCT since the true velocities and helicity fluxes are unknown in their study. There is no way to assess accuracy in experimental data unless the "accepted value" is known. Future techniques should be assessed for accuracy against synthetic data where the "ground truth" velocities are known. Finally, there is no a priori reason to believe that LCT and the new formulation (9a-b) will be equivalent. Quantitative comparisons between LCT and the first order differential approximations of (9a-b) will be performed in a subsequent publication.
The implementation of LCT has spanned computer and stereoscopic vision (Duda & Hart 1973) , Particle Imaging Velocimetry (PIV) (Adrian 1984) , solar physics (November & Simon 1988) , biology (J. Gelles 1988), medical imaging (Xu et al. 2004 ), video compression (Shi & Sun 1999) , and Hollywood special effects (Lewis 1995) often without regard to the physical processes represented in the image sequence. The conclusions of this letter apply whenever the continuity equation is more appropriate than the advection equation for modeling the dynamics of physical phenomena captured by an image sequence. Generally the solar physics community would greatly benefit from the development of sophisticated and accurate techniques for inferring apparent velocities (optical flow) from image sequences.
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