Consider two Toeplitz operators T g , T f on the Segal-Bargmann space over the complex plane. Let us assume that g is a radial function and both operators commute. Under certain growth condition at infinity of f and g we show that f must be radial, as well. We give a counterexample of this fact in case of bounded Toeplitz operators but a fast growing radial symbol g. In this case the vanishing commutator [T g , T f ] = 0 does not imply the radial dependence of f . Finally, we consider Toeplitz operators on the Segal-Bargmann space over C n and n > 1, where the commuting property of Toeplitz operators can be realized more easily.
Introduction
The study of commuting Toeplitz operators on the Bergman and Hardy spaces over various domains and related operator algebras has a long lasting history; cf. [1, 6, 8, 10] and recently [7, 11, 13, 14, 16, 17] . The problem of characterizing commuting Toeplitz operators with arbitrary bounded symbols seems quite challenging and is not fully understood until now. However, methods for an analysis are available if one restricts attention to certain sub-classes of symbols.
In the present paper we study classes of commuting Toeplitz operators acting on the SegalBargmann space H 2 (C n , dμ) of all Gaussian square integrable entire functions on C n . Here the case n = 1 is of particular interest. Moreover, we admit the (not so frequently studied) situation of unbounded operator symbols of a certain type since their growth behavior near infinity essentially influences our results; cf. Theorem 4.17 and Example 5.8. As a consequence we have to deal with a space of i.g. unbounded, densely defined Toeplitz operators. We use the construction in [3] in order to check that they can be embedded into an operator algebra and therefore commutators are well defined.
An easy calculation shows that a Toeplitz operator with a radial symbol f is diagonal with respect to the standard orthonormal basis of H 2 (C n , dμ) and therefore such type of operators commute. Here a function f is called radial if f (z) = f (|z|). Conversely, one can ask whether for a non-trivial radial symbol f and an arbitrary symbol g (both in our symbol class) the commutator condition [T f , T g ] = 0 implies that g is radial. The analog question in the case of Toeplitz operators with bounded symbols acting on the unweighted Bergman space over the unit disc D ⊂ C has been answered before in [10] . Theorem A below gives the result of Theorem 6 in [10] :
Theorem A. (See [10] .
) Let ψ, ϕ ∈ L ∞ (D, dA) where dA is the usual area measure on D. Let ϕ be a non-trivial radial function. If the Toeplitz operators T ψ and T ϕ commute on the Bergman space, then ψ is a radial function.
In order to prove Theorem A, the authors use an expansion of ψ into an L 2 -convergent series. Then the commutator condition [T ψ , T ϕ ] = 0 can be converted into a functional equation for the Mellin transform of ϕ and coefficient functions of that expansion. From this equation the result follows, but as an essential ingredient in the argument the Blaschke condition for the possible distribution of zeros of non-vanishing bounded holomorphic functions on D (or a right halfplane) is used. Since here we consider Toeplitz operators with i.g. unbounded symbols acting on a function space over the complex plane, we cannot use such type of arguments and this fact causes the main complications. However, we can prove a result similar to Theorem A above.
Let S be a space of measurable complex valued functions on the complex plane and of at most polynomial growth at infinity (see Definition 4.1), then we show:
Theorem B. Let u, v ∈ S and assume that u is radial and non-constant. If the Toeplitz operators T u and T v commute on the Segal-Bargmann space H 2 (C, dμ), then v is a radial function.
The restriction to symbols in the space S in Theorem B is necessary. We provide an example of a unitary Toeplitz operator T f with radial symbol f / ∈ S acting on H 2 (C, dμ) such that [T f , T g ] = 0 where g is a bounded non-radial function on the complex plane; cf. Example 5.8. We do not know whether a similar effect is possible in case of the Toeplitz operators with certain unbounded symbols acting on the Bergman space over the unit disc D.
In the last part of this paper we discuss commuting Toeplitz operators with polynomial symbols acting on H 2 (C n , dμ). It has been shown in [3, 9] that the corresponding Toeplitz operators form an algebra under composition and the symbol of the product of two operators can be calculated as a Moyal-type product. In case of dimension n > 1 and for polynomials p and q where p is non-constant and radial it is shown that the condition [T p , T q ] = 0 is equivalent with q belong-ing to a certain subspace P 1 of all polynomials (see (5. 3) for the definition of P 1 ). In particular, the space P 1 strictly includes all polynomials that are radial in each component.
In Section 2 we define a generalized Segal-Bargmann space by replacing the usual Gaussian density by a suitable radial function, cf. [2, 5, 15] . In this setting we explain the notion of Toeplitz operators and state our main question on commuting Toeplitz operators. In the case of the dimension n = 1 we convert the commutator condition on Toeplitz operators into a functional equation for Mellin transforms of the symbols and their components, respectively; cf. Proposition 2.4.
In Section 3 we specialize to the classical Segal-Bargmann space of Gaussian square integrable entire functions on the complex plane. The construction in [3] of an algebra of operators containing Toeplitz operators with a certain type of unbounded symbols is recalled. As an important feature, the Berezin transform is one-to-one on this algebra.
Section 4 contains the proof of Theorem B which is deduced from a detailed discussion of the functional equation we have obtained in Proposition 2.4. In particular, we need to analyze the Mellin convolutions of certain functions in Propositions 4.8 and 4.9.
In Section 5 we discuss commuting Toeplitz operators with polynomial symbols acting on H 2 (C n , dμ) where n > 1. Using the product structure of C n it is easy to produce commuting Toeplitz operators. Finally, we give a counterexample to Theorem B in case of u / ∈ S in the end of Section 5.
Preliminaries
Throughout this section let ϕ be a nonnegative integrable radial function on C n . With z = (z 1 , . . . , z n ) ∈ C n we writez := (z 1 , . . . ,z n ) for its complex conjugate. By dv we denote the usual Lebesgue measure on C n ∼ = R 2n and additionally we suppose that ϕ satisfies the following two conditions:φ
for every k = 0, 1, . . . and with the Euclidean norm | · | on C n . Let F ϕ be the set of all entire functions in L 2 (C n , ϕ dv). Then it is known that F ϕ is a closed linear subspace of L 2 (C n , ϕ dv) with the inner product
and the usual L 2 -norm f ϕ = f, f ϕ where f, g ∈ L 2 (C n , ϕ dv). In fact, F ϕ is a reproducing kernel Hilbert space and the corresponding reproducing kernel K ϕ (z, w) can be given by
where z · w := z 1 w 1 +· · ·+z n w n and (n) k := n(n + 1) · · · (n + k − 1) denotes the usual Pochhammer symbol. Also, the notation N n 0 denotes the set of all n-tuples of nonnegative integers. Note that by Stirling's formula we have the asymptotics:
as k → ∞. Therefore, it follows from the above assumptions onφ(k) that (2.1) converges uniformly on every compact subsets of C n × C n . See [15] for details and related facts.
the Toeplitz operator T ϕ u with symbol u is defined by (uf ) .
In the following we are considering products of two Toeplitz operators. Hence, we restrict ourself to spaces of measurable complex valued symbols S which have the following property:
Assumption. There is a dense subspace H S ⊂ u∈S D u ⊂ F ϕ which is invariant under all Toeplitz operators T ϕ u with symbol u ∈ S. Remark 2.1. In case of S = L ∞ (C n ) we can choose H S = F ϕ . If ϕ is a Gaussian density we construct a space S containing unbounded symbols and a corresponding invariant subspace H S in the next section.
For each multi-index α = (α 1 , . . . , α n ) ∈ N n 0 , we put e α (z) := z α z α −1 ϕ and |α| = α 1 + · · · + α n . Note, that {e α } α∈N n 0 forms a dense subset of F ϕ . We have: Lemma 2.2. Let u ∈ S be radial and assume that e β ∈ H S for all β ∈ N n 0 . Moreover, assume that for all m ∈ N u(z) 
Note that u(β) only depends on |β|.
Proof. Let ρ ∈ {z β , z β } with β ∈ N n 0 . Using the expression (2.1) of the reproducing kernel function, we see
Here we have used (2.2) and (2.3) together with Lebesgue's dominated convergence theorem in order to interchange the integration and summation. In case of ρ(z) =z β where β = 0 the first assertion follows from C n u(z)z β+α ϕ(z) dv(z) = 0 for all α ∈ N n 0 . In order to prove the second assertion choose ρ(z) = z β and let S 2n−1 ⊂ C n denote the (real) (2n − 1)-dimensional unit sphere with the usual measure dσ 2n−1 . Using the relation
and the second assertion follows from (2.4). The proof is complete. 2
Let u ∈ S be separately radial, i.e. u only depends on |z 1 |, |z 2 |, . . . , |z n | and assume that (2.3) holds. Then for all α ∈ N n 0 we have: 
In the following we assume that all functions u ∈ S fulfill condition (2.3). Let us specialize now to the complex one-dimensional case. With our notations before recall that
Assume that u ∈ S is non-constant radial and (2.3) is fulfilled. Let v ∈ S be of the form 
Since u is radial, we have by Lemma 2.2
for all k ∈ N 0 . By Lemma 2.2 and our assumptions on v j it follows that
for every z ∈ C. Moreover, we have
It follows from Lemma 2.2 again and the assumption on u ∈ S that
Since the operators T ϕ u and T ϕ v are commuting by assumption, it follows from (2.7) and (2.8) that for all integers k 0, j with j + k 0
Note that
Thus, u(k) can be expressed as values of the Mellin transform of uϕ. Given a (suitable) function ψ on the half line (0, ∞), the Mellin transform M[ψ](z) of the complex parameter z is defined by
M[ψ](z) = ∞ 0 ψ(t)t z−1 dt.
Recall that each M[ψ]
for suitable ψ is complex analytic on a strip in the complex plane parallel to the imaginary axis. Moreover, the Mellin transform M is injective. For all k ∈ N 0 one can writê
and hence
We can rewrite (2.9) by using the Mellin transform and summarizing the above calculations we have shown:
Proposition 2.4. Let u, v ∈ S such that u is non-constant and radial. Assume that v can be written in the form (2.5) which converges in L 2 (C, ϕ dv). Under the assumption (2.6) it follows
for all integers k 0 and j with j + k 0.
An enveloping algebra for Toeplitz operators on the Segal-Bargmann space
In the remaining part of this paper we specialize our analysis to the case of a standard Gaussian weight-function ϕ in order to study Eq. (2.10) in a precise way. On C n we consider the normalized Gaussian measure dμ given by dμ = ϕ dv where ϕ is defined by ϕ(z) := π −n e −|z| 2 , cf. [2, 4] . Then F ϕ = H 2 (C n , dμ) is called the Segal-Bargmann space and it has the reproducing kernel:
To keep the notations short we will write P := P ϕ for the projection and T u := T ϕ u for the Toeplitz operator with symbol u. Since in the following we are considering products of i.g. unbounded Toeplitz operators on F ϕ , we must carefully choose the space of symbols to obtain densely defined operators on an invariant domain of definition. We follow the construction in [3] and for completeness we give a short summary here.
We write M(C n ) for the space of measurable complex valued functions on C n . For c ∈ R we set
and we define a space of symbols by
which is a * -algebra under the complex conjugation and pointwise multiplication, cf. [3] . Clearly, this space contains all essentially bounded functions, but also functions having a polynomial or even linear exponential growth at infinity. Consider the following sequence (c j ) j ∈N 0 of positive real numbers: 2 Then we obtain a scale of Banach spaces
where the norm · j of H j is given by
. It is well known that the last inclusion H ⊂ F ϕ is dense in the topology of 
We say that operators in L k (H) act on the scale (3.1) by an order shift k. Definition 3.1. The space of operators acting on (3.1) by a finite order shift is given by
By a straightforward calculation we have k z ∈ H for all z ∈ C n and for all operators A ∈ L fos (H) we can define the Berezin transform of A as usual by
where C ω (C n ) denotes the space of all real analytic functions on C n and ·,· is the inner product of L 2 (C n , dμ). It has been shown in [3] :
Then we have: (a) The restriction of T f to H defines an element in the algebra L fos (H). In particular, the product T g T f exists as a densely defined operator on
From this we obtain a simple result which in the case of bounded symbols f, g ∈ L ∞ (C n ) directly follows from Tf = T * f .
Proof. Note that the Berezin transform of T f T g is given by
where the existence of the integrals for all z ∈ C n follows from T g k z ∈ H. Hence, Proposition 3.2 shows that the
for all z ∈ C n . After applying the complex conjugation to this equation and using the transform
Commuting Toeplitz operators on the complex plane
We consider the case of dimension n = 1 and define a symbol space for the Toeplitz operators in consideration: Definition 4.1. Let S be the subspace of measurable functions with at most polynomial growth at infinity:
and therefore all finite products of Toeplitz operators with symbols in S are well defined at least as densely defined operators with domain H.
The Gaussian density ϕ is given by ϕ(z) := π −1 e −|z| 2 and for Re(z) > 0 its Mellin transform can be expressed by the usual Gamma function as
and therefore it is easy to check that the condition (2.3) is fulfilled for all u ∈ S. We need the following simple observation.
Lemma 4.2. Each v ∈ S has an L 2 (C, dμ)-convergent expansion of the form
By interpreting v j as radial functions on the complex plane we have v j ∈ S for all j ∈ Z. 
which shows that, interpreted as a radial function on the complex plane, v j defines an element in S for all j ∈ Z. Finally, for all ε > 0 we can choose a finite set J ⊂ Z such that
This shows the L 2 (C, dμ)-convergence of the series in (4.1). 2
Now, we analyze Eq. (2.10) in Proposition 2.4. Let u, v ∈ S and j ∈ Z, then we put
where
Since the Gamma function does not have zeros in the complex plane, it follows that: 
n . Moreover, let n be sufficiently large with Re(λ n ) < 1. It follows: Proof. In case of j = 1 it is known that:
and the assertion directly follows. Now, we assume that j ∈ {2, 3, . . .}. With c > −1 we have
Since Ψ j (z) is holomorphic on Re(z) > −1 the above integral is independent of c > −1. Now: In the following we will often identify radial functions on C and functions on R + in the obvious way. In this sense we have S ⊂ A (see Definition 4.1).
We need a simple technical lemma:
Proof. Let 2n + 1 with n ∈ N 0 be the smallest odd number ρ − 1. With a real parameter a > 0 we see that there is a polynomial P (x) of degree 2n such that
y dy
Therefore, we obtain in the case x 1:
Finally, note that 2n ρ due to our choice of n. The proof is complete. 2
Proposition 4.8. With u, v ∈ A we write f u (x) := u(x)e −x 2 and f v (x) := v(x)e −x 2 . Then the Mellin convolution (f u * f v )(x) exists for all x 0 and there is h ∈ A such that
Proof. We choose C w , c w > 0 and ρ w , η w 0 such that
where w ∈ {u, v}. Let x > 1, then We estimate the three integrals on the right as functions of x as x → ∞. Using the transformation rule in the first equality below and Lemma 4.7, we find
, where D 1 > 0 is a suitable constant independent of x > 1. Now, we look at the last term on the right of (4.6). Applying Lemma 4.7 again, it follows
In order to estimate the middle term on the right of (4.6) note that for y ∈ [1, x]
This implies that Summarizing these estimates, we have with a suitable constant C > 0 and x > 1:
In case of x ∈ [1, ∞) we define h( Therefore, we have
We estimate the three terms on the right separately. Applying the transformation rule we have as x → 0:
As for the second integral, we have
Since the last term on the right of (4.7) is of order O(x −ρ v ) as x → 0 we see that there is a constant C > 0 such that 
Again, we set h(x)
Assume u, v j ∈ A, then we have ux 2 , ux 2j +2 , v j x 2+j ∈ A. Due to Proposition 4.9, there is a function h ∈ A such that
According to the Mellin convolution theorem we have for Re(z) sufficiently large
and with this notations
Next, we can apply Proposition 4.8 to see that there are functions g 1 , g 2 ∈ A such that
Again, we can use the Mellin convolution theorem in order to see that
We have shown with g := g 1 − g 2 :
Proposition 4.10. With the notations in (4.4) there is
The next proposition is essential in our proof. It is a replacement for the Blaschke condition which is used by the authors of [10] to prove Theorem A of the introduction. With x ∈ R consider the sum:
In the second equality we have used 
In our arguments below we need some well-known estimates on the Gamma function:
Lemma 4.13. There are constants A > 0 and C > 0 independent of z, such that for
In particular, we have for
Proof. We write z = σ + it ∈ C and we use a well-known formula on the asymptotic expansion of log Γ (z + 1) (cf. [18, p. 279]):
where lim |z|→∞ ψ(z) = 0. Consider the line L σ := {z ∈ C | Re(z) = σ }, which for σ > 0 is parametrized by
If we insert such z ∈ L σ into the above formula, we obtain
Therefore, there is ρ : C → R such that lim |z|→∞ ρ(z) = 1 and
which gives the desired result. The proof is complete. 2
Let u ∈ A and assume that
is periodic on Re(z) A with period j ∈ N. Therefore, it can be considered as an entire function on the complex plane. With the notations in the proof of Proposition 4.8 we have for σ = Re(z)
where C > 0 is a suitable constant. Without lost of generality we can assume that η u is an even integer. According to (4.11) in Lemma 4.13, it follows
where C 1 > 0 and m ∈ N are sufficiently large. Let z = σ + it ∈ C and choose k ∈ Z with
By the periodicity of Ψ j (z), we have
We have proved:
Lemma 4.14. If the entire function Ψ j is periodic of period j , then Ψ j has linear exponential growth as |z| → ∞.
The next proposition characterizes the class of all periodic entire functions of at most linear exponential growth at infinity. 
Then f is a trigonometric polynomial of the following type:
Proof. Let w = re 2πiϕ ∈ C * with r > 0 and ϕ ∈ [0, 1) and define
Note that g is an entire function on the complex plane since f has the period j ∈ N. If n is an integer greater than B we have in case of r > 1
In case of 0 < r 1, we have |w nj g(w)| Ar nj exp{nj ϕ + nj log r −1 } = A, where A > 0 is a suitable constant. Therefore
The second estimate shows that w nj g(w) has a removable singularity at 0. We remove it. The first inequality shows that w nj g(w) is a polynomial of degree 2nj . Therefore,
is a trigonometric polynomial of the type (4.13). 2
So, we see from Lemma 4.14 and Proposition 4.15 that Ψ j must be a trigonometric polynomial of the form
First, we observe that the trigonometric polynomial Ψ − j (z) can be written in the form:
with a suitable function w (which is of exponential growth as |z| → ∞). This follows from our calculations in Example 4.4. More precisely, for λ ∈ C and Re(λ)
Therefore:
If we choose 1 − λ = e We still need to consider the case |4 | = j , which means that e − 2πi j = ±i. Let 4 = −j , then we have in case of −1 < Re(z) < 0:
The case 4 = j can be treated in a similar way. Note that in these calculations and for λ = 0 we have Re(λ) > 0, which implies that w / ∈ A. With our notations in (4.14) we prove:
is an entire function of period j ∈ N. Then u must be a constant function.
Proof. By what was said before Ψ j (z) is a trigonometric polynomial of the form (4.14) and using the assumption and the notations above we can write
First we show that Ψ 
Hence, we must find u with
Due to our calculations above we can find λ , a ∈ C with 1 Re(λ ) 0 such that for all z ∈ C with −1 < Re(z) < 0:
The Mellin transform is one-to-one and therefore we conclude that (4.15) is uniquely solved by
Since u ∈ A is of at most polynomial growth at infinity, we have a = 0 if λ = 0 and u must be constant. 2
Now, we can formulate and prove our main theorem in this section: We remark that the condition u, v ∈ S is essential. A counter example to the above statement in case of u / ∈ S and even bounded v is given in Example 5.8. 16) which is convergent in L 2 (C, dμ) and it holds v j ∈ A for all j ∈ Z. Assume, that v is not radial, then there is j ∈ Z \ {0} such that v j (r) = 0. Using Lemma 3.3 we can assume that j ∈ N. Using the notation in (4.3) we see that the holomorphic function Θ j does not vanish on a right half-plane. Proposition 2.4 shows that
Proof of Theorem 4.17. According to Lemma 4.2 there is an expansion of v:
is the holomorphic function on Re(z) > −1 in (4.4). According to Proposition 4.10 there is g ∈ A such that
e −x x 2k−1 dx = 0 for all k ∈ N. Using Proposition 4.11 with a = 2 it follows that g = 0 a.e. on R + and therefore
which shows that
is an entire function on the complex plane of period j ∈ N. Finally, using Proposition 4.16 it follows that u is constant, which gives a contradiction and the proof is finished. 2
As a direct consequence of Theorem 4.17 we remark: Note that Corollary 4.18 can also be proved directly. Let Rv denote the radialization of the symbol v. In case the Toeplitz operator T v is diagonal, it can be checked that T Rv = T v , which implies that T Rv−v = 0. It follows that v = Rv is a radial function.
Discussion on C C C n
We use the notations of Section 3, and we write P[z, z] for the space of all polynomials in the complex variables z = (z 1 , . . . , z n ) and z = (z 1 , . . . , z n ). For simplicity we only consider Toeplitz operators T f with symbols f ∈ P[z, z]. In general, such operators are unbounded but as a common dense domain of definition we can choose:
which is the space of all holomorphic polynomials on C n . Moreover, one can easily check that D is invariant under all Toeplitz operators T f with f ∈ P[z, z]. The linear space:
is also invariant under the operator product. More precisely, it holds (cf. [3, 9] ): 
Here we write ∂ γ :=
By using this result, we can easily construct non-radial commuting Toeplitz operators in case of dimension n 2. Consider the linear subspace P 0 of P[z, z] defined by
Lemma 5.2. The space (P 0 , ) is a commutative -sub-algebra of (P[z, z], ).
Proof. First assume that p, q ∈ P 0 have the form p(z) = |z α | 2 and q(z) = |z β | 2 where α, β ∈ N n 0 . Note that
By linearity it follows that P 0 is closed under the -product and the -multiplication is commutative. 2
As an immediate consequence of Lemmas 5.1 and 5.2 we find that
is a commutative sub-algebra in O. Let p, q ∈ P[z, z] be of degree k and m with principal parts p k and q m , respectively. We see from Lemma 5.1 that the relation
In general, the right-hand side is a polynomial of degree m + k − 2 having the principal part: Proof. Let ∈ N and α, β, γ ∈ N n 0 . Then it follows by a direct calculation: There are bounded Toeplitz operators with radial symbols of exponential growth at infinity that are commuting with Toeplitz operators having non-radial bounded symbol. The construction is closely related to our observations in Example 4.4:
Example 5.8. On C n we consider the radial function g λ (z) := e λ|z| 2 where λ ∈ C such that Re(λ) < 1 2 . The latter condition ensures that the Toeplitz operator T g λ is densely defined on H 2 (C n , dμ). Next, we consider the composition operators
where γ ∈ C. By using the reproducing kernel K(z, w) = e z·w of H 2 (C n , dμ) we see that the Berezin transform U γ (z) of U γ is given by Since the Berezin transform is one-to-one on (suitable) operators we find that 
Problem.
Is there an extension of the results in Section 5 to Toeplitz operators with arbitrary measurable symbols that have at most polynomial growth at infinity?
