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Renewal and memory properties in the random growth of surfaces
R.Cakir, P. Grigolini,∗ and M. Ignaccolo
Center for Nonlinear Science, University of North Texas,
P.O. Box 311427, Denton, Texas 76203-1427, USA
(Dated: November 24, 2018)
We use the model of ballistic deposition as a simple way to establish cooperation among the
columns of a growing surface, the single individual of the same society. We show that cooperation
generates memory properties and at same time non-Poisson renewal events. The variable generating
memory can be regarded as the velocity of a particle driven by a bath with the same time scale,
and the variable generating renewal processes is the corresponding diffusional coordinate.
PACS numbers: 05.40.-a, 05.65.+b, 89.75.Da
I. INTRODUCTION
The Science of Complexity [1] is an emerging field of research, which is attracting an increasing number of investiga-
tors. There is a general agreement that the deviation from the exponential behavior is a sign of complexity. However,
on the origin of this deviation is there are different proposals. There are authors emphasizing the memory properties
[2, 3, 4] and other [5, 6, 7, 8, 9, 10] stressing the non-Poisson renewal properties of complex systems.
As an attractive example of non-Poisson renewal processes we refer to the field of single-molecule spectroscopy
[11] and blinking quantum dots [12, 13, 14] . There is an increasing evidence that phenomena such as intermittent
fluorescence yield histograms of the ”on” and ”off” sojourn time distribution that depart dramatically from the
exponential condition. At the same time, a careful statistical analysis proves that these are renewal processes [14, 15].
Renewal theory [16] describes, for example, successive replacements of light bulbs: when a bulb fails it is immediately
replaced by a new one, which works with no memory whatsoever of the time duration of the earlier light bulb. Thus,
renewal processes are characterized by the occurrence of events that reset to zero the system’s memory. In which
sense, therefore, a non-Poisson renewal process is a manifestation of organized behavior, which seems to imply [2, 3, 4]
long-time memory?
It is tempting to express the non-exponential properties of a complex system in terms of ordinary Poisson processes
with a fluctuating Poisson parameter [17, 18, 19]. Using this perspective, it is possible to prove [20] that complex
networks emerge from fluctuating random graphs. However, it is worth remarking that slow fluctuations [21] reduce the
occurrence of renewal events and generate memory properties compatible with the adoption of stationary correlation
functions.
Another example of non-Poisson renewal process is given by the fields of seismic fluctuations [22], where, however,
there is no general agreement on the renewal character of the process. The authors of Ref. [22] argue that the
distribution of time distances between two consecutive main shocks corresponds to the properties of a non-Poisson
renewal process. Is this conclusion reliable, or does it conflict with the notion of main shocks being complex processes,
are [23], to some extent, predicable? Another example, of greater interest for this paper, is given by the random growth
of surfaces. The authors of a recent work [24] have used the concepts of non-Poisson renewal theory to describe and
derive the same properties that other authors [25, 26, 27] derive from the adoption of the Fractional Brownian Motion
(FBM) perspective [28]. On one side, we have renewal, with jumps resetting to zero the system’s memory, and on the
other we have fluctuations with infinite memory. Which is the best signature of complexity?
The purpose of this paper is to prove that both aspects are present in the processes of random growth of interfaces,
which are a natural realization of of the Renewal Cooperation (RC) perspective proposed in the earlier work of Ref.
[29].
The outline of the paper is as follows. In Section II we shall give detail on the model used for the illustration of
our approach to complexity, and we shall define the variable ξ˜(t) which is the signature of memory, and the variable
y, whose origin regression is a non-Poisson renewal process. In Section III we establish the renewal character of the
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2variable y and in Section IV we study the memory properties of the variable ξ˜(t). In Section V we shall point out the
result of this paper.
II. BALLISTIC MODEL
We plan to shed light into the issues mentioned in Section I with the model of Ballistic Deposition (BD), which,
is, in fact, a paradigmatic model for complexity. We shall limit our discussion to the (1+1)-dimension case, and as
a consequence, Fig.1 is fully adequate to illustrate how the model works. At any time step, n = 1, 2, · · · we select
randomly one of the L columns, and we drop a particle on it. The particles fall down in sequence till to settle either
at the bottom of the column or at the top of an earlier selected particle that by chance fell down in the same column.
However, if the height of one of the two nearest neighbor columns is higher than the selected column, the particle sticks
to the side of the highest particle of this neighbor column. There is also periodic boundary conditions to decrease the
effect of limited size of surface.
Actually, this side sticking action corresponds to a transverse transport of information, through which the column
under study is informed about the height of the surrounding columns. Thus, examining the time evolution of a single
column is equivalent to studying the behavior of a single individual and to assessing to what an extent it reflects the
properties of the whole society. We plan to prove that the cooperation among the different columns generates memory
and this memory generates renewal effects.
It is well known [30] that the time distance between the arrival of one particle in this column and the next has the
Poisson time distribution
ψ(τ) = λ exp(−λτ), (1)
where
λ =
1
L
. (2)
Of course, when one particle arrives, the height of the column increase by a quantity that can be also much greater
than 1, thank to the side-sticking effect. We denote by ξ(t) the height increase of the column, and this quantity is 0
when no particle arrives, and a number equal to 1 or larger when a particle arrives.
FIG. 1: Model of ballistic deposition. The particle B settles at the top of an earlier particle of the ame coloum, given the fact
that there are no particles at a higher level in the two nearest neighbor columns. The particle A sticks to the right side of the
left nearest neighbor colomn rather than at the top of a particle in the same colomn at a lower level.
3The height of the column at a give time t is given by
h(t) =
t∑
n=0
ξn, (3)
with ξ0 = 0. To produce a renewal process we use the variable y(t) defined by
y(t) ≡ h(t)− < h(t) >, (4)
where < h(t) > denotes the average over all the sample columns. In the earlier work of Ref. [24] it was argued
that the regressions of the variable y to the origin y = 0 is a renewal process. We shall prove this property with a
compelling numerical experiment.
Let us now define the variable that is the signature of the memory properties generated by the BD model. This is
the variable ξ˜(t) defined by
ξ˜ ≡ ξ(t)− ξ¯(t), (5)
where the symbol ξ¯ denotes a time average. We generate a very long, but finite, sequence ξ(t), and we define the time
average
ξ¯ =
∫ Tmax
0 dtξ(t)
Tmax
. (6)
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FIG. 2: Probability distribution of jumps, ξ, (+), fitting to dashed line 0.22 exp(−0.35 t); and waiting times of jumps, (x),
fitting to solid line 0.001 exp(−0.001 t). L = 1000
Fig. 2 illustrates the distribution density ψ(τ) and ψ(ξ), and prove that the latter distribution, as well as the
former, is an exponential,
ψ(ξ) = a exp(−bξ). (7)
On the basis of these results one would be tempted to conclude that the single column process is Poisson. We
shall prove that it is not so because the fluctuation ξ(t) has memory, in spite of its exponential distribution. This
memory is a consequence of the process of transverse transport of information, and it can be considered a signature
of cooperation.
4III. AGING
The authors of Ref. [24] studied the variable y, whose variance w(L, t), in accordance with the literature, was shown
to obey the anomalous prescription
w(t) ∝ tβ, (8)
with β < 0.5. Actually, for L→∞ the power index β is expected to fit the Kardar-Parisi-Zhang (KPZ) prediction [31]
β = 1/3. To speed up the numerical calculation we limit our calculations to the case of L = 1000, and consequently to
the value β = 0.28. The authors of Ref. [24] argued that the y-process can be reproduced with remarkable accuracy
by adopting the subordination approach [5, 6, 7, 8, 10]. It is important to stress that the variance w(t) is a Gibbs
property, obtained by making a statistical average on all the columns of the sample. The single trajectory y(t) is
derived from the stochastic trajectory of y(n), which is driven in the natural time scale by the ordinary Langevin
equation
d
dn
y = −γy(n) + f(n), (9)
and assuming that the transition from the natural time scale n to the t-time scale is realized with the prescription
t(n + 1) − t(n) = τ(n), where τ(n) is randomly derived from a distribution density with power law µ < 2. This is
an approach well distinct from the ordinary memory approach [2, 3, 4], which is based on a generalized Langevin
equation, whose memory kernel is a conventional equilibrium correlation function. It is also important to point out
that there exists a connection between µ and β stemming from It is worth remarking that all this is also a clear
evidence of the fact that the relationship
β = 2− µ, (10)
which was derived by the authors of Ref. [24] from the renewal theory, rather than by using the FBM theory, as done
by earlier investigators [32].
The authors of Ref. [24] established a very good agreement between theory and numerical simulation by adopting
this subordination perspective. In this section we confirm the arguments of Ref.[24] by means of an aging experiment,
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FIG. 3: Probability distribution of waiting times of y(t) are shown with (+) when there is no aging. The straight solid line
is 20 x−1.72. Probability distribution of aged waiting times are dashed curve for experimental and solid curve for theoretical
calculation.
5recently proposed to prove the renewal character of BQD processes [15]. According to this procedure, we study first
the recursions to the origin of the fluctuation y(t), which are described by Fig. 3. We see that y(t) remains in the
positive portion of the y-axis for a given amount of time, then y moves to the negative portion of this axis, remains
there for a while, till to re-cross the origin y = 0, and so on. We evaluate the histogram and we find an inverse power
law with µ = 1.72. According to the prescription of Ref. [15] we evaluate also the aged waiting time distribution
ψ(exp)(τ, ta). This is done as follows. The re-crossing times generates the time series {ti}. For each time ti we record
the first time of the sequence at a distance from ti equal to or larger than ti + ta. This time will be tk, with k > i.
We record the time distance τ(ti, ta) = tk − (ti + ta). We repeat the procedure for all the times of the sequence {ti},
and use the sequence of these recorded time distances to generate the distribution density ψ(exp)(τ, ta). We have also
to evaluate
ψ(theor)(τ, ta) =
∫ t
0 dyψ(t+ y)
K(ta)
, (11)
where K(ta) is a suitable normalization constant and ψ(t) is the experimental waiting time distribution corresponding
to ta = 0. The accordance between ψ
(theor)(τ, ta) and ψ
(exp)(τ, ta) is judged [15] to be the numerical evidence of the
renewal nature of the process under study.
Fig. 3 confirms the renewal nature of the y-process, thereby providing further support for the theoretical approach
to the stochastic growth of a single column proposed in Ref. [24] and for the adoption of the renewal theory to derive
the crucial relation of Eq. (10). Using Eq. (10) and the numerical results of Fig. 3 for µ, we obtain β = 0.28. This
same power index will be derived from the memory properties discussed in Section IV.
IV. MEMORY
In this section we adopt a single-trajectory perspective, rather than the Gibbs approach of Section III. How can we
reveal the cooperative nature of the process if we limit ourselves to studying the time evolution of only one column?
Apparently, the statistical analysis that led us to Eqs. (1) and (7) would suggest that the anomalous growth property
of the interface as a whole is annihilated by the observation of a single column.
To assess the memory properties created by cooperation, we proceed as follows. We create the diffusing variable
x(t) =
∫ t
0
ξ˜(t′). (12)
Then, using the proposal made by Stanley and co-workers years ago [33, 34] we convert the single diffusing trajectory
of Eq. (12) into many diffusing trajectories. This is done as follows. We consider a window of size l, and we move
it along the sequence. We record the space positions of the random walker at times s and s + l. This makes it
possible for us to define the s-th random walker that in the time l, moves from the origin x = 0 to the position
x(s, l) = x(s+ l)− x(l). Thus we have a set of walkers, each walker denoted by the label s, moving for a time l and
covering the distance x(s, l). We imagine all these walkers to depart from the origin x = 0 at the same time. This
means that the set of values x(s, l) determines a distribution, whose variance w(l) is given by
w(l) =
〈
(x(s, l)− < x(s, l) >)
2
〉1/2
, (13)
the averages< ... > being made on all the labels s. It is evident that if the single column reflects the complex behavior
of the whole surface, see Eq. (8), then
lim
l→∞
log(w(l)) = β log(l). (14)
Fig. 4 shows that this prediction is fulfilled and that, as expected, β = 0.28.
Under the stationary assumption, it is straightforward to prove (see, for instance, Ref. [35]) that
d
dt
< x2(t) >=< ξ2 >
∫ t
0
Φξ˜(t
′)dt′, (15)
where Φξ˜(t
′) denotes the equilibrium correlation function of the fluctuation ξ(t). In the time asymptotic limit, which
is the intermediate regime illustrated by both Fig. 3 and Fig. 4, with no upper bound time limit, determined by the
third regime, we get
w(t)2 =< x2(t) >∝ t2β , (16)
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FIG. 4: Variance of x is shown with dashed line. The solid line is 0.256 x0.288
namely, we reiterate that the diffusion process has anomalous scaling defined by β, with β < 1/2. By differentiating
Eq. (15) with respect to time we establish a connection with the time asymptotic properties of Φξ˜(t). Due to the fact
that β < 1/2 we conclude that the correlation function Φξ˜(t) must have a negative tail, namely that
lim
t→∞
Φξ˜(t) = −
constant
tψ
, (17)
with
ψ = 2− 2β. (18)
This property establishes a closer connection with the earlier work of Ref. [29], where the variable responsible for
memory yields a correlation function with a negative tail. In the case of Ref. [29] the correlation function is known
theoretically, so that it is possible to move from the correlation function to the variance time evolution using Eq. (15).
In the present case, we do not have available any analytical approach to the equilibrium correlation function of ξ˜(t).
Its numerical derivation, as pointed out by Eq. (15), would be equivalent to differentiating twice the variance w(t),
which is numerically a source of big errors. In, fact, the numerical approach to the equilibrium correlation function,
not shown here, yields a negative tail, but the assessment of the correct power requires rich statistics and excessive
computational time.
Thus, to do double check our conclusion, that the variable ξ˜(t) is the source of memory, with no renewal events,
we prefer to accurately examine the physically plausible conjecture made by the authors of Ref. [36] that the non-
Poisson renewal events may be hidden among the pseudo-Poissonian fluctuations of the variable ξ(t). According to
this conjecture, either the fluctuations of ξ(t) above a given threshold R or the time distances between two consecutive
fluctuations of ξ(t), exceeding the threshold R, may deviate from the exponential distribution. Fig. 5 and Fig. 6
illustrate these two conditions, and prove that in both cases the asymptotic time behavior is exponential.
We therefore conclude that there is no evidence of renewal events in the dynamics of ξ˜(t). The stationary assumption
made to deal with the correlation function of ξ˜(t) does not conflict with the non-stationary nature of y. This is so
because ξ˜(t) and y(t) are the signatures of cooperation and renewal, respectively. Cooperation generates a slow
decaying correlation function, but the diffusion process generated by these fluctuations is renewal, in accordance with
Ref. [29].
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FIG. 5: Probability distribution of ξ >R, for R=0 (square), R=1 (circle) and R=5 (triangle).
10-7
10-6
10-5
10-4
10-3
 0  5000  10000  15000  20000  25000  30000  35000  40000
τ
R=0
R=1
R=5
ψ
FIG. 6: Probability distribution of waiting times of ξ >R, for R=0, R=1 and R=10.
V. CONCLUDING REMARKS
This paper shows how to reconcile a perspective based on memory with one based on renewal non-Poisson processes.
To a first sight, these two visions can be perceived as being incompatible. For instance, the adoption of the FBM
theory adopted by some authors to account for persistency [37, 38, 39] seems to conflict with the renewal approach.
On the contrary, in accordance with the recent result of Ref. [29] this paper shows that the cooperative nature of the
8BD model generate memory and, consequently, anomalous diffusion. However, the origin re-crossings of the variable
y are renewal, in the same way as the diffusion variable generated by the long-memory fluctuations used to generate
dynamically FBM exhibit a renewal character [29].
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