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Abstract
Vehicle surface contamination is an important design consideration as it affects aesthetic
appearance, driver’s vision and the performance of the onboard camera and sensor systems.
This work investigates the soiling process and the requirements for credible numerical
simulation of the rear surface contamination for two quarter-scale generic car-like bluff
bodies, which represent a vehicle type particularly susceptible to this type of contamination.
A key advantage of using generic bodies is that they allow investigation of the soiling
phenomena in well characterised and repeatable settings, also providing an improved signal-
to-noise ratio due to their simplified shape. At the same time, they are able to reproduce the
flow field structurally similar to those generated by fully-engineered vehicles.
It was shown that the accurate prediction of the mean flow field is a prerequisite for credible
soiling estimation. However, modelling the full unsteady behaviour of particle motion with
concurrent particle tracking is crucial in order to accurately capture the details of soiling,
which is highly unsteady in nature. It was shown that the spray generally entrains into the
wake behind the core of the bottom wake vortex and the details of deposition are controlled
by the wake structure and the size of the ring vortex.
Having established the numerical approach required to model this type of contamination the
work was extended to investigate other aspects related to the modelling of base contamination.
It was shown that the modelling of secondary spray processes, although computationally
expensive, may be important as they tend to change the properties of spray and affect its
dynamics. Consideration of realistic boundary conditions, such as the rotating tyres and
ground motion was also shown to affect the spray. Wheel rotation increased deposition and
the vertical distribution of spray on the base. The ground motion, on the other hand, led
to a wider contamination pattern. An investigation into the tyre spray modelling methods
showed that the spray generated behind the contact patch is primarily responsible for the rear
viii
surface contamination. Therefore, this study suggested that the tyre spray model currently in
use by industrial companies and researchers could potentially be simplified, which would
result in a reduced computational effort and would speed up computations of vehicle surface
contamination.
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1.1 Context and Motivation
Management of surface contamination is becoming an important research area and design
criterion for all major vehicle manufacturers. Apart from customer dissatisfaction caused by
reduced vehicle aesthetics and dirt transferring to their hands and clothing on contact with
the vehicle exterior, vehicle soiling can also lead to other issues. For example, deposition
of contaminants such as rain and road soil on vehicle surfaces can lead to limited visibility
through windows and reduced performance by lighting and camera systems. Although
the initial application of external cameras had been reversing aids, this has extended with
cameras now used to provide improved vision at junctions, moving-object detection, blind
spot and lane-departure warnings (Gaylard et al., 2017b); hence the need to minimize
surface contamination has become more obvious. With the development of fully autonomous
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vehicles, which rely on sensor and camera systems that must be kept clear, the ability to
control vehicle soiling is expected to further increase in importance (Kutila et al., 2015;
Shearman et al., 1998).
Depending on its source, contamination can be categorized as primary, foreign (also third-
party) or self-soiling. A schematic diagram of these three sources of vehicle contamination is
shown in Figure 1.1.
Fig. 1.1 Sources of vehicle soiling (Hagemeier et al., 2011).
The primary source is wind-driven rain that deposits liquid on the vehicle bonnet, windscreen,
front side glass, roof, and rear glazing (Gaylard et al., 2017b). Third-party contamination
occurs when a vehicle drives through the spray generated by both upstream and passing
traffic. As a result, this spray typically accumulates on forward-facing surfaces such as
the windscreen, front lights and front side glass and mirrors. Self-soiling, which is the
topic of this thesis, results mainly from the spray generated by the rotation of the vehicle’s
wheels, which pick up water and soil from the pavement and throw them into the wake of a
vehicle. The recirculating flow structures in the wake then transport the contaminant onto
the side, but mainly rear surfaces of the vehicle (Gaylard and Duncan, 2011). As a result,
the rear surface may become dirty (see Figure 1.2a), compromising aesthetic appearance
and safety. In addition, tyre spray can not only obstruct vision through rear windows and
rear camera systems but also block the visibility of the vehicle registration number, which is
against the law. A simple schematic of the self-soiling process is shown in Figure 1.2b. In
reality, the process is considerably more sophisticated. Apart from being inherently unsteady,
the air currents around tyres and in the under-body are further complicated due to vertical
bouncing movements of the vehicle, caused by suspension systems (Ashton and Baas, 1998;
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Gaylard et al., 2014). These movements create alternating air suction and air blast that affect
spray. In addition, the turbulence generated by a vehicle, and hence the level of soiling, can
change depending on the vehicle load, pressure, tyre conditions and other features that are
insignificant at first glance (Ashton and Baas, 1998). Unlike rain droplets, tyre spray can
contain a diverse range of solid contaminants, such as soil, salt, sand, components of fuels
and oils, carbon from combustion sources, brake and tyre wear and tarmac (Gaylard et al.,
2017b). These materials, especially salt used for de-icing of roads, in combination with water
can corrode the metalwork (Houska, 2007).
(a) (b)
Fig. 1.2 The problem of rear surface contamination: (a) soiled rear surface of Land Rover
Discovery (Gaylard and Duncan, 2011) and (b) a simple schematic of the rear surface
self-soiling mechanism for an SUV (Gaylard, 2016).
Concerns over vehicle rear-surface soiling became evident by the mid-1960s when Dawley
(1965) tested deflecting vanes at the rear corners of an estate vehicle to provide clean air into
the wake and thus minimize dirt impinging on the base. This vehicle type was used because
it was recognized that the problem of vehicle rear-surface contamination is particularly
significant for vehicles designed to have a large base area (Maycock, 1966). This is due to
large-scale recirculating flow structures that are formed immediately behind these vehicles,
which draw spray towards the rear surfaces (Jilesen et al., 2013). It was later realized
that applying deflecting vanes to the roof trailing edge, as proposed by Goetz (1971) and
Costelli (1984), was most effective for reducing base soiling. However, these systems were
detrimental to drag, which prompted alternative measures to be considered.
Textured flaps, combined with either fenders or valances, have been widely used to suppress
tyre spray (Ashton and Baas, 1998) and reduce rear surface contamination. However, this was
also achieved at the expense of increased drag. Similarly, many other design solutions were
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found to be detrimental either to drag, aero-acoustics or aesthetics (Gaylard et al., 2017c).
Recent work carried out for tractor-trailer vehicles has shown that overall aerodynamic
improvements to a vehicle’s design which reduce drag can also reduce spray cloud behind
these vehicles (Manser et al., 2003; Watkins, 2009), thus limiting self-soiling as well as spray
hazard to other road users. On the other hand, Jilesen et al. (2017) showed that the soiling
mechanism is very sensitive to the underbody flow and the interaction between rear wheel
and base wakes, rather than to the overall drag of a vehicle. This study presented a case,
in which the deposition was increased when the drag of a vehicle was reduced, suggesting
that the link between the drag and soiling does not necessarily hold. This is why Jaguar
Land Rover is interested in being able to further understand this complex phenomenon and
learn to control it through changes in vehicle geometry. The ultimate aim is to be able to
integrate soiling as a design consideration as early as possible in the design process when
the fundamental vehicle geometry is being developed using Computer Aided Engineering
(CAE) techniques (Gaylard and Duncan, 2011). According to Gaylard et al. (2014), even
very small changes in the design of vehicle parts, such as wheel arches and the under-body,
can significantly influence the level of soiling. This is due to the flow structures which differ
for each design. Rectifying problems after the physical model has been developed can be
very costly.
This PhD project is thus motivated to contribute to understanding the process of rear surface
contamination and developing numerical techniques that will allow estimation of this type of
contamination for a concept vehicle before any representative physical model is made. The
thesis will commence by presenting existing work and evaluating available computational
approaches. Then, the level of detail required in a numerical simulation to accurately
represent a vehicle contamination event will be studied and discussed. This will be done by
first using simple computational techniques with a limited number of sub-models able to
represent various phase processes and then gradually increasing the complexity of the set-up
to see the sensitivity of results. Experiments will be extensively used to validate simulations.
1.2 Previous Work on Rear Surface Contamination
Experiments can be used to identify the most contaminated areas on a vehicle surface. These
can be run either in the wind tunnel or outdoors, where the vehicle is driven on-road or on
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a test track. Road testing appears to be the most realistic yet the least repeatable method.
Testing on tracks offers better confidentiality for vehicles under development and ensures
more repeatable results since there are no other vehicles on the track. Wind tunnel testing
provides improved confidentiality and repeatability. However, soiling tests are generally
conducted in climatic wind tunnels as these are more robust to the presence of water but the
flow quality is poorer than in aerodynamic wind tunnels. The major drawback is that these
wind tunnels lack the moving ground facilities capable of conducting realistic self-soiling
experiments. The contaminant is usually represented using a mixture of water doped with
a fluorescent dye that can be visualized using an Ultra-Violet (UV) lamp. Depending on
the source of soiling that is studied, the contaminant can be introduced into the test section
either using a spray grid in front of a test model (third-party and primary soiling studies),
or on to dynamometer rollers, which allow the vehicle’s tyres to rotate and generate spray
(self-soiling studies). The disadvantage of experimental techniques outlined above is that
they provide limited insight into the process of surface contamination, which is due to the
difficulty encountered when collecting quantitative data. To date, the only vehicle locations
for which the film thickness of the deposited contaminant has been measured have been
the front side glass and the body side (Aguinaga and Bouchet, 2009). The technique used
was intensity–depth calibration that relates the intensity of fluorescence to the film thickness
(Hagemeier et al., 2012).
Numerical modelling, such as Computational Fluid Dynamics (CFD), is known as a cost-
effective alternative to experiments. Although experiments are still used to validate numerical
results, current mathematical models implemented in the numerical codes are able to predict
complex single-phase flows. A significant advantage of simulations over experiments is
that they provide a wealth of detailed quantitative results, giving a better insight into the
studied phenomenon. Nevertheless, Portela and Oliemans (2005) emphasize that, contrary
to single-phase flows, where physics is well understood, the fundamental understanding of
the physical phenomena in multi-phase flows is still rather poor. This is due to the lack of
measurements available to validate numerical results and improve numerical predictions,
which is also the reason for a limited variety and accuracy of the models used by CFD codes
to compute multi-phase flows (Gaylard et al., 2014).
Below is an overview of previous experimental and numerical work that is directly related
to the topic of rear surface contamination. Other previous studies that are important to this
work will be discussed in the subsequent chapters of this thesis.
6 Introduction
1.2.1 Experimental Studies
The impact of liquid deposition was first considered in the aeronautical industry. One of
the earliest observations of the dynamics of liquid was done by Rhode (1941). He noted
that droplets, regardless of their size, adhere to the surface and can exist in the aerodynamic
balance with aerodynamic shear, surface friction and gravity.
One of the earliest to consider rear surface contamination of commercial vehicles was
Maycock (1966), who highlighted that square-backed vehicles are more vulnerable to this
type of soiling than other vehicle geometries. Dawley (1965) suggested this to be due to flow
separating from the roof tailing edge and forming a wake behind a vehicle. He explained
that the wake raises mud and dust from the road and deposits it onto the back window. He
proposed installing deflecting vanes at the rear corners of the body that provided clean air
into the wake, thus preventing dirt from impinging the rear surface. Tests were performed
by driving an estate vehicle on the track. Gridded acetate test panels were fixed to the rear
window of the vehicle, allowing for semi-quantitative assessment of soiling. These tests
showed that less dirt accumulated on the rear surface when deflecting vanes were used,
although this also had an adverse effect on the drag of the vehicle.
Costelli (1984) suggested that the problem of rear surface contamination is brought about by
the pressure variation in the near-wake that sucks back the fine sprays of water, thrown by
the wheels, and distributes them on the rear surface. He hypothesised that droplets follow
the pressure gradients and move from higher pressure to lower pressure (see Figure 1.3a),
depositing in areas of relatively high surface static pressure. It should be mentioned, however,
that the correlation between increased base pressure and increased deposition has recently
been shown not to always be retained (Jilesen et al., 2017). The bold arrows in Figure
1.3a represent the movement of water spray (confirmed by smoke visualizations). Static
pressures behind the vehicle and local base pressures on the rear surface can be also examined.
According to Costelli (1984), elimination of such strong pressure variation can be achieved
by changing the aerodynamic field around the car. Rather than changing the shape, a turning
vane was attached to the rear trailing edge of the roof of a Fiat UNO car that provided airflow
over the rear window (see Figure 1.3b), thus minimizing soiling but increasing drag. Goetz
(1971) estimated the increase in drag due to the presence of the turning vane mounted on a
van to be 15-20%.
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(a) (b)
Fig. 1.3 Experimental work by Costelli (1984): (a) proposed relation between soiling and
pressure distribution and (b) diagram of rear window anti-soiling device.
Suppression of mud adhesion on the rear surface of a van-type truck was studied by Fujimoto
et al. (1992), who also suggested various modifications to the rear geometry to reduce soiling.
Downscaled wind tunnel experiments, as well as full-scale on-track tests, were carried out
for a number of proposed rear-body design alterations. A number of tested designs are shown
in Figure 1.4. In the figure, the density distribution of smoke obtained in the wind tunnel
tests for a 120 th scale model mounted on a moving belt allows for the comparison of flow
structures between cases. The dark areas on the base show the contaminated regions. This
figure shows that the most efficient designs are those that used a combination of the upper
and side deflecting vanes, as well as the one which used the upper double corner vane. These
modifications, however, result in a significant increase in drag. On the other hand, attaching
a cavity to the rear surface helped to reduce both the drag and deposition.
Unlike Fujimoto et al. (1992) and Costelli (1984), Goetz et al. (1995) focused their study
on the source of spray generation by commercial vehicles and cars. They used a laser-
illumination method for measuring spray generated by these vehicles and proposed a number
of modifications to the wheel arch system to suppress spray, including wheel arch liner
grooves and extended mud flaps. Although these devices can reduce spray, they also increase
drag and worsen the aesthetic appearance.
Although the study by Goetz et al. (1995) did not give much quantitative insight into the
properties of tyre spray generated by full scale moving vehicles, this work suggested that
spray intensity increases almost linearly with vehicle speed. Based on the work of Radovich
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Fig. 1.4 Proposed countermeasures for rear surface contaminations by Fujimoto et al. (1992).
Dark areas show the contaminated areas on the base.
and Plocher (2009) it is also reasonable to assume that spray intensity depends on the amount
of liquid that is available for ejection by the wheel. In addition, the tyre design may be
important as the tyre groove dimensions define how much liquid can be picked up and
released into the wake of a vehicle. While the available liquid volume can affect spray
intensity, Spruss et al. (2011) showed that droplet diameter of spray generated by an isolated
rotating wheel is not a function of the available liquid. The vehicle speed, however, does
affect droplet size. Bouchet et al. (2004) performed experiments with a full scale vehicle,
the rear wheels of which were supported by rotating rollers, thus allowing wheels to rotate.
Water was supplied on to the rollers to allow for the generation of spray. Spray was measured
at three different driving speeds (11.1 m/s; 22.2 m/s; 38.9 m/s) and it was shown that the peak
droplet diameter increases as the vehicle forward speed reduces. This suggests that spray size
generated by a vehicle driving in a city, for example, will be larger than the spray generated
by a vehicle driving on a motorway. This is also why spray ’tails’ of up to 200 metres
can be sometimes formed behind vehicles driving on a motorway (Ashton and Baas, 1998),
which is due to smaller and therefore lighter droplets formed in these driving conditions.
Unfortunately, there have not been any experimental studies carried out to identify driving
conditions that would lead to the worst soiling scenario. Although this phenomenon depends
on the vehicle shape and position of rear wheels relative to the rear surface, it is reasonable to
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assume that rear surface contamination will be increased for a vehicle driving on a motorway
(driving speed of around 22.2 m/s), since the motorway driving conditions result in smaller
and hence more responsive spray (further explained using Stokes number in Section 1.4)
being ejected close to a stronger and larger vehicle wake. More information about previous
work on the topic of tyre sprays is given in Chapter 6, which is dedicated to the modelling
approaches of these sprays.
Unlike the previously mentioned studies, which had focused on identifying various possible
vehicle design alterations capable of minimizing either the rear surface contamination or
spray, and hence third-party soiling, the experiments conducted by Gaylard and Duncan
(2011) were carried out to provide validation data for the numerical simulations, discussed
in Section 1.2.2. The experimental work involved full-scale wind tunnel testing and in road
testing. The 2.7L diesel variant of the 2005MY Land Rover Discovery 3 (LR3) was used,
which is a bluff body SUV with a large near-vertical base area. Wind tunnel testing employed
the UV dye technique described by Borg and Vevang (2006), which uses a mixture of water
and UV dye as the contaminant. In this work, the mixture was introduced into the tyre
contact patch as the wheel was driven by a dynamometer. The photo shots of the soiled
surface were then recorded and post-processed to extract information on the film thickness,
expressed as soiling intensity, as shown in Figure 1.5a. While still being mainly qualitative,
this information allows identifying the areas on the base where the highest deposition occurs.
Unfortunately, it is unfeasible to use this technique in road tests, which means that the
analysis of the results, shown in Figure 1.5b, is entirely qualitative. Therefore, while Figure
1.5a clearly shows that the largest concentration of spray is on the rear glass and the centre
of the lower tailgate door, Figure 1.5b provides less information as to where the largest
deposition is, as it only shows the overall pattern. Nevertheless, the outcome of both test
methods is consistent in terms of the soiling pattern, which resembles a ‘V’ letter. The
authors suggest that this is due to the interaction between the base wake and the wakes of the
rear wheels, which prevents spray from impinging on the bottom corners of the rear surface.
1.2.2 Computational Studies
One of the earliest published CFD studies that investigated side and rear soiling of an SUV
was carried out by Yoshida (1998). The geometry used was greatly simplified due to the
limited computing capabilities of that time. The work used two methods for particle tracking:
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(a) Wind tunnel soiling tests. (b) On-track soiling tests.
Fig. 1.5 Wind tunnel soiling tests versus on-track soiling tests. Reprinted from Gaylard and
Duncan (2011).
Lagrangian and Eulerian, although the Eulerian method treated particles as scalars. An
important conclusion was that the time-averaged flow data can be used to predict vehicle
soiling, but this has been subsequently refuted. For example, the importance of modelling
the time-dependent flow field was pointed out by Roettger et al. (2001a,b). Additionally,
the work of Paschkewitz (2006a,b) demonstrated that the vertical dispersion of particles in
the wake of commercial vehicles is significantly different in steady-state and unsteady flow
fields. This was also noted in the work of Jilesen et al. (2013), who complemented the study
of Gaylard and Duncan (2011), both discussed next.
In the work of Gaylard and Duncan (2011), a quasi-transient approach explained below
was used to simulate side and rear soiling of a detailed 2005MY Land Rover Discovery
3 (LR3). The tracking of particles, emitted from the rotating wheels using the technique
proposed by Kuthada and Cyr (2006) (see Figure 1.6), was done in a post-processing step
for a number of ‘frozen’ transient data frames, recorded at a frequency of 100 Hz. The
resulting particle deposition for each frame was then superimposed to find out the overall
particle accumulation. The size of particles was a constant diameter of 0.165mm. This
study also accounted for additional water droplets resulting from splashing and dripping of
water from the wheelhouse and the rear underbody. The splash was simulated by allowing
high-momentum particles reflect from the walls. No breakup due to splash was considered.
Particles with near-zero velocity upon the impact were not allowed to reflect, in which
case the particle was considered to come to rest on the surface. Dripping of particles was
accounted for as an additional particle source.
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Fig. 1.6 Rakes for emitting particles around the tyre to simulate wheel spray (Gaylard and
Duncan, 2011).
The work of Jilesen et al. (2013), in addition to the numerical method explained above,
also carried out simulations in which particles were tracked concurrently with the flow-field.
The influence of ground motion was also investigated. Finally, breakup and film models
were used to account for a more realistic splashing of particles, which was found to be
important for predicting side body soiling rather than the rear surface soiling. Figure 1.7
shows soiling results obtained concurrently with the flow field and using the pre-calculated
flow field. The experimental results for these cases have been already shown in Figure 1.5.
Although Figure 1.7 shows a reasonably good agreement between both numerical methods,
the authors state that the concurrent simulations provided improved results. They also
emphasize that the effect of ground motion is that it modifies the vehicle wake by reducing its
length and bringing in additional unsteadiness. This allows a greater fraction of particles to
maintain their momentum and enter the recirculation. This is also enhanced by the increased
mixing due to the additional unsteadiness of the flow. The effect can be clearly seen by
comparing Figures 1.7a and 1.7b. The results also show that the most contaminated area
on the base shifts down when the ground motion is taken into account. This suggests that
the complex interaction of the underbody flow, wheel wakes and the base wake influences
the contamination the most. This has been also confirmed in Jilesen et al. (2017), who used
a detailed demonstration vehicle and showed that the change in the underbody design can
significantly modify the rear surface contamination. In addition, it has been recognized that
the wheel wakes are responsible for the advection of spray into the vehicle wake, which then
transports it onto the rear surface (Gaylard et al., 2014). Gaylard et al. (2014) also showed
that the largest fraction of spray is transported to the rear surface via the rear tyres, while
there are only a small fraction of particles injected by the front tyres that reach the base.
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(a) Fixed ground, rotating rear wheels
(equivalent to wind-tunnel tests).
(b) Moving ground, rotating wheels on both
axles (equivalent to road tests).
Fig. 1.7 Base contamination of 2005MY Land Rover Discovery 3 (LR3). Surface area
is shaded by film thickness, obtained in the concurrent simulations. Particle ‘hit points’,
modelled using the pre-calculated flow field are shown in blue (Jilesen et al., 2013).
The presence of particles and their influence on the continuous phase (Eaton, 2009; Greifzu
et al., 2016; Kitagawa et al., 2001) for a vehicle surface contamination case was investigated
numerically by Gaylard et al. (2014). This study suggested that the two-way momentum
coupling could be important in cases when there is a significant particle loading. For
example, Figure 1.8 shows that the numerical case in which the back-coupling was considered
resembles the experimental results more closely. This is noticeable in the general shape of
the contamination pattern, particularly in the licence plate region.
Fig. 1.8 Experimental results (left) and the predicted rear surface contamination with inter-
phase coupling (middle) and no-inter-phase coupling (right) (Gaylard et al., 2014).
Apart from the back-coupling mechanism, other mechanisms such as the secondary breakup
and particle collision may be also important. These mechanisms, along with the effect of
spray evaporation, will be investigated in this thesis.
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1.2.3 Summary of Previous Work
It has been shown that the process of vehicle surface contamination involves complex and
broad range of multiphase physics. The process depends on a large number of variables
which make this phenomenon extremely difficult to predict. Experimental techniques such as
wind tunnel and road testing can be used to identify the areas on the vehicle surfaces that
prone to become contaminated the most. However, a limited amount of quantitative data
can be obtained as it is very difficult to measure the deposited liquid. The literature review
has shown that there has not been much work carried out to understand the mechanism of
rear surface contamination. Instead, the most previous work concentrated on finding devices
that could reduce either spray deposition on vehicle surfaces or spray generation by rotating
wheels. This has been mainly done for production vehicles, for which any alterations to the
design would result in substantial costs.
A justification for the use of numerical simulations, which do not need the physical prototype,
is the potential to rectify design issues, both in respect to vehicle surface contamination,
drag and aero-acoustics, in the initial stages of vehicle development process. This is why
most previous computational studies have been carried out by automotive car manufacturers
who have understandably concentrated on specific vehicles. These studies used complex
computational methods to model the dispersed phase, and the ultimate aim was to analyse
how well the numerical models can match experimental results. However, such an approach
may not always be useful if one aims to understand the fundamentals of the phenomenon and
what affects it the most. This is due to the inherent complexity of the flow associated with
geometric features and general level of detail of the physical model used. Therefore, it may
be possible that the numerical methods currently in use are overcomplicated, or vice versa.
1.3 Reduced Scale Simplified Geometries
Simple geometries which at the same time are able to represent basic vehicle shapes are
widely used in automotive aerodynamics (Le Good and Garry, 2004). Although lacking
the details and styling of specific vehicles, these bodies allow investigation of the relevant
flow features in well characterised and repeatable settings, giving better insight into the
studied phenomenon as they provide an improved signal-to-noise ratio. Figure 1.9a shows
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a ring-shaped wake structure produced behind a simple square back model, very similar to
the one seen behind a fully-engineered vehicle in Figure 1.9b. Although some details, such
as the wheel wakes, are absent in Figure 1.9a, this example indicates that simplified bodies
are indeed able to reproduce wakes structurally similar to those generated by square back
production vehicles. This justifies the reason for such an extensive application of simple
bodies in automotive aerodynamics studies, also suggesting that these geometries can be used
in vehicle contamination investigations. A significant advantage is that this allows soiling
studies to be undertaken for cases for which detailed flow field data such as wake Particle
Image Velocimetry (PIV) or base pressures are also known and publicly available. This,
along with control of factors such as details of the contaminant source, allows the accuracy
of simulation methods and the importance of modelling choices to be correctly assessed.
(a) (b)
Fig. 1.9 Wake structure behind (a) a simple square-back model (Khalighi et al., 2012) and (b)
a fully-engineered production SUV (Sterken et al., 2016). Both computed using CFD.
Although simple geometries have been widely used in aerodynamics research, this approach
has been applied less frequently in surface contamination studies. While there have been
studies that investigated surface water propagation from the windscreen to front side glass
(Harada et al., 2015) and surface water flow around and onto generic door mirror geometry
(Borg and Vevang, 2006; Tivert and Davidson, 2010), examples of the use of simple vehicle
geometries to study the process of deposition of contaminants on the rear surfaces of vehicles
are less common. One of the very few examples that used a simple vehicle geometry to
investigate rear surface contamination is the work by Hu et al. (2015). This work used
a heavily modified MIRA Reference Car developed by Carr and Stapleford (1986) and
performed numerical simulations to study spray accumulation on the base. Due to the
changes made to the reference model, however, the original published aerodynamic data
can no longer be applied to their study. Since they also did not provide experimental work
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of their own, the accuracy in the predicted wake structure and therefore the dynamics and
distribution of particles is unclear.
The work presented in this thesis uses two standard unmodified simple vehicle-type bodies:
the square back Windsor body (Windsor, 1991) and the generic SUV (Wood et al., 2015)
in a number of rear-end configurations. Figure 1.10 shows both geometries positioned in
the wind tunnel at Loughborough University. The experimental PIV and base pressure data
for both models are publicly available, which significantly simplifies the validation of the
numerical methods employed. Both test models are explained in further detail below.
Fig. 1.10 Windsor (left) and generic SUV (right) models in Loughborough wind tunnel.
1.3.1 Windsor Model
The physical model used in the initial work is a square-back (no slant) quarter-scale Windsor
body (Windsor, 1991), shown in Figure 1.11. The details of this geometry have been well
documented previously in (Howell and Le Good, 2008; Howell et al., 2013; Le Good and
Garry, 2004). This model was designed to have rounded leading edges and configurable
rear elements and have been primarily used to carry out fundamental investigations of
rear geometry effects on vehicle aerodynamics. Four pins, neglected in this computational
work, connect the model to the balance in the wind tunnel, allowing to set the ground
clearance according to requirements. This model has frontal area of 0.104 m2 and produces a
blockage ratio of 4.53% in a 2.5 m2 working section in Loughborough University wind tunnel
(experiments presented in this work were collected in the wind tunnel at Loughborough
University; more information on the wind tunnel will follow). According to a previous study
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conducted by Littlewood and Passmore (2010), the model is insensitive to Reynolds number
above 1.4 million. Many other studies used this geometry in aerodynamics studies (Howell
et al., 2013; Islam et al., 2017; Littlewood et al., 2011; Perry et al., 2016), making it a good
starting platform for the analysis of rear surface contamination.
Fig. 1.11 CAD of the Windsor body.
1.3.2 Generic SUV
The test geometry used in most of the work discussed in this thesis is a quarter-scale generic
SUV model. The model is representative of a typical SUV, which is a vehicle type particularly
susceptible to base contamination. It was designed within the Department of Aeronautical
and Automotive engineering at Loughborough University. The aft body has sharp edges
while the leading edge radii are large to prevent separation. The model has configurable
elements such as ride heights, roof tapers, diffusers and under-body roughness strips. In
this work the ride height was fixed at 0.065 m and roughness strips were not used. Four
pins, attached to stationary wheels connect the model to the balance in the wind tunnel. The
model has frontal reference area of 0.139 m2 and produces a blockage ratio of 5.58% in a
2.5 m2 working section in Loughborough University wind tunnel. More information on this
geometry can be found in (Wood et al., 2015). Five configurations of the generic SUV model
have been used in this work, all shown in Figure 1.12. Table 1.1 provides description of all
configurations.
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Fig. 1.12 CAD of all configurations of the generic SUV model used in this work.
Table 1.1 Description of all configurations of the generic SUV model used.
Configuration Description
Configuration 1 Rear diffuser 30◦; rear roof taper 0◦.
Configuration 2 Rear diffuser 0◦; rear roof taper 0◦.
Configuration 3 Rear diffuser 10◦; rear roof taper 0◦.
Configuration 4 Rear diffuser 10◦; rear roof taper 10◦.
Configuration 5 Rear diffuser 10◦; rear roof taper 20◦.
1.4 Important Non-dimensional Parameters
Non-dimensional numbers used in fluid mechanics are physical parameters that can be
used to characterize various processes in fluids and are of key importance in parametric
analysis of engineering problems. The meaning is that it is possible to study some particular
process in fluids using different experimental/computational setups, as long as the respective
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non-dimensional parameter or parameters stay the same. The three most important non-
dimensional parameters to this study are the Reynolds number (Re), the Stokes number (Stk)
and the Weber number (We).
The Reynolds number is the ratio of the inertial forces to the viscous forces and is given in
Equation 1.1. Here, ρ f is fluid density, U f is fluid velocity magnitude, L is the characteristic
length and µ f is fluid viscosity. This is certainly a very important dimensionless parameter
and is often used to characterize fluid flows as turbulent eddies grow with Re. This means
that for a given geometry the flow field can be conserved by preserving the Reynolds number.
It has been mentioned previously that the physical models used in this work are of quarter
scale. This means that in order to preserve the Reynolds number of a full scale case, either
the fluid properties need to be changed or the forward speed needs to be increased by a
factor of four. For example, for a full scale vehicle of length 4 m moving at 22.2 m/s the
Reynolds number is 6.15×106. If ambient conditions are maintained, the flow speed of 88.8
m/s would need to be used for a quarter scale model to obtain same Re, which would lead to
the equivalent flow structure. As will be discussed later, the flow speed in the aerodynamic
wind tunnel at Loughborough University, suitable only for reduced scale models, can reach a
maximum of 45 m/s. The range of Re was therefore constrained and the maximum value
used was 2.77×106.
Re =
ρ fU f L
µ f
(1.1)
The motion of particles suspended in laminar and turbulent flows have been widely studied
experimentally and numerically by many researchers. A study conducted by Ruck and
Makiola (1988) showed that the particle velocity field starts to diverge from that of the
continuous phase as the particle size increases (see Figure 1.13). The tendency of small
particles to follow the air-streams and form clusters of particles was also noted by many
others (Hardalupas et al., 1992; Yu et al., 2004; Zhang et al., 2008). This phenomenon can be
associated with the inertia of particles, which is proportional to the cube of their diameter D.
Smaller particles have less inertia (given that their density stays the same) and are therefore
more sensitive to the changes in the flow, while larger and heavier particles take on more
ballistic trajectories.
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Fig. 1.13 Particle tendency to follow continuous face shown for different Stk (Yu et al., 2004).
The dimensionless parameter that represents the relative importance of particle inertia is the
Stokes number (Stk) and is given in Equation 1.2. In the equation, U f ,∞ is the fluid velocity
magnitude of the flow away from the obstacle and ρp is particle density. The Stokes number
can be also thought of as the ratio of particle momentum response time τp to the characteristic
time of the flow τ f . This parameter is usually used to characterize the dynamics of particles
such as the tendency of heavy particles to deviate from the paths of the continuous phase and
the trend of small particles to form clusters. The particles start to deviate from the continuous
phase as Stk grows and becomes greater than unity. In this work spray was mostly of Stk « 1,
although there is one numerical case included in Chapter 6 which uses considerably larger
particles (Stk > 1).
Stk =
ρpD2U f ,∞
18µ f L
=
τp
τ f
(1.2)
The ratio of inertia forces to the surface tension of a liquid particle is given by the Weber
number, the formulation of which is provided in Equation 1.3. Here, Uslip and γp refer to the
slip velocity and the surface tension of liquid, respectively. The Weber number is often used
to characterize secondary break-up, the likeliness of which increases with We. In this work
the break-up of spray used was very insignificant (We < 1).
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We =
ρ fU2slipD
γp
(1.3)
1.5 Research Objectives
The ability to accurately and efficiently predict the phenomenon of vehicle soiling would
allow designers control or even resolve soiling issues early in a vehicle development pro-
gramme. Therefore, this work attempts to identify what is important and needs to be
considered in vehicle soiling predictions. The following questions are addressed:
• What level of accuracy in the flow field around the model is needed to accurately
predict rear surface soiling?
• Given an accurate mean flow field, is this sufficient to allow accurate soiling predic-
tions? i.e. Can soiling be predicted as a post-processing step if a suitable set of data is
available?
• How sensitive are the numerical predictions of vehicle rear surface contamination to
the numerical settings?
• What is the influence of particle secondary break-up, coalescence and evaporation on
the rear surface contamination?
• What is the influence of the rotating wheels and a moving ground?
• Can scaling be applied to accurately represent spray dynamics?
• What is the influence of realistic tyre spray modelling on contamination? Is the tyre
spray model currently in use realistic enough? Can the tyre spray modelling be further
simplified?
Table 1.2 provides a brief summary of the work to be discussed that attempts to provide
answers to the questions above.
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Table 1.2 Brief summary of the work to be presented.
Location Geometry Work focus Work description
Chapter 3
Windsor
SUV
(config. 1-5)
Flow-field &
spray dynamics
Contents can be split into three parts:
1. Initial work to investigate two
common numerical approaches
and the level of accuracy in the
flow field that is required to
achieve accurate prediction of rear
surface contamination.
2. Insight into the influence of
rear-end geometry on rear soiling.
3. Investigation into the unsteady
dynamics of spray using the
Proper Orthogonal
Decomposition (POD) technique.
Chapter 4
SUV
(config. 1)
Spray secondary
mechanisms
Investigation into the effects of
secondary spray mechanisms and how
these affect spray properties and
dynamics.
Chapter 5
SUV
(config. 3)
Boundary
conditions &
spray dynamics
Insight into the influence of rotating
wheels and moving ground plane on
spray advection and deposition.
Chapter 6
SUV
(config. 3)
Tyre spray
Investigation into the numerical methods
which can be used to simulate spray
released from a rotating tyre.

Chapter 2
Methodology
Contents
2.1 Modelling of the Continuous Phase . . . . . . . . . . . . . . . . . . . . 23
2.2 Modelling of the Dispersed Phase . . . . . . . . . . . . . . . . . . . . 33
2.3 Software Used in Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
The current chapter describes fundamental techniques used in this work to investigate the
general process of vehicle rear surface contamination, as well as assess the capability of
current numerical techniques to predict vehicle soiling. Additional advanced methods and
numerical models used throughout this research will be introduced and discussed separately
in each relevant chapter.
2.1 Modelling of the Continuous Phase
The Navier-Stokes equations describe the motion of viscous substances and are the heart
of fluid flow modelling. These can be applied to fluids which physical properties vary
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continuously throughout the fluid. The conservation equations of continuity and momentum
for an incompressible low Mach flow are given in Equations 2.1a and 2.1b in tensor notation.
∂Ui
∂xi
= 0 (2.1a)
∂Ui
∂ t
+U j
∂Ui
∂x j
= Fi− 1ρ
∂ p
∂xi
+ν
∂ 2Ui
∂x j∂x j
(2.1b)
Where U is velocity, p is pressure, ρ is density and ν is the kinematic viscosity. The first
term in Equation 2.1b stands for the change of velocity with time while the second represents
the convection term. The terms on the right-hand side constitute force terms: pressure and
viscous stress forces and any external force Fi (gravity, the presence of the dispersed phase,
etc.).
There are a number of approaches to characterise the flow using Navier-Stokes equations,
all of which demonstrate a different balance between accuracy and computational cost. The
most conceptually straightforward method is to directly solve the Navier-Stokes equations,
omitting any modelling. This method is called the Direct Numerical Simulation (DNS) and
it demands the computational grid to be fine enough to resolve all scales of unsteadiness
in the flow. This is very problematic for flow cases with high ratios of inertial forces to
viscous forces (high Re), as the range of turbulent scales grows with Re. It can be shown that
the number of cells required in a DNS simulation to resolve all features of the flow scales
with Re9/4. As a result, this method has limited application and is only used in fundamental
research.
A method that solves the largest scales of motion and models the smallest scales is the Large
Eddy Simulation (LES). Although this approach is numerically less demanding than DNS,
computational requirements remain significant.
A relatively cheap method that does not resolve any turbulent structures is the one that uses
Reynolds-Averaged Navier-Stokes (RANS) equations. In most applications of RANS, the
equations are solved using Steady-State approximations (steady RANS). While it is able to
model the mean features of the attached and mildly separated flows to a reasonable extent
(Corson et al., 2009; Obeid et al., 2017), it struggles when it comes to highly separated
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flows (Khalighi et al., 2001; Rodi, 1997; Tominaga and Stathopoulos, 2010), which are
dominated by large-scale unsteady motions (Tominaga, 2015). While this can be addressed in
a limited sense using Unsteady RANS (URANS), which is able to capture some large-scale
unsteadiness, it is generally unable to reproduce organized structures found in shear layer
mixing, which may be important in particle dispersion processes (Yang et al., 2004).
The relatively cheap and robust implementation of URANS and the advanced accuracy of
LES have led to the development of hybrid methods that attempt to combine the best aspects
of RANS and LES methodologies. While this work used the RANS method in the initial
stage, a hybrid RANS-LES was used in the most of the work.
2.1.1 Hybrid RANS-LES Technique
A common example of a hybrid model is Detached-Eddy Simulation (DES). This technique
applies the LES method to the separated flow regions and retains the RANS mode in the
boundary layer where the use of LES would be expensive, ideally requiring very fine isotropic
grids to resolve small eddy scales. Some fundamental principles of RANS and LES are given
below, followed by a short discussion of hybridization of these approaches.
2.1.1.1 RANS Fundamental Principles
The RANS equations are formed as a result of Reynolds decomposition and averaging
techniques applied to the Navier Stokes equations. The approach is based on the idea that any
instantaneous flow quantity can be decomposed into its time-averaged and fluctuating part,
written for velocity as U(x, t) = U¯(x)+u′(x, t). The time average quantity is defined as:
U¯(x) =
1
T
∫ T
0
U(x, t)dt (2.2)
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where T is integration time. Applying the Reynolds averaging technique to the continuity and
momentum equations and taking into account zero time-average fluctuating part produces
the URANS formulation:
∂U¯i
∂xi
= 0 (2.3a)
∂U¯i
∂ t
+U¯ j
∂U¯i
∂x j
= Fi− 1ρ
∂ p¯
∂xi
+ν
∂ 2U¯i
∂x j∂x j
+
∂τ ′i j
∂x j
(2.3b)
The time-dependent description of flow in the URANS formulation recovers some coherent
long-term trend of unsteadiness. In steady RANS, the time-dependent term ∂U¯i∂ t is omitted,
providing the mean temporal view of the flow. The new terms τ ′i j, called the Reynolds
stresses, are formed from the product of two fluctuating velocities, adding to the total shear
stress. A common approach to model these is to use the Boussinesq assumption that the
momentum transfer caused by turbulent eddies can be described by an eddy viscosity in the
same way as the molecular motion in a gas can be described by a molecular viscosity:
τ ′i j =−u′iu′j = νt
(
∂U¯i
∂x j
+
∂U¯ j
∂xi
)
− 2
3
kδi j (2.4)
Where k is the turbulence kinetic energy, δi j is the Kronecker delta and νt is the eddy viscosity
that needs to be modelled. There are many models of various complexity to compute νt .
The turbulence model used in the initial RANS simulations of this study was the realizable
k− ε model (Shih et al., 1995). This model derives νt by solving transport equations for the
turbulence kinetic energy k and eddy dissipation rate ε , as shown in Equation 2.5 (buoyancy
terms omitted).
∂k
∂ t
+U j
∂k
∂x j
=
1
ρ
Pk− ε+ ∂∂x j
[
(ν+
νt
σk
)
∂k
∂x j
]
(2.5a)
∂ε
∂ t
+U j
∂ε
∂x j
=C1Sε−C2 ε
2
k+
√
νε
+
∂
∂x j
[
(ν+
νt
σε
)
∂ε
∂x j
]
(2.5b)
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C1 = max(0.43,
η
η+5
) η = S
k
ε
S =
√
2Si jSi j (2.5c)
νt =Cµ
k2
ε
(2.5d)
2.1.1.2 LES Fundamental Principles
The philosophy behind LES is to filter out the small scale structures and resolve the most
important large scales of motion present in a turbulent field, as these carry the majority of the
fluctuating energy. The governing idea is that the instantaneous quantity can be decomposed
into its spatially filtered, or, resolved component ( ˆ ), and a residual Sub-Grid-Scale (SGS)
component ( R), written for velocity as U(x, t) = Uˆ(x, t)+uR(x, t). This is done using the
filtering operation given in Equation 2.6, where G(x− r,x,∆) is a filter function, usually a
top-hat, of some width ∆.
Uˆ(x, t) =
∮
G(x− r,x,∆)U(r, t)dr (2.6)
Applying the filtering operation to the continuity and momentum equations results in the
equations which govern the filtered large scales of motion.
∂Uˆi
∂xi
= 0 (2.7a)
∂Uˆi
∂ t
+Uˆ j
∂Uˆi
∂x j
= Fi− 1ρ
∂ pˆ
∂xi
+ν
∂ 2Uˆi
∂x j∂x j
+
∂τRi j
∂x j
(2.7b)
The new terms called the residual stresses τRi j, analogous to the Reynolds stresses, are formed
from the non-linear convection term which causes dependency between the resolved and
residual scales. The effect of the residual scales can be modelled using the Boussinesq eddy
viscosity assumption, given previously for the Reynolds stresses in Equation 2.4. There are a
28 Methodology
number of models used in LES to compute the sub-grid eddy viscosity νsgs.For example, the
oldest but very common is the Smagorinsky-Lilly SGS model (Smagorinsky, 1963).
2.1.1.3 Hybridisation of RANS and LES in IDDES
The hybrid model used in this work is the Improved Delayed DES (IDDES) (Shur et al.,
2008) model. It combines the benefits of the Delayed DES (Spalart et al., 2006) and the
Wall Modelled LES (WMLES) (Piomelli and Balaras, 2002) capabilities. The DDES is a
modification of the original DES model (Spalart et al., 1997) and has an enhanced capability
to detect and maintain RANS mode in boundary layers (Shur et al., 2008), avoiding early
activation of the LES mode in thick boundary layers and shallow separation regions as this
may cause grid induced separation due to insufficient mesh resolution to support the LES
content (Spalart, 2009; Spalart et al., 2006). The addition of the WMLES to the IDDES model
provides quicker transition to resolved turbulence near walls in cases when grid resolution
is sufficient to resolve local scales and support the LES content. This makes the IDDES a
universal model that can be used for different flow regions inside a single simulation over
complex geometries.
The IDDES technique applied in this work uses the Spalart-Allmaras (SA) model (Spalart and
Allmaras, 1992) as the base model to compute νsgs when used in the LES mode and νt when
operated in the RANS mode. This turbulence model provides a single transport equation
(Equation 2.8a) to derive a viscosity-like variable ν˜ . The corresponding eddy viscosity is
then calculated as shown in Equation 2.8b, where cv1 is a model constant. In Equation 2.8a,
the destruction term εν˜ is a function of the turbulent length scale lIDDES (Equation 2.9),
which is supplied by the IDDES model and is based on the flow region. This means that the
dependency of the model regime (RANS / WMLES / LES) is captured in a single expression.
∂ ν˜
∂ t
+U j
∂ ν˜
∂x j
= Pν˜ − εν˜ + ∂∂x j
[
1
ρ
(µ+
ν˜
σν˜
)
∂ ν˜
∂x j
]
(2.8a)
νt,sgs = ν˜ fv1 fv1 =
χ3
χ3+ c3v1
χ =
ν˜
ν
(2.8b)
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lIDDES = f˜d(1+ fe)lRANS+(1− f˜d)lLES (2.9)
In Equation 2.9, the term fe is a function to counteract an excessive reduction of the modelled
Reynolds stresses at the interface of RANS and LES regions (Shur et al., 2008). The actuation
of the WMLES branch is carried out through the blending function f˜d . Depending on the
local turbulence properties and grid resolution, f˜d will be 1 and fe will be 0 inside a boundary
layer, thus activating the pure RANS mode (lRANS = dw, where dw is the wall distance).
Contrary, f˜d will change to 0 away from the wall in the detached region, and hence the pure
LES mode will be activated (lLES =CDESψ∆). The term CDES is an empirical constant used
in DES (Shur et al., 1999) and ψ is a correction proposed in Spalart et al. (2006). Also, the
sub-grid length scale ∆ used in lLES is formulated in such a way so that it is able to adapt to
the local flow and grid properties (see Equation 2.10).
∆= min{max[Cwdw,Cw∆max,∆wn],∆max} (2.10)
Where ∆wn is the grid spacing normal to the wall, ∆max is the maximum local grid spacing
and Cw is an LES-based constant.
2.1.2 Boundary Layer Modelling
It is often too computationally expensive to resolve the whole boundary layer with the
computational mesh, especially for high Re flows such as those under study in this work.
Therefore, wall functions are used to model the near wall region and relax the mesh resolution
requirements, potentially at the expense of reduced accuracy.
The RANS simulations in this work used high-y+ wall treatment, which assumes that the
first near-wall grid cell centre is positioned in the logarithmic area (y+ > 30) of the boundary
layer. This is the area where the velocity profile along the distance normal to the wall can
be expressed with a simple logarithmic function. The non-dimensional wall distance y+ is
defined in Equation 2.11, where y is the distance to the wall, uτ is the frictional velocity and
τw is the wall shear stress.
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y+ =
y×uτ
ν
where uτ =
√
τw
ρ
(2.11)
The IDDES simulations used a ‘universal’ velocity profile suggested by Spalding (1961). The
advantage of this formulation is that it allows a wider range of wall-normal computational
grid spacing as it provides the velocity profile that includes the viscous sub-layer (y+ < 5),
buffer layer (5 < y+ < 30) and log-layer, the latter defined above. It is usually referred to
as an all-y+ wall treatment and has been applied in other studies (Joubert et al., 2015). The
universality of Spalding's formulation can be studied in Figure 2.1.
Fig. 2.1 Spalding's universal wall treatment (Shih et al., 1999).
2.1.3 Linear Solver
The generalised Geometric-Algebraic Multi-Grid solver (GAMG) was used to solve lin-
earised differential equations. According to OpenFOAM (2015), GAMG starts with the
mesh specified by the user and uses the following principle to arrive to the accurate solution:
inside GAMG the mesh is coarsened in steps and a quick solution is generated, which is then
used as an initial guess to obtain an accurate solution on a finer mesh. The coarsest level is
generally solved using either the preconditioned conjugate gradient (symmetric matrices) or
preconditioned bi-conjugate gradient (asymmetric matrices) solvers, which are not covered
here. The GAMG solver is considered to be relatively fast, but with moderate parallel
scalability (Ciegis et al., 2014). Gauss-Seidel smoother was used to enhance convergence.
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2.1.4 Solving the Continuity and Momentum Equations
In this study, the continuity and momentum equations are solved using the PISO (Pressure
Implicit with Splitting of Operators) pressure-velocity coupling algorithm, proposed by
Issa (1986). Figure 2.2 presents the schematic of the algorithm, in which only the most
important steps are shown. In the algorithm, a number of corrector stages are employed. The
non-ortho corrector procedure is used to correct face gradients due to mesh non-orthogonality.
The number of correctors required depends on the mesh quality. The non-orthogonality
correctors may not be used for fully orthogonal meshes. In this work, one to two corrector
steps have been generally used. The number of required PISO correctors have been discussed
by Issa (1986). It has been shown that the first-order-accurate temporal scheme requires two
correctors, while the second-order-accurate temporal scheme needs three corrector steps to
obtain sufficient temporal accuracy. It has been proven that the accuracy cannot be further
improved unless a higher order numerical scheme is used (Issa, 1986). In this work, backward
second-order temporal scheme was used.
Fig. 2.2 Schematic of the PISO algorithm
32 Methodology
Table 2.1 provides information on the main settings used in all simulations presented in this
thesis. As can be seen from the table and as will be also discussed later, the initial work
in Chapter 3 used two PISO correctors, as well as under-relaxation of fields. The effect of
this on the modelled aerodynamics and the dynamics of spray will be discussed in section
2.2.4. As will be shown, the use of under-relaxation factors in unsteady simulations is not
recommended, unless necessary to improve numerical stability. Therefore, the final part of
Chapter 3 and simulations discussed in all other chapters used three PISO correctors and
the fields were not under-relaxed. Table 2.1 also shows what solution tolerances were used.
Solution tolerance is a measure of convergence - the numerical solver stops to iterate when
the final residual falls below this value.
Table 2.1 Main computational settings used in all simulations.
Location in
thesis
Geometry
used
Numerical
Method
PISO
corr.
Under-
relaxation
Solution
tolerance
Chapter 3
Sect. 3.2
Windsor
URANS
realizable k− ε 2
p: 0.5
U: 0.7
k: 0.7
ε: 0.7
1e−6
1e−7
1e−7
1e−7
Chapter 3
Sect. 3.3
Sect. 3.4
SUV
IDDES
Spalart-Allmaras
2
p: 0.3
U: 0.5
ν˜ : 0.5
1e−7
1e−8
1e−8
Chapter 3
Sect. 3.5
SUV
IDDES
Spalart-Allmaras
3
p: 1.0
U: 1.0
ν˜ : 1.0
1e−7
1e−8
1e−8
Chapter 4 SUV IDDES
Spalart-Allmaras
3
p: 1.0
U: 1.0
ν˜ : 1.0
1e−7
1e−8
1e−8
Chapter 5 SUV IDDES
Spalart-Allmaras
3
p: 1.0
U: 1.0
ν˜ : 1.0
1e−7
1e−8
1e−8
Chapter 6 SUV IDDES
Spalart-Allmaras
3
p: 1.0
U: 1.0
ν˜ : 1.0
1e−7
1e−8
1e−8
To enhance temporal accuracy in LES or DES, the time step ∆t in the unsteady simulations
should ideally be equal or smaller to the characteristic time scale of local cell flow. This
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criteria has been defined as the Courant-Friedrichs-Lewy (CFL) condition. For a three
dimensional flow, the CFL number is formulated as shown in Equation 2.12. Here, Vol is the
cell volume and φ is the face volumetric flux. The time step used in each simulation will be
given in each respective chapter/section.
CFL =
∆t
2Vol ∑f aces
|φ | (2.12)
2.2 Modelling of the Dispersed Phase
There are two established approaches for numerical simulation of particle advection in the
flow-field: the Eulerian-Eulerian approach (Druzhinin, 1995; Elghobashi, 1983) and the
Eulerian-Lagrangian approach (Crowe et al., 1977; Dukowicz, 1980; Migdal and Agosta,
1967). In the Eulerian-Eulerian approach, the dispersed phase is averaged and modelled using
a set of conservation equations that are similar to RANS equations (Portela and Oliemans,
2005). This approach involves a lot of empirical modelling (Crowe et al., 1996) with the key
problem being the lack of accurate closure models for turbulent fluctuation of the dispersed
phase, which governs dispersion of the phase (Zhou, 2015). In addition, the Eulerian phase
tracking approach is not easily implemented in problems that use a distribution of particle
sizes (Wu et al., 2017) and attempt to model complex mechanisms such as agglomeration,
secondary break-up, coalescence, wall impact and momentum back-coupling, for which
the Lagrangian approach provides simpler and less sophisticated modelling techniques
(Portela and Oliemans, 2005). On the other hand, the Eulerian method generally offers faster
computing time, particularly when dense sprays are modelled, and reduced space for data
storage (Saidi et al., 2014).
The Lagrangian particle representation, contrary to the Eulerian, deals with individual
particles and models the trajectory of particles in the domain by solving equations of motion.
This approach is generally more demanding in terms of time and computational resources.
However, the comparison between the Lagrangian and Eulerian particle tracking approaches
showed that results obtained with these two methods can be very different (Saidi et al., 2014),
with the Lagrangian approach being more accurate in unsteady flows (Zhang and Chen,
2007). Due to the nature of the flow around a moving vehicle being highly unsteady and
the capability of the Lagrangian particle tracking approach to deal with sprays of different
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particle size, the Lagrangian representation of particles was chosen for this study. While the
Lagrangian approach has been widely used in vehicle soiling studies (Gaylard and Duncan,
2011; Gaylard et al., 2014; Jilesen et al., 2013), this technique has been applied to a large
range of various multi-phase problems, including the problems associated with atmospheric
pollutants (Ahmadi and Li, 2000), sand (Paz et al., 2015), wind-driven rain (Persoon et al.,
2008; Wu et al., 2017), and pesticide spray (Xu et al., 1998).
2.2.1 Governing Equations in the Lagrangian Approach
The translational motion of particles is governed by Newton’s second law, shown in Equation
2.13. On the left-hand side, mp is particle mass and Up is particle velocity. The inertial forces
are balanced by the sum of all forces F acting on a particle. This equation is integrated twice
with respect to time to update the position of the particle.
mp
dUp
dt
=∑F (2.13)
In the equation, dt is the local Lagrangian time-step. Usually, the Lagrangian time-step is
smaller than the global one. This is done to improve the accuracy of particle advection as
the particles are able to sample the local velocity field, which influences their motion, a few
times within one global time-step. In this work, there were typically four Lagrangian steps
within one global time-step.
2.2.1.1 Forces Influencing Particle Motion
The most general form of F is referred to as the Basset-Boussinesq-Oseen (BBO) equation
(Maxey and Riley, 1983), which considers the virtual mass, Basset, Magnus, Saffman,
pressure, buoyancy, drag and gravitational forces. Additional particle forces that exist are
due to temperature gradients (thermophoretic forces) and electric charges (electrostatic
forces) (Guha, 2008; Roettger et al., 2001a). Despite so many factors influencing the motion
of droplets, aerodynamic drag and gravitational forces are the primary forces commonly
considered in vehicle soiling simulations as these have the strongest effect. This can be also
observed in Figure 2.3, which shows the absolute magnitude of forces acting on particles
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advecting in laminar flow over a backward facing step, in a numerical study conducted by
Barton (1995). In addition to aerodynamic drag and gravitational forces, the Saffman-Mei lift
force (Saffman, 1965) may also need to be considered as it may be significant in regions of
high shear, which can generate a velocity gradient across particles (Barton, 1995; Gouesbet
and Berlemont, 1999).
(a) Variation with Stk (Re = 400). (b) Variation with Re (Stk = 0.01).
Fig. 2.3 Absolute magnitude of force terms acting on particles of ρpρ f = 10 advecting in a
laminar flow over a backward facing step (Barton, 1995).
The effect of other forces, such as the virtual mass (added inertia associated with the
displacement of the surrounding fluid by the accelerating sphere) and the Basset history
force (the additional force due to the lagging boundary layer development with changing the
relative velocity of a sphere) are believed to be negligibly small when the ratio of particle to
fluid density is large (ρp/ρ f >> 1) (Guha, 2008), a condition that is satisfied in any vehicle
soiling study. The pressure-gradient force can be also generally neglected, especially for
Stk > 0.1.
Equation 2.14 presents the sum of forces considered in most numerical cases of this work.
The forces taken into account are the aerodynamic drag (FD), shear lift (FL) and gravity (FG).
F =−πD
2
8
ρCD|Up−U|(Up−U)︸ ︷︷ ︸
FD
+
πD3
8
ρCL(Up−U)× (∇×U)︸ ︷︷ ︸
FL
+mpg︸︷︷︸
FG
(2.14)
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The drag CD was modelled using Liu correlation, which is based on the assumption of solid
spheres (Liu et al., 1993) and is shown in Equation 2.15a. It is a function of particle Reynolds
number (Equation 2.15b), which describes the airflow around a particle.
CD =

24(1+ 16 Re
2/3
p )
Rep
Rep ≤ 1000
0.424 Rep > 1000
(2.15a)
Rep =
ρ f |(Up−U)|D
µ f
(2.15b)
The shear lift CL was modelled using Sommerfeld correlation (Sommerfeld, 2000), given in
Equation 2.16a.
CL =
4.1126√
ReS
CLS (2.16a)
CLS =
(1−0.3314β 0.5)e−0.1Rep +0.3314β 0.5 Rep ≤ 400.0524(βRep)0.5 Rep > 40 (2.16b)
β = 0.5
ReS
Rep
, ReS is the Reynolds number for shear flow: ReS =
ρ|∇×U|D2
µ
(2.16c)
2.2.1.2 Particle Dispersion
One of the characteristic properties of turbulence is its ability to mix and disperse contam-
inants. However, in RANS simulations this is cancelled out as a result of the Reynolds
averaging that is applied to the instantaneous drag force and in IDDES this is reduced due to
the inability of this method to resolve all turbulence scales. Even though the fraction of the
unresolved content in IDDES computations tends to be relatively small, these unresolved
structures may play an important role in a particle dispersion mechanism (Jin et al., 2012;
Pesmazoglou et al., 2013). Therefore, the influence of the unresolved fluctuating velocity has
to be estimated using either stochastic or deterministic methods. In this work, the formulation
of the Gosman and Ioannides (1983) stochastic dispersion model was used, which is essen-
tially a Discrete Random Walk (DRW) model. This approach adds a Gaussian-distributed
random perturbation u′ (Equation 2.17) onto the air velocity, seen by the particle and used in
the drag model (Equation 2.14) to mimic the unresolved turbulent motion. The characteristic
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eddy lifetime teddy ≈ k/ε determines the period over which the random value of u′ is kept
constant, as it is not necessarily updated each time step. This allows both velocity and
timescale information to be included in the dispersion of the particles. In the model, ζ is
a normally distributed random number, d represents spatial randomness of turbulence and
σ =
√
2k/3 is the standard deviation, which is related to the turbulence kinetic energy.
u′ = ζdσ (2.17)
In the RANS simulations which used the k-ε turbulence model both k and ε are readily
available. In IDDES simulations, the stochastic dispersion model uses sub-grid turbulent
kinetic energy (k = ksgs) and the sub-grid turbulent dissipation rate to account for unresolved
scales. The ksgs is supplied by the one-equation sub-grid scale LES model (Davidson,
1997; Nicˇeno et al., 2008) via Equation 2.18, while the dissipation rate εsgs is computed
using Equation 2.19 (Pope, 2000). Here, νsgs is the sub-grid turbulent viscosity, ∆ is the
filter width, Ck is an empirical constant that is equal to 0.07, νe f f is the effective viscosity
(νe f f = ν+νsgs) and Si j corresponds to the strain rate tensor.
ksgs =
(
νsgs
Ck∆
)2
(2.18)
εsgs = 2νe f f Si jSi j (2.19)
2.2.2 Particle Interaction Mechanisms
The order of phase coupling in multiphase flows can be estimated using the volume loading
of the dispersed phase αp =
Vp
V (Elghobashi, 1994; Greifzu et al., 2016). According to
Elghobashi (1994), the interaction of the dispersed and continuous phase is termed as
one-way coupling when αp < 10−6. This means that the dispersed phase depends on the
state of turbulence but does not influence it. Another way of determining the importance of
considering the influence of particles on the flow structures has been proposed by Paschkewitz
(2006b) and is given in Equation 2.20. The momentum coupling parameter Π represents the
ratio of particle drag to the carrier fluid momentum flux and is greater than unity in regions
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where the back-coupling becomes important. In the equation, the parameter C corresponds
to the ratio of the mass flow rates of the dispersed and continuous phases and the Stokes
number Stk has been already given in Equation 1.2.
Π≈ C
1+Stk
C =
m˙p
m˙ f
(2.20)
The influence of the dispersed phase on the carrier flow becomes important when 10−6 ≤ αp
(according to Elghobashi (1994)) and Π > 1 (according to Paschkewitz (2006b)). The
interaction is then two-way coupled and can be accounted for by adding a corresponding
force term to the momentum, Equation 2.1b. The interaction between the dispersed and
continuous phases are very complex and remain poorly understood. Gore and Crowe (2015)
found out that the ratio of the particle diameter to the characteristic eddy length scale can be
used to determine whether particles augment or attenuate fluid turbulence.
The study of Fessler and Eaton (1999) showed that the level of attenuation of stream-wise
turbulence decreased with decreasing particle Stokes number, particle Reynolds number and
mass loading. An important observation was that there was no modification of the turbulence
in the separated shear layer or in the recirculation region behind the backward facing step,
even though there were significant particle loadings (Fessler and Eaton, 1999). A similar
study conducted by Bing et al. (2013) showed that in downstream regions behind the step,
particles that are smaller in size exert weaker modulations to turbulence than larger particles
do.
Apart from flow field modification due to the presence of moving particles, particle-particle
interactions (four-way coupling) may need to be considered for very dense sprays. These
interactions can involve hydrodynamic coupling and particle inter-collisions. Hydrodynamic
coupling refers to the force between a particle and the surrounding fluid, resulting in particle
secondary break-up, while particle collisions can lead to coalescence and breakup (Portela
and Oliemans, 2005). The likelihood of liquid particles to break-up can be estimated by
calculating the ratio of inertia forces to the surface tension of a particle, the Weber number.
According to van Basshuysen and Schafer (2005), the secondary break-up mechanism should
be considered when the Weber number exceeds 10. Figure 2.4 shows schematically all the
mentioned interaction mechanisms.
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Fig. 2.4 Coupling mechanisms; Reprinted from Portela and Oliemans (2005).
Most simulations in this work used a one-way coupling simulation approach, similar to
the majority of studies in the field of vehicle surface contamination (Gaylard and Duncan,
2011; Paschkewitz, 2006a,b; Yoshida, 1998). However, the particle-particle interaction was
investigated and will be discussed later.
Apart from the processes explained above, the numerical tools should ideally account for:
particle-wall interaction; the build-up of the liquid film on a surface and its development
and interaction with irregularities of geometrical shape; film break-up and re-entrainment of
liquid because of film separation and advection due to air streams. However, neither of these
are addressed in this work. The particles were modelled to either stick or rebound upon the
impact with walls. The impact of these simplifications on vehicle rear surface contamination
is unknown and remains an open topic.
2.2.3 The Concept of Parcels
While the Lagrangian approach allows tracking individual particles, the concept of parcels is
usually used. A numerical parcel represents a group of particles, which all have the property
of the representative particle. It is also common to distribute the total mass equally between
the parcels. A numerical parcel is shown schematically in Figure 2.5. Although the increase
in the number of parcel streams refines the spray as it creates a larger ensemble of tracks and
leads to a smooth contamination pattern (see Figure 2.6), it also increases the computational
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cost of a simulation. Therefore, it is important to adequately represent spray numerically, at
the same time taking into account associated computational price. It is also worth pointing
out that the Lagrangian solver does not scale particularly well in parallel as typically the
parcels are clustered on a small number of CPUs (as it was also in this work). In the case of
two-way or four-way coupled flows, where particle-flow and particle-particle interactions are
important, the number of tracked parcels may significantly influence the results. The current
work used parcels rather than individual particles throughout the whole study.
Fig. 2.5 Schematic representation of the concept of numerical parcels.
Fig. 2.6 Influence of spray refinement on the pattern of deposition.
2.2.4 Sensitivity of Spray Dynamics to Solver Settings
As has been mentioned before in Table 2.1, the initial work discussed in Chapter 3 uses under-
relaxation of fields and two PISO correctors along with the backward second-order temporal
scheme, for which three PISO correctors should be ideally used (Issa, 1986). Although the
relaxation factors must be used in implicit algorithms, such as the SIMPLE algorithm, ideally
they should not be applied with the PISO algorithm. Nevertheless, they are sometimes used
to improve stability. For example, under-relaxation is applied to the pressure field by default
in Star-CCM+ (CD-adapco, 2014). In this section, the sensitivity of spray entrainment into
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the wake and deposition to the number of PISO continuity correctors and the use of relaxation
factors is briefly investigated. At this stage the exact computational setup is not relevant
and the main goal of this section is to investigate differences in the results due to solver
parameters, and therefore arrive to the optimal settings. However, it is worth pointing out
that the generic SUV model is used as a test case and that the IDDES method is used to
compute the continuous phase. Lagrangian particles are released behind the left rear wheel.
The following cases are studied:
1. 2 PISO correctors; Fields under-relaxed.
2. 2 PISO correctors; No under-relaxation of fields.
3. 3 PISO correctors; No under-relaxation of fields,
4. 4 PISO correctors; No under-relaxation of fields.
The use of relaxation is seen not to influence drag but affect lift, as shown in Figure 2.7. The
latter and the fact that they dampen oscillations of flow properties between solver iterations
has an effect on spray advection as spray entrainment into the wake and deposition are
reduced. This can be seen in Figures 2.8 and 2.9, which present the evolution of the total
deposition on the base and the total ‘active’ mass of spray in the wake region at specific
points in time, respectively. Being ‘active’ means that the mass has not been deposited and
remains being advected by the flow. To compute the ’active’ mass the data has been processed
and the mass of spray located inside an elliptical volume that resembles the shape of the
time-averaged wake has been integrated for each temporal point. It can be seen that spray
entrainment into the wake and hence the total deposition increase when the fields are not
relaxed. In addition, the first contamination event occurs earlier. According to Issa (1986),
the use of 3 PISO correctors is recommended in simulations which use second-order-accurate
temporal scheme. Issa (1986) showed that no further improvement in the accuracy can be
achieved by using more correctors unless a higher order numerical scheme is implemented. It
can be seen from Figure 2.8 that the total deposition is reduced when 3, instead of 2 correctors
are used. Although the total deposition of spray at the end of two simulations that used 3 and
4 continuity correctors is very similar, Figure 2.9 reveals that the spray entrainment into the
wake is different. This suggests that the mechanism of spray entrainment is very sensitive
to the instantaneous flow, which is also to some extent affected by the truncation errors in
the solver. This emphasizes that soiling simulations should be ideally run sufficiently long
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before any quantitative comparisons can be made. Also, it should be emphasized that in
unsteady simulations fields should not be relaxed unless required due to stability issues.
Fig. 2.7 Sensitivity of drag and lift to the unsteady solver settings.
Fig. 2.8 Evolution of the total deposited mass on the base of configuration 1, simulated using
different unsteady solver settings.
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Fig. 2.9 Total active mass in the wake of configuration 1 against time, simulated using
different unsteady solver settings.
2.3 Software Used in Thesis
2.3.1 CFD Code
There are many CFD packages available to perform multi-phase simulations. Star CCM+
(CD-adapco, 2014), for example, is a powerful tool that can model a wide variety of multi-
phase flows using both the Eulerian and Lagrangian particle representations. However, it
was found in preliminary studies to be slow when a large number of parcels are tracked. In
addition, being a commercial tool means it does not give the user any access to modify the
code. OpenFOAM® (OpenFOAM, 2015), on the other hand, is a well-established and widely
used open-source software (Greifzu et al., 2016; Joubert et al., 2015; Martínez et al., 2015;
Tabor and Baba-Ahmadi, 2010). One of the major advantages is that the code is open access
and can be adapted by introducing new functionalities, which can be very useful in a research
project. The code can easily work in parallel and is reasonably fast when large clouds of
Lagrangian parcels are considered.
This work has made use of Openfoam® versions 2.3.1 and 2.4.0. The Lagrangian particle
tracking algorithm employed by these versions of Openfoam® tracks particles on an implicit
decomposition of each cell into tetrahedra, shown in Figure 2.10. The tracking algorithm is
reliable provided that the decomposed tetrahedra have positive volume, thus introducing an
important mesh quality criterion that needs to be satisfied for a successful particle tracking.
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The issue is very likely to be related to a cell-weighted interpolation of the flow field data
to a parcel location, thus failing when parcel happens to be in a cell that is composed of at
least one bad tetrahedron. While this can be addressed by carefully designing the mesh using
tools that are able to account for the aforementioned criteria, the issue can still arise when
the mesh is used in parallel computations. The method of parallel computing employed by
OpenFOAM® uses domain decomposition, which is an approach that breaks the mesh and
associated fields into pieces and allocates them to separate processors, with each processor
computing its partition and communicating with other processors through Message Passing
Interface (MPI). Although this is a robust method, domain decomposition can violate the
mesh quality at the processor interface, generating bad tetra faces and causing the particle
tracking algorithm to crash. It was therefore of utmost importance to carefully design each
mesh in this work.
Fig. 2.10 Decomposition of a cell into tetrahedra used in the Lagrangian particle tracking
algorithm in OpenFOAM® v2.0.0 up to v2.4.0
2.3.2 Mesh Generator
The computational meshes were generated using blockMesh and snappyHexMesh, which
are meshing utilities available within the OpenFOAM® package. The blockMesh utility
generates the background mesh constructed of pure hexahedra cells. This mesh is then
used by snappyHexMesh which refines it, snaps it onto the provided geometries and adds
prism layers. The final generated mesh consists of hexahedra and split-hexahedra cells. The
advantage of the snappyHexMesh tool is that it can generate meshes compatible with the
particle tracking approach used by OpenFOAM® because it tests for tetra decomposition as
part of its optimisation loop.
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2.3.3 Data Post-Processing
While there is various available software to visualise the flow field, most of them lack the
functionality to post-process scalar fields such as the Lagrangian particle clouds. As a result,
all the numerical data obtained in this work was post-processed using Matlab® scripts, written
by the author specifically for this study. Figure 2.11, for example, shows the method used to
map the deposited Lagrangian parcels onto a 2D surface mesh and construct soiling intensity
plots. This surface mesh is used for post-processing and is not the CFD mesh. This is done
to smooth the base soiling pattern to be able to compare it against the experimental data,
typically obtained over a longer time period. The parcels are first distributed around the grid
cells by moving them to the closest cell node. The soiling intensity figure is then generated by
normalising the mass of liquid that has accumulated in each cell node against the maximum
value across all cells.
Fig. 2.11 Demonstration of the method used to map the deposited Lagrangian parcels onto a
2D mesh.
A very similar approach is used to convert spray in the flow-field from a scalar field into a
volume field. Similarly, all parcels are first distributed around the grid cells of a uniform
3D mesh, used exclusively for post-processing. The volume fraction of spray in each cell is
then calculated, which can be used either in further post-processing (in Proper Orthogonal
Decomposition (POD,) for example), or to generate iso-surfaces and visualise the bulk of
spray. The latter is presented in Figure 2.12, which also shows the mesh used in this numerical
case for post-processing. Being able to see the bulk of spray, defined as large clusters of
advected parcels at a given instance, significantly improves the analysis of spray dynamics.
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It should be emphasized that this functionality also exists in OpenFOAM®. However, the
disadvantage of using the inbuilt function in OpenFOAM® is that it considers all cells in
the computational mesh, while it is usually specific regions (wake region, in this study)
that are of interest. When the computational meshes are large and the number of cells is
considerably larger than the number of parcels in the domain, which was the case in this
work, files containing the volume field data can take up a significant space on the hard drive.
In contrast, files that contain Lagrangian field data are usually much smaller (their size
depends on the total number of parcels in the domain at a given instance in simulated time).
Therefore, converting scalar fields into volume fields in a post-processing step in Matlab®
allows saving the disc space significantly. Moreover, the dispersed phase generally needs
to be saved frequently in order to be able to study its dynamics. This further emphasizes
the advantage of the chosen post-processing strategy. It should be also accentuated that the
algorithm implemented in OpenFOAM® to write out data was modified, to be able to save
the Lagrangian fields independently from the volume fields.
(a) Side-view (b) Back-view
Fig. 2.12 Demonstration of the method used to convert the dispersed phase from a scalar
field into a volume field. Iso-surfaces show the volume fraction (value 2.5×10−5) of spray
in cells.
Another useful post-processing tool created in this work was the one which could generate
particle paths and visualise them in Matlab®, as shown in Figure 2.13. In this figure, the paths
are coloured by particle diameters, but the tool allows to colour these by any other quantity
that is of interest. When simulations are run in parallel on multiple processors, each released
parcel can be located using its personal identification number and the identification number of
the processor from which it was released. This is the principal approach behind the algorithm,
which loops through the selected temporal steps and locates the chosen parcels using their
identification numbers. An interpolation technique is then used to connect their locations,
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which change with time, to obtain smooth trajectories. In most of this work, the dispersed
phase was saved at a frequency of 500 Hz, ensuring that the error due to interpolation was
minimal. This approach allows tracking parcels either forward or backwards in time. For
example, Figure 2.13a shows parcels tracked from their deposition locations back in time to
their source. On the other hand, Figure 2.13b presents parcel paths tracked from the source
forward in time. These two ways of tracking parcels allow studying their dynamics in the
wake, as well as identifying the source of those that deposit on the surface the most.
Many other post-processing tools have been created in this work, although the three utilities
outline above have been the most widely used.
(a) Backwards tracking (b) Forward tracking
Fig. 2.13 Demonstration of the two methods used to track parcels. The paths are coloured by
particle diameters, but can show any spray property.
2.4 Experiments
In this research the experimental data were extensively used to validate numerical results.
As such, the experimental methodology is briefly discussed in this section, along with the
clarification of authors’ contribution to the experimental work.
The experimental aerodynamics data that this research made use of had been collected as part
of a few separate projects. The author of this thesis did not take part in any aerodynamics
experiments. Most of the experimental soiling data, however, were collected by the author of
this thesis together with another PhD student, whose research looks into the experimental
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methods that can be used to simulate and quantify vehicle surface contamination. More
specifically, the author of this thesis played a minor role in the design and development of
the experimental setup, but helped collect soiling and spray data in almost all soiling and
Phase Doppler Anemometry (PDA) experiments (PDA experiments discussed in section
2.4.3). Some post-processing of the experimental results, in particular spray data obtained in
the PDA experiment, was also done by the author.
2.4.1 Wind Tunnel Configuration
All experimental results presented in this work have been collected in the wind tunnel at
Loughborough University. The wind tunnel has an open loop, circuit, closed working section
configuration (see Figure 2.14). The working section is 1.92m wide, 1.32m high and 3.6m
long and fits models scaled to 25%, producing a blockage of 5.58%. The 140kW fan produces
a maximum working section freestream velocity of 45m/s. The boundary layer displacement
thickness (without model) at the airspeed of 40m/s at the centre of the balance had been
originally measured to be around 0.07 m. The freestream turbulence intensity depends on the
physical condition of the wind tunnel. Although the turbulence intensity in the middle of an
empty test section had been originally determined to be 0.2% (Johl et al., 2004), the latest
experiments showed that the intensity is not uniform and a maximum value can go as high as
1%. This was a good indication that the wind tunnel needed to be cleaned. This is normal as
the wind tunnel has an open loop circuit and is exposed to the atmosphere. In the numerical
work, discussed later in this chapter, 1% turbulence intensity was used as the upstream
boundary condition. However, with the turbulence modelling used in most of the numerical
work the upstream turbulence boundary condition was not found to play a significant role in
the development of the rear wake for the geometries used. More information about the wind
tunnel can be found in Johl et al. (2004). The pressure data and force coefficients presented
in this work account for blockage by applying a continuity based correction method shown
in Equation 2.21 and 2.22, respectively (Littlewood and Passmore, 2010). In the equations,
AM and AT correspond to the wind tunnel cross-section area (2.489m2) and the model frontal
area (given for each model separately later in this thesis), respectively. Cp and C f are the
uncorrected pressure coefficient and force coefficient, respectively. This correction procedure
was also applied to CFD results, which used the tunnel geometry.
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Cpcor =
Cp+2A′
1+2A′
where A′ =
AM
AT
(2.21)
C fcor =
C f
1+2A′
(2.22)
Fig. 2.14 Wind Tunnel at Loughborough University (Johl et al., 2004).
2.4.2 Experimental Procedure and Data Acquisition
In each soiling test, the model was run in the wind tunnel for some time to settle prior
to the spraying of the contaminant, which was a mixture of de-ionised water and UV dye
(Uvitex at 0.03 % concentration). A single BETE MW105 atomizer (Bowman et al., 2007)
embedded into the wind tunnel floor as shown in Figures 2.15a and 2.15b was used to spray
the contaminant. The atomizer was directed 45 degrees downstream and merged into the
floor. The exact position of the atomizer and the time of spray injection varied and will be
given for each studied case in the corresponding chapters of this thesis.
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Although the experimental set-up evolved throughout the project, a pair of solenoid valves
(one normally open and one normally closed), shown in Figure 2.15d, were used in most of
the tests, actuated by an electric controller shown in Figure 2.15c. An inbuilt timer allowed
to control the duration of spray injection, also providing sharp start and end to injection,
reducing experimental variation.
(a) Test geometry inside the wind tunnel test section.
(b) Seeder embedded into the floor.
(c) Electronic controller. (d) Controlled seeding using solenoid valves.
Fig. 2.15 The setup used in soiling experiments.
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The process of data collection was based on image processing. The fluorescence produced
by the doped liquid used in experiments can be related to pixel values and can be processed
to produce soiling intensity plots. Soiling intensity is a function of the liquid depth and can
be used to provide a qualitative indication of the distribution of contaminant over the surface.
More information on the approach can be found in Hodgson and Passmore (2018). In the
current study, the images of soiled rear surfaces, illuminated by a UV lamp, were taken with
a digital SLR camera. Unfortunately, it was not feasible to keep the camera inside the wind
tunnel during tests. Therefore, the camera was brought inside the test section after each test
to record the data. Great care was taken to set up the camera in the same position for each
image to ensure consistency.
2.4.3 Spray Characterization
To ensure that the numerical model uses accurate spray properties, which can influence the
numerical soiling results, characterization of spray produced by the nozzle is important. In
particular, the droplet size distribution and the initial spray velocity are required to be able
to reproduce spray used in experiments. In this work, spray properties were measured in
a separate Phase Doppler Anemometry (PDA) experiment. The PDA technique is based
upon the Phase Doppler principles. In essence, a particle scatters light from the laser beams
as it travels through the measurement volume. The frequency of the beat signal produced
by the scattered waves can then be used to obtain the velocity components of the particle.
The number of measured velocity components depends on the number of laser beams used.
The phase shift between the two signals is proportional to the diameter of the particle. A
schematic of the PDA system used in this work is shown in Figure 2.16, with full details of
equipment presented in Jiang et al. (2016); Wigley et al. (1999). The system produces two
beams that are used to measure the radial and the axial velocity components, while the latter
is also responsible for the drop-size measurements.
The spray was characterized for three different pump pressures: 4.5 MPa, 7 MPa and 11 MPa.
The measurements were conducted on the half-cone in a stationary flow arrangement. The
data were collected for 98 locations, distributed between six axial displacement positions.
These tests allowed identification of droplet diameter (with a resolution of approximately
0.18 µm) and two velocity components for every droplet over a 5 sec. test. Figure 2.17
shows results obtained for all locations considered. The arithmetic mean droplet size (D10)
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Fig. 2.16 Schematic of the optical layout of the PDA system, adapted from Wigley et al.
(1999).
measured at each traverse point is shown on the left-hand side of the symmetry plane,
represented using a dash-dot line at R=0 mm. The mean velocity vector of droplets is shown
on the right-hand side of the symmetry plane. The velocity vector is coloured by the velocity
magnitude. The dotted bell-shape curve can be considered as the interface of the spray as the
data inside contains information of 99% of captured droplets. Figure 2.17 shows that spray
is dominated by very small droplets which concentrate close to the symmetry plane. Due
to flow being stationary, the high initial momentum decays rapidly due to viscous forces.
This can be seen very clearly in Figure 2.17c, where the high velocity of droplets at 3 mm
axial displacement drops down significantly within a few millimetres. The results also show
droplet recirculation region close to the nozzle outlet face.
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(a) 4.5 MPa pump pressure.
(b) 7 MPa pump pressure.
(c) 11 MPa pump pressure.
Fig. 2.17 Arithmetic mean droplet size and mean velocity magnitude measured using the
PDA system at a number of traverse points at 6 axial positions. Spray is shown for three
pump pressures: (a) 4.5 MPa, (b) 7 MPa, (c) 11 MPa. Dashed lines show spray interface
(99% of captured droplets)
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3.1 Introduction
The primary objective of this chapter is to determine the best practice for simulation of
the flow field around an automotive body and identify the level of detail that is required in
the predicted flow field to accurately simulate the advection of the dispersed phase and its
deposition. In addition, the influence of rear-end geometry on the rear surface contamination
is investigated and the unsteady transport of spray is studied using the POD technique.
Therefore, as has been mentioned in Table 1.2, current chapter can be split into three distinct
parts:
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1. Flow field modelling and unsteady spray dynamics.
2. Influence of rear-end geometry on rear surface contamination.
3. Further insight into the unsteady process of soiling using the POD technique.
The first part of this chapter is relatively extensive. The first section presents computational
results obtained with the unsteady RANS method. While the RANS technique relies on
modelling and does not resolve any turbulent scales, it remains the most widely used method
employed across a broad range of disciplines and industries (Stamou and Katsiris, 2006). The
IDDES method is then applied, leading to a reasonably good correlation with experiments,
both in terms of the mean flow field and rear surface contamination. Further work is then
carried out to identify whether soiling can be predicted as a post-processing step using the
accurate mean ‘frozen’ flow field alone or with a stochastic dispersion model, which attempts
to mimic velocity perturbation seen by the spray.
PART 1: Flow Field Modelling
3.2 Flow Field Modelling Using the URANS Approach
As has been mentioned in the introductory chapter, the physical model chosen for this initial
work is the Windsor body (Windsor, 1991). The model is a simple bluff body and is shown
again in Figure 3.3. Please note that the pins that support the model were not present in the
numerical setup.
3.2.1 Computational Grid and Boundary Conditions
The computational grid is generated using the blockMesh and snappyHexMesh utilities. The
whole domain, shown in Figure 3.1, contains three volumes. The middle volume represents
the measurement section of the wind tunnel. All walls in this section are set to no-slip
condition, thus allowing the boundary layer to develop. The inlet to the middle section
is located 4.5L ahead of the model, where L is the length of the model. This length was
calculated to be sufficient for the boundary layer to reach an approximately same thickness
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as had been recorded in the experiments. The cross-sectional dimensions of this volume
match those of the original wind tunnel. The height (H) is 1.32 m and the width (W) at the
beginning of the section is 1.92 m. The walls diverge to match the physical wind tunnel
and ensure that the longitudinal pressure gradient is zero when the domain is empty. The
outer sections have a slip wall boundary condition and their purpose is to provide some extra
clearance between the Windsor model, inlet and outlet of the domain. The inlet to the domain
is placed 5.7L in front of the model and the inlet velocity is 30.5 m/s, giving the length-based
Reynolds number of ReL = 2.03×106 and matching conditions used in soiling experiments.
The outlet is placed 6L downstream of the model, with the pressure boundary condition set
to atmospheric pressure.
Fig. 3.1 Computational domain in simulations with the Windsor body.
The volume mesh, shown in Figures 3.2c and 3.2d, contains hexahedra and split-hexahedra
cells. There are refinement regions around the model to capture strong gradients in the flow,
including separated flow regions. The smallest cell outside the prism layer is 1.88−3 m.
This may be considered to be a too small cell for an initial URANS simulation. However,
the prism addition in snappyHexMesh is very unstable, with prisms collapsing in regions
of insufficient curvature refinement, inhomogeneous surface mesh, or too coarse internal
volume mesh. Therefore, a thin layer of 1.88−3 m cells just outside the layer of prisms was
essential to arrive to a uniform and well-designed mesh on the surface (Figure 3.2b), reduce
the aspect ratio of prisms and hence improve the prism quality around the model altogether.
A total of 4 prisms were added, shown in Figure 3.2a. The first prism was placed in the
logarithmic region of the boundary layer, requiring the use of wall functions. A total cell
58 Accurate Flow Field as a Prerequisite for Credible Soiling Prediction
count in the computational mesh is 5.7 million cells. Table 3.1 gives a complete information
on the generated mesh.
(a) Prism layers.
(b) Surface mesh.
(c) Vertical, axial cut through volume.
(d) Horizontal, longitudinal cut through volume.
Fig. 3.2 Volume and surface computational grids around the Windsor body.
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Table 3.1 Full information on the mesh used in simulations with the Windsor model. When
coordinates are given: X coord. - relative to the rear surface of the model; Y coord. - relative
to the centreline; Z coord. - relative to the ground.
Mesh component Refinement dimension
Refinement
level
Cell size
Background mesh Domain size 0 60.2×10−3 m
Refinement Box 1
X: -4.68 m to 2.0 m
Y: -0.75 m to 0.75 m
Z: 0.0 m to 0.7 m
1 30.1×10−3 m
Refinement Box 2
(model and tunnel
walls)
X: -1.8 m to 1.85 m
Y: -0.4 m to 0.4 m
Z: 0.0 m to 0.58 m
2 15.05×10−3 m
Refinement Box 3
(Wake refinement)
X: 0.0 m to 1.2 m
Y: -0.29 m to 0.29 m
Z: 0.0 m to 0.46 m
3 7.52×10−3 m
Refinement Windsor 1 Within 0.08 m from surface 3 3.76×10−3 m
Refinement Windsor 2 Within 0.01 m from surface 4 1.88×10−3 m
Surface mesh 4 1.88×10−3 m
Prisms
Four prisms in total
Expansion ratio 1.1
Smallest size
normal to surf.:
0.71×10−3 m
3.2.2 Modelling of the Continuous and Dispersed Phases
The URANS computation uses the realizable k-ε turbulence model, discussed in Chapter 2.
The inlet values for k and ε are derived from the freestream velocity and a turbulent intensity
of 1%. A higher value is used at the inlet than reported in the original experiment in Johl et al.
(2004) as this will decay in the simulation before the flow reaches the model, the higher value
also adds some extra numerical stability. A standard PISO (Pressure-Implicit with Splitting
of Operators) algorithm is used. The time step is set to a constant value of 2.5× 10−5 s.,
ensuring that the maximum CFL number is kept at around unity to keep simulation stable.
Second order schemes are used for temporal and spatial discretization.
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At the time of this preliminary work, the PDA data were unavailable. The spray was therefore
simulated based on a limited amount of information provided by the nozzle manufacturer.
The spray was modelled by injecting parcels using a full cone injector with a cone angle of
70◦, positioned and oriented as shown in Figure 3.3. As can be seen, it was positioned in
the mid-plane, in line with the back surface and directed 45◦ downstream. In this work, we
had deliberately chosen to position the nozzle centrally. It is clear that wheels are the main
source of rear surface soiling and spray is not generally released directly into the wake. The
primary focus of this preliminary study, however, was to assess the ability of a fundamental
CFD technique to match experimental results, rather than perform very realistic tests.
Fig. 3.3 Location of spray nozzle in tests with the Windsor body.
The spray was injected at a pressure of 4.5 MPa, resulting in a flow rate of 0.00171 kg/s.
The initial speed of particles was therefore estimated to be 15.2 m/s, based on the mass flow
rate and the nozzle diameter of 3.78×10−4 m. The particle size distribution produced at
this pump pressure was matched by a Gamma distribution with a mean particle diameter of
25.6×10−6 m and a standard deviation of 15×10−6 m. The density ρ of particles was 1000
kg/m3. A total of 10×106 parcels were tracked, injected steadily over a 3 second period.
The parcels were one-way coupled and the forces considered were drag and gravity. The
experimental data presented in this section was obtained from a 30-second long test. Table
3.2 summarises the numerical setup used in simulations with the Windsor body.
3.2.3 Results and Discussion
3.2.3.1 Aerodynamics Results
The URANS technique was not able to pick up any unsteadiness in the flow around the Wind-
sor model, thus converging to a steady state solution. Figure 3.4 presents the convergence
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Table 3.2 Summary of the numerical setup used in simulations with the Windsor model.
Numerical approach Main boundary conditions
Numerical method
URANS
realizable k− ε Inlet velocity 30.5 m/s
PISO correctors 2 Corresponding ReL 2.03×106
Under-relaxation
p: 0.5
U: 0.7
k: 0.7
ε: 0.7
Inflow turbulence intensity 1%
Time step 2.5×10−5 s. Outlet atmosphericpressure
Near-wall treatment
hybrid Spalding
function
Spray
Injector type Full cone 70◦
Injector position and direction Central; 45◦ downstream
Spray size distribution Gamma with mean size of 25.6×10−6 m
and standard deviation of 15×10−6 m.
Initial spray speed 15.2 m/s
Forces considered drag, gravity
Contaminant water (ρ = 1000kg/m3)
Number of tracked parcels 10×106
Simulated soiling time 3 s.
of global forces, which do not show any oscillation past 0.65 seconds from the start of the
simulation.
Fig. 3.4 Convergence of global forces in a URANS simulation.
Figure 3.5 presents the time-averaged base pressure data obtained both experimentally and
numerically. The distribution of pressure obtained in the experiment suggests the dominance
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of large-scale lateral unsteadiness, also called the lateral bi-stability. As has been reported by
Perry et al. (2016), the mean time between wake switching laterally from one side to another
behind this configuration of the Windsor body is around 10 seconds. However, the maximum
time can be as high as 30 seconds, thus explaining the difficulty in producing a symmetrical
mean field. While it is possible that the high fidelity CFD methods are able to predict these
long-term switches, substantial computational resources would be required to perform such a
study. The URANS technique, however, was unable to accurately capture the time-averaged
flow field, presented in Figure 3.6. As a result, the base pressure distribution, as shown
in Figure 3.5b, was also inaccurately predicted. The most evident difference between the
numerical and experimental data is the location of the wake closure point on the vertical
centreline in Figure 3.6. This figure suggests that the CFD was unable to capture the ground
plane effect correctly. A very similar base pressure distribution was obtained by Khalighi
et al. (2001), who also used URANS and a similar simple physical model. The computed
drag and lift coefficients are shown in Table 3.3.
(a) Experiment (b) URANS
Fig. 3.5 Time-averaged pressure distribution on the base of the Windsor model; Corrected
for blockage effects.
Table 3.3 Force coefficients obtained for the Windsor body; All corrected for blockage
effects.
C fcor Experimental URANS
CDcor 0.283 0.272
CLcor -0.1 -0.156
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Fig. 3.6 Time-averaged wake structure comparison between experimental PIV data and
URANS CFD for (a,c) Y = 0 plane and (b,d) mid-height Z plane. Experimental data reprinted
from Gaylard et al. (2017a).
3.2.3.2 Soiling Results
The inability of URANS to accurately predict flow field in the wake of the Windsor body led
to an inaccurate prediction of deposition on the base. This can be seen by comparing Figures
3.7a and 3.7b, which present soiling intensity plots. While the numerical data modelled with
URANS resembles experimental results to some extent, the circular contamination pattern
is located very close to the centre of the base, where the pressure is high. This deposition
phenomenon is consistent with observations made by Costelli (1984) but is in disagreement
with the experimental data, which show high contamination centred on the bottom edge
of the base. Since URANS was unable to predict the flow field correctly, any superficial
agreement between the numerical and experimental results should be viewed with caution.
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(a) (b)
Fig. 3.7 Rear surface contamination pattern collected in (a) experiments and (b) CFD.
The advection and deposition of particles of three different diameters are presented in Figure
3.8. All parcels shown carry the same total mass and are coloured by their velocity magnitude.
While there are many small 4 µm particles that get pulled into the wake some distance from
the base (Figure 3.8a), they seem to have insufficient inertia to detach from the carrier fluid
and land on the base surface. Figure 3.8d shows that deposition of larger 25.6 µm particles
is even smaller. This is due to the momentum of these particles, which is insufficient to bring
them closer to the shear layer of the wake but high enough to stop them from reversing. The
considerably higher initial momentum of 100 µm particles brings them closer to the shear
layer of the wake, contributing to their entrainment and deposition (Figures 3.8e and 3.8f).
All in all, this suggests that the mechanism of particle deposition in this test case is very
much a function of initial momentum of particles.
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(a) Instantaneous location of 4 µm particles. (b) Deposition of 4 µm particles.
(c) Instantaneous location of 25.6 µm particles. (d) Deposition of 25.6 µm particles.
(e) Instantaneous location of 100 µm particles. (f) Deposition of 100 µm particles.
Fig. 3.8 Instantaneous advection in the wake and total deposition on the base of particles of
three different sizes.
3.2.4 Summary
It has been shown that the current URANS approach, which used the realizable k− ε
turbulence model, was not able to accurately simulate flow field and spray deposition on
the base of the Windsor model. According to Davidson and Krajnovic (2001), possible
improvements to the URANS methodology could include finer computational grid and
smaller time-step. In addition, a different turbulence model could probably provide better
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results. However, it is fair to assume that any turbulence model would struggle to model
steep gradients due to the bluff shape of the Windsor geometry. Instead, high fidelity eddy
resolving methods could be used as they are better suited for this task. For example, the
Lattice-Boltzmann method used in Gaylard et al. (2017a) was able to capture the mean flow
field around the Windsor body very accurately. It is interesting to note, however, that the
contamination pattern obtained was not significantly different from the one modelled using
the URANS technique in this work. Both results are given in Figure 3.9, which further
indicate the dependence of base contamination of this test case to spray properties, in which
the flow field is playing a lesser role. Hence, Figure 3.9 suggests that this particular geometry
and the soiling set-up do not produce very distinct contamination patterns, which is possibly
due to the lack of important elements such as wheels, the wakes of which contribute to the
transport of particles into the wake.
(a) (b)
Fig. 3.9 Soiling patterns on the base of the Windsor body, modelled with (a) URANS and (b)
Lattice-Boltzmann (Gaylard et al., 2017a).
3.3 Flow Field Modelling Using the IDDES Approach
The work presented in the previous section shows that the Windsor model does not produce a
very distinct contamination pattern on the rear surface of a test model. Due to still early state
of the project when this had been realised, it was decided to change the test geometry and
use the generic SUV model instead. The latter model has been discussed and presented in
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the introductory chapter of this thesis. The main rationale for swapping the physical model
from the Windsor body to the generic SUV model were as follows:
• The presence of wheels in the generic SUV model allows positioning the nozzle behind
one of the rear wheels, thus simulating tyre spray. It also provides more room for
numerical analysis, such as spray injection from rotating wheels.
• Wheel wakes of the SUV model contribute to the transport of the contaminant into the
base wake, which is a mechanism that is of interest in this work.
• Unlike Windsor model, all configurations of the generic SUV geometry have been
found to provide very distinct soiling patterns.
• While being a simple model with high ‘signal to noise ratio’, this geometry represents a
typical SUV reasonably well. This vehicle type is known to be particularly susceptible
to base contamination and therefore fits into this research very well.
In this section, two configurations of the generic SUV model are used: configuration 1 and
configuration 2. Both configurations have the ride height fixed at 0.065 m and the roof
taper angle set to 0 degrees. The rear diffuser is set to 30◦ and 0◦ of configuration 1 and
configuration 2, respectively. These two configurations were chosen on purpose, as they are
recognized to produce very different wake structures and hence are expected to give unique
soiling distributions. On the other hand, geometries with bluff and square aft bodies such as
configuration 2, just like the Windsor body, are known to be very challenging to simulate,
which is associated with the unsteady, sometimes bi-stable, wake of these models. A few
experimental studies reported the presence of large-scale (both in time and in size) lateral
oscillations of the entire wake (flapping mode), accompanied by a ‘breathing’ mode of the
mean recirculation region of the generic square-back SUV (Al-Garni et al., 2004).
Previously, Forbes et al. (2017) showed that the URANS approach which used the realizable
k− ε turbulence modelling approach was unable to accurately predict the flow field behind
this particular physical model (see mean base pressures in Figure 3.10). It can be therefore
assumed that the rear-surface soiling would have been also inaccurately predicted. As such,
the current work does not consider the URANS modelling approach and makes use of the
IDDES method.
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(a) Experimental (b) URANS
Fig. 3.10 Experimental and numerical (Forbes et al., 2017) mean base pressures.
3.3.1 Computational Grid and Boundary Conditions
The meshing strategy is similar to the one presented previously in Section 3.2.1. The
computational domain contains three sections, the cross-sectional dimensions (H and W) of
which match the original wind tunnel arrangement. The two outer sections have been further
extended compared to those in Section 3.2.1, and have slip wall boundary condition. The
inlet to the measurement section is located 4.5L upstream of the SUV model. The wheels
are stationary and are attached to the floor with pins. The no-slip wall boundary condition is
applied to all surfaces in this section of the domain. The walls in the middle section diverge at
0.16◦ in order to match the physical wind tunnel arrangement that is designed to ensure that
the longitudinal pressure gradient is zero when the domain is empty. The inlet velocity is 40
m/s, matching the free-stream velocity used in the experiments. This gives the length based
Reynolds number of 2.77 ×106. The pressure at the outlet is set to atmospheric pressure.
The whole computational domain and the measurement section are shown in Figure 3.11.
The surface and volume meshes are shown in Figure 3.12. There are refinement zones around
the generic SUV model, with the smallest cell size of 1 mm located just outside the prism
layer. However, in some regions where greater surface refinement is needed, cells are allowed
to go down to 0.5 mm. The thickness of the first prism cell is such that the mean y+ is around
30 (high y+). All meshes produced for simulations with the generic SUV model have the
same topology and contain approximately 63 million cells. A very similar computational
procedure was used by Forbes et al. (2017), who studied the aerodynamics of the generic
SUV and achieved good agreement with experiment in the same wind tunnel arrangement.
Table 3.4 provides information on the mesh used in simulations with the generic SUV model.
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Fig. 3.11 Computational domain in simulations with the generic SUV model.
(a) Prism layers.
(b) Surface mesh.
(c) Vertical, axial cut through volume.
(d) Horizontal, longitudinal cut through volume.
Fig. 3.12 Surface and volume meshes around the generic SUV model.
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Table 3.4 Full information on the mesh used in simulations with the generic SUV. When
coordinates are given: X coord. - relative to the base, Y coord. - relative to the centreline; Z
coord. - relative to the ground.
Mesh component Refinement dimension
Refinement
level
Cell size
Background mesh Domain size 0 32×10−3 m
Refinement Box 1
X: -4.74 m to 2.78 m
Y: -0.75 m to 0.75 m
Z: 0.0 m to 0.76 m
1 16×10−3 m
Refinement Box 2
(SUV and tunnel walls)
X: -1.51 m to 1.32 m
Y: -0.4 m to 0.4 m
Z: 0.0 m to 0.63 m
2 8×10−3 m
Refinement Box 3
(Wake refinement)
X: 0.0 m to 1.2 m
Y: -0.29 m to 0.29 m
Z: 0.0 m to 0.5 m
3 4×10−3 m
Refinement SUV 1 Up to 0.11 m from surface 3 4×10−3 m
Refinement SUV 2 Up to 0.04 m from surface 4 2×10−3 m
Refinement SUV 3 Up to 0.003 m from surface 5 1×10−3 m
Surface mesh 5 1×10−3 m
Smallest surface mesh
(sharp corners)
6 0.5×10−3 m
Prisms
Five prisms in total
Expansion ratio 1.1
Smallest size
normal to surf.:
0.5×10−3 m
3.3.2 Modelling of the Continuous Phase
The IDDES method is used to model the continuous phase, with the RANS branch making
use of the Spalart-Allmaras turbulence model. The near-wall treatment uses the all-y+ wall
treatment formulated by Spalding (1961) and discussed previously in Chapter 2. Similarly
as before a standard PISO algorithm is used. The time-step is set to ∆t = 2.5× 10−5 s.,
which keeps the mean CFL number at 0.035, allowing stable simulations. The maximum
CFL number is 8 and can be found inside the smallest cells that are used to refine model
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edges, as well as in the regions of significant flow acceleration, particularly around the curved
edges and in a 4mm gap between the floor and the wheelbase. The regions where the CFL
number exceeds unity can be seen in Figure 3.13. This figure shows that the CFL number
is below 1 in the detached regions, ensuring that turbulent eddies are resolved in space and
time. Second order accurate numerical schemes are used for temporal (backward scheme)
and spatial (linear upwind scheme) discretization. Table 3.5 summarises the main numerical
settings used to model the continuous phase.
Fig. 3.13 Iso-surfaces (value 1) of the time-averaged CFL number.
Table 3.5 Summary of the numerical setup used to model the continuous phase in simulations
with the generic SUV model (configurations 1-2) to study flow and spray unsteadiness.
Numerical approach Main boundary conditions
Numerical method
IDDES
Spalart-Allmaras
Inlet velocity 40 m/s
PISO correctors 2 Corresponding ReL 2.77×106
Under-relaxation
p: 0.3
U: 0.5
ν˜ : 0.5
Inflow turbulence none
Time step 2.5×10−5 s. Outlet atmosphericpressure
Near-wall treatment
hybrid Spalding
function
Before moving on to soiling simulations, it is essential to validate the numerical approach
selected for the modelling of the continuous phase. To do this, an initial single-phase
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simulation was run for each configuration to simulate 1 s. and hence establish the flow field.
To time-average forces and fields, the unsteady simulations were then run for additional 2
seconds of simulated time each. These computations were performed on 2.80 GHz (20 CPU
per node) and 64GB RAM nodes, requiring 32016.8 CPU hours of computational effort to
compute 1 second. The aerodynamics results are presented next.
3.3.2.1 Aerodynamics Results
The experimental force, base pressure and PIV data that is used in this section to validate
CFD results have been collected as part of two separate studies, reported by Wood et al.
(2015) and Varney et al. (2017). Forces measured for configurations 1 and 2 were sampled
for 30 seconds and 300 seconds at a frequency of 300 Hz, respectively. The base pressure
tappings were limited to one half of the base in the experiment that used configuration 1.
The entire base of configuration 2 was populated with the pressure tappings due to a highly
unsteady nature of the wake of this configuration. The pressure measurements were made
with two 64 channel pressure scanners with samples triggered at 260 Hz. The PIV data for
configuration 1 was collected and presented by Wood et al. (2015). Although the data for
configuration 2 was also obtained in the same study, it was not included in any previous
publications. The measurements were collected with a 4 megapixel, 14-bit camera equipped
with a 50 mm lens in combination with a frequency doubled Nd:YAG Litron LASER with
200 mJ pulse energy. Data collection and subsequent analysis were performed using the
LaVision commercial software. The image spatial resolution was 0.2 mm/pixel based on
400×400 image area. A total of 1000 image pairs were captured for each plane at a frequency
of 7.26 Hz.
Figure 3.14 presents the time-averaged pressure distribution on the base of configuration 1.
It is evident that the CFD results match very well with the experimental results in terms of
pressure values and distribution. Figures 3.15 and 3.16 present the time-averaged velocity
streamlines in the wake of the same SUV configuration, projected on vertical and horizontal
planes, respectively. The PIV data is also shown. The correlation between the experimental
PIV data and numerical results is very good, with a slight mismatch in the centre of the upper
vortex on the vertical centre-plane. This is believed to be associated with the flow upwash,
which is stronger in the experimental results, thus pushing the upper vortex closer to the base.
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Fig. 3.14 SUV configuration 1; Mean base pressure distribution obtained (a) experimentally
and (b) numerically; Corrected for blockage effects.
Fig. 3.15 SUV configuration 1; Experimental and computational normalised velocity magni-
tude comparison on vertical PIV planes.
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Fig. 3.16 SUV configuration 1; Experimental and computational normalised velocity magni-
tude comparison on horizontal PIV planes.
Figure 3.17 shows the time-averaged pressure distribution on the base of configuration
2. Although the base pressure distribution is matched well, the values predicted by the
computational model are somewhat high. Nevertheless, Figures 3.19 and 3.20 show a good
agreement of flow structures between CFD and PIV, although with some difference in details.
The CFD predicts a stronger upper vortex on the centre plane (Figures 3.19 (a) and (d))
leading to a greater upwash towards the upper part of the centre of the base, consistent with
the higher pressure on this part of the base.
Clear asymmetry in the experimental data is seen in Figure 3.20a. It should be noted that,
due to its boxy geometry, this configuration of the generic SUV appears to be very sensitive
to yaw angle. It is possible that the model had been at a slight yaw during the experiments
leading to a mismatch between the location of the centre of the bottom vortex seen in (a) and
(d) of Figure 3.19. It is clear that there is also asymmetry in the CFD results, particularly
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Fig. 3.17 SUV configuration 2; Mean base pressure distribution obtained (a) experimentally
and (b) numerically;Corrected for blockage effects.
visible in Figure 3.17, although not to the extent seen in the PIV. It was found that by laterally
moving the model geometry in the CFD fractionally (∼ 0.05% of vehicle width) within the
tunnel that an asymmetric wake biased the other way could be predicted. This is shown in
Figure 3.18, which emphasizes the sensitivity of the wake of this flow to any asymmetry,
and also demonstrates the challenging nature of this flow for CFD. This may explain why
the prediction is less accurate for this case than for configuration 1, in which the wake is
dominated by the presence of the diffuser, making it much more laterally stable.
Fig. 3.18 SUV configuration 2; Mean base pressure distribution obtained when the model
was moved laterally by (a) +0.05% and (b)−0.05% of its width away from the tunnel centre.
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Fig. 3.19 SUV configuration 2; Experimental and computational normalised velocity magni-
tude comparison on vertical PIV planes.
Table 3.6 presents experimental and CFD lift and drag coefficients. Although the base
pressures match very well, CFD predicts a higher drag for configuration 1. However, the
excellent agreement with base pressure and PIV gives us confidence that the wake is being
predicted accurately and that the discrepancy in drag is due to other sources such as the
modelling of the attached boundary layer. In addition, the predicted lift is negative, in
disagreement with the experiment. This has been also reported in Forbes et al. (2017), who
suggests that the source of this is possibly due to inaccurate modelling of the interaction of
the under-body flow and the boundary layer on the floor. In addition, an annular gap around
the balance pins is present in the experimental setup. It is fair to assume that the leakage flow
through the annular gap affects the flow between the truncated wheel and floor, thus affecting
pressure and lift. In the CFD setup, the annular gap around pins is not present. The drag
predicted for configuration 2 is in good agreement with the experiment. However, similar to
configuration 1, there is a mismatch in the lift coefficient.
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Fig. 3.20 SUV configuration 2; Experimental and computational normalised velocity magni-
tude comparison on horizontal PIV planes.
Table 3.6 Force coefficients obtained for the generic SUV with 30◦ and 0◦ diffuser; All
corrected for blockage effects.
C fcor
Configuration 1 Configuration 2
Exp. CFD Exp. CFD
CDcor 0.449 0.466 0.415 0.408
CLcor 0.041 -0.062 0.187 0.069
Finally, Figures 3.21 and 3.22 show the turbulent intensity (I =
√
2/3k/Ure f ) and the
resolved turbulent content on the symmetry plane for both configurations, respectively. In
Figure 3.21, the total intensity is calculated based on the sum of sub-grid and resolved
turbulent kinetic energies. Sub-plots (c) and (d) of Figure 3.21 indicate the total level of
unsteadiness, while (a) and (b) show the modelled content. According to Pope (2000), the
filter and grid are sufficiently fine if the resolved turbulent content is greater than 80%. The
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resolved turbulent content in the wake, shown in Figure 3.22 is high and is in the range of
70%− 95%, giving confidence that the unsteady flow is being modelled correctly. There
appears to be a discontinuity in the flow field in Figures 3.21 and 3.22 at the interface
between the two different mesh resolution zones. This can only be found in the results that
include sub-grid turbulence statistics and is associated with the way the sub-grid turbulence
is estimated. As can be seen from Equation 2.18, the ksgs is estimated using the filter size
∆. The computational cells located in the transition region between the two different mesh
resolution zones are irregular in shape, which may have caused discontinuities in the sub-grid
results. This is believed to have no effect on the wake structure as the Spalart-Allmaras
model does not consider ksgs.
Fig. 3.21 Mean sub-grid and total intensities shown on the vertical centre-plane.
Fig. 3.22 Resolved turbulent content shown on the vertical centre-plane.
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3.3.3 Modelling of the Dispersed Phase
3.3.3.1 Methods for Soiling Prediction
The previous sections of this chapter have shown that a high fidelity eddy resolving method
such as the IDDES approach is required to predict the mean flow field around bluff bodies,
such as the generic SUV, correctly. The current section aims to identify whether this is a
prerequisite to accurate soiling predictions. In addition, what is not clear is whether, given
an accurate mean flow field, is this sufficient to allow accurate soiling predictions? i.e. Can
soiling be predicted as a post-processing step if a suitable set of data is available? This
section of Chapter 3 attempts to answer this as it looks into the role of flow unsteadiness and
the level of detail required in the simulation of the dispersed phase by comparing:
• A fully unsteady, time-resolved, concurrent spray simulation computed using an eddy
resolving IDDES technique, discussed previously in Section 2.1.
• A fully unsteady, time-resolved, spray simulation with post-processed spray tracking
simulations using only the mean flow field.
• A fully unsteady, time-resolved, spray simulation with post-processed spray tracking
simulations using the mean flow field with stochastic dispersion due to the time
averaged turbulence field. The time averaged statistical information of the turbulence is
available from the IDDES simulation and is used by a stochastic dispersion algorithm
that models velocity perturbation seen by a particle advected through a time averaged
flow field.
The post-processing methods mentioned above and further explained below represent a
significant saving of computational time. The simulations are also used to investigate the
mechanisms by which contaminant is entrained from wheel spray into the wake and then
dispersed and distributed onto the rear surfaces of the vehicle. The influence of vehicle
geometry on these mechanisms is investigated, both from the point of view of how this affects
contamination, and how they should be modelled.
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Fully Unsteady Simulations
The first method uses a fully unsteady simulation, along with the Lagrangian particles tracked
concurrently with the flow solver. The Gosman and Ioannides (1983) stochastic dispersion
model, introduced in Chapter 2 is applied to account for unresolved turbulent scales and their
influence on the velocity of computational particles, as these may play an important role in
the dispersion mechanism (Pesmazoglou et al., 2013). The effect of the isotropic stochastic
dispersion model was studied by running simulations with and without this model activated.
The use of the stochastic dispersion model was found to increase soiling rate by 5%, without
affecting the pattern of contamination.
Particle Tracking in a Mean Flow-field
To better analyse the role of flow unsteadiness on the dynamics of vehicle soiling, par-
ticles are also tracked in a mean flow-field without any unsteadiness taken into account.
These simulations use the accurate mean velocity field computed using the fully unsteady
computations.
Lagrangian Particle Tracking in a Mean Flow Field with an Isotropic Dispersion Model
Used to Replicate Flow Unsteadiness
Due to the capability of high fidelity CFD methods, such as IDDES, to resolve a large
percentage of turbulent scales, good statistical information of turbulence can be obtained.
This statistical information can be used to enhance the particle tracking through the time-
mean velocity field. The variance of velocity perturbations in all three directions, recorded
from a fully unsteady simulation, is used here to construct the mean resolved turbulent kinetic
energy field as shown in Equation 3.1).
kres =
1
2
((u′ii)2+(u
′
j j)
2+(u′kk)
2) (3.1)
This field, along with the mean sub-grid turbulent kinetic energy field, is then fed to a
stochastic dispersion model (Equation 2.17) to compute a perturbation velocity vector for
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each parcel, based on the total mean turbulent kinetic energy (ktot = ksgs+kres). To accurately
estimate the characteristic time scale of eddies, a model-based estimation of the sub-grid
turbulent dissipation rate, proposed in (Moeng and Wyngaard, 1988) (Equation 3.2), is used.
εsgs =Cε
ksgs
3/2
∆
(3.2)
In the equation, ∆ is the grid spacing and Cε = 1.048 is a constant used in the Smagorinsky
sub-grid model. This estimation is based on the assumption that eddies dissipate at smallest
scales. This method tracks the dispersed phase advecting through a time-averaged flow
field (calculated beforehand using a fully unsteady simulation) with the turbulent stochastic
dispersion switched on to impose the artificial unsteadiness of particles. Results from this
method are described as being from a stochastic modelling approach in the remaining of this
chapter.
3.3.3.2 Seeding Setup and Spray Model
The seeding setup features a single nozzle installed behind the left rear wheel and directed
45◦ downstream. Such arrangement is chosen to reasonably represent tyre spray. A deliberate
choice was made to use a single source rather than one located behind each rear wheel
because such an approach ensures that a clear analysis of the source and outcome is possible.
Experiments and CFD simulations with the first SUV configuration use a seeder placed
0.086m downstream of the rear wheel centreline, while a distance of 0.16m is used in the
tests of the second configuration (see Figure 3.23). The inconsistent position of the nozzle
between two tests is associated with a large spray cone angle and hence the necessity in the
experiments to move it further downstream to minimize the contaminant impinging on the
under-body of the second configuration and subsequently being stripped back into the wake.
These processes are not considered in the CFD model and they are unlikely to be reproduced
on a full-scale automotive geometry.
The data collected with the PDA system and presented in Figure 2.17c in Chapter 2 is
used to initialise the spray model in numerical simulations. This case is consistent with the
experimental setup, in which spray was also injected at 11 MPa. More specifically, the droplet
size distribution measured 10 mm away from the nozzle is used based on the assumption that
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Fig. 3.23 Seeding setup used in simulations with the generic SUV body.
droplet distribution has been fully developed by this axial location. To account for droplet
size distribution and velocity that change with lateral distance from the centre of the spray as
seen in Figure 2.17c, particles are introduced into the computational domain using ten cone
injectors assembled together. Each injector has its own particle size distribution, shown in
Figure 3.24. In the figure, injector 1 corresponds to the outermost point (45◦ from the centre)
while injector 10 is the central point. The ensemble-averaged velocity measured at each
lateral position and shown in Figure 2.17c is used as the initial velocity of computational
particles leaving each injector. The mass released by each injector is proportional to the mass
sampled at each point in the PDA test. The nozzle is positioned at the same location as in
experiments.
Figure 3.25 compares the simulated spray and the spray observed in experiments. It is
evident that there is a good qualitative match in terms of the cone angle and the momentum
of particles, with spray in both cases impacting the diffuser.
A total of 17.5 million Lagrangian parcels per second are released, carrying a total of
3.48×10−3 kg of liquid. The forces considered are drag, gravity and shear lift. To assess
the effects of the particles on the flow structures and the possibility of particle break-up, two
images that show instantaneous results for configuration 1 are presented in Figure 3.26. The
spray is coloured by the coupling momentum parameter Π (Figure 3.26a) and the Weber
number (Figure 3.26b), both introduced in Chapter 2. It can be seen that there are very few
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Fig. 3.24 Droplet size distribution at different traverse points at the axial position of 10 mm.
regions with the parameter Π exceeding 1. In addition, the chance of particle break-up is
very unlikely due to the small Weber number. As a result, neither back-coupling nor the
break-up of particles is included in this work. These two properties were also found to be
similarly low for configuration 2. Although the collision of particles and particle evaporation
may play an important role, these are not considered in the current chapter but will be studied
in the following one. Table 3.7 summarises the main settings used to model spray.
Table 3.7 Summary of spray injection setup used in simulations with the generic SUV model
(configurations 1-2) to study flow and spray unsteadiness.
Injector type Full cone 90◦
Injector position and direction Behind rear left wheel; 45◦ downstream
Spray size distribution Measured using PDA
Initial spray speed Measured: varies from 8 m/s to 46 m/s
Forces considered Drag, gravity, shear lift
Contaminant water (ρ = 1000kg/m3)
Number of tracked parcels 17.5×106
Simulated soiling time 2 s.
3.3.4 Soiling Results
The unsteady soiling simulations were run for 2 seconds of simulated time each, requiring
90912 CPU hours per simulation. The turbulence statistics also were obtained in these
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(a) (b)
Fig. 3.25 Spray: (a) experimental and (b) simulated.
(a) (b)
Fig. 3.26 Momentum Coupling Parameter Π in (a) and the Weber number of the spray in (b).
simulations, employed later in computations that used stochastic modelling of velocity
perturbation. These took 7047.34 CPU hours to compute 2 seconds worth of particle
tracking.
3.3.4.1 Distribution Pattern of Base Soiling
The base soiling obtained with particle tracking using only the mean velocity field was none
in simulations with Configuration 1 and very negligible in simulations with Configuration
2. Therefore, these results are not shown here but will be discussed later. This immediately
indicates that the flow unsteadiness must be included in some way even if an accurate
mean velocity field is available. Figures 3.27 and 3.28 present soiling results obtained
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experimentally and numerically for configurations 1 and 2, respectively. The numerical results
shown have been obtained using fully unsteady simulations, as well as using computations in
which the random motion of numerical particles was estimated with the stochastic model,
explained previously. The numerical deposition is averaged across the base surface using
cells of 12 mm to make numerical results comparable to the experimental ones, obtained
over a longer time period (30 seconds). The experimental results do not give a quantitative
measurement of the mass deposited on the rear surface, instead, they give the soiling pattern
and a relative soiling intensity for each case. As such, soiling results are presented coloured
by the local soiling intensity. For the experimental results, this is normalised by maximum
UV intensity whereas for CFD it is normalised by maximum predicted deposited mass. This
allows identification of the most contaminated areas on the base; however, the quantitative
information is lost, since the results are normalised by the local maximum. Therefore, soiling
patterns are compared here and soiling rates are discussed later.
(a) (b) (c)
Fig. 3.27 Contamination on the base of configuration 1: (a) experimental results, (b) fully
unsteady computations , (c) stochastic modelling.
(a) (b) (c)
Fig. 3.28 Contamination on the base of configuration 2: (a) experimental results, (b) fully
unsteady computations, (c) stochastic modelling.
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Experimental results obtained for configuration 1 and presented in Figure 3.27a show a small
contamination region slightly inwards of the source, in an approximately semi-circular pattern.
This is replicated very well with the fully unsteady CFD (see Figure 3.27b). Moreover, the
most contaminated regions, such as the upper edge of the base and the circular area below,
are well predicted. What is not captured is a small contamination region at the top of the
vehicle base in the central region. Possibly, particles should be injected over a longer time
period to get a better-converged contamination pattern, which would also make that region
become visible in the CFD results. Also in fully unsteady CFD results, an area of high soiling
intensity can be seen stretching along the left edge of the base in Figure 3.27b. This is due
to a large number of small, low-inertia, particles that are predicted to be deposited along
this edge. These particles generally have a small response time to the changes in the flow,
following the streamlines and being unable to exit flow recirculation. In the experiment, it is
possible that these small particles fail to reach the base either because they have evaporated or
coalesced into larger droplets. These effects are investigated in the following chapter. Figure
3.27c shows that the stochastic model predicts the general location of particle impingement
reasonably well, however, the areas of highest intensities are not matched and the pattern is
shifted towards the left edge of the base. In addition, this method predicts a much stronger
impingement of particles on the bottom left part of the base than in the experiment.
Figure 3.28 shows the experimental and predicted soiling patterns on the base of configuration
2. The change from configuration 1 to 2 leads to the contamination to be located more
centrally on the base and dispersed over a wider region. This is broadly captured by both
the fully unsteady and the stochastic modelling approaches. In the experimental results, the
centre of the contaminated area for configuration 2 is slightly to the opposite side of the
source, as can be seen in Figure 3.28a. It covers a significant portion of the vehicle base with
the highest intensity of contamination near mid-height. This contradicts Costelli (1984), who
suggests that particles tend to deposit in areas of higher base pressure. However, it should be
noted that the base pressure for this case is relatively uniform compared to configuration 1.
While the CFD results correctly predict a wider distribution of soiling, both methods put the
highest soiling intensity too far up the base and more centrally than in the experiment. A few
explanations for this are suggested:
1. It has been shown that the wake of this SUV configuration is very sensitive to any
asymmetry in the set-up. Therefore, it is very reasonable to assume that the wake
might have been biased the other way in soiling experiments than in aerodynamics
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tests. Also, if the correlation between increased base pressure and increased deposition
holds for this configuration, the fact that the highest soiling in the experiments is in the
middle rather than in the top area of the base surface could indicate a possible flow
separation in the underbody of the model. Indeed, separation in the underbody would
lead to a higher base pressure region shifting from the top to the middle part of the
base, also causing the contaminant to deposit in this region.
2. It is possible that CFD is unable to capture the unsteady wake of this configuration
to the extent required to provide accurate soiling distribution pattern. For example,
there is a stronger upwash towards the top centre of the base in the CFD than in the
experiment (see Figure 3.19), and this carries contaminant higher up the base. In
addition, large-scale flapping may be present in the dynamics of the wake that is not
captured by CFD. This would explain the contaminant being deposited on the other
side of the source.
3. The mechanisms such as evaporation and coalescence may change the size of the
particles in the wake, leading to a different dynamics of spray. However, while these
mechanisms may be important in spray modelling, it is assumed that they are unlikely
to cause such a mismatch between CFD and experiments.
4. It is possible that consideration of the momentum back-coupling is important in this
numerical case, which would modify turbulent structures due to the presence of the
dispersed phase. However, the influence of the momentum back-coupling was briefly
investigated for configuration 1, showing a negligible effect.
Although the location of highest soiling intensity does not agree particularly well between
the experiment and the unsteady simulation, the match in the spread of liquid on the base
is apparent. It is pertinent to note that the turbulence levels seen in Figure 3.21 are broadly
similar for configuration 1 and 2. Therefore the increased dispersion of contamination seen
in configuration 2 is not due to higher turbulence in the wake but rather due to the increased
residence time of the spray in the wake of configuration 2. This is explored further in the
next section. The numerical results obtained with the stochastic model shown in Figure
3.28c, although less dispersed, agree reasonably well with the first numerical approach.
The broad trend of changed soiling from configuration 1 to 2 is also captured with the
stochastic modelling post-processing approach. This suggests that this method could be used
to gain some understanding about likely soiling trends using pre-existing simulations run to
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generate aerodynamic data or potentially using experimental data if both mean and fluctuating
velocities were available. However to produce accurate simulations of soiling patterns it is
clear that the full details of the unsteady particle transport must be included through the use
of concurrent particle tracking as part of an unsteady eddy-resolving simulation. The reasons
for this, together with the mechanisms which transport the contamination are discussed in
the following sections.
3.3.4.2 Deposition Mechanism
Figure 3.29 shows instantaneous spray tracked in a mean flow-field for both configurations
with no unsteadiness modelled. It can be seen that the particles released behind the rear wheel
of configuration 1 (Figure 3.29a) instantly lose their momentum due to a steady downwash
from the wheel arch. As a result, they are spread across the floor rather than entrained into
the wake. A small fraction of particles released behind configuration 2 is picked up by the
wake and deposited on the base in a non-physical manner, as can be seen in Figure 3.29b.
Fig. 3.29 Spray tracked in a mean flow with no unsteadiness modelled.
In contrast, Figure 3.30 shows the time-averaged spray together with the mean velocity
streamlines for two configurations obtained using the fully unsteady and stochastic methods.
This figure shows that there is a higher amount of spray in the wake computed using the fully
unsteady method, which suggests that flow unsteadiness plays a crucial role in transporting
particles into the wake. Figure 3.30 also shows that the spray modelled behind configuration
1 is drawn earlier into the wake, which is due to the upwash-dominated smaller wake of
this case. The spray is advected along the shear layer of the bottom vortex and is entrained
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between its core and the wake closure point. In the case of configuration 2, the wake is
longer and the particles are entrained further away from the base. In addition, the cores of the
bottom and top vortices are located further away from each other, which enhances dispersion
as there is a larger passage for spray advection between these flow structures.
Fig. 3.30 Iso-surfaces of the mean volume fraction of spray (3.0×10−7,1.0×10−6,1.0×
10−5), coloured by the ensemble-averaged particle diameter and superimposed with stream-
lines on the Y=0.09 m plane (configuration 1) and Y=0 m plane (configuration 2).
Figure 3.31 allows to further assess the influence of the position of the ring vortex. As
previously mentioned, the spray tends to entrain behind the core of the bottom vortex and
advect with the streamlines between the top and bottom vortex cores until it reaches the base.
The orientation of the ring vortex, therefore, is also important as it controls the location of
deposition on the base. The orientation of the ring vortex in the wakes of configurations 1
and 2 is very similar. They both are tilted forward, which leads to spray depositing on the
top edge of the base. On the other hand, a ring vortex that is parallel to the rear surface will
likely result in a deposition that is centred on the base. In fact, the wake modelled for the
Windsor geometry and shown in the previous section (Figure 3.6 gives an idea of the ring
vortex structure) has a ring vortex that is relatively parallel to the rear surface. As a result, the
modelled deposition was also located centrally on the base. The influence of the orientation
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of the ring vortex has been also discussed in previous studies (Gaylard et al., 2017a; Jilesen
et al., 2017).
Fig. 3.31 Iso-surfaces of the mean Cp (value -0.375, coloured in green), shown along with
the velocity streamlines (coloured in red) and spray (iso-surface of the volume fraction, value
2.0×10−7), coloured in blue
The effect of the longer wake in configuration 2 can be also seen by studying Figure 3.32,
which presents the paths of a randomly picked sub-set of the parcels that end up on the base
surfaces of both configurations. In addition, this figure shows that the parcels released behind
the wheel of configuration 1 are more disturbed than those released behind configuration 2.
This is most likely due to spray released closer to the wheel in simulations with configuration
1, where there is a complex flow interaction between the wheel wake and the flow from
the wheel arch. Figure 3.32 also shows that the entrainment of particles into the wake is
different for the two numerical approaches. Once entrained into the wake, however, the
spray is transported towards the base in a similar manner. This suggests that large-scale
unsteady flow structures are responsible for entrainment of particles into the wake. Once in
the wake, their dynamics can be adequately described by the mean flow-field and a stochastic
description of the turbulence.
Differences can be also seen in the size of the particles predicted to be deposited on the base
with the two numerical methods. Figure 3.32 shows that the stochastic modelling approach
predicts a very large fraction of small particles in the wake region. These low-momentum
particles have a small response time and are easily influenced by any velocity perturbation.
In addition, they may become trapped in a recirculating flow, which is possibly the reason
for high contamination in the lower and left regions of the base, seen in Figures 3.27c
and 3.27b, respectively. The fully unsteady method, on the other hand, predicts a higher
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(a) Configuration 1, fully-unsteady. (b) Configuration 1, stochastic modelling.
(c) Configuration 2, fully-unsteady. (d) Configuration 2, stochastic modelling.
Fig. 3.32 Paths of the deposited parcels coloured by the diameter.
proportion of large particles in the wake. These large particles also seem to have a higher
concentration towards the top of the base. Similar has been reported in Paschkewitz (2006b)
and Paschkewitz (2006a), who studied particle dispersion through the wake of commercial
vehicles and demonstrated that the vertical distribution of spray is significantly different
for steady-state and unsteady flow fields. Everything mentioned above suggests that the
stochastic modelling approach would be less accurate if spray contained a fewer number
of small particles since it is unable to affect the dynamics of the large particles to the same
extent.
3.3.4.3 Rate of Deposition and Unsteady Behaviour of Spray
Figure 3.33 shows the predicted evolution of contamination on the base of the two configura-
tions. The mass is normalised against the total mass deposited on the base of configuration
1, computed using the stochastic approach. The absolute mass is of less interest as the
experimental deposition for these configurations is unknown. The rate of soiling modelled
with the stochastic method is approximately four times smaller, which is mainly because this
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approach is unable to affect the dynamics of large particles and entrain them into the wake.
In addition, the stochastic modelling approach predicts a very steady contamination rate,
which is not the case in the fully unsteady simulations as they show the presence of multiple
dynamics within the process of contamination. This is particularly true for configuration 1,
while the contamination of configuration 2 is somewhat more linear. This may be associated
with the locations of the spray source. In the case of configuration 1, the spray source was
positioned in a highly unsteady region of the flow. Interestingly, the total mass computed by
the unsteady simulations is very similar for both configurations. However, the comparison of
deposition rates is difficult and should not be carried out due to a different location of the
spray source in both configurations.
Fig. 3.33 Numerical evolution of base contamination. The value is normalised by the total
deposition on the base of Configuration 1, obtained with the stochastic modelling approach.
The unsteady process of contamination seen in the results obtained for configuration 1 and
shown previously may be associated with the unsteady entrainment of spray into the wake,
explained using Figure 3.34. This figure presents the instantaneous spray behind the model,
coloured by the ensemble-averaged droplet size in the cell, and allows to see the bulk of the
spray and study its dynamics in the wake. According to the figure, a fraction of the spray
is pulled towards the diffuser region as a body. Then, the high momentum underbody flow
pushes it into the wake region, where the recirculating motion of the wake carries a portion
of dispersed particles onto the base surface. To account for such an unsteady mechanism,
consideration of the full unsteadiness of the wake is crucial as this large-scale low-frequency
correlated flow structure cannot be captured by a stochastic description of turbulence. It is
believed that these spatially correlated flow structures are responsible for entraining large
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particles into the wake region, leading to a higher concentration of larger particles on the
base in the concurrent eddy-resolving simulations, as seen in Figure 3.32. The velocity
fluctuations modelled by the stochastic approach are random and not spatially correlated,
thus influencing the motion (drag forces) of large particles to a smaller extent than that
of smaller particles. It is also suggested that the mechanism explained above would have
less effect if the particles in the spray were larger, which is possibly the reason why many
previous studies that used sprays with larger particles reported steady contamination with
time.
Fig. 3.34 A series of snapshots showing instantaneous spray behind configuration 1, captured
at a frequency of 125 Hz.
Some unsteadiness in the dynamics of the spray can be also seen behind configuration 2, as
shown in Figure 3.35. However, the effect is less pronounced than in the case of configuration
1, probably due to a different location of the spray source, or due to a longer wake which
smooths out deposition rate. Although this needs to be further studied, it appears that the
unsteady behaviour in the contamination mechanism seen in the results is governed by the
complex flow interaction of the wheel counter-rotating vortices and the downwash from the
wheel arch. This mechanism will be looked at in further detail later in this thesis. This effect
is likely to be stronger with the injector closer to the wheel. This suggests that methods of
controlling the flow around the wheel may provide a means of reducing base contamination.
In this case, the wheel is not rotating, but a real rotating wheel is likely to have greater
unsteadiness, which will influence spray to a greater extent. The effect of rotating wheels on
spray dynamics will be presented later in this thesis.
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Fig. 3.35 A series of snapshots showing instantaneous spray behind configuration 2, captured
at a frequency of 125 Hz.
PART 2: Rear-end Geometries
3.4 The influence of Automotive Rear-end geometries on
rear soiling
While the previous two sections looked into the methods that are required to accurately model
the unsteady flow-field, which is a prerequisite for accurate simulation of spray advection,
the work presented in this section studies the variation of base contamination with changing
roof slant angle of the generic SUV model. Roof slant angle variations are selected for this
work because they are commonly employed as a drag reduction method (Perry et al., 2015,
2016). As the rear soiling is closely linked to the structure of the wake, the contamination
patterns are expected to be very different and this work will show whether CFD is capable to
capture the trend in the change of the contamination correctly.
Similar as in the previous section, this work uses the generic SUV model, yet configured
differently. Three new configurations of the generic SUV model are shown in Figure 3.36.
For this study the diffuser is fixed at 10◦, no roughness strips are present and three slant angles
are investigated: 0◦, 10◦ and 20◦. These are referred to as Configuration 3, Configuration 4
and Configuration 5, respectively.
The computational setup is very similar to the one used previously. This work, however, in
addition to drag, shear lift and gravity forces, also accounts for the momentum back-coupling
between the dispersed and continuous phases. The isolated effect of the momentum back-
coupling, however, is not investigated. The unsteady soiling simulations were run to compute
1 second of particle advection. In contrast, the experimental soiling tests were conducted
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(a) Configuration 3 (b) Configuration 4 (c) Configuration 5
Fig. 3.36 Three configurations of the generic SUV model with 10◦ diffuser and rear slants:
(a) 0◦, (b) 10◦ and (c) 20◦.
over a period of 12 seconds. Table 3.8 summarises the numerical setup used in simulations
discussed in this section.
Table 3.8 Summary of the numerical setup used in simulations with the generic SUV model
(configurations 3-5) to study the influence of rear-end geometry on soiling.
Numerical approach Main boundary conditions
Numerical method
IDDES
Spalart-Allmaras
Inlet velocity 40 m/s
PISO correctors 2 Corresponding ReL 2.77×106
Under-relaxation
p: 0.3
U: 0.5
ν˜ : 0.5
Inflow turbulence none
Time step 2.5×10−5 s. Outlet atmosphericpressure
Near-wall treatment
hybrid Spalding
function
Spray
Injector type Full cone 90◦
Injector position and direction Behind rear left wheel; 45◦ downstream
Spray size distribution Measured using PDA
Initial spray speed Measured: varies from 8 m/s to 46 m/s
Forces considered Drag, gravity, shear lift, back-coupling
Contaminant water (ρ = 1000kg/m3)
Number of tracked parcels 17.5×106
Simulated soiling time 1 s.
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3.4.1 Results and Discussion
3.4.1.1 Aerodynamics Results
For each SUV configuration an initial single-phase simulation was run to establish the flow
field. One second was found to be enough for the flow to settle down, after which the
injection of particles, as well as the averaging of aerodynamic forces, was initiated. Figure
3.37 presents the time-averaged pressure distribution on the base of the SUV model for the
three configurations. It should be emphasised that this data had been collected as part of a
separate study presented in (Varney et al., 2017). Similarly, the PIV data presented in Figures
3.38, 3.39 and 3.40 were obtained by Mr Graham Hodgson.
(a) (b) (c)
(d) (e) (f)
Fig. 3.37 Time-averaged pressure distribution, corrected for blockage effects; experimental
top, numerical bottom. Increasing taper left to right.
CFD results obtained for configurations 3 and 4 match well with the experimental results
in terms of base pressure distribution. However, CFD predicts weaker suction in the model
base area, especially for 10◦ roof taper case, leading to a slight mismatch in the base pressure
values. Nevertheless, it can be seen from Figures 3.38 and 3.39 that the wake structure is
matched reasonably well, with minor discrepancy in the location of the wake vortex cores on
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some planes and a slightly reduced flow upwash coming from the underbody. In contrast,
numerical results obtained for configuration 5 do not match experimental results as well as
the other configurations. Low-pressure regions, consistent with vortices, are seen in the lower
corners and on the PIV planes in Figure 3.39 ((b), (c), (e) and (f)), but the magnitude of the
pressure is too high. Moreover, CFD predicts a larger separation bubble on the roof slant,
seen as a large area of negative pressure on the corresponding surface in Figure 3.37f. This
leads to an inaccurate prediction of the top vortex in the wake shown in Figure 3.39d, and
hence the base pressure distribution in the middle of the base. This may be attributed to the
use of near-wall models to predict the development of boundary layer around the model (i.e.
the first cell was in the log-law region). To improve the accuracy, the first few cells at the wall
could be reduced so that the first cell is within the viscous sublayer. Another possible reason
for this is the implementation of the Spalart-Allmaras turbulence model, which does not
perform well in cases of steep pressure gradients. However, it should be noted that predicting
the precise location of flow separation for the geometry used in this work is challenging for
any turbulence modelling approach.
(a) Exp; Y=0 m (b) Exp; Y=0.09 m (c) Exp; Y=0.17 m
(d) CFD; Y=0 m (e) CFD; Y=0.09 m (f) CFD; Y=0.17 m
Fig. 3.38 Experimental and numerical flow field on vertical PIV planes for configuration 3.
Table 3.9 shows drag and lift data for all three cases obtained in experiments and CFD. The
lower base pressure predicted by CFD is also consistent with the CFD prediction of drag,
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(a) Exp; Y=0 m (b) Exp; Y=0.09 m (c) Exp; Y=0.17 m
(d) CFD; Y=0 m (e) CFD; Y=0.09 m (f) CFD; Y=0.17 m
Fig. 3.39 Experimental and numerical flow field on vertical PIV planes for configuration 4.
(a) Exp; Y=0 m (b) Exp; Y=0.09 m (c) Exp; Y=0.17 m
(d) CFD; Y=0 m (e) CFD; Y=0.09 m (f) CFD; Y=0.17 m
Fig. 3.40 Experimental and numerical flow field on vertical PIV planes for configuration 5.
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which is higher in the experiments. Nevertheless, the error is small and is below 3 % for all
three configurations. It can be seen that CFD under-predicts lift. Potential reasons for this
have been already previously reported.
Table 3.9 Force coefficients obtained for the generic SUV with 10◦ diffuser, 20◦, 10◦ and 0◦
roof slant angles; All corrected for blockage effects.
C fcor
Configuration 3 Configuration 4 Configuration 5
Exp. CFD Exp. CFD Exp. CFD
CDcor 0.434 0.423 0.383 0.373 0.394 0.391
CLcor 0.127 -0.019 0.312 0.150 0.477 0.3106
3.4.1.2 Soiling Results
Figure 3.41 shows base contamination for three SUV configurations obtained experimentally
and numerically. In the figure, base surfaces are coloured by local soiling intensity. This
allows for qualitative comparison of the most contaminated rear-surface areas between three
configurations. The experimental results show a larger dispersion of the contaminant on
the base. Although there may be some noise in the experimental data, the dispersion is a
manifestation of the stochastic nature of base soiling, especially given the duration of the
tests. Further, it would be reasonable to assume that experimental results would show more
dispersed particles across the base than CFD due to the numerical approach that uses parcels
that contain a number of individual particles, rather than the particles themselves. It can be
seen that as the taper angle increases the soiling becomes confined to a smaller region. Or
conversely, as the taper angle is reduced the contamination is more diffuse due to a longer
wake, the ring vortex of which is larger. This is broadly captured by CFD, although the
relatively uniform distribution of the contaminant seen in the numerical results suggest that
the computed time period was not long enough for a clear contamination pattern to properly
develop. However, both the location and dispersion trends predicted by CFD are apparent,
which can be clearly seen in Figure 3.42. The top row sub-plots of this figure show the back
view of the vehicle and the paths of a sub-set of the parcels that deposit on the base, picked
randomly. The base is coloured by the experimental soiling data. This figure shows that the
general particle advection dynamics and trends between cases are well captured.
In the case of 0◦ taper (configuration 3), the contamination is central and close to the roof.
Figures 3.42a and 3.38 indicate that there is minimal downwash, with the bottom wake vortex
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(a) Configuration 3. (b) Configuration 4. (c) Configuration 5.
Fig. 3.41 Soiling Intensities; Experimental top, numerical bottom.
(a) Configuration 3. (b) Configuration 4. (c) Configuration 5.
Fig. 3.42 Back view and side view of a sub-set of the parcel paths that deposit on the base; The
base (top row) is coloured by the experimental soiling data. The mean velocity streamlines
(bottom row) are shown on the planes: (d) Y = -0.17 m , (e) Y = -0.09 m and (f) Y = -0.09 m.
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spanning across the whole height of the base. The ring vortex is therefore tilted forward,
which results in transport of the spray towards the top of the base. This configuration also
produces a longer wake than in other cases, with the top and bottom vortex cores located
considerably away from each other. Therefore, since the majority of spray does not have
enough momentum to penetrate the shear layer of the wake, particles are carried further away
from the base and are entrained along the shear layer of the bottom vortex. The particles are
able to disperse due to a wide passage between the top and bottom vortex cores in the wake.
For the 10◦ taper (configuration 4), the contamination area is also relatively central but further
from the top edge. Figures 3.42b gives an idea of the wake structure and Figure 3.39 shows
the advection of spray in the wake. It can be seen that the ring vortex is less tilted forward
than in the previous case, with the bottom vortex spanning up to about the middle of the
base. This influences the spray to deposit further from the top edge of the base. The size
of the ring vortex is large enough for particles to disperse as they are advected upstream
onto the base. It is likely that the D-pillar vortex, seen in Figure 3.43b has an effect on base
contamination, which pulls spray towards the left top corner of the base. Unfortunately, there
are no experimental PIV data for the same cross-plane to be able to validate numerical results
against. However, Figure 3.39c and 3.39f show that CFD under-predicts the strength of the
ring vortex 0.17 m away from the centreline.
At the 20◦ taper (configuration 5) the soiling is more confined and is focused on the mid-upper
side on the same side as the spray source. This is consistent with the smaller wake observed
in the CFD results in Figures 3.40 and 3.42c. The high downwash generated at the rear of
this configuration pushes the strong top vortex closer to the base, shortening the overall size
of the wake and shifting the bottom vortex closer to the ground and the spray source. As a
result, droplets have less chance to disperse as they are drawn earlier into a smaller wake,
the top and bottom vortex cores of which sit close to each other. This makes the deposition
become confined to a relatively small region close to the model edge. Strong recirculation
in the top region pushes the contamination area further down. The inaccurate prediction of
flow separation in the middle of the taper leads to a poor prediction of the top vortex. This
pushes the contamination further to the left side of the base, resulting in the mismatch in
soiling results between CFD and experiments. Figure 3.43c also shows a strong recirculating
D-pillar vortex, the insufficient prediction of which may also influence base contamination.
Figure 3.44 shows the integrated numerical contamination evolution over time, normalized
by the total deposition obtained for configuration 1 after the first second of computation,
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(a) Configuration 3. (b) Configuration 4. (c) Configuration 5.
Fig. 3.43 Time-averaged velocity streamlines on the YZ planes at X = 0.1 m, obtained
numerically.
discussed in the previous section. This allows comparison of the contamination rates between
the four configurations studied, excluding configuration 2 due to a different position of spray
source. The injection begins at 0 sec, with the first contamination event occurring around
0.05 sec later. The injection stops at 1 sec, resulting in contamination for another 0.2 sec. It
can be seen that the total contamination obtained with configurations 4 and 5 is very similar
to that obtained for configuration 1. This is believed to be due to shortened wakes of these
configurations, which draw particles closer to the model base. The total contamination on
the base of configuration 3 is 85 % of that obtained for configuration 1.
Fig. 3.44 Numerical evolution of base contamination, normalized by the total deposition on
the base of Configuration 1 at 1 second.
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The non-linearity in the soiling process seen in Figure 3.44 suggests the presence of multiple
dynamics within the process. The source of these has been already discussed in the previous
section. For both the 0◦ and 20◦ taper cases there are higher frequency events superimposed
on a low-frequency process. The 10◦ taper case is much more linear, but with some higher
frequency components still visible. As previously mentioned, this is believed to be associated
with the properties of the spray and possibly the modelling setup. For example, it was
shown that 1 second of the computed soiling process is not enough to obtain converged
contamination patterns. Therefore, it can be assumed that the soiling process needs to be
simulated for a longer time to obtain reliable contamination rates. Finally, the spray dynamics
were found to be very sensitive to the settings of the unsteady solver, discussed in the next
section. Nevertheless, Figure 3.44 suggests that for these cases the quantitative comparisons
of soiling rates between experimental and numerical tests cannot be reasonably justified
without ensuring sufficient time for one complete low-frequency cycle to occur.
PART 3: Spray Unsteadiness - Additional Study
3.5 Further Investigation into the Unsteady Dynamics Of
Spray
To further understand the dynamics of spray upon injection and once in the near-wake region,
Proper Orthogonal Decomposition (POD) analysis was carried out. The POD is a post-
processing technique that allows fields to break up into coherent structures, or spatial modes,
that are ranked by their associated fluctuating energy. The largest structures typically possess
the highest contribution to the total resolved energy and are therefore captured in the first
couple of modes. These modes, however, are not representative of distinct physical events in
the frequency domain as they comprise signals of various frequencies. The technique was first
introduced by Lumley (1967) and has been extensively used in the fluid dynamics/turbulence
community (Cammilleri et al., 2013; Cavar and Meyer, 2012). While generally used to
extract modes from turbulent flow fields, the POD is a mathematical technique that can be
applied to any unsteady field. In this work, the POD method known as ‘snapshot POD’
was used (Sirovich, 1987) and applied to extract modes from the continuous and dispersed
phases. The general idea of POD is to split the field, in this case the velocity field for the
continuous phase and the spray volume fraction field for the dispersed phase, into time
dependent and space dependent parts. To compute these parts, the method uses snapshots of
the field, arranging them as shown below for velocity U:
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U =

u(x1, t1) u(x1, tNT )
v(x1, t1) v(x1, tNT )
w(x1, t1) w(x1, tNT )
. . .
u(xNP, t1) u(xNP, tNT )
v(xNP, t1) v(xNP, tNT )
w(xNP, t1) w(xNP, tNT )

=
[
u1 · · · uNT
]
(3.3)
Above, NP is the total number of measurement points in space and NT is the total number
of temporal points (snapshots, or instantaneous field representations). In POD, the field is
then decomposed into the mean (U¯(x, t)) and fluctuating (u′(x, t)) parts, the latter is further
decomposed into a set of basis functions and mode coefficients, shown for velocity in
Equation 3.4.
U(x, t) = U¯(x, t)+u′(x, t)≈ U¯(x, t)+
NT
∑
n=1
αn(t)φn(x) (3.4)
where φn(x) correspond to the basis functions (POD modes) and αn(t) are the related
temporal coefficients that are not correlated in time. The POD modes can be then used to
identify vortex positions and evaluate their fluctuating energy. Readers are referred to the
studies mentioned above for a complete explanation of the technique as the mathematical
background is not explained here in detail. It should be also emphasized that the aim of
current work is not to analyse this modal decomposition technique, but rather to use it as a
tool to better understand the process of vehicle soiling.
In this work, to extract the POD modes from the continuous and dispersed fields the data
was first sampled at 500 Hz. The method used to convert the Lagrangian field into the
volume field has been already explained in Chapter 2. To save the disc space, probes were
used to sample the continuous phase only in the wake region. Probe coordinates, generated
using a pre-processing tool, were uniformly distributed 0.008 m away from each other in the
wake region behind the generic SUV body, configured to have 10◦ diffuser and 0◦ roof taper
(configuration 3). A total of 228,140 probes were used, shown in Figure 3.45 using red dots.
The data was sampled over 2.4 seconds. This time period was considered to be sufficient for
the POD analysis. Post-processing tools, written in Matlab, were then used to process all
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the data (228,140 data points) into the format suitable for the POD technique (data structure
is shown in Equation 3.3). The POD analysis was also performed using a tool written in
Matlab, generated by the author of this thesis. The tool was written in such a way so that it
allowed applying the POD technique to any 2D/3D area/volume comprised of available data
points, making it possible to extract POD modes from 3D volumes and 2D planes.
Fig. 3.45 A total of 228,140 probes used to sample the continuous phase, positioned uniformly
0.008 m away from each other in the wake of the SUV geometry. Green boxes show volumes
while blue and yellow lines show planes to which the POD was applied.
3.5.1 Computational Setup
Table 3.10 summarises the numerical setup used in a single simulation computed to produce
data for the POD analysis discussed in this final part of Chapter 3. As can be seen, the
numerical setup was different than in the previous sections. In particular, three PISO
correctors were used instead of two (as suggested by Issa (1986)) and the fields were not
relaxed, thus reducing numerical damping of the simulated flow. In addition, a slightly
longer period of soiling was simulated. Finally, the effect of droplet-droplet interaction was
considered by using ’developed’ spray. The reader is advised to read Chapter 4 for more
information on the approach which was used to obtain the ’developed’ spray. In essence, the
’developed’ spray was obtained by sampling and time-averaging spray data in simulations
which accounted for spray collision, secondary break-up and evaporation. As will be shown
in Chapter 4, consideration of these secondary spray mechanisms improved results. Current
POD analysis was performed after the mentioned study in Chapter 4 had been done. However,
it was decided to include the POD analysis in Chapter 3 as it is best suited for this topic.
106 Accurate Flow Field as a Prerequisite for Credible Soiling Prediction
Table 3.10 Summary of the numerical setup used in simulations with the generic SUV model
(configuration 3) to produce data for the POD analysis.
Numerical approach Main boundary conditions
Numerical method
IDDES
Spalart-Allmaras
Inlet velocity 40 m/s
PISO correctors 3 Corresponding ReL 2.77×106
Under-relaxation
p: 1.0
U: 1.0
ν˜ : 1.0
Inflow turbulence none
Time step 2.5×10−5 s. Outlet atmosphericpressure
Near-wall treatment
hybrid Spalding
function
Spray
Injector type Full cone 90◦
Injector position and direction Behind rear left wheel; 45◦ downstream
Spray size distribution Measured using PDA;
accounts for spray secondary mechanisms.
Initial spray speed Measured: varies from 8 m/s to 46 m/s
Forces considered Drag, gravity, shear lift
Contaminant water (ρ = 1000kg/m3)
Number of tracked parcels 25×106
Simulated soiling time 2.4 s.
3.5.2 Spray Dynamics Close to the Source
The mechanism of spray transport into the near-wake region is first studied. This is the
primary condition for deposition as the spray needs to be available for entrainment into
the wake in the first place. Figure 3.46 presents the two most energetic POD modes of the
dispersed phase, extracted from a small volume behind the rear wheel, numbered as volume 1
in Figure 3.45.These two modes together comprise 26.34% of the fluctuating energy and are
therefore assumed to be the dominant motions of spray close to the injection point. Figure
3.46a shows the first mode, which suggests that the dominant motion is from left to right with
spray being pushed vertically when it is approximately in the centreline of the rear wheel (the
centreline is shown with a yellow dashed line in Figure 3.46). This is the ‘pulsing’ motion
and is schematically shown using the orange arrow in the corresponding figure. Figure 3.46b,
on the other hand, shows the second mode, which represents a flapping motion from left
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to right. This mode is symmetric relative to the wheel centreline. It is believed that the
primary condition for a large amount of spray to be delivered to the near wake region is phase
alignment for the vertical motion seen in the first mode and the lateral motion that pushes the
spray inwards closer to the vehicle centreline.
(a) POD mode 1 (14.99%). (b) POD mode 2 (11.35%).
Fig. 3.46 The first two POD modes of the dispersed phase, extracted from volume 1. The
volume fraction of spray is high in the red volume when it is low in the blue. The arrows
show the intermittent dynamics of spray captured in these two POD modes.
To understand what leads to such spray dynamics, it is crucial to analyse the dynamics of
the continuous phase in the same location. However, due to the highly unsteady flow in the
volume close to the rear wheel, the POD technique was applied to the longitudinal and cross
planes numbered as 3 and 4 in Figure 3.45, rather than to the whole volume behind the wheel.
Even so, the first two modes extracted from the longitudinal plane at Y = -0.16 m, shown in
Figure 3.47, together only contain 13.44 % of the total fluctuating energy in that plane. The
first two POD modes extracted from the cross-plane at X = -0.076 m and shown in Figure
3.48, on the other hand, comprise 16.5 % of the total fluctuating energy. For clarity, the red
dashed line in the figures show the surface of the wheel and the under-body.
The first mode extracted from the longitudinal plane indicates the presence of two counter-
rotating vortices, possibly due to the interaction of the flow coming from the wheelhouse
with the flow entraining from the side of the wheel. The second mode in this plane suggests
a fluctuating upward flow motion, possibly explaining the ‘pulsing’ mechanism seen in the
first mode obtained for the dispersed phase and shown in Figure 3.46a.
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(a) Mode 1 (7.44 %). (b) Mode 2 (6 %).
Fig. 3.47 The first two POD modes in the vertical plane at Y = -0.16 m (plane number 4).
The red dashed line shows the surface of the wheel and the diffuser. Flow left to right.
The first mode in the cross-plane shows a large vortex that is possibly the same vortex seen in
the first mode in the longitudinal plane. This vortex is believed to be significantly influencing
the spray, discussed next. The second mode shows a weak vortex located at -0.2 m that is
likely formed as a result of flow coming from the outside of the wheel (wheelbase vortex).
(a) Mode 1 (11 %). (b) Mode 2 (5.5 %).
Fig. 3.48 The first two POD modes in the cross plane at X = -0.076 m (plane number 3). The
red dashed line shows the wheel and the under-body upstream of the plane.
The influence of the vortex seen in the first mode of the continuous phase can be studied
using Figure 3.49. This figure shows the dispersed phase and the flow streamlines of the
continuous phase, both reconstructed using only the first two POD modes extracted from
the volume 1 shown in Figure 3.45. The velocity streamlines were generated around the
vortex cores. It can be seen from the figure that the vortex in the under-body affects the spray
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underneath. This is largely due to the location of the spray source, which coincides with the
location where there is a downward motion of the shear layer of the vortex. As a result, the
spray is pushed down and away from the vortex. Once the vortex is gone, the spray shifts
inwards where the pressure is lower. This leads to the unsteadiness in the spray previously
observed. For this case, the vortex mentioned above has a positive effect as it seems that it
suppresses spray entrainment. However, for a more representative case suppression of the
second mode seen in the longitudinal plane may be more beneficial.
(a) Spray at 1.308 sec. (b) Spray at 1.316 sec.
Fig. 3.49 Reconstructed dispersed and continuous phases using the first two POD modes
extracted from volume 1, shown at two instants in time (spray biased to the left and right).
3.5.3 Mechanism of Spray Entrainment into the Wake
While the previous section explained the dynamics of spray upon injection and its advection
into the near-wake region, the current section looks into the entrainment of spray into the
wake, and the dynamics of it once entrained. It has been shown in the previous sections that
soiling is an aerodynamically driven problem. Therefore, to analyse spray entrainment and
deposition it is essential to study the dynamics of the wake. Figure 3.50 shows the first three
POD modes of the vertical velocity component extracted from the volume in the wake region,
numbered as volume 2 in Figure 3.45. Due to a highly unsteady flow in this region, the first
three volumetric modes only contain around 8% of the fluctuating energy. Nevertheless, it
can be seen from Figure 3.50 that these modes represent coherent structures and therefore
can give an idea of the motion of the wake. Modes 1 and 2, for example, correspond to
similar motions with a slight longitudinal shift between each other. These modes suggest
that the wake closure point shifts vertically. Mode 3, on the other hand, suggests that there is
also rotational motion around the longitudinal axis (wake shifts horizontally).
110 Accurate Flow Field as a Prerequisite for Credible Soiling Prediction
(a) Mode 1. (b) Mode 2. (c) Mode 3.
Fig. 3.50 The first three POD modes of the vertical W velocity component of the continuous
phase in the wake region (volume 2).
To further understand the mechanisms of motion in the wake, the POD technique was
applied to the data in the vertical and horizontal planes (planes 5 and 6 in Figure 3.45,
respectively), rather than to the whole wake volume. This allowed extracting modes with
much larger fluctuating energy content. Figures 3.51a and 3.51c, for example, show the
first two POD modes on the vertical centre plane, which together comprise around 17% of
the total fluctuating energy. While this is still considered not to be a lot, the modes closely
resemble those obtained for a different SUV geometry in Al-Garni et al. (2004), shown in
Figures 3.51b and 3.51d. The fluctuating structures shown in these plots appear to be further
away from the base, which is because the SUV used in the corresponding study had a square
back and therefore a longer wake. The energy content captured in each mode is larger than in
the current work, possibly because the Reynolds number was significantly smaller. As can be
seen from Figures 3.51a and 3.51c, the modes suggest that the fluctuating energy is located
primarily in the top shear layer. The first mode shows that there are two counter-rotating
vortices located at 0.15 m and 0.25 m from the base, respectively. The second mode also
shows two vortices located 0.15 m and 0.35 m away from the base. These features suggest
that the dominant flow structure on the vertical plane is the shedding of the top vortex. The
bottom vortex, on the other hand, appears to be stable. It should be emphasized that the same
two modes were captured when the POD technique was applied to a smaller zone which only
covered the top shear layer region. This led to the same modes containing 15 % and 10.2 %
of the fluctuating energy.
The two most energetic POD modes in the horizontal plane at Z = 0.284 (0.05 m above the
horizontal centerline) are shown in Figures 3.52a and 3.52c. These modes contain 7 % and 5
% of the total fluctuating energy, respectively. The first mode is symmetric relative to the
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(a) Mode 1 (10 %), CFD. (b) Mode 1 (17 %), Experiments.
(c) Mode 2 (7 %), CFD. (d) Mode 2 (14 %), Experiments.
Fig. 3.51 The first two POD modes in the vertical centre plane (plane number 5), obtained
(left row) using CFD and (right row) experimentally for a simple square-back SUV geometry
by Al-Garni et al. (2004).
centreline and features a ‘breathing’ oscillation of the recirculating flow. The second mode is
antisymmetric relative to the centreline and shows a lateral oscillation, or lateral flapping,
of the wake. Interestingly, the experimental results obtained by Al-Garni et al. (2004) for
the horizontal centre-plane show the same modes, but numbered in a different order. This is
assumed to be due to the wake of the square back SUV being laterally unsteady, with the
flapping mode being more dominant than the ‘breathing’ mode.
To correlate spray dynamics to wake dynamics, the motion of the dispersed phase was
analysed against dynamics of the flow field that was reconstructed using only the first three
POD modes on the vertical plane, 0.1 m away from the symmetry axis. This specific plane
was chosen as this is the lateral location where the largest spray entrainment occurs.
The mechanism of spray entrainment into the wake can be studied using Figure 3.53. This
figure tracks spray as it is advected along the shear layer of the bottom vortex. The new
location of spray is shown using red boxes which have solid lines. The previous location of
spray is shown using boxes which have dashed lines. It can be seen from this figure that spray
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(a) Mode 1 (7 %), CFD. (b) Mode 1 (12 %), Experiment.
(c) Mode 2 (5 %), CFD. (d) Mode 2 (8 %), Experiment.
Fig. 3.52 The first two POD modes in the horizontal plane, obtained (left row) using CFD (Z
= 0.284 m, plane number 6) and (right row) experimentally (horizontal centre plane) for a
simple square-back SUV geometry by Al-Garni et al. (2004).
entrainment is controlled by the bottom vortex of the wake. It is evident that spray advects
along the shear layer and does not penetrate through. The spray is therefore pushed either
closer to or away from the vortex core, depending on the state of the wake. The top vortex,
however, influences the entrainment as well. For example, there is a larger upwash when the
top vortex is located close to the base (the ring vortex is parallel to the rear surface). It can be
seen that the location of the bottom vortex core (shown using red points) is very similar in all
frames, further emphasizing that the bottom vortex of this configuration is relatively stable.
Once the spray is in the wake, the top vortex has the primary role of transporting it towards
the rear surface. Figure 3.54 shows that the top vortex captures spray delivered by the bottom
vortex and sends it onto the base as it sheds from the roof of the model. It also has an effect
of breaking up the clustered spray and splitting the spray at the wake closure point. For
example, it can be seen from the figure that while a fracture of spray is transported onto the
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Fig. 3.53 The dynamics of spray entrainment into the wake. The continuous phase is
reconstructed using the first two POD modes on the vertical plane at Y = -0.1 m. The
dispersed phase is the raw data.
base, spray that happens to be on the right-hand side of the wake closure point is pushed
down and downstream.
Fig. 3.54 Influence of the top vortex on spray advection and deposition. The continuous
phase is reconstructed using the first two POD modes on the vertical plane at Y = -0.1 m.
The dispersed phase is the raw data.
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The mechanism described above may be another reason for the inability of the stochastic
modelling approach, discussed previously in this chapter, to accurately predict the range
of particle sizes that deposit on the base. While the small low-inertia particles are able to
advect along the shear layer of the bottom vortex and deposit onto the base surface, the larger
heavier particles require the shedding mechanism of the top vortex to be thrown back towards
the rear surface. It is also suggested that suppression of this mechanism may reduce the rear
surface contamination.
3.6 Summary
It has been shown that the mechanism of spray entrainment into the wake is very sensitive to
the flow field and that this type of flow must be simulated using unsteady high fidelity eddy
resolving techniques. The importance of modelling the full unsteadiness of the flow in vehicle
soiling predictions has been assessed through the comparison of results for two configurations
of a generic SUV model. These were obtained in fully unsteady simulations and using just
the mean flow and a simple statistical approach to model velocity perturbations seen by
the dispersed phase. The two chosen configurations produce very different wake structures,
giving unique base contamination patterns and therefore representing two good test cases for
this study. The wake of the first configuration is dominated by a strong upwash associated
with the 30◦ diffuser, while the square aft-body of the second configuration produces a
wake that is seen to be sensitive to even very small asymmetries in the setup. It has been
shown that the overall qualitative agreement between the computational results using the
fully unsteady method and experimental results is good. This statement is particularly true
for the SUV configuration with a 30◦ diffuser installed. For this case, the high fidelity eddy
resolving CFD method was able to accurately predict both the flow structure and the pattern
of base contamination. The prediction of soiling on the base of the SUV configuration with
no diffuser installed is less accurate, and the unsteady flow field is also less well captured.
Although the trend from one configuration to the other is predicted, the predicted pattern is
located higher on the base than in the experiments and is also not as widely spread across the
surface. This is consistent with differences seen in the predicted wake structure compared to
PIV and base pressure distribution.
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The soiling pattern obtained with the stochastic modelling approach shows some agreement
with the fully unsteady results. This shows the importance of accurate mean flow field
prediction as a prerequisite to accurate soiling prediction. However, although the general
part of the base contaminated is the same for both methods, details of the pattern and the
soiling rate do not match. It has been shown that the mechanism of particle entrainment into
the wake is very unsteady, revealing large-scale, spatially correlated, flow structures in the
process. The whole process incorporates high-frequency events that are superimposed on
lower frequency events. The energetic low-frequency events also seem to be responsible
for transporting large particles into the wake. The POD analysis showed that the shedding
of the top vortex captures spray delivered by the bottom vortex and transports it onto the
base. A complex interaction of vortices in the wheel region is responsible for pushing spray
closer to the core of the bottom wake vortex, where it becomes available for further transport.
This suggests that an accurate representation of flow unsteadiness, especially in the injection
region, is essential to accurately model particle advection into the recirculation zone and thus
obtain the correct rate of liquid deposition. Control of these flow structures is also a potential
method of reducing base contamination. Once in the wake, the dynamics of particles can
be adequately described by the mean flow-field and a statistical description of turbulence.
This suggests that the statistical model may still be used to get a crude estimate of the most
contaminated regions on the surface, considering their small computational price, particularly
if flow simulations have already been carried out for other purposes. For example, such an
approach may be used to get a crude idea of the places on a vehicle’s exterior where sensors
or cameras could be installed.
The high fidelity fully unsteady computations were also used in the parametric study which
looked into the effect of rear-end geometry on rear surface contamination. Three configura-
tions of the generic SUV model were considered and CFD was able to predict the general
soiling trends between all three cases. The results show that as the taper angle increases then
the location of the contamination is shifted outwards and down from the roof. Further, it
becomes less dispersed. This is controlled by the structure of the wake. More specifically,
the deposition was shown to be influenced by the orientation and position of the ring vortex
in the wake. The deposition was increased when the ring vortex was close to the base (short
wake), and the contamination pattern was shifted further from the top edge of the base when
the ring vortex was less tilted forward. Also, it was realised that soiling simulations require
to be computed for longer than 1 s to obtain better-averaged patterns of contamination and
yield reliable quantitative data such as contamination rates.
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Modelling the Effect of Spray Breakup,
Coalescence and Evaporation on Vehicle
Surface Contamination Dynamics
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4.1 Introduction
While most studies (Gaylard and Duncan, 2011; Paschkewitz, 2006a,b; Yoshida, 1998) used
one-way momentum coupling and did not take into account the influence of particles on the
continuous phase, Gaylard et al. (2014) showed that two-way momentum coupling can be
important in some cases. Apart from flow field modification due to the presence of moving
particles, particle-particle interactions (four-way coupling) may need to be considered for
very dense sprays. These interactions can involve hydrodynamic coupling and particle
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inter-collisions. Hydrodynamic coupling refers to the force between a particle and the
surrounding fluid, resulting in particle secondary break-up, while particle collisions can lead
to coalescence and breakup (Portela and Oliemans, 2005). This, along with evaporation, can
affect the property of spray and its dynamics. One of the few CFD studies that considered
both the break-up and coalescence of particles, as well as the back-coupling between the
continuous and dispersed phases is the work by Hu et al. (2015). However, it discussed
neither the computational cost of these models nor provided any statistical or analytical
information about the influence of the extra physics on the overall contamination results.
The work presented in the previous chapter and in Kabanovs et al. (2017a,b) demonstrate a
broadly good correlation between experiments and CFD for base contamination. However,
the numerical results showed a narrow area of high contamination stretching along the edge
of the base, not present in the experimental data. This was proposed to be due to a large
fraction of small, low-inertia particles in the numerical spray. It was suggested that in
the experiment these small droplets never reach the base because they either evaporate or
coalesce into larger droplets. The current chapter aims to test this hypothesis and understand
whether secondary break-up and coalescence may be important in vehicle soiling studies. It
also considers liquid evaporation. While evaporation is usually limited (relative humidity can
be controlled and set as high as 95% (Best et al., 2013)) in soiling experiments performed
in climatic wind tunnels, the effect that evaporation has in on-road conditions, and how
this influences the correlation between experimental and real-world situations, is unclear.
Therefore, evaporation effects are also included in the study. These extra physics models are
used both in isolation and in combination and their effect on predicted soiling patterns as
well as the additional computational cost of their use is considered.
4.2 Computational Methodology
The test geometry used in this section is the generic SUV model, configured to have 0◦ roof
taper and 30◦ diffuser (configuration 1, presented in the previous chapter). The computational
domain and mesh topology are the same as those used in the previous chapter. The main and
probably the most significant difference is that the computational time-step was increased.
This choice was made to offset the significant computational cost of the collision model. Here,
a constant computational time step ∆t = 4× 10−5 s. was used throughout the simulation,
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which was around two times larger than the one used previously. Nevertheless, this gave
the mean Courant-Friedrichs-Lewy (CFL) number of 0.08 with CFL<1 in most of the wake.
The maximum CFL number was around 18, located in the regions of high flow acceleration,
particularly around the curved edges in the front part of the model and in a 4mm gap between
the floor and the wheelbase. However, this did not affect the stability of computations and
was assumed to unlikely affect the accuracy of base soiling simulations. Also, to account for
an increased time step, 3 PISO correctors were used. This is also the suggested number of
correctors for cases that use second-order temporal numerical schemes (Issa, 1986).
Similarly as in the final sections of the previous chapter, the dispersed phase was modelled
concurrently with the continuous phase using the Lagrangian approach. A total of 13.125
million parcels were tracked per each second of simulated time, in each numerical case. The
parcels were released uniformly throughout the simulated time. To reduce computational
cost, the parcels were removed from the domain when 0.8 m downstream from the base. As
the length of flow recirculation at the rear of this SUV configuration had been identified to
be around 0.3 m (Kabanovs et al., 2017a), this distance was deemed to be sufficient not to
influence the results. Particle drag, gravity and shear lift were considered in the equation of
motion. A stochastic dispersion model (Gosman and Ioannides, 1983) was used to model the
influence of the unresolved turbulent content on the motion of particles. Table 4.1 summarises
the numerical setup used in this work.
4.2.1 Modelling Spray Evaporation
In this work, a very simple one dimensional model, suggested by Spalding (1953) and
presented in Equation 4.1, was added to the existing OpenFOAM® spray modelling to
estimate the rate of liquid evaporation. This formulation considers isolated and spherical
droplets that are evaporating in an infinite environment.
mp,evap
∆t
= πDvShρ f Dln(1+BM) (4.1)
In the equation ∆t is the Lagrangian time step (typically smaller than the global time step),
Dv is the diffusion coefficient, Sh is the Sherwood number, ρ is air density, D is the particle
diameter and BM is the Spalding’s mass transfer number. Current work assumes constant
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Table 4.1 Summary of the numerical setup used in simulations with the generic SUV model
to study spray secondary mechanisms.
Numerical approach Main boundary conditions
Numerical method
IDDES
Spalart-Allmaras
Inlet velocity 40 m/s
PISO correctors 3 Corresponding ReL 2.77×106
Under-relaxation
p: 1
U: 1
ν˜ : 1
Inflow turbulence none
Time step 4×10−5 s. Outlet atmosphericpressure
Near-wall treatment
hybrid Spalding
function
Spray
Injector type Full cone 90◦
Injector position and direction Behind rear left wheel; 45◦ downstream
Spray size distribution Measured using PDA
Initial spray speed Measured: varies from 8 m/s to 46 m/s
Forces considered Drag, gravity, shear lift
Contaminant water (ρ = 1000kg/m3)
Number of tracked parcels 13.125×106
Simulated soiling time 1.5 s.
temperature evaporation and does not take into account energy conservation and mass that has
evaporated within a time-step is removed from the simulation. This significantly simplifies
the simulation and allows the model to be incorporated into the incompressible solver in
OpenFOAM® and the simplifications reduce the computational cost of the evaporation model.
The Sherwood number used in the model represents the ratio of convective mass transfer to
the rate of diffusive mass transport and is expressed using the Ranz & Marshall correlation
(Ranz, W. and Marshall, W., 1952), shown in Equation 4.2. This correlation takes into
account the effect of particle slip velocity, expressed via the particle Reynolds number Rep,
defined previously in Equation 2.15b. The Schmidt number Sc is given in Equation 4.3 and
is defined as the ratio of momentum diffusivity and mass diffusivity.
Sh = 2+0.55Re0.5p Sc
0.33 (4.2)
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Sc =
µ
ρDv
(4.3)
The dynamic viscosity µ and the diffusion coefficient Dv are chosen according to the
temperature of the dispersed phase, which is kept constant throughout the whole simulation.
The ambient temperature stays constant as well. Finally, the Spalding’s mass transfer number
used in Equation 4.1 is defined in Equation 4.4.
BM =
YS−Y∞
1−YS (4.4)
Here, YS and Y∞ are the vapour mass fractions at the particle surface and in the far field,
respectively. This work assumes that the vapour at the droplet surface is always saturated
(relative humidity = 100%), resulting in an instant and steady evaporation. The vapour mass
fractions YS and Y∞ can be calculated using the humidity ratio w, which is a mass-based ratio
between water and dry air. It can be obtained from a psychrometric chart, provided that
the relative humidity and the dry bulb temperature are known. Then, the YS and Y∞ can be
calculated using Equation 4.5.
Y =
w
1+w
(4.5)
In reality, Dv, YS and Y∞ are temperature dependent but in the scope of this work are assumed
to be constant during the evaporation process. Therefore, the vapour mass fractions depend
only on the humidity and temperature, which are not affected by evaporation.
The rate of evaporation depends on the particle size and decreases with reduction in its
diameter due to smaller surface area. The new particle size is recalculated after each time
step based on the new mass, which is mp,n = mp−mp,evap. Here, the mp is the particle mass
in the beginning of the time step, mp,evap is the mass that has evaporated within a time step
and mp,n is the new particle mass. The sensitivity of this explicit method, used to estimate
the evaporated mass of liquid, to the size of computational time-step has been assessed
analytically and is summarised in Figure 4.1. This figure shows the total time required for
a 20 µm droplet to fully evaporate in a stationary flow, computed analytically for seven
different time step values. It can be seen from this figure that the chosen Lagrangian time step
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of 1×10−5 sec, which is four times smaller than the global time step specified previously, is
sufficiently small to have an insignificant temporal discretization error.
Fig. 4.1 The rate of evaporation of a particle in a stationary flow, computed analytically using
seven different time step values; Ts = T∞ = 289.5 K, RH = 84%.
Although the evaporation model used in this study is simplified, it still represents the
mechanism and allows the investigation into how it would affect surface contamination. In
this work, the relative humidity in the free stream was chosen to be 84%, which is the mean
value in Britain in October (Jenkins et al., 2009). The wet bulb temperature at the particle
surface was chosen to be of room temperature (292 K), as the water was stored in a tank
in the balance room, prior to spraying it in the wind tunnel. The dry bulb temperature of
the free stream (T∞) was 289.5 K, as measured on the day of experiments. It should be
stressed that the humidity ratio, defined by the relative humidity and the bulb temperature
dictates how much liquid will evaporate and any uncertainty will lead to incorrect results.
It can be seen in Figure 4.2 that the difference in the relative humidity of 5%, as well as
the difference in dry bulb temperature of the water-air interface (TS) of 2.5 K can affect the
evaporation of spray significantly. This figure also shows the importance of initial droplet
size on evaporation time. Since the exact value of the relative humidity and temperatures on
the day of experiments is unknown, the absolute accuracy of the model is less relevant than
the general trends observed.
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Fig. 4.2 The rate of evaporation of particles at different ambient relative humidities (RH).
4.2.2 Modelling Spray Collision
The coalescence of particles induced by collision can have a significant influence on the
average particle size in the spray. The stochastic particle collision algorithm proposed by
O’Rourke (1981) is one of the most widely used models for calculating coalescence in
simulations with the Lagrangian particles and is available in OpenFOAM®. Details are
provided here for reference.
When the concept of parcels is used, the model assumes that two parcels can collide if
they are located in the same computational cell. This is the primary condition imposed by
the model that needs to be satisfied. The probability that parcels undergo either grazing
collision (bouncing) or coalescence is then calculated as a function of particle diameters,
relative velocity and cell volume. For grazing collision, the parcel speed and direction after
collision is computed using the random restitution coefficient, ensuring that the momentum
is conserved. In the event of coalescence, a random number of particles are transferred from
the smaller parcel into the bigger one. The size of particles in the second parcel is then
calculated by taking into account the added mass due to coalescence. The new velocity of
the parcel which has increased in mass is calculated based on conservation of momentum.
Frequently, the parcels that have a non-zero probability to collide are those located on the
opposite cell boundaries and are actually moving away from each other, as these have the
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largest relative velocity and are yet in the same computational cell. This suggests that the
model is dependent on grid resolution, which is discussed in greater detail in Hui-ya et al.
(2006); Li et al. (2006); Schmidt and Rutland (2004). Figure 4.3 presents a schematic of the
O’Rourke collision model.
Fig. 4.3 Schematic representation of the O’Rourke collision model.
The original O’Rourke model implemented in OpenFOAM® can only be used in a com-
pressible solver because it was developed to be used primarily in combustion simulations.
To modify the model for an incompressible solver, the energy conservation algorithm was
removed and the temperature dependent variables were set constant. The model has been
also extended to avoid the number of particles in a parcel reducing to a value of less than one.
When such a case happens, all mass is transferred to the second parcel and the first parcel is
removed from the simulation. Finally, as will be shown in Section 4.4.1, the implementation
of the O'Rourke collision model was found to be very expensive. The significant cost is
associated with the necessity of the model to loop over all parcels in the domain and search
for the pairs that have a non-zero probability of collision. In this work, to be able to reduce
the computational effort of this model, the algorithm was extended to be able to constrain
it to a specific volume in space. Figure 4.4 shows a simplified schematic of the general
algorithm behind the O'Rourke model, and the steps of the process outlined in red show the
modifications done to the algorithm. While these modifications reduce the computational
effort as the model does not need to compute the probability and the outcome of collision for
parcels that fall outside of the specified volume, the necessity to loop over all parcels in the
domain still remains. Therefore, ideally, a more efficient algorithm for searching of the colli-
sion partners is required, which would further reduce the computational effort. For example,
Li et al. (2006) presented a numerical method that was able to significantly lower the cost of
the O'Rourke model (reduced by a factor of 6.4), also decreasing its mesh-dependency.
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Fig. 4.4 Schematic of the O'Rourke collision algorithm.
4.2.3 Modelling Spray Break-up
In this work, the secondary break-up (as distinct from the primary breakup that occurs when
the initial spray is formed) is modelled using the Taylor Analogy Breakup (TAB) model,
suggested by O’Rourke and Amsden (1987). The model is based on the analogy between
an oscillating and distorting particle and a spring-mass system. The aerodynamic force
represents the external force applied to a spring-mass system while the liquid viscosity
represents the damping force. The formulation of this model is such that there is not a
unique critical Weber number, used to characterise particle break-up conditions. Instead, the
break-up event depends on the history of particle slip velocity, which leads to oscillation and
displacement of the equator of the particle from its equilibrium position. Larger particles
are influenced by this to a greater extent as oscillations of small particles are easily damped.
The break-up occurs only if the amplitude of oscillations normal to the slip velocity vector
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reaches the particle radius. The major drawback of the model is that it only tracks one
oscillation mode, while there can be multiple modes present. In the event of break-up, the
size of product particles in a parcel is calculated based on the surface energy, assuming
that the energy of the parent particle before break-up is equal to the sum of energies of the
product particles after break-up. The mechanism is illustrated in Figure 4.5. For more details
about the model and its numerical implementation readers are referred to O’Rourke and
Amsden (1987). In this work, the model was adjusted for use in an incompressible solver.
The dependency of gas-liquid surface tension coefficient γ on the ambient temperature was
ignored and the surface tension was set to a constant value (γ = 0.0735 N/m).
Fig. 4.5 Schematic representation of the TAB break-up model.
4.3 Test Cases
Three test cases were considered in this work, presented in Table 4.2. The primary test case
(Simulation 1) included three Lagrangian ‘clouds’, tracked concurrently with the flow field
in a single simulation. There was no cloud-cloud interaction. Such an approach reduces the
computational cost by eliminating the need to run many simulations separately. In addition, it
also improves data comparison as it ensures that each cloud sees the same instantaneous flow
field and any difference in the results is a function of cloud properties. On the other hand, the
nature of such computational approach makes the modelling of the momentum back-coupling
impossible. The first cloud in Simulation 1 used the original spray, as measured previously
close to the nozzle using PDA, and considered neither the evaporation nor the coalescence
and break-up of particles. The second cloud considered evaporation and the third cloud used
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Table 4.2 Computational cases considered.
Cloud No. Spray Evaporation
Collision
& Break-up
Simulation 1
1 Original - -
2 Original Yes -
3 Original - Yes
Simulation 2 1 Original Yes Yes
Simulation 3
1 Original - -
2 Modified - -
the O’Rourke and TAB models explained previously. Simulation 2 used a combination of
all aforementioned mechanisms. As will be shown next, consideration of the coalescence
mechanism has improved the numerical results, although at a very high computational cost.
Therefore, Simulation 3 used the new “developed” spray obtained downstream of the nozzle
in Simulation 1, cloud 3, to see if this is sufficient to account for the influence of spray
coalescence on the eventual soiling pattern.
4.4 Results
In this study, all simulations have been run on x86 nodes, each node incorporating 28 CPU
and 128 GB RAM. Initial single-phase simulations were run to establish the flow field. These
were run for 1 second of simulated time. Then, the multi-phase computations were carried
out and the forces were time-averaged over a period of 1.5 seconds. The aerodynamics results
have been already presented in Chapter 3, which showed a reasonably good agreement with
the experiment. The next section discusses the computational cost of simulations and the
cost of using the O'Rourke collision model in particular.
4.4.1 Computational Cost
In this work, the most computationally expensive model used was the O'Rourke collision
model. As has been mentioned before, the high cost of this model is associated with the
necessity to loop over all parcels in the domain and search for the pairs that have a non-zero
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probability of collision. Figure 4.6 presents results of a study, undertaken to understand
the influence of the number of injected parcels on the computational cost of the collision
model. In the study, a different number of parcels were injected into a frozen flow field
within a single time step and the time taken to compute one step was recorded. The parcels
were injected into a single processor. Figure 4.6 shows that the computational cost of the
O'Rourke model is very dependent on the number of parcels injected and the probability of
collision. As can be seen, the computational cost increases exponentially with the number of
parcels injected into the domain. In addition, Figure 4.6 (black curve) shows that it takes a
considerable computational effort to find all the pairs of parcels that are located in the same
computational cell, regardless of their probability to collide.
Fig. 4.6 Computational cost of the O'Rourke collision model.
In the soiling simulations, 350 parcels were injected at each time step, with the total number
of parcels in the domain reaching ≈ 300,000. As the parcels were injected at one location
they were concentrated in a limited number of the processors used for the calculation. As
such, the parallel efficiency was relatively poor for the dispersed phase in these calculations.
This would have resulted in a very high computational cost unless the coalescence model had
not been constrained to a limited region as was done after 0.2 seconds when the region where
coalescence was important could be identified. Figure 4.7 shows the fraction of coalescence
events in Simulation 1 cloud 3, normalized against the total number of collisions in the
numerical cell that contains the injector, where the number of collisions is the largest. It also
shows the region (black dashed line) to which the coalescence modelling was eventually
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constrained. As can be seen, the coalescence of particles appears to be taking place very
close to the injector location, and therefore the coalescence model was restricted in the wake
and in the region considerably away from the source. As has been mentioned, three soiling
simulations were run for 1.5 seconds of simulated time each. The computational effort of
these simulations is shown in Table 4.3. The numerical cost of the initialisation step is also
given in the table. As can be seen, Simulation 1 used three clouds and required around
729× 103 CPU hours of computational effort. Simulation 2 used only one cloud but still
required 672×103 CPU hours to compute the same time period. This is associated with the
high computational cost of the coalescence model, used in these simulations. For comparison,
Simulation 3 used two clouds and considered neither of the extra mechanisms, thus requiring
only 37.7×103 CPU hours to compute 1.5 seconds, thus showing the high cost of computing
coalescence even when restricted to the near-nozzle region.
Table 4.3 Computational cost of simulations which considered secondary spray mechanisms.
Case Number of clouds O'Rourke model
Computational effort to
simulate 1.5 seconds
Initialisation 0 - 26.54×103 CPU hours
Simulation 1 3 Yes 729×103 CPU hours
Simulation 2 1 Yes 672×103 CPU hours
Simulation 3 2 - 37.7×103 CPU hours
Fig. 4.7 Fraction of coalescence events, shown on ZX plane at Y = -0.1753 m (a), ZY plane
at X = -0.116 m (b) and on multiple ZY planes with X ranging from -0.116 m to 0.15 m (c).
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4.4.2 The Effect of Evaporation, Collision and Break-up on the Origi-
nal Spray
Figure 4.8 presents the soiling intensity plots collected during experiments and in CFD, all
averaged over the 7 mm grid, used for post-processing. Figure 4.8a shows the absolute soiling
intensity collected during experiments, normalised by the highest experimental intensity.
The numerical results show the effect of evaporation, collision and break-up of particles
on the original spray and its deposition on the base, all normalised against the maximum
value found in the baseline case Figure 4.8b. This not only allows qualitative comparison of
soiling patterns between the numerical and experimental results but also allows quantitative
comparisons between baseline and modified simulations.
Although the baseline case in Figure 4.8b shows a good agreement with the experiment, an
area of high contamination can be seen in the computational results stretching down the
left edge of the base that is not present in the experimental data. The effect of evaporation
(Simulation 1 cloud 2) and coalescence/breakup (Simulation 1 cloud 3) can be seen in (d) and
(c) of Figure 4.8, respectively. It should be pointed out that while a secondary breakup model
was used no breakup events were predicted in all simulations, probably due to the properties
of the spray used. This is interesting because the overall size of particles appears to be too
small for any secondary breakup to happen even when the coalescence is considered. This
also suggests that it was valid to ignore the breakup mechanism in the previous chapters.
When evaporation alone is considered (Figure 4.8d), a significant reduction in the soiling
is observed compared to the baseline simulation. However, when evaporation is used at the
same time as coalescence (Figure 4.8e) very little difference is seen compared to coalescence
alone (Figure 4.8c). It is evident that the high contamination area at the edge of the base,
seen in the baseline case, has been removed in all cases with extra physics models included.
This is explored further in Figure 4.9 which shows the paths of all parcels deposited within a
5 mm distance from the left edge of the base during the final 0.125 seconds of computation.
The results for two cases are compared: the baseline case (Simulation 1 cloud 1) and the case
which considered all mechanisms together (Simulation 2). It can be seen that the baseline case
has a much larger proportion of small parcels (each carrying the same total mass) hitting the
edge. These have been greatly reduced in the case with all physical mechanisms considered.
Hence it can be concluded that neglecting these processes leads to an overestimation of
the number of small particles that are then deposited on the edge of the base in a way not
observed in the experiment.
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Fig. 4.8 Base contamination: (a) Experimental; (b) Baseline (Simulation 1 cloud 1); (c)
With coalescence and breakup (Simulation 1 cloud 3); (d) With evaporation (Simulation 1
cloud 2); (e) With all extra models combined (Simulation 2). Numerical data are normalised
against (b).
In order to study how spray has been modified due to the additional physics models, parcels
were sampled at a frequency of 200 Hz in the volume located in the computational domain
and indicated in red in Figure 4.10. The sampling volume has a shape of a hollow quarter
sphere, with a thickness of 0.02 m. As can be seen, the radius of the quarter sphere is of an
appropriate size to cover the region of high coalescence of spray.
The data sampled in the volume and time-averaged over a period of 1.4 seconds is shown in
Figure 4.11a, which presents the size distribution of particles based on the absolute mass.
This figure allows studying the effect of each mechanism on the total mass carried by parcels
of specific sizes. In addition, Figure 4.11b shows the relative mass-weighted size distribution
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Fig. 4.9 Paths of all parcels deposited within a 5 mm distance from the left edge of the base
during the final 0.125 seconds of computation: Baseline (Simulation 1 cloud 1) left; With all
extra models combined (Simulation 2) right.
Fig. 4.10 Sampling volume used to obtain the time-averaged particle size distribution in the
near-wake region some distance from the source. The region of high coalescence is also
shown.
of particles that have deposited on the base. It can be seen that a large fraction of mass in the
baseline case is transported by small particles, which have a limited chance to be deposited
on the base as they tend to follow the air streamlines. These particles evaporate rapidly
when the evaporation model is used, leaving bigger particles in the spray, which in turn leads
to an increased fraction of larger (approximately 16 µm) particles that do not evaporate
within the time required to reach the base. When the coalescence of particles is considered
and evaporation is ignored, bigger particles are formed out of smaller ones, conserving the
total mass. As a result, the size distribution of spray deposited on the base flattens a little
and the particle peak size shifts to around 23 µm. The addition of the evaporation model
does not make a big difference either to the size distribution in the near-wake nor to the
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size distribution on the base. This is due to coalescence happening very close to the source,
forming large particles within a very short time after injection. These big particles have a
much lower rate of evaporation. For example, the difference in the amount of evaporated
liquid per time step between two cases (Simulation 1 cloud 2 and Simulation 2), both of
which considered evaporation can be studied in Figure 4.12. The instantaneous mass of
evaporated liquid in simulation 2 was not measured from the start of computation, which
is why Figure 4.12 shows incomplete data for this numerical case. It can be seen that the
amount of total evaporated mass in the case that considered particle collision is significantly
smaller, caused by particle coalescence taking place within a very short time upon injection.
(a) (b)
Fig. 4.11 Spray statistics: (a) mass-weighted (absolute) particle population in the sampling
volume and (b) mass-weighted (relative) particle population on the base.
Figure 4.13 shows the integrated numerical contamination evolution over time. The injection
begins at 1 second and stops at 2.5 seconds. The first contamination event occurs at around
0.05 seconds after the start of injection. As can be seen, the total amount of mass on the base
in the case that considered evaporation only (Simulation 1 cloud 2) is almost three times
smaller than that in the baseline case (Simulation 1 cloud 1). As has been noted before,
the evaporation barely changes the mass of particles in the simulation with the coalescence
model present (Simulation 2), leading to a very similar total contamination as obtained in
Simulation 1 cloud 3. These results show that the influence of evaporation on vehicle soiling
is highly dependent on the other physical processes involved. For this case, the increased
mean particle size caused by coalescence makes the evaporation have little effect.
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Fig. 4.12 Total instantaneous mass of evaporated liquid.
Fig. 4.13 Numerical evolution of base contamination.
A clear correlation between the dynamics within the soiling process shown in Figure 4.13 can
be seen for the baseline case (Simulation 1 cloud 1, blue curve) and the case that considered
collision (Simulation 1 cloud 3, green curve). This is because these were simulated within
one simulation. The soiling process that considered all models together in Simulation 2
(black curve) looks very similar, but the pulses of increased soiling rate are shifted. These
pulses are associated with the mechanism of particle entrainment into the wake, which reveals
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unsteady, large-scale and spatially correlated flow structures in the process also discussed in
Chapter 3.
4.4.3 An Alternative To Modelling Spray Collision
It has been shown in the previous section that consideration of the collision for fine and dense
sprays may be important. However, significant computational costs associated with models
that can simulate this mechanism make it extremely expensive to use. The alternative to
computing particle collision during the simulation would be to inject the fully ‘developed’
spray formed in the dense spray region close to the nozzle, with the collision in the rest of
the domain ignored. The developed spray selected in this study was the spray modelled in
Simulation 1 cloud 3 and time-averaged in the original sampling volume shown in Figure
4.10. The size distribution of this spray has been already shown in Figure 4.11a (green
curve). This particular case was selected rather than the one that used all models together
because the evaporation mechanism highly depends on the ambient conditions, unknown in
this work. However, the difference in particle size distribution between these two cases is
insignificant and is expected to give very similar soiling patterns. The evaporation model
could be used with the fully developed spray injection at a relatively little cost in cases where
this is important. The sensitivity of the averaged properties of the aforementioned spray to
the location of the sampling volume was further examined by time-averaging the same spray
in two additional volumes, as shown in Figure 4.14. The sensitivity to the averaging period
was also studied. Figure 4.15 presents both spatial and temporal sensitivity of sampled data.
This figure shows that the statistics of spray sampled in all three volumes are very similar,
therefore the results can be considered insensitive to the sampling volume chosen. It can be
also seen that sampling needs to be done for at least 1 second to obtain a well-converged
particle size distribution.
Figure 4.16 shows the spatial distribution of spray obtained in Simulation 1 cloud 3 (coales-
cence & break-up case) and the final Simulation 3 cloud 2 (developed spray) on the surface
of the original sampling volume. It can be seen that spatial distribution is very similar, further
justifying the validity of the chosen approach to simplify collision modelling.
The final simulation (Simulation 3) also used the original spray to see the direct influence of
particle size on the contamination results. The clouds did not influence each other and were
136
Modelling the Effect of Spray Breakup, Coalescence and Evaporation on Vehicle Surface
Contamination Dynamics
Fig. 4.14 Additional volumes used to check the sensitivity of the averaged spray properties
modelled in Simulation 1 cloud 3 to the position of sampling.
Fig. 4.15 The spatial and temporal sensitivity of sampled data.
injected from the same original location, with the same initial velocity. No additional physics
models were used in either simulation and hence the computational cost was greatly reduced.
Figure 4.17 (b) and (c) present the contamination patterns obtained with the original and
new sprays, respectively. The intensities shown have been normalized against the original
baseline case shown in Figure 4.8b. The total mass deposited on the base with the original
spray in this simulation was approximately 1.1 times larger than that in Simulation 1 cloud 1.
In addition, it can be seen that the contamination pattern has shifted towards the left edge
and down. This further indicates the presence of unsteady modes within the soiling process,
as discussed in Chapter 3, and suggests that soiling simulations on susceptible geometries
must be run for a longer time period in order to obtain converged results and be able to
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Fig. 4.16 Spatial distribution of spray on the surface of sampling volume 1 in (a) simulation
1 cloud 3 and (b) simulation 3 cloud 2.
compare them against the qualitative and quantitative data collected in other numerical cases
or experiments. The pattern obtained with the modified spray (c) shows better agreement
with the experimental results than that with the original spray. The results are also seen to
agree well with those obtained in the simulation which used coalescence and evaporation
modelling on the go (Simulation 2). It is evident that the region of high contamination is
well captured, considering the short period of simulated time (only 1.5 seconds). It can be
seen that the region of contamination stretching along the left edge of the base has been also
removed.
Results presented suggest that consideration of secondary mechanisms, which modify particle
sizes, is important in representing the spray and obtaining accurate results. The mechanisms
taking place close to the injection point can be modelled separately and a developed spray
injected into the full simulation, thus reducing computational cost. However, it should be
stressed that the mechanisms studied in this work are problem dependent and the decision
of which mechanisms to consider should be always based on factors, such as spray density,
initial size and injection velocity of spray, as well as ambient conditions and vehicle speed.
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Fig. 4.17 Contamination on the base: (a) Experimental results; (b) Numerical results obtained
in simulation 3 using original spray and (c) developed spray. Numerical results are normalized
against the original baseline case shown in Figure 4.8b.
4.4.4 Influence of Spray Size on Deposition Rate
While the contamination patterns presented in Figure 4.17 are broadly very similar, the total
deposition appears to be larger in the case which used the developed spray. This can be also
seen in Figure 4.18, which presents the evolution of deposition on the base.
While the rate of deposition appears to be linear with time for both cases, the instantaneous
entrainment of spray into the wake, as well as the instantaneous deposition on the base, are
very unsteady and random. This can be seen in Figures 4.19a and 4.19b, which show the
corresponding data sampled at a frequency of 200 Hz. It can be seen from Figures 4.18
and 4.19a that although the total deposition is larger for the case which used the developed
spray, the instantaneous presence of this spray in the wake was smaller throughout the whole
simulation. This is probably due to a large number of small particles in the original spray (but
which carry same mass as large particles due to ’parcel’ approach), which become trapped
in the recirculating motion in the wake region but are unable to exit these structures due
to insufficient inertia. Figure 4.19b shows that the dynamics of spray deposition is very
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Fig. 4.18 Numerical evolution of base contamination obtained in Simulation 3.
similar in both cases and does not depend on the size of particles. In addition, this figure
shows that the instantaneous deposition, particularly the large-scale deposition events caused
by large-scale flow structures, is significantly increased in the numerical case that used the
developed spray. Taking into account that mass was equally split between all parcels, this
suggests that more parcels in the case that used the developed spray were able to reach the
base. Again, this is associated with the fact that large particles are less influenced by the flow
structures and are able to ‘detach’ from the carrier fluid due to their increased inertia, also
leading to increased deposition.
(a) (b)
Fig. 4.19 Spray Statistics: (a) instantaneous mass in the wake and (b) instantaneous deposition
on the base. Both data sampled at a frequency of 200 Hz.
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4.5 Summary
In this work, the importance of modelling secondary mechanisms that tend to change spray
properties, namely particle coalescence, break-up and liquid evaporation have been assessed
through the comparison of numerical and experimental results for the generic SUV model. In
CFD simulations, the aforementioned mechanisms were assessed in isolation (individually)
and in combination. As expected, taking the evaporation into account removed very small
particles from the spray. The total deposited mass was also significantly reduced when the
evaporation model was used in isolation. The coalescence model led to the formation of larger
particles in the spray, shifting the size distribution towards the bigger particles. When used
in isolation, both evaporation and coalescence models were seen to remove the narrow band
of high contamination along the edge of the base which is seen in the baseline simulation but
not observed in the experiment. This region was seen to be due to the deposition of small
particles which are removed by the additional spray physics models. It was found that the
coalescence of particles occurs very close to the source, almost immediately forming bigger
particles upon injection. As a result, the evaporation plays an insignificant role when used
along with the collision model as it does not affect large particles to the same extent as it
does for small particles. This shows that the influence of evaporation on vehicle soiling is
highly dependent on the initial spray, as well as on other physical processes involved and
ambient conditions considered. For this numerical case, the increased mean particle size
caused by coalescence causes the evaporation to have little effect. The effect of evaporation
is also likely to be small in soiling tests, performed in controlled wind tunnel environments
with a saturated atmosphere. But in other circumstances such as on-road full-scale testing, or
when the atmospheric humidity is reduced, the particle residence times may increase relative
to the evaporation timescale, which may cause more significant differences. On the other
hand, road sprays generated by moving vehicles generally contain a diverse range of solid
materials, which are not affected by the evaporation processes. Therefore, the effect of spray
evaporation for full-scale cases and representative contaminant compositions still needs to be
further analysed.
It has been shown that the coalescence mechanism can change the particle size distribution
significantly and should ideally be considered, especially when the spray is fine and dense
and is injected from a single point in space. For example, consideration of the collision
mechanism may be important when simulating the windshield and headlight washer spray.
It is as yet unknown how the coalescence and break-up mechanisms would affect the tyre
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spray at full scale. The spray ejected by a real rotating tyre is likely to have a different size
distribution and density to that seen in this experiment, although more experimental work
needs to be done in this area. From the numerical point of view, the O'Rourke collision model
is very unlikely to be applied in full-scale vehicle soiling simulations in the foreseeable
future due to its substantial computational cost. The model is developed in such a way that it
loops over all parcels in the domain, searching for pairs that may collide. The computational
cost depends greatly on the number of parcels, as well as on the outcome of the probability
function. This work has shown that the cost grows exponentially with the number of parcels
injected. This study has also shown that the collision model could be ignored for a spray
that is injected from a single point in space by considering the fully ‘developed’ spray. For a
spray released from a point injector, the developed spray can be obtained by sampling the
instantaneous spray some distance from the source and then time-averaging it over a specific
time period. Excellent qualitative agreement with the experimental results was obtained by
using the developed spray. The agreement was better than the one obtained with the original
spray and in agreement with the results of the full, multi-physics, simulation.
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5.1 Introduction
A logical progression of this research is to consider spray, released from a rotating tyre of a
test vehicle. However, before this study can be carried out, it is first crucial to understand the
influence of rotating wheels on the flow-field and the advection of spray. Additionally, the
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effect caused by a moving ground could be also studied. One way to do this is by using the
spray set-up determined in the previous chapter and applying it in simulations which model
wheel rotation either in isolation or in combination with the ground motion. On the one
hand, this will provide a good idea of the influence of these boundary conditions on spray
dynamics. On the other hand, this will allow for a very smooth transition from a simple case
to a physically more complex problem, such as the spray released from a rotating tyre of a
car-like body, covered in the next chapter.
There has been an extensive experimental and computational work carried out to analyse
the influence of rotating wheels and a moving ground plane on the aerodynamics of car-like
bodies and production vehicles (Elofsson and Bannister, 2002; Forbes et al., 2017; Koitrand
et al., 2014; Landström et al., 2009; Wäschle, 2007; Wiedemann, 1996). Most of the previous
work has shown that, although, with exceptions, the addition of rotating wheels and a moving
ground reduces aerodynamic drag.
According to Wäschle (2007), a significant part of drag reduction due to rotating wheels is
attributed to the interference effects between the underbody flow and the wakes of the rear
wheels. The wide wakes produced by stationary wheels can impede the flow expansion in the
rear diffuser, increasing drag. This effect is reduced when the rear wheels are set to rotate, as
this makes the wheel wakes shorter and narrower, also adding to the flow up-wash (Koitrand
et al., 2014). The rotation of the rear wheels also increases pressure on the base as the mass
flow entering the wake is increased (Forbes et al., 2017). However, it should be emphasized
that drag reduction is greatly dependent on vehicle's body type, its configuration (closed
or open front grill, which is a source of cooling drag), as well as the wheelhouse design
(Wiedemann, 1996). For example, Elofsson and Bannister (2002) suggests that a square-back
vehicle generally experiences smaller drag improvements due to wheel rotation than a sedan
vehicle. This is associated with a high flow up-wash at the rear of this vehicle type, resulting
in a less balanced wake. The influence of rotating wheels on spray dynamics has not been
directly studied due to the common practice to release spray from tyre surfaces, hence making
it obligatory to model rotation in the first place. This agrees with the typical experimental
conditions used in soiling tests, in which the wheels are usually set to motion while the
ground is kept stationary. Nevertheless, any change in the interaction between the base wake
and the rear wheel wakes will inevitably affect the rear-surface contamination (Jilesen et al.,
2017). For example, Lajos et al. (1986) estimated the increase in mud concentration on the
base of a bus by 16-20%, caused entirely due to wheel rotation.
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The influence of a moving ground has been studied by Landström et al. (2009), who noticed
a significant increase in flow in-wash towards the centreline of the model behind the rear
wheels. This also resulted in a reduced aerodynamic drag of a passenger hatchback vehicle.
According to Jilesen et al. (2013), the introduction of a moving ground in simulations with a
production SUV vehicle increased flow up-wash at the rear and reduced the length of the
vehicle wake, letting spray maintain more of its momentum and more readily reach the base.
This study also showed that the wake is laterally more unsteady when the moving ground is
considered. Lajos et al. (1986), who carried out a study on mud deposition on bus geometries,
reported that the effect of the moving ground is very much dependent on the body shape and
the ground clearance. On the one hand, the motion of ground increases the underbody flow
rate, which in turn enlarges the quantity of mud entraining into the near wake. On the other
hand, it can significantly change the flow pattern in the wake and decrease mud deposition.
For example, he noted that the rear stagnation point can shift down due to ground motion.
It is assumed that this would cause deposition either to shift or expand vertically. For the
two bus geometries, Lajos et al. (1986) reported 34% increase and 18% reduction in the
deposition when the ground motion was considered.
5.2 Geometry and Test Cases
The physical model used in this study was the generic SUV model with the roof taper and
bottom diffuser set to 0◦ and 10◦, respectively. The model has been already presented in
Figure 3.36a (configuration 3) in Chapter 3. This configuration of the generic SUV model
was selected over the other model variations due to its overall resemblance to the 2005MY
Land Rover Discovery 3, which has been frequently used in soiling studies (Gaylard and
Duncan, 2011; Jilesen et al., 2013) due to its susceptibility to rear soiling. Likewise the
chosen SUV configuration, the aforementioned production vehicle has a relatively square
rear surface with a moderate bottom diffuser.
Four numerical cases were considered, which allowed for a smooth transition from a simple
WSO case to a physically more complex problem that considered wheel rotation and ground
motion. All numerical cases are given in Table 5.1.
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Table 5.1 Computational cases considered.
Case Abbreviation Description
1 WSO Wheels supported by stand-offs (Baseline case).
2 FG&FW Fixed ground and fixed wheels in contact with the ground.
3 FG&RW Fixed ground and rotating wheels.
4 MVG&RW Moving ground and rotating wheels.
5.3 Numerical Set-up
The computational domain and mesh topology were the same as those used in previous
studies in Chapters 3 and 4. The inlet and outlet boundary conditions were also conserved.
Each numerical case and its boundary conditions are given in Figure 5.1. In the FG&RW and
MVG&RW cases, the rotational velocity boundary condition was applied to rotate wheels
at an angular velocity of 500 rad/sec. This is equivalent to a translational speed of 40 m/s,
matching the inflow velocity. This is the most straightforward method of including wheel
rotation in a CFD simulation which is generally used for solid, cylindrical wheels. For
more realistic wheel shapes the Moving Reference Frame (MRF) (Landström et al., 2009;
Wäschle, 2007) approach is recommended, which attempts to model the added momentum
generated as a result of unsteady mass flow through the rotating wheel. In order to simulate
the moving ground plane in the MVG&RW case, a velocity of 40 m/s was applied to the
corresponding surface, matching the flow direction. The same approach to model wheel
rotation and ground motion was also used by Forbes et al. (2017), who investigated the
influence of these boundary conditions on the aerodynamics of the generic SUV geometry,
configured differently.
Similarly as in the previous chapter, the continuous phase was computed using the IDDES
approach, with the RANS branch of this hybrid method making use of the Spalart-Allmaras
turbulence model. The all-y+ approach was used to model the boundary layer, suggested
by Spalding (1961). For each case, an initial single-phase simulation was run to compute 1
second of simulated time and therefore establish the flow field. Then, soiling simulations
were run to compute 1.5 seconds of the deposition process. This was also the time period
over which the forces and volumetric fields were averaged.
In soiling simulations, a single spray injector was used, located in the usual position behind
the left rear wheel, also indicated in Figure 5.1a. The numerical contaminant was developed
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(a) WSO (Baseline) (b) FG&FW
(c) FG&RW (d) MVG&RW
Fig. 5.1 Wheel and ground boundary conditions in all studied cases.
spray obtained in Chapter 4, which had improved the qualitative numerical results for a
different configuration of the same physical model. A total of 25 million parcels were
released per each second of simulated time, leading to a well-refined spray. The momentum
back-coupling was not simulated and the modelled forces were sphere drag, shear lift and
gravity. Table 5.2 summarises the numerical setup used in simulations discussed in this
chapter.
Due to the fact that no experimental data were available for the FG&FW, FG&RW and
MVG&RW cases, it was first crucial to make sure that the chosen numerical set-up is able
to accurately simulate the baseline WSO case, for which the aerodynamics and soiling
experiments had been carried out.
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Table 5.2 Summary of the numerical setup used in simulations with the generic SUV model
(configuration 3) to study the influence of boundary conditions on spray.
Numerical approach Main boundary conditions
Numerical method
IDDES
Spalart-Allmaras
Inlet velocity 40 m/s
PISO correctors 3 Corresponding ReL 2.77×106
Under-relaxation
p: 1.0
U: 1.0
ν˜ : 1.0
Inflow turbulence none
Time step 2.5×10−5 s. Outlet atmosphericpressure
Near-wall treatment
hybrid Spalding
function
Spray
Injector type Full cone 90◦
Injector position and direction Behind rear left wheel; 45◦ downstream
Spray size distribution ’Developed’ spray obtained in Chapter 4
Initial spray speed Measured: varies from 8 m/s to 46 m/s
Forces considered Drag, gravity, shear lift
Contaminant water (ρ = 1000kg/m3)
Number of tracked parcels 25×106
Simulated soiling time 1.5 s.
5.4 Validation of the Baseline (WSO) Case
Although the numerical and experimental results for the baseline configuration of the generic
SUV with 0◦ rear roof taper and 10◦ bottom diffuser have been already presented in Chapter
3, both the numerical and experimental set-ups used in the current study have been refined
and the quality of data (soiling data, in particular) has been improved. In particular, the
fields were time-averaged over a longer time period. In addition, the numerical spray used
more parcels, leading to a better-refined spray. Figure 5.2 shows the time-average base
pressure distribution, obtained experimentally and numerically. The numerical data shows a
remarkably better-converged pressure distribution pattern than the one presented in Figure
3.37d in Chapter 3. Similarly as before, CFD predicts weaker suction close to the base.
Nevertheless, the numerical prediction of the wake structure is very accurate and can be
seen in Figure 5.3. CFD appears to predict a slightly weaker upwash from the diffuser,
possibly being the reason for a small discrepancy in the location of the bottom vortex in
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Figure 5.3d. On the other hand, the corresponding plane is located centrally and even a small
asymmetry in the wake can make the comparison difficult. The predicted and experimental
force coefficients for the WSO case can be seen in Table 5.3, which shows that the drag
has been accurately predicted while there is a disagreement in the coefficient of lift. The
reason for the discrepancy in lift has been already discussed in previous chapters and will be
reviewed again in the next section.
(a) (b)
Fig. 5.2 WSO case: (a) experimental and (b) numerical mean base pressure coefficient,
corrected for blockage effects.
Figure 5.4 presents experimental and numerical rear surface soiling patterns, obtained for the
baseline case. The base surfaces are coloured by soiling intensities, which are normalized by
the local maximum value. These are generated using 5 mm large cells in the post-processing
step. Figure 5.4a shows the new experimental pattern, which had not been available when the
work discussed in Chapter 3 was carried out. In the current study, the soiling experiment was
carried out over a longer time period, significantly improving the quality of the collected data.
Specifically, the experimental data were collected after a 57-second long soiling test. This
time was long enough to obtain a well-developed pattern but at the same time short enough to
avoid generation of any rivulets on the surface. The experiment described in Chapter 3 was
only 12 seconds in duration. This time was too short for enough liquid to deposit and form
a clear soiling pattern, also leading to a very ‘noisy’ soiling intensity plots. It is believed
that the noise was further enhanced due to small amounts of liquid that were left on the base
following the cleaning process, which was carried out after every test. Figure 5.4 shows that
a reasonably good agreement has been achieved between experiment and CFD that used the
developed spray, especially considering the relatively short simulated time. It is also worth
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(a) Exp; Y=0 m (b) Exp; Y=0.09 m (c) Exp; Y=0.17 m
(d) CFD; Y=0 m (e) CFD; Y=0.09 m (f) CFD; Y=0.17 m
Fig. 5.3 WSO case: experimental and numerical flow field shown on the vertical ZX planes.
pointing out that the pattern modelled with the developed spray matches the experimental
results better than the one modelled with the original spray.
(a) (b) (c)
Fig. 5.4 Soiling intensities for the wheel stand-off (WSO) case: (a) Experimental UV level;
(b) Numerical, original spray; (c) Numerical, ‘developed’ spray; Intensity is defined as the
percentage of the maximum in the image.
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The work presented in this section shows that the chosen numerical approach is able to
reasonably accurately predict the flow field and the pattern of spray deposition on the base
of the baseline generic SUV. This suggests that the numerical investigation can now be
extended to include rotating wheels and a moving ground plane. The analysis of aerodynamic
trends associated with these boundary conditions is carried out in the next section. Then, the
influence on the rear surface soiling will be discussed.
5.5 Trends in Forces due to Wheel Boundary Conditions
Table 5.3 presents the time-averaged force coefficients obtained for all cases considered. It
can be seen that the mean drag increases and the downforce reduces significantly when the
standoff pins are removed and the model is lowered and placed on the ground. Although it
is difficult to verify this trend due to the lack of experimental work, it is clear that the gap
between the wheelbase and the floor in the baseline case generates a region of high-speed air.
This results in a negative net pressure, thus increasing the downforce.
Table 5.3 Time-averaged force coefficients, all corrected for blockage effects.
C fcor
WSO (Baseline) FG&FW FG&RW MVG&RW
Exp CFD CFD CFD CFD
CDcor 0.434 0.439 0.444 0.433 0.431
CLcor 0.127 -0.015 0.077 0.022 -0.0125
The phenomenon mentioned above can be further studied using Figure 5.5, which shows
pressure distribution on the bottom surface of the wheel in WSO and FG&FW cases. In
the figure, grey area indicates the contact patch with the floor. It is clear from the figure
that the WSO case generates extra downforce due to a low pressure in the gap. This is also
one of the possible sources of discrepancy in the numerical prediction of lift for the WSO
baseline case. The floor in the CFD simulation is sealed while there is an annular gap around
the stand-off pins in the experimental setup. During experiments, some air is assumed to
be sucked through this gap from the balance room into the test section due to the pressure
difference. It is reasonable to assume that this would affect the flow within the gap and
reduce the amount of downforce it produces, explaining positive lift in the experimental data.
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(a) WSO (b) FG&FW
Fig. 5.5 Mean pressure coefficient on the rear wheel; Bottom view; Flow left to right.
When the wheels are set to rotate, the coefficients of drag and lift are reduced, which agrees
with the computational study carried out for a saloon car in Koitrand et al. (2014). By
introducing the moving ground plane both the lift and drag are further reduced, although
the drag is not affected as much as the lift. This trend from FG&FW to MVG&RW also
agrees with the results presented in Koitrand et al. (2014) (saloon car) and (Forbes et al.,
2017) (generic SUV with 30◦ rear bottom diffuser).
5.6 Effect of Wheel Boundary Conditions on Aerodynam-
ics and Soiling
5.6.1 Contamination Patterns
Figure 5.6 presents base soiling intensities obtained in four simulations. Here, soiling
intensity is defined as the local deposited mass relative to the maximum value found in all
four simulations. While the general shape of deposition in the FG&FW case is very similar
to the WSO case, Figure 5.6 shows that the pattern becomes confined to a smaller region
at the top centre of the base when the stand-off pins are removed and the model is lowered
so that the wheels can form a contact patch with the ground. The vertical distribution of
deposition is increased when the wheels are set to rotate in the FG&RW case. The addition
of the moving ground (MVG&RW case) further increases deposition in the left middle area
and leads to a wider pattern.
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(a) WSO (b) FG&FW
(c) FG&RW (d) MVG&RW
Fig. 5.6 Base soiling for simulations with four combinations of wheel and ground boundary
condition. Soiling intensity is defined as the local deposited mass relative to the maximum
value found in all four simulations.
The vertical distribution of spray on the base is linked to the mechanism of spray entrainment
into the wake. Figure 5.7 shows the ‘breathing’ nature of the wake, which determines the
longitudinal distance from the base at which spray is entrained. Figure 5.8 shows that early
(distance-wise) entrainment leads to a lower deposition on the base and vice versa. In the
FG&RW and MVG&RW cases, a larger fraction of spray is able to enter the wake closer to
the base than in the WSO and FG&FW cases, leading to lower deposition on the rear surface.
The reason for this can be explained by looking at the trends in the flow, discussed next.
Figure 5.9 shows the difference in the time-averaged horizontal U and vertical W velocity
fields between the FG&FW, FG&RW, MVG&RW cases and the baseline WSO case on the
vertical plane at Y = -0.09 m. The aforementioned plane is located approximately midway
between the centrelines of the left rear wheel and the base surface. This figure shows that
the mean vertical velocity W is increased when the stand-off pins are removed, possibly
explaining the tendency of spray to deposit in the top region on the base. The addition of
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(a) 1.328 sec. (b) 1.516 sec.
Fig. 5.7 Instantaneous spray (iso-surfaces show cell-based volume fraction, value 25×10−5)
and air velocity streamlines released behind the left rear wheel (FG&RW case); (a) Early
(distance-wise) and (b) late (distance-wise) entrainment of spray.
(a) Deposition within 1.298 - 1.348 sec. (b) Deposition within 1.49 - 1.546 sec.
Fig. 5.8 Paths of 220 particles released and deposited within specified time periods (FG&RW
case); Iso-surfaces (cell-based volume fraction, value 25×10−5) show spray at (a) 1.328 sec.
and (b) 1.516 sec.
rotating wheels alone or in combination with a moving ground plane results in the reduction
of the longitudinal U velocity in the diffuser and bottom near-wake region. This slows down
spray as it is advected into the near-wake region, influencing it to entrain closer to the base
and leading to an increased vertical distribution of deposition. Figure 5.9 suggests that this
effect is stronger for the MVG&RW case. This case also shows a significant reduction in
the vertical W component roughly 0.3 m away from the base, where the ‘late’ entrainment
generally occurs (see Figure 5.8b). This reduces ‘late’ entrainment, further explaining the
increased deposition in the middle left base region in the MVG&RW case.
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(a) FG&FW - WSO (b) FG&FW - WSO
(c) FG&RW - WSO (d) FG&RW - WSO
(e) MVG&RW - WSO (f) MVG&RW - WSO
Fig. 5.9 Difference in the mean longitudinal and vertical velocity components, Y = -0.09 m.
It has been shown in Figure 5.6d that the addition of the moving ground leads to a deposition
that is evenly distributed vertically across a wider area of the base than in the FG&RW
case. This can be explained using Figure 5.10, which presents standard deviation of vertical
and lateral velocity components for these numerical cases. It shows that the wake in the
MVG&RW case tends to be both laterally and vertically more unsteady, resulting in a
deposition explained above. This effect of the moving ground was also reported by Jilesen
et al. (2013).
156
Assessing the Influence of Rotating Wheels and Moving Ground Boundary Conditions on
Spray Dynamics
(a) FG&RW, Y = 0 m. (b) FG&RW, Z = 0.14 m.
(c) MVG&RW, Y = 0 m. (d) MVG&RW, Z = 0.14 m.
Fig. 5.10 Standard deviation of vertical (left) and lateral (right) velocity components on
planes at Y = 0 m and Z = 0.14 m, respectively; FG&RW (top) and MVG&RW (bottom).
5.6.2 Spray Entrainment and Deposition Rates
Figure 5.11 shows evolution of the total deposition and Figure 5.12 indicates the instantaneous
amount of liquid in the wake, all relative to the total/maximum value in WSO case. It can
be seen from Figure 5.12 that the instantaneous amount of spray in the wake becomes
considerably larger when the stand-off pins are removed and the model is lowered. This
is predominantly due to the reduced vertical distance between the recirculating structures
and the spray source, as more spray is available for entrainment into the wake. As a result,
considerably more spray becomes dispersed upwards in the FG&FW case (shown in Figure
5.13a), increasing the total deposition by 21% (see Figure 5.11).
Figure 5.14 shows that the down-wash, generated by the wheel-arch, is reduced when wheel
rotation is simulated. The modelled spray, which is directly affected by this due to the
location of its source, is, therefore, able to maintain more of its initial momentum and have
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Fig. 5.11 Evolution of base contamination. Fig. 5.12 Normalised mass in the wake.
(a) FG&FW - WSO (b) FG&RW - FG&FW (c) MVG&RW - FG&RW
Fig. 5.13 Difference in cell-based volume fraction of spray: Red iso-surface ( value −25×
10−6) - spray reduced; green iso-surface (value +25×10−6) - spray increased.
stronger upward dynamics. In addition, wheel rotation results in a recirculation bubble in
the region behind the contact patch of the tyre, which deflects the flow outwards. This is
further examined in Figure 5.15, which shows that the vertical velocity component near the
ground is increased and the longitudinal velocity component close to the diffuser surface is
reduced, adding up-wash to the flow. This effect caused by wheel rotation agrees with many
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previous studies (Forbes et al., 2017; Koitrand et al., 2014; Wäschle, 2007). The complex
interaction of the airflow around the rotating wheels and in the wheel arch also contributes
to a stronger wheel wake (see Figure 5.16), which is considered to be primarily responsible
for transporting spray into the base wake. All of the above lead to an increased vertical and
reduced lateral dispersion of spray, as can be seen in Figure 5.13b. As a result, the total
deposition is increased by 42% relative to the WSO case. It can be seen from Figure 5.13b
that the ‘early’ entrainment, which occurs approximately 0.2 m from the rear surface, is
significantly increased when the wheel rotation is considered, further explaining increased
deposition on the lower part of the base, shown previously in Figure 5.6c.
(a) FG&FW (b) FG&RW
Fig. 5.14 Mean vertical velocity component and air streamlines on the vertical plane at
Y=-0.175 m (wheel centre-plane).
Fig. 5.15 Difference in the mean longitudinal and vertical velocity components between
FG&RW and FG&FW cases (FG&RW-FG&FW) on the cross-plane at X=0.0 m. This
effectively shows the influence of rotating wheels.
Although it is realised that the flow around rear wheels is likely to be affected by the flow
upstream, the airflow in the front part of the test geometry is not covered in this work as it
does not directly influence tyre spray. However, readers are referred to Koitrand et al. (2014)
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(a) FG&FW, X=0.02 m (b) FG&RW, X=0.02 m
(c) FG&FW, X=0.05 m (d) FG&RW, X=0.05 m
Fig. 5.16 Normalised velocity magnitude and velocity streamlines shown for the FG&RW
case on cross-planes at (top row) X=0.02 m and (bottom row) X=0.05 m.
and (Forbes et al., 2017), which discuss the influence of front rotating wheels on the flow
downstream. The impact of isolated front rotating wheels on rear-soiling of a full-scale SUV
is given in Gaylard et al. (2014).
The addition of a moving ground plane (MVG&RW) increases the total deposition on the
base by 46 %, relative to WSO case. This is only 2.8 % larger than the total deposition in the
FG&RW case, suggesting that wheel rotation, at least for the physical model considered in
this work, is the primary contributor to spray entrainment into the wake. Indeed, Figure 5.17
shows that there is no further increase in the flow up-wash close to the spray source in the
wheel wake region due to the ground motion. On the other hand, the moving ground leads
to an increased lateral velocity component, as shown in Figure 5.18 and also reported in
Landström et al. (2009). This influences the spray and directs it inwards into the vehicle near-
wake, as shown in Figure 5.13c. This causes increased deposition as more spray becomes
available for entrainment.
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Fig. 5.17 Difference in the mean longitudinal and vertical velocity components between
MVG&RW and FG&RW cases (MVG&RW-FG&RW) on the cross-plane at X=0.0 m. This
effectively shows the influence of a moving ground.
(a) FG&RW - FG&FW (b) MVG&RW - FG&RW
Fig. 5.18 Influence of (a) wheel rotation and (b) ground motion on the mean lateral velocity
component, shown on the horizontal plane at Z=0.03 m. For reference: ground clearance is
0.061 m.
5.7 Summary
In this study, the influence of rotating wheels in isolation and in combination with a moving
ground has been assessed numerically for the generic SUV, configured to have 0◦ rear roof
taper and 10◦ bottom diffuser. A single spray injector was used to simulate tyre spray,
positioned behind the rear left wheel of the body. Due to the absence of experimental data
for cases that considered wheel rotation and ground motion, the numerical approach was
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first validated for the baseline case, for which both the aerodynamics and soiling tests had
been carried out. A very good agreement was achieved with the experimental data for
wake structure and surface deposition by using the IDDES turbulence modelling technique,
combined with Lagrangian particle tracking. On the basis of these results, the investigation
was then extended to include rotating wheels and a moving ground. This numerical method
was also able to correctly predict the expected trends in the aerodynamics due to these
boundary conditions, further confirming the suitability of the chosen approach.
The current study has shown that the patterns of rear-surface contamination, as well as the
deposition rates, significantly depend on the boundary conditions applied to the wheels
and the ground. For example, the total deposition was significantly increased when wheel
rotation was considered. This is associated with extra flow up-wash caused by the wakes of
rotating wheels, which are able to deliver more spray into the near-wake region, where it
then becomes available for further transport onto the base by the wake of the vehicle. As
a result, the lateral dispersion of this spray is reduced and the vertical motion is increased.
This also leads to a lower deposition on the base, as there is more spray available for ‘early’
entrainment close to the rear surface.
The total deposition was only slightly increased when the rotating wheels were modelled
in combination with a moving ground, suggesting that the wheel rotation is the primary
contributor to spray entrainment into the wake. The growth in the total deposition is associated
with the increased lateral velocity component towards the centre-line, in proximity to the
ground behind the body. This causes more spray to be directed inwards into the near-wake
region, adding to the total deposition as more spray becomes available for entrainment into
the wake. In addition, the modelling of the moving ground increased both the vertical and
the lateral unsteadiness of the wake. This caused a wider and more vertically distributed
deposition on the base.
Although the influence of wheel rotation and ground motion on realistic sprays, generated by
tyres, is yet unknown, the work presented in this chapter shows that consideration of these
boundary conditions may be important. While the most experimental and numerical work,
carried out by automotive companies, consider wheel rotation, the ground motion is usually
not taken into account. This is because soiling tests are generally conducted in climatic wind
tunnels, which often lack moving ground facilities.
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In this work, the influence of rotating wheels and a moving ground was assessed for wind
tunnel conditions. In other words, the computational domain had side walls and a ceiling, with
the cross-sectional area matching the one of the test section in the wind tunnel. Therefore,
additional work is required to study the influence of the wind tunnel walls on spray dynamics.
Chapter 6
Investigation into the Dynamics of Wheel
Spray Released from a Rotating Tyre
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6.1 Introduction
In the previous chapters, the spray source was positioned behind one of the rear wheels, in
an attempt to simulate a possible spray generated by the tyre contact patch as it rolls over
wet surfaces. Due to a reasonably good agreement achieved between CFD and experimental
results for cases which used fixed wheels, as well as the ability of the chosen numerical
model to predict trends in aerodynamics due to wheel rotation and ground motion, the work
is extended to investigate numerically spray dynamics ejected from rotating tyres.
The four primary mechanisms for water ejection by a rotating tyre have been identified
by Weir et al. (1978), who studied spray generated by heavy goods vehicles. The four
mechanisms are bow wave; side splash wave; tread pickup; capillary adhesion. These are
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illustrated in Figure 6.1. The first two categories are types of splash and the droplets that
they generate are usually large in size. The bow wave and side splash wave generally do
not contribute to vehicle surface contamination as the droplets follow a ballistic trajectory,
impacting either the under-body surfaces or falling back to the road surface. The problematic
spray, primarily responsible for self-soiling, is generated by the remaining two categories:
tread pickup and capillary adhesion. The tread pickup mechanism describes the process
in which water is passed through the tread grooves and is ejected early in the tyre rotation,
forming droplets that range from small (less than 1 mm) to reasonably large (3 to 5 mm)
(Weir et al., 1978). According to Koessler et al. (1957), who studied spray fog of free and
covered wheels, most of the spray is thrown off in an angle < 30◦. Some portion of water is
retained on the tyre as a result of capillary adhesion and is stripped off due to an incoming
air-stream later in tyre rotation, generating a very fine spray containing 1% of the water
volume picked up by the tyre tread (Weir et al., 1978).
Fig. 6.1 Splash and spray generation mechanisms for a single wheel (Weir et al., 1978).
The mechanism of tread pickup and subsequent water shedding was studied in detail by
Radovich and Plocher (2009), who analysed spray emerging from a rotating tyre using
high-speed imaging. The tyre had a single circumferential groove and was pressed against
another wheel which represented ground, both rotating. The authors explain that tyres eject
water sprays and droplets due to the breakup of thin sheets of fluid that are initially formed
between the tyres and the pavement (see Figure 6.2a). The development of the water sheet is
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shown in Figure 6.2b and is mainly due to the accumulation of water inside the tyre groove.
The breakup happens as a result of the hydrodynamic instability of water. This study also
showed that transition from sheet to spray is accelerated at high Weber numbers. Findings
in a follow-up study, presented in Plocher and Browand (2014), suggest that the design of
tyres may affect surface contamination. In particular, this study showed that grooves with
smaller characteristic dimensions drained quicker than the deeper grooves. Therefore, tyres
with deeper grooves were able to lift water further away from the ground, generating spray
higher up the rear face of the tyre. However, it is worth mentioning that the tyres used in the
aforementioned study were highly simplified and the aerodynamic effect of a vehicle was not
present.
(a) Tyre spray pattern. (b) Water leaving the tyre groove.
Fig. 6.2 Liquid sheet formation and break-up; Reprinted from Radovich and Plocher (2009).
The droplet size distribution produced by rotating tyres mounted on a full-scale car has been
studied by a number of researchers. Experiments were carried out by Shearman et al. (1998)
and Borg and Vevang (2006), aiming to quantify spray generated by moving lorries. The
measurements were taken some distance from vehicle rear surfaces (up to 50 m), suggesting
that the source of third-party contamination was of main interest. Shearman et al. (1998)
used a high-resolution laser-based system (PDA) to measure the distribution of droplet
diameter in a spray generated by a lorry moving at 96.6 km/h on a wetted test track. Borg
and Vevang (2006) used hydrophobic plates to identify droplet distribution in the wake at
different distances behind a moving track. The measured size distributions are shown in
Figures 6.3a and 6.3b. While the tyre spray measured by Shearman et al. (1998) is dominated
by small particles with a peak diameter of 9× 10−6m, the results presented by Borg and
Vevang (2006) show a very different distribution of droplet sizes with a larger peak size of
≈ 60×10−6m.
Unlike Shearman et al. (1998) and Borg and Vevang (2006), who focused on quantifying
spray responsible for third-party soiling, spray measurements obtained by Bouchet et al.
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(a) (b)
Fig. 6.3 Droplet size distribution measured experimentally by (a) Shearman et al. (1998) and
Borg and Vevang (2006).
(2004) at a distance of only 1 m behind the rear wheels of a test vehicle provide important
insights into the nature of spray responsible for self-soiling. The droplet diameter distribution
in the spray was measured in a wind tunnel at three different road speeds. The data is shown
in Figure 6.4. As can be seen in the figure, the peak droplet size at a speed of 40 km/h is
just below 0.3 mm. The distribution flattens out as the rotational speed is increased, leading
to a greater fraction of small droplets in the spray. The peak size is reduced to 0.2 mm at a
speed of 80 km/h. This suggests that the liquid sheet formation and the primary break-up
mechanisms depend on the driving speed, with break-up being stronger at higher velocities.
This is consistent with the founding by Goetz et al. (1995), who showed that the density of
spray generated by tyres is highly dependent on the rotation speed. According to Goetz et al.
(1995), the volume of water mist is more than doubled when speed increases from 60 to
80 km/h. This also coincides with the explanation by Maycock (1966), who stated that "at
speeds over 50 km/h, the intensity of splash and spray appears to increase at nearly three
times the rate of the increase in vehicle speed".
The most widely used numerical tyre spray model has been proposed by Kuthada and Cyr
(2006). The model was validated against experiments, carried out with a free rotating isolated
full-scale 205/55 R16 Michelin Pilot Primacy wheel mounted on a stub axle, with water
supplied to the roller at the contact patch (see Figure 6.5). The spray structure generated
by the wheel rotating at 80 km/h was visualised using laser light sheet illumination and the
diameter of particles injected from the tyre surface in the numerical model was iteratively
varied until the appropriate size was found and the topology of the modelled spray matched
the one determined in the experiments. In the numerical simulations, the tyre surface was
simplified as it did not have the full tread pattern, except for the longitudinal grooves (see
6.1 Introduction 167
(a) (b)
Fig. 6.4 Experiments carried out by Bouchet et al. (2004) for a full-scale passenger vehicle:
(a) test set-up and (b) droplet size distributions collected behind a rotating wheel for three
vehicle speeds.
Figure 6.7a). The rim was closed and different from that used in the experiment. According
to Kuthada and Cyr (2006), the experimental pattern was achieved when a particle diameter
of 0.2 mm was used in the numerical model (see Figure 6.6), thus matching the experimental
findings in Bouchet et al. (2004), who used the same flow conditions (see Figure 6.4). As
a result, this study provided a modelling approach for numerical simulations of vehicle
self-soiling that has been widely used by many researchers and car manufacturers (Gaylard
and Duncan, 2011; Gaylard et al., 2014; Hu et al., 2015; Jilesen, 2013; Jilesen et al., 2017,
2013; Schembri Puglisevich et al., 2016). However, it is interesting to note that although 0.2
mm particles had been suggested for a driving speed of 80 km/h in the work of Kuthada and
Cyr (2006) and Bouchet et al. (2004), most of the studies given above used 0.165 mm large
particles in their tyre spray model, yet still referring to the work of (Kuthada and Cyr, 2006)
and (Bouchet et al., 2004). It should be also emphasized that this approach of modelling
tyre spray has a range of limitations. First of all, the idea that a single particle size can be
used to characterise both the tread pickup and capillary adhesion mechanisms in the tyre
spray is very questionable. In addition, the model does not account for bow and side splash
waves and it does not consider the effect of the tyre tread design. Although the implication
of these simplifications is unknown, there are numerical techniques that could be used to get
a better insight into the physics of tyre spray by using other numerical approaches such as
the Coupled Level Set and Volume Of Fluid (CLSVOF) method (see (Dianat et al., 2017),
for example). In addition, Strohbücker and Niesner (2018) recently presented an approach
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for the direct simulation of tyre spray based on the meshless Finite Pointset Method (FPM),
which was able to model tread pickup and capillary adhesion mechanisms for a down-scaled
tyre model. However, the use of these techniques for a full-scale application would incur in
an excessively high computational cost.
Fig. 6.5 Test set-up in the FKFS Thermal Wind Tunnel to experimentally simulate tyre spray
(Kuthada and Cyr, 2006).
The more recent computational work carried out by Spruss et al. (2011) presented a correlation
that exists between the droplet’s circumferential release position, wheel velocity and droplet
diameter. In the numerical work, a fully detailed 205/55 R16 Michelin Pilot Primacy tyre
was used and is shown in Figure 6.7b. The rim was different from the one used in Kuthada
and Cyr (2006). A good agreement with the experimental spray pattern was achieved for the
same set-up as used in Kuthada and Cyr (2006), although the numerical information on the
circumferential droplet size distribution was not revealed. This will be further investigated in
the current chapter as the experimental data collected by Spruss et al. (2011), Kuthada and
Cyr (2006) and Bouchet et al. (2004) are extensively used here to develop the numerical tyre
spray models, which are then utilized in simulations with the generic SUV geometry.
6.1.1 Structure of this Chapter
In this chapter, three quarter-scale tyre spray models are developed and applied in simulations
with the generic SUV geometry. The models are based on the experimental data documented
in Kuthada and Cyr (2006), Spruss et al. (2011) and Bouchet et al. (2004), which present
useful insight into the properties of spray ejected by a full-scale rotating wheel. These studies
provide two very distinct sets of data. The experimental results obtained by Kuthada and
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(a) (b)
Fig. 6.6 Spray patterns obtained in (a) experiments and (b) simulations, both shown on the
vertical centre-plane (Kuthada and Cyr, 2006).
Cyr (2006) and Spruss et al. (2011) were collected for an isolated wheel and therefore refer
to an ‘undeveloped’ spray (the wheel was unloaded and there was no interaction between
spray and vehicle surfaces). The tyre spray model developed based on these data will be
referred to as Spray Model 1. It uses spatial distribution of particle sizes around the wheel
and will be discussed in further detail later in the chapter. On the other hand, the experimental
data collected by Bouchet et al. (2004) correspond to a ‘developed’ tyre spray since it was
measured 1 m behind the rear wheel of a commercial test vehicle. The ‘developed’ droplet
size distribution was measured for three different forward speeds of a vehicle. These are
used to develop two additional spray models, referred to as Spray Model 2 and Spray Model
3. Spray Model 2 uses the full droplet size distribution while Spray Model 3 uses only the
peak size. The latter is a typical approach employed in industry and by other researchers
(Gaylard and Duncan, 2011; Gaylard et al., 2014; Hu et al., 2015; Jilesen, 2013; Jilesen et al.,
2017, 2013; Schembri Puglisevich et al., 2016). All three models are given in Table 6.1. The
outline of this chapter is also shown below.
1. Develop three full-scale tyre spray models based on the experimental data documented
in Kuthada and Cyr (2006), Spruss et al. (2011) and Bouchet et al. (2004) for full-scale
cases.
2. Downscale these spray models to match the scale of the generic SUV geometry.
3. Apply downscaled tyre spray models in simulations with the generic SUV geometry to
investigate advection of the tyre spray.
170 Investigation into the Dynamics of Wheel Spray Released from a Rotating Tyre
Table 6.1 Description of all spray models.
Model name Description
Spray Model 1
Tyre spray model developed based on the data provided by Kuthada
and Cyr (2006) and Spruss et al. (2011). The model uses spatial
distribution of particle sizes around the wheel.
Spray Model 2
Tyre spray model developed based on the data provided by Bouchet
et al. (2004). It uses a full-size distribution of particles of the
‘developed’ spray, measured behind a test vehicle.
Spray Model 3
Tyre spray model developed based on the data provided by Bouchet
et al. (2004). It uses the peak size of droplets found in the same
distribution as used by Spray Model 2. This model represents the
typical approach used in industry and by other researchers.
6.2 Tyre Spray Model Development
6.2.1 Wheel Geometry
The geometry used to develop spray models is the same Michelin Pilot Primacy tyre as used
in Kuthada and Cyr (2006) and later in Spruss et al. (2011). While the overall dimensions in
full-scale simulations were matched (205/55 R16, which corresponds to a wheel diameter of
0.631 m), allowing validation of the numerical spray against the experimental spray pattern
presented in Kuthada and Cyr (2006) and Spruss et al. (2011), the tyre did not have the
tread pattern and the rim was different from the one used in the original studies. Also, the
stub axle system was not included. Although some discrepancy in the results due to these
simplifications was expected, it was assumed to be small as the physical model, shown in
Figure 6.7c, was able to represent the original wheel (see Figure 6.5) reasonably well. It
should be also stressed that neither of the numerical set-ups given in the original studies
((Kuthada and Cyr, 2006) and (Spruss et al., 2011)) fully replicated the experimental set-up,
shown previously in Figure 6.5.
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(a) (b)
(c)
Fig. 6.7 Wheel geometries used in (a) Kuthada and Cyr (2006), (b) Spruss et al. (2011) and
(c) current study. Green lines show particle emitter boxes.
6.2.2 Computational Set-up
The computational domain used in simulations with an isolated rotating wheel is shown in
Figure 6.8a. The dimensions of the domain (3.88Dw×3.88Dw×16.8Dw, where Dw is the
diameter of the wheel) were smaller than those in the original simulations in Kuthada and
Cyr (2006) and Spruss et al. (2011), which is why the walls were set to a symmetry boundary
condition. The ground was stationary and the pressure at the outlet was set to atmospheric
pressure. The boundary condition used for the inlet will be given later as it was different
for full-scale and down-scaled cases. The wheel, shown previously in Figure 6.7c, was
placed in the computational domain 7.3Dw away from the inlet and 9.5Dw upstream of the
outlet. It was sliced at a height of 0.008Dw to produce an approximate contact patch with the
ground. The rotational velocity boundary condition was applied to simulate wheel rotation
and the translational velocity was equal to the air velocity at the inlet. This was similar to the
numerical approach used in Kuthada and Cyr (2006). Depending on the scale of the wheel,
the computational domain was scaled along, which is why all dimensions given are relative
to the diameter of the wheel.
The topology of the volume mesh, generated using the blockMesh and snappyHexMesh
utilities, is shown in Figure 6.8b. There are three refinement boxes and prism layers around
the wheel. The all-y+ wall treatment was used in simulations to model the near-wall region.
The total number of cells is around 5 million.
The modelling of the continuous phase was the same as in the previous chapters. It was
computed using the IDDES approach, with the RANS branch of this method making use
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(a) (b)
Fig. 6.8 Computational set-up: (a) numerical domain and (b) topology of the volume mesh.
of the Spalart-Allmaras turbulence model. In each numerical case, the mean flow field was
obtained by time-averaging the instantaneous flow over a time period equivalent to 375 flows
past the wheel. The dispersed phase was modelled using the Lagrangian particle tracking
approach. A total of 26 particle emitter boxes (see Figure 6.7c), distributed evenly on 270◦
of the wheel surface, were used to release spray into the mean flow field. This was the same
as in Kuthada and Cyr (2006). The particles were released tangentially to the surface with
the same initial speed as that of the tyre outer surface.
6.2.3 Full-Scale Tyre Spray Models
Table 6.2 presents the key boundary conditions used in full-scale simulation, which matched
those used in Kuthada and Cyr (2006), Spruss et al. (2011) and Bouchet et al. (2004).
Table 6.2 Details of the key boundary conditions used in full-scale simulations with an
isolated representative wheel.
Case Dw Scale Onset flow Wheel angular speed
Full-Scale 0.631 m 100.0% 22.20 m/s (ReD = 934 ×103) 70.4 rad/s
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6.2.3.1 Spray Model 1
The current section presents the full-scale tyre spray model, developed based on the ex-
perimental data shown in Kuthada and Cyr (2006) and Spruss et al. (2011). In essence,
the numerical approach discussed in Kuthada and Cyr (2006) and Spruss et al. (2011) was
replicated and the particle sizes were iteratively varied and released into the mean flow field
from the surface of an isolated representative full-scale wheel until the spray topology seen
in the experiments (Figure 6.6a) could be achieved. Unlike Kuthada and Cyr (2006), who
suggested 200 µm particles to represent spray, Spruss et al. (2011) correlated the particle
diameter with the wheel translational velocity and particle’s circumferential release position,
hence demonstrating good agreement between the numerical and experimental spray by
using circumferential particle size distribution rather than particles of a constant diameter.
Unfortunately, the quantitative information on particle sizes was not disclosed. The current
work followed the same approach and a specific particle diameter was determined for all 26
release positions around the tyre surface, leading to the numerical spray shown in Figure
6.9b. It can be seen that the particle paths in the numerical model match the paths of droplets,
also shown in Figure 6.9a, reasonably well. The maximum and minimum particle diameters
in the spatial distribution are 604µm (giving St = 38.5) and 308µm (giving St = 10.02),
respectively. It should be emphasized that particle paths are very sensitive to their sizes since
drag is proportional to D2 and inertia to D3. Therefore, a relatively small change in particle
diameter can lead to a very different particle path. Nevertheless, it is unclear whether the
computational results presented in Kuthada and Cyr (2006), which suggest that particles of a
constant size are able to reproduce spray shown in Figure 6.6a, can be trusted. This is further
investigated in a section which discusses Spray Model 3. It should be also emphasized that
releasing particles into an unsteady flow field would most likely result in a slightly different
instantaneous spray pattern.
Although the paths of particles modelled numerically agree well with the visible paths of
droplets obtained experimentally (especially in the upper region), it can be seen that the
experimental spray topology in the region behind the contact patch is different. The high-
intensity regions highlighted in the experimental results in Figure 6.9a indicate a very dense
spray in this region, that is likely to be composed of many small droplets generated due to the
primary breakup of the liquid sheet leaving the tyre surface (see Figure 6.2). It is evident that
the current numerical model is unable to accurately reproduce spray in these regions, which
can be further studied in Figure 6.10. This figure shows that while the top region of spray is
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(a) (b)
Fig. 6.9 Spray patterns on the vertical centre-plane: (a) experimental (Kuthada and Cyr,
2006) and (b) numerical, modelled using Spray Model 1 (experimental spray is also shown
in the background).
very well captured by the model, the region close to the ground is not reproduced (clearly
seen in Figures 6.10c and 6.10d). It will be shown later in the chapter that this is the major
drawback of the current approach, as small and therefore responsive droplets, generated at
the contact patch, play a primary role in the rear-surface contamination phenomenon.
(a) (b)
(c) (d)
Fig. 6.10 Comparison of spray patterns visualized by laser light sheets in experiment (Spruss
et al., 2011) (left in each sub-plot) and generated using Spray Model 1 (right in each sub-plot):
shown on planes at (a) X = −rw; (b) X = 0; (c) X = 0.5rw; (d) X = rw.
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6.2.3.2 Spray Model 2
It has been mentioned that spray generated behind the contact patch is assumed to be primarily
responsible for the rear-surface contamination. It has been also shown that Spray Model 1 is
unable to reproduce spray topology in this region. To the author’s best knowledge, there is
currently no quantitative experimental data of spray generated specifically behind the contact
patch, making it difficult to model spray in this region. However, the experimental data
obtained by Bouchet et al. (2004) and shown previously in Figure 6.4 provide a good insight
into the ‘developed’ tyre spray, as it was measured behind a full-scale vehicle and contains
droplets of various sizes. For example, the smallest and largest droplets in the distribution
measured at a translational speed of 22.2 m/s, which matches the onset flow velocity used
in full-scale simulations in this work, are 10µm and 400µm, respectively. Unfortunately,
nothing is known about the origin of each specific droplet size. Therefore, a complete
distribution of particle sizes, measured at a speed of 22.2 m/s, is used in Spray Model 2, with
particles released randomly from all 26 emitter boxes. Figure 6.11b shows the topology of
the generated spray. The experimental spray (Figure 6.11a) obtained for an isolated wheel in
Kuthada and Cyr (2006) is shown for reference.
(a) (b)
Fig. 6.11 Spray patterns on the vertical centre-plane: (a) experimental spray collected for
an isolated wheel in Kuthada and Cyr (2006) and (b) numerical spray modelled using Spray
Model 2.
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6.2.3.3 Spray Model 3
The final spray model uses the peak size of the distribution employed in Spray Model 2
and represents the typical approach used by industrial companies and many researchers
(Gaylard and Duncan, 2011; Gaylard et al., 2014; Hu et al., 2015; Jilesen, 2013; Jilesen et al.,
2017, 2013; Schembri Puglisevich et al., 2016) to model tyre spray. The peak size of this
distribution is 200 µm, which matches the size used in Kuthada and Cyr (2006) to reproduce
spray generated by an isolated wheel (see Figure 6.6).
Figure 6.12b shows the topology of the numerical spray, obtained in this work by releasing
200 µm particles from the tyre surface of a representative wheel. It can be seen that this
numerical spray is significantly different from that collected experimentally (Figure 6.12a)
or numerically (Figure 6.6b) in Kuthada and Cyr (2006). Although some discrepancy in the
results due to differences in the geometries was expected, Figure 6.12b shows a very major
disagreement with the findings presented in Kuthada and Cyr (2006).
(a) (b)
Fig. 6.12 Spray patterns on the vertical centre-plane: (a) experimental spray collected for an
isolated wheel in Kuthada and Cyr (2006) and (b) numerical spray modelled using particles
of 200 µm in Spray Model 3.
Due to a substantial disagreement between the numerical results obtained in this work and
in Kuthada and Cyr (2006), an industrial CFD software, namely Star-CCM+ (CD-adapco,
2014), was used to verify the particle tracking algorithm implemented in OpenFOAM. Figure
6.13 shows a very good agreement between the two spray patterns, simulated for a simple
generic wheel. The wheel was not in contact with the ground, explaining the reason for the
relatively undisturbed particle paths seen behind the wheel. This numerical case suggests that
6.2 Tyre Spray Model Development 177
the particle tracking method used in OpenFOAM can be trusted, at the same time questioning
the computational set-up used in Kuthada and Cyr (2006).
(a) (b)
Fig. 6.13 Numerical spray obtained with 200µm large particles in (a) OpenFOAM and (b)
Star-CCM+ for a simple generic wheel.
6.2.4 Comparison of Full-Scale Spray Models
It has been shown that Spray Model 1 is able to reproduce spray generated by the capillary
adhesion mechanism and match spray topology in the top region while it does not account
for the primary breakup of spray in the tread pickup process. Figure 6.14, which presents
coverage areas for each spray model, shows that Spray Model 2 is able to better capture the
topology of spray behind the contact patch of the wheel, while also adequately reproducing
spray in the top region. This is because Spray Model 2 uses a complete droplet size
distribution, which contains particles of various sizes. As a result, it is able to capture the
capillary adhesion and tread pickup mechanisms reasonably well. Spray Model 3, on the
other hand, is able to reproduce spray formed by the tread pickup mechanism while it lacks
bigger particles to match the topology of spray in the top region. This suggests that the most
representative tyre spray model presented in this work is Spray Model 2.
6.2.5 Downscaled Tyre Spray Models
Now that the full-scale tyre spray models have been developed, the next step is to scale
them down to match the scale of the wheels mounted on the generic SUV vehicle (25.35%
of the full-scale Michelin Pilot Primacy wheel, referred to as quarter-scale). One of the
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Fig. 6.14 Iso-surfaces of the numerical sprays. Experimental data (Kuthada and Cyr, 2006)
is shown in sub-plots on the right-hand side.
available scaling techniques is the dynamic similitude approach (Bolster et al., 2011; Felder
and Chanson, 2009). According to the method, two bodies are considered dynamically
similar if they share the geometric, kinematic and dynamic similarity. For two geometrically
similar bodies of differing scales positioned in an incompressible, isothermal fluid flow, the
kinematic and dynamic similarity of the continuous phase can be achieved by conserving
the Reynolds number as it characterizes turbulent structures in the fluid. This means that
for the same isothermal fluid the size of the problem and velocity are inversely proportional.
The two important dimensionless parameters that can be used to scale the dispersed phase
are the Stokes number and the Weber number. While the Weber number is often used to
characterise secondary break-up, the Stokes number relates particle kinematics to the carrier
fluid dynamics. Therefore, the kinematic similarity for the dispersed phase can be attained
by conserving its Stokes number. It is worth mentioning that it is impossible to conserve
the Weber and the Stokes numbers simultaneously without modifying liquid surface tension,
which was not modified in this work as the secondary break-up was not considered.
In order to satisfy the dynamic similarity of the continuous phase around the representative
wheel, the diameter of which has been reduced from 0.631 m down to 0.160 m to match the
size of the wheel mounted on the generic SUV geometry, the wheel translational speed needs
to be increased from 22.2 m/s to 87.55 m/s. It is evident that the new flow conditions are not
the same as those typically used in simulations with the generic SUV model, referred to as
‘Target flow conditions’ in Table 6.3. In particular, the wheel-based Reynolds number is 2.19
times larger than the one used in this work with the generic SUV. The following sections
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further explain approaches used to scale each tyre spray model down to the appropriate scale,
as well as adjust spray for the ‘Target’ flow conditions.
Table 6.3 Downscaled numerical cases with an isolated representative wheel.
Case description Dw Scale Onset flow
Wheel angular
speed
Flow conditions
when downscaled
using the dynamic
similitude approach
0.160 m 25.35%
87.55 m/s (ReD
= 934×103) 1094.4 rad/s
‘Target’ flow
conditions 0.160 m 25.35%
40.00 m/s (ReD
= 427×103) 500.0 rad/s
6.2.5.1 Spray Model 1
Two steps are taken to estimate the properties of the quarter-scale Spray Model 1 at ‘Target’
flow conditions. All steps are shown in Figure 6.15. First, the numerical spray is scaled down
using the dynamic similitude approach. Then, the particle diameters are adjusted for the flow
conditions used in simulations with the generic SUV geometry.
Fig. 6.15 Diagram that shows steps in the development of the quarter-scale Spray Model 1.
Figure 6.16 presents the mean pressure coefficient and velocity streamlines on the centre-
plane in the full-scale and downscaled cases. This figure shows that the structure of the flow
fields is identical, confirming that the dynamic similitude scaling approach can be effectively
used when scaling is required.
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(a) Full-scale (b) Quarter-scale
Fig. 6.16 Mean pressure distribution and velocity streamlines on the vertical centre-plane in
full-scale and quarter-scale wheel cases.
To satisfy the kinematic similarity of the dispersed phase in Spray Model 1, the size of spray
around the wheel was reduced to 25.35% of the original full-scale size, ensuring that the
Stokes number was conserved. Figure 6.17 allows comparing the topology of spray modelled
for a full-scale wheel (also presented previously in Figure 6.9b) and for a downscaled wheel.
The experimental spray is shown for reference. It can be seen that the downscaled spray
matches the original and experimental spray patterns very well. Some very minor differences
can be seen between the numerical spray patterns in the upper region, where the downscaled
spray seems to be weaker.
(a) (b)
Fig. 6.17 Numerical spray modelled with (a) full-scale Spray Model 1 and (b) quarter-scale
Spray Model 1. Experimental spray (Kuthada and Cyr, 2006) is shown in the background for
reference.
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According to Bouchet et al. (2004); Maycock (1966); Weir et al. (1978), the tyre spray is a
function of vehicle velocity, which becomes finer as the forward speed increases. This can
be also seen in Figure 6.4, which shows that the ensemble-weighted average droplet size
is increased by approximately 15.5% when the speed of a full-scale vehicle is reduced by
a factor of 2. Assuming that the reduction in spray size with the forward speed is linear,
it can be estimated that the size of spray would increase by approximately 17.3% if the
vehicle speed was reduced by a factor of 2.19. The latter can be used to adjust the tyre spray
obtained in the first step of this scaling procedure for the ‘Target’ flow conditions. It should
be emphasized that this is a very crude guess that was used due to the lack of any alternative
experimental data. Figure 6.18a shows the original quarter-scale spray (presented previously
in Figure 6.17b) and Figure 6.18b shows the finalised quarter-scale spray, adjusted for flow
conditions used in simulations with the generic SUV. The experimental results are also shown
for reference. It can be seen that the spray pattern is very similar to the experimental pattern,
although the momentum of particles is not high enough to match it exactly. Figure 6.19
summarizes the circumferential particle size distributions determined in each step of the
development process.
(a) (b)
Fig. 6.18 Numerical spray modelled with (a) quarter-scale Spray Model 1 and (b) adjusted
quarter-scale Spray Model 1. Experimental spray (Kuthada and Cyr, 2006) is shown in the
background for reference.
6.2.5.2 Spray Models 2 and 3
It has been mentioned that the measurements collected by Bouchet et al. (2004) include three
sets of spray data, obtained for three different translational speeds of a test vehicle. The
full-scale Spray Model 2 used the droplet size distribution of a developed spray measured at
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Fig. 6.19 Circumferential size distribution used in Spray Model 1.
22.2 m/s, matching the test conditions that were employed to develop the full-scale Spray
Model 1. This was important as it allowed for a back to back comparison of two very different
spray models. Although the same procedure as the one explained in the previous section
for Spray Model 1 could be applied to downscale Spray Model 2, a different approach was
employed.
As can be seen from Figure 6.4b, the data collected by Bouchet et al. (2004) also includes
droplet size distribution measured for a full-scale vehicle tested at 11.1 m/s. If this case
was to be scaled down to a quarter-scale using the dynamic similitude approach, the onset
flow velocity would have to be increased and the size of droplets in the distribution would
have to be reduced by a factor of 4. This means that the new onset flow velocity would be
44.4 m/s, which is only slightly larger than the ‘Target’ onset flow speed used in this work.
Assuming that the difference in the generated spray between a vehicle moving at 40 m/s and
44.4 m/s is insignificant, the respective downscaled spray data can be used in quarter-scale
computations that simulate ‘Target’ flow conditions. This means that the second step in figure
6.15 can be ignored. Figure 6.20a presents the topology of spray generated with the new
quarter-scale Spray Model 2, simulated for an isolated rotating representative wheel. Same
as in the full-scale case the downscaled Spray Model 3 uses the peak size of the distribution
employed in the quarter-scale Spray Model 2, which is 61µm. The topology of this spray is
shown in Figure 6.20b.
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(a) (b)
Fig. 6.20 Topology of spray modelled using the quarter-scale (a) Spray Model 2 and (b)
Spray Model 3.
6.3 Application of Spray Models in Simulations with the
Generic SUV
6.3.1 Numerical Setup
The generic SUV model used in this work was configured similarly as the one used in
Chapter 5 (roof taper and bottom diffuser set to 0◦ and 10◦, respectively), in which the effect
of rotating tyres and a moving ground plane was studied. In this work, the ground was
stationary but the wheel rotation was taken into account, which is equivalent to the FG&RW
numerical case presented in the previous chapter. This particular numerical case was selected
as it considers the typical test conditions used in the experiments by the most industrial
companies, in which they commonly release spray from rotating wheels supported by rollers
while keeping the ground stationary.
Three spray models developed in the previous sections of this chapter were used in this work.
Figure 6.21 shows the topology of these sprays when released from 26 particle emitter boxes,
located on the surface of an isolated generic wheel of the SUV geometry. While this is the
typical approach used by the majority of researchers (Gaylard and Duncan, 2011; Hu et al.,
2015; Jilesen et al., 2017, 2013; Kuthada and Cyr, 2006) , in simulations with the generic
SUV geometry parcels were released randomly from a complete 270◦ surface area of the
tyre. This also means that the released mass was evenly distributed around the wheel. This
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is a simplification as a number of studies have suggested that the largest amount of spray
is produced due to the tread pickup mechanism in the contact patch region (Koessler et al.,
1957; Weir et al., 1978). The injection approach, shown for an isolated representative wheel,
is demonstrated in Figure 6.22. Table 6.4 summarises the numerical setup used in simulations
discussed in this final chapter.
Table 6.4 Summary of the numerical setup used in simulations with the generic SUV model
(configuration 3) to study spray dynamics released from a rotating tyre.
Numerical approach Main boundary conditions
Numerical method
IDDES
Spalart-Allmaras
Inlet velocity 40 m/s
PISO correctors 3 Corresponding ReL 2.77×106
Under-relaxation
p: 1.0
U: 1.0
ν˜ : 1.0
Inflow turbulence none
Time step 2.5×10−5 s. Outlet atmosphericpressure
Near-wall treatment
hybrid Spalding
function
Spray
Spray injection Surface of the rear left tyre
Initial spray speed Same as flow speed.
Forces considered Drag, gravity, shear lift
Contaminant water (ρ = 1000kg/m3)
Number of tracked parcels 25×106
Simulated soiling time 1.5 s.
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(a) Spray Model 1.
(b) Spray Model 2. (c) Spray Model 3.
Fig. 6.21 Demonstration of three spray models and their patterns on the vertical centre-plane
when released from the surface of an isolated rotating generic wheel of the SUV geometry.
Fig. 6.22 Demonstration of spray release approach, shown for Spray Model 1.
186 Investigation into the Dynamics of Wheel Spray Released from a Rotating Tyre
6.3.2 Results
6.3.2.1 Soiling Patterns and Spray Structures
Figure 6.23 shows soiling intensity plots for the rear surface of the generic SUV model,
obtained in the numerical cases which used all three tyre spray models presented above. It
can be seen that all numerical cases show a very similar location of the highest contamination,
which is in the top middle region of the base. In addition, unlike the results presented in
Chapter 5 for the original spray modelled in the same numerical setup, the vertical distribution
of deposited spray in all cases shown in Figure 6.23 is significantly smaller, which is why
all contamination patterns closely match the experimental pattern obtained for the baseline
WSO case, shown previously in Figure 5.4a. This is very likely due to a different spray size
and spray injection setup used in these simulations. The original spray model used particles
of smaller size and injection was carried out from a single point in space. Due to the reduced
inertia of smaller particles, this spray was more sensitive to the unsteady structures in the
flow field. This means that it was more susceptible to dispersion and entrainment into the
near-wake region close to the base, where it was available for further entrainment into the
wake and deposition on the lower part of the rear surface. This suggests that for the same
flow field the size of particles and injection setup can influence the details and amount of
deposition, although the fundamental contamination pattern is mainly governed by the flow
field.
Figure 6.23c also shows that deposition modelled with Spray Model 3 covers a wider area on
the base than that modelled with Spray Model 2, in Figure 6.23b. Although the difference
between the two patterns is small, this still can influence the design of a vehicle. It is also
reasonable to assume that the difference in the patterns will be more obvious for bodies
which produce flow structures of greater complexity. Hence, this suggests that not taking into
account the complete size distribution of spray may lead to an inaccurate prediction of the
details of rear surface contamination, which may ultimately result in an unoptimised vehicle
design.
While the rate of deposition will be discussed later, Figure 6.23 shows that the amount of
deposited spray is significantly reduced in simulations which used Spray Model 1. This can
be further examined by studying Figures 6.24 and 6.26. To begin with, Figure 6.24 shows
the iso-surfaces of the time-averaged sprays modelled with Spray Model 1, Spray Model 2
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(a) Spray Model 1. (b) Spray Model 2. (c) Spray Model 3.
Fig. 6.23 Base soiling intensities obtained with three tyre spray models, normalised against
the maximum value in case (b).
and Spray Model 3. It can be seen that while the topology of Spray Models 2 and 3 are very
alike, the topology of spray generated with Spray Model 1 is significantly different. In fact,
this spray can be broken down into three distinct components.
1. A layer of liquid spread along the ground.
2. Jet spray formed behind the contact patch.
3. A layer of liquid formed due to spray pushed sideways from the wheelhouse.
Figure 6.26 can be used to further understand the dynamics of particles released behind the
contact patch, which appears to be the primary region of mismatch between Spray Model 1
and 2 (as well as Spray Model 3). This figure presents paths of particles tracked from 400
points distributed evenly between the first four (see Figure 6.25) circumferential positions
on the whole width of the tyre. The paths are coloured by particle diameter. The numerical
case that used Spray Model 3 is not shown as it is very similar to the one simulated with
Spray Model 2. Figure 6.26a shows that large particles of Spray Model 1, released behind
the contact patch, are mainly driven by their high initial momentum. Since there are no
vehicle surfaces in their path, they are able to entrain into the near-wake region as a strong
jet. However, they tend to advect along the shear layer of the wake as their inertia stops them
from being reversed and deposited on the base of the model. This also results in a reduced
deposition. For example, Figure 6.27a indicates that while the instantaneous mass in the
wake is very similar in all cases, Figure 6.27b shows that the instantaneous deposition is
significantly reduced for the case which used Spray Model 1. It is also interesting to note that
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(a) Spray Model 1. (b) Spray Model 2 and 3.
(c) All sprays shown together; back view.
Fig. 6.24 Iso-surfaces of the mean volume fraction (value 2.5×10−5) that show the time-
averaged sprays generated with Spray Model 1 (blue), Spray Model 2 (red) and Spray Model
3 (green).
the instantaneous deposition of this spray occurs at very distinct fixed intervals, suggesting
that it is mainly responsive to low-frequency large-scale flow structures.
Figure 6.26b shows that the presence of small, low-momentum particles in Spray Model
2 leads to increased mixing and dispersion. As a result, the first two spray components
indicated above are merged together. This also means that interaction between the wheel and
vehicle wakes has a greater impact on spray. Figure 6.24c, for example, shows that the air
flow is able to more effectively direct spray inwards into the near-wake region, thus further
enhancing entrainment and deposition.
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Fig. 6.25 Evenly spaced points around 258◦ of the tyre, from which particle paths are
generated for spray demonstration.
(a) Spray Model 1.
(b) Spray Model 2.
Fig. 6.26 A total of 400 particle paths generated by tracking spray from evenly distributed
points on the tyre surface at circumferential points 1-4, shown in Figure 6.25.
6.3.2.2 Spray Responsible for Rear Surface Contamination
One of the objectives of this study was to find out whether it is possible to simplify the tyre
spray modelling. For example, is it crucial to model spray produced by the whole tyre surface
or is it sufficient to only model spray released from some specific regions on the tyre? To
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(a) (b)
Fig. 6.27 Instantaneous (a) amount of spray in the wake region and (b) deposition on the
base. All data have been normalised against that obtained with Spray Model 1.
understand this, it is worth looking where the spray that deposits on the base of the vehicle
originates from on the tyre surface. Figure 6.28 shows the paths of randomly picked 350
parcels, tracked from their deposition location back to their source. The paths are coloured
by the angular release position, which had been assigned to each parcel upon the injection
in the numerical simulation. This figure shows that the majority of the deposited parcels
were released from the rear bottom region of the tyre. This is particularly evident for spray
produced with Spray Model 1.
Figure 6.29 presents a thorough analysis of the source of the deposited spray, as it links
each deposited parcel to its circumferential release position on the tyre surface. The data
is grouped into bins of 2.5◦ and shown as a fraction of the total mass of deposited spray.
The cumulative fraction of the deposited spray released from each quarter of the wheel is
also given. It can be seen that the data presented in Figure 6.29 agrees well with that shown
in Figure 6.28, both of which indicate that the largest fraction of the deposited mass in all
simulations was released from a relatively small region behind the contact patch. Figure 6.29
shows that the fraction of the deposited spray released from 0◦ to 180◦ of the tyre surface is
smaller when Spray Model 1 is used rather than in the Spray Model cases 2 and 3. However,
the source of deposited spray in Spray Model cases 2 and 3 is different, in the sense that
a slightly larger fraction of spray released from 0◦ to 180◦ of the tyre surface in the Spray
Model 3 case is able to reach the base.
6.3 Application of Spray Models in Simulations with the Generic SUV 191
(a) Spray Model 1. (b) Spray Model 2.
Fig. 6.28 Paths of 350 parcels that had been released at 1.1 seconds and deposited on the rear
surface by 1.2 seconds of simulation.
It has already been mentioned that spray released from 0◦ to 180◦ of the tyre surface is
prone to interact with the walls in the wheelhouse region. In these simulations, particles
were set to rebound upon impingement on the wheelhouse or wheel surfaces, but they were
allowed to stick to any other walls. To see how significant the interaction between spray,
wheelhouse and wheel surfaces was, the numerical solver had been modified to count the
number of times each parcel rebounded from any of these walls. Figure 6.30 shows the paths
of particles coloured by the number of rebounds, tracked from three different regions on the
tyre surface. Figures 6.30a and 6.30b show that spray released from points 1-4 (behind the
contact patch) does not significantly interact with the walls, as it is advected directly into
the near-wake region. Figures 6.30c and 6.30d show that the majority of parcels released
from points 5-11 travel through the passage between the wheel and the wheel-arch surfaces.
As a result, there is a strong interaction between particles and walls, which is particularly
evident in the numerical case that used Spray Model 1. In addition, it can be seen that many
parcels of Spray Model 1 impinge on the ground once they have left the wheelhouse. The
parcels that do not fall on the ground (parcels that carry small particles of Spray Model 2,
in particular) are redirected away and form a layer of liquid that stretches along the floor.
Figures 6.30e and 6.30f indicate that spray released from the front part of the wheel (points
12-26) significantly interacts with the walls in the wheelhouse region. A large fraction of
particles released from these positions is pushed sideways and outwards from the wheelhouse
into the free-stream. They seem to be unable to entrain into the wake behind the vehicle,
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(a) Spray Model 1.
(b) Spray Model 2. (c) Spray Model 3.
Fig. 6.29 Angular release position of deposited parcels (expressed as a fraction of the total).
only slightly contributing to the deposition. The rest of spray travels through the passage
between the wheel and the wheel arch surfaces, just like the spray released from points 5-11.
Some fraction of spray simulated with Spray Model 2, released from the region mentioned
above, does not impinge on the ground once it has left the wheelhouse. Contrarily, it is able
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to advect into the wake region and eventually deposit on the base. It can be seen, however,
that a large fraction of the deposited particles of this spray are prone to interact with the walls
before they become available for entrainment into the wake.
In general, it is reasonable to assume that spray which interacts with the wheel arch surfaces
forms liquid films. Assuming that re-entrainment from the film back into the flow is insignifi-
cant, particles that have bounced off from these surfaces could be ignored in the analysis,
in which case the fraction of the total deposited mass originated behind the contact patch
would be further increased. This is presented in Figure 6.31, which clearly shows that only a
very small amount of spray (0.21%-1.67%, depending on the spray model) released from
0◦ to 180◦ of the tyre surface is able to reach the base without interacting with the walls.
This means that spray released from a small region behind the contact patch contributes to
the total deposition by more than 98%. It has been also mentioned that the previous studies
showed that the largest amount of spray is generally thrown off in a small angle due to
the tread pickup mechanism. Therefore, everything mentioned above suggests that the tyre
spray modelling could be significantly simplified by only modelling spray behind the contact
patch, especially in the numerical cases that do not take into account splash and liquid film
formation. Alternatively, the modelling of these mechanisms in the wheelhouse region is
required. Particle splash is assumed to be primarily important as it can form many small
particles that are more likely to re-entrain back into the flow. On the other hand, they may
further interact with the walls, losing mass due to the formation of films, until there is very
little liquid left that is available for advection. It is also important to emphasize that sprays
formed due to droplets splashing in the wheelhouse region will not necessarily deposit on
the base, as they might not have enough inertia to detach from the recirculating motion of
the carrier fluid in the wake of the vehicle. The effect of liquid film stripping off from the
rear bottom edge of the wheel arch and its significance on rear surface contamination still
needs to be properly studied. It is assumed, however, that droplets formed as a result of this
mechanism are large in diameter. Hence, they are mainly affected by gravitational forces,
which make them fall down to the ground.
Figure 6.32 shows the evolution of contamination in all three studied cases with time, all
normalised against the total contamination in the case which used Spray Model 1. It is
interesting to note that the total contamination obtained in the other two cases is very similar.
This figure also shows that disregarding bounced-off particles reduces the total contamination
on the base. The reduction in the total contamination is particularly significant for Spray
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(a) Spray Model 1. (b) Spray Model 2.
(c) Spray Model 1. (d) Spray Model 2.
(e) Spray Model 1. (f) Spray Model 2.
Fig. 6.30 Paths of parcels released from the following circumferential positions (shown
previously in Figure 6.25): top row 1-4 (-78deg to -47deg); middle row 5-11 (-47deg to
25deg); bottom row 12-26 (25deg to 180deg). The inset figure also indicates the region of
the wheel from which spray is emitted on each row.
Model cases 2 and 3. This is because the particles present in these sprays, when released from
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(a) Spray Model 1.
(b) Spray Model 2. (c) Spray Model 3.
Fig. 6.31 Angular release position of deposited parcels (expressed as a fraction of the total),
ignoring the parcels that bounced off from the wheel-arch surfaces.
the front part of the wheel, are very likely to reach the base even though they significantly
interact with the walls (seen in Figure 6.30d and particularly in Figure 6.30f).
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Fig. 6.32 Numerical evolution of base contamination; Deposited mass in all cases has been
normalised against the total contamination obtained for Spray Model 1 case.
6.3.3 Summary
In this chapter three tyre spray models were developed based on the full-scale experimental
work of Kuthada and Cyr (2006), Spruss et al. (2011) and Bouchet et al. (2004). The models
were then scaled down and used in simulations with the generic SUV geometry to study the
dynamics of tyre spray.
The first model used the circumferential size distribution of particles and was developed by
numerically matching the pattern of experimental spray released from an isolated rotating
wheel. It used particles of a relatively large size in order to capture the trajectories of the
largest droplets, which could be seen in the experimental data. As a result, this model was
able to reproduce the overall shape of the spray formed as a result of the capillary adhesion
mechanism. The fine spray formed due to the break-up of the liquid sheet at the contact patch
of the wheel (tread pickup mechanism), however, was not reproduced. The second model
employed the data of a developed tyre spray and used particles of various sizes, ranging
from very small to significantly large. As a result, this spray was able to reproduce both the
capillary adhesion and tread pickup mechanisms reasonably well. To replicate the general
approach commonly used by many researchers in tyre spray modelling, the third model used
particles of a single size. This model was able to reproduce the tread pickup mechanism, but
the particle size was insufficient to capture the capillary adhesion mechanism properly. It was
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also shown to be impossible to replicate the complete spray pattern with any single particle
size. As a result, the most representative tyre spray model implemented in this work was
deemed to be the second model, which used the full distribution of a ‘developed’ tyre spray.
The method of dynamic similitude was found to be effective in scaling the full-scale tyre
spray models down to match the scale of the generic SUV vehicle, thus suggesting that
the down-scaled simulations are capable of reproducing the full-scale soiling scenarios
reasonably well.
While the region of the highest contamination on the base of the generic SUV model in
simulations which used all tyre spray models was similar, the details of patterns were different.
For example, the contamination pattern obtained with particles of a single size was wider
than the one modelled with a full-size distribution. This suggests that taking into account
full droplet size distribution may be important to accurately model soiling and be able to
optimise the vehicle design accordingly. While the total deposition in these cases was broadly
similar, the total amount of mass on the base, obtained with the first model that used larger
particles, was significantly smaller. This was due to the nature of spray produced by this
model, which was unable to replicate the topology of spray formed as a result of the tread
pickup mechanism behind the contact patch of the wheel. The large particles present in this
spray were mainly driven by their initial momentum, taking on the ballistic trajectory upon
injection and were scarcely reversed and deposited on the base. It was therefore concluded
that it is mainly the small particles generated by the tread pickup mechanism which affect
soiling and contribute to the deposition.
This study has shown that the particles pushed sideways and outwards from the wheelhouse
into the free-stream air do not contribute to soiling as they do not entrain into the wake
behind the vehicle. Further work needs to be done to identify whether this is general for
any vehicle or is influenced by the design of the wheelhouse and the rear body. It was also
shown that there is a significant interaction between the walls in the wheelhouse region and
spray released from the front part of the wheel. For example, a large fraction of spray is
advected through the passage between the wheel-arch and the wheel, where it interacts with
the walls. In this work, particles were allowed to rebound from the wheelhouse surfaces.
Therefore, while some fraction of this ‘bounced’ spray was unable to escape the collision
with the ground, some particles were able to avoid the collision, entrain into the wake and
deposit on the base. It was therefore suggested that splash and liquid-film models may be
required to improve modelling of spray in the region mentioned.
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A very important conclusion of this work is that it suggests that the largest fraction of spray
that deposits on the base is released from a small region behind the contact patch of the
tyre. Although this was common across all spray models used in this study, further work
needs to be carried out to identify whether this is general or is significantly affected by the
design of the wheelhouse. If this is common, this would suggest that the numerical tyre spray
model could be simplified to only account for spray released from behind the contact patch
of a wheel, especially in simulations that do not account for particle splash and liquid film
formation in the wheelhouse region. Alternatively, the models indicated above need to be
used, although the effect of these mechanisms on the rear-surface soiling phenomenon is
yet unclear. It is also worth emphasizing that in all simulations carried out in this study, the
released mass was evenly distributed around the wheel. However, multiple previous studies
have shown that the largest amount of spray is released in a small angle behind the contact
patch of a wheel. This further supports the suggestion made in this work to only model spray
released from this region.
Chapter 7
Conclusions
The phenomena involved in vehicle rear surface contamination, and the numerical methods
required to model these have been investigated in this thesis using quarter-scale generic
representative bodies. Initially, this work used a single spray source to simulate the spray
generated by tyre interaction with a wet road. The tyre surface was stationary to match
experimental setup. The investigation was then extended to include more realistic conditions.
The thesis commenced by looking at the fundamental numerical methods that are essential in
the prediction of the flow field around bluff bodies, also assessing the importance of modelling
the full unsteadiness in vehicle soiling simulations. The numerical URANS approach that
used the realizable k− ε turbulence model was found to be unable to accurately simulate the
flow field behind a bluff simple geometry, also leading to an inaccurate prediction of base
contamination, modelled in this work using the Lagrangian approach. Considering the still
relatively extensive application of this numerical method, this is an important conclusion on
its own, although a different turbulence model or refined computational setup might have led
to a better agreement with the experiment. Instead, the high fidelity eddy resolving method,
namely the IDDES approach, was shown to be able to capture the flow field significantly
better, hence leading to the accurate soiling prediction. This highly accurate method was also
able to predict the trend in the soiling pattern when the upper taper angle of the rear of a test
geometry was changed.
The process of soiling was shown to be highly unsteady, with spray entrainment into the
wake driven by a complex interaction between the wheel and vehicle wakes. It was shown
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that the entrainment generally takes place between the core of the bottom rear vortex and
the wake closure point. The spray is then advected between the top and bottom vortex cores
and deposited onto the base, with deposition occurring primarily in regions of higher base
pressure. Therefore, as has been already suggested by several other researchers, the base
contamination is controlled by the orientation and the size of the mean wake ring vortex.
However, the process cannot be characterised using the mean wake structure alone as this
work has shown that spray advection, at least for the geometries tested in this work, is further
enhanced by the shedding of the top vortex, which throws spray backwards as it sheds. It
was therefore suggested that the spray deposition can be controlled via this mechanism.
A crude estimation of deposition was achieved by using the accurate mean flow field and
a simple statistical approach that attempts to model velocity perturbations seen by the
dispersed phase. As a result, accurate prediction of the mean flow field and the mean ring
vortex orientation was shown to be a prerequisite for credible estimations of spray deposition
patterns. Nevertheless, fully unsteady methods are essential if accuracy in modelling the
pattern and the rate of deposition is the priority. This is due to large-scale, spatially correlated,
flow structures behind the wheel that affect spray and can only be accurately modelled using
the unsteady eddy resolving methods, with the dispersed and the continuous phases simulated
concurrently. The advection and entrainment of spray into the wake of a test vehicle was
also shown to be very sensitive to the settings of the unsteady solver, further highlighting the
challenges associated with the quantitative predictions of this phenomenon.
The role of secondary mechanisms that tend to change spray properties, namely particle coa-
lescence, break up and liquid evaporation, and how these affect the dynamics and deposition
of spray was then assessed. The secondary break-up, modelled using the TAB formulation,
was found to be redundant, possibly due to the fine spray used. Including evaporation, esti-
mated using a simple one-dimensional model, removed small particles from the simulation
and reduced overall contamination. However, when used in combination with the O’Rourke
coalescence model, evaporation was found to be negligible as it was unable to influence large
particles, formed in this work within a short time upon injection as a result of coalescence, to
the same extent as it was able to affect smaller particles. As a result, the role of evaporation
was suggested to be highly dependent on the initial spray, spray release method and ambient
conditions. In this study, the effect of particle coalescence was superior, causing evaporation
to have little influence. It was also suggested that the role of evaporation is likely to be small
in tests carried out in controlled wind tunnel environments, which typically use a saturated
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atmosphere. In addition, sprays generated by tyres, besides water, generally contain a diverse
range of solid materials that are not affected by evaporation. On the other hand, in on-track
full-scale tests, especially in circumstances when the atmospheric humidity is reduced, the
residence times of particles relative to the evaporation time-scale may increase, in which case
the evaporation may have a more significant influence. Therefore, the role of evaporation in
full-scale cases that use realistic contaminant compositions and atmospheric conditions still
need to be further investigated.
The use of the coalescence model, although it improved the agreement with the experiment
in regard to the contamination pattern, was shown to be computationally very expensive. The
numerical effort was shown to increase exponentially with the number of parcels present in
the domain, thus making this collision modelling approach very unlikely to be used in full-
scale soiling simulations. It was suggested that the importance of considering the coalescence
of particles in soiling studies is highly dependent on the spray release method. In this work,
the spray was released from a single point in space, resulting in a significant coalescence
close to the source. This suggests that consideration of the coalescence mechanism may
be particularly important in simulations that attempt to model sprays ejected from a single
injector, such as the windshield or headlight washer sprays. It was shown that particle
coalescence for a spray that is injected from a single point in space can be accounted
for by using time-averaged spray properties, obtained outside the region of high particle
coalescence. In other cases, such as in the modelling of realistic sprays released from
full-scale representative tyre surfaces, coalescence may be significant if particle loading is
sufficiently high.
The investigation was then extended to include rotating wheels and a moving ground plane.
The influence of these boundary conditions on soiling was numerically studied for a spray
released from a single source behind one of the rear wheels of a test geometry. Wheel rotation,
modelled using the moving wall boundary condition, was shown to add extra upwash behind
wheels in the rear of the vehicle, leading to the increased vertical dispersion of spray close to
the model base. Due to the ‘breathing’ nature of the wake, more spray was able to entrain
into the wake close to the rear surface, leading to increased deposition on the lower part of the
base, thus expanding spray deposition vertically. The overall amount of the deposited spray
on the base was also significantly increased, suggesting that the wheel wakes are the primary
mechanism for transporting spray into the base wake. Currently, limitations associated with
the inability to use a moving belt in soiling experiments frequently force researchers to ignore
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the influence of this boundary condition. Consideration of a moving ground plane, however,
was shown to add extra lateral velocity component in proximity to the ground towards the
model centreline, enhancing spray transport inwards into the near wake region and ultimately
increasing the total deposition. Additionally, consideration of the ground motion was shown
to increase vertical, but mainly lateral wake unsteadiness, widening deposition on the base
relative to the case which only used rotating wheels. Taking into account that even smallest
details in spray deposition may influence vehicle design and the choice for the camera or
sensor placement location, consideration of representative boundary conditions, such as the
rotating wheels and ground motion, is crucial in the modelling of realistic soiling events.
With these conclusions, three tyre spray models were then developed based on the previous
full-scale experimental work, to numerically study more realistic soiling phenomena with a
single rotating tyre as a spray source. The first model used a circumferential particle size
distribution around the wheel, with the largest particles released behind the wheel contact
patch. While it was able to reproduce the region of spray formed as a result of capillary
adhesion reasonably well, the spray generated due to the tread pickup mechanism was not
captured. The second model used particle size distribution of spray measured behind a
test vehicle. This model was able to match spray topology generated by both the capillary
adhesion and tread pickup mechanisms reasonably well, primarily due to a wide range of
particle sizes in the distribution. The third model replicated the traditional method used by
many researchers and industrial companies to model tyre spray, in which the peak size of
the distribution was used. This model was able to capture the topology of spray generated
as a result of the tread pickup mechanism. On the other hand, spray formed as a result of
the capillary adhesion mechanism was not reproduced. The method of dynamic similitude
was shown to be effective in scaling full-scale models down to match the scale of the test
geometry, also suggesting that the downscaled soiling simulations are able to reproduce
realistic soiling scenarios.
When applied in simulations with the test geometry, these tyre spray models revealed different
spray behaviour. First of all, the total deposition obtained with the tyre spray model which was
unable to reproduce spray generated by the tread pickup mechanism was the smallest. This
immediately suggests that the tread pickup mechanism, which produces fine spray behind
the contact patch of the tyre, is primarily responsible for the rear surface contamination.
While the other two models were comparable in terms of the total deposition on the base, the
contamination pattern obtained with the single particle size was noticeably different from the
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pattern obtained with the complete particle size distribution, suggesting that the latter, which
is the most representative, should be ideally used in soiling simulations.
The analysis of spray source and deposition showed that the highest fraction of particles
deposited on the base in all simulations originated from a small region behind the contact
patch of the wheel. Additional work is required to identify whether this is general or it
depends on the wheelhouse and vehicle rear body design. If this is common across various
designs, it will suggest that the modelling of the tyre spray can be significantly simplified
by only considering spray released from the region behind the contact patch, which would
reduce the complexity and the numerical cost of the model. In this work, the spray was
uniformly distributed around the wheel. However, considering that several previous studies
have shown that the largest amount of spray is released in a small angle behind the contact
patch of a wheel, the idea to only model spray from the region mentioned above is further
justified.
The work presented in this thesis demonstrated the analysis of the process of vehicle rear
surface contamination and evaluated the existing numerical methods and models for their
ability to simulate the phenomena which drive this problem. This study has shown that there
are no alternatives but to model spray concurrently with the unsteady flow field, ideally along
with the consideration of secondary spray processes which may change spray dynamics. It
has been shown that the process of vehicle surface contamination is an aerodynamically
driven problem that is sensitive to the boundary conditions applied and that these need to be
representative of the real-world scenarios. The tyre spray model commonly in use among
researchers has been assessed and shown that this potentially can be significantly simplified,
which would reduce the computational effort and could ultimately speed up the vehicle
design process.
Finally, although the main topic of this thesis has been rear surface contamination, which is
the most significant constituent of a self-soiling scenario, the work presented in this thesis
could be potentially applied to investigate other vehicle soiling examples. One of the topics
that could definitely use the data documented here is body side soiling, in which spray formed
by the front tyres would need to be considered. In addition, the methods and ideas presented
in this work could be used to study a completely different source of vehicle soiling - the
third-party soiling. This type of vehicle contamination is driven by the tyre spray generated
by the upstream and passing vehicles. Therefore, the data included in this thesis could be
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actually used to come up with the appropriate upstream spray and flow conditions for the
investigation mentioned above.
Chapter 8
Future Work
Although the application of the downscaled generic car-like bodies has been shown to be
useful in understanding the requirements for rear surface contamination simulation, it would
be beneficial if the findings of this work could be verified for a full-scale fully-engineered
SUV. In addition, although this thesis have investigated a broad range of phenomena that
drive the rear surface contamination, there is always more work that can be done to further
understand the process. Therefore, to further the study, it would be useful to address the
following:
• The influence of the wheelhouse and the rear body design on spray deposition needs
to be studied to identify whether the tyre spray model can be simplified as suggested
earlier in the conclusions of this work.
• The spray-wall interaction mechanisms were ignored in this thesis. However, these
need to be addressed in future work to figure out whether the contribution of splash
and re-entrainment of droplets from liquid films is important.
• The influence of the rotating wheels and a moving ground plane have been studied in
this work. The effects associated with these boundary conditions are assumed to be the
same for a fully-engineered SUV. However, the influence of the wind tunnel walls was
not investigated and is yet to be addressed.
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• While this study investigated the secondary spray mechanisms, the effect of the
momentum back-coupling of spray with the continuous phase is yet to be properly
analysed.
The process of vehicle surface contamination has shown to be composed of a wide range of
complex multi-phase phenomena that are difficult to model. Therefore, the suggested work
outlined above is only a small fraction of what can be studied.
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