In the classical operator theory, there are several versions of spectra, related to special classes of operators (Fredholm, semi-Fredholm, upper/lower semi-Fredholm, etc.). We generalize these notions for adjointable operators on Hilbert C * -modules replacing scalars by the center of the algebra, and show that most relations between these spectra are still true for these generalized versions. The relation between these spectra of an operator and those of its compressions is also transferred to the case of Hilbert C * -modules.
Introduction
The Fredholm and semi-Fredholm theory on Hilbert and Banach spaces started by studying the certain integral equations which was done in the pioneering work by Fredholm in 1903 in [2] . After that the abstract theory of Fredholm and semi-Fredholm operators on Banach spaces was during the time developed in numerous papers. In this theory one studies for instance the properties and the relationship between certain classes of operators on a Banach space X among which the most elementary are Φ(X), Φ + (X), Φ − (X), the classes of all Fredholm, upper semi-Fredholm and lower semi-Fredholm operators on X, respectively. For the applications in this paper, we also need to recall the definition of the following subclasses:
. Some aspects of spectral semi-Fredholm theory were investigated in [6] , [12] . In [12] Zemanek considered compressions of bounded operators on Banach spaces and he gave a description of the Weyl spectrum of a bounded operator A in terms of the intersection of ordinary spectra of all compressions of A. More precisely he obtained: In [6] Miličić and Veselić have considered boundaries of several kinds of Fredholm spectra of bounded operators on a Banach space X and they have obtained certain chains of inclusions of the boundaries of these Fredholm spectra such as
Moreover, in [14] , the following has been proved:
Now, Hilbert C * -modules are natural generalization of Hilbert spaces when the field of scalars is replaced by a C * -algebra. Some important and recent results in the theory of Hilbert C * -modules can be found in [1] , [3] , [4] , [5] , [8] , [10] , [11] . Fredholm theory on Hilbert C * -modules as a generalization of Fredholm theory on Hilbert spaces was started by Mishchenko and Fomenko in [7] . They have worked out the notion of a Fredholm operator on the standard module H A and proved the generalization of the Atkinson theorem. In [3] we went further in this direction and defined semi-Fredholm operators on Hilbert C * -modules. We proved several properties of these generalized semi-Fredholm operators on Hilbert C * -modules as an analogue or generalization of the well-known properties of classical semi-Fredholm operators on Hilbert and Banach spaces. We introduced new classes of operators on H A as various generalizations of the classes Φ + (H), Φ − (H), Φ + − (H), Φ − + (H) where H is a Hilbert space. Inspired by these results, our idea in this paper was to obtain an analogue or generalized version of the above mentioned results in [6] , [12] , [14] in the setting of A-Fredholm and semi-A-Fredholm operators on Hilbert C * -modules defined in [3] , [7] . In the third section of this paper we define other, additional classes of operators We consider also generalized operators of bounded, adjointable compressions on H A . A natural generalization to Hilbert C * -modules of compressions on Hilbert spaces is the following: Let P(H A ) = {P ∈ B(H A ) | P is the skew or the orthogonal projection and ker(P) is finitely generated}. For F ∈ B(H A ) and P ∈ P(H A ), the compression F P ∈ B(ImP) is given by F P = PF |ImP . Next, given an A-linear, bounded, adjointable operator F on H A , we consider the operators of the form F − α1 as α varies over the center of A, denoted by Z(A), and this gives rise to a different kind of spectra of F in Z(A) as a generalization of ordinary spectra of F in C. Using these new classes of operators on H A defined in [7] and [3] together with the generalized spectra in Z(A) we obtain several results as a generalization of the results from classical spectral semi-Fredholm theory given in [6] , [12] , [14] . Although Fredholm and semi-Fredholm theory on Hilbert C * -modules was established in [3] , [7] , the spectral part of this theory, as an analogue or generalization of the classical spectral semi-Fredholm theory on Hilbert and Banach spaces, was not considered. The aim of this paper is to make first step into new, spectral semi-Fredholm theory on Hilbert C * -modules in the setting of generalized spectra in the center of C * -algebra. Our hope is that this will maybe open the way for new and further research in this direction.
Preliminaries
In this section we are going to introduce the notation, and the definitions in [3] that are needed in this paper. Throughout this paper we let A be a unital C *algebra, H A be the standard countably generated Hilbert module over A and we let B a (H A ) denote the set of all bounded , adjointable operators on H A . Next, for α ∈ Z(A) we let αI denote the operator from H A into H A given by αI(x) = xα for all x ∈ H A . The operator αI is obviously A-linear since α ∈ Z(A) and it is adjointable with its adjoint α * I. According to [5, Definition 1.4.1], we say that a Hilbert C * -module M over A is finitely generated if there exists a finite set {x i } ⊆ M such that M equals the linear span (over C and A) of this set.
We say that F is an upper semi-A-Fredholm operator if there exists a decomposition
with respect to which F has the matrix
where F 1 is an isomorphism M 1 , M 2 , N 1 , N 2 are closed submodules of H A and N 1 is finitely generated. Similarly, we say that F is a lower semi-A-Fredholm operator if all the above conditions hold except that in this case we assume that N 2 ( and not N 1 ) is finitely generated.
Notice that if M, N are two arbitrary Hilbert modules C * -modules, the definition above could be generalized to the classes MΦ + (M, N ) and MΦ − (M, N ).
Recall that by [5, Definition 2.7.8], originally given in [7] , when F ∈ MΦ(H A ) and 
where F 1 is an isomorphism, N 1 , N 2 are closed, finitely generated and N 1 N 2 , that is N 1 is isomorphic to a closed submodule of N 2 . We define similarly the class MΦ + − (H A ), the only difference in this case is that N 2 N 1 . Then we set
Remark 2.4. The notation⊕ denotes the direct sum of modules without orthogonality, as given in [5] .
At the end of this section, we also define another class of operators on H A which we are going to use later in section 5.
Definition 2.5. We set
Compressions
Throughout this paper, given an operator T ∈ B a (H A ), we let R(T), N(T) denote the image of T and the kernel of T respectively. We start with the following lemma which is a generalization of [14, Lemma 2.10.1 ] originally given in [9] . The notion "projection" will in this paper generally mean skew projection, however we will specify throughout the paper whenever the projection is orthogonal. Proof. Suppose first that F ∈ MΦ(H A ) . Observe that since N(P) is finitely generated, P ∈ MΦ(H A ) also. Hence PFP ∈ MΦ(H A ) by [ 
P has the matrix P 1 P 2 0 P 4 , where P 1 is an isomorphism. Hence P 1 has the matrix P 1 0 0P 4 w.r.t. the decomposiotion
, as M is orthogonally complementable, P is adjointable and P(M ) is closed), it follows again that PF | P(M ) can be viewed as an adjointable operator from
Since N ′ is finitely generated, it follows that N is finitely generated also. With respect to the decomposition
whereŨ is an isomorphism of R(P) onto R(P). SinceÑ ,Ñ ′ and thus alsoŨ(Ñ ) are finitely generated, it follows that PF | R(P) ∈ MΦ(R(P)).
Conversely, suppose that PF | R(P) ∈ MΦ(R(P)).
N, N ′ are finitely generated and (PF) 1 , is an isomorphism. It follows that w.r.t. the decomposition
Using the techniques of diagonalization from the proof of [5, Lemma 2.7.10] and the fact that N⊕N(P) and N ′⊕ N(P) are finitely generated, one deduces that F ∈ MΦ(H A ).
Let nowMΦ 0 (H A ) be the set of all F ∈ B a (H A ) such that there exists a decomposition
are finitely generated and
Notice that this implies that F ∈ MΦ(H A ) and
Then we have the following theorem. 
Then, by definition of σ A eW (F) and MΦ 0 (H A ), there exists a decomposition
an isomorphism, N 1 , N 2 are finitely generated and N⊕N 1 = N⊕N 2 = H A for some closed submodule N.
Let ⊓ M1 , ⊓ M2 denote the projections onto M 1 along N 1 and onto M 2 along N 2 respectively. Since F − αI has the matrix
As
Using this together with the fact that (F − αI) |M 1 is an isomorphism from M 1 , onto M 2 , one gets that
so that V and (F − αI) 1 are isomorphisms. It follows that (F − αI) |N is an isomorphism from N onto V −1 (M 2 ). Next, since
it follows that P | V −1 (M 2 ) is an isomorphism from V −1 (M 2 ) onto N, where P denotes the projection onto N along N 2 . Hence P(F − αI) |N is an isomorphism from N onto N, so α / ∈ ∩{σ A (PF | R(P) ) | P ∈ P(H A ) and N(P) is finitely generated}.
Proof. If F ∈MΦ 0 (H A ) , then there exists a decomposition
are finitely generated and H A = N⊕N 1 = N⊕N 2 for some closed submodule N. We may w.l.g. assume that M 1 = N . Indeed, as we have seen in the proof of the Theorem 3.3, we have that PF | N is invertible in B(N ), where P is the projection onto N along N 2 . Then, w.r.t. the decomposition 
where U, V are isomorphisms, and D 1 is an isomorphism. Since
it follows that D ∈MΦ 0 (H A ).
⊡
We let now MΦ − + (H A ) be the space of all F ∈ B a (H A ) such that there exists a decomposition
is finitely generated and such that there exist closed submodules N ′ 2 , N where
is not bounded below on R(P) and P a (H A ) = P(H A ) ∩ B a (H A ).
Proof. Suppose that α /
∈ σ A a (P) for some P ∈ P a (H A ), α ∈ Z(A). Then the operator (PF − αI) | R(P) is bounded below on R(P), hence its image is closed. But R((PF − αI) | R(P) ) = R(PFP−αP). Since (PFP−αP) can be viewed as an adjointable operator from H A into R(P) , from [ 
Then, there exists a decomposition
an isomorphism, N 1 is finitely generated and there exists some closed submodules N, N ′ 2 such that N ′ 2 ⊆ N 2 , N ′ 2 ∼ = N 1 , N⊕N 1 = N⊕N ′ 2 = H A and the projection onto N along N ′ 2 is adjointable. As we have seen in the proof of Theorem 3.3 , ⊓ M2 (F − αI) |N is an isomorphism then, where ⊓ M2 denotes the projection onto M 2 along N 2 . Therefore, w.r.t. the decomposition
2 is finitely generated (as N 1 is so), hence, by [5, Lemma 2.3.7] , as N ′ 2 is a closed submodule of N 2 , we get that
phically onto some closed submodule of N. Using this together with the fact that (F − αI) |N , is an isomorphism from N onto V −1 (M 2 ), we obtain that P(F − αI) |N is bounded below. Thus α / ∈ σ A a (PF | R(P) ). ⊡ Remark 3.6. In the similar way as forMΦ 0 (H A ), one can show that MΦ
Indeed, let F ∈ MΦ − + (H A ) and choose a decomposition
, and the projection onto N along N ′ 2 is adjointable. Such decomposition exists as F ∈ MΦ − + (H A ). It is easy to see that, if we let ⊓ M1 , ⊓ M2 denote the projections onto M 1 along N 1 and onto M 2 along N 2 , respectively, then ⊓ M2 F |N = F ⊓ M1 | N is an isomorphism.
Hence, w.r.t. the decomposition H
, whereF 1 is an isomorphism. Then, using the techniques of diagonalization as in the proof of [5, Lemma 2.7.10], we get that F has the matrix F
where V,F 1 are isomorphisms. By the proof of [5, Lemma 2.7.10], there exists
Definition 3.7. We set MΦ + − (H A ) to be the set of all D ∈ B a (H A ) such that there exists a decomposition
is not onto R(P)}. We have then the following theorem.
Proof. Suppose first that α / ∈ {σ A d (PD | R(P) ) | P ∈ P a (H A )}, then (PD − αI) | R(P) is onto R(P) for some P ∈ P a (H A ). Since P is adjointable and R(P) is closed, by [5, Theorem 2.3.3] R(P) is orthogonally complementable in H A , hence (PD − αI) | R(P) can be viewed as an adjointable operator from R(P) onto R(P). Then, again by [5, Theorem 2.3.3] , N(PD − αI) | R(P) is orthogonally complementable in R(P), that is R(P) = (N(PD − αI) | R(P) ) ⊕Ñ for some closed submoduleÑ . The operator PD − αI is an isomorphism fromÑ onto R(P). Hence w.r.t. the decomposition 
where (D − αI) 1 is an isomorphism and such that 
The boundary of several kinds of Fredholm spectra in Z(A)
Recall first [3, Definition5.1] and Definition 4.1 in Preliminaries. We give then the following definition:
Theorem 4.2. Let F ∈ B a (H A ). Then the following inclusions hold:
(We consider the boundaries in the C * -algebra Z(A)).
Proof. We will show this by proving the following inclusions: 
where (F −α ′ I) 1 , V are isomorphisms and N 2 is finitely generated, by [3, Lemma 2.17] we must have that U(N 1 ) is finitely generated, as (F −α ′ I) ∈ MΦ(H A ). Hence N 1 is finitely generated, so (F −αI) ∈ MΦ(H A ). In particular (F −αI) ∈ MΦ + (H A ), which contradicts the choice ofα ∈ ∂σ A eα (F). 
