We have determined the net ionization cross section for total slow-ion or slow-electron charge production in rare-gas targets by passage of a fast projectile both experimentally and theoretically. We have experimentally studied ionization in these targets by C, Fe, Nb, and Pb projectiles with energies ranging from 310 keV/amu to 4.8 MeV/amu and for charge states in the range of +4 to +54. Theoretical calculations employing the classical-trajectory Monte-Carlo method are used to calculate ionization cross sections in the rare gases for projectiles at collision energies of 1 MeV/amu to 5 MeV/amu with charge states +5 to +80. Experiment and theory generally agree within a factor of 2 over this wide range of conditions. For a given rare-gas target, the cross sections for net ionization reduce to a common curve when plotted as cross section divided by charge state versus energy per nucleon divided by charge state.
I. INTRODUCTION
Ionization of atoms by fast, highly charged projectiles has been studied mainly from the viewpoint of inner-shell 1 processes in which cross se ions are determined by observing x rays or Auger electrons.
Previous experiments in which slow-ion or slow-electron charge is collected in the target to measure net ionization have usually used protons or other light projectiles. 2 We have previously reported 3 ' 4 cross sections for ionization of H 2 by fast iron ions in charge states 3-22 for energies ranging from 103 keV/amu to 3.4 MeV/amu. In this paper we present a series of measurements and theoretical calculations for ionization of the rare gases by a wide variety of highly charged projectiles.
The charge-state spectrum of recoil ions produced in a rare-gas target by passage of a fast high-charge-state projectile beam has recently been measured by Cocke, 5 who used a high-effi ency time-of-flight spectrometer to measure the charge-state spectrum of recoil ions produced by single collisions of 0.67~1. 2 MeV/amu chlorine ions with rare-gas targets. Cross sections aj for production of target recoil ions j-times ionized were obtained. Haugen et al. 6 have recently begun similar studies with gold projectiles. Beyer et al.l have used slow recoil ions in electron-capture cross-section measurements.
The cross sections reported in the present work were measured by the condenser~plate method, in which slow ions and electrons are collected in the target. If a. is the cross section for producing a target ion J j-times ionized, then the net ionization cross section, a+, is ( 1) This is the total cross section for producing positive ion charge in the target We have also previously reported 3 ' 8 ionization cross sections calculated by the classical-trajectory Monte Carlo method (CTMC) for collisions of highly charged ions in charge states +1 to +50 with atomic hydrogen at energies from 50 keV/amu to 5 MeV/amu. The CTMC method has also been applied to He targets 9 for 100-500 keV/amu projectiles in charge states up to +8. Agreement with experiment is good for both ionization and electron capture, which are calculated simultaneously in the CTMC method. Advantages of the CTMC method are that it is non-perturbative and preserves the unitarity of the S-matrix.
The three-body, three-dimensional CTMC method can also be applied to multi-electron targets. 10 Transition probabilities are obtained as an intermediate step in the cross-section evaluations. By using an ionization energy and an effective charge that characterize an electron shell of a multiple-electron target atom, multiple-electron ionization cross sections may be calculated using the independent-electron model developed by Hansteen and Mosebekk 11 and by McGuire and Weaver. 12 We have previously performed such calculations 10 for 1 MeV/amu projectiles in charge states +2 to +20 colliding with He, Ne, and Ar targets; good agreement was found with our measured net-ionization cross sections.
In 1978 we reported 13 a scaling rule for the energy and charge-state dependence of electron loss from a hydrogen atom in collision with a fast, highly charged projectile ion. This scaling rule was based on theoretica·l CTMC calculations. The experimental confirmation was based on measurements with iron projectiles in a molecular hydrogen targets where, at all but the lowest energies, the H 2 target was treated as two H atoms for comparison with the calculations. We have also reported 9 a scaling rule of similar form for low~energy, low~charge-state projectiles on a. helium target 9 where multiple ionization was not considered.
In this article we present measurements 14 of net ·ion·iza·Uon cross sections for C, Fe, Nb, and Pb projectiles in charge states +4 to +54 and for energies from 310 keV/amu to 4.8 MeV/amu colliding with He, Ne, Ar, and Xe targets, and CTMC ionization calculations for ions in charge states +5 to +80 with energies from 1-5 MeV/amu in He, Ne, Kr, Ar, and Xe. Experimental results are compared with the calculations, which generally agree to better than a factor of 2. We also obtained charge-state and energy scaling rules for net ionization valid for a wide variety of projectile energies and charge states for each rare-gas target,
II. THEORETICAL METHOD
The theoretical calculations use the CTMC method to determine the transition probabilities within a one-electron formalism and then extend these transition probabilities to represent a multi~electron target by use of the independent electron model.ll,l 2 We employ a three-body, three dimensional CTMC method 8 that includes all forces between the incident ion 9 active electron and target nucleus. The independent electron model requires for validity that the collision be sudden, with the collision period sufficiently brief that the electrons cannot rearrange themselves during the collision. Hence, this model is only valid for collision velocities at least several times greater than the orbital velocities of the electrons being detached. The model ignores correlation effe~ts between the electrons in a given shell.
In the independent-electron model, the multiple ionization transition probabilities Pn{b) for removing n electrons from a shell containing N electrons for a collision at an impact parameter b are given by: ( 2) where(~) is the binomial coefficient and Ps(b) is the transition probability calculated in a one-electron model. Equation (2) can be easily extended to allow for electron detachment out of several shells of a given atom. In fact, we have included several electron shells in our calculations on Ar, Kr, and Xe targets. We did not account for cascade effects after the collision, which would tend to increase the multiple ionization.
Hence, our cross-section calculations for production of high states of ionization can only be considered qualitative. Fortunately, the inner-shell cross sections are quite small when compared to the outer-shell values.
The application of Eq. (2) requires one-electron transition probabilities Ps(b) as input parameters. In order to obtain these, the CTMC method was employed. The calculational procedure for the CTMC method has previously been described in detail 8 and is based on solving Hamilton 1 s equations-of-motion for a three-body system (12 coupled first-order differential equations). The coupled equations must be solved many times within the framework of the Monte-Carlo method to obtain an accurate description of the electron distribution about the target nucleus and to span the impact parameters required to describe the collision. In the present calculations, 2,000 to 10,000 ajectories for each charge state, electron shell and collision energy were adequate to determine transition probabilities of sufficient accuracy to employ the independent electron model.
Since the CTMC method is only directly applicable to hydrogenic target atoms, it is necessary to extend the representation of the target electron so that it profiles the electron shell under consideration.
Such an extension requires that we determine an effective charge Zeff of the target nucleus as seen by the active electron. We require that two conditions be met. The first is that the binding energy U of an electron in a shell be correct so that threshold energy behavior is accurately portrayed. The second condition is that the radial size of the simulat~ electron cloud must be reproduced so that the dimensions of the target atom are close to reality.
-6 -Within the confines of the classical hydrogenic model employed here, the above two conditions require that the expectation value of the active electron be given by ( 3) where U is the electron binding energy in atomic units. In the calculations, we have assumed the projectile is fully stripped. Thus, the theoretical results will tend to underestimate the cross sections for partially stripped ions in low states of ionization for a given charge state due to (1) the neglect of interactions of projectile electrons with target electrons, and (2) the fact that the target atom will see a higher effective charge for small impact-parameter collisions which penetrate the electron shells of the projectile.
III. EXPERIMENTAL METHOD A. General description
We used the method of slow-ion and slow-electron collection to measure the net ionization cross section for a projectile A+q in charge-state q colliding with a target atom. Net ionization means we collected all the ion or electron charge produced in the target along a well-defined path length. We have described our methods in detail in Refo 4 and shall give only a brief d·iscussion here.
A schematic v·iew of the apparatus is shown in Fig Slow ions and electrons produced by ionization or charge transfer were swept from a well~defined length of the target chamber by a variable weak electric field applied between a pair of 3~cm~long plates spaced 1 em apart, and were collected on one of these plates. Guard plates were used to provide a uniform transverse electric field. We increased the voltage applied to the plates until the collected current was insensitive to further increases.
The spectrometer magnet located after the target deflected the primary beam into the center cup of a double Faraday cup assembly, while those ions that captured or lost electrons were collected in the outer cup of the assembly. The ratio of the charge~transferred beam to the primary beam was less than 10% in all cases. Secondary~electron emission was suppressed in both Faraday cups by the magnetic field of the spectrometer magnet.
Net ionization cross sections were determined by simultaneously measuring the slow ion or electron current to one of the collector plates in the target and the fast ion current collected on the Faraday cup downbeam from the target. The electrometer signals were integrated over a period of several electrometer time constants; a typical integration time was 30 seconds. Measurements were made for at least ten different pressures. The data were corrected for charge transfer in the target; this correction was usually less than 1%. The least-squares fit of the ratio of the integrated collector current to integrated projectile~ion particle current, as a function of target thickness, gave the ionization cross section. 9 - For lead projectiles a different procedure was used to measure ionization cross sections. Because the incident beam intensity was only of the order of 10 3 lead ions/sec, which, at charge +50, is less than 1 x 1o-14 amps, we had to count the lead ions with a solid-state detector (described in Ref. 4 ). The ionization cross sections were so large~ however, that we were able to obtain sufficient slow ion or electron current on the colle ion plate to measure the current with an electrometer. The ionization cross section in this case was determined from the ratio of integrated collector current to integrated incident particles in the projectile beam, expressed as a particle current. ~ve found that the decrease in observed collector current with suppression depended on the target gas; we also found a correlation between ionization potential of the gas and secondary emission. For Ar there was no decrease in collected current with suppression within the sensitivity of the measurement (2%). We found a 6% decrease in current when Ne was the target gas, and 8% for He. We made no measurements of electron suppression in Xe; we assume the same value as in Ar, since the ionization potentials are similar.
The mean charge state of recoil ions was higher in the experiments with heavy-ion projectiles than in the electron-suppression tests. We know of no measurements of secondary-electron-emission coefficients for multiply charged ions impacting on dirty metal surfaces; however, for clean surfaces, 17 a pronounced energy and charge-state dependence for secondary~electron emission has been reported. The insensitivity of our cross~section measurements~ to the collector bias voltage (recoil~ion energy} suggests that any effect due to multiply charged ions is small.
Another indication that this effect is small is the observed linear pressure dependence of the collected ion current. The charge state of a recoil ion is reduced by electron capture, which is large 18 , 19 for a h·ighly charged ion in its parent gas.
We applied correction factors determined in the electron-suppression tests to the measured cross sections: we reduced the ionization cross sections in He by the factor 0.92, in Ne by 0.94, and made no correction to cross sections in Ar and Xe. We estimate the average uncertainty introduced by these corrections to be %. The higher average charge state of the recoil ions in the cross~section measurements could cause the cross sections to be too high by an estimated 10%.
C. Uncertainties
The net-,ionization cross sections have the following sources of relative uncertainty: linear least-squares fit to the data which includes zero drift and fluctuations in the electrometers and in the capacitance manometer (typically 5%), corrections for second~order processes (2%), scale-to-scale variations in the electrometer-integrator system (3%)~ choice of electric field in collection region (5%), and uncertainty in the correction factors for secondary-electron emission from the collector plates (5%). Typical standard relative uncertainty is thus 10%. We estimate the systematic uncertainties to be 4% for the target thickness, 2% for beam loss on collimators 9 2% for differences ·in using slow~electron or slow-ion charge to determine cr+, and 10%
(decrease only) for secondary-electron emission effects. Combining the relative and systematic uncertainties we estimate the typical absolute standard uncertainty in our experimental net~ionization cross sections to be +11% and ~15 %.
-12 ~
IV. RESULTS AND DISCUSSION

A. Experimental and theoretical results
Experimental results for the net ionization cross sections for various projectiles and targets are given in Figs. 2~5 and in Table I for projectile energies of 310 keV/amu, 1. At low energies, however, the cross sections approach a limit which is 1 inear in charge state and independent of energy; such behavior can be explained using arguments first presented by Bohr and Lindhard 21 which state that the collision radius for electron detachment is determined by the distance at which the force from the active electron•s present nucleus and the force from the highly-charged projectile ion are equal.
We would expect a similar relationship to hold for the net ionization cross sections since these cross sections are directly proportional to the total amount of charge that can be removed from a given target atom. We should note that in our calculations of the net ionization cross section, we include both the direct ionization process of the target and the electron~capture process. The latter process is known 22 to affect the high states of ionization of the target and is an important mechanism for electron removal from inner, tightly bound electron shells.
To test this cross-section relationship, we have calculated the multiple ionization cross sections for highly stripped ions in charge states q ~ +5, +10, +20, +40 and +80 colliding with the rare gases at energies of 1 MeV/amu, 2 MeV/amu and 5 MeV/amu. The results are shown in Fig. 6 where, indeed, the reduced cross sections for a given target species are found to reduce to one curve. As seen in Fig. 61 Calculated net ionization cross sections can be scaled to a reduced curve for each target species using as redu ion parameters the energy per nucleon div·ided by projectile charge state and the cross section divided by charge state. These reduced curves can be used to predict net ionization cross sections for projectiles with energies from 1~5
MeV/amu, charge states +5 to +80, for any rare-gas target. Experimental results are roughly consistent with this scaling; however, the -18 -experimental cross sections tend to decrease less rapidly with increasing E/q than is predicted theoretically. -29 - 
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