In this paper, we describe an application of prescriptive analytics to enhance data-driven decision making at a specialty steel bar products supplier and manufacturer in North America. As part of the company's daily business, it must make available-to-promise (ATP) decisions, which determine in real time the dates by which it can promise delivery of products that customers requested during the quotation stage. Previously, a salesperson had to make such decisions by analyzing reports on available inventory. To support these ATP decisions, we developed a real-time decision support system (DSS) to find an optimal assignment of the available inventory and to support additional what-if analysis. The DSS uses a suite of mixed-integer programming models and commercial software to solve the models. The company has incorporated the DSS into its enterprise resource planning system to seamlessly facilitate its use of business analytics.
Literature Review
An ATP decision support system (DSS) can be classified as real time or batch (Chen et al. 2002) . In a real-time ATP system, the RFQs are processed immediately after the customer or salesperson places them in the system, and the customer receives an immediate response from the provider. Conversely, in a batch ATP system, the RFQs are collected and processed at periodic intervals. The typical decisions made by an ATP system are: (1) RFQ acceptance, (2) duedate assignment, and (3) promised-orders scheduling (Zhao et al. 2005 , Pibernik 2005 , Keskinocak and Tayur 2004 , Framinan and Leisten 2010 . Depending on the policy that a provider practices, the ATP decision process may not include all of these aforementioned decisions. For example, the NABco ATP DSS is a real-time system that focuses on the second set of decisions (i.e., setting an ATP due date). At NABco, a different company entity handles the production scheduling of the promised orders, and the RFQ acceptance or rejection decision is a by-product of the ATP date decision. Next, we present a brief review of literature on this decision problem.
If an RFQ does not request a specific shipment date, the supplier must assign an appropriate shipment date to it. However, even if a customer includes a desired shipment date in the RFQ, a company that cannot meet the requested date using its available end-product inventory will find it worthwhile to examine whether it can relax the requested shipment dates of any other customers. A common approach for assigning due dates is to assign a constant lead time to all customers, regardless of the characteristics of their orders and the available inventory (Kingsman et al. 1993 , Vastag and Whybark 1993 , Wisner and Siferd 1995 . Although the constant lead-time approach is a simple and popular technique in practice, it has inevitable shortcomings (Kaufman 1996) . To avoid the shortcomings of this technique, duedate assignment models sometimes set due dates by using the expected completion time plus a time buffer. Moses (1999) developed a technique to control the size of this time buffer for a discrete manufacturing system. The techniques used in estimating completion time can be categorized based on whether the ATP system is batch or real time. The due-date assignment models used for batch ATP systems are referred to as static models, and the ones dealing with the real-time ATP settings are called dynamic models (Framinan and Leisten 2010) .
Prior work on ATP decision problems has emphasized managing uncertainty in the manufacturing processes. Uncertainty in inventory availability, competing uses of the available inventory, and the performance of what-if analyses to meet customer ATP requests do not appear to be major topics of focus in previous research. Downloaded from informs.org by [149.164.224 .49] on 28 August 2016, at 09:55 . For personal use only, all rights reserved.
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The characteristics of the inventory and specifications of the customer orders are unique to the specialty round bar market. They influence both the formulation of the optimization models used in the ATP DSS and the manner in which the models interrelate. In NABco's terminology, a batch is a collection of round bars that are identical in all material and dimensional attributes, and become available at the same time. Each batch is uniquely determined by a batch ID and is assigned a priority, which NABco management can change, based on the vendor, age, and material type. The lead time is the time until a batch becomes available; it includes the time required for the batch's manufacturing or purchasing, and the shipping and handling. For on-hand inventory, the lead time is zero.
An RFQ from a customer is similar to a confirmed sales order that NABco has promised to fulfill. Henceforth, we refer to the RFQ as a quote, a sales order as a promised order, and the quote under consideration and the promised sales orders collectively as active orders. Each active order is a collection of line items, which provides dimensional specifications, material specifications, and quantities required. Line items in an active order may differ in requested length, required quantity, and material specifications; however, each line item in the order has the same customer-requested shipment date. The customer's material specifications are usually conveyed through an approved materials list (AML), which varies with each customer. NABco assigns a priority to each active order based on material specifications and customer history. However, senior management can change this priority to favor a customer or to preserve certain material types that meet stringent AML requirements.
Current Practice and the Need for Analytics
NABco has approached the ATP decision problem using modules built into its enterprise resource planning (ERP) system. In its current system, upon receiving an RFQ from a customer, an inquiry program collects the inventory, reservation, and promised-orders data. Then, a salesperson decides how to reserve inventory to provide an ATP date to the customer. In this time-consuming and laborious process, what-if analyses are almost impossible to perform because of the large size of orders and inventory tables, which are inflated by the material and dimensional attributes.
Although NABco's ERP system can make the information available, there are several potential drawbacks if the ATP decision is based solely on the salesperson's experience without any prescriptive analytics support. For example, the salesperson could allocate premium inventory (i.e., inventory that would satisfy the most stringent AML specifications) to a customer who has a less-demanding AML. Although the allocation is not made permanent at the quotation stage, it could become permanent when the purchase is confirmed later. Although NABco does not guarantee that the quote is binding and specifies that availability is subject to prior sales, if this potential for a premium opportunity is not recognized in the purchase-order stage, the premium inventory can become firmly allocated to a less-demanding order. NABco considers this to be a significant opportunity cost it incurs because of the current system. It views enhancing its ability to better preserve high-value inventory (i.e., inventory with potential to be sold at a premium to customers who need fast turnaround) as the most important benefit of using analytics.
The company could also use its inventory more efficiently by considering more combinations of lengths, which it could achieve through nontrivial cutting patterns applied on individual orders and across multiple orders. Note that a trivial cutting pattern refers to cutting as many pieces as possible of one demand length out of a stock length, using a single drop length (i.e., trim loss).
Beyond these key issues, which relate to premium opportunity cost, material cost, and manufacturing (cutting) cost, NABco sometimes cannot give an ATP date to a customer seeking a quote. This can happen if the on-hand inventory and upcoming inventory (i.e., inventory with nonzero lead time) cannot meet the customer's specifications, demand quantity, or desired shipment due date. In this situation, subsequent analysis is needed to determine the reason for not being able to determine a feasible allocation and Downloaded from informs.org by [149.164.224 Viewed from an analytics perspective (Lustig et al. 2010) , descriptive and predictive analytics tools are not sufficient to address this problem. A prescriptive analytics solution deployed through a real-time optimization-based DSS can result in better inventory allocation and customer satisfaction. In this paper, we describe such a real-time application of prescriptive analytics using a suite of mixed-integer programming (MIP) models to find an optimal assignment of the available inventory and to support additional what-if analyses at NABco. We solved the optimization models using commercial software and validated them for solution quality, running time, and ability to implement on real data provided by NABco. The ATP DSS we developed is consistent with the goal programming philosophy (Jones and Tamiz 2010, Barichard et al. 2009 ), but is designed specifically to support NABco's decision-making process.
Developing an ATP DSS for NABco: Preliminaries
NABco's ATP DSS assumes infinite cutting capacity and neglects manufacturing and material handling times. We made these assumptions after consulting with NABco; they are consistent with the scope of the ATP DSS in serving the company's aggregatelevel inventory allocation and ATP needs. Henceforth, a line item in an active order and an available or planned (i.e., nonzero lead time) batch in the inventory are said to be compatible if the material and dimensional specifications of the line item match those of the batch, while ensuring that the demand length specified by the line item does not exceed the stock length of the batch. This essentially ensures that NABco could use the batch to fulfill, at least partially, the demand specified by the line item.
Cutting Patterns
Unlike the classical cutting-stock problem (Gilmore and Gomory 1961) , operational constraints and the limitations of the bundle-cutting machines used at NABco allow only specific types of cutting patterns to be used; henceforth, we refer to these patterns as the feasible cutting patterns associated with each batch (in particular, they depend on the stock length of the batch). Given a batch, its feasible cutting patterns are based on cutting one or more pieces of at most two different lengths from the lengths requested by the batch's compatible line items (i.e., demand lengths); the remainder is the cutting residual. For example, suppose a batch with bars 14 feet long has only three compatible line items with demand lengths of 2, 3, and 5 feet, respectively. The cutting pattern 2-2-3-3-3-1 is a feasible cutting pattern; however, 2-3-5-4 is not feasible because it includes more than two demand lengths (i.e., 2, 3, and 5 feet) in addition to the residual length (4 feet). Note that the length of a cutting residual does not match any of the demand lengths among the batch's compatible line items; otherwise, it would be considered a requested piece.
The requested pieces produced by bundle cutting a batch can be assigned to more than one compatible line item with matching requested lengths. Conversely, a line item's requirements may be satisfied by the requested pieces cut from multiple compatible batches. Although the cutting-pattern recommendations and batch assignment are carried out in the quotation stage, they will also guide the operational plan when a promised order is pulled for processing. During the operational stage when a promised order is being processed, the pieces produced to fulfill a different order at a later date will be stored in the inventory. In the mathematical model, the duration for which cut bars are stored to meet demand at a later date is controlled by a user-specified parameter; this duration is typically two weeks at most.
Material, Bundle-Wrapping, and Cutting Costs
The cost components that the optimization models in our ATP DSS use are not true dollars, but are based on a proprietary scheme developed by NABco. This scheme accommodates different types of costs and some intangible aspects specific to the specialty round bar industry, with respect to materials and manufacturing processes.
A batch in the inventory is stored as a single bundle. All bars in a batch that are to be cut by the same feasible cutting pattern are bundled together and cut using the bundle-cutting machine. The cost of opening a bundle is small and can be ignored; however, the labor costs involved in bundle wrapping are significant. Because of the nature of the machine that wraps Downloaded from informs.org by [149.164.224 .49] on 28 August 2016, at 09:55 . For personal use only, all rights reserved. a bundle, this cost is independent of the bundle size and type. This cost is proportional to the number of wrapping operations required; the exception is when a single bundle is completely used, thereby incurring no wrapping costs. This in turn is equal to the number of feasible cutting patterns used on that batch, plus an additional wrapping operation if a portion of the bundle is returned unused.
The bundle-cutting cost depends on the number of cuts in the cutting pattern and the batch attributes, both material and dimensional. However, it is independent of the number of bars in the bundle being cut, because of the nature of the bundle-cutting operation. Furthermore, the cutting residuals are not always discarded, because some cutting patterns can produce residuals that are sufficiently long to be returned to the inventory under a different derived batch. NABco considers certain lengths as stocking lengths, and it discards a residual only when it is smaller than the minimum stocking length. Longer residuals and demand lengths produced in excess of the required number of pieces as a result of bundle cutting are then cut to the nearest stocking length and returned to inventory. In the cost functions that drive the optimization models used in the ATP DSS, we account for this by treating the discarded length as trim loss (material cost is incurred), and the stocking length returned to the inventory adds a residual value back to the objective, offsetting the total cost. This batch-specific residual value of a bar is a step function of its length, because the residual value corresponds to the nearest stocking length to which the returned bar can be cut.
The sum of the aforementioned costs (minus the residual value) constitutes the inventory-allocation cost. To compute the cost of an inventory-allocation decision, the number of bars cut according to each feasible cutting pattern used and the lengths of the bars returned to inventory must be determined for each batch.
Developing an ATP DSS for NABco: Solution Methodology
An ATP and inventory-allocation recommendation must meet the following basic conditions to be implementable. First, for each batch, the total number of bars that are cut by any of its feasible cutting patterns should not exceed the number of available bars in that batch. Similarly, the number of requested pieces cut from a batch assigned to its compatible line items should not exceed the actual number of requested pieces produced by cutting that batch. Second, if a given batch is used to fulfill the demand in a specific line item, the line item's shipment date should occur after the batch's lead time. Third, the total number of requested pieces assigned to a line item should be at least equal to the line item's desired number of pieces. The first, second, and third requirements enforce the condition that the inventory must be available on time to be promised.
Finally, if a batch is assigned to more than one line item, the shipment dates must be close to each other. Otherwise, some of the requested pieces produced while cutting the batch for the earlier line item must be stored until the later shipment. Space limitations preclude extended storage of items destined for future shipments. A user-specified parameter prevents excessive stored inventory by limiting the time between orders that include pieces from the same batch.
Overview of Optimization Models
To address NABco's ATP decision problem, we developed three basic MIP formulations: the minimumdelay bounded-cost model (Model 1), the minimumdelay bounded-cost model (Model 2), and the minimum-bump model (Model 3). The appendix provides details on these MIP formulations. Models 1 and 2 are parameterized by the length of delays allowed and the set of active orders that can be delayed, respectively. Depending on the context in which these models are invoked in the overall DSS architecture, we assign specific values to these parameters leading to the extensions of the basic models. Table 1 summarizes these extensions and provides a quick overview of the models used in the ATP DSS. The mathematical models are more general in terms of accommodating multiple quotes in the ATP DSS, although the intended use is to respond to a single RFQ. Next, we assume a set of RFQs that require an ATP date, and that the promised sales orders are in the system.
We developed the minimum-cost bounded-delay model to find a minimum-cost inventory allocation to To find a minimum-cost inventory allocation to the set of active orders that satisfies customers' desired shipment dates.
1(b)
To find a minimum-cost inventory allocation to the set of active orders among all solutions that minimize the total priority-weighted delay in the quotes' shipment dates. 1(c)
To find a minimum-cost inventory allocation to the set of active orders when delays in the quotes' shipment dates are allowed up to the values specified by the user.
1(d)
To find a minimum-cost inventory allocation to the set of active orders among all solutions that minimize the total priority-weighted delay in the active orders' shipment dates (both quotes and promised orders can be delayed).
2(a)
To find a feasible inventory allocation that minimizes the total priority-weighted delay in the shipment dates of the quotes with bounds on the total number of delayed quotes and their priorities (but with no cost control).
2(b)
To find a feasible inventory allocation that minimizes the total priority-weighted delay in the shipment dates of the active orders with bounds on the total number of delayed active orders and their priorities (quotes and promised orders can be delayed; no cost control).
2(c)
To find a feasible inventory allocation that minimizes the total priority-weighted delay in the shipment dates of the quotes with bounds on the total number of delayed quotes, their priorities, and total cost.
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To find a feasible inventory allocation that minimizes the total priority-weighted number of active orders bumped with bounds on the total number and priorities of bumped orders. the set of active orders, given that a bounded delay is allowed in their desired shipment dates. This model includes the special case in which no delay is allowed. Given a subset of these active orders that can be delayed and their priority levels, the minimum-delay bounded-cost model aims to find a feasible inventory allocation that minimizes the total priority-weighted delay in the shipment dates of the active orders that can be delayed, while ensuring that the number delayed and the largest priority of a delayed active order are both bounded by user-specified parameters. Delay minimization under this basic model can be carried out with or without cost control. In situations where a target for total cost is available, we impose it as a bound. If the set of active orders that can be delayed contains a promised order, the implication is that its contracted shipment date can be relaxed. We do not remove from consideration the promised orders that are delayed, and they receive inventory allocation if feasible. This means NABco must renegotiate the delayed shipment date for these promised orders with the respective customers. Bumping refers to NABco's cancellation of a promised sales order, a rare occurrence. Senior management considers this option when it wants to fulfill a high-priority customer's quote with a potential for premium sale. In these rare but important situations, when delaying the shipment of active orders does not adequately free up the required inventory, NABco requires a systematic and flexible approach to identify the active orders that it can cancel. We developed the minimum-bump model to find a feasible inventory allocation that minimizes the total priority-weighted number of bumped active orders, whereas the total number of bumped orders and the largest priority of a bumped order are bounded by user-specified parameters. Because the demand corresponding to the bumped active orders need not be met, the model ignores it; however, the demand of the remaining active orders must be satisfied.
ATP DSS Architecture
The overall ATP DSS architecture includes two distinct decision-analysis processes. Figure 1 shows the flowchart for the initial decision-analysis process. The goal is to find a minimum-cost inventory allocation to the set of active orders that satisfies all their requirements, including the customer-specified due dates. For this purpose, we use Model 1(a), the extension of the minimum-cost bounded-delay model in which all the delay bounds are set to zero (i.e., no delays are allowed). If Model 1(a) is infeasible, it is because inventory is not available either (1) before the required shipment due dates, or (2) until the end of the planning horizon. In the former case, delaying the customer-specified due dates for the quotes might be helpful in identifying suitable inventory because of new inventory batches anticipated after the due dates. Hence, the next step is to relax the quote's due-date requirement, but retain the due dates of promised orders to verify inventory availability. Find the minimum cost allocation with the quotes' delays specified by the user (Model 1(c))
The initial decision-analysis process of the ATP DSS is used to determine the minimum-cost inventory allocation that can help meet the quote requirements, including the customer-requested due date.
to NABco's business, we investigate within the DSS framework the option of delaying or even canceling promised orders-a decision that requires the approval of senior management. Within the DSS framework, it leads us to the advanced decisionanalysis process depicted in Figure 2 . The flow of control departs Figure 1 from the box labeled "A * " and begins at the identically labeled box in Figure 2 . Although not reflected in the flowcharts, the option of delaying or canceling promised orders may also be considered when inventory is available to fulfill the set of promised orders and the relaxed quote, but the high-priority customer requesting the quote is not satisfied with the delayed shipment date. The ability of the sales and management teams to interact with the ATP DSS is a key feature of our solution. This requirement from the company necessitated the use of multiple parameterized optimization models to facilitate what-if analyses.
If Model 1(a) is infeasible, then we use Model 2(a), the extension of the minimum-delay bounded-cost model in which the shipment dates of the quotes can be delayed, to find a feasible inventory allocation, if one exists. If Model 2(a) is feasible, then it returns a solution that minimizes the total priority-weighted delay in the quotes' shipment dates. However, the inventory-allocation cost associated with this solution is not necessarily the lowest among all alternate Downloaded from informs.org by [149.164.224 The advanced decision-analysis process is designed to be used when delaying or canceling promised orders becomes necessary.
optimal solutions to Model 2(a), because it does not (by design) include cost control. To find a minimumcost solution with the same minimum delays obtained by Model 2(a), the minimum-cost bounded-delay model must be solved with these minimum delays supplied as the delay bounds in Model 1(b).
Once we identify an optimal inventory allocation by using either Model 1(a) or 1(b), an analysis of the trade-off between the inventory-allocation cost and the delays in satisfying the quotes' line items is sometimes desirable. We refer to this as the cost-delay analysis, as the dashed line in Figure 1 delineates. In the cost-delay analysis, if the inventory-allocation cost of the solution that Model 1(a) or 1(b) found is acceptable to NABco, then the ATP dates obtained can be promised to the customer and the decision process terminates. Otherwise, we must delay some of the quotes' shipment dates in case the feasible solution was found by Model 1(a), or increase the delays allowed in Model 1(b), to decrease the inventory-allocation cost.
If the user provides an acceptance threshold for the inventory-allocation cost, then we use the minimum-delay bounded-cost model (Model 2(c)) to find an inventory allocation that minimizes the total priority-weighted delay in the quotes' shipment dates, whereas the total number of delayed quotes, the largest priority of a quote that is delayed, and the total inventory-allocation cost are bounded by user-specified parameters. The ATP dates that Model 2(c) found will be assigned to the customer, and the decision process terminates. Alternately, if the user specifies acceptable delays, we use the extension of the minimum-cost bounded-delay model (Model 1(c)), in which the delays in quotes' shipment dates are allowed up to the bounds specified by the user, to find the desired inventory allocation. If the inventory-allocation cost obtained from Model 1(c) is still not satisfactory, then the user-specified delays can be increased and Model 1(c) can be run again to find a new allocation cost. This process can be repeated with user involvement until suitable delay parameters (i.e., parameters that generate acceptable inventory-allocation costs) are identified under which the inventory-allocation cost is acceptable. NABco can then promise the ATP dates obtained to the customer.
Advanced Analysis: Delaying and Canceling Promised Orders
The initial decision-analysis process cannot yield an ATP recommendation if Model 1(a) (no delays allowed) and Model 2(a) (maximum possible delays up to the planning horizon are allowed on the due dates of the quotes) are both infeasible. To free up inventory within the planning horizon, NABco senior management might consider delaying or even canceling promised orders if the quotes merit such consideration. Clearly, although canceling promised orders frees up inventory, it is an undesirable option. Delaying promised orders can free up inventory if the orders delayed are compatible with the planned batches of inventory that are incompatible with the quotes. If delaying any promised order is unacceptable, then either additional inventory must be purchased or a subset of line items from the Downloaded from informs.org by [149.164.224 .49] on 28 August 2016, at 09:55 . For personal use only, all rights reserved. 511 quotes may have to be eliminated (after negotiating with the customers). NABco would then restart the decision-making process using the revised RFQs and (or) new inventory.
If delaying or bumping some promised orders is acceptable, then the advanced decision-analysis process can be used to find a feasible inventory allocation to the set of active orders, if one exists under these circumstances. Figure 2 illustrates this process, which only senior management can use; members of the sales staff do not have the authority to delay or bump a promised order. As Figure 2 shows, we must first determine if delaying some active orders enables us to fulfill all of them. To this end, we use Model 2(b), the extension of the minimum-delay bounded-cost model, which allows the shipment dates of all active orders to be delayed. If Model 2(b) is feasible, then the solution that this model found satisfies all the requirements of the active orders by delaying some of them, while minimizing the total priority-weighted delay in their shipment dates. Similar to the outcome of Model 2(a), the inventory-allocation cost associated with the solution found by Model 2(b) may not necessarily be the minimum possible among all alternate optimal solutions. Other solutions that incur lower inventory-allocation costs, while introducing the same delays in the active orders, might exist. To find such a solution, we must solve Model 1(d), the extension of the minimum-delay bounded-cost model, which allows delays in the active orders' shipment dates up to the optimal values found by Model 2(b). Once we find the solution for Model 1(d), NABco can promise the ATP dates obtained for the quotes to the customer and negotiate the delays in the shipment dates of the promised orders with its respective customers.
Within the advanced decision-analysis process, we do not conduct a cost-delay analysis similar to the one used in the initial decision process because of NABco's reluctance to delay or cancel promised orders. The company indicated that delaying or bumping promised orders is an acceptable option only when the potential exists for considerable monetary benefit associated with honoring an RFQ, and the possible cost savings obtained by a cost-delay analysis are negligible. Furthermore, delaying or bumping a promised order has a negative effect on customer satisfaction, and NABco does not consider increasing the delays recommended by Model 2(b) to decrease the allocation cost as a viable option.
If Model 2(b) is infeasible, then the active orders' requirements cannot be met only by delaying them. In this case, if bumping a promised order is not an acceptable option, then either new inventory must be acquired or a suitable subset of line items must be eliminated to partially satisfy quotes after negotiating with the affected customers. The decision-making process would then be restarted with the new revised RFQs. If bumping some promised orders is acceptable, then we use the minimum-bump model (Model 3) to find a feasible inventory allocation that minimizes the total priority-weighted number of bumped active orders, whereas the total number of bumped orders and their priorities are bounded by user-specified thresholds. The solution found by Model 3 identifies a candidate subset of active orders to be declined to satisfy the remaining set of active orders. This candidate set and the outcome of the negotiations with the affected customers will be used to finalize a suitable subset of active orders to decline. The decision process can then be restarted with the set of remaining active orders, or NABco could acquire new inventory to satisfy all active orders.
Implementation
Once the NABco sales, scheduling, and management teams validated the solutions generated by the prototype ATP DSS we developed, NABco proceeded to implement the DSS within its ERP system. In the first phase, the ATP DSS implementation was used for inventory allocation and ATP purposes. During this phase, validation of the DSS involved doing a manual allocation in parallel with the ATP DSS recommendations for comparison purposes. In the second phase, NABco intends to use the cutting plan to guide its manufacturing and scheduling. However, because of the dynamic nature of the ATP DSS recommendations, which can reallocate batches with each run, this phase is on hold until NABco's production department implements some policy changes. Both in our prototype ATP DSS and in the implementation at the company, we solve the optimization models using Gurobi , a high-performance commercial software package for solving MIP problems. The ERP implementation entailed developing data extraction routines to provide the data required by the optimization models (e.g., compatibility information, cost parameters, and batch information), invoking the Gurobi optimizer, and processing and presenting the results within the ERP environment familiar to the sales staff. Because a salesperson is expected to provide an ATP date to a prospective customer in real time, a target in the development of the overall solution approach was presenting a solution in under 30 seconds. This target is challenging, given that the overall solution approach requires solving several large-scale MIP problems. The pre-solve capabilities and built-in heuristics of Gurobi were particularly helpful in this regard. NABco supplied data that represent moderate and peak demand, because demand directly affects the number of promised orders in the system. After tuning some parameters pertaining to the branch-and-cut (e.g., the tree search with an MIP focus on feasibility, MIP heuristics, root node algorithm for the linear programming relaxation, and built-in cutting planes) on almost all test instances, we identified a high-quality feasible solution within the stipulated time limits. Typically, on mediumand large-scale instances with 80,000 to 150,000 variables (before pre-solve), we observed an optimality gap of less than 1 percent in approximately 15 seconds or less using a high-performance 24-core 64-bit workstation.
Once the project was undertaken, we spent the first three months collecting data, learning NABco's background, understanding the problem, and designing the input data structure and format of the prototype DSS. We completed the initial development, iterative refinement, and implementation of the models and the DSS architecture in approximately one year. Finalizing the input data, output format, and the design and implementation of the prototype DSS, and the subsequent validation, took approximately three months. NABco then implemented the ATP DSS in its ERP system, completed preliminary validation of the implementation over a six-month period, and began to use the system. Because members of the sales team use the ATP DSS through the company's ERP system, with which they were already familiar, they needed minimal training, especially because they access only its initial decision-analysis process.
Business Impacts
The ATP DSS benefits NABco in the following ways.
1. The ATP system provides more premium pricing opportunities because it reallocates inventory more efficiently. Premium sales have significantly higher profit margins for NABco than regular orders, because it can charge higher prices for orders with very short lead times. However, the company may need to delay other orders and reallocate the inventory to satisfy emergent orders. The ATP system enables NABco to react quickly to new quote requests, and helps it evaluate the impact that accepting a premium RFQ or sales order will have on promised orders. NABco estimates that the higher-margin sales generate over $300,000 per year.
2. As a result of using nontrivial cutting patterns more widely across line items and active orders, short-cutting residuals, which constitute yield loss to the company, are reduced. Based on NABco's experience thus far with the implementation, it estimates that it saves at least $200,000 per year by reducing yield loss throughout the company.
3. The ATP system helps the sales department, which processes thousands of quotes annually, work more efficiently by automating the quote process. NABco estimates its labor-cost savings to be $85,000 per year.
The intangible benefits (in terms of assigning a monetary value) of the ATP DSS are also noteworthy. This approach potentially increases the demand satisfaction rate by dynamically reallocating inventory. Because of the complexity of the process, a salesperson usually hesitates to manually reallocate inventory to existing orders. Consequently, some RFQs have been declined because the salesperson could not easily find the available inventory to satisfy the quote. Using premium inventory in response to an RFQ with less-restrictive AML requirements is also considered a loss. However, the ATP system can quickly reallocate the inventory and find a good solution from the numerous alternatives available to satisfy the quotes. As a result, NABco Downloaded from informs.org by [149.164.224 .49] on 28 August 2016, at 09:55 . For personal use only, all rights reserved.
anticipates fewer missed opportunities by using the ATP system. The ATP DSS also enables quick response from the quotation system in unexpected situations, such as last-minute order changes.
Conclusions and Future Directions
This project has demonstrated the benefits of prescriptive analytics at NABco, beyond its traditional reporting process that uses descriptive analytics. The company has validated our system using real data and is currently using it in parallel with the company's traditional reporting system, which allows a salesperson to view the available inventory and reserve it for the quote under consideration. Although we have seen some instances of resistance to change, the system has been generally well received because of the support senior management has given this initiative.
Some directions for future modifications in the solution approach include the use of column generation in the optimization models if (1) the running times are not satisfactory, or (2) the bundle cutting systems are upgraded to handle more complicated cutting patterns. The former is unlikely unless the scale of the instances increases significantly beyond the peak demand on which we based our approach. However, the latter is a possibility, especially if NABco constructs a new manufacturing facility that includes technological upgrades to the manufacturing processes. Integrating detailed scheduling and resource-allocation decisions in the overall solution approach is also a future possibility. Inventory policies may need to be modified after this system has been in place for a reasonable time, and this may present another predictive analytics problem with respect to demand forecasting and purchasing.
Appendix. Optimization Model Formulations
Model 1: Minimum-Cost Bounded-Delay Model and Extensions We designed this model to find a minimum-cost inventory allocation to the set of active orders, if one exists, parameterized by delay bounds allowed in the desired shipment dates of the active orders.
Sets
• A denotes the index set of all active orders.
• Q denotes the index set of all quotes.
• S j denotes the index set of all line items of order j ∈ A.
• B denotes the set of all batch IDs.
• C jk denotes the set of all batch IDs compatible with line item k ∈ S j of order j ∈ A.
• D i denotes the set of all compatible line items with batch i ∈ B represented by the pair j k (order j ∈ A, line item k ∈ S j ).
• E i = l jk i ∈ C jk , where l jk is the demand length in line item k ∈ S j of order j ∈ A. That is, E i is the set of all demand lengths requested by compatible line items of batch i.
• N i denotes the set of all feasible cutting patterns for batch i ∈ B, considering elements of E i .
• R i = in ∀ n ∈ N i , where in is the length of the cutting residual when using feasible cutting pattern n ∈ N i on a unit of batch i ∈ B. That is, R i is the set containing all possible lengths of cutting residuals obtained by using any feasible cutting pattern for batch i ∈ B. Note that a cutting residual length cannot match any of the demand lengths among the batch's compatible line items in E i .
Parameters
• c i is the cost of a bar from batch i ∈ B.
• v il is the value of a cut of length l ∈ E i ∪ R i of a bar from batch i ∈ B.
• p b is the bundle wrapping cost.
• p in is the cost of cutting a bundle of batch i ∈ B with feasible cutting pattern n ∈ N i .
• h is the length of the planning horizon.
• d j is the customer's desired shipment date for order j ∈ A.
• t 0 j is the bounded delay allowed in the desired shipment date of order j ∈ A. Note that 0 ≤ t
• l jk is the demand length in line item k ∈ S j of order j ∈ A.
• iln is the number of units of length l ∈ E i ∪ R i obtained by cutting a bar of batch i ∈ B using feasible cutting pattern n ∈ N i .
• o jk is the number of units of length l jk required by item k ∈ S j of order j ∈ A.
• m i is the maximum number of bars available in batch i ∈ B.
• i is the lead time of batch i ∈ B.
• is the user-specified threshold on the difference between the shipment dates of two different line items that use the same batch.
Decision variables
• x in is the number of bars of batch i ∈ B cut using feasible cutting pattern n ∈ N i .
• y ijk is the number of units of length l jk requested by line item k ∈ S j of order j ∈ A made from batch i ∈ C jk .
• z ijk is the batch indicator used, which is equal to 1 if batch i ∈ C jk is used to fulfill a portion of the demand in line item k ∈ S j of order j ∈ A, and 0 otherwise.
• r i is the latest shipment date among all line items using batch i ∈ B.
• s i is the earliest shipment date among all line items using batch i ∈ B. • u in is the feasible cutting pattern indicator used, which is equal to 1 if batch i ∈ B is cut by feasible cutting pattern n ∈ N i , and 0 otherwise.
• w i w i v i v i are binary variables for capturing the bundle wrapping cost.
y ijk ∈ + ∀ j ∈ A k ∈ S j i ∈ C jk (15)
Constraint (1) ensures that for each batch, the total number of bars that are cut by any of its feasible cutting patterns do not exceed the number of bars available in that batch. Constraint (2) ensures that the number of requested pieces from a batch assigned to its compatible line items may not exceed the actual number of requested pieces produced by cutting that batch. The batch indicator (z ijk ) used for line item k ∈ S j of order j ∈ A is 1 if batch i ∈ C jk is used to fulfill a portion of the demand in line item k ∈ S j of order j ∈ A, and 0 otherwise, as enforced by constraint (3). If a given batch is used to fulfill the demand in a specific line item, constraint (4) ensures that the line item's delayed shipment date should occur after the batch's lead time. The demand constraint, constraint (5), forces the total number of requested pieces assigned to a line item to be at least as many as the line item's desired number of pieces. The earliest and the latest delayed shipment dates among all orders using batch i ∈ B are captured in the respective variables using constraints (6) and (7). If a batch is assigned to more than one order, then the order shipment dates should be close to each other, as constraint (8) imposes. Constraint (9) triggers the feasible cutting pattern indicator (u in ) to be 1 if batch i ∈ B is cut by feasible cutting pattern n ∈ N i , and 0 otherwise. Constraints (10)- (14) help capture the bundle-wrapping cost. The first term in the objective function captures the material cost, which is the cost of all bars cut, offset by the residual value of pieces returned to the inventory. The second and third terms, respectively, capture bundle-cutting and wrapping costs. Model 1 is a parameterized optimization model; the user supplies values for parameter t 0 depending on its usage in the ATP DSS. Model 1(a) is obtained when no delay is allowed in customers' desired shipment dates (t 0 j = 0, ∀ j ∈ A) and Model 1(b) is obtained when only the quotes are delayed by the least amount possible to ensure a feasible inventory allocation. That is, t 0 j = 0 ∀ j ∈ A\Q, and t 0 j = t * j ∀ j ∈ Q, where t * j is the optimal solution for j ∈ Q found using Model 2(a), which we describe next. Model 1(c) is a special case that allows delay only in the quotes up to a bound specified by the user. That is, t 0 j = 0, ∀ j ∈ A\Q, and t 0 j = t j ∀ j ∈ Q, where t j is the delay for j ∈ Q specified by the user. Model 1(d) is obtained when all active orders are allowed delays that ensure a feasible inventory allocation. In this case, t 0 j = t * j ∀ j ∈ A, where t * j is the optimal solution for j ∈ A found by Model 2(b), which we describe next.
Model 2: Minimum-Delay Bounded-Cost Model and Extensions Given a subset of active ordersÂ (⊆ A) that can be delayed, this model aims to find a feasible inventory allocation that minimizes the total weighted delay in the shipment dates of the elements ofÂ, while the total number of delayed elements and their priorities are limited. IfÂ contains a promised order, we assume that its contracted shipment date can be relaxed. The delayed promised orders are 
Parameters
• f j is the priority level of order j ∈ A. We assume that all line items of an order have the same priority, which we call the order's priority.
• is the maximum number of elements ofÂ allowed to be delayed.
• is the limit on the priority of the elements ofÂ being delayed.
Decision variables
• t j is the delay in the shipment date of order j ∈Â.
• q j is the order delay indicator for order j ∈Â. If order j ∈Â is delayed, then q j = 1; otherwise, q j = 0.
G Â = min j∈Â f j t j subject to 1 2 3 5 8 15 16 17
Constraints (20)- (25) ensure that the shipment dates of the orders inÂ can be relaxed, whereas the shipment dates of orders in A\Â are unchanged. If the delay in the shipment date of an order inÂ is zero (t j = 0), then that order's delay indicator will be zero (q j = 0). If the shipment date of an order inÂ is delayed, then the order's delay indicator will be 1. Additionally, the latest possible shipment date of an order inÂ is the end of the planning horizon. Constraint (26) enforces this. Constraints (27) and (28) ensure that the total number of delayed elements ofÂ and their priorities are limited. Similar to the previous model, this model is parameterized byÂ, which the user specifies depending on the circumstances under which this particular model is invoked. Models 2(a) and 2(b) are obtained whenÂ = Q andÂ = A, respectively.
Model 2 and its extensions 2(a) and 2(b) do not account for the total cost of the allocation with delay being the exclusive focus. Model 2(c) is obtained from Model 2 by settingÂ = Q, which allows only the quotes to be delayed, adding constraints (8)-(19) and a total cost bound imposed by the constraint f ≤ f * . Here, f denotes the total cost expression in the objective function of Model 1; parameter ∈ 0 1 , which is determined by the user, limits the total cost to f * , where f * denotes the minimum cost in Model 1(a), if it exists; otherwise, it denotes the minimum cost in Model 1(b).
Model 3: Minimum-Bump Model
This model is used to find a feasible inventory allocation that minimizes the total weighted number of active orders bumped, whereas the total number and priorities of bumped orders are limited. Two new additional parameters are used:¯ denotes the maximum number of orders that can be bumped, and¯ is the highest priority of an order that can be bumped. An additional decision variable is required to indicate if an order is bumped; this is denoted by q j , which is 1 if order j ∈ A is bumped, and 0 otherwise. min j∈A f j q j subject to (1), (2), (3), (4), (6), (7), (8), (15) (16), (17) with t 0 j = 0 ∀ j ∈ A i∈C jk y ijk ≥ o jk 1 − q j ∀ j ∈ A k ∈ S j (30)
f j q j ≤¯ ∀ j ∈ A (33)
Constraint (5) in Model 1 is modified to constraint (30), which ensures that the demand requirements of the active orders bumped can be ignored, whereas the requirements of the remaining active orders must be satisfied. Constraints (31)-(34) are self-explanatory.
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