Abstract. In the article we consider some versions of the approach to expansion of multiple Ito stochastic integrals of arbitrary multiplicity, based on generalized multiple Fourier series. The expansion of multiple stochastic integrals according to martingale Poisson measures is obtained. For the multiple stochastic integrals according to martingales we have proven two theorems. The first theorem is the generalization of expansion of multiple Ito stochastic integrals of arbitrary multiplicity, based on generalized multiple Fourier series. The second one is the modification of the first theorem for the case of complete orthonormal with weight r(x) ≥ 0 system of functions in the space L2([t, T ]) (in the first theorem r(x) ≡ 1). Meansquare convergence of the considered expansions is proven.
Introduction
In the article we demonstrate, that the approach to expansion of multiple Ito stochastic integrals considered in the theorem 1 (see below) is essentially general and allows some transformations for other types of multiple stochastic integrals. We will consider versions of the theorem 1 for multiple stochastic integrals according to martingale Poisson measures and for multiple stochastic integrals according to martingales. For the case of multiple stochastic integrals according to martingales we consider complete orthonormal with weight r(x) ≥ 0 as well as with weight r(x) ≡ 1 systems of functions in the space L 2 ([t, T ]). Considered theorems are sufficiently natural according to general properties of martingales.
In the sect. 1 we formulate the theorem (theorem 1) about expansion of multiple Ito stochastic integrals of arbitrary multiplicity k, based on generalized multiple Fourier series [1] - [12] . In the sect. 2 we define stochastic integral according to martingale Poisson measure and consider it properties. The sect. 3 is devoted to the version of the theorem 1 for multiple stochastic integrals according to martingale Poisson measures. In the sect. 4 we consider the generalization of the theorem 1 for the case of multiple stochastic integrals according to martingales. In sect. 5 we obtain the version of the theorem from the sect. 4 for the case of complete orthonormal with weight r(x) ≥ 0 systems of functions in the space L 2 ([t, T ]).
Let (Ω, F, P) be a complete probability space, let {F t , t ∈ [0, T ]} be a non-decreasing rightcontinous family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which is F t -measurable for any t ∈ [0, T ]. We assume that the components f Let's consider multiple Ito stochastic integral in the form: Afterwards, let's suppose, that {φ j (x)} ∞ j=0 -is a complete orthonormal system of functions in the space L 2 ([t, T ]), moreover φ j (x), j < ∞ satisfies the condition (⋆).
It is clear, that the continuous complete orthonormal systems {φ j (x)} ∞ j=0 of functions in the space L 2 ([t, T ]) are satisfies the condition (⋆).
Let's consider the examples of the systems satisfing the condition (⋆). Example 1. The system of Legendre polynomials:
(2) φ j (x) = 2j + 1
where P j (y); y ∈ [−1, 1] -is a Legendre polynomial.
Example 2. The system of trigonometric functions:
2πr(x−t) T −t when j = 2r − 1 √ 2cos
, where x ∈ [t, T ]; r = 1, 2, . . . .
Example 3.
The system of Haar functions:
where n = 0, 1, . . . ; j = 1, 2, . . . , 2 n and functions ϕ nj (x) has the following form:
; n = 0, 1, . . . ; j = 1, 2, . . . , 2 n (we choose the values of Haar functions in the points of discontinuity in order they will be continuous at the right).
Example 4. The system of Rademacher-Walsh functions: 
and 
k in the mean-square sense, i.e.
. . .
and
Let's formulate the theorem about expansion of multiple Ito stochastic integrals of arbitrary multiplicity k, based on generalized multiple Fourier series, converging in the mean.
Theorem 1 (see [1] - [12] ). Suppose that every ψ l (τ ) (l = 1, . . . , k) is a continuous on [t, T ] function and {φ j (x)} ∞ j=0 is a complete orthonormal system of functions in the space L 2 ([t, T ]), each function of which for finite j satisfies the condition (⋆). Then
; g, r = 1, . . . , k};
l.i.m. is a limit in the mean-square sense; i 1 , . . . , i k = 0, 1, . . . , m; every
is a standard Gaussian random variable for various i or j (if i = 0); C j k ...j1 is the Fourier coefficient (5); ∆w
, which satisfies the condition (6).
Let's consider transformed particular cases of the theorem 1 for k = 1, . . . , 4 [1] - [11] (the cases k = 5, 6 and 7 see in [4] - [6] ):
where 1 A is the indicator of the set A.
The convergence in the mean of degree 2n, n ∈ N in the theorem 1 is proven in [1] - [12] . The convergence with probubility 1 (further w. p. 1) for some expansions from the theorem 1 for multiple Ito stochastic integrals of multiplicity 1 and 2 (the case of binomial weight functions and Legendre polynimials) is proven in [7] - [11] , [13] . Assume, that (Ω, F, P) -is a fixed probability space and {F t , t ∈ [0, T ]} is a non-decreasing family of σ-algebras F t ⊂ F.
Assume, that:
, which for all t ∈ [0, T ], y ∈ Y are F t -measurable and satisfy the following condition
Let's analyze the partition {τ j } N j=0 of the interval [0, T ], which satisfies the condition (6). For ϕ(t, y) ∈ H 2 (Π, [0, T ]) let's define the stochastic integral according to martingale Poisson measure as the following mean-square limit [14] :
where ϕ (N ) (t, y) -is any sequense of step functions from the class
It is well known [14] , that the stochastic integral (13) exists, it doesn't depend on selection of the sequence ϕ (N ) (t, y) and it satisfies w. p. 1 the following properties:
where α, β -are some constants;
according to Poisson measure will be defined as follows [14] :
where we propose, that the right part of the last relation exists. According to the Ito formula for the Ito process with jump component [14] w. p. 1 we get [14] :
where
We suppose, that the function γ(τ, y) satisfies conditions of right part (14) existence [14] .
Let's analyze [14] the useful estimation of moments of the stochastic integral according to Poisson measure:
We suppose, that right part of (15) exists.
then according to Minkowski inequality we obtain
The value M{|ẑ τ | 2r } may be estimated using the well known inequality [14] :
where we suppose, that
Expansion of Multiple Stochastic Integrals According to Martingale Poisson Measures, Based on Generalized Multiple Fourier Series
Let's introduce the following multiple stochastic integral in the analysis:
-are independent for various i martingale Poisson measures,
Let's formulate the analoque of the theorem 1 for the multiple stochastic integral (17). Theorem 2 (see [1] - [11] ). Suppose that the following conditions are met:
-is a complete orthonormal system of functions in the space L 2 ([t, T ]) each function of which for finite j satisfies the condition (⋆).
3. For l = 1, . . . , k; s = 1, 2, . . . , 2 k+1 :
Then, the multiple stochastic integral according to martingale Poisson measures P [χ (k) ] T,t is expanded into the multiple series converging in the mean-square sense
where {τ j } N −1 j l =0 is a partition of the interval [t, T ], which satisfies the condition (6);
are independent for various i g = 0 and uncorrelated for various j;
Proof. The scheme of the proof of the theorem 2 is the same with the scheme of the proof of the theorem 1 [1] - [11] .
Some differences will take place in proving of two following lemmas and in the final part of the proof of the theorem 2.
Lemma 1 (see [1] - [11] ). Suppose that every ψ l (τ ) (l = 1, . . . , k) is a continuous functions at the interval [t, T ], and every function ϕ l (y) (l = 1, . . . , k) such, that
Then, w. p. 1 we obtain:
, which satisfies the condition (6),
Using the moment properties of stochastic integrals according to Poisson measures (see above), and the conditions of the lemma 1, it is easy to note, that the integral sum of the integral P [χ (k) ] T,t under conditions of the lemma 1 may be represented in the form of prelimit expression from the right part of (19) and of value, which converges to zero in the mean-square sense if N → ∞.
Let's introduce the following stochastic integrals in the analysis:
where the sense of denotations included in (19) is kept, and Φ(t 1 , . . . , t k ) :
Note, that if the functions ϕ l (y) (l = 1, . . . , k) satisfy the conditions of the lemma 1, and the function Φ(t 1 , . . . , t k ) is continuous, then for the integralP [Φ] (k) T,t the equality of type (19) is reasonable w. p. 1.
Lemma 2. Assume, that for l = 1, . . . , k the following conditions are met:
where the functions h l (τ ) : [t, T ] → ℜ 1 (l = 1, . . . , k) satisfy the condition (⋆) and the functions ϕ l (y) :
Proof. Let's introduce the following denotations:
It is easy to see, that
Using Minkowsky inequality and inequality of Cauchy-Bunyakovsky together with estimations of moments of stochastic integrals according to Poisson measures (see sect. 2) and conditions of the lemma 2, we get
Since it is clear, that
then due to independence of J[∆ḡ l ] τq+1,τq for different q we have [15] :
Then, using estimations of moments of stochastic integrals according to Poisson measures (see sect. 2) and the conditions of the lemma 2, we get, that the right part of (21) converges to zero when N → ∞. Considering this fact and (20) we come to the affirmation of the lemma 2.
Proving the theorem 2 according to the scheme used for proving of the theorem 1 (see [1] (theorem 5.1, P. 241 -243), [10] (theorem 1, P. A.30 -A.32), [11] (theorem 5.1, P. A.258 -A.260), [12] (theorem 1, P. 8 -9)), using lemmas 1, 2 and estimations for moments of stochastic integrals according to Poisson measures (see sect. 2), we get:
where constantC k depends only on k (multiplicity of multiple stochastic integral according to martingale Poisson measures) and
The theorem 2 is proven. Let's consider an example of the theorem 2 usage. When i 1 = i 2 , i 1 , i 2 = 1, . . . , m according to the theorem 2 using the system of Legendre polynomials we get
and {φ j (τ )} ∞ j=0 -is a complete orthonormal system of Legendre polynomials in the space L 2 ([t, T ]).
Expansion of Multiple Stochastic Integrals According to Martingales
Let (Ω, F, P) be a fixed probability space and let {F t , t ∈ [0, T ]} be a non-decreasing collection of σ-subalgebras F.
Through M 2 (ρ, [0, T ]) we will denote a class of F t -measurable for each t ∈ [0, T ] martingales M t , and satisfying the conditions
where 0 ≤ t < s ≤ T, ρ(τ ) -is a non-negative, continuously differentiable nonrandom function at the interval [0, T ], C p < ∞ -is a constant.
Let's define the class H 2 (ρ, [0, T ]) of stochastic processes ξ t , t ∈ [0, T ], which are F t -measurable for all t ∈ [0, T ] and satisfies the condition
For any partition {τ
we will define the sequense of step functions ξ (N ) (t, ω) :
j+1 ), where j = 0, 1, . . . , N − 1; N = 1, 2, . . . . Let's define the stochastic integral according to martingale from the process ξ(t, ω) ∈ H 2 (ρ, [0, T ]) as the following mean-square limit [14] : (23) l.i.m.
where ξ (N ) (t, ω) -is any step function from the class H 2 (ρ, [0, T ]), which converges to the function ξ(t, ω) in the following sense
It is well known [14] , that the stochastic integral T 0 ξ t dM t exists and it doesn't depend on the selection of sequence ξ (N ) (t, ω) and satisfies to the following properties w. p. 1: Let's remind, that if (ξ t ) n ∈ H 2 (ρ, [0, T ]) when ρ(t) ≡ 1, then the estimation [14] is correct:
Let's consider multiple stochastic integral according to martingales: = τ. Let's formulate the following theorem. Theorem 3 (see [1] - [11] ). Suppose that the following conditions are met: . . .
-are independent for different i l = 1, . . . , m; l = 1, . . . , k and uncorrelated for various j (if ρ(τ ) -is a constant, i l = 0) random variables;
where t 1 , . . . , t k ∈ [t, T ]. Remark 1. Note that the theorem 1 is the particular case of the theorem 3 if ρ(τ ) ≡ 1.
Proof. The scheme of the proof of the theorem 3 is the same with the scheme of the proof of the theorem 1 [1] - [11] .
Some differences will take place in proving of two following lemmas and in the final part of the proof of the theorem 3.
Then
-is a partition of the interval [0, T ], satisfying the condition (6). Proof. According to the properties of the stochastic integral according to martingale (see above) we have:
T,t in the conditions of the lemma 3 may be represented in the form of prelimit expression from the right part of (25) and the value, which converges to zero in the mean-square sense when N → ∞.
More detailed proof of the analogous lemma for the case ρ(τ ) ≡ 1 see in [1] - [12] . Let's define the folloing multiple stochastic integral (28) l.i.m.
is a partition of the interval [0, T ], satisfying the condition (6) and Φ(t 1 , . . . , t k ) :
. . , m; l = 1, . . . , k, and g 1 (s), . . . , g k (s) -are functions satisfying the condition (⋆).
Proof. Let's denote
is a partition of the interval [0, T ], satisfying the condition (6). Note, that
Using the Minkowsky inequality and inequality of Cauchy-Bunyakovsky, as well as the conditions of lemma 4, we get
, where
then due to independence of I[∆g l ] τq+1,τq for different q we have [15] :
Then, using the conditions of the lemma 4, we get, that the right part of (30) converges to zero when N → ∞. Considering this fact and (29) we come to the affirmation of the lemma 4.
More detailed proof of the analogous lemma for the case ρ(τ ) ≡ 1 see in [1] - [12] . Proving the theorem 3 according to the scheme used for proving of the theorem 1 (see [1] (theorem 5.1, P. 241 -243), [10] (theorem 1, P. A.30 -A.32), [11] (theorem 5.1, P. A.258 -A.260), [12] (theorem 1, P. 8 -9)), using lemmas 3, 4 and (26), (27) we get:
where the constantC k depends only on k (multiplicity of multiple stochastic integral according to martingales) and
The theorem 3 is proven. (32) lim
Obviously, the relation (32) can be obtained, if we will expand the function r(x)f (x) ∈ L 2 ([t, T ]) into usual Fourier series according to the complete orthonormal with weight 1 system of functions
whereC j has the form (33).
Let's consider obvious generalization of this approach to the case of several variables. Let's expand the function K(t 1 , . . . , t k ) such that
using the complete orthonormal system of functions
k ) into multiple Fourier series. As well known, this Fourier series converges in the mean-square sense:
Let's compare (31) and (35). If we suppose that r(τ ) ≥ 0 and ρ(τ )/r(τ ) ≤ C < ∞, then
where C ′ k -is a constant. So, we obtain the following theorem. Theorem 4. Suppose that the following conditions are met:
-is a complete orthonormal with weight r(τ ) ≥ 0 (ρ(τ )/r(τ ) ≤ C < ∞) system of functions in the space L 2 ([t, T ]), each function of which for finite j satisfies the condition (⋆).
3. Every ψ l (τ ) (l = 1, 2, . . . , k) is a continuous function at the interval [t, T ]. Then the multiple stochastic integral J[ψ (k) ] M T,t according to martingales is expanded into the converging in the mean-square sense multiple series
where where {τ j } N −1 j l =0 is a partition of the interval [t, T ], which satisfies the condition (6);
-are independent for different i l = 1, . . . , m; l = 1, . . . , k and uncorrelated for various j (if i l = 0, ρ(τ ) ≡ r(τ )) random variables;
Remark 2. Note that if ρ(τ ) ≡ 1 in the theorem 4, then we obtain the variant of the theorem 1. Let's analyze the following boundary-value problem
where functions p(x), q(x), r(x) satisfy the well-known conditions and α, β, γ, δ, λ -are real numbers. 
It is known, that analyzing the problem about fluctuations of circular membrane (common case) the boundary-value problem appears for the equation of Euler-Bessel with the parameter λ and integer index n :
The eigenfunctions of this problem considering specific boundary conditions are the following functions It is obvious, that we may get this result using another method: we can use theorem 1 for multiple Ito stochastic integral 
j1 ζ
j2 } = 0,
Easy calculation demonstrates, that φ j (s) = 2(s − t) (T − t)J n+1 (µ j ) J n µ j T − t (s − t) ; j = 0, 1, 2, . . .
-is a complete orthonormal system of functions in the space L 2 ([t, T ]). Then, using theorem 1 we get 
