How Should Central Banks Respond to Non-neutral Inflation Expectations by Shah, Imran H. et al.
        
Citation for published version:
Shah, IH, Corrick, I & Saboor, A 2016 'How Should Central Banks Respond to Non-neutral Inflation
Expectations' Bath Economics Research Working Papers, vol. 64/17, Department of Economics, University of
Bath, Bath, U. K.
Publication date:
2016
Document Version
Publisher's PDF, also known as Version of record
Link to publication
University of Bath
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 13. May. 2019
How Should Central Banks Respond to Non-neutral Inflation
Expectations?
Imran H. Shah, Ian Corrick, Abdul Saboor
No. 64 /17
BATH ECONOMICS RESEARCH PAPERS
Department of Economics 
1How Should Central Banks Respond to Non-neutral Inflation 
Expectations?
3 October 2016
1. Imran H. Shah (First and corresponding author)1
2. Ian Corrick2
3. Abdul Saboor3
Abstract
This paper investigates the net real inflation effect on output in ten countries, comprising both 
advanced and developing countries. An indicator is introduced to compute the net effect of 
inflation on output (NIEO) based on the difference between two concepts of core inflation, 
where both are computed using the decomposition of VAR residuals. We find that for all 
countries, when inflation is increasing the NIEO is significantly positive and is negative 
during periods of decreasing inflation. Typically, countries which follow anti-inflationary 
policies if the NIEO is of small magnitude suffer relatively minimal damage in output, 
whereas if the same policies are undertaken when the NIEO is large the damaging effects on 
output could be much greater. This suggests that the NIEO could be a useful indicator of the 
likely effects of policy, especially countries which have frequent episodes of high infaation, 
and in those countries which have had quite successful inflation-targeting policy, i.e. the 
timing of monetary policy actions could be optimized to take account of this real effect of 
inflation.
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21. Introduction4
The question of the existence and nature of the association between inflation and real output 
growth (hereafter growth) has been of great interest over recent decades. This question is 
significant, for example, for those monetary authorities which aim to achieve an inflation 
target without unnecessary disruption of real activity. Several theoretical and empirical studies 
have explored the link between inflation and economic growth (Bruno and Easterly, 1996; 
Grier and Perry 1998; Mallik and Chowdhury 2001; Fountas et al. 2006; Grier and Grier 
2006; Fountas and Karanasos 2007; Fountas, 2010). As expected, there has been substantial 
argument over the reality and magnitude of the association between inflation and growth. The 
empirical and theoretical findings concerning the relationship between inflation and growth 
are inconclusive. Many studies support the view that the relationship between inflation and 
growth is non-linear, indicating a positive association at low levels of inflation and a negative 
association at high rates of inflation5. 
There is general consensus among economists that permanent and anticipated changes 
in the inflation rate have no effect on real economic activities in the long-run, although high 
inflation exerts a negative impact on output in the short-run6. Bruno and Easterly (1996 and 
1998) found no evidence of any consistent relationship between inflation and growth at any 
level. However, the evidence suggested that growth declines rapidly during high inflation 
periods but then stabilises once inflation declines. In addition, considering the decrease in 
growth during an inflation crisis and its immediate recovery after the crisis the net effect on 
growth would be around zero. Considerable evidence suggests that a continued high inflation 
rate might have a harmful effect on real growth, even in the long-run7. It has been argued that 
the negative long-term association between inflation and growth is based on the assumption 
that high inflation influences the price signalling mechanism, leading to a misallocation of 
resources in market economies. Researchers have also often highlighted the costs of inflation 
uncertainty, related to high inflation and the lack of central bank credibility (Ball, 1992). Grier 
and Grier (2006) and Hartmann and Roestel (2013) examined the effect of inflation 
uncertainty on output growth and found that inflation uncertainty considerably lessens growth. 
4 This article was presented at the third ISCEF (Paris, April, 14-16, 2016, www.iscef.com)
5 Khan and Senhadji (2001), Bruno and Easterly (1996 and 1998), Christoffersen and Doyle (1998) and Fischer 
(1993).
6 Ball (1992), Faria and Carneiro (2001) and Fischer (1993).
7 Gillman et al. (2004).
3It is worth questioning what would be the inflection point (threshold level), at which the 
direction of the inflation-growth relationship would change. Fischer (1993) argued that 
moderate inflation facilitates growth while high inflation produces uncertainty and damages 
economic performance. The existing literature discovered that inflation exerts a negative 
effect on growth beyond a certain threshold (Blanchard et al., 2010). 
Inflation targeting is a monetary policy regime that has had significant implications for 
sustainable price stability. Recently many central banks have amplified the importance of 
inflation targeting as a major economic policy in which the focus is on high and continued 
growth as well as stable inflation. Anti-inflation policy is costly, causing reductions in output 
and employment due to sluggishly adjusting prices and wages, as well as reduced demand for 
goods and services, because higher interest rates encourage saving and discourage consumers 
and investors from spending and borrowing. Svensson (2010) supported flexible inflation 
targeting, whereby central banks not only aim at stabilizing inflation around the given target 
but also the stability of real economic activity. There has also been consideration of the 
related question of which measure of inflation is most relevant to the conduct of monetary 
policy. Many economists suggest that stabilizing inflation in the sticky-price sector is a better 
policy and should ignore the flexible-price sector. They argued that in sticky-price sectors, 
price setters are slow to update and do not react immediately to economic changes (Aoki, 
2001; Mankiw and Reis, 2002 and 2003; Benigno and Benigno, 2004). Once the aim of stable 
inflation is established and credibility is enhanced, the monetary policy regime should be 
concerned with minimizing the variability of growth (Shah and Ahmad, 2016). 
The primary purpose of this paper is to demonstrate that the likely changes of output 
arising from policy actions depend in part upon the state of inflation and that therefore 
monetary policy timing can be chosen to reduce the resulting variations in output. Firstly, in 
this context we compute an indicator which is the difference between expected and output-
neutral inflation, based on decomposition of VAR shocks.  Secondly, we suggest that policy-
makers could use this indicator to assess the likely consequences of monetary actions; in 
particular, it is an indicator of the output loss (gain) which might arise from an anti-
inflationary action (expansionary action), depending upon the current state of inflation 
expectations. We define the indicator as the Net Inflation Effect on Output (NIEO). Finally,
we run a three-variable VAR model to assess the impact of interest rate shocks on growth and 
inflation, in order to determine how the monetary policy shocks affect macro-variables in 
these countries. If it is found that the monetary transmission mechanism within these countries 
4is very strong then this will give further emphasis to the importance of the NIEO when 
considering monetary policy actions. 
The empirical analysis considers ten countries, however the paper is more focused on 
three countries that have experienced high inflation in the last three decades, each with 
different inflation dynamics over the last 25 years - Argentina, Iran and Venezuela. Argentina 
suffered from a period of hyperinflation in 1989-90 and suffered high inflation (about 33%) 
and depression (GDP declined at -16.3%) in 2002. Iran has experienced high inflation 
episodes of more than 50% in 1995 and about 40% in 2013. Venezuela has experienced two 
major episodes of high inflation during the period under study, when annual inflation 
exceeded 100% in 1989 and 1995. All three have typically had high average inflation 
throughout the last three decades.
The analysis relates this inflation experience to the monetary policies which have been 
followed in these countries.  For each of the ten countries the VAR model has been estimated 
by multiple least squares and NIEO has been calculated according to these estimates. It is 
found that the NIEO is generally positively correlated with the headline inflation rate and is 
strongly significant during periods of high inflation. It is also found that interest rate changes 
do have a substantial effect on the macro-variables. For each of the countries, the NIEO is 
used to argue that if interest rate changes had been enacted at different times the effects of 
these changes on output might have been more beneficial. The specifics of these cases are 
discussed amongst the empirical results. 
The remainder of the paper is structured as follows: section 2 presents the theoretical 
definitions of expected inflation and output-neutral inflation and explains how these are used 
to compute the NIEO; section 3 explains the empirical methodology used to compute the 
NIEO indicator;; section 4 presents the properties of the data and considers the statistical 
significance of the results; section 5 discusses the analysis of the impact of interest rate shocks 
on inflation and growth; section 6 details the empirical results in terms of the relationship 
between the computed NIEO indicators and the monetary policy followed in each of the three 
countries and lastly the final section concludes.
2. The Theoretical Model
The primary objective of this paper is to measure the indicator NIEO for the purposes of 
monetary policy formulation. The indicator NIEO is the difference between two concepts of 
core inflation. One concept is that of Eckstein (1981), which defines core inflation as the 
5increase in the expected costs of production (referred to hereafter as expected inflation). This
Eckstein definition of core inflation is the long-run (trend) inflation rate and is consistent with 
the long-run vertical Phillips curve that is related to anticipated inflation. Furthermore, it 
explicitly excludes cyclical excess demand influences on inflation that might be consistent 
with the short-term non-vertical Phillips curve (Roger, 1998). Ecksteins definition of core 
inflation can be expressed as:
t
e
tt v+p=p (1)
Eckstein decomposes headline inflation tp into two components: expected (core) 
inflation, etp , and tv , which is a shock (unexpected at 1-t ) that is a combination of the 
cyclical variations in inflation (arising from excess aggregate demand movements) and 
transient supply shocks. By contrast, in the Quah and Vahey (1995) definition, core inflation 
is the component of inflation that has no real effect on output in the medium and long-run, 
although it could have some effect over the short-run. This is referred to as output-neutral 
inflation8.This concept of core inflation does incorporate cyclical variations in inflation 
associated with demand shocks. According to this definition headline inflation can be broken 
into an output-neutral component and a non-neutral component. The Quah and Vahey 
decomposition of headline inflation is:
t
n
tt w+p=p (2)
where output-neutral inflation is ntp and tw is the non-output-neutral component of inflation 
that is related to persistent effects on output. The evaluation of ntp is also based on 
information available at time 1-t . In a flexible price economy, there is no difference between 
the Eckstein and Quah and Vahey concepts of core inflation because both should be fully 
output-neutral. However, in a sticky price economy, prices may not be fully flexible in the 
short-term because some individual relative prices cannot be fully adjusted after a shock and 
could have long-lasting effects on output, even if fully expected (Benigno and Benigno, 
2004). Fischer (1977) and Mankiw and Reis (2002) highlighted that some sector prices are set 
in advance by nominal contracts and price setters are slow in changing their sector prices 
because there are costs related with adjusting prices. In a sticky prices world, the Quah and 
Vahey concept of core inflation should be more strongly correlated with output than 
Ecksteins concept of core inflation because the former includes cyclical influences on 
8 Again, to be clear, this is long-run (only) output-neutrality of inflation.
6inflation. According to Roger (1998), the Quah and Vahey definition of core inflation could 
be more appropriate if policy makers are interested in the short to medium-term effects of 
policies. Substituting into equation (2) from equation (1), we get:
t
n
t
e
tt v+p-p=w (3)           
Taking the conditional expectation gives the output non-neutral component of inflation,
because it is evaluated on the basis of information available at time for time t.
n
t
e
tttE p-p=w-1 (4)
where 1-tE denotes an expected value conditional on observations available at time t-1 and for 
all agents apart from the central bank, 01 =- tt vE . For the central bank the expectation is not 
zero, as part of the eventual shock is the unanticipated component of monetary policy, which 
the central bank can choose. For example, a contractionary policy (an increase in the interest 
rate) would be equivalent to a negative expected value on the part of the central bank.
The short-run aggregate supply function provides a useful simplified theoretical 
framework with which to explain the relationship between growth and inflation, e.g.
( ) ,x ettt 0>fp-pf= (5)
According to this equation, the output-gap tx depends on headline inflation tp and 
the expected inflation etp , which is based on inflation at 1-t . The parameter f , which is 
greater than zero, tells us how much the output-gap responds when inflation fluctuates around 
its expected value. According to the basic neoclassical model, the expected inflation is equal 
to output-neutral inflation nt
e
t p=p . However, supposing some nominal rigidity of prices (for 
example, gradual adjustment of information sets a la Mankiw and Reis 2002, following 
Fischer 1977), where some individual relative prices are not fully adjusted after a shock,
would imply that these need not be equal, i.e. as prices are sticky observed inflation is non-
neutral in the short-run and likewise expected inflation will not be equal to the long-run 
neutral value. Although the VAR model below is not explicitly derived from a micro-founded 
theoretical model, this short-run non-neutrality of inflation is in keeping with the sticky 
price/New Keynesian DSGE literature9.  The previous equations lead to:
( )nttett vx p-+pf= (6)
9 For example, the generalized Taylor contract model of Dixon and Kara (2005).
t -1
7Therefore, the conditional expected value of the output-gap is:
( )nttetttt vExE ppfwf -+== -- 11 (7)
This relationship (7) gives rise to defining the Net Inflation Effect on Output, NIEO, as: 
n
t
e
ttNIEO pp -= (8)
so that, a positive difference between the expected and output-neutral inflation indicates 
that a positive effect on output of inflation will occur in time t , if there are no additional 
shocks to the system. A negative NIEO can be interpreted conversely. This observation gives 
rise to using this difference as a simple indicator of possible real effects of anti-inflationary 
policy. If, in time t-1, this difference is positive and of small magnitude and the monetary 
authorities are able, through their policy, to generate a reduction in inflation in time t, loss in 
output would be relatively small, ceteris paribus. In other words, the implication of equation 
(8) for the conduct of monetary policy is that if the central bank wishes to undertake an anti-
inflation measure, it would be better to do so when the NIEO is relatively low, since in this 
case the expected output cost will be relatively smaller, i.e. a contractionary action will only 
generate a small output loss if the measure is undertaken when NIEO is close to zero or 
ideally zero. In other words, it is expected that anti-inflationary policy will be relatively more 
effective with negative NIEO than positive NIEO . Similarly, the expected output gain 
generated by an expansionary policy will be greater, when NIEO is positive rather than when
0£NIEO . The knowledge of NIEO regimes might therefore recommend the proper timing 
for undertaking contractionary monetary policy, with least damage to output.
3. Methodology and Evaluation of NIEO 
This section explains the methodology underlying the estimation of the indicator, NIEO . 
This requires the computation of the two inflation measures discussed above.  Following 
several recent contributions (Shapiro and Watson (1988); Blanchard and Quah, (1989); Quah 
and Vahey, (1995); Hahn, (2001); Charemza and Makarova, (2006); Martel (2008) and 
Charemza et al., (2015)), this study uses a two variable VAR for growth and inflation to 
estimate the two components of headline inflation, where expected and output-neutral
inflation are computed by decomposition of the residuals. This decomposition was also 
applied by Quah and Vahey (1995), who considered two types of shocks in the VAR model 
and then two types of inflation shocks; 1) the shock that has long-run influence on output; 2) 
the shock which does not have a long-run impact on output. The identification of the 
8disturbances is based on a Cholesky decomposition of the long-run parameters matrix. 
Output-neutral inflation ntp is based on the long-run economic hypothesis proposed by Quah 
and Vahey. 
Suppose that the VAR model can be written as10:
( ) tt UKZLA += , (9)
where  





p
=
t
t
t
x
Z , tx is the fourth differences of the log of output, tp is the fourth
differences of the log of consumer prices, A(L) is the lag polynomial operator, 





=
2
1
k
k
K the 
vector of constants, 








=
p
t
y
t
t
u
u
U shocks with zero expectations and variance-covariance matrix 
å 





ss
ss
=
2221
1211 . While output disturbance ytu might have long-lasting effect on both prices 
and output, inflationary shocks ptu are defined to have no long-run impact on output. Suppose 
further that the output shock ytu can be decomposed into the technological shock, tw , and the 
real effect of the inflationary shock ptu , i.e.:
p
tt
y
t udwu += . (10)
where the inflationary shock and technology shock tw are independent and 
22
12
s
s
=d , which 
implies that the variance-covariance matrix of matrix  





= p
t
t
t u
w
W is diagonal. The vector 
moving average representation of (5) is
( ) tt WLCMZ 




 d
+=
10
1
(11)
( ) tt WLSMZ += (12)
10 See Charemza et al. (2015) for more explanations. 
9where [ ] ( )KCEZm,mM t 111 === , ( ) ( ) ( ) ( ) ( ) ...,LCLCILALC +++== - 2211
( ) ( ) ( ) ( ) ( ) ...,LSLSLCLS +++=




 d
= 2211
10
1
and ( ) ( ) 




 d
=
10
1ii CS .
The expected inflation etp , definition of core inflation as a steady-state concept, being the rate 
which would occur along the economys long-run  growth path11, can be estimated from 
Equation (11) on the basis of inflation available at time 1-t for time t .
[ ] ( ) ( ) 





+=p å
-
=
i
i
t
i
ie
t WLSM.,
1
1
10 (13)
The output-neutral inflation defined by Equation (2) can be recovered by applying the Quah 
and Vahey (1995) long-run output-neutrality restriction. Decomposition into the unitary 
shocks is given by
( ) tt LMZ FG+= , (14)
where ( ) ( ) ( ) ( ) ( ) ...,LLL +G+G+G=G 2210 , [ ]jj=F ttt , 21 , the t2j is defined as the output-neutral 
component of disturbances and IE tt =FF (identity matrix). The desired long-run output-
neutral decomposition is defined as:
( ) ( ) ( ) ( ) ( ) 





gg
g
=+G+G+G=G
2221
112210 01 ...,LL ,
where ( )21,j,kkj =g are elements of the long-run matrix ( )1G . After some manipulation, it 
gives:
( ) ( ) ( ) ttt WSUC 111 =×=F×G , (15)
Where ( )1G can be computed as the lower-triangular Cholesky factor of ( ) ( )å 11 CC . The 
corresponding output-neutral component ntW of moving average disturbances tW given by 
Equation (12). Further denote:
( ) ( ) ntnt CW FG=
- 11 1 (16)
11 SeeGartnerandWehinger(1998)andRoger(1998)forfurtherdetails
10
where: [ ]j=F tnt 20 can be defined as the output-neutral measure of unitary disturbances tF
. The output-neutral inflation is given by
[ ] ( ) ( ) 





+=p å
-
=
ni
t
i
in
t i
WLSM.
1
1
10 (17)
So that, tNIEO is given by:
[ ] ( ) ( )( )





-=p-p= å
-
=
n
i
i
t
i
in
t
e
tt i
WWLS.NIEO
1
1
10 . (18)
As tNIEO is based entirely on information from the past, it can be used for economic policy 
analysis and various types of forecasting.
4. Empirical Results
The estimation uses quarterly time series data of growth and inflation rates12 of the ten
countries, including both developed and developing countries. These are the two variables 
corresponding to the theoretical model in section 3 above. This paper mainly focuses to 
analysis the real effect of inflation on three highest (peak) inflation countries in last three 
decades, namely Argentina, Iran and Venezuela, while for comparison of the analysis and 
validity of the methodologies we included seven more countries, comprising both high and 
low inflation countries. By the high inflation countries (Argentina, Brazil, India, Indonesia,
Iran, Russia and Venezuela) we means the cases where average annual inflation is more than 
7% and have frequent double digit inflation episodes (see Charemza at al. 2015). Remaining 
three countries (Japan, UK and USA) consider as low inflation countries where average 
annual inflation is less 3% in the period under consideration. The reason to use quarterly data 
in our analysis is that the relatively short samples weaken the statistical importance of the 
results and degrees of freedom. There is also the trade-off between maximizing the sample 
size and minimizing the possibility of a large structural break. The data starts and ends with 
different dates because quarterly GDP data are not available for a longer period of time for 
12 The GDP growth is defined as the percentage change of the real GDP in a given quarter over the real GDP in 
the corresponding quarter of the previous year. Inflation is defined by the percentage change of the consumer 
price index (CPI) over the corresponding quarter in the previous year. 
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some countries13. The quarterly GDP for Argentina, Brazil, Iran, India, Indonesia and Russia 
is available from 1993Q1, 1995Q1, 1988Q1, 1996Q4, 1990Q1 and 1993Q1 respectively.
Additionally, the official quarterly CPI data is missing between 1986Q2 to 1988Q2 and 
Quarterly GDP from 2014Q4 for Iran14. For Venezuela, the quarterly GDP data is taken from 
the Oxford Economics database, as it was not available from other sources such as the OECD
or IFS. For Japan, UK and USA, data starts in 1988Q1; while earlier data is available, using 
this would make the panel less balanced (for example, the date for India starts in 1996Q1).
This also excludes periods of the chaotic volatility resulting from the oil shocks of the 1970s 
and early 1980s. We have considered those countries with the highest inflation and for which 
quarterly data was available for a long time span. We have not considered other high-inflation 
countries, such as Zimbabwe or some in south-east Europe, due to issues of data 
availability/reliability. All the data have been logarithm form and seasonally adjusted. Given 
these problems related to the data availability and reliability, the different time-periods have 
been used: Argentina (1993Q1-2015Q4)15, Brazil (1995Q1-2016Q2), India (1996Q4-
2016Q2), Indonesia (1990Q1-2016Q2), Iran (1988Q3-2014Q4), Japan (1988Q1-2016Q2), 
Russia (1993Q3-2016Q2), UK (1988Q1-2016Q2), USA (1988Q1-2016Q2) and Venezuela 
(1988Q1-2015Q4)16.
The application of the VAR model depends on the data properties, in particular that the 
data is stationary. However, existing literature show for or against stationary of GDP growth
and inflation is so confused and not conclusive (Charemza et al. 2005, Basher and Westerlund 
2008, Cook 2009). The empirical evidence here is vast and often contradictory, although the 
recent results (Perron, 1989, Glynn et al., 2007, Caporale and Paston 2013) suggest
stationarity even for the high inflation countries and under structural breaks. It is also 
desirable that the use of the VAR does not omit any long-run information contained within the 
data, specifically any cointegration relationships. Follow to popular tradition, unit root and 
cointegration tests were conducted to investigate the stationarity and long-run properties of 
the series. We applied the standard Augmented Dickey-Fuller (ADF) and powerful unit root
tests, because the ADF unit test is known to experience potentially problem of finite sample 
13 All of the data were taken from International Financial Statistics (IFS) database, the OECD database, Oxford 
Economics, FRED and the Central Bank of Iran available from DataStream and UK Data Service, Edition: 
February 2017.
14 Quarterly CPI data may be available for these periods from some unofficial sources but their quality and 
authenticity has been criticised
15 Inflation data for Argentina is missing from the IFS database from 2013Q4 onwards. 
16 The reason to restrict our analysis from 1990q1 for Venezuela even early industrial production data is 
available has following two reasons; 1) we did not want to compare series which are different time spans across 
the countries;  2) we are focus on inflation dynamics over the last 25 years. 
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power and size problem, such as stationary with a large AR root (DeJong, et al. 1992).  Kim 
and Perron (2009) introduced unit root tests that are valid when a break occurs at an unknown 
time under both the null and alternative hypotheses; it has been argued that tests which do not 
allow for multiple, unknown breaks have low power and may be likely to incorrectly fail to 
reject a unit root (Montañés and Reyes, 2000). In this paper, we use the testing methodology 
proposed by Bai and Carrion-i-Silvestre (2009), Carrion-i-Silvestre et al. (2009), Elliott et al. 
(1996), Ng and Perron (2001) to examine the data for non-stationarity against the possibility 
of structural breaks in essentially trend-stationary series. We test the inflation and growth data 
with several unit root tests, namely, ADF-GLS Elliott-Rothenberg-Stock(!!"#), Ng-Perron
(!!"#), Silvestre-Kim-Perron (!"#) SKP-MZT Silvestre-Kim-Perron (!!"#). The ADF
and Ng and Perron tests indicate that both GDP growth and inflation are stationary for all 
countries, although in some failure to reject the null of a unit root, as shown in Table 1. We 
find that GDP growth series for Argentina and Russia and Inflation for Brazil and Russia are
not stationary for all Ng and Perron tests but stationary in ADF test. However, for both series 
we do find that almost all tests do reject the null of unit root at 5% for countries under studies 
(see Table 1). This is consistent with the ndings of Caporale and Paston (2013) that GDP 
growth and inflation are stationary even for the countries with high inflation episodes and 
under structural breaks. Hence we conclude that it is reasonable to proceed treating the series 
as stationary (even though they are not necessarily close to steady state).
Table 1: Unit Root Test Results for Annual (Quarterly data) GDP Growth and Inflation
Countries Variables ADF !!"# !!"# !"# !!"#
Argentina GDP growth
Inflation
-4.89**
-5.36**
-1.49
-18.07**
-0.78
-2.91**
0.53
0.16**
14.77
1.71**
Brazil GDP growth
Inflation
-2.61**
-2.95** -8.80**
0.50
-2.06**
9.18
0.23**
18.46
10.49
19.30
India GDP growth
Inflation
-4.63**
-2.62**
-20.66**
-10.29**
-3.21**
-2.25**
0.16**
0.22**
1.20**
2.45**
Indonesia GDP growth
Inflation
-4.27**
-6.67**
-33.80**
-20.50**
-12.92**
-3.20**
0.04**
0.16**
0.08**
1.21**
Iran GDP growth
Inflation
-2.24
-2.38
-7.55*
-11.30**
-1.94*
-2.36**
0.25*
0.21**
12.06
2.22**
Japan GDP growth
Inflation
-3.16**
-2.92**
-13.29**
-11.88**
-2.56**
-2.41**
0.19**
0.20**
6.97
2.18**
Russia GDP growth
Inflation
-7.09**
-5.28**
-0.95
0.31
-0.56
0.43
0.59
1.41
19.54
112.63
UK GDP growth
Inflation
-4.80**
-1.97
-8.20**
-7.99*
-2.01**
-1.89*
0.24*
0.23**
3.03**
3.49*
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USA GDP growth
Inflation
-3.39**
-3.56**
-29.29**
-53.24**
-3.83**
-5.16**
0.13**
0.10**
3.11**
1.72**
Venezuela GDP growth
Inflation
-3.83**
-1.38
-16.03**
-18.55**
-2.82**
-2.43**
0.17**
0.13**
1.56**
3.35*
Model with Constant: Critical Values
ADF !!"# !!"# !"# !!"#
1% -3.51 -13.80 -2.58 0.17 1.78
5% -2.89 -8.10 -1.98 0.23 3.17
10% -2.58 -5.70 -1.62 0.28 4.45
Notes: ** and * denote significance at the 5% and 10% level of significance respectively. For M unit root tests 
the MAIC information criterion is used to select the autoregressive truncation lag, k, as proposed in Ng and 
Perron (2001). 
From the results obtained with the Johansen cointegration test, shown in Appendix, 
Table A1, there is no cointegration evidence among GDP and CPI at level in most of the 
countries although finds one cointegration relation for Russia at 5%. Since cointegration does 
not exist between GDP and consumer prices, we use the following formulation in order to test 
for Granger-causality17 from inflation to growth rates and vice versa, that is we specify a 
short-run relationship between the stationary variables. The results, reported in Appendix 
Table A2, of the Granger-causality/block (VAR based) exogeneity Wald tests, show that the 
null hypothesis that inflation does not Granger-cause growth is rejected at the 5% level for all 
countries, except Brazil and Japan. As Table A2 also indicates, the null hypothesis that
growth does not Granger-cause inflation is rejected at the 5 percent level of significance for 
India and Russia, implying in this case that there is a one-way causality going from inflation
to growth.
With the use of these inflation and growth series, the VAR model (11) has been 
estimated for each country by the multiple least squares method, where the number of lags has 
been set using the Akaike Information Criterion and Schwartz Bayesian criteria reported in 
Table 118. Using the Equations (13) and (17) the expected and output-neutral inflations are 
computed, respectively. Then, applying the estimated parameters, NIEO has been computed 
using equation (18). To check the VAR stability, Table 2 indicates that the absolute values of 
the roots of the polynomials of the parameter matrices is greater than one, which confirms 
17 Granger (1969) introduced this approach to time series to determine where one variable causes in the sense of 
precedes another.
18 AkalikeandSchwartzBayesiancriteriaareused.
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stability of the VAR model19 for all countries (Lütkepohl 1991 and 2005). To check for 
autocorrelation of the residuals the Ljung-Box test is used and the Jarque-Bera test is used to 
test the normality of the residuals. The reported results support the null hypothesis of no 
autocorrelation in the residuals for all countries (with the exception of Indonesia). The p-
values for the Jarque-Bera test shown in Table 2 indicate that the inflation residuals are non-
normal for all countries, while output residuals are normal for some countries. Consequently,
the estimation results are valid for the purpose of our application.
Table 2: Summary of the VAR estimations and diagnostic tests
Country Average
Inflation
VAR-
lag
Root Ljung-Box , p-values Jarque-Bera, p-
values
output inflation joint output inflation
Argentina
Brazil
India
Indonesia
Iran
Japan
Russia
UK
USA
Venezuela
8.16
12.89
7.05
10.16
20.17
2.27
63.47
2.66
2.64
38.78
6
3
3
2
3
2
3
2
4
4
1.136
1.388
1.403
1.143
1.200
1.227
1.286
1.081
1.324
1.042
0.079
0.997
0.131
0.007
0.435
0.072
0.399
0.941
0.777
0.896
0. 999
0.035
0.239
0.587
0.314
0.060
0.287
0.043
0.001
0.048
0.079
0.147
0.001
0.000
0.003
0.003
0.002
0.120
0.000
0.258
0.010
0.000
0.499
0.657
0.002
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
The NIEO is computed using Equation (18) for the ten countries. In empirical 
applications, the expected ( etp ) and output-neutral (
n
tp ) inflation are not observable and are 
computed from the decomposition of the structural VAR residuals. We focus here on the 
results for Argentina, Iran and Venezuela (the three countries which exhibited very high 
inflation during the sample period)20. The results for the remaining countries are given in the 
appendix (Figures A1-A7), although we discuss the most relevant comparisons here also21.
The distributions of the indicator NIEO is unknown; therefore, the confidence intervals shown 
in the figures are derived by bootstrapping, following Efron (1979) and Davidson and 
19 SeeLutkepohl(2006)forfurtherdetails.
20 The details of the selected countries can be found in Appendix.
21 Additional results are available on request.
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MacKinnon (2007). Although there are some possible limitations to bootstrapped confidence 
intervals, bootstrapping has been found to perform well relative to other methods of 
confidence interval construction (e.g. Bollen and Stine 1990, Efron and Tibshirani 1993, 
Lockwood and MacKinnon 1998). In the empirical analysis the two-dimensional residuals are 
jointly resampled independently and with replacements in the VAR model. The idea of 
residual pairwise bootstraps proceeds as follows: first the VAR Model is estimated where the 
estimated residual pairs are obtained, and then bootstrap residual pairs are generated by 
randomly drawing with replacement from these estimated residuals. These bootstrap residual 
pairs are used to compute firstly bootstrap expected inflation, secondly output-neutral 
inflation and lastly NIEO estimates. The step is repeated 1500 times, and bootstrap 
distributions of the NIEO are obtained. Figures (1)-(3) show confidence intervals (± two
standard deviation around the computed value of NIEO) obtained by the residual pairwise 
bootstrap applied to the residuals of the VAR model, where the NIEO is represented by the 
middle line between confidence intervals (dotted lines). 
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For all three countries, the significance of the NIEO indicator is mixed, however there 
are several periods of high and increasing inflation which follow positive and statistically 
significant NIEO. It can be seen from Figure 4 that for Argentina there are several prolonged 
periods of positive and significant NIEO, from 2002-04, 2005-06 and 2010-11, coinciding 
with high inflation. Figure 5 shows that for Iran there was a high and increasing inflation rate 
throughout 1994-95, 2008-09 and 2012-14, which was associated with a positive and 
17
significant NIEO. Venezuela had an average annual inflation rate of 39% within the dataset. 
In 199698 the annual inflation rate was very high, exceeding 100% in some cases, however 
the NIEO at this time was not significant. From 1998 inflation declined steadily until 2002, at 
which point another high inflation episode began. As can be seen from Figure 6, the NIEO
became strongly positive and significant 2002Q3-2003Q4 then became significantly negative 
once inflation started to fall in 2004.
To investigate the validity and reliability of the NIEO, we further discuss the results of 
the seven other countries, as presented in Appendix Figures A1-A7. Japan, UK and USA had 
markedly lower average inflation than the three countries discussed above; it is noticeable that
NIEO was statistically significant for several periods. For Japan, during the period 1990-92, 
inflation was between 2.2-3.5% and NIEO was significantly positive, whereas during 2009-10 
there was a significant, negative NIEO (Figure A4). During the period 1990-92, the UK 
experienced relatively high inflation (e.g. 8.4% in 1991Q2); there is a corresponding 
significant NIEO (Figure A6). Similarly, for the USA, there are spells of signicance of NIEO
during 1998Q1 to 2001Q1, which was a period of gradually rising ination. For Indonesia, 
NIEO is highly signicant for the period 1998Q2 to 1999Q1 during the period of 
hyperinflation (inflation reached about 80%). Additionally, the findings are identical for 
Brazil, India and Russia, where NIEO is significantly positive during the episode of high 
inflation (Brazil: 2015Q2-2016Q2, India: 2010Q1-2013Q3, Russia: 1998Q4-1999Q2). 
The findings, in general, suggest that (relative) high inflation episodes generate
positive NIEO in all countries, during the periods of increasing inflation, including those
countries which have low average inflation. It is generally the case that NIEO is positive while 
inflation is increasing and is negative (or at least decreasing) during periods of decreasing 
inflation. This might reflect the adjustment of inflation expectations in response to the 
observed outcomes, which in turn might lead to reinforcement of the current tendency, giving 
a partial causal role to the excess inflation expectations indicated by NIEO. This is consistent 
with the findings of Bruno and Easterly (1998), Charemza et al. (2015) and Charemza and 
Makarova (2006) that the high inflation periods correspond to a positive, relatively large, real 
effect. 
5. Monetary Transmission Mechanism in the Selected Highest Inflation 
Countries
Currently, price stability is a key issue of monetary policy and is one of the main 
objectives of many central banks. For policy to be successfully conducted the policy-maker 
18
must have a correct assessment of the channels of the overall monetary transmission 
mechanism, as this will determine the impact of policy changes on the macro-economy22. Lin 
and Ye (2009) find that both the level of inflation and its volatility are statistically 
significantly lower in those developing countries which have adopted inflation-targeting 
monetary policy, relative to those developing countries with alternative monetary policies. 
While they find a significant difference due to targeting, Lin and Ye (2009) also find that the 
size of the effect of targeting on inflation and inflation variability differs considerably across 
countries, due to idiosyncratic factors such as fiscal position, age of the targeting regime and 
the extent to which policy also aims to control the exchange rate.
An appropriate interpretation of the inflationary process is of key importance in those 
economies which have experienced the highest levels of inflation over the past few decades.  
Inflation is one of the main policy issues in Argentina, Iran and Venezuela. These economies 
have experienced repeated episodes of high inflation and recession. While inflation targeting 
is not the stated aim of monetary policy in any of these three countries, it is nonetheless 
apposite to consider the monetary transmission mechanism, i.e. the effect of interest rate 
changes on the levels of inflation and output growth. The starting conjecture is that an 
increase in the interest rate will bring about a fall in inflation and a reduction in growth. 
The analysis uses a three-variable VAR model to investigate the response of growth and 
inflation to an interest rate shock. Examples of a similar approach include Sims and Zha 
(1998), Christian (1999), Kim and Roubini (2000), Stock and Watson (2001), Faust et al. 
(2004), and Bjornland and Jacobsen (2013), all of whom have used VAR models to explore 
the monetary transmission mechanism. First, we define tZ as the ( )13× vector of the 
variables discussed above, growth tx , inflation tp and interest rate ti , [ ]= tttt i,p,xZ . The 
structural shocks of the model have been identified by using the Cholesky decomposition. We 
assume the n(n-1)/2 economic restrictions, necessary to identify the structural model, are 
imposed as zero restrictions on the matrix S, that links the reduced form and the structural 
disturbances23. That is, growth and inflation depends only on lagged values of the interest 
rate, whereas monetary policymakers might respond immediately to shocks to inflation and
growth. Inflation depends on contemporaneous growth but not the interest rate. Economic 
interpretation and restrictions associated to this model depends through the ordering of the 
variables. For instance the ordering of the variables specifies which shocks are not allowed to 
22 Svensson (1997) and Clarida et al. (2000)
23 See Sim (1980), Svensson (1997), Christiano et al. (1999 and 2005) and Bjornland and Jacobsen (2013).
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contemporaneously affect which variables, of the vector of endogenous variables 
[ ]= tttt i,p,xZ . Equation (19) describes the relationship between the reduced form 
disturbances, [ ]MPpy
ttt
e,e,e , and the structural shocks, [ ]MPpy
ttt
e,e,e , by using above 
ordering in the Cholesky decomposition. 
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Ordering the growth first seemed most plausible as this implies that growth shocks, 
y
te , may affect the reduced form disturbances of all variables and thus all variables in the 
system contemporaneously, while, in contrast, the reduced form disturbances of growth, yte , 
and thus the growth are not affected contemporaneously by any of the inflationary pte and 
monetary policy shocks MPte . 
This analysis uses quarterly data on growth, inflation and interest rates from the periods 
described in section 4. The interest rate data for Iran and Venezuela is not readily available, at 
a quarterly frequency, from reliable sources. Therefore, the deposit rate has been used as a 
proxy for the policy interest rate. For Iran, quarterly deposit rate data is only available from 
the IFS database from 2003Q4 onwards; prior to this, the data series for 1988Q3 to 2003Q3 is 
interpolated from annual series, by using Simpsons rule in numerical integration (see Al-
Turki, 1995). The annual series is downloaded from the Bank of Iran. The data are drawn 
from various sources including the database of Oxford Economics, for the Argentina data and 
from the IFS database, in the case of Venezuela. 
We use set of Ng and Perron24 unit root tests, along with ADF and PP tests, for the interest
rate data and find that the interest rate is stationary for Argentina and Venezuela, while it is 
nonstationary for Iran25. Given these results, for Argentina and Venezuela, the VAR models of 
the three stationary variables are computed. For Iran, the interest rate is stationary at first 
difference. Given this, a Johansen cointegration test is applied (for Iran) to estimate the long-
run relation among GDP, CPI and the interest rate, all of which are integrated I(1). According 
to the Trace and Maximum Eigen value tests given in Appendix Table A4, we cannot reject
24 Ng and Perron tests are designed to have better size and power properties than the ADF test.
25 See Appendix Table A3.
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the null hypothesis that there is no cointegration vector. Consequently, the VAR approach is 
applied on two stationary variables (growth and inflation) and one nonstationary variable 
(interest rate) for Iran.  This follows Stock and Watson (2001), Thoma (2008) and Bjornland 
and Jacobsen (2013), who use the interest rate at level because using differences would mean 
that information will be lost, since it is the level of the interest rate and not the change of it 
that matters when economic agents optimize.
Lag-length selection criteria suggest the use of six lags for Argentina, one lag for Iran and 
five lags for Venezuela. Furthermore, in order to take account of the effects of the Iraq-
Kuwait war in 1990, the global financial crisis, an economic depression 1998-2002 in 
Argentina which began due to the Russian and Brazilian financial crises, the terrorist attacks 
to USA in 2001 and Iraq war in 2003, the computed VAR of the three endogenous variables 
includes dummies26 as exogenous variables associated to capturing the above-mentioned 
structural break episodes (see, Boivin and Giannoni, 2006).
Table A5 in the Appendix, summarizes the Granger causality results for the 3 variable 
VAR. We find that the interest rate causes inflation and output at the 1% significance level for 
Argentina and Venezuela, whereas for Iran the interest rate does predict the growth at 5% but 
doesnt cause inflation. Diagnostic tests show that the VAR is well-specified and stable27.
Impulse response functions indicating the impact of variables on output and inflation 
are shown in Figure 4, with the dotted lines representing ±2 standard error confidence 
intervals, with horizons of 20 quarters. A positive monetary policy shock affects output 
negatively for all three countries, although the effect is negligible for Iran. In the case of 
inflation, the positive monetary policy shock decreases inflation for Argentina and Venezuela, 
however, surprisingly for Iran the shock produces a negligibly positive (almost zero) response 
in inflation (although this increase is not significant).
Figure 4. Effects of a monetary policy shock on GDP growth and inflation28
(a). Argentina (b). Argentina
26 The dummy variables for each county is defined as; for Argentina in 1995Q2, 2000Q1 and 2000Q2; for Iran   
in 1993Q1, 1995Q2, 2010Q4 and 2012Q1; and for Venezuela in 1993Q4, 1993Q4, 1995Q3 and 2002Q4.
27 See Appendix Table A6. 
28 GPD growth and impulse responses to an interest rate shock: left column for GDP and right column for 
inflation.
21
-.02
-.01
.00
.01
.02
.03
2 4 6 8 10 12 14 16 18 20
Response of Growth to Interest Rate
-3
-2
-1
0
1
2
2 4 6 8 10 12 14 16 18 20
Response of Inflation to Interest Rate
(c).Iran
-.02
-.01
.00
.01
.02
.03
.04
.05
.06
2 4 6 8 10 12 14 16 18 20
Response of Growth to Interest Rate
(d).Iran
-.02
-.01
.00
.01
.02
.03
2 4 6 8 10 12 14 16 18 20
Response of Inflation to Interest Rate
(e).Venezuela
-.02
-.01
.00
.01
.02
.03
.04
2 4 6 8 10 12 14 16 18 20
Response of Growth to Interest Rate
(f).Venezuela
-4
-2
0
2
4
6
8
10
12
2 4 6 8 10 12 14 16 18 20
Response of Infaltion to Interest Rate
The variance decomposition, reported in Table 3, demonstrates that interest rate 
shocks account for 17.4% of growth volatility, in the long-run, for Argentina. For Iran 2.6%
of output variation is caused by interest rate shocks, while for Venezuela policy shocks cause 
8.5% of output variability. The decompositions for inflation show that for Argentina, 43% of 
variation is due to policy shocks, in the long-run, while for Venezuela 21% of long-run 
variation is caused by policy shocks. This gives a clear indication that in these countries 
interest rate changes have a strong effect on macrovariables. This is consistent with the 
findings of Romer and Romer (2004) and Barakchian and Crowe (2013) that monetary policy 
has large and statistically significant effects on both growth and inflation. For Iran there is a 
very small effect on inflation, with only 0.08% of long-run inflation variability being caused 
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by interest rate shocks. The findings for Iran are consistent with the previous results that 
interest rates do not Granger-cause inflation and that the response is statistically insignificant.
Table 3: Variance Decomposition of GDP growth and Inflation in Argentina
Argentina
Quarters Growth Inflation
Growth Inflation Interest rate Growth Inflation Interest rate
1
2
4
10
20
100.00
92.43
78.24
72.25
69.82
0.00
3.29
10.66
11.23
12.79
0.00
4.26
11.09
16.51
17.39
9.07
14.96
19.45
15.21
9.63
90.92
83.78
79.82
56.72
47.06
0.00
1.26
0.72
28.05
43.32
Iran
Quarters Growth Inflation
Growth Inflation Interest rate Growth Inflation Interest rate
1
2
4
10
20
100.00
96.03
85.16
94.20
93.34
0.00
3.74
4.16
4.13
4.09
0.00
0.23
0.68
1.67
2.56
8.45
8.42
8.43
8.43
8.43
91.55
91.58
91.55
91.52
91.48
0.00
0.01
0.18
0.05
0.08
Venezuela
Quarters Growth Inflation
Growth Inflation Interest rate Growth Inflation Interest rate
1
2
4
10
20
100.00
99.49
88.65
87.39
86.95
0.00
0.44
3.92
4.14
4.51
0.00
0.07
7.43
8.47
8.53
0.54
1.50
1.74
1.60
1.48
99.46
97.27
97.01
88.60
77.60
0.00
1.23
1.26
9.80
20.92
6. NIEO and Monetary Policy
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Having analysed the monetary transmission effects on output and inflation, we now 
consider the role of the NIEO indicator in suggesting the preferred timing of interest rate 
changes. One of the purposes of inflation targeting is to engender perceptions of central bank 
credibility and thereby influence inflation expectations towards the target inflation rate. The 
NIEO indicator can be utilised to determine the extent to which inflation expectations, relative 
to output-neutral inflation, impact upon growth. When attempting to anchor expectations 
through anti-inflationary policy, the central bank could use NIEO to judge the possible 
resulting harmful effects on growth.
Figures 5-7 show growth (columns, left-hand axis), inflation (solid line, right-hand 
axis) and NIEO (dashed line, left-hand axis) for each of the three countries studied. Figure 5
shows the results for Argentina.  It can be seen that the NIEO is relatively small for the first 
few years of the sample, but as inflation increased during 2002 the NIEO increased 
considerably (Figure 1 above shows that the NIEO was statistically significantly positive 
throughout this period). Argentina experienced negative annual growth from 1999 onwards, 
being -6% in 1999 and worsening to 17% in 2002. Over the same period, the monetary policy 
interest rate was increased from 8% (1999) to 39% (2002). However, inflation was not high; 
in fact, there was deflation of 1.8% in 1999, -0.64% in 2000 and 1.62 in 2001, before a spike 
in inflation in 2002. Throughout this period the NIEO was negative, suggesting that an 
expansionary monetary policy would have stimulated growth (and inflation). Since 2005 the 
NIEO has been low relative to headline inflation, with the difference between the two being 
roughly stable. This suggests that as actual inflation has been stable, inflation expectations 
have been similar to the output-neutral inflation rate.
Figure 5
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Figure 6 shows the results for Iran. As previously discussed, Iran has had two episodes 
of high inflation within the sample period. The first, in the mid-1990s, can be seen to 
correspond to a 13% increase in the NIEO, as expectations adjusted to the short-term 
deviation of inflation from the long-run rate. At this time the growth rate was negative, with a 
minimum of -8%. The second period of high inflation occurred in 2011-13, with the NIEO
becoming significantly positive during this period also (see the confidence intervals in Figure 
6 above). In response to rising inflation beginning in 2010 the interest rate was increased in 
2012, from 11.16% to 14.81%; however, this did little to reduce inflation, with the annual 
inflation rate rising to almost 40% in 2013, while at the same time there was a recession (GDP 
growth of approx. -11%). The NIEO was positive during 2012, suggesting that anti-
inflationary policy at this time would have reduced growth. The NIEO was negative in 2010
when inflation start increasing, so an anti-inflationary policy undertaken at this time might be 
expected to have had a less damaging effect on output. 
Figure 6
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Figure 7 provides the results for Venezuela. In this case, although there were episodes 
of high inflation in the mid-1990s and at the very end of the sample period, the NIEO does not 
generally seem to closely follow the inflation rate, suggesting that expected inflation remained 
close to output-neutral inflation (despite the large short-term deviations from it NIEO was 
significantly positive in 1999, as shown in figure 3 above, but not large in absolute terms). In 
1998 the interest rate was increased to 35%, despite inflation following a downward trajectory 
after the peak in 1996. This led to a sharp recession in 1999 (annual growth of -9%). At the 
time of the interest rate increase the NIEO was positive, indicating that the increase was likely 
to damage output growth more. The NIEO was also positive in 1997, but of lower magnitude; 
hypothetically an increase in the interest rate in 1997 would have been less harmful to growth 
than that enacted in 1998. For Venezuela the largest values of NIEO occurred in relation to the 
severe recession in 2003 and subsequent positive growth in 2004. Had the policy rate been 
increased in 2001 rather than 2002, the NIEO suggests that the adverse effect on growth 
would have been smaller, as in 2001 NIEO was close to zero (and in some quarters negative), 
while in 2002 NIEO was positive (and increasing). In this case it seems that the NIEO
indicator lagged actual inflation and the change in NIEO might reflect a large adjustment of 
expectations in response to the increase in inflation in 2002, which followed four years of 
relatively low and steadily-declining inflation. After this episode the NIEO was close to zero 
for the remainder of the sample period.
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Figure 7
To illustrate the evolution of the monetary policy implemented by the central banks 
under a counterfactual scenario reflecting the targeting of the NIEO, we compute a simple 
Taylor rule, originally proposed by Taylor (1993), as a description of interest rate policy in 
the counties under study. As in Castelnuovo (2007) and many other studies, we estimate the 
following Taylor rule:
tt2t10t uxapaar +++= (20)
where tp is the inflation rate and tx is the output growth. This equation may be considered as 
the baseline monetary policy reaction function of macroeconomic modelling for the evolution 
of the central banks key interest rate (rt). Figure 8 shows the results where the black and 
orange lines (black and light grey when viewed in grey scale) correspond to the actual interest 
rate and the Taylor rule prescriptions obtained for NIEO indicator. As can be seen, the central 
bank would have had to respond with a much tighter monetary policy during the whole 
sample in the case of Argentina (Figure 8a). It should be notice that, due to its forward-
looking nature, the interest rate resulted from our counterfactual scenario reaches a peak in 
advance to the significant increase registered in 2002 following the abandonment of peg with 
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the US dollar. As for the Iranian case (Figure 8b), the monetary policy that the central bank 
would have followed if the NIEO had been targeted wold had been much tighter at the 
beginning of the sample and around the Global Financial Crisis, indicating once again a much 
early response. Finally, in the case of Venezuela, the central bank would have reacted more 
actively since the 2002 recession.
Figure 8: Interest rate and Taylor rule prescriptions
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The overall experience of these three countries suggests that the undesirable effects of 
necessary monetary policy changes could potentially have been better-managed if the timing 
had been based on the NIEO. The same reductions in inflation could perhaps have been 
achieved with smaller harmful effects on growth, if policy had acted sooner while the NIEO
was of lower magnitude, such that the changes in inflation would not have effected growth as 
strongly. A similar argument could be made for the other countries in our study, which were 
also shown to have significant, increasing NIEO during periods of increasing inflation.
7. Conclusions
It has been found that for all ten countries, in periods of high inflation the NIEO is 
significantly positive and that when inflation is increasing the NIEO is also increasing.
Consistent with this, those countries with low average inflation were also found to have 
increasing NIEO during periods of increasing inflation. This suggests that the NIEO could be 
a useful indicator of the likely effects of monetary policy, including in those countries which 
already have quite successful inflation-targeting policy. Regarding the analysis of the three 
high inflation countries (Argentina, Iran, Venezuela), which did not follow inflation-targeting 
policies, the interest rate policy changes still had a causal effect on growth and inflation (i.e. 
monetary policy is effective), which further implies that NIEO is relevant to the determination 
of growth and inflation in these countries. Moreover, our analysis found that output did 
respond negatively (as expected) to the interest rate, therefore policy makers ought to consider 
the effects of such changes, beyond the effect on inflation. This supports the argument of 
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Barakchian and Crowe (2013) that active monetary policy could prevent high inflation and 
stabilizes growth.
Furthermore, comparison of the NIEO results with the monetary policy decisions 
which these countries have made provides some evidence to suggest that the policies might 
have been more effective and/or less harmful to output if their timing had accorded better with 
the NIEO.  Typically, countries which undertook anti-inflationary actions while the NIEO was 
large suffered relatively more damaging effects on output, while if the same policies had been 
undertaken while the NIEO was small the likely outcome regarding output would have been 
less severe. In particular, our results suggest that anti-inflationary action is best taken at the 
beginning of rising inflation periods, before inflation expectations increase in excess of the 
output-neutral level. As discussed in section 6 in relation to the high inflation countries, 
anticipatory policy responses of this type (ex-ante interest rate changes) would enable the 
central bank to achieve its goal of reducing inflation without suffering the loss of output 
which would occur if the policy was implemented at the peak of the inflation (when NIEO is 
significantly positive for all countries). Similarly, for a country such as Indonesia during the 
period of the Asian crisis (1997  1998) inflation hit a peak of 75% and the policy response 
was to increase interest rates to a similar level (although of course there were other factors to 
this decision). Had some of this policy change taken place before NIEO had increased (Figure 
A3) then the contractionary effect on output could have been much less. Our results therefore 
support the general movement towards anticipatory/forward-looking monetary policy and, 
especially, the results support the argument that NIEO can potentially be used as an advance 
indicator for the purpose of planning monetary policy actions, particularly the timing of 
interest rate changes, in order to control inflation without excessively destabilizing growth.
This claim has been corroborated by the results from counterfactual scenarios suggesting that 
if the central banks would have targeted a NIEO indicator, they would have implemented a 
much tighter monetary policy as response to key episodes registered in the economies under 
study.
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APPENDIX  
Country Selection and Description 
(1) Argentina
At the start of the sample period Argentina had relatively low inflation, but inflation 
passed 500% in the mid-1980s and peaked at an annual rate in excess of 3000% in 1989. The 
policy interest rate was 62% and this had the effect of dramatically reducing inflation (down 
to 10.61% two years later) and growth (although growth was still positive, at 6%, two years 
later).  Corresponding to these reductions, the interest rate was reduced to 11%. It can be seen 
from Figure 1 that from 1994 to 1998 the economy was relatively stable, with single-digit 
growth and inflation.  Over this period interest rates were in the range 7  12%. The principal 
feature of Argentine monetary policy during this period was the maintenance of a currency 
board, pegging the peso to the USA dollar. It was intended that this would allow Argentina to 
import credibility and stability, preventing high inflations such as those experienced at the 
beginning of the decade. From 1999 to 2002 Argentina experienced a recession of increasing 
severity, culminating in growth of -11% in 2002.  In 2002 the peg to the USA dollar was 
abandoned and the subsequent depreciation of the peso resulted in a spike in inflation (to a 
rate of 26%). After this the economy recovered rather quickly, with the following decade 
characterized by real growth rates close to 10% and inflation below 10%.  Figure 1 shows that 
towards the end of the sample period growth lessened and inflation began to increase, 
reaching 22% in 2014, with the interest rate being increased to 20% in response.
(2) Iran
Iran is rich in natural resources and has a large public sector. Iran's major exports are oil and 
gas, with the economy being heavily dependent on the revenues therefrom. Iran experienced 
increasing inflation between 1991 and 1995, from 17% to 50%, respectively.  The interest rate 
was increased from 13% to 19% over the same period and, as shown by Figure 2, this 
contributed to a reduction in inflation, which averaged roughly 16% for the following six 
years, during which time the interest rate was maintained at 19%.  Within the same period 
growth was between 2% and 7%.  The second major inflationary episode within the sample 
occurred in 2011  2014. Inflation peaked at 39% in 2013 and interest rates were increased to 
17%, while at the same time growth fell from 4% to a low of -6.5% in 2012, gradually 
recovering to 1.5% in 2014.
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Iranian monetary policy is not directly concerned with price stability, but rather is 
focused on the exchange rate and the balance of payments in order to maintain external 
stability (although these do of course have implications for the price level). Nonetheless, there 
is empirical evidence that the variations in interest rates have borne some similarity to the 
actions which an inflation targeting central bank would have taken (as partly described 
above). 
(3) Venezuela
Venezuela is also a major oil exporter, with this sector providing the majority of export 
earnings and state revenues.  Similar to Iran, Venezuela has used monetary policy to manage 
the exchange rate and balance of payments, with exchange controls used to restrict the 
fluctuations of the currency, while also being concerned with the relatively frequent 
occurrences of high inflation. As Figure 3 shows, Venezuela has had the highest average 
inflation of the three countries considered here, with two episodes of prolonged high inflation.  
Firstly, from 1991  1998 inflation was above 30%, with a peak of 100% in 1996.  Growth 
was quite low in this period (although it did reach 6% in 1997) and interest rates were high 
(between 15% and 40%).  Secondly, inflation increased from 21% in 2012 to 62% in 2014 
(and inflation has increased further subsequently), while growth fell from 5.5% in 2012 to -
4% in 2014.
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Table A1: Cointegration test: Trace and Maximum Eigenvalues Statistics
(1) Argentina
Trace Test Maximum Eigenvalues
Hypothesised Statistics Critical Values 5% Statistics Critical Values 5%
No. of CE(s)
None 22.791 25.872 15,892 19.387
At most 1 6.899 12.518 6.899 12.518
(2) Brazil
None 11.399 25.872 9.146 19.387
At most 1 2.235 12.518 2.235 12.518
(3) India
None 14.203 25.872 9.242 19.387
At most 1 4.032 12.518 4.961 12.518
(4) Indonesia
None 7.099 25.872 4.022 19.387
At most 1 3.076 12.518 3.076 12.518
(5) Iran
None 24.074 25.872 18.825 19.387
At most 1 5.249 12.518 5.249 12.518
(6) Japan
None 25.656 25.872 17.029 19.387
At most 1 8.627 12.518 8.627 12.518
(7) Russia
None 33.923 25.872 28.937 19.387
At most 1 4.986 12.518 4.986 12.518
(8) UK
None 24.072 25.872 17.244 19.387
At most 1 6.828 12.518 6.828 12.518
(9) USA
None 23.697 25.872 20.710 19.387
At most 1 2.987 12.518 2.987 12.518
(10) Venezuela
None 11.607 25.872 6.540 19.387
At most 1 5.067 12.518 5.067 12.518
Note: Trace and Max-eigenvalue tests indicate no cointegration at the 0.05 level
Table A2:  Granger Causality Tests Based on a Linear VAR Model 
1: Argentina
Null Hypothesis Chi-square lag Prob. 
41
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
9.373
4.998
6
6
0.0001
0.082
2: Brazil
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
0.546
0.177
3
3
0.7959
0.9152
3: India
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
10.464
13.954
3
3
0.0150
0.0030
4: Indonesia
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
46.610
5.860
2
2
0.0000
0.0535
5: Iran
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
9.074
0.891
3
3
0.0283
0.8275
6: Japan
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
3.623
1.422
2
2
0.1634
0.4913
7: Russia
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
8.432
19.183
3
3
0.0379
0.0003
8: UK
42
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
14.111
2.937
2
2
0.0028
0.4014
9: USA
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
9.953
5.334
4
4
0.0412
0.2547
10: Venezuela
Inflation does not Granger cause GDP growth
GDP growth does not Granger cause Inflation
11.733
6.419
4
4
0.0195
0.1700
Table A3: Unit Root Tests for Interest Rate
Argentina Iran                 1st difference                     Venezuela
(Interest Rate Iran)
ADF-Test
PP-Test
MZa
MZt
MSB
MPT
-3.71***
-8.86***
-35.06***
-4.18***
0.12***
0.71***
-2.12              (-10.15***)                             -5.13***
-2.04              (-10.15***)          -3.33**
-5.67              (-51.97***)                           -22.71**
-1.63                (-5.09***)                             -3.37**
0.29                  (0.09***) 0.15**
15.97    (0.47***) 4.02***
Note: The numbers in parentheses indicates the unit root tests on the first difference of the interest rate for Iran. 
***, ** and * indicate the significance at the 1%, 5% and 10% respectively. Constant and time trend are used for 
the variables at level, while only constant is included for variables at the 1st order difference.
Table A4: Cointegration test: Trace and Maximum Eigenvalues statistics (Growth, 
Inflation and Interest Rate)
Iran
Trace Test Maximum Eigenvalues
Hypothesised Statistics Critical Values 5% Statistics Critical Values 5%
No. of CE(s)
None 25.679 29.797 20.130 21.132
At most 1 5.549 15.495 4.726 14.264
Table A5: Granger Causality Tests Based on a Linear VAR Model
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A: Argentina
Null Hypothesis Chi-square lag Prob. 
Interest rate does not Granger cause GDP growth
Interest rate does not Granger cause Inflation
33.680
117.431
6
6
0.0000
0.0000
B: Iran
Null Hypothesis Chi-square lag Prob. 
Interest rate does not Granger cause GDP growth
Interest rate does not Granger cause Inflation
33.680
117.431
1
1
0.0186
0.7352
C: Venezuela
Null Hypothesis Chi-square lag Prob. 
Interest rate does not Granger cause GDP growth
Interest rate does not Granger cause Inflation
15.241
15.993
5
5
0.0094
0.0069
Table A6: Roots of Characteristic Polynomial Test for VAR Stability Condition Check
Argentina
Root Modulus
0.256958 - 0.695264i
0.592893
-0.577763
0.741
0.592
0.577
Iran
Root Modulus
0.962078
0.292997
0.024100
0.962
0.293
0.024
Venezuela
Root Modulus
0.353440 - 0.422209i
0.353440 + 0.422209i
-0.447518
0.550
0.550
0.447
Note: No root lies outside the unit circle. VAR satisfies the stability condition.
