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Segmentacio´n de Ima´genes mediante estrategias de
Lo´gica y Conjuntos Difusos
Julian Andres Betancur Acevedo, MSc.UNIVERSIDAD NACIONAL DE COLOMBIA SEDE MANIZALES, 2005
Director: Flavio Prieto Ortiz, PhD.
Se desarrollo un sistema de segmentacion de imagenes agrcolas utilizando la teora delogica y conjuntos difusos, proponiendose en este documento un sistema que se ajusta a lascaractersticas de los productos presentes en la escena. Las imagenes agrcolas constan deescenas de frutos de cafe, y en la escena solamente aparecen frutos. La adquisicion de dichasimagenes se lleva a cabo utilizando un fondo de alto contraste, controlandose las condiciones deiluminacion mediante un ltro difusor de luz, el cual reduce los brillos debidos a la incidenciadirecta o indirecta de la esta. El ltro esta construido con papel pergamino, principalmente.La herramienta propuesta se deriva de la teora de contornos activos o \snakes". Sinembargo, el sistema difuso utilizado para el ajuste nace de la teora de conectividad difusa.El sistema de segmentacion consta de dos etapas:
1. Reduccio´n de la informacio´n espectral: a partir de un proceso fuera de lnea, seobtienen tanto el subespacio de color en RGB como las regiones mas importantes eneste, las cuales representan satisfactoriamente la informacion espectral para la escenade cafe.
2. Ajuste de contorno: utilizando la informacion espectral reducida y las caractersticasde forma comunes al fruto en analisis, se lleva a cabo un proceso de ajuste de contornos,utilizando para ello un sistema difuso.
Con la herramienta de segmentacion propuesta se obtuvo un ndice de detecciones correctasdel 70%.
Image Segmentation using a Fuzzy Set and Logic
Approach
Julian Andres Betancur Acevedo, MSc.UNIVERSIDAD NACIONAL DE COLOMBIA SEDE MANIZALES, 2005
Advisor: Flavio Prieto Ortiz, PhD.
An agricultural image segmentation system, which uses fuzzy set and logic theory is dis-cussed here, and it is proposed in this document, a system adjusted to the features of thoseproducts into the digital scene. The agricultural images contain coee fruits, and there areonly fruits into scene. A high contrast background is used to acquire those images, controllingthe illumination conditions using a diuser lter, which attenuates shines given by the director undirect incidence of light. This lter is built, mainly, with parchment paper.The proposed tool is derived from active contour theory or \snakes". Nevertheless, thefuzzy system uses foundations of fuzzy connectedness theory.The segmentation system has two stages:
1. Reduction of spectral information: using an oine process, the RGB color subspaceas well as the most important clusters in it, which successfully represents the spectralinformation in the coee scene, are obtained.
2. Contour fitting: The reduced spectral information as well as the common fruit's fea-tures are used, to perform a fuzzy-based contour tting procedure.
The proposed segmentation tool reaches a 70% of correct detection regions.
Objetivos
Objetivo general
Desarrollar una herramienta de segmentacion de imagenes, que se soporte en la teora delogica y conjuntos difusos, orientada a escenas agrcolas.
Objetivos espec´ıficos
Desarrollar un algoritmo que utilice el concepto de conectividad difusa en la segmentacionde escenas agrcolas.
Desarrollar un algoritmo de segmentacion basado en teora de logica y conjuntos difusos.
Comparar metodos para la evaluacion de la segmentacion, y seleccionar el mas adecuadopara la evaluacion.
Realizar un analisis comparativo de los resultados obtenidos al utilizar estrategias difusasVs el algoritmo desarrollado en G.T.A PCI.
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Cap´ıtulo I
Segmentacio´n y Lo´gica Difusa
En este captulo se dara una breve exploracion del estado del arte en las herramientasdifusas que se han aplicado para resolver el problema de la segmentacion de imagenes. Aunquelas imagenes agrcolas son el interes primario para este trabajo, las imagenes que se tratanen los artculos que se mencionan a continuacion son de diferente naturaleza, en especialimagenes medicas en escala de grises, dado que no se hallo ninguna aplicacion de tecnicasdifusas para escenas agrcolas en la bibliografa explorada.
I.1. Introduccio´n
Actualmente, existen imagenes de dos o mas dimensiones que pueden ser obtenidas pormedio de diferentes dispositivos, los cuales operan en un amplio rango de frecuencias en elespectro electromagnetico, desde el ultrasonido, pasando por la luz visible, hasta rayos X yrayos γ (58). Denir los objetos pres entes en las imagenes, es fundamental para la mayorade aplicaciones computacionales relacionadas con el procesamiento de imagenes (58). Es poresta razon que, desarrollar algoritmos que tiendan a encontrar de manera precisa los objetospresentes en la imagen, es de vital importancia para el manejo de la informacion contenidaen ella. Es a esto, a lo que llamamos segmentacion (40).La segmentacion es una de las tareas mas crticas en el campo del procesamiento deimagenes, pues en gran parte, de ella depende un buen resultado en etapas posteriores talcomo la clasicacion. En la Universidad Nacional de Colombia sede Manizales dentro delG.T.A PCI†, se han desarrollado algunos trabajos de segmentacion de imagenes 2D talescomo imagenes de celulas del epitelio escamoso del Cervix, de cafe, rostros, entre otras (38)(2), (37), (50).Existen diferentes estrategias para encarar el problema, las que a menudo dependen deltipo determinado de imagenes ya sean medicas (24) (43) (58) (32) (33), agrcolas (9) (2) (37),de rostros (30) (28), escenas en ambientes naturales (19) (21), entre otras. Las tecnicas que
†Grupo de Trabajo Academico de Percepcion y Control Inteligente, UN-Mnzls, carrera 27 # 64 - 60,Manizales (Caldas), Colombia: pci@nevado.manizales.unal.edu.co
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utilizan logica difusa, como en la mayor parte de las citas mencionadas anteriormente, secaracterizan por sus buenos resultados, su poder de adaptacion, y su facil interpretacion.La logica difusa, a diferencia de la logica clasica (logica de dos estados) o las logicas poliva-lentes, puede tomar un valor de verdad en el rango [0, 1]. Tal cantidad puede ser interpretadacomo el nivel de verdad de un predicado logico o el grado de pertenencia o de verdad quetiene una observacion con relacion a un tipo determinado de clase (20) (61). Sin embargo,aunque la mayora de propiedades de la logica clasica permanecen para los conjuntos difusos,otras como la del tercio excluso no son aplicables (61). En la literatura y las publicacionescientcas, se han propuesto una variedad de aplicaciones donde la teora de logica y conjun-tos difusos tiene un papel relevante. Tal es el caso de areas como la Inteligencia Articial,el Control de procesos, entre otras. Se presenta a continuacion la exploracion bibliogracaalcanzada en journals, proceedings, entre otras fuentes.
I.2. Segmentacio´n de Ima´genes
En (10) se clasican las estrategias de segmentacion automatica en 4 tipos:
1. Te´cnicas de umbralizacio´n: utilizan generalmente la informacion del histograma. Suresultado es satisfactorio si los objetos tienen un alto contraste respecto del fondo, y sino hay objetos juntos u oclusos (31), (49), (40).
2. Me´todos basados en contornos: parte de la hipotesis que los valores de los pxelescambian rapidamente en el contorno entre dos regiones (41). En general se soportanen la informacion de los bordes presentes en la imagen, y/o en el ajuste de formasparametricas para encontrar el contorno del objeto, como lo es la transformada deHough o los contornos activos.
3. Me´todos basados en regiones: Usan la hipotesis que los pxeles en una misma regiontienen caractersticas similares de intensidad de gris, color o textura. Una tecnica muyconocida es la de split and merge (division y union) (17), (14), (4). Debe denirseun predicado de homogeneidad, para determinar la region segmentada nalmente. Eldesempe~no de este tipo de tecnicas depende altamente del criterio de homogeneidadque se utilice. Una estrategia utilizada es la del crecimiento de regiones a partir desemillas SRG, la cual esta controlada por un numero inicial de semillas (2), (36), (1),las cuales son pxeles dentro de cada uno de los objetos en la imagen, desde donde seinicia el crecimiento de una region, cuyo objetivo es delinearlo. El problema de la tecnicaSRG es que se deben dar las semillas. Por lo tanto, la tarea de ubicacion de los objetospresentes en la escena, precede la delineacion de los mismos (36).
4. Te´cnicas h´ıbridas: estas integran los resultados de la deteccion de contornos y elcrecimiento de regiones. En (10) y (2) se muestran dos metodos hbridos de segmentacion
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que utilizan SRG e informacion de bordes de color. En (42) se describe un metodo paracombinar segmentos obtenidos usando el metodo de crecimiento de regiones, donde seeliminan o modican los bordes entre las regiones usando el contraste, gradiente y laforma del contorno. En (13) se generan regiones mediante la particion de la matrix deco-ocurrencia de la imagen. En (5) se presenta un metodo de optimizacion para integrarla segmentacion y los mapas de bordes obtenidos de una gran cantidad de canales,incluyendo el canal de luz visible, infrarroja, etc.
Otra division de las estrategias de segmentacion se da en (53), donde se presenta un Surveysobre Segmentacion de imagenes a color. Las tecnicas han sido divididas en:
1. Segmentacio´n basada en el p´ıxel: Umbralizacion del Histograma, Agrupamientoen el espacio de color, Agrupamiento difuso en el espacio de color.
2. Segmentacio´n basada en a´rea: Crecimiento de Regiones, Division y Union (Splitand Merge).
3. Segmentacio´n basada en bordes: Tecnicas locales, Tecnicas Globales.
4. Segmentacio´n basada en la f´ısica: Dielectrica no homogenea la cual se reere almanejo de la iluminacion para permitir una facil etapa de segmentacion como el manejode contraluz, etc. Metodos Globales.
Respecto de las caractersticas comunes a los metodos de segmentacion presentados enla literatura, en (53) se llega a las siguientes conclusiones en cuanto a la segmentacion deimagenes a color:
1. Las imagenes a color permiten una mejor segmentacion que las imagenes en intensidadesde gris.
2. El uso de la caracterstica de tono es satisfactoria en muchas aplicaciones, sin embargo,debe ser utilizada con cuidado cuando las intensidades son peque~nas.
3. La mayora de los metodos claramente especicados, algoritmicamente ecientes y robus-tos, estan dise~nados para aplicaciones en particular, donde se tiene un buen conocimientoacerca de la escena.
4. Los algoritmos de proposito general no son robustos y no son algoritmicamente ecientes.
5. Todas las tecnicas dependen de parametros, constantes y umbrales que son jados usual-mente basandose en pocos experimentos.
6. Como regla, los autores ignoran la comparacion de ideas novedosas con ideas existentes.
7. Como regla, los autores no estiman la complejidad algoritmica de sus metodos.
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8. El principal problema con la combinacion de la segmentacion basada en regiones y elreconocimiento de objetos de color es la necesidad de constancia de color.
9. Se emplean una gran variedad de espacios de color para llevar a cabo la segmentacion.Sin embargo, no se observa una ventaja general de un espacio respecto de otro.
Estas conclusiones son importantes pues demuestran que la segmentacion aun no alcanzauna generalizacion en cuanto a los metodos que pueden utilizarse para llevarla a cabo. Nisiquiera se da un derrotero para seleccionar un metodo determinado dependiendo de la escenaque se desea procesar. Esto hace de la segmentacion de imagenes una de las areas deinvestigacion de mayor dinamismo.Como puede observarse, no hay una clara diferenciacion de los metodos que existen parallevar a cabo la segmentacion de imagenes. Sin embargo, en la literatura se encuentra uncierto consenso al respecto. Parece mas clara la hecha en (10). As pues, se han citado hastaaqu algunos artculos, basicamente para mostrar las diferentes tecnicas que pueden utilizarsepara llevar a cabo la tarea. Debido a que los algoritmos de segmentacion presentados en laliteratura son altamente dependientes de la aplicacion, es decir el tipo de imagenes hacia lascuales son aplicados (medicas, satelitales, aereas, robotica, rostros, agrcolas, etc), existe unaamplia gama de metodos, cada uno de los cuales ha mostrado un relativo buen desempe~no enla segmentacion de dicho tipo de escenas en especco.Una de las areas mas prometedoras y de actualidad es la del uso de la teora de logica yconjuntos difusos, precisamente dado que ofrecen un marco teorico desarrollado y bien fun-damentado, pero a la vez la exibilidad de su aplicacion en tareas donde las caractersticas enespecco, y la experiencia de los expertos, pueden ser explotadas en la solucion del problema.Ademas, permite adaptar diferentes tecnicas clasicas convirtiendolas en la contraparte difusa,lo que en algunos casos permite obtener mejores resultados en ciertas aplicaciones, como loes por ejemplo el caso de la conectividad difusa para imagenes medicas en escala de grises(58), (57), (43), (16), (48), la cual es una generalizacion del crecimiento de regiones a partirde regiones SRG.
I.3. Segmentacio´n Difusa
Luego de la revision bibliograca que se llevo a cabo a lo largo del desarrollo del presentetrabajo, y dado que no se encontro una clara clasicacion de las diferentes estrategias y avancesdados en la literatura respecto del tema \Segmentacion de Imagenes mediante estrategias deLogica y Conjuntos Difusos", se ofrece aqu una division de dichas estrategias:
1. Umbralizacion Difusa. El termino \umbralizacion" se reere a la accion de determinarun(os) valor(es) o umbral(es) y utilizarlo(s) para realizar una clasicacion de dos o masclases. Este termino sera utilizado en adelante.
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2. Clustering Difuso. El termino \clustering" hace alusion a la accion de dividir el espaciode discurso en regiones cuyos elementos son enlazados a esta segun alguna metrica.Este termino junto con \agrupacion" es utilizado indistintamente a lo largo de estedocumento.
3. Conectividad Difusa. Es la traduccion que se tomo para la estrategia originalmentellamada \Fuzzy Connectedness".
4. Otras tecnicas.
Umbralizacio´n Difusa.
En (55) se presenta un metodo de segmentacion que hace uso de la informacion del his-tograma de niveles de gris de la imagen. La idea es hallar un nivel de gris que divida elhistograma en dos unicos niveles, es decir, binarizar la imagen. Para ello, se valen de la me-dida de \fuzzines", que indica el grado en que un conjunto es difuso, es decir, para conjuntosclasicos este indice es 0, y para conjuntos difusos variara dependiendo de que tan dispersa seencuentre la funcion de membresa del conjunto sobre el universo de discurso. Es un meto-do interesante, pues al evitar el uso de tecnicas de optimizacion tales como la de gradientedescendente o Newton para hallar un mnimo en el histograma, se libra el sistema del peligroinherente en estas tecnicas de caer en un mnimo local. El metodo funciona de la siguienteforma:
1. Inicializar los niveles de gris para dos variables lingusticas: OBJETO y FONDO.
2. Crecer los conjuntos difusos, es decir, agregar un nivel de gris a la vez en cada uno delos conjuntos.
3. Computar la medida de \fuzziness" hasta agotar todos los niveles de gris posibles. Ir alpunto 2.
4. El nivel de gris donde las medidas de \fuzziness" para OBJETO y FONDO sean iguales,es el mejor umbral.
5. Binarizar la imagen utilizando el umbral hallado en el punto 4.
El metodo expuesto anteriormente, tiene dos restricciones para obtener un resultado satis-factorio: a) Existe un contraste signicativo entre los objetos y el fondo; b) El universode discurso X es el de los niveles de gris. Estas restricciones, especialmente la a), son unadesventaja del metodo, singularmente porque falla all donde dos objetos con caractersticasespectrales similares, se encuentran juntos.En (15) los autores presentan un metodo de segmentacion basado en la umbralizacion deun histograma 2-dimensional (2D). El metodo que proponen mejora los resultados alcanzados
6 I SEGMENTACIO´N Y LO´GICA DIFUSA
por metodos similares que utilizan solo el histograma 1D (el de los niveles de gris) (15). Elhistograma 2D es el de los niveles de gris: X, junto con el promedio local de niveles de grispara el vecindario a 4 de cada pxel: Y , as
Histograma 2D : (X× Y) = (f(x, y), g(x, y))/f, g ∈ [0, 255] (1)
donde (x, y) es la posicion en la imagen del pxel, f(x, y) es su intensidad de gris y, g(x, y)el promedio de gris de los vecinos a 4 de (x, y). La ventaja de utilizar este histograma 2Des que los pxeles que tienen la misma intensidad pero diferentes caractersticas espaciales,pueden distinguirse en la segunda dimension (algo que no es posible unicamente usando losniveles de gris). Los subconjuntos difusos denidos sobre el histograma son: BrightX, DarkX,
BrightY, DarkY. Cada pareja de estos subconjuntos forman un superconjunto: DARK =
DarkX × DarkY, BRIGHT = BrightX × BrightY. Se hace la umbralizacion del histograma(en este caso, se hallan los clusters pues es un histograma 2D), haciendo uso de la medida deentropa difusa:
Hfuzzy(A) = −
N∑
i=1
µA(xi)P(xi) log P(xi) (2)
donde P(xi) es la probabilidad que xi ocurra, xi = (x, y) y A ∈ {Dark, Brigth}. Esta medida deentropa difusa esta basada en su contraparte clasica, con la condicion que esta esta ponderadapor el valor de la funcion de membresa en el punto de analisis µA(xi). Luego de hallar laentropa, se halla el xi que hace que esta se maximice en los conjuntos difusos, y as se hallanlos umbrales. Como ultimo paso, se binariza la imagen. El metodo es el siguiente:
1. Encuentre el histograma 2D de la imagen.
2. Lleve a cabo la particion difusa del histograma 2D (ubique los conjuntos difusos dentrodel histograma).
3. Compute la entropa difusa.
En este trabajo se hace uso tambien de los Algoritmos Geneticos para hallar el resultadooptimo, es decir, la mejor particion difusa del histograma 2D. Se encuentra que este metodoamplia la informacion dada por el histograma de niveles de grises, al agregar una nuevadimension. Sin embargo esto no evita la necesidad de tener los objetos separados en la escenapara obtener una segmentacion satisfactoria. Parecera mas claro el uso de los bordes en laimagen para diferenciar los objetos, algo similar a lo realizado en (2), (36).En (63) se introduce una tecnica de umbralizacion de tres niveles, es decir de tres conjuntosdifusos (no solo binarizacion), utilizando la particion de probabilidad y la 3-particion difusa.El metodo es generalizado para c-particiones difusas. Sin embargo, cae en los problemasexpuestos para los metodos anteriores (alto contraste respecto del fondo, objetos juntos en laescena).
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Clustering difuso
En (45) se presenta un metodo de segmentacion que utiliza un algoritmo de C-MediasDifuso adaptivo. El algoritmo se formula mediante la modicacion de la funcion objetivo enel algoritmo de c-medias difuso, con el n de incluir un multiplicador, el cual permite quelos centroides para cada clase varen a lo largo de la imagen. Los centroides son halladoscon modos del Kernel Gausiano, con µ = 0 y σ2 = 1. El problema del metodo radica en lanecesidad de especicar los parametros de regularizacion λ1, λ2. Los pasos del algoritmo son:
1. Dar valores iniciales a los centroides, ck, k = 1, ..., K, y colocar el campo multiplicatorio
m(i, j) = 1, ∀(i, j).
2. Compute las funciones de membresa µk(i, j) (Ec.3 en (45)).
3. Compute los nuevos centroides (Ec.4 en (45)).
4. Compute el nuevo campo multiplicador (Ec.5 en (45)).
5. Parar si el algoritmo converge. En caso contrario, volver a 2.
Un metodo similar al anterior, es presentado en (62). En este caso se trata de un metodoque utiliza un algoritmo de c-medias difuso kernelizado KFCM. El metodo modica la funcionobjetivo del algoritmo de c-medias difuso, utilizando una medida de distancia inducida por unkernel, y una restriccion espacial sobre las funciones de membresa. Este metodo es aplicadoen la tarea de la segmentacion de imagenes de resonancia magnetica MRI, especialmenteimagenes cerebrales.En (22) se dene un metodo de codicacion de imagenes (compresion), utilizando un meto-do difuso de segmentacion. Las imagenes se encuentran en escala de grises. La segmentaciondifusa toma en cuenta las siguientes reglas:
1. R1: SI la diferencia en niveles de gris D, entre un pxel y los pxeles vecinos, esPEQUE~NA, y el pxel tiene caractersticas de BAJA frecuencia, ENTONCES una elpxel a la region.
2. R2: SI el tama~no de una region segmentada es PEQUE~NA, ENTONCES fusione laregion con la region vecina.
Puede observarse que el criterio de homogeneidad es difuso (PEQUE~NO o GRANDE). Eluso de la informacion de frecuencia permite eliminar falsos contornos, y as obtener regionesmas homogeneas. El descriptor utilizado para medir la calidad de la compresion alcanzada,es el del radio de compresion Cr:
Cr =
N2 × R0
MS × R1 +MC × R2 (3)
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donde MS es el numero de regiones segmentadas, MC es el numero de puntos de contorno,
R0 es el numero de bits de codicacion originales, R1 es el numero de bits asignados a cadaregion segmentada (R1 = 8), y R2 es el numero de bits asignados a cada contorno. El metodoutilizado alcanza una decodicacion de una imagen el a la original, hasta con un radio decompresion de 50:1.
Conectividad Difusa
El concepto de Conectividad difusa es un concepto atribuido a (47) segun se arman en(16), pero tambien aclaran que fue esbozado (aunque sin un planteamiento teorico) en algunostrabajos anteriores, como (52). La conectividad difusa, aunque denida anteriormente, fueaplicada a la segmentacion de imagenes gracias a la denicion de la funcion de anidad. Esuna adaptacion del concepto de arco conectividad que se maneja en los metodos clasicos.La conectividad difusa es una medida de similitud global, de los spels (elementos espaciales,spatial elements) que componen la imagen digital, hacia los objetos en la escena, cada unode los cuales nace a partir de un pxel semilla que permanece en su interior (16), (58). Sinembargo, para calcular la conectividad, es preciso denir una funcion que de un grado deanidad entre dos spels vecinos. De esta manera, la conectividad puede denirse como lamenor anidad entre spels consecutivos, a lo largo del camino mas fuerte, que une a un speldeterminado con el spel semilla del objeto en analisis (58). El camino mas fuerte es aquelpara el cual el valor anterior, es el maximo entre todos lo caminos posibles que unen al spelcon el spel semilla.En (16) se presenta un metodo de segmentacion difuso de multiples semillas, el cual utilizael concepto de conectividad difusa. Este artculo muestra que el conjunto en cuestion en ladenicion de la conectividad, es el de las parejas ordenadas. El objetivo nal de la estrategiade conectividad es la Extraccion del Objeto Difuso FOE (Fuzzy Object Extraction).En (57) se muestra que existen al menos 3 tipos de algoritmos de conectividad, cada unode los cuales puede ser utilizado para la FOE: FOE usando Conectividad Difusa GeneralGFOE, FOE mediante Conectividad Difusa Relativa RFOE y, FOE usando la Conectivi-dad Difusa Relativa Iterativa IRFOE. Para garantizar que la solucion sea alcanzada en unnumero nito de iteraciones, los autores de diversos artculos recomiendan el uso de algorit-mos de Programacion Dinamica (tal como el algoritmo de Dijkstra, Greedy, entre otros) (16),(43), (25), (58),(57).El algoritmo de GFOE se muestra la Figura III.2(a). La estrategia de GFOE extrae elobjeto conexo al nivel θ. Es decir, el i-esimo objeto que contiene la i-esima semilla con unaconectividad maxima (µK(si, si) = 1), cumple la siguiente ecuacion:
GFOE(Oi) =
{
µK(si, c) si µK(si, c) ≥ θ/θ ∈ (0, 1]
0 en caso contrario (4)
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(a) Idea tras GFOE y RFOE. (b) Idea tras IRFOE
Figura I.1: Figuras tomadas de [Udupa et al.,2002]
Por lo tanto, el objeto difuso que se extrae utilizando esta estrategia, esta conexo con unafuerza de conectividad no menor a θ. Este objeto es llamado el Kθ-objeto. El inconvenientecon esta estrategia es que precisa del nivel θ de conectividad mnima, y basicamente es unparametro dejado al usuario. La gura I.1(a) muestra la idea tras la estrategia de GFOE. Enella se pueden apreciar 4 objetos, cada uno de los cuales parte de una semilla s. Tambien semuestran dos posibles caminos entre los spels c y d. Para estos caminos se cumple que lafuerza de p1 es mayor que la fuerza de p2, siendo la fuerza la mnima anidad entre cualquierpar de spels que conforman el camino p, es decir:
Sea p = {c, x2, , x3, ....., xn−1, d}, entonces su fuerza es
fuerza(p) = mn(µk(c, x2), µk(x2, x3), ..., µk(xn−1, d)) = µK,p(c, d) (5)
donde µk es la funcion de anidad la cual debe ser reexiva y simetrica (58),(56); µK,p(c, d)es la conectividad de c a d (o de d a c) a traves del camino p. La nocion de camino esfundamental para denir la medida de conectividad entre dos spels (Ec.16). Tal medida esdenida en toda la bibliografa consultada hasta el momento como en la Ec.17.El algoritmo de RFOE se muestra en la Figura III.2(a), con θ = 0. El metodo RFOEparece mas natural dado que permite a los objetos competir entre s para obtener la mayormembresa hacia los spels presentes en la imagen. Ademas, no precisa del parametro θ. Estemetodo ha sido utilizado recientemente en (26), (58), (57), (43), (16), (48), (3). La gura I.1(a)muestra la idea tras la estrategia de RFOE. Para los dos posibles caminos (p1, p2) entre losspels c y d se cumple que µK,p1(c, d) > µK,p2(c, d). Tambien se cumple que µK(s1, c) =max(µK(s1, c), µK(s2, c), µK(s3, c), µK(s4, c)).La tecnica iterativa y relativa parte del hecho que, luego de hallar los objetos difusos conel algoritmo relativo, algunos \brazos de los objetos" pueden estar debilmente conexos a ellos,como lo muestra la Fig.I.1(b). Para ello, los autores en (58) plantean un algoritmo iterativo,el cual opera de la siguiente manera:
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1. Seleccionar los pxeles semilla de los objetos presentes en la imagen.
2. Denir una funcion de anidad.
3. Aplicar el algoritmo RFOE (Figura III.2(a), con θ = 0).
4. Hallar el nucleo de los objetos difusos obtenidos en el paso anterior.
5. Colocar a todos los spels que pertenecen al nucleo de los objetos, un nivel de conectividadigual a 1 hacia dichos objetos.
6. Si la imagen esta completamente conformada por nucleos, dar el resultado. En casocontrario, ir al paso 3, partiendo de los pxeles que conforman el nucleo de los objetoscomo \semillas" de los mismos.
Este metodo iterativo permite hallar en cada iteracion objetos con mayor homogeneidad, ycon una fuerza de conectividad mayor entre sus integrantes.Cabe anotar que la conectividad difusa ha sido aplicada especialmente a la segmentacion deimagenes medicas, y en escala de grises. Las funciones de anidad utilizadas en todos los casosinvolucran operadores para medir la cercana espacial, y las similitudes en intensidades de grisy gradiente de gris entre dos spels vecinos. Sin embargo, dada la base teorica desarrolladaespecialmente en (58), (57), y (48), se abre la posibilidad para involucrar otros tipos demedidas de similitud, como la anidad de forma, color, u otra caracterstica visual.El concepto de conectividad difusa es el mas utilizado en la actualidad. Sin embargo,en cualquier caso (GFOE, RFOE e IRFOE), se requiere de los pxeles semilla a partir delos cuales se crece el objeto difuso. Por lo tanto, todos los artculos presentados al respecto,atacan el problema de la delineacion del objeto, y no el de su ubicacion en la imagen. Por estarazon, se requiere un proceso anterior, donde se denan la cantidad de objetos presentes en laescena, y los spels mas representativos dentro de ellos, a partir de los cuales se puede crecercada objeto. Esta es pues, una adaptacion difusa del metodo de Crecimiento de Regiones apartir de Semillas, como los usados en (2), (36), (10).Finalmente, en (23), se introduce el concepto de Transformacion de Distancia DifusaFDT, la cual es denida a partir de la Transformacion de Distancia clasica. Esta transfor-macion de distancia es la base teorica para la conectividad difusa. Su gran aporte, es lageneralizacion del concepto a espacios Rn, luego se muestra como denirla para espacios digi-tales (como el que se tiene en una imagen digital), donde dicha transformacion no es mas quela conectividad difusa tratada anteriormente.
Otras Te´cnicas.
La teora de logica y conjuntos difusos, puede ser aplicada en una amplia variedad deestrategias \clasicas", muchas de las cuales pueden ser apropiadas para llevar a cabo la tareade la segmentacion.
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En (46) se presenta un metodo de segmentacion multiresolucion, basado en la segmentacionpiramidal y el agrupamiento difuso. Esta es una tecnica no supervisada de segmentacion,donde cada capa de la segmentacion piramidal se divide en regiones, las cuales son fusionadasusando el algoritmo de C-Medias Difuso. Para encontrar el numero optimo de objetos presentesen la escena se utiliza un funcional de validacion del cluster. La idea tras la estrategia piramidales analizar la imagen partiendo desde una version de alta resolucion, hasta una de bajaresolucion (Ver Fig.I.2).
Figura I.2: Idea tras la estrategia piramidal (Tomada de [Rezaee et al., 2000]).
El metodo es aplicado a una base de datos de imagenes de resonancia magnetica MRI delcorazon (140 imagenes en total), y su nalidad es la segmentacion del ventrculo izquierdo,para hallar el volumen ventricular. Se examina la imagen en diferentes resoluciones, paraobtener las regiones, con las siguientes caractersticas:
Relaciones espaciales entre padre-hijo, entre los elementos de dos capas vecinas (dosimagenes con un nivel de resolucion contiguo).
Se evalua esta relacion por medio de una medida de similaridad.
De esta manera, se evalua la pertinencia de los clusters hallados con la tecnica FCM, en cadauna de las capas de la piramide, con el n de obtener la segmentacion nal.En (24) se presenta un metodo diferente al anterior, pero con un proposito similar: ladeteccion de los contornos cardacos a partir de MRI. El metodo utilizado parte desde unpxel semilla dentro de la piscina de sangre (uno de los ventrculos), y analiza radialmentela similitud entre los pxeles que conforman las lneas que se originan en el pxel semilla,dirigiendose hacia el exterior de la imagen (lneas radiales). La logica difusa es utilizada paradenir dos conjuntos, los cuales seran utilizados para medir la similitud de los pxeles en lalnea radial respecto del origen, y el hecho que el pxel no tenga una alta posibilidad de serun borde. Esta ultima medida, se basa en la observacion que los pxeles cercanos al lmite dela piscina (contorno endocardial), tienen un alto contraste respecto de la pared del corazon,igual que los pxeles en el lmite de la pared del corazon (contorno epicardial), tienen un alto
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contraste respecto del torax. El metodo propuesto es bastante simple, pero no fue mostradopor los autores su conveniencia en presencia de imagenes ruidosas o con desenfoque. Tampocohay una generalizacion del metodo hacia imagenes a color.En (32) se presenta un metodo para segmentar MRI, utilizando sistemas de aprendizajeneuronal competitivo, mientras que en (21) se muestra la comparacion de un sistema neuro-difuso Vs. un sistema de segmentacion tradicional, los cuales son aplicados en la deteccionautomatica de zonas pobladas (edicios) en fotografas aereas. Esta ultima es una comparacionentre dos herramientas desarrolladas por ellos anteriormente.
I.4. Patentes
Algunas patentes encontradas y relacionadas con la teora de logica y conjuntos difusosson:Fuzzy Logic Based Classication (FLBC) method for Automated Identication of Nodulesin Radiological Images. Deus Technologies, LLC, Rockville, MD (US). Patent No: US 6,654,728B1, Date: Nov.25,2003 (29).Extraction of Fuzzy Object Information in Multidimensional Images for Quantiying MSLesions of the Brain. Patent No. US 5,812,691, Date: Sep.22,1998 (56). Utiliza el conceptode conectividad difusa.Fuzzy Logic Filter for Impulsive Noisy Images. SGS-Thomson Microelectronics SRI, Italy.Patent No. 6,034,741, Date March 7,2000 (44): Filtro para eliminar el ruido impulsivoen una imagen. La patente se reere a un montaje electronico, y no a un sistemaalgortmico.Fuzzy Method and Device for the Recognition of Geometric Shapes in Images. SGS-Thomson Microelectronics SRI, Italy. Patent No. 5,870,495, Date Feb.9,1999 (34).Method of Recognizing Images of Faces or General Images Using Fuzzy Combination ofMultiple Resolutions. Mitsubishi Denki Kabushiki Kaisha; Real World Computing Parther-ship. Patent No. 5,842,194, Date: Nov.24,1998 (8).Methods and Apparatus for Filtering Images using Fuzzy Logic. SGS-Thomson Microelec-tronics SRI, Italy. Patent No. 5,680,179, Date: Oct.21,1997 (6)Adaptive intraeld reducing of gaussian noise by fuzzy logic processing. STMicoelectronicsS.r.I, IT. European Patent Application No. 978302117.2, Date of ling: 12.05.1997 (7).Image Classication system with fuzzy logic. XEROX CORPORATION. European PatentApplication No. 97303136.2, Date: 08.05.1997 (51).De las patentes encontradas, solo 4 de ellas tienen que ver directamente con el topico:Segmentacion de imagenes utilizando estrategias de Logica y Conjuntos Difusos, las cuales son:(29), (56), (34), (8). La mas representativa es (56), pues corresponde a todo el desarrollo quegracias en parte a ellos, ha tenido el concepto de conectividad difusa aplicado a la segmentacionde imagenes: (58), (57), (48), (25), (26).
Cap´ıtulo II
C-Medias Difuso
El analisis mostrado en este captulo, as como tambien gran parte de sus resultados,fueron realizados bajo mi tutora por el Ing. Leonardo Ortiz (27).Este captulo muestra el uso del algoritmo de C-Medias difuso en la segmentacion deimagenes agrcolas. Se utilizan diferentes combinaciones cm, del espacio RGB original, y lasegmentacion es llevada a cabo uniendo grupos espectrales, obtenidos luego de la aplicaciondel C-Medias difuso en el conjunto de datos X, el cual se forma dependiendo de la combinacionutilizada. El conjunto de combinaciones es:
Cm = {RGB, RG, RB,GB, R,G, B,ARGB, ARG, ARB, AGB} | cm = RGB, ..., AGB (6)
El conjunto Cm se divide en dos: Cm = CmIJK ∪ CmA (ver Seccion II.1). Sea P =
{p1, p2, ..., pnm} el conjunto de pxeles que conforman la imagen digital I (de tama~no n×m),cada uno de los cuales es un punto coordenado en el espacio RGB, donde pi esta denido porla tupla:
pi = (p(i,R), p(i,G), p(i,B)) ∈ Z(3) (7)donde R, G, B corresponden a rojo, verde y azul, respectivamente. El conjunto de datos deentrada X, para cm = RB es:
XRB = {p(1,RB), p(2,RB), ..., p(nm,RB)} (8)
con p(i,RB) = (p(i,R), p(i,B)), n el numero de las y m el numero de columnas en la imagen deentrada I. Por otra parte, para cm = ARGB:
XARGB = PR ∪ PG ∪ PB (9)
donde PJ = nmS
i=1
p(i,J), con p(i,J) la entrada (o componente) J, en la tupla que representa al i-esimo pxel en el espacio RGB (J ∈ {R,G, B}) (Ver Ec. 7). De manera analoga, pueden formarselos conjuntos de entrada para las otras combinaciones.
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II.1. C-Medias Difuso: FCM
El algoritmo de C-Medias difuso es una extension del C-Medias clasico (61). Sin embargo,a diferencia del ultimo, el metodo de C-Medias Difuso es uno ponderado, es decir, el resultadonal no es una particion del espacio de las muestras en el sentido clasico, donde:
Si xi ∈ Ck entonces xi /∈ Cj, para k 6= j. (10)
con xi una observacion en el conjunto de datos X = {x1, x2, x3, ..., xN}, y Ck el k-esimo grupo.En una particion difusa, cada observacion pertenece a uno o mas grupos C con un cierto gradode membresa µ. La membresa de x hacia Ck depende de la distancia de esta al centroide delgrupo, vk:
µk(x) =
1
c∑
j=1

‖x−vk‖2
‖x−vj‖2
 1
m−1
, x ∈ X (11)
con c el numero de grupos en que es dividido el conjunto de datos X, y m un peso quedetermina el grado en el cual los miembros parciales de un grupo afectan el resultado delagrupamiento. En todas las pruebas de agrupamiento difuso realizadas, el parametro m esigual a 2. Los centroides de los grupos son:
vk =
N∑
i=1
(µk(xi))
mxi
N∑
i=1
(µk(xi))m
(12)
Para el computo de los centroides y las funciones de membresa se lleva a cabo un procesoiterativo. Debido a que tanto µk como vk dependen la una de la otra, el proceso para su calculoparte de una condicion inicial para estas variables, e itera hasta que algun predicado logicode parada se haga verdadero (61). Este predicado puede depender del numero de iteracionesmaximo que puede llevar a cabo el proceso, del cambio en las funciones de membresa entreuna iteracion y otra, o del cambio entre iteraciones en los valores de los centroides.
El algoritmo de C-Medias Difuso minimiza la funcion del error cuadratico entre X y V(conjunto de centroides), ponderada por el valor de µk en cada observacion:
Jm(U,V) =
N∑
i=1
c∑
k=1
(µk(xi))
md(xi, vk) (13)
con U = {µ1, ..., µc} el conjunto de funciones de membresa, V = {v1, v2, ..., vc} el conjunto decentroides, y d(xi, vk) la distancia, en este caso, la distancia eucldea.
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Predicado de parada
El predicado de parada que se utilizo, tiene en cuenta tanto el numero maximo de itera-ciones Q como el cambio en los centroides ∆(V):
Pq = (q ≤ Q) ∨ (|∆(V)| ≤  ∧ q ≥ 5) (14)
con |∆(V)| = |Vq −Vq−1|, q la q-esima iteracion, y  ∈ [0,∞). Empricamente, se encontro queel algoritmo de C-Medias Difuso puede iniciar en un valor aleatorio de sus centroides, y enlas primeras iteraciones, los nuevos centroides computados no diferan de los anteriores a unnivel mayor a , por lo cual se introduce la restriccion q ≥ 5, que evita una parada prematura.Aunque la complejidad computacional para el algoritmo de C-Medias Difuso es O(N), con Nel cardinal de X (35), el numero de iteraciones necesarias para que tanto V como U alcancenel valor que minimice la funcion objetivo, depende principalmente del numero c de regionesen que se dividira el espacio muestral X. Por esta razon, Q se calcula tomando en cuenta estaconsideracion, y en este caso se computa de la siguiente forma:
Q =

15
4
c+ 32.5
 (15)
As pues, suponiendo que las pruebas sean realizadas para c = 2, 3, 4, .., 10, el numero total deiteraciones es 498, por lo cual la complejidad computacional total podra ser como maximo500 veces la complejidad para una iteracion, aproximadamente. Como mnimo se hacen 5iteraciones (q ≥ 5 Ec.14), por lo tanto la complejidad mnima es 45∗O(N). Es por esta razonque se toma la Ec.15, pues se acota el numero maximo posible de iteraciones a aprox. 500,para todo el experimento que se desea: c = 2, 3, 4, ..., 10.El pseudocodigo para el algoritmo de C-Medias Difuso implementado, es el propuesto en(61) (Apendice §1.A).
Reduccio´n del espacio de entrada
Los metodos de agrupamiento tienen, principalmente, las aplicaciones mostradas en (35).En general, el agrupamiento puede servir como una primera etapa de pre-procesamiento paraotros algoritmos, los cuales podran operar sobre los grupos hallados, y no en todo el rangoy/o dimensiones en el que caen los datos de entrada. Esto, en imagenes utilizando el espaciode color RGB codicado con b bits por color, signica utilizar c niveles de color en vez de
(2b)
3 niveles.Como podra el lector darse cuenta en captulos posteriores, el algoritmo de agrupamientodifuso es utilizado aqu, para la reduccion del espacio de color digital de entrada, de s coloresposibles, a c niveles de color representativos (Captulo IV), tal que c ≤ s∧ c ∈ [2, 10].
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Defuzificacio´n
La defusicacion consiste en obtener una salida determinstica (no difusa), utilizando unsistema difuso. En este caso, determinar hacia cual grupo espectral pertenece cada pxel en
I, tal que se cumpla la Ec.10.
Caso 1: CmIJK = {RGB, RG, RB,GB, R,G, B}
Para el caso en que la combinacion de componentes de color corresponde a un subespaciodel espacio RGB, se asigna a cada pxel en la imagen el valor del centroide del cluster al cualtienen la mayor membresa. El algoritmo 1 indica los pasos llevados a cabo para obtener Ic(imagen resultado de la defuzicacion de U, Ec.13).
Algorithm 1 Defuzicacion Caso 1.
Require: cm: combinacion utilizada (cm ∈ CmIJK),
X: conjunto de datos (cardinal de X = N, con N = nm, n el numero de las y m el de columnasde la imagen de entrada.),
U: particion difusa,
V: conjunto de centroides (numero de grupos espectrales).
Pc ← ∅; fPc es el conjunto de c puntos en RGB ∈ {(Z+)3 ∪ 0}), donde Pc(i) es la version en dicho espaciodel centroide vk, cuya dimension depende de la combinacion seleccionada (cm).g
for i=1 to N do
xi ← vk | µk(xi) = max(µi); fxi ∈ X, µi ∈ U, µi = {µ2(xi), ..., µc(xi)}, vk = (vI) o vk = (vI, vJ)o vk = (vR, vG, vB), con I, J ∈ {R,G, B}, I 6= J y k ∈ [2, c].g
p← (0, 0, 0);
for J = R,G, B do
if J ∈ cm then
pJ ← x(i,J);fx(i,J) es la componente J ∈ {R,G, B}, de la muestra i-esima xi ∈ X.g
end if
end forAgrege p a Pc;
end forPartiendo de Pc, obtener Ic; fIc: imagen resultado de tama~no nm, que tiene c niveles de color.g
La defuzicacion mostrada en el algoritmo 1, corresponde a asignar a cada pxel, la versionen el espacio RGB, del centroide al cual tiene la maxima membresa.
Caso 2: CmA = {ARGB, ARG, ARB, AGB}
Para cualquiera de las combinaciones en CmA, los elementos del conjunto de datos X sonunidimensionales. Para defuzicar el agrupamiento U obtenido en este caso, se asigna en cadacomponente espectral del pxel, el centroide del grupo al cual pertenece con mayor membresa.En el algoritmo 2, se muestran los pasos llevados a cabo para obtener Ic.La Figura II.1(c) muestra hR, hG, hB, que corresponden a los histogramas normalizadospara los canales rojo, verde y azul, respectivamente. Tambien se muestra la suma normalizada,de los tres histogramas no normalizados, hRGB. Este vector es el conjunto de datos X, ofrecidocomo entrada al algoritmo FCM, para el caso de la combinacion ARGB (Ec.6). Para el caso de
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Algorithm 2 Defuzicacion Caso 2.
Require: cm: combinacion utilizada (cm ∈ CmA),
X: conjunto de datos (N ∈ {2nm, 3nm}, n = las, m = columnas),
U: particion difusa,
V: conjunto de centroides (numero de grupos espectrales).
for i = 1 to nm do
Pc(i)← (0, 0, 0);
end for
λ← 0;
i← 0;
for J = R,G, B do
if J ∈ cm then
while i ≤ (λ+ 1) ∗N do
Pc,J(i− λ ∗N)← vk | µk(xi) = max(Ui);fUi = {µ1(xi), ..., µc(xi)}g
i← i+ 1;
end while
λ← λ+ 1;
end if
end forPartiendo de Pc, obtener Ic;
la Figura II.1(c), se lleva a cabo la particion del espacio de entrada en tres grupos espectrales,a la imagen mostrada en la Figura II.1(a), obteniendose como resultado de la defuzicacion(algoritmo 2) la imagen mostrada en la Figura II.1(b).Como se puede concluir de la Figura II.1(c), cada canal de color es dividido en tres colores.Por lo tanto, al llevar a cabo la defuzicacion, los colores que pueden aparecer en la imagenresultante, contienen pxeles que pueden ser la combinacion de 3 posibles niveles de color paracada componente, lo cual da como resultado 33 colores posibles.Ya mostrados los algoritmos para llevar a cabo el experimento (combinaciones, FCM,defuzicacion), resta obtener descriptores apropiados para determinar la mejor combinaciony su numero optimo de grupos espectrales. A continuacion se discute este problema.
II.2. Descriptores de evaluacio´n del agrupamiento
Se han propuesto en la literatura diferentes descriptores de desempe~no para los meto-dos de clustering, los cuales se enumeran en (35). Las diferentes tecnicas de validacion delagrupamiento pueden ser divididas en tres:
1. Criterio externo: esto signica que se evaluan los resultados del agrupamiento depen-diendo de una estructura pre-especicada.
2. Criterio interno: se evaluan los resultados en terminos de los datos de entrada ens mismos.
3. Criterio relativo: se evalua el resultado de un algoritmo Vs los resultados de otraestrategia de agrupamiento, o con la misma estrategia pero con diferentes parametrosde entrada.
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(a) Imagen original. (b) Resultado defuzicacion (algoritmo 2).
(c) Particion Difusa.
Figura II.1: Ejemplo de particion difusa para cm = ARGB, con 3 grupos espectrales.
Dado que el algoritmo de FCM se utiliza para la segmentacion de imagenes, y sobretodo para la agrupacion del espacio de entrada en c colores representativos, se utiliza latecnica de critero externo. Para ello, se compara el agrupamiento alcanzado vs. las imagenessegmentadas por un humano (Ground Truth). Se computan las siguientes medidas:
ak = Area(Ck)
Esta es la cantidad de pxeles en Ic que fueron agrupados en el k-esimo cluster espectral
Ck.
fk = (Ck ∩GTf)/ak
Ck∩GTf es la cantidad de pxeles que fueron agrupados en el k-esimo grupo espectral (Ck),y que pertenecen a frutos en el Ground Truth (GTf). La medida fk es entonces un indicativode cuan perteneciente al fruto es el grupo espectral k. Esta medida sirve para diferenciarlos grupos que son denitivamente del fruto (fk → 1), los que son denitivamente del fondo
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sk = Area(Rk,f)/ak
Rk,f es el numero de regiones espacialmente conexas en Ic (Vec Apendice §2.C), segun elvecindario a ocho (Tabla §B.1), que se derivan del agrupamiento de los pxeles que pertenecenal k-esimo grupo espectral Ck, los cuales se intersectan con dos o mas frutos diferentes enla imagen de Ground Truth GT . Area(Rk, f) indica el numero de pxeles que conformandichas regiones. As, sk indica si un cluster espectral que pertenece al fruto (fk → 1), va aestar entre dos o mas frutos diferentes en la imagen, y cuan posible es esto. Esta medicion,permitira determinar el orden de crecimiento en la herramienta de segmentacion propuesta(Captulo IV).
Seleccio´n del nu´mero de grupos espectrales c
La seleccion del numero de grupos que mejor representan la informacion espectral con-tenida en la imagen, se realiza analizando los descriptores mostrados anteriormente. Para ello,se llevan a cabo los siguientes pasos:
1. Aplicar el C-Medias difuso para cada posible combinacion en Cm, con el numero declusters cIJK = 2, 3, 4, ..., 9, 10 para CmIJK = {RGB, RG, RB,GB, R,G, B}, y cA = 2, 3, 4, 5para CmA = {Cm}− {CmIJK}.
2. Hallar los descriptores de desempe~no D = {ak, fk, sk} para las combinaciones posibles ysus respectivos numero de grupos espectrales.
3. De los descriptores de desempe~no D, seleccionar la mejor combinacion en Cm, y surespectivo numero de regiones c. La informacion necesaria es la de los centroides V.Para ello, se tiene en cuenta:
a) Que fk sea cercano a 1: fk → 1.b) El numero de las regiones espaciales que se solapan entre los granos sea peque~na:
sk → 0.
II.3. Segmentacio´n de ima´genes agr´ıcolas mediante C-Medias
difuso espectral
El color es una de las caractersticas visuales de mayor relevancia en el sistema de VisionArticial aplicado en agricultura (37)(36)(38)(2)(54). Por ello, se utilizo el algoritmo de C-Medias Difuso para segmentar las imagenes agrcolas tomando en consideracion solo la infor-macion espectral. La metodologa implementada es la siguiente:
20 II C-MEDIAS DIFUSO
(a) Sistema de Segmentacion. (b) Seleccion de (cm, c).
Figura II.2: Sistema de segmentacion usando C-Medias difuso, y combinacion y numerooptimo de grupos, para las imagenes de cafe.
1. Seleccionar una cantidad representativa de imagenes para formar el grupo de entre-namiento Ge.
2. Aplicar el algoritmo de C-Medias Difuso en el grupo de entrenamiento Ge = eS
j=1
Ij, para
c = 2, ...,Q, en todas las combinaciones dadas por Cm (Ec. 6).
3. A partir de las imagenes segmentadas a mano, y la metodologa de seleccion mostrada enla seccion II.2, obtener la combinacion de colores, el numero de grupos c, y los centroides
V mas adecuados para segmentar las imagenes.
4. Utilizar los datos encontrados en el punto anterior con el n de obtener los gruposespectrales para cada nueva imagen de entrada.
La gura II.3 muestra el sistema de segmentacion implementado. En el, se pueden apreciardos etapas: una OFFLINE y otra ONLINE. En la etapa OFFLINE se llevan a cabo los pasosdescritos en la Seccion II.2, y los pasos 1 a 3 anteriores. La etapa ONLINE corresponde,basicamente, al punto 4. En la etapa OFFLINE, se seleccionan la combinacion de color y elnumero de grupos espectrales apropiado. Ademas se etiquetan los grupos como pertenecientesal fruto (Ck,f), o como no pertenecientes a este (Ck,nf). La etapa OFFLINE ofrece a la etapaONLINE la informacion sobre la combinacion cm, los centroides V , y el etiquetado de loscentroides V = {Vf, Vnf}, requiriendo para ello el grupo de entrenamiento Ge, el conjunto decombinaciones a analizar Cm, y el conjunto de imagenes de Ground Truth de cada imagenen el conjunto de entrenamiento, GTe.
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(a) Cafe cm = ReshapeRGB con
c = 8. (b) Imagen Segmentada. (c) Segmentada luegode apertura(StEl =disco de radio 3).
Figura II.3: Resultados segmentacion usando C-Medias Difuso
La gura II.2(b) muestra la evolucion en las medidas de desempe~no. En este caso, la abscisaindica el numero de grupos para diferentes combinaciones, y la ordenada el area cubierta delfruto en GTf. Un grupo espectral es clasicado como fruto, si cumple las siguientes condiciones:Si fk es mayor a 0.75 (se segmenta al menor el 75% dek fruto),
Si sk esta en el rango de 0 a 0.05 (se permite un solapamiento de maximo 5%, 0% ≤
sk ≤ 5%).De la Figura II.2(b), puede apreciarse claramente que la mayor area es cubierta utilizandoReshapeRGB (ARGB), con 8 grupos. Cabe anotar que, dado que para grupo de combinaciones
CA, se realiza un agrupamiento de un histograma unidimensional, el cual corresponde a lasuma de dos o tres de los histogramas de las componentes de color, el resultado de la defuz-icacion (seccion II.1), puede contener c2 o c3 colores posibles, respectivamente. Lo anteriorno sucede para las combinaciones CIJK (seccion II.1).La gura II.3 muestra el resultado de la segmentacion, al tomar la combinacion y el numerode grupos discutidos arriba. Dado que se permitio un solapamiento del 5%, se lleva a cabo unproceso posterior de apertura para dividir algunos granos que al segmentar, aparecen juntos.La gura II.3(c) muestra el resultado nal, donde los recuadros verdes indican algunos exitos,y los rojos algunos fracasos en la aplicacion de la operacion morfologica apertura, a la guraII.3(b).
Informacio´n espacial
Hasta ahora se ha llevado a cabo la segmentacion, agrupando en dos clases (fruto, no fru-to), los grupos espectrales obtenidos. Luego, se realiza un analisis de conectividad clasica ala imagen binaria que se obtiene, para determinar los diferentes frutos presentes en la escena,tal como lo muestra la gura II.3(c). Sin embargo, se tomo en cuenta agregar la informacionespacial en el proceso de agrupamiento. Es decir, para el caso de cm = RGB, el conjunto de
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datos X contiene la informacion espectral de cada pxel, junto con dos coordenadas mas queindican su ubicacion en la imagen. Sin embargo, los resultados obtenidos no fueron satisfac-torios, dado que se debe permitir iterar mas al sistema para que alcance algun resultado, ylos centroides (que involucran ahora la informacion espacial), no podran ser utilizados en unproceso ONLINE, porque la ubicacion espacial de las regiones que son fruto y fondo cam-bian aleatoriamente entre imagenes. Ademas, para obtener buenos resultados se deben tenerobjetos arco-conexos en la imagen, lo cual no siempre es cierto para el fondo. No obstante,se presenta en el siguiente captulo un metodo de segmentacion difuso, donde la informacionespacial es relevante.
II.4. Ventajas del C-Medias difuso
Por ultimo, cabe anotar que aunque la segmentacion obtenida utilizando este metodono es satisfactoria, puede presentar grandes ventajas el hecho de llevar a cabo una previaagrupacion en colores relevantes de la gama de colores posibles. Aunque aca se presenta unmetodo difuso, este proceso puede ser hacerse mediante el posicionamiento de ltros de coloren la etapa de adquisicion, para obtener las imagenes con la informacion de color reducida.Tambien puede ser llevado a cabo manejando la longitud de onda de las fuentes de iluminacion,o haciendo una conjuncion de las dos posibilidades. Esto, reducira de manera considerable lacarga de procesamiento que un dispositivo de Vision Articial implementado en una FPGA,por ejemplo, toma para procesar la imagen de entrada, lo cual se traduce en utilizar tal cargaen procesos mas relevantes como la segmentacion, el reconocimiento, la clasicacion, etc. (11),(39).
Cap´ıtulo III
Conectividad Difusa
La Conectividad Difusa es una estrategia de segmentacion basada en el crecimiento deregiones a partir de semillas SRG. Sin embargo, utiliza conceptos que se derivan de la teora delogica y conjuntos difusos, as como tambien algunos de optimizacion. Sus inicios se remontana la psicologa (47).Este captulo presenta el desarrollo del sistema de segmentacion de imagenes de cafe, elcual utiliza la estrategia de Conectividad Difusa presentada en (57) (58), agregando a estapropuesta la anidad en la forma, lo cual no ha sido propuesto en la literatura disponible.
III.1. Conectividad: µK
La conectividad difusa fue introducida por (47). Como se mostro en el primer captulo(Seccion I.3), se han propuesto tres algoritmos de conectividad: GFOE, RFOE, IRFOE,los cuales tienen como unico objetivo la extraccion del objeto difuso (FOE: Fuzzy ObjectExtraction). Aunque la idea tras la conectividad difusa se remonta a nales de los 70's, no fuesino hasta cuando propusieron la medida de anidad (µk), que dicho concepto pudo aplicarsea la segmentacion de imagenes (48).Sea Pcd el conjunto de todos los caminos posibles entre los spels c y d †:
Pcd = {ρ1, ρ2, .., ρN} | ρi = ci1, ci2, ..., cili , ci1 = c, cili = d (16)
con li la longitud del camino i-esimo, ci un spel en dicho camino, y N el numero posible decaminos entre c y d. La fuerza de un camino s(ρi) se toma como la menor anidad entre lospares de spels conexos consecutivos que forman el camino ρi (Ec.17).La medida de conectividad µK se dene como la fuerza del camino mas fuerte entre dosspels c, d, para todos los N caminos posibles que conectan c con d. El camino mas fuerte es
†Por spels, se reere a elemento espacial (spatial element), el cual corresponde a un pxel para el caso deuna imagen 2D, o a un voxel para el caso de una 3D.
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aquel de maxima fuerza, por lo tanto la conectividad es:
µK(c, d) = max∀ρ∈Pcd  mn1<i≤li [µκ(ci−1, ci)] (17)As pues, la conectividad es una medida de cuan fuerte es el enlace que une a dos spels enun espacio digital. Se requiere ademas, que los dos spels esten conexos en el sentido clasico.En el caso de una imagen 2D, tal conexidad esta dada por la nocion de vecindario, masespeccamente, la dada para las teselaciones rectangulares (Ver Apendice §2.B).La fuerza de un camino, es la medida que determina la conectividad. Para su calculo, sehace uso de la funcion de anidad, la cual se dene para un par de spels vecinos.
III.2. Funcio´n de afinidad: µκ
Esta es una relacion κ entre dos spels. Para que κ sea una relacion de anidad, debe serreexiva y simetrica (48), por lo cual debe cumplirse que µκ(c, c) = 1 (reexiva) y µκ(c, d) =
µκ(d, c) (simetrica).La anidad entre dos spels puede computarse involucrando diferentes caractersticas. En laliteratura, se han propuesto medidas de anidad que involucran anidad espacial (vecindad),en intensidad de gris y en gradiente:
µκ(c, d) = f(µx(c, d), µφ(c, d), µϕ(c, d)) (18)
con µx(c, d) la anidad espacial, µφ(c, d) la anidad en intensidad de gris, µϕ(c, d) la anidaden el gradiente de gris, y f(•, •, •) un funcional de tres variables. Sin embargo, la funcion deanidad puede involucrar otros tipos de caractersticas, tales como color u forma. No obstante,no se presenta en la literatura investigada, como involucrar la informacion de forma, pero seda el marco teorico para llevarlo a cabo (23). Una de las razones para no usar la forma esque esta es una caracterstica global o regional, mas no local. Por tal motivo, no es inmediatoalcanzar una relacion de anidad de forma, entre dos pxeles vecinos, sin involucrar unamedida adicional respecto del total del objeto crecido, de su contorno, o de una porcion deeste. Aun as, se presenta aca una relacion de anidad para la forma (Ec.29).Un funcional utilizado para computar la anidad entre dos spels, es el exponencial (43):
h(ζ,mζ, σζ) = exp

−
1
2

ζc,d −mζ
σζ
2 (19)
con mζ, σζ la media y desviacion estandar para la caracterstica ζ, ζc,d el valor de la carac-terstica ζ para los spels c,d (p.e. el promedio). La media y la desviacion estandar pueden sertomada de tres formas:
1. mζ, σζ para el objeto difuso i, en la iteracion q (FOi,q).
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2. mζ, σζ para el camino ρcd, el cual une al pxel semilla (si) del i-esimo objeto en laiteracion q (FOi,q), a traves de c, con d. Para c y d se cumple: c ∈ FOi,q, d /∈ FOi,q.
3. mζ, σζ la media y desviacion estandar para el objeto que se desea segmentar. Es decir,estos valores son dados por el usuario.
La Ec.19 puede ser generalizada, utilizando la funcion multivariada, en caso que ζ tengacaractersticas multidimensionales, como por ejemplo el color codicado en el espacio RGB:
h(ζ,mζ, Σζ) = exp−12 (ζc,d −mζ)t Σ−1ζ (ζc,d −mζ) (20)con Σζ la matriz de covarianza para la caracterstica ζ. ζc,d se toma, generalmente, como lamedida promedio de la caracterstica ζ para los spels c, d:
ζc,d =
ζc + ζd
2
(21)
III.3. Conectividad difusa e ima´genes agr´ıcolas
Para aplicar la estrategia de conectividad difusa en la segmentacion de las imagenes decafe, se parte de la denicion dada en la Ec.17. Para hallar el objeto difuso, se utiliza la es-trategia de programacion dinamica (algoritmo de Dijkstra), con la cual se reduce la explosioncombinatoria, al descartarse los caminos que denitivamente no son los mejores para conectarel pxel c con d. Sea S = {s1, s2, ..., sc} un conjunto de pxeles, llamados pxeles semilla. Lospxeles semilla son puntos en la imagen a partir de los cuales se crece un objeto, para deter-minar su forma (ver gura I.1). Como se discute en el captulo 1, la estrategia de conectividaddifusa es una de delineacion, por lo tanto, se deben proveer los pxeles semilla a partir de loscuales se delineara el objeto. En conclusion, la ubicacion de los objetos en la escena no esuna tarea llevada a cabo por la conectividad, y su delineacion, dependera en gran medida dela seleccion de los pxeles que representan a cada objeto (uno por objeto). Sin embargo, laubicacion de las semillas no es el objetivo principal de este trabajo, por lo cual se toman comosemillas las encontradas por la herramienta de segmentacion de imagenes de cafe, desarrolladaal interior del G.T.A. PCI (36).Sea si el pxel semilla para el i-esimo objeto oi, y c un pxel en la imagen. La conectividadentre c y el i-esimo objeto, esta dada por:
µK(si, c) = max∀ρ∈Psic
 mn
1<i≤lρ
[µκ(ci−1, ci)]
 (22)
con Psic como en la Ec.16.
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Funcio´n de afinidad agr´ıcola
La funcion de anidad que se utilizo para llevar a cabo la segmentacion, incluye las car-actersticas de vecindad (x), intensidad de gris (φ), y forma (υ) entre los pxeles en analisis(ζ = {x,φ, υ}):
µκ(c, d) = f(µx(c, d), µφ(c, d), µυ(c, d)) (23)
con µx la anidad espacial, µφ en grises, y µυ en forma. Sea FOi,q el objeto difuso i en laiteracion q-esima, es decir, los pxeles que han sido tomados como padres en la iteracion q(algoritmo de Dijkstra). Para todas las anidades, c ∈ FOi,q y d /∈ FOi,q.El funcional f, con el cual se computa la anidad total, y que tiene como parametros deentrada las anidades en las diferentes caractersticas, es elegido segun convenga. En (43) sepropone el siguiente:
µκ(•) =
µx(•)

µ2φ(•) + µ2υ(•)

µφ(•) + µυ(•) , con (•) ≡ (c, d) (24)
Esta funcion no da el mismo peso a cada anidad, sino, por el contrario, es alta (µκ → 1)si una de las anidades es alta, y baja (µκ → 0) solo si todas las anidades son bajas. Lagura III.1(a) muestra la forma de esta funcion, para dos anidades. Otra posible funcion deanidad, es:
(a) µκ Ec.24 (b) µκ Ec.25
(c) µκ Ec.26
Figura III.1: Funcion de anidad.
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µκ(c, d) =
µx(c, d)
2
(µφ(c, d) + µυ(c, d)) (25)
es decir, tomar la anidad total como una combinacion lineal de las diferentes anidades,ponderando todas con el mismo peso (Figura III.1(b)), siempre y cuando los pxeles seananes espacialmente. Por ultimo, otro funcional propuesto en la literatura es el siguiente:
µκ(c, d) = µx(c, d) ∗ µυ(c, d) ∗ µφ(c, d) (26)
su forma se muestra en la Figura III.1(c).
Las ventajas del uso de uno u otro funcional no son claras en la literatura, no obstante,para el objeto de este trabajo, la funcion dada por la Ec.24 es inconveniente, pues no serestringira el crecimiento a una region compacta, acorde con la forma de los frutos (54) (38).Por otro lado, si se promedian las anidades, dos spels vecinos a cuatro pueden tener unaanidad alta, aun cuando esten alejados del fruto. Esta situacion debe evitarse, pues los frutosde cafe son compactos, y la forma es una restriccion importante. Por tal motivo, se opto portomar el funcional dado por la Ec.26, en donde la anidad de forma al igual que la espacial,se combinan con la anidad de gris, en un funcional que emula la funcion Y de la logicaclasica. Por lo tanto, aunque una pareja de pxeles sean anes espacialmente (µx = 1), ytengan una anidad en grises alta (µφ → 1), si su anidad en forma (la cual se toma respectodel fruto que se desea segmentar, Ec.29) es baja, la anidad total es baja. Es muy posibleque otra pareja de pxeles con una anidad en grises menor, pero con una anidad de formamayor, sean adheridos en la siguiente iteracion al objeto difuso en crecimiento. En sntesis,solo aquellos pxeles cumplan en alto grado la funcion Y difusa, en una iteracion dada, seranadheridos al objeto difuso en dicha iteracion, con lo cual, al nal del proceso de crecimiento,se obtendra un objeto que cumple las tres restricciones de forma, en un grado tan alto comosea posible.
Afinidad espacial µx(c, d)
Como funcion de anidad espacial, se tomo la vecindad a 4 clasica:
µx(c, d) =
{
1, si ‖xc − xd‖ ≤ 1
0, en caso contrario (27)
con ‖•‖ la distancia eucldea; xc, xd los vectores con la posicion en la imagen de los pxeles
c y d, respectivamente (xp = [px py]t). Notese que el valor µx(c, d) toma uno de dos unicosvalores (logica clasica). As, dos pxeles son anes espacialmente si y solo si son vecinos a 4.
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Afinidad en intensidades de gris µφ(c, d)
Para computar la anidad en grises, se tomo la funcion exponencial (Ec.19). Para ello, seevalua el valor medio entre los colores del pxel c y d:
µφ(c, d) = exp−1
2
 
φc+φd
2 −mφ
σφ
!2 (28)
con φc, φd los niveles de gris para los pxeles c y d, respectivamente; mφ es la media del grispara el objeto difuso crecido en la q-esima iteracion (FOi,q), es decir, la media de gris paralos pxeles que han sido tomados como padres (programacion dinamica); y σφ la varianza delas intensidades de grises para dicho conjunto de pxeles. Para el computo de mφ y σφ, seutiliza una estrategia iterativa (Ver Apendice §3.D).
Afinidad de forma: µυ(c, d)
Se tomo la medida de circularidad para la anidad en la forma, dado que los frutos de cafe,tienen como caracterstica comun una forma circular u ovalada. Esta medida de anidad espropuesta en este documento, y no se encontro dentro de la bibliografa analizada. La funcionutilizada para el computo de la anidad en la forma es la siguiente:
µν(c, d) = 1−

1
1+ exp(−(circularidadcd − 1.3))
 (29)
con circularidadcd la circularidad del objeto difuso FO, si se tomara d como padre (c es partedel objeto difuso, y d pretende unirse a este a traves de el). As pues, a medida que el objetocrece, lo hace tal que permanezca con una circularidad de alrededor de 1.3 (cuya anidad serade 0.5). Este valor 1.3, fue obtenido empricamente, analizado los frutos de cafe presentes enuna imagen segmentada por un humano (Gound Truth), los cuales no estuviesen oclusos. Lacircularidad se computa utilizando la siguiente ecuacion:
circularidadcd =
pi[max{dE(d,Θi),AFOimax
j=1
{dE(cj, Θi)}}]
AFOi + 1
(30)
con dE la norma eucldea, Θi el centroide del objeto difuso FO en la iteracion i (FOi), AFOi elarea (numero de pxeles) del objeto difuso en la iteracion i. Esta medida de anidad restringeel crecimiento hacia aquellos pxeles candidatos que no deformen la forma del objeto encrecimiento. Sin embargo, aquellos pxeles candidatos que son muy anes en intensidad degris, y para los cuales la deformacion es muy grande, pueden se adheridos al objeto difuso,aunque con una anidad peque~na (Ver Figura III.1(c)).
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(a) Algoritmo GFOE
Figura III.2: Diagramas de Flujo FOE
III.4. Conectividad difusa General: GFOE
El algoritmo de GFOE (gura III.2(a)), obtiene el objeto difuso conexo con una fuerzade conectividad de al menos θ (Ec. 4). El crecimiento eucldeo utilizado en (2), es un analogoclasico. En el, se crece un objeto a partir de un pxel semilla, adhiriendose un pxel en cadaiteracion, hasta que todos los posibles candidatos a adherirse al objeto en crecimiento, tenganuna distancia hacia la media de color del objeto, mayor a un umbral. Los pxeles candidatosson los vecinos a 4 u 8 de la region.El algoritmo GFOE (gura III.2(a)) ofrece como resultado FO (Fuzzy Objects). Esta esuna estructura conm elementos. El i-esimo elemento (i-esimo objeto oi), contiene un conjuntode n parejas ordenadas [xc µK(si, c)] , las cuales se reeren a la posicion en la imagen delpxel c (xc), y su nivel de conectividad con la semilla del objeto i, si. Dado que es la estrategiageneral de extraccion del objeto difuso, µK(si, c) ≥ θ ∀c ∈ FOi, i = {1, 2, ...,m}. FO es pues unaparticion difusa de la imagen, la cual involucra aquellos elementos en esta, cuya conectividadsea mayor o igual a θ. Esta particion debe ser defuzicada para producir un resultado quecumpla la denicion clasica de segmentacion (Apendice §2.B).En la guras III.3 se muestra el resultado de aplicar el algoritmo propuesto en (43) ,la cual utiliza la anidad espacial, en intensidad y en gradiente tal como la mostrada en laEc.18. En ellas, se extraen dos objetos: burbuja, fondo, en un nivel 0.5. Para la defuzicacionse utilizo el maximo, donde cada pxel es asignado a aquel objeto hacia el cual tenga lamayor conectividad. Sin embargo, puede observarse que esta defuzicacion no garantiza queel resultado de la segmentacion sea solo dos objetos (ver gura III.3(h)).
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(a) Original (b) FO1 (c) FO2 (d) Res.defuzicacion
(e) Burbuja + ruido (f) FO1 (g) FO2 (h) Res.defuzicacion
Figura III.3: Resultados GFOE al nivel θ = 0.5, sobre una burbuja gausiana (m =
[35 35]t, σ = 10), y sobre la misma burbuja con ruido gausiano aditivo (m = 0, σ = 10). Lassemillas estan ubicadas en s1 = [35 35]t, s2 = [5 5]t
III.5. Conectividad Difusa Relativa RFOE
La extraccion del objeto difuso utilizando conectividad difusa relativa RFOE, evita el usodel umbral θ de fuerza de conectividad mnima del objeto a segmentar. Sin embargo, el restodel procedimiento utilizado en GFOE, permanece. As pues, la aplicacion de esta estrategiaequivale a aplicar el algoritmo de GFOE (Figura III.2(a)) con una fuerza de conectividad 0(θ = 0). En los experimentos realizados, esta es la estrategia que se utilizo; sin embargo lafuerza de conectividad θ se acoto a 0.009, para evitar iteraciones exageradas de la herramienta.
Resultados Ima´genes de cafe´
Se aplico el algoritmo de GFOE mostrado en la Figura III.2(a), con una fuerza de conec-tividad θ = 0.009, lo cual equivale a llevar a cabo el RFOE, si se trabaja con una precision detan solo dos dgitos decimales. Se hizo esto, pues iterar sobre toda la imagen es innecesario,dada la restriccion de forma. La funcion de anidad utilizada es la mostrada el la Ec.26,utilizando las anidades espacial, de intensidad de gris y de forma, discutidas anteriormente.Tambien se llevaron a cabo pruebas utilizando solo la anidad en intensidad de grises. innece-sario, dada la restriccion de forma. La funcion de anidad utilizada es la mostrada el la Ec.26,utilizando las anidades espacial, de intensidad de gris y de forma, discutidas anteriormente.Tambien se llevaron a cabo pruebas utilizando solo la anidad en intensidad de grises.La Figura III.4 muestra algunos resultados, luego de utilizar la conectividad difusa para lasegmentacion. La imagen de entrada para todos los casos, es una en escala de grises a la cual
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(a) Usando anidad en gris (b) Usando anidad gris + forma
(c) Usando gris y forma, a partir de semil-las.
Figura III.4: Resultados de del FCM en una imagen en escala de grises con fondo extrado,con θ = 0.009
se le ha extrado el fondo. La Figura III.4(a), muestra el resultado de aplicar la conectividaddifusa a una imagen de cafe, usando tan solo la anidad en grises. La Figura III.4(b) muestrael mismo experimento, pero en esta ocasion se introduce la anidad de forma en el computode la conectividad. Puede observarse una mejora sustancial en el resultado. Sin embargo, sehan colocado los pxeles semilla por un humano. La gura III.4(c), muestra el resultado de lasegmentacion, utilizando las semillas segun la herramienta desarrollada al interior del G.T.A.PCI (36).Puede observarse que la segmentacion no es satisfactoria cuando se parte de las semillasde (36). Esto muestra la gran dependencia de una buena determinacion de los objetos en laimagen, por lo que se concluye que, a menos que la seleccion y ubicacion de los objetos no seaun problema, la conectividad difusa es una herramienta valiosa para la segmentacion asistidamas no automatica. Se quiere decir con asistida, aquella donde algunos de los parametrosnecesarios para alcanzar el resultado nal, son dados por el usuario, en este caso, los spels oregiones semillas.

Cap´ıtulo IV
Herramienta Difusa de Segmentacio´n
En este captulo se presenta el metodo propuesto para la segmentacion de imagenes decafe, utilizando la teora de logica y conjuntos difusos. El sistema, utiliza la estrategia deajuste de contornos (contornos activos), suavizando en cada iteracion el contorno que se crece,y ajustandolo de manera cuadratica. Por lo tanto, luego de hallado el vertice candidato pordonde crecera el contorno, el crecimiento en la direccion de la normal de este, afecta de maneracuadratica sus vecinos. Esto se hace para ajustar un contorno suave en cada iteracion. Dadoun conjunto de vertices continuos, que conforman un contorno cerrado, se debe garantizarque existan vecinos a lado y lado del vertice candidato, con una energa diferente de cero,para evitar obtener un contorno con cambios abruptos.El metodo de segmentacion hace uso de la informacion espectral para determinar el verticecandidato, y la magnitud del cambio del contorno. El resto de la tarea de segmentacion se llevaa cabo utilizando la informacion de forma, unicamente. En cada iteracion, se crece el contornoen la direccion del vector normal al vertice candidato, segun el criterio de seleccion del vertice,y, utilizando una funcion de anidad, se calcula el grado de anidad (membresa) que dichocontorno tiene hacia el fruto de cafe. Al nalizar el proceso iterativo, se encuentra el contornocon la mayor anidad y se guarda. Finalmente, se toman todos los contornos hallados y, soloaquellos con anidades diferentes de cero, son tomados como frutos segmentados. La funcionde anidad es un concepto tomado de la teora de conectividad difusa (Captulo anterior).Para computarla, se utilizan diferentes anidades derivadas de distintas caractersticas deforma, y se unen utilizando el funcional de la Ec.26, para obtener la medida de anidad decafe.
IV.1. Sistema de segmentacio´n
La gura IV.1 muestra el sistema de segmentacion propuesto. Pueden observarse 3 etapas:
1. FCM : en esta etapa se reduce la informacion de color en k colores relevantes. Esto selleva a cabo con la tecnica de C-Medias Difuso (Seccion II.1). Para ello, se utilizan los
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Figura IV.1: Sistema difuso de Segmentacion de Imagenes Agrcolas
centroides dados por v, y la combinacion de color dada por tipo. Como resultado seobtiene la imagen Ck (gura IV.2(b)).
2. Remocion del Fondo: Dado que se utilizan imagenes en las cuales el fondo es de altocontraste, se utilizan los centroides dados por vFONDO y, todos aquellos pxeles quehallan sido etiquetados con alguno de estos centroides, es etiquetado con 0. De estamanera, el resultado Fk es similar a Ck pero con el fondo etiquetado con 0.
3. Ajuste de Contorno: esta etapa hace uso de los colores relevantes hallados por el algo-ritmo de C-Medias Difuso, partiendo de los colores que denitivamente estan siemprepresentes en el fruto, con el n de ajustar un contorno que cumpla con las caracterstcasde forma, segun el fruto de cafe. Para ello, se dene un orden de aparicion, que dependede la posibilidad de que un cluster vecino sea o no perteneciente al fruto. Este orden deaparicion, denira la energa inicial del contorno semilla. Ademas, en cada iteracion, semide la anidad en la forma del fruto del contorno ajustado hasta ese momento, con eln de hallar, al nal del proceso iterativo, el contorno mas afn, el cual se toma comola segmentacion nal.
Regiones semilla y orden de aparicio´n
La gura IV.2(a) muestra el arbol del orden de aparicion, llamado arbol de crecimiento,para el caso del cafe. Se llama orden de aparicion a la secuencia en la busqueda de los gruposespectrales vecinos, al momento de denir la energa del contorno semilla. Es decir, luego dedeterminar el contorno semilla, se dene un orden de busqueda de vecinos anes en color,el cual depende en parte del grupo espectral del cual se parte (semilla), y que denira suenerga. Para frutos de cafe, se utilizo el grupo de centroides v = {v1 : (168, 169, 35), v2 :
(137, 140, 13), v3 : (85, 119, 10), v4 : (142, 84, 31), v5 : (104, 40, 22), v6 : (54, 33, 22)}. Los cen-troides correspondientes al fondo son: vFONDO = {(24, 26, 70), (27, 37, 113), (34, 57, 139)}.Estos son los centroides resultantes de aplicar el algoritmo de FCM con c = 9, para un con-junto de 3 imagenes de cafe, cada una de las cuales contiene alrededor de 45 frutos. La guraIV.2(b) muestra diferentes situaciones para el caso del cafe. El caso A corresponde a iniciar
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(a) Arbol de crecimiento (b) Algunos ejemplos
Figura IV.2: Informacion sobre orden de aparicion para imagenes de cafe.
el crecimiento con el grupo v1, terminando en v2, v4, v5 o v6.El arbol de crecimiento es dado por el usuario, luego de un analisis del resultado delagrupamiento difuso, y de los descriptores de interseccion con el fruto y solapamiento entrefrutos, discutidos en la Seccion II.2. El procedimiento inicia en las regiones de la imagenque han sido clasicadas en el grupo espectral de la raz del arbol (centroide v1). Se hallandichas regiones, y, solo aquellas para las cuales el area supera los 100 pxeles, y la densidad(area/perimetro2) supera el 80%, son tomadas para iniciar el ajuste del contorno. El valormnimo del area para un fruto de cafe, en las imagenes analizadas es de 1396. As pues,el valor100 es tomado de manera heurstica, para evitar analizar regiones muy peque~nas, las cuales norepresentan alrededor del 10% de un fruto de cafe. El crecimiento inicia con aquellas regionesde mayor area, hacia las de menor. Al iniciar el crecimiento se halla la energa que el contornotiene para crecer. Esta energa depende del arbol de crecimiento dado, como se muestra en laFiguraIV.3(b). Cuando no hay mas regiones para iniciar el contorno, se desciende un nivel enel arbol de crecimiento, y se toman las regiones que pertenecen a este cluster, como las nuevasregiones semilla. En este punto, el computo de la energa no toma en cuenta lo que ya ha sidosegmentado en iteraciones anteriores, es decir, aquellos pxeles que han sido tomados ya comoobjetos, no son tenidos en cuenta en el computo de la energa. Este proceso se continua, hastaque se alcance el tope del arbol (centroide v6, ver gura IV.2(a)).Finalmente, los grupos espectrales que conforman el fondo, son aquellos para los cuales lacomponente azul es alta respecto de las demas componentes (vFONDO), dado que se uso unfondo de este color. Los pxeles que hayan sido clasicados como pertenecientes al fondo,tampoco son tenidos en cuenta a la hora del computo de la energa espectral con la quecuenta el contorno para crecer.
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(a) Energa espectral (b) Ejemplo contorno cafe
Figura IV.3: Medicion de la Energa espectral
IV.2. Contornos Activos
La herramienta propuesta, hace uso de la teora de contornos activos (snakes). Esta es-trategia, parte de un contorno inicial, deformandolo hasta ajustarlo a la region que se deseasegmentar. La deformacion obedece a la minimizacion de la energa del contorno. Una snakeclasica, es una curva x(s) = [x(s), y(s)], s ∈ [0, 1], que se mueve a traves del dominio espacialde una imagen para minimizar el funcional de energa (59):
E =
1∫
0
1
2

α
x ′(s)2 + β x ′′(s)2+ Eext(x(s))ds (31)
donde α, β son parametros de ponderacion que controlan la tension y rigidez de la snake,respectivamente. x ′(s), x ′′(s) son la primera y segunda derivada respecto de s, respectiva-mente. La funcion de energa externa Eext es derivada de la imagen, tal que tome sus valoresmnimos en las caractersticas de interes, tal como los bordes (59). En este trabajo se utilizael ajuste de un contorno, el cual usa la informacion de la distancia o energa segun el arbolde crecimiento denido (Figura IV.2(a)), y las restricciones de forma del fruto, para llevara cabo la segmentacion. La gura IV.3 muestra las mediciones que son tomadas en cuenta,para un fruto de cafe. La gura IV.3(a) muestra como se mide la energa espectral desde unnodo en el contorno de la region hacia el contorno del k-esimo grupo espectral, en la direcciondel vector normal al nodo. En la gura IV.3(b), se muestran los contornos para los granos decafe, al igual que la proyeccion de la lnea normal a cada nodo en estos, desde el nodo hasta elcontorno del grupo espectral donde terminara el analisis, de acuerdo al arbol de crecimientopara el cafe (gura IV.2(a)).El contorno inicial es siempre la Envolvente Convexa (Convex Hull), de la region semilla dela cual se parte. As pues, el contorno inicial es siempre convexo, y lo ideal es que permanezcaas a lo largo del proceso de crecimiento. Sin embargo, esta restriccion no es tomada en cuenta.
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(a) Firma para v1 (b) Firma para v2
Figura IV.4: Comportamiento de la rma de v1, v2 para imagenes de cafe, comparadas consu respectivo Ground Truth, y de acuerdo al orden de crecimiento. La abscisa, corresponde alnumero del pxeles en el contorno, para los frutos en las imagenes de Ground Truth tomadas.La ordenada, corresponde al valor de la distancia radial en cada pxel de contorno.
Dado un conjunto de vertices V , ordenados en el sentido de las manecillas del reloj, talque la union del primer vertice, con el siguiente, hasta el ultimo de ellos, forman el contornoinicial (Ci), el vector normal al vertice j-esimo vj ∈ V , se calcula utilizando vi−1 y vi+1, esdecir, sus vecinos inmediatos, as:
~nj =

perp(~vi+1 −~vi)
‖perp(~vi+1 −~vi)‖ +
perp(~vi −~vi−1)perp(~vi − ⇀v i−1)
 (32)
~nj =
~nj
‖~nj‖ (33)
con perp(v) el vector perpendicular a v en sentido antihorario (el cual existe dado que
v ∈ (Z+)2). A medida que el proceso aumenta el permetro del contorno, este es divididoiterativamente, tal que la distancia entre dos vertices consecutivos no sea mayor un valor δ.Esto, porque se debe mantener un contorno suave, y que se ajuste a la forma del fruto. Parael caso del cafe, este valor es 5pix. El vector normal a los nuevos vertices, es el promedio delos vectores normales de los vertices entre los cuales se encuentra.
Restricciones de forma
Las restricciones en la forma del fruto a segmentar, estan ligadas a la distancia radial enlos frutos de cafe. La gura IV.4 muestra la evolucion de la distancia radial, tomada desdeel centroide hacia el contorno de los frutos de cafe en la imagen de Ground Truth, para loscuales las semillas corresponden a v1 y v2, respectivamente. Esta medida es utilizada paraajustar el contorno, para lo cual se hace uso de su media µ y varianza σ: (Ec.39).
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Figura IV.5: Metodo propuesto
IV.3. Me´todo propuesto
El metodo para segmentar los frutos, es el siguiente:
1. Obtener lamejor reduccion de colores mediante un algoritmo de Agrupamiento, usandopara este n los descriptores mostrados en la Seccion II.2.
2. Determinar el arbol de crecimiento para el fruto en especco, como el mostrado enla Figura IV.2(a) para el caso del cafe. Los colores contenidos en el arbol (centroidesresultantes del agrupamiento espectral), son los unicos tenidos en cuenta para la seg-mentacion del fruto. Todo color fuera del arbol es considerado como parte del fondo.
3. Para cada color encontrado, partiendo desde la raz del arbol hacia las ramas, de arribahacia abajo, en cada una de las ramas del arbol, hallar las regiones restantes en la imagen. Iterar desde la region semilla, la cual corresponde a la envolvente convexa de la region
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tomada (segun criterios de area y densidad), y crecer el contorno por el vecindario delvertice que tiene la mnima energa espectral, el cual cumple que tiene al menos 3 vecinosa lado y lado con energa espectral diferente de cero. El proceso de crecimiento de dichocontorno se continua hasta que se cumpla una de las siguientes restricciones: que laenerga sea agotada, que el numero maximo de iteraciones se alcance (aqu el numeromaximo es 1000), que el cambio en el contorno, entre una iteracion y otra, sea nulo, oque no existan vertices candidatos con al menos 3 vecinos a lado y lado, para los cualesla energa espectral sea diferente de cero. En cada iteracion, se guarda la anidad delcontorno al fruto de cafe.
4. Cuando se cumpla el criterio de parada, se toma como contorno nal aquel de mayoranidad. Si la anidad es cero, se descartan todos, pero se elimina la region semilla dela imagen.
5. Regresar a 3 hasta que se recorra de manera descendente todas las ramas del arbol decrecimiento, y hasta que no quede ninguna region semilla posible.
6. El resultado nal son las regiones contenidas por los contornos cuyas anidades sonmayores a 0, y que fueron tomados en el punto 4.
Aunque el arbol de crecimiento permite determinar el sentido en el cual deben unirse losgrupos espectrales partiendo del grupo semilla, es posible que la region desde la cual se iniciano corresponda a un fruto (region 2, gura IV.3(b)). Por esta razon, debe implementarse unsistema de segmentacion que evite esta situacion.El procedimiento para segmentar los frutos, se muestra en la Figura IV.5. La imagen esagrupada, y se le extrae el fondo (Fk), y de acuerdo al arbol de crecimiento, se analiza cadauno de las regiones arco-conexas presentes en Fk, segun el orden y los caminos especicados endicho arbol. Para cada una de estas regiones semilla, se lleva a cabo el proceso de crecimiento.Para ello, se toma la medida de energa espectral de acuerdo al arbol de crecimiento, tal comose muestra en la Figura IV.3. A medida que el contorno crece, se computa su anidad hacia elfruto de cafe (µκ). Dicha anidad se deriva de los descriptores de forma del contorno. La di-reccion de crecimiento es la de mnima energa espectral. Finalmente, segun se discutio arriba,se procede a determinar el contorno que mejor se ajusta al fruto de cafe, si existe.
Vecindario de ajuste para los ve´rtices en el contorno NC(c)
Sea C = {c0, c1, ..., cρ−1} un contorno, donde ci = [xi, yi] ∈ C es un vertice del contorno.Sea LC = {l01, l12, ..., lρ−2,ρ−1, lρ−1,0}, el conjunto de lados del contorno, donde lij = (ci−ci−1)es un lado. Dado que lρ−1,0 es parte del contorno C, este es cerrado. Sea T = {t1, t2, ..., tρ−1}el conjunto de vectores tangentes a cada vertice en C, tal que ‖ti‖2 = 1. Sea mij la magnitud
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del producto punto de ti con lij, es decir, la proyeccion de lij, hacia el vector ti:
mij = |lij  ti| (34)
Sean mij+ igual que mij con j+ = {i+1, i+2, ..}, y mij− igual que mij con j− = {i−1, i−2, ...}.Los vecinos a ajustar en el crecimiento, NC(ci), son:
NC(ci) = cj+ ∪ cj− (35)
con cj+ = {ci+1, ci+2, ....} |mi,j+1 −mi,j > 0, y cj− = {ci−1, ci−2, ....} |mi,j−1 −mi,j > 0 . Adi-cionalmente, tanto cj+ como cj− , cumplen que, la magnitud de la proyeccion crece monotona-mente, es decir que, tanto mi,j+1−mi,j como mi,j−1−mi,j es siempre positivo, para todos lospuntos cj ∈ {cj+ , cj−}.
Ve´rtice candidato y ajuste de contorno (∆CRi)
El vertice en CRi por el cual el contorno sera ampliado, es aquel de mnima energaespectral, que tiene al menos 3 vecinos a lado y lado, para los cuales la energa espectrales diferente de cero. En la Figura IV.3(b), se muestra el mejor candidato para el contornode la region 7, la cual es la primera que sera segmentada en ese caso. Para dicha region, elmejor candidato en la primera iteracion es el vertice 10. El contorno es ajustado utilizando elsiguiente sistema difuso:
Rg1 : Si EA,Ri(cand) es GRANDE entonces CVcand = 10
Rg2 : Si EA,Ri(cand) es MDN entonces CVcand =
4
9 EA,Ri(cand) +
10
9
Rg3 : Si EA,Ri(cand) es PQN entonces CVcand = EA,Ri(cand)
(36)
con EA,Ri(cand) la energa espectral para el vertice candidato (cand) en la iesima iteracion,
CVcand la magnitud en que debe ser cambiado el vertice candidato (en el sentido de su vec-tor normal). La funcion utilizada en la regla 2 (Rg2) para computar el valor del consecuente(CVcandRg2) garantiza que para EA,Ri(cand) = 2, CVcand = 2, y para EA,Ri(cand) =
20, CVcand = 10. Esto se deriva del conjunto difuso MDN = triang(2, 11, 20). Los conjun-
tos restantes fueron tomados as: GRANDE = { 19Ecand− 119 , si EA,Ri(cand) ∈ [11, 20]
10, en caso contrario y
PQN = trap(0, 0, 2, 11) (61). Esto permite ajustar un contorno, con un ajuste maximo de 10pix, en el vertice candidato, lo cual es conveniente, para que el ajuste sea suave. As pues, elsistema de reglas mostrado en la Ec.36 calcula el cambio que se debe ejercer sobre el verticecandidato. Sin embargo, si solo se ejerce el ajuste unicamente en dicho vertice, la forma ajus-tada no se corresponde con la forma \tpica" de un fruto. Por lo tanto, el cambio en el verticecandidato afecta a sus vecinos NC(cand), en los cuales tambien se ejerce un cambio. Dichocambio depende de la distancia del vecino hacia el candidato, en el sentido del vector tangente
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al candidato, de tal manera que esta distancia al vecino aumente monotonamente desde elcandidato hacia su derecha e izquierda (Eq 35). Solo se toman los vecinos hacia los cuales secumple dicha monotona en la distancia. En la busqueda a uno de sus lados, se computan lassiguientes medidas:
DVecizq(j) =
(tcand)t × lcand,j) (37)
CVecizq(j) = CVcand− CVcand ∗ (DVecizq(j).2)/(A2izq) (38)
con lcand,j el vector de la lnea que une al vertice candidato con su j-esimo vertice a laizquierda (cj+ Eq 35), tcand el vector tangente al vertice candidato, CVcand el resultadode la defusicacion de las reglas presentadas en la Ec.36, y Aizq la distancia del vecino maslejano hacia la izquierda del candidato. El mismo sistema es utilizado para los vecinos hacia laderecha. Con el computo del cambio para los vecinos, utilizando la Ec.37, se ajusta un contornocuadratico alrededor del vertice candidato (aquel de mnima energa espectral), siendo CVec =
0 para el vecino mas alejado e igual a CVcand para el candidato. Sin embargo, esta formulacionpara el computo del cambio en el vecino no garantiza que el contorno resultante sea convexo.Todo depende del valor de la energa espectral, que a su vez se ve restringida al arbol decrecimiento utilizado.
Afinidad hacia el fruto: µκ
El metodo de segmentacion difuso propuesto, lleva a cabo un ajuste iterativo de contorno,para encontrar el objeto nal. Sin embargo, este proceso no se hace en una sola iteracion outilizando un criterio de parada, cuyo cumplimiento, implique que se tiene el objeto deseado.Al contrario, se crece el contorno hasta que se garantice que el fruto ha sido cubierto, y luegose analizan los contornos que se han alcanzado, para determinar el que mejor segmenta elfruto. Para ello se hace uso de la medida de anidad hacia el fruto. Dicha medida, se computautilizando como entrada, basicamente, descriptores de forma del fruto. Esto, debido a que lainformacion espectral es utilizada para iniciar, dirigir y nalizar el crecimiento. As pues, elmetodo que se propone supone que en una de las iteraciones del sistema, el contorno que setiene corresponde al fruto.
El sistema de reglas mas simple, involucra medidas de la media y la variabilidad de ladistancia radial de los vertices que conforman el contorno. La gura IV.4 muestra el compor-tamiento de la distancia radial para diferentes centroides. Las funciones utilizadas para los
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Figura IV.6: Algunos resultados del ajuste de contorno realizado. En rojo se muestra elcontorno mas an, y en azul el contorno semilla.
frutos de cafe son las siguientes:
µκ,medR(CQ) = trapezoide(mRADIAL, [20 , 23, 35, 38]) (39)
µκ,stdR(CQ) = trapezoide(σRADIAL, [0 , 0, 2.5, 3.5]) (40)
µκ,θ(CQ) = mn
i={1,..,Nv}
(µκ,∆θ(vi,Q)) (41)
µκ,Circ(CQ) = trapezoide(Circ(CQ), [0.5, 0.8, 1, 10]) (42)
donde µκ indica una medida de anidad, trapezoide se reere a la funcion de membresatrapezoidal, la cual esta denida por cuatro parametros (61), CQ es el contorno que se tieneen laQ-esima iteracion, ordenado en el sentido de las manecillas del reloj,mRADIAL y σRADIALson la media y varianza de la distancia radial para el contorno CQ; ∆θ es el angulo subtendidoentre la lnea que llega y la que parte del vertice i, en el contorno CQ (vi,Q), y µ∆θ es unamedida de cercana de dicho cambio con cero grados. Entre mas cercano se encuentre θde cero grados, su anidad es mayor, dado que signica que el contorno es suave en dichovertice. Por ultimo, Circ(CQ) es la circularidad del contorno calculada como µκ,Circ(CQ) =
AQ
pi∗max(dRADIAL(CQ))2 , siendo AQ el area en pxeles de la region contenida dentro de CQ.En principio, se tomo como anidad del contorno hacia el fruto que se desea segmentar,la siguiente:
µκ(CQ) = µκ,Circ(CQ) ∗mn(µκ,medR(CQ), µκ,θ(CQ)) (43)
Sin embargo, se quito la anidad del cambio del angulo, y se ltra en cada iteracion elcontorno, para garantizar que sea suave. Es decir, se obtuvo mejores resultados utilizando elcambio del angulo como una restriccion que debe cumplir el contorno, y no como una variablepara medir su anidad. Por lo tanto, la funcion de anidad tomada nalmente es:
µκ(CQ) = µκ,Circ(CQ) ∗mn(µκ,medR(CQ), µκ,stdR(CQ)) (44)
La Figura.IV.6 muestra algunos resultados del sistema difuso de ajuste de contornos. Lagura IV.7(b) muestra el resultado del ajuste de contornos, partiendo de la Figura IV.7(a),la cual es la version agrupada y con fondo extrado de la imagen original. Comparada con losresultados anteriores Figuras II.3, III.4, se pueden hacer las siguientes observaciones:
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(a) Imagen de entrada para el ajuste difuso delcontorno. (b) Resultado de la segmentacion
Figura IV.7: Resultado de la segmentacion alcanzada por el metodo propuesto, sobre unaimagene de cafe.
No hay instancias de subsegmentacion, como sucede en la Figura II.3. Ademas, el metodoque se basa en C-Medias difuso no puede garantizar que dos frutos no sean segmentadoscomo uno solo, a menos que se tome unndice de solapamiento igual a cero, en cuyo casoel resultado de la segmentacion no abarcara mayor porcion de los frutos en la escena.
Comparada con el resultado alcanzado con la conectividad difusa (Figura III.4), el meto-do propuesto es independiente de la ubicacion de las semillas en la escena. Sin embargo,el metodo propuesto supone que solamente hay frutos en la escena, que se tiene unfondo de alto contraste, y que el arbol de crecimiento existe. Esta ultima restriccion nose ve, hasta ahora, posible de eliminar. Considero que para las otras puede denirse unmetodo mas depurado, que no requiera, al menos, de la primera de las restricciones.

Cap´ıtulo V
Evaluacio´n de Resultados
Este captulo contiene un analisis de diferentes metodos de evaluacion de la segmentacionencontrados en la literatura. Se justica el uso del sistema de evaluacion seleccionado para estetrabajo y, posteriormente, se muestran los resultados obtenidos con las diferentes estrategiasanalizadas a lo largo del documento. Finalmente, se comparan los resultados obtenidos con losobtenidos con la herramienta de segmentacion desarrollada anteriormente en el G.T.A. PCI(36). Para ello, se utiliza el mismo marco de evaluacion utilizado en (36), el cual correspondeal mostrado en la seccion V.2.
V.1. Me´todos para el ana´lisis del Agrupamiento
El agrupamiento tiene como objetivo la identicacion de grupos de objetos similares, yademas ayuda a descubrir distribuciones de patrones y correlaciones interesantes en conjuntosde datos muy grandes (35). El agrupamiento es el proceso por el cual se divide el espacio deentrada en grupos signicativos, los cuales son alcanzados gracias a la minimizacion de unafuncion objetivo que en general es una medida de disimilitud entre un agrupamiento alcanzadoen una iteracion cualquiera, y los miembros del conjunto de datos. Dicha medida de disimilitudcorresponde generalmente al error cuadratico o a una variante de este (como es el caso para elC-Medias difuso) (61). Para el caso del agrupamiento en el espacio de color RGB, los gruposcorresponden a colores representativos de la escena. Las tecnicas de agrupamiento son muyvariadas, especialmente en el tipo de grupos obtenidos luego del proceso, y en la funcion aoptimizar a lo largo del mismo.La evaluacion de agrupamiento se divide en tres tipos: externo, interno y relativo, talcomo fue presentado en la Seccion II.2.
V.2. Evaluacio´n utilizando Ground Truth
La evaluacion de la segmentacion usando un Ground Truth (segmentacion de referencia),es analogo al metodo externo de evaluacion del agrupamiento (Seccion II.2). Una metodologa
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(a) Segmentacion alcanzada. (b) Ground Truth.
(c) Segmentacion alcanzada.
Figura V.1: Figura tomada de [Min, et al ], para ilustrar las instancias de desempe~no
de evaluacion de segmentacion de imagenes de rango utilizando imagenes segmentadas por unhumano (las cuales corresponden al Ground Truth), es presentada en (18). All se denen 6descriptores de desempe~no: Detecciones Correctas, Sobre-Segmentacion, Sub-Segmentacion,Ruido y Regiones no encontradas (Missed). La gura V.1 muestra una imagen que es lasegmentacion alcanzada (MS) y su correspondiente Ground Truth (GT). En dicho caso, lasinstancias de desempe~no son:
Detecciones correctas (DC): A en MS con 1 en GT, corresponden a una instancia deeste descriptor.
Sobre-Segmentacion (OS): La region 5 en GT corresponde a las regiones C, D, E en MS.Esta es una instancia de OS.
Sub-Segmentacion (US): La region B en MS corresponde a las regiones 2,3,4 en GT.Esta es una instancia de US.
Ruido (R): La region F en MS no corresponde con (no es una instancia de CD) o en (noes OS o US) ninguna region en GT, por lo cual es una instancia de R.
Region no encontrada (M): La region 6 en GT no corresponde con (no CD) o en (no OSo US) ninguna region en MS, por lo cual es una instancia de M.
Las ecuaciones para el computo de dichos descriptores, en imagenes 2D, se muestran en(36). Para evaluar el desempe~no de un algoritmo de segmentacion utilizando los descriptoresde arriba, se dene un nivel de signicancia T (T se expresa en%), el cual indica el valor
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mnimo necesario para que la region sea considerada como una instancia de cualquiera delos descriptores. As pues, una instancia de CD corresponde a asociar una region i del MS auna region j del GT, en caso que al menos el T% de Ri este contenido en Rj, y viceversa.Para evitar ambiguedades, T ∈ [50, 100]. La evaluacion de la herramienta corresponde a com-putar los descriptores de segmentacion para valores ascendentes de T, formando una curvade desempe~no. El area de dicha curva indica el desempe~no de una herramienta en particular.Idealmente, si la herramienta de segmentacion S1 es mejor que su contraparte S2, es porquesu curva de desempe~no esta por encima de la de S2, para el descriptor CD.La ventaja de utilizar los descriptores mostrados anteriormente, es que tienen una in-terpretacion directa respecto de lo que esta pasando con la segmentacion. Ademas, de lainspeccion de la curva de desempe~no, se puede concluir el mejor o peor desempe~no entre dosherramientas. Sin embargo, no considera las caractersticas visuales de las regiones a las cualesse desea llegar, que estan contenidas en el GT. Considere la gura V.1(a) Vs. V.1(c), dondela region A es diferente en las dos imagenes, aunque continua siendo una instancia de CD enun nivel de signicancia alto. No obstante, no se encontraron descriptores en la bibliografaanalizada, que tuviesen en cuenta dicha situacion.En (2) se utiliza un metodo de evaluacion que usa imagenes de Ground Truth. Los des-criptores usados son Verdadera Aceptacion VA, Falsa Aceptacion FA, Verdadero Rechazo VR,Falso Rechazo FR. Los descriptores VA y FR estan correlacionados: VA = 100%− FR.
VA: Porcentaje de pxeles del objeto en la imagen segmentada (MS) que pertenecen asu correspondiente en la imagen referencia (GT). Valor ideal 100%.
FA: Porcentaje de pxeles del objeto en MS que realmente no pertenecen a su corre-spondiente en GT. Valor ideal 0%.
VR: Porcentaje de pxeles que no pertenecen al objeto en analisis en MS que tampocopertenecen a su correspondiente en GT. Valor ideal 100%.
FR: Porcentaje de pxeles que no pertenecen al objeto en analisis en MS que realmenteson parte del objeto correspondiente en GT. Valor ideal 0%.
Aunque estos descriptores ofrecen mayor informacion sobre lo que sucede con cada objeto,y su grado de ajuste con el objeto que se desea segmentar, es difcil obtener una generalizacionrespecto del comportamiento de la herramienta de segmentacion en analisis. El valor medio deestos descriptores junto con sus varianzas, la cual da un estimado de sus conabilidades, sonutilizados para describir el desempe~no. Sin embargo, no existe una metodologa que permitadeterminar los casos puntuales donde la herramienta falla. Al igual que el metodo inmediata-mente anterior, la informacion de anidad en forma relacionada con el objeto segmentado yel objeto en el GT, no esta disponible.
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V.3. Descriptores de evaluacio´n a partir de la medida de en-
trop´ıa
En (12) se presenta un metodo de evaluacion de la segmentacion que hace uso de algunosconceptos de la teora de la informacion. La medida de desempe~no nal es una de entropa,la cual es la suma de dos medidas de entropa que ponderan la homogeneidad de las regionessegmentadas, y la division en regiones de la imagen de entrada. Esta metodologa es intere-sante, pues no hace uso de ningun tipo segmentacion de referencia (GT). Segun sus autores,\el metodo de evaluacion provee un puntaje de calidad relativo, el cual puede ser usado paracomparar diferentes segmentaciones de una misma imagen. Este metodo puede ser usadopara comparar tanto varias parametrizaciones de un metodo de segmentacion en particular,as como tambien para comparar tecnicas de segmentacion diferentes" (12).Las medidas de desempe~no indican el grado de sobre-segmentacion presente en la imagen,y el grado de sub-segmentacion. Dada una imagen segmentada S, donde la region j (Sj) es unaregion de la imagen, se dene v como una de las caractersticas entre las usadas para describirlos pxeles en la region j. Se dene V(v)j como el conjunto de todos los valores posibles asociadoscon la caracterstica v en la region j. Entonces, para la region j segmentada, y un valor m dela caracterstica v en tal region, se usa Lj(m) para denotar el numero de pxeles en la region jque tienen un valor de m para la caracterstica v en la imagen original. La entropa se denecomo:
Hv(Rj) = −
∑
m∈V(v)j
Lj(m)
Sj
logLj(m)
Sj
 (45)
La entropa esperada de la region de la imagen I es una medida que indica la entropaesperada a lo largo de todas las regiones, donde a cada region se le asigna un peso (probabil-idad), el cual es proporcional a su area. As, la entropa esperada de la region para la imagensegmentada I es:
Hr(I) = N∑
j=1

Sj
SI

H (Rj) (46)
La medida Hr indica la uniformidad en la caracterstica v, dentro de las regiones en I. Sinembargo, si se toma solo este descriptor para evaluar la segmentacion alcanzada, se favorecerala aparicion de gran cantidad de regiones (favorecer la sobre segmentacion). Por este motivo,debe combinarse la medicion de Hr con otra que penalice la aparicion de demasiadas regionessegmentadas. Una alternativa es utilizar la funcion ponderada de desorden :
Hw(I) = √N N∑
j=1

Sj
SI

.H(RJ) =
√
NHr(I) (47)
sin embargo la eleccion de √N como factor de penalizacion, es dado a priori por los autores,y no se da una relacion directa entre el tipo de aplicacion a la cual se aplica la herramienta de
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segmentacion, con el valor de dicho factor (Ver (12)). Mientras que el valor de Hr decrece amedida que se incrementa el numero de regiones (dado que es mas probable que las regionespeque~nas sean mas homogeneas), hasta llegar al caso extremo de tener una region por pxel.Por lo tanto, los autores denen una medida llamada entropa de capa, la cual incrementaa medida que el numero de regiones lo hace tambien. As, los dos factores pueden ser usadospara contrarrestar los efectos de la sobre-segmentacion o la sub-segmentacion, cuando se quiereevaluar la efectividad de una herramienta de segmentacion dada. La entropa de capa se denecomo:
Hl(I) = − N∑
j=1
Sj
SI
log Sj
SI
(48)
Finalmente, la metodologa propuesta en (12), otorga la mejor calicacion a la segmentacionque minimice:
E = Hl(I) +Hr(I) (49)
es decir, aquella que tenga regiones homogeneas, pero que no divida en exceso la imagen deentrada.
V.4. Evaluacio´n Herramientas implementadas
En lo que resta de este captulo, se presentan los resultados obtenidos con las diferentesherramientas de segmentacion implementadas. Para ello, se eligio la metodologa de evaluacionpropuesta en (18), la cual hace uso de una segmentacion de referencia (Ground Truth).Se eligio dicha herramienta dado que la segmentacion de los frutos de cafe, responde a lanecesidad de obtener regiones lo mas parecidas a los frutos presentes en la escena, y aunque lametodologa elegida no da mayor informacion sobre algunas caractersticas visuales tal comola forma, si ofrece una medida de que tan cercana es la segmentacion respecto las necesidadesde los potenciales usuarios de una herramienta como esta.
Resultados de las diferentes herramientas de segmentacio´n
Segmentacio´n usando FCM espectral
La Figura V.2 muestra la curva de desempe~no de la segmentacion resultante de la union degrupos espectrales, usando la combinacion segun la Figura II.2(b), y las reglas de segmentacionde la Seccion II.3 (fk > 75% y sk < 5%). Se nota que, aunque se coloca la restriccion deque tan solo se tomen los grupos espectrales que se solapen en no mas del 5%, esto no incideen un desempe~no optimo (cercano al 100%) en las detecciones correctas. Esto es debido aque, el 5% se obtiene a partir del area total de los grupos espectrales, y no se toma encuenta su relacion con otros grupos(como aparecen en la imagen). Ademas, la unica formade garantizar que no hayan instancias de sub-segmentacion, es tomando un solapamiento del
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Figura V.2: Detecciones correctas Herramienta C-Medias espectral.
0%, lo cual no contribuye a mejorar el desempe~no de las detecciones correctas pues, dadoque las regiones con solapamiento 0% son pocas y de tama~no reducido, su union pasa a seren su mayora, instancias de sobre-segmentacion o ruido. Por lo tanto, la union de gruposespectrales para llevar a cabo la segmentacion, no es una buena alternativa por s sola pararesolver el problema.
V.5. Desempen˜o FOE, Herramienta propuesta y SRG
La Figura V.3 muestra la evolucion de los descriptores de desempe~no para tres herramien-tas de segmentacion:
1. FOE: herramienta discutida en el captulo III, la cual hace uso de la teora de conec-tividad difusa, que incorpora una nueva medida de anidad de forma, la cual hace usode la descriptor de circularidad. La herramienta parte de las semillas halladas por laherramienta de segmentacion SRG.
2. SRG: herramienta desarrollada con anterioridad al interior del G.T.A. PCI (36). Esta,hace uso del Crecimiento de Regiones a partir de Semillas SRG para delinear los frutos decafe, los cuales son crecidos a partir de las semillas halladas utilizando la Transformacionde Coordenadas Esfericas SCT/Center. Ademas, se usa tambien la informacion de laimagen de bordes.
3. Herramienta propuesta : se reere a la herramienta discutida en el captulo IV. Esta,esta basada en la estrategia de contornos activos, utilizando los grupos espectrales com-putados con el algoritmo de C-Medias Difuso, para tanto determinar las regiones semilla,como controlar la direccion y magnitud del crecimiento del contorno. La segmentacionnal se alcanza luego de analizar la anidad del contorno con las caractersticas de for-
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ma del fruto de cafe, mediante unas funciones de membresa ,y un funcional de anidad(Ec.26).
La Figura V.3(a), muestra le evolucion del descriptor de detecciones correctas. De este descrip-tor se inere que la mejor herramienta es la FOE. Esto a pesar que tanto la herramienta SRGcomo la FOE parten de las mismas regiones semilla, lo cual indica que la herramienta FOEabarca mejor los frutos de cafe. Sin embargo, del analisis del descriptor de Sub-Segmentacion(Figura V.3(c)), se inere tambien que, muchos de los frutos que son delimitados con la herra-mienta FOE, abarcan dos o mas frutos. La anterior situacion es debida a que la metodologade deteccion de las semillas, no ubica todos los frutos presentes en la escena, y, en consecuen-cia, un fruto detectado puede tomar una porcion de otro que no lo fue, como perteneciente ael. La Herramienta de segmentacion propuesta, muestra un pobre desempe~no en el descriptorde detecciones correctas, lo cual es debido a que, aunque se detectan los frutos, no se crecenadecuadamente. Sin embargo, esta herramienta ofrece el mejor desempe~no en el descriptor deSub-Segmentacion. No obstante, su desempe~no no es el mejor, debido en parte, a:
No se detectan gran parte de los frutos que no se encuentran totalmente en la escena(aquellos que estan en los bordes).
La medicion de la anidad debe ser mejorada, y hacerse relativa al tipo de semilla dela cual se parte.
Deben incorporarse otros descriptores de forma en la medida de anidad, que den masinformacion relevante sobre la anidad hacia el fruto.
Respecto del descriptor de no encontradas (Figura V.3(d)), la herramienta propuestapresenta un pobre desempe~no debido a que no se crecen adecuadamente las regiones, contrarioa que estas no sean detectadas. Si se observa ademas la curva de Detecciones Correctas (FiguraV.3(a)), y se compara con este descriptor, se puede observar que casi todas las instancias dedetecciones correctas, que se pierden dado que el nivel T aumenta, pasan a instancias deregiones no encontradas, y pocas instancias de sobre-segmentacion (si se observa, son curvascomplementarias). Esto indica que los frutos realmente son detectados, pero que no se crecenadecuadamente, de tal manera que abarque su totalidad. Tambien indica que la medida deanidad es un buen indicativo para determinar regiones que, aunque sean segmentadas, soncorrectamente tomadas o descartadas, como fruto o como una region indeseada. En terminosgenerales sucede los mismo con la herramienta SRG.
Ana´lisis cualitativo de las diferentes herramientas
La Figura V.4, muestra el resultado obtenido por las tres herramientas de segmentacion,para una misma imagen de cafe. El recuadro amarillo en las tres guras de resultado, muestra
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(a) Detecciones correctas. (b) Sobre-Segmentacion
(c) Sub-Segmentacion. (d) No detectadas.
(e) Ruido.
Figura V.3: Evolucion de los diferentes descriptores de desempe~no para: FOE, SRG, yHerramienta propuesta.
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(a) Original. (b) Resultado herramienta propuesta.
(c) Resultado SRG. (d) Resultado FOE.
Figura V.4: Resultado de las 3 herramientas en analisis, para una imagen de cafe.
una instancia donde la herramienta propuesta obtiene el mejor resultado, pues segmenta lostres frutos. No obstante, la herramienta SRG, logra segmentar dos de ellos, y el tercero esuna forma que no corresponde para nada a la de un fruto de cafe. Esta situacion, es practi-camente evitada por la herramienta propuesta, si se crece el fruto lo suciente. No obstante,algunas instancias no son del todo satisfactorias (Ver recuadro cyan en la Figura V.4(b)).El recuadro blanco, muestra otra instancia donde la herramienta propuesta tambien logra elmejor resultado, aun tratandose de cuatro frutos con caractersticas espectrales similares; lasotras herramientas denitivamente logran un resultado pobre en esta instancia, debido a quelas semillas no pueden determinarse con exactitud. La metodologa de busqueda de semillaspropuesta en (36), falla si los frutos son vecinos, con caractersticas espectrales similares, ysin bordes fuertes en sus fronteras.El recuadro rojo, en la Figura V.4(d), muestra una instancia de sub-segmentacion. Dadoque se unieron las semillas para frutos verdes y rojos (36), para evitar que un fruto puedaquedar con dos semillas distintas dentro de el, lo cual llevara a una inevitable instanciade sobre-segmentacion, por la denicion misma de la conectividad difusa, la cual asigna laconectividad mas fuerte (µK = 1) a la semilla (58).
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(a) Imagen original con semillas dadas por usuario. (b) Resultado SRG.
Figura V.5: Resultado de la herramienta FOE a partir de semillas dadas por usuario.
El recuadro magenta muestra una instancia donde las tres herramientas fallan. Sin em-bargo, son la herramienta propuesta y la FOE, las que mejor manejan la situacion, dado quesegmentan el fruto pinton.De las guras resultantes en particular, y tomandolas como representativas de lo que cadaherramienta logra, puede decirse:
La herramienta propuesta determina mejor los granos. Esto, a pesar que para muchosde ellos no se crece los suciente, lo cual se reeja en una graca de Detecciones Correc-tas que cae rapidamente, a medida que se aumenta el nivel de signicancia T (FiguraV.3(a)). Esto signica que, los frutos se detectan, pero no se delinean bien. No obstante,para los frutos sobre-maduros, la herramienta falla, al igual que, para aquellos que noaparecen completos en la escena (se encuentran en los bordes de esta). Otra de las bon-dades de la herramienta propuesta es que, aunque no del todo satisfactoria, la forma delos frutos es mejor (en su mayora ovalados, y no de forma libre).
Para la herramienta SRG obtiene una segmentacion con objetos de forma irregular. Estasituacion no se corresponde con la forma ovalada de los frutos que se desean segmentar.Sin embargo, esta herramienta utiliza ecientemente la informacion de las semillas,pues segmenta los frutos verdes y maduros por separado. Sin embargo, esto se traduce,inevitablemente, en algunas instancias de sobre-segmentacion.
La herramienta FOE obtiene un resultado pobre, dada la metodologa utilizada paradeterminar las semillas (36). En la Figura V.5 se muestra el resultado de aplicar estaherramienta, partiendo de semillas dadas por el usuario. Aqu, se da una semilla porcada fruto presente en la escena (Figura V.5(a)). Puede observarse que, aunque se evitanlas instancias de sobre segmentacion, no se evita que algunos frutos crezcan hacia susvecinos. Por ello, es necesario incorporar un funcion de anidad para el color, y elgradiente del color.
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Para la herramienta propuesta, se evita la necesidad de las regiones semillas, al utilizarsecomo entrada la imagen resultante del agrupamiento difuso, con el fondo extrado. Noobstante la herramienta, tal como se ha planteado aca, no lleva a cabo la tarea desegmentacion satisfactoriamente. Ademas, falla en los frutos sobre-maduros.

Conclusiones
Se propone en este documento una nueva herramienta de segmentacion, basada en elajuste de un contorno, el cual se corresponde con las caractersticas de forma del frutoque se esta segmentando. Es un metodo heurstico, cuya direccion y magnitud de cambio,dependen de la energa calculada segun el arbol de crecimiento. Sin embargo, tiene comodesventaja que se supone que dicho arbol existe. En caso contrario, el metodo no puedeser aplicado.
Dado el experimento realizado en este trabajo, se concluye que la conectividad difusano es conveniente para la segmentacion de los frutos agrcolas por dos motivos:
1. Su dependencia a una buena seleccion de semillas lo convierte en una buena opcionpara la segmentacion asistida, mas no automatica. Las semillas son crticas paraevitar tanto instancias de sobre-segmentacion como de sub-segmentacion.2. Necesita de una gran capacidad de almacenamiento y calculo para obtener el re-sultado nal, aun cuando se optimiza el tiempo de computo, utilizando estrategiasde programacion dinamica.
La metodologa propuesta en (36) para determinar las regiones semilla, es inapropiadapara la herramienta basada en la teora de conectividad difusa, dado que no se garantizaevitar las instancias de sobre-segmentacion.
En el caso de la conectividad difusa, no se encontro una medida de anidad optimapara la caracterstica de forma, que permitiera alcanzar una segmentacion adecuada. Sepropone en este documento una nueva medida de anidad, utilizando el descriptor decircularidad.
Se demuestra experimentalmente en este trabajo que el Agrupamiento Espectral puedeaplicarse satisfactoriamente en la segmentacion de imagenes de cafe, dado que disminuyela informacion de color contenida en la escena, a los niveles de color importantes. . Estaes una caracterstica deseable, si se desea implementar una herramienta de segmentacionde imagenes de cafe en hardware, pues los dispositivos tales como las FPGA, requierende una optimizacion de sus recursos. No obstante, es posible implementar un sistemacon una capacidad mayor, aunque esto trae como consecuencia el aumento de los costos,que podran ser tomados por grandes productores de cafe, mas no por peque~nos.
En el analisis comparativo, utilizando los descriptores propuestos en (18), muestra quela mejor herramienta es la de conectividad difusa.
El analisis cualitativo, observando los resultados de las herramientas en una imagentpica, se muestra la conveniencia de la herramienta propuesta. No obstante, si se usa
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la herramienta FOE para una segmentacion asistida (Figura V.5), se mejora signicati-vamente el resultado obtenido.
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Ape´ndice 1: FMC
§1.A. Pseudoco´digo FCM
Algorithm 3 El algoritmo C-Medias Difuso. Basado en el propuesto en (20)
Require: X: un conjunto de datos no etiquetado,
c: el numero de grupos a formar,
m: el parametro en la funcion objetivo (Ec.13),
: un umbral para el criterio de parada.Calcule el numero maximo de iteraciones Q; fVer Ec.15g
q← 1;Inicialice V = {v1, v2, ..., vc};
Repeat
Vq−1 ← V;Compute U = {µ1, ..., µc}, usando la Ec.11;Actualice V usando la Ec.12;Incremente q;
Until P; fVer Ec.14g

Ape´ndice 2: Algunas definiciones
§2.B. Vecindario
Un vecindario se reere a una region alrededor de un punto en analisis xi, cuyos elementosson cercanos a xi dado que satisfacen un predicado logico de cercana PC. Dado que lasimagenes digitales usan generalmente una tselacion cuadrada (xi ∈ Z3), se utiliza el conceptode distancia en el predicado logico. Se utilizan frecuentemente, dos tipos de vecindarios:
1. Cuatro vecinos: PC = xj es un vecino de xi sii d(xi, xj) ≤ 1, con i 6= j.
2. Cuatro vecinos: PC = xj es un vecino de xi sii d(xi, xj) ≤ √2, con i 6= j.
con d(•, •) la distancia eucldea. Las mascaras utilizadas para hallar los vecinos se muestranen la Tabla §B.1. Todas las parejas ordenadas que aparezcan, excepto por (x, y), son lascoordenadas de los vecinos a xi.
Tabla §B.1: Vecindario a cuatro y a ocho.
(x, y− 1)
(x− 1, y) x = (x, y) (x+ 1, y)
(x, y+ 1)
(x− 1, y− 1) (x, y− 1) (x+ 1, y− 1)
(x− 1, y) x = (x, y) (x+ 1, y)
(x− 1, y+ 1) (x, y+ 1) (x+ 1, y+ 1)
§2.C. Segmentacio´n
La segmentacion de una imagen digital, en el sentido clasico, cumple (60):
1. MS
j=1
Rj = I, lo cual quiere decir que la union de todas las regiones segmentadas formanla imagen original.
2. Ri ∩ Rj = ∅, para todo i 6= j. Particion clasica.
3. Todos los elementos de R cumplen un predicado logico de homogeneidad PR, el cual es
68 V APE´NDICE 2: ALGUNAS DEFINICIONES
VERDADERO para dichos elementos, y falso para cualquier otro en RC:
PR(x)
{
1, si x ∈ R.
0, si x /∈ R.
(C.50)
con x un pxel en la imagen I.
4. Si xi ∈ R, y xj ∈ R, entonces existe un camino que une a xi con xj, o viceversa, tal quelos elementos dentro de dicho camino pertenecen tambien a R : Region espacialmenteconexa.
Cada region R en la imagen segmentada, corresponde a un objeto en la escena. Comunmente,uno de estos objetos es el fondo.
Ape´ndice 3: Co´mputo Iterativo
En este apendice se hace una breve mencion al calculo iterativo de la media y la varianzao covarianza.
§3.D. Co´mputo iterativo de la media
La media de un conjunto de datos X, indica el valor mas probable que este conjunto puedetomar, para un determinado conjunto de caractersticas.Sean q la iteracion q-esima (q ≥ 1); d el numero de caractersticas tomadas en cuenta(dimension del espacio de las observaciones); Xq−1 el conjunto de datos para la iteracionanterior; n el numero de observaciones que conforman el conjunto de datos en la iteracionanterior (cardinal de Xq−1); mq−1 = [m1 m2 ... md] la media para la iteracion q− 1, es decir,el valor medio en la iteracion anterior; y x = [x1 x2 ... xd] el dato a adherir o quitar delconjunto de datos, en la iteracion q.
Adicio´n de nueva observacio´n
Para este caso, la media del nuevo conjunto de datos es:
mq =
n ∗mq−1 + x
n+ 1
(D.51)
Sustraccio´n de observacio´n
En el caso que x sea quitado del conjunto de datos, la media se actualiza si n ≥ 2:
mq =
n ∗mq−1 − x
n− 1
(D.52)
§3.E. Co´mputo iterativo de varianza
La varianza puede ser calculada iterativamente, a medida que sea mostrada una muestrapor vez. Para ello, se debe llevar cuenta de la suma de las muestras, as como tambien la suma
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de sus magnitudes al cuadrado:
σ2 =
1
N− 1

sumade cuadrados−
sum2
N
 (E.53)
con σ la desviacion estandar.
Fe´ de Erratas
El autor maniesta que la informacion aqu contenida, ha sido revisada de manera con-cienzuda, y referenciada segun las fuentes contenidas en la seccion bibliografa, cuando as esrequerido. No obstante, si existiese una imprecision o error en la informacion en este docu-mento, se maniesta que se actua de buena fe, y que en ningun momento se quiere omitir demanera intencional la fuente de la cual esta proviene, o la forma correcta y/o veraz en quedeba estar, segun sea el caso.Cualquier comentario, sugerencia o correccion con respecto a lo contenido en este docu-mento, por favor hacerla llegar al correo electronico julianbetancur@universia.net.co.
