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ABSTRACT
Optimal delivery of instruction is both critical and challenging in dynamic, scenariobased training (SBT) computer simulations such as those used by the military. Tasks that human
instructors must perform during these sorts of simulated training exercises can impose a heavy
burden on them. Partially due to advances in the state-of-the-art in training technology and
partially due to the military’s desire to reduce the number of personnel required, it may be
possible to support functions that overburdened instructors perform by automating much of the
SBT process in a computer simulation. Unfortunately though, after more than 50 years of
literature documenting research conducted in the area of training interventions, few empiricallysupported guidelines have emerged to direct the choice and implementation of effective,
automated training interventions.
The current study sought to provide empirical guidance for the optimal timing of
feedback delivery (i.e., immediate vs. delayed) in a dynamic, SBT computer simulation. The
premise of the investigation was that the demand for overall cognitive resources during the
training exercise would prescribe the proper timing of feedback delivery. To test the hypotheses,
120 volunteers were randomly assigned to 10 experimental conditions. After familiarization on
the experimental testbed, participants completed a total of seven, 10-minute scenarios, which
were divided across two training phases. During each training phase participants would receive
either immediate or delayed feedback and would perform either high or low cognitive load
scenarios. Four subtask measures were recorded during test scenarios as well as subjective
reports of mental demand, temporal demand and frustration. Instructional efficiency ratios were
computed using both objective performance data and subjective reports of mental demand.
iii

A series of planned comparisons were conducted to investigate the training effectiveness
of differing scenario cognitive loads (low vs. high), timing of feedback delivery (immediate vs.
delayed), and sequencing the timing of feedback delivery and the cognitive load of the scenario.
In fact, the data did not support the hypotheses. Therefore, post hoc, exploratory data analyses
were performed to determine if there were trends in the data that would inform future
investigations. The results for these analyses are discussed with suggested directions for future
research.
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INTRODUCTION

Problem Statement
The future of operational training for dynamic, complex tasks will likely involve the use
of advanced, scenario-based training (SBT) computer simulations that incorporate components
of automated performance monitoring, diagnosis and feedback delivery. Thus, optimal delivery
of instruction will be critical in these sorts of simulations. Today, in the military, most simulated
training exercises require human instructors to specify learning objectives, plan targeted training
events, observe and assess trainee performance in real-time, and prepare suitable feedback for
debriefs. In fact, this is truly the SBT process; simply performing a session in a simulator that
was not based on specified learning objectives and that has no structured feedback that was
based on performance assessment is not SBT. All of the SBT tasks can impose a heavy burden
on instructors. Partially due to advances in the state-of-the-art in training technology and
partially due to the desire to reduce the number of human resources required, it will be possible
to support functions that the overburdened instructors perform by automating much of the SBT
process in a computer simulation. Unfortunately though, few guidelines exist to guide the choice
and implementation of effective, automated training interventions (Salas & Cannon-Bowers,
1997), and theories of learning and instruction alone do not produce enough understanding of the
conditions necessary for achieving effective training intervention and thus transfer of training.
With the military’s effort to reduce the manpower associated with training, the problem is
compounded several-fold producing an increasingly important need to provide automated
training system design guidance. In order to better understand why some techniques are
1

effective under specific circumstances and why others are not, it will be necessary to consider
underlying fundamental learning theories and principles and formulate testable hypotheses for
empirical investigations. Therefore, the purpose of this investigation was to integrate several
theoretical perspectives to inform an investigation into the appropriate timing of feedback
delivery.
In the sections that follow, a discussion of the use of simulation in training will first be
presented, followed by a discussion of the characteristics and uses of feedback. Next, a
theoretical perspective on the contiguity of feedback and performance will be presented along
with supporting evidence suggesting that immediate feedback is better than delayed. Despite this
theoretical backing with empirical support, opposing evidence can be found showing an
advantage for delayed feedback. This literature will be presented accompanied by a rebuttal with
common criticisms that have been made by proponents of immediate feedback. Without
disregarding the possibility that delayed feedback may have certain advantages in specific cases,
a second theoretical perspective – transfer appropriate processing (Morris, Bransford, & Franks,
1977) – will be presented as it may apply to dynamic, simulation training systems in a special
way. That is, transfer appropriate processing may suggest that immediate feedback could
produce a learning environment that differs from the operational environment and thus transfer
of training will not occur. Related to this perspective is the notion that immediate feedback
could become a crutch distracting trainees from observing and learning the cue-strategy
associations present in the training environment. Then, a third theoretical perspective will be
presented likening dynamic, simulation based training to a complex, multi-tasking situation in
which the delivery of immediate feedback can be analyzed as yet another task. After reviewing
2

multi-tasking literature and its application to operational environments, I argue that all three
theoretical perspectives presented may be integrated to support the argument that the cognitive
demand of the training exercise should dictate the appropriate timing of feedback delivery. This
argument will be presented in the sections that follow.

Simulation for Training
The importance of applied training for operational environments cannot be overstated,
especially for fields such as fire fighting, emergency medical response, law enforcement,
aviation, air traffic control, and the military. Traditionally, training for domains such as these is
accomplished via on-the-job training (OJT) or live exercises. Unfortunately though, OJT and
live exercises can produce environmental and safety problems and can be very costly.
Simulation is an appealing alternative to live training exercises in that it provides a safe,
cost-effective environment for a trainee to learn and practice the skills required for optimizing
performance in the operational environment. Cost savings are realized both in terms of
operational equipment savings (shifting away from live field practice) and in terms of direct
costs associated with operator travel to training facilities and operational down time. It is
important to note that simulations alone do not produce effective learning environments. Rather,
it is necessary to integrate appropriate training strategies, methods, and tools within these
environments to achieve effective learning (Oser, Cannon-Bowers, Dwyer, & Salas, 1997).
To increase the effectiveness of the simulated learning experience, a scenario based
training (SBT) approach may be followed (Dwyer, Fowlkes, Oser, Salas, & Lane, 1997; Salas &
Cannon-Bowers, 1997). SBT is defined as training in the context of controlled exercises in
which the trainee is presented with realistic environmental cues and feedback on responses to
3

those cues (Cannon-Bowers, Burns, Salas, & Pruitt, 1998). Oser, Cannon-Bowers, Salas, and
Dwyer (1999) describes SBT as a cycle in which a training designer first identifies learning
objectives, followed by scripting scenario events targeted at those learning objectives, then
linking performance measures to these events, and assessing and diagnosing actual trainee
performance using the measures. Finally, feedback targeted at the learning objectives and events
is produced and delivered to the trainee. SBT comes in all forms and all levels of fidelity, from
paper and pencil vignettes, to PC-based simulations, to fully functional flight simulators. There
are several potential benefits to using some type of SBT. First, in some cases it has been shown
to improve learning over traditional training methods (e.g., Salvendy & Pilitsis, 1980). Second,
as mentioned previously sometimes it is a necessary training medium for cost and safety reasons.
Furthermore, SBT provides a level of training control not always present in the live exercises
such as the capability to repeat exercises until some criterion of performance is reached. Finally,
SBT can provide exposure to critical training events more rapidly than the real environment
because time can be compressed and a diversity of training examples can be provided in a short
period of time. For example, what could take up to four years to encounter on-the-job could take
around 20 hours to experience in well-designed simulation based training (e.g., Lajoie &
Lesgold, 1992).
So, a general question that is raised is: what is well-designed SBT? And more
specifically, which training interventions produce the training quality of SBT? While Oser,
Cannon-Bowers, Salas, and Dwyer (1999) present some guidelines for designing automated
SBT, there is very little to guide the choice of effective training methods or interventions
(Fowlkes, Dwyer, Oser, & Salas, 1998). This is perhaps due to the complexity produced by
4

having to select among many categories of instructional interventions. Additionally, very few
transfer of training studies have been conducted for SBT, so there is not much data suggesting
exactly what works and why (Goldstein & Ford, 2002). However, Goldstein and Ford (2002)
report that most researchers agree that psychological fidelity is a key requirement for effective
SBT. That is, the extent to which the trainee is required to reproduce the behaviors (physical and
cognitive) expected in the actual operational environment under similar conditions as the
operational environment, the more learning and transfer can be expected, consistent with the
notion of transfer appropriate processing (Morris, Bransford, & Franks, 1977). Additionally,
Goldstein and Ford (2002) report that many researchers agree that if good principles of learning
are applied to the design of SBT and the choice of training interventions, then effective training
outcomes and maximal training transfer may be expected. In fact, feedback is one particular
form of a training intervention and it is explicitly represented as part of the SBT cycle (Oser,
Cannon-Bowers, Salas, & Dwyer, 1999).
Feedback in an automated training system can be provided different ways. One method
is to support an automated after action review (AAR) at the completion of each scenario (see, for
example, Clark & Lampton, 2004). Another method is to provide a decision aiding tool that can
be employed during the training exercise (e.g., Kirlik, Fisk, Walker, & Rothrock, 1998). A third
method is to simulate the consequences of actions demonstrating the resulting, undesired
outcome of incorrect behavior (see Rubinsky & Smith, 1973). Finally, Salas, Milham and
Bowers (2003) present a fourth method for immediate feedback delivery termed “online
diagnostic assessment” which requires the collection of performance measures in real-time and
then either the corresponding delivery of performance feedback in real-time or adjustments to the
5

training scenario on-the-fly. Salas, Milham, and Bowers caution that this type of online
feedback should be transparent to the trainee. With so many methods to choose from, it is
important to understand the properties of effective feedback and consider the research conducted
to date.

Feedback
Feedback is information provided to a trainee about their performance on a task. There
are many different variations of feedback and different degrees of information content, however,
at a minimum, feedback should include information that allows the trainee to learn correct
responses to stimuli. A generally uncontested claim is that that feedback is a critical component
in the learning process (Gagne & Driscoll, 1988; Gagne, Briggs, & Wager, 1992; Ilgen, Fisher,
& Taylor, 1979; Komaki, Heinzmann, & Lawson, 1980; Thorndike, 1927; Trowbridge & Cason,
1932), and that it is integral to most training programs (Druckman & Bjork, 1991). Gagne and
colleagues add that feedback is a necessary instructional event that must have characteristics of
being both informative and tailored (Gagne & Driscoll, 1988; Gagne, Briggs, & Wager, 1992).
To quantify the effect of feedback, Kluger and DeNisi (1996) performed a meta-analysis and
discovered that feedback interventions generally produced a performance improvement with an
effect size of .41, a sizeable effect (Cohen, 1988).
While the importance and impact of feedback during training has been established, the
conditions for delivery are less clear. It is difficult to find one general, useful principle of
feedback in the literature. For example, principles of effective feedback are dependent on
characteristics such as the conditions of the task being trained, as well as the expected learning
outcomes (Goldstein & Ford, 2002). Moreover, within the general category of feedback, there
6

are various dimensions to take into consideration when designing effective training solutions.
Some of these dimensions are the level of analysis (summary or event-based) (e.g., Balzer,
Doherty, & O’Connor, 1989; Fowlkes, Dwyer, Oser, & Salas, 1998), the training audience
(individuals or teams) (e.g., Smith-Jentsch, Zeisig, Acton, & McPherson, 1998), the content of
the feedback statement (e.g., Reiser, 1990; Rouse, Rouse, & Pellegrino, 1980), the mode of
feedback presentation (see Baddeley & Logie, 1999), the intrinsic or extrinsic nature of the
feedback (Druckman & Bjork, 1991), and the appropriate timing of feedback delivery
(immediate or delayed) – the dimension of direct relevance and interest to this investigation.
There is much to be found in the literature on this topic, however much remains to be discovered.
Prior to reviewing the literature, I will present a theoretical view suggesting the benefit of
immediate feedback over delayed. Then, literature supporting this view will be reviewed.

Temporal Contiguity and Immediate Feedback
The notion of contextual or temporal contiguity suggests that the consequences for action
should be associated or linked with the cues that were present in the environment at the time the
decision to act was made (Corbett, Koedinger, & Anderson, 1997; Goldstein & Ford, 2002;
Guthrie, 1935; Mayer, 2001). This idea can be traced back to Guthrie (1935) who noted that
stimulus and response associations were formed due to their simultaneous occurrence in time.
This theoretical perspective can be extended to more advanced learning situations in which
multiple cues are available and various actions are possible requiring the contiguous presentation
of feedback to afford cue-strategy associations. As mentioned previously, feedback can either be
intrinsic or extrinsic. That is, intrinsic feedback occurs in the training environment naturally, and
extrinsic feedback is a specific intervention implemented by something or someone outside of
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the training environment. The point of contextual or temporal contiguity is that some form of
feedback, intrinsic or extrinsic, occurs close in time with the decision to act. Therefore, this
theoretical perspective argues for the importance of immediate feedback.
In fact, the general conclusion stemming from meta-analyses of feedback timing studies
is that immediate feedback results in better post-test performance than delayed feedback
(Azevedo & Bernard, 1995; Bangert-Drowns, Kulik, Kulik, & Morgan, 1991; Kulik & Kulik,
1988). Based on the comparison of effect sizes of computer-based instruction with immediate
and delayed posttest administrations (.80 and .35, respectively), Azevedo and Bernard (1995)
conclude without reservation, that immediate feedback delivery provides best instructional
advantage. Additionally, after conducting a meta-analytic review of 53 studies focused
specifically on the timing of feedback delivery, Kulik and Kulik (1988) suggested that applied
research efforts that focused on tasks with great cognitive demands tended to find in favor of
immediate feedback while basic experimental efforts with contrived laboratory tasks such as list
learning (emphasizing memorization) tended to find in favor of delayed feedback. The latter
does not represent the sorts of tasks that we are interested in training in the military. In fact, it
may be the case that immediate feedback is better suited to the applied tasks of relevance to this
investigation. Bangert-Drowns, Kulik, Kulik, and Morgan (1991) followed up on the Kulik and
Kulik (1988) meta-analysis and conducted another meta-analysis, this time with 58 effect sizes
from 40 studies. Again, support was found for the benefit of immediate feedback over delayed.
Several researchers have reported specific findings in favor of immediate feedback over
delayed. Anderson, Corbett, Koedinger and Pelletier (1995) report that immediate feedback
keeps students on track during task performance, that is, immediate feedback permits students to
8

“do” while receiving feedback versus passively receiving feedback in a delayed, postperformance context. This finding was discovered during practice with a computer-based LISP
tutor. Lewis and Anderson (1985) provide support for temporal and contextual contiguity of
feedback with performance as they discovered that delivery of immediate feedback was best for
supporting learning during an adventure task. They attribute this finding to the problem of
reinstating the context in which the feedback applied. Therefore, when it is problematic to
reinstate context, Lewis and Anderson (1985) argue that immediate feedback is superior to
delayed feedback. Along these lines, Neubert (1998) supports the view that feedback should
focus a trainee on the important cues while they are available. This is especially the case for
dynamic decision tasks. Gibson (2000) reports that delayed feedback for decisions in dynamic
environments harms the learning. The explanation provided is that the consequences of the
decision are no longer present in the environment when the feedback is delivered, ignoring the
principle of contiguity. Thus, in dynamic, decision environments immediate feedback is
required to support learning. Corbett, Koedinger, and Anderson (1997) support this view by
recommending that feedback should be delivered as early as possible, while the relevant
information/context for which the feedback applies is still available.
Another possible benefit of immediate feedback over delayed is that performance may
reach criterion sooner than with delayed feedback. Corbett and colleagues provide support that
this may be the case that immediate feedback accelerates the acquisition of target skills without
any detrimental effect of learning or retention (Corbett & Anderson, 1991; Corbett, Anderson, &
Paterson, 1990). Schmidt and Bjork (1992) caution that it is not necessarily the case that
methods and techniques that accelerate or improve performance during training will lead to the
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most transfer (e.g., Schooler & Anderson, 1990). That is, high levels of performance during
training do not necessarily indicate high levels of learning. Therefore, learning must be
measured independent of performance during training. However, if learning can occur more
quickly with immediate feedback than delayed, savings in training costs may be realized.
Indeed, Anderson, Conrad, and Corbett (1989) found that students proceeded through instruction
more quickly with immediate feedback with no detrimental effects to learning.
Each of the learning environments employed in the experiments reviewed above shared
learning environment characteristics with SBT. That is, the types of tasks trained were complex,
cognitive tasks and many of the investigations were conducted while students were learning
these tasks using computer-based trainers. Learning situations such as these are closely matched
to the learning situation characteristic of SBT, therefore, there is reason to believe that these
findings may be generalizable.
Further support for the benefit of immediate feedback over delayed can be found.
Rogers, Rousseau, and Fisk (1999) discovered that one of the key components to effective
training in a football training simulator was immediate, task specific feedback. Dempsey and
colleagues note the seemingly intuitive idea that withholding feedback during a delay period
withholds information that the learner could be using to learn (Dempsey, Driscoll, & Swindell,
1993), thus learners should be provided this information as soon as possible during the learning
process.
Bringing observations of human instructors and trainees into play, Kirlik, Fisk, Walker,
and Rothrock (1998) report that information provided to trainees during a post-scenario debrief
of a complex, cognitive task tended to come too late for the trainee to benefit fully from the
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information. Additionally, while instructors would deliver immediate feedback for critical
errors, they intervened too late to allow trainees to modify the steps leading up to that error to
prevent the error or learn what the faulty steps were.
In summary, it is reasonable to put forth the notion that immediate feedback may serve as
a method of scaffolding for the development of proficient, dynamic task performance, guiding
the trainee to learn the appropriate cue-strategy associations necessary for optimizing
performance and transferring training. Moreover, immediate feedback may increase the relative
efficiency of the training program by allowing cue-strategy associations to occur more rapidly
than with delayed feedback. Despite the case for the benefit of immediate feedback presented
above, some investigations have found in favor of delayed feedback. As with many research
topics in Instructional Psychology, the literature on the timing of feedback delivery in static
domains produces some mixed findings and contains some disparate suggestions. However,
proponents of immediate feedback are quick to point out that many of the investigations finding
in favor of delayed feedback suffered from a variety of methodological problems and/or lack
external validity. Next, a review of the literature supporting the delivery of delayed feedback
along with the associated criticisms of the research will be presented.

Delayed Feedback
While the meta-analyses reported above indicate that immediate feedback is better than
delayed feedback (Azevedo & Bernard, 1995; Bangert-Drowns, Kulik, Kulik, & Morgan, 1991;
Kulik & Kulik, 1988), others have noted just the opposite (Brackbill, Bravos, & Starr, 1962;
Brackbill, Boblitt, Davlin, & Wagner, 1963; Gay, 1972; Kulhavy & Anderson, 1972; Markowitz
& Renner, 1966; Rankin & Trepper, 1978; Sassenrath & Spartz, 1972; Sassenrath & Yonge,
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1968; Sturges, 1969, 1972, 1978; Sturges, Sarafindo, & Donaldson, 1968; Surber & Anderson,
1975). The effect discovered whereby delayed feedback produces higher post-test performance
and retention scores than immediate feedback has been termed the delay-retention effect (DRE)
by Brackbill and her colleagues (Brackbill, Bravos, & Starr, 1962; Brackbill & Kappy, 1962).
Winstein & Schmidt (1990) use these results, many which were discovered during motorlearning studies, to suggest that delayed feedback or feedback that is delivered with reduced
frequency is more effective than frequent feedback. Schmidt and Bjork (1992) acknowledge that
while it has traditionally been presumed that feedback that is more frequent or immediate in
nature is better for learning than other kinds of feedback, this general presumption should be
qualified.
Several explanations have been offered to elucidate the DRE including: the perseveration
interference hypothesis (Kulhavy & Anderson, 1972), the opportunity provided to re-familiarize
with the material, differing feedback-testing intervals (i.e., delayed feedback occurs closer in
time to the test), double-stimulus exposure (Kulik & Kulik, 1988), the lack of
experimental/methodological rigor, and the “mindless” properties of immediate (Anderson,
1970) or frequent feedback (Druckman & Bjork, 1991). This latter criticism will be presented in
a subsequent section after the presentation of a second theoretical perspective. However, first
each of the other explanations/criticisms introduced above will be elaborated.
In one attempt to offer an explanation for the superiority of delayed feedback over
immediate, Kulhavy and Anderson (1972) proposed the perseveration interference hypothesis.
This hypothesis suggests that the co-occurrence of the incorrect response with immediate
corrective feedback creates interference during memory encoding. More specifically, the
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perseveration of the incorrect response in memory interferes with the learner’s ability to encode
the correct answer conveyed in the immediate feedback. Thus, Kulhavy and Anderson (1972)
claim that we see increased learning with delayed feedback as it allows the learner to forget the
incorrect answer in time to replace it in memory with the correct answer. Universal support for
this explanation, however, has not been demonstrated (e.g., Peeck & Tillema, 1979).
A second explanation that has been proposed to explain the superiority of delayed over
immediate feedback in producing higher post-test scores, is that delayed feedback occurs closer
in time to the post-test than immediate feedback. That is, participants who receive delayed
feedback are more recently exposed to the correct answer than participants receiving immediate
feedback at the time the error was made. The implied result is that responses on post-tests that
occur close in time to the delayed feedback delivery are driven by the recency of that feedback in
memory. This finding, therefore, should not be an indication of increased learning or transfer of
training associated with delayed feedback, rather it demonstrates near-term memory recall.
A third explanation offered to explain the DRE, is that delayed feedback provides a
double-stimulus exposure as compared to the single stimulus exposure associated with
immediate feedback (Kulik & Kulk, 1988). That is, during the delivery of delayed feedback the
original stimulus is presented again associated with the feedback providing a second opportunity
to experience the stimulus. However, it would seem that this double exposure of the stimulus is
a necessary characteristic of delayed feedback as it helps to reestablish the context of the
situation. Therefore, it is difficult to pull these variables apart.
A fourth explanation offered for the DRE is that participants receiving delayed feedback
view the feedback for a longer period of time due to a re-familiarization effect. In fact, Kulhavy
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and Anderson (1972) report that, in their experiment, groups receiving feedback a day after
testing studied the feedback for longer than those receiving it immediately after testing. This
would suggest that equal viewing time should be ensured for participants in the different
feedback timing conditions in order to control this potential confound. Again, it could be argued,
however, that this is an inherent property of delayed feedback.
A final possible explanation for the discovery of the advantage of delayed feedback over
immediate feedback in some instances is that the presentation of immediate feedback can prevent
students from learning error detection skills (Chi, Bassok, Lewis, Reimann, & Glaser, 1989).
This, of course, first presumes that there is enough information in the task to signify an error.
Lepper, Woolverton, Mume, and Gurtner (1993) add that immediate feedback may have adverse
motivational consequences, thus delayed feedback should be used. This recommendation
stemmed from an observation of expert human tutors with the purpose of implementing lessons
learned from human tutors in the design of computer-based tutors.
It is important to note that studies supporting delayed feedback delivery often do not
directly compare to conditions of immediate feedback, rather they investigate the benefits of
different periods of delay ranging from short periods of delay to longer ones. Moreover, as
mentioned earlier in this section the types of tasks used in most timing of feedback investigations
that favor delayed feedback differ greatly from the types of tasks experienced with dynamic,
SBT simulations (i.e., many are motor-learning tasks). Additionally, there are several more
general shortcomings of the field of timing of feedback delivery investigations as a whole.
These more general shortcomings will be reviewed next.
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General Limitations of Feedback Timing Research
After reviewing the feedback timing literature, many limitations were discovered that
should be noted. A general theme uncovered was that the investigations were conducted
carelessly either considering too few variables or introducing too many experimental confounds.
Many past studies DID NOT:
1. Ensure a proper amount of initial or pre-training prior performing the feedback
manipulation (i.e., unrealistic training setting).
2. Ensure equal time during training for immediate and delayed feedback groups.
3. Ensure equal feedback viewing times for immediate and delayed feedback groups.
4. Use both immediate and delayed post-tests. In fact, Kulik & Kulik (1988) report that
many investigations reporting the benefit of immediate feedback used only an immediate
post-test and studies reporting the benefit of delayed feedback administered only a
delayed post-test.
5. Use adult learners (e.g., Brackbill, Bravos, & Starr, 1962; Peeck & Tillema, 1979).
These factors were considered during the design of this experiment. However, prior to a
discussion of the Hypotheses and Methods, it is necessary to discuss two additional theoretical
perspectives relevant to this investigation.

Transfer Appropriate Processing
The theory of transfer appropriate processing (Morris, Bransford, & Franks, 1977)
suggests that the closer the training environment is to the operational environment in terms of
promoting the learning of necessary skills, the more training transfer can be expected. Applied
to a dynamic, SBT simulation, this theoretical perspective seemingly supports the benefit of
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delayed feedback over immediate as the presentation of immediate feedback during task
performance, by definition, changes the task in some way. In support of this view, during a
radar monitoring task, the immediate presentation of feedback was found to be detrimental to
performance (Munro, Fehling, & Towne, 1985). The authors suggest that the immediate
presentation of feedback interfered with the real-time demands of the task. Related to transfer
appropriate processing, if feedback is delivered too soon, it may be harmful if it produces
“mindlessness” (Anderson, 1970; Anderson, Kulhavy, & Andre, 1971, 1972; Salomon &
Globerson, 1987). That is, the trainee may learn to use the feedback as a crutch, becoming
dependent on it to guide behavior (Druckman & Bjork, 1991) and disregard the important cues
represented in the training simulation. Thus, when the feedback is removed, the trainee is unable
to react to the important cues in the environment, as the feedback prohibited them from learning
the very skills necessary to perform in the operational environment. Therefore, to promote
mindful behavior students should be engaged in the training experience examining cues,
searching for information and underlying meaning, generating solutions and strategies, and
observing outcomes, thus drawing new connections (Salomon & Globerson, 1987). Therefore, an
additional benefit of infrequent feedback is that it may create the need for the learner to be more
vigilant and active during training (Druckman & Bjork, 1991), presuming that minimal intrinsic
feedback is available in the task.
In this section, one additional theoretical perspective relevant to this investigation is the
notion that dynamic, SBT simulation may be likened to a multi-tasking environment. Next,
several characteristics and findings related to multi-tasking environments that may help to inform
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an investigation into the appropriate timing of feedback delivery in a dynamic, SBT simulation
will be presented.

Characteristics of Multi-tasking Environments
The environment and characteristics of dynamic, SBT simulations are very different from
traditional classroom education environments. In fact, a SBT simulation has many
characteristics in common with multi-tasking environments. Therefore, if dynamic, SBT
simulations can be viewed as such an environment a review of the characteristics of complex,
multi-tasking environments will be presented that discusses factors of relevance to this
investigation.
Assuming that the human information processing system is constrained by finite
resources (Normon & Bobrow, 1975), the higher the cognitive resource demand of the multitasking situation, the more likely the operator will engage in task-driven processing vice
interrupt-driven processing (Miyata & Norman, 1986). In a state of task-driven processing, the
user focuses all attention on the task at hand becoming engrossed and paying little attention to
external activity. In this state, if some sort of external activity exists, Miyata and Norman (1986)
claim that the user is unable to devote enough processing resources to extract the content or
underlying meaning of that external activity. Wickens (1999) supports this view that if workload
is high, posing demands on finite processing resources, the operator’s mental resources have
little spare capacity to deal with any other demands. This situation does not directly translate
into deficient performance on the primary task, as mental demand is simply the potential to
perform, not the performance itself. However, once the operator reaches a state of mental
overload, performance will begin to suffer. This lack of cognitive resources results in resource17

limited performance, which can be distinguished from data-limited performance in which not
enough data or information is available to perform adequately (Norman & Bobrow, 1975).
One of the largest drivers of mental workload is time-stress (Wickens, 1999). That is,
high-tempo, time-critical environments drive up mental workload. Additionally, environments
that include large amounts of complexity can drive mental workload up (Wickens, 1999).
According to the closed-loop model of mental workload, individuals prefer to maintain an
optimal level of workload (Wickens, 1999). That is, when it becomes too low, understimulation
occurs and individuals find ways to increase it by taking on new tasks. On the other hand, when
it becomes too high, individuals engage in workload reduction strategies (Hart & Wickens, 1990;
Sperandio, 1976). Reduction strategies for workload include: multi-tasking at a degraded level
of performance, strategy shifts during the performance of tasks (e.g., using less precise
information ) (Sperandio, 1976), letting tasks pile up and tackling them one at a time once
workload recedes, or engaging in task shedding.
Task interruptions are an inherent property of multi-tasking environments. Theories of
cognitive resources (Miller, 1956; Norman & Bobrow, 1975; Wickens, 1999) would suggest that
under high cognitive demand such as that frequently experienced in complex, multi-tasking
environment that task interruptions may be either detrimental to task performance or ignored
entirely (see Czerwinski, Cutrell, & Horvitz, 2000a; Czerwinski, Cutrell, & Horvitz, 2000b;
Einstein, McDaniel, Williford, Pagan, & Dismukes, 2003; McFarlane, 2002; McFarlane &
Latorella, 2002; Miyata & Norman, 1986; Schooler & Anderson, 1990), consistent with Miyata
and Norman’s (1986) notion of task-driven processing. If forced task interruptions exist (forcing
interrupt-driven processing), there is typically a task switching cost associated with context
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recovery for the interrupted task (Altmann & Trafton, 2004; Moray, 1986; Sheridan, 1972).
Therefore, the decision on whether or not to interrupt a primary task should be determined by the
nature and priority of both the primary and secondary task and the user’s focus of attention
(Horvitz, Jacobs, & Hovel, 1999; McFarlane & Latorella, 2002). When it is absolutely necessary
to interrupt a task, context recovery becomes important as it helps to minimize the cost
associated with task switching. For example, Einstein, McDaniel, Williford, Pagan, and
Dismukes (2003) found that interruptions that occurred during delay periods interfered with
prospective memory required to resume a task after the delay period was over. (Prospective
memory can be defined as remembering an intention to perform an action over some delay
period.) That is, prospective memory decayed when the interruption occurred, a notable task
switching cost. Therefore, if a reminder existed, it may aid in the recovery of prospective
memory. One final characteristic of task interruptions that is relevant is that while they slow
primary task performance (Czerwinski, Cutrell, & Horvitz, 2000a), if they are related to the
primary task, then they are less disruptive than unrelated interruptions (Czerwinski, Cutrell, &
Horvitz, 2000b).

Application of Multi-tasking Characteristics to Dynamic, SBT
How do the characteristics of a multi-tasking environment reviewed above apply to a
dynamic, SBT simulation? I propose that they apply in many ways. Both time-stress and
complexity are characteristics typical of dynamic, SBT simulations, therefore, we can expect
high levels of mental workload associated with these simulations. While the immediate
provision of feedback may allow the trainee to avoid data-limited processing, it also has the
possibility of forcing the trainee into a resource-limited state if immediate feedback is viewed as
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another task in a time-stressed, complex, multi-tasking situation. Strategies for reducing
workload include continuing multi-tasking at a degraded level, using less precise information,
letting tasks pile up, or task shedding. If a learner responds to a high workload training exercise
using any one of these strategies, learning will be degraded. Clearly, there is a delicate balance
between data-limited and resource-limited performance that must be achieved in SBT.
Thus, consistent with cognitive load theory (CLT) (Sweller, 1993; Sweller, Van
Merrienboer, & Paas, 1998), attention should be focused on the cognitive demands that the
training exercise imposes in order to ensure that an overload situation does not result. CLT can
be used to predict cognitive load effects present in the training environment. Research
conducted in this area has resulted in the development of an instructional efficiency ratio that
relates a trainee’s perceive mental demand of the training to their actual performance (Paas &
Van Merrienboer, 1993). If the instructional efficiency ratio is positive, it can be interpreted as
the trainee performing well and having spare cognitive resources to deal with additional
demands. If, on the other hand, the ratio is low, then the training context imposes too much
demand on the trainee potentially resulting in poor task performance, poor learning or complete
overload.
Task interruptions in a training context may have the potential to increase cognitive load.
However, as mentioned previously if a task interruption is related to the task at hand, then it is
less disruptive than unrelated interruptions. As feedback could be considered a related
interruption, it should be less disruptive and perhaps beneficial (i.e., the feedback statement
accompanies the conditions to which it applies, and the trainee learns the cue-strategy
associations). However, if the cognitive load of the training exercise forces trainees into a task20

driven state, then this feedback interruption may be ignored or processed at a shallow level.
Additionally, if a trainee is operating in an interrupt-driven processing state, care should be taken
in determining when to interrupt so as not to increase cognitive load, thereby distracting from
task performance, and ultimately, learning.
In summary, there is a certain cognitive load and task flow that is present during dynamic
tasks that may not be present during static tasks and if this load is increased or flow is
interrupted, say by the real-time delivery of a feedback statement, then it may be disruptive to
task performance and more importantly to learning. On the other hand, if care is taken so as not
to increase cognitive load or interrupt task flow, then the benefits of immediate feedback may be
realized.

Theoretical Perspective Integration
The first theoretical perspective presented, the contiguity principle, suggested that
feedback should occur close in time to the decision to act while the associated cues are still
present in the environment. The argument was made that contiguous feedback with performance
supports accelerated formation of cue-strategy associations.
The second perspective presented the theory of transfer appropriate processing which
posits that the more similar the conditions are between the training setting and the actual
operational setting, the more positive transfer of training we can expect (e.g., Ellis, 1965; Morris,
Bransford, & Franks, 1977; Osgood, 1949; Schmidt & Young, 1987). Therefore, simulated
training should closely match what could be expected during actual operations and should
impose the cognitive processing demands typical of that environment. If the nature of the actual
operational task being trained is changed some way during simulated training conditions, say by
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the delivery of immediate feedback statements during the exercise, then it can be expected that
less positive transfer from the training condition to the operational setting will occur.
The third theoretical perspective presented in this proposal, that of analyzing dynamic,
SBT simulations as complex, multi-tasking environments suggests that care should be taken in
understanding the cognitive demands placed on the trainee, consistent with CLT (Sweller, 1993;
Sweller, Van Merrienboer & Paas, 1998). Goldstein and Ford (2002) suggest this is an important
factor so as to not interfere with learner effort, but rather to support it. As processing feedback
requires cognitive resources (Schooler & Anderson, 1990), it can be seen that immediate
feedback will compete for these limited, processing resources. As more effort is expended to
understand the feedback, the material is better learned, leading to improved post-test
performance (Roper, 1977), therefore, maximal cognitive resources should be available to
process the information contained in feedback.
With three competing theoretical perspectives presented above, it is necessary to find a
way to balance the temporal contiguity benefits of immediate feedback, against the costs that it
may impose in a dynamic, SBT simulation of changing the requirements of the task or disrupting
task performance, or worse, learning. It follows that care must be taken in specifying how a
trainee’s resources are employed in a training exercise so as to achieve positive transfer, while
avoiding mental overload. This is consistent with principles derived from CLT. Considering
both resource demand and the way that instructional interventions could change the
characteristics of the task during the design of a dynamic, simulated SBT exercise will be
important when determining when to deliver feedback.
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This experiment was an attempt to uncover empirically-derived timing of feedback
principles to assist a shift in the design of automated SBT from the stage of “what technology
can do” to the stage of “how technology can aid the learner.” To make a single claim regarding
the superiority of immediate feedback over delayed feedback or vice versa will likely be an
overgeneralization. Rather, the characteristics and conditions under which each type of feedback
delivery method is most effective must be empirically identified and specified.
Therefore, the premise of this investigation was that the demand for overall cognitive
resources during the training exercise prescribes the proper timing of feedback delivery.
Specifically, the literature suggests that trainees who receive immediate feedback will exhibit
higher posttest performance and higher instructional efficiency than trainees who receive delayed
feedback when the resource demands of the training exercise are low (i.e., promoting the
formation of cue-strategy associations during the training exercise). Conversely, when the
resource demands of the training exercise are high, the literature suggests that trainees receiving
delayed feedback will exhibit higher posttest performance and higher instructional efficiency
than trainees receiving immediate feedback (i.e., not overwhelming the trainee with additional
training interventions during an already demanding training exercise; rather saving the
feedback/learning time until the end when the trainee has the resources available to process the
information). Therefore, the following five hypotheses were tested.

Hypothesis I
It is expected that the timing of feedback delivery and the cognitive load of the training
scenario will have an effect on participants’ perceived frustration, temporal and mental demand
of the exercise. Specifically, for high cognitive load scenarios, it is expected that participants
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who receive immediate feedback will report higher frustration, temporal and mental demand than
those receiving delayed feedback. Similarly, for low cognitive load scenarios, it is expected that
participants who receive immediate feedback will report higher frustration, temporal and mental
demand than those receiving delayed feedback.

Hypothesis II
It is expected that the timing of feedback delivery and the cognitive load of the training
scenario will have an effect on participant performance. Specifically, cognitive load and the
timing of feedback delivery will interact to affect post-training performance such that, during
low cognitive load scenarios, participants receiving immediate feedback will exhibit higher
posttest performance than participants receiving delayed feedback. Conversely, during high
cognitive load scenarios, participants receiving delayed feedback will exhibit higher posttest
performance than participants receiving immediate feedback.

Hypothesis III
It is expected that the timing of feedback delivery and the cognitive load of the training
scenario will have an effect on the instructional efficiency of the training exercise. Specifically,
it is predicted that scenario cognitive load and the timing of feedback delivery will interact to
affect posttest instructional efficiency such that, during low cognitive load scenarios, participants
receiving immediate feedback will experience higher instructional efficiency than participants
receiving delayed feedback. Conversely, during high cognitive load scenarios, participants
receiving delayed feedback will experience higher instructional efficiency than participants
receiving immediate feedback.
24

Hypothesis IV
It is expected that sequencing scenarios cognitive load and the timing of feedback
delivery will have an effect on overall posttest performance. Specifically, it is predicted that
sequencing scenarios from low to high cognitive load, coupled with cognitive load sensitivity in
the timing of feedback delivery results in the best overall posttest performance. That is,
cognitive load sensitivity in the timing of feedback delivery is defined as the delivery of
immediate feedback during low cognitive load scenarios and the delivery of delayed feedback
after high cognitive load scenarios. This sequencing hypothesis is necessary to establish that
effects are not due to scaffolding the cognitive load of the training scenarios or due to feedback
timing, rather that the effects are due to the interaction of the two variables.

Hypothesis V
It is expected that sequencing cognitive load and the timing of feedback delivery will
have an effect on overall posttest instructional efficiency such that participants performing
training scenarios sequenced from low to high cognitive load that include sensitivity to cognitive
load in the determination of the timing of feedback delivery will experience higher instructional
efficiency than participants who first receive immediate feedback followed by delayed feedback
regardless of the cognitive load of the training scenarios, or first perform low cognitive load
scenarios followed by high cognitive load scenarios regardless of the timing of feedback. Again,
this sequencing hypothesis is necessary to establish that effects are not due to scaffolding the
cognitive load of the training scenarios or due to feedback timing, rather that the effects are due
to the interaction of the two variables.
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Summary
The future of dynamic task training will likely involve the use of advanced, simulation
based training systems which include components of automated performance monitoring and
automated diagnosis and feedback delivery. The question of when to deliver feedback in this
training context is an important, yet still unanswered one. I have presented the case that the
optimal rule for the timing of feedback delivery in an automated training environment is dictated
by the cognitive load of the scenario. This prediction is specific to dynamic, scenario-based
training using a computer-based simulation system. The research described here was designed to
investigate this prediction.
The practical importance of this research is to investigate when to deliver feedback in a
dynamic, scenario-based training simulation. Understanding the conditions for effective
feedback is critical as many theories of learning and instruction view feedback as an essential
construct. Therefore, the theoretical importance of this research is to shed light on conditions for
effective feedback to expand learning theory. Next, the experimental methodology will be
presented.
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METHOD

Participants
One hundred and twenty volunteers from the University of Central Florida participated in
this research, 87 were male, 30 were female, and three did not report gender. Participants were
recruited for the experiment and offered $30 of monetary compensation for their participation.
All participants were treated in accordance with the “Ethical Principles of Psychologists and
Code of Conduct” set forth by the American Psychological Association (1992). Participants
reviewed and signed an informed consent form (Appendix A) and reviewed a Privacy Act
Statement (Appendix B). Then, participants completed a demographics questionnaire which
included information such as age, gender, and other domain related experience questions
(Appendix C). No participants had extensive knowledge concerning the duties performed by a
Forward Observer prior to the beginning of the experiment.

Materials

Experimental Task Requirements
A variety of requirements were generated for a simulation testbed suitable for
investigating the research questions of this experiment. First, the testbed needed to involve an
individual (not team) task that could be characterized as strategic, cognitive and/or tactical in
nature (not simply perceptual-motor), similar to tasks performed by the military. Additionally, to
increase the available subject population beyond military personnel with important primary
duties and time constraints, the testbed needed to be suitable for use with college students. This
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requirement prescribed that the task not be classified and that it be easily trainable without prior
military knowledge/experience.
Moreover, to address the specific research questions of this work, the task needed to
include some degree of cognitive load that could be manipulated during scenario design. To
ensure that all participants were exposed to the same scenario experiences, the scenarios were
scripted. However, the scripting did not preclude the ability to have the scenarios dynamically
unfold such that the participant did not control the pace of the exercise.
The testbed needed to have the automated capability to capture a wide variety of data in
real-time and to trigger flags for the automated delivery of feedback statements. These flags
needed to be linked to an automated assessment of participant performance that relied on
objective performance data. The testbed also needed to provide the flexibility to select between
two feedback message presentation options: deliver feedback during the scenario or deliver
feedback after the scenario.
To ensure that participants in different feedback timing conditions were exposed to the
same feedback messages for the same length of time, the testbed needed a built in capability to
control the display time for each feedback message. For example, the amount of time in which a
feedback message is available to a participant in the immediate feedback condition, was used to
determine the time that a participant may view the same message in a delayed feedback
condition.

Experimental Task
Considering the requirements specified above, a low-to-medium fidelity simulation-based
training testbed was selected for this investigation. The testbed used was a modified version of
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the Forward Observer PC Simulator (FOPCSim). The original, unmodified version of the
simulator was developed by students at the Naval Postgraduate School (NPS) in conjunction
with The Moves Institute. FOPCSim is a standalone PC-based system that replicates the task
training of Call for Fire (CFF) from artillery and other assets that is performed by Forward
Observers (FOs).
An “Experimenter” mode was added to the simulator which included several
modifications to make it better matched to the requirements of this investigation. The first
modification included simplifying the task and interface so that it would be suitable for use with
college students without prior military experience. This included retaining or improving the
cognitively-interesting aspects of the task by shifting the focus from procedural skills training to
cognitive skills training. Specifically, the modified task involves the following responsibilities.
The participant was responsible for determining the highest priority target based on a set of
prioritization rules. Next, the participant must perform a visual identification of the target
relying on the target’s unique physical characteristics and a printed set of corresponding target
pictures, names, and descriptions. The participant must then choose to enter a CFF. The
required information for a CFF includes the target’s azimuth and distance indicating the relative
location of the target in the simulated world, the target number, the identification of the target,
and the munition type most effective to neutralize the selected target. Neutralization of a target
means that the target has been rendered ineffective. The most effective munition type for
neutralization is mapped to the target identification and is provided to the participant in the form
of a decision matrix. All of this information – the prioritization rules, pictures and descriptions
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of the different target types, and a munition effectiveness matrix – was provided to the
participant (see Appendix D).
Four aspects of performance served as the focus of training for the purposes of
performance assessment and feedback: the degree of accuracy of identifying the highest priority
target, the accuracy of target identification, the accuracy of selecting the correct munition type,
and the accuracy in determining the target’s location. Participants were scored in each
performance area at the conclusion of every mission and every missed opportunity for target
neutralization. That is, when a moving target reaches within 100 meters of the participant’s
position, the participant has missed the opportunity to neutralize the target or perform any
subsequent missions on that target as 100 meters signifies the no fire zone.
The first two focus areas for assessment and feedback were target type identification and
munition-target assignment. Three target types representing three classes of targets were
represented in the simulation: a heavy armor vehicle, or T-72; a light armor vehicle, or ZSU; and
a shelter for storing ammunition, or ammo bunker. Correspondingly, three classes of munition
were available with each one of the three munition types having specific effectiveness for each
one of the three target types. Specifically, the munition called “ICM” was 100% effective for T72s, yet only 10% effective for ZSUs and bunkers. The same held true for the other munition
types. That is, the munition labeled “VT” was effective 100% of the time for ZSUs, and only
10% effective for T-72s and bunkers. Finally, the munition type “HE/Q” was 100% effective for
the bunkers and only 10% effective on the other two target types. Therefore, it behooved the
participant to choose the munition that was most effective for the identified target type in order
to effectively neutralize the target. It is important to note that munition effectiveness on the
30

target was defined by the size of the neutralization radius. Therefore, when an incorrect
munition was chosen, the neutralization radius was reduced to 10% of the usual effective size. If
a participant achieved an exact target location with the CFF, they were able to effectively
neutralize the target even with an incorrect munition type. However, errors were addressed in
the feedback.
Target priorities changed dynamically throughout the simulation based on target
characteristics. That is, certain targets became more or less important as the scenario unfolded,
and the participant needed to determine which target was currently the most important at any
given time. This produced time sensitivity as the priorities of targets changed dynamically.
Thus, target prioritization was the third focus area for assessment and feedback. With target
priorities and positions changing dynamically, the task can be quite challenging. For example,
one of the rules of the simulation is that moving targets entering a 2,000 meter range will shift to
a higher priority than targets that are stationary within the range. Therefore, the participant
needed to rely on prospective memory to remember to keep checking the invisible line at 2,000
meters to see if any new targets came within identifiable range. Otherwise, the participant
needed to resume the neutralization of static targets.
The final focus area of the training was the participant’s ability to accurately determine
and specify target location. In order to accomplish this task, the participant needed to use the
tools available in the simulation. The tools included a laser range finder for determining target
distance and a lensatic compass for determining target direction. The laser range finder
delivered distance estimates in meters and could also be used as binoculars for viewing and
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identifying targets at a far range. Figure 1 displays a screen shot of the use of the laser range
finder in the simulation.

Figure 1. Screenshot of the magnified view of the laser range finder acquiring target range

The lensatic compass provides the target’s direction in mils which are a unit of measure
corresponding to 1/6400 of a circle. Mils can be translated into degrees at a rate of 1 degree
corresponding to 17.8 mils, although this translation is not necessary to effectively operate the
simulation. Figure 2 portrays a screen shot demonstrating the use of the lensatic compass.
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Figure 2. Screenshot of the field with targets obtaining target azimuth

After the participant makes all of the assessments described above, they must enter the
required information – target direction, distance, target number, target identification, and a
munition selection – and then click on the “k” icon to transmit the mission to the simulated fire
direction center (FDC). If there were any syntax errors in the input, the simulated FDC
responded with “Say again” and pointed the participant to the source of the input error. If all
information was syntactically sound, the mission commenced. After the mission completed, the
trainee needed to click on the “Continue” icon to clear the CFF clipboard to begin a new mission.
A screen shot of the CFF clipboard is shown in Figure 3.
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Figure 3. Screenshot of CFF sheet

In summary participants were scored on their ability to: 1) effectively prioritize targets, 2)
correctly identify them, 3) select the appropriate munition type to neutralize the target, and 4)
determine the location of the target. The change in task focus from the original FOPCSim
represented in the “Experimenter” mode introduced the capability for the manipulation of
cognitive load. By introducing an excessive number of targets, providing the opportunity for
them to be hostile (i.e., firing at the trainee), and by programming the capability for target
movement, time pressure was introduced requiring efficient performance in the four subtask
areas. Therefore, under these circumstances, participants presumably experienced an increase in
their perceived temporal and mental demand of the exercise.
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Additional modifications to the testbed included increasing the robustness of the realtime data recording capability that provides for the immediate assessment of trainee
performance. Additionally, an automated real-time presentation capability of feedback messages
was added that relied on the feedback triggers embedded in the testbed. The presentation of the
feedback statements both in real-time and post-scenario is timer-controlled and set at 15 seconds
per message as determined via piloting. Finally, all scenarios were scripted, deterministic, and
time-controlled.
Interaction with the system occurs primarily via a 2-button mouse with a scroll wheel,
and a few minor keyboard interactions (such as text entry and using the escape key to back out of
certain interface areas). Additional capabilities of the testbed included a speech production
system that communicates to the participant auditorilly, and environmental sounds, such as wind
and the sound of explosions when rounds make impact.

Equipment
FOPCSim runs on a single, high-end graphics machine with a single display. This
experiment used an Alienware Area-51m 7700 laptop with the following specifications: Intel®
Pentium® 4 550J Desktop Processor with HT Technology 3.4GHz 800 MHz FSB 1MB Cache
with 2GB of hard disk storage, a NVIDIA GeForceTM Go 6800 video card with 256MB of DDR3
memory, and a 17” WideXGA screen with a display resolution of 1400 x 900 (however,
FOPCSim was run with a display resolution of 1280 x 800). The laptop runs on the Microsoft®
Windows® XP Home Edition operating system. An external mouse with a scroll wheel and
headphones were connected to the laptop.
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The equipment was located at UCF’s Digital Media Laboratory where the experiment
was conducted. Permission was granted to use this alternate facility and a safety inspection was
made of the laboratories.

Experimental Scenarios
One subject matter expert designed twelve, 10-minute scenarios of differing cognitive
loads. Six of the 10-minute scenarios were designed and designated as low cognitive load, and
the remaining six were designed and designated as high cognitive load. A second subject matter
expert reviewed these scenarios and verified the cognitive load of each.
As this task was chosen to be representative of dynamic, complex tasks, care was taken to
impose realistic demands on the operator throughout the scenarios. The scenarios simulate some
of the subtasks that may be required of a FO involved in a fire support mission. Participants are
responsible for dealing with targets in a certain order as prescribed by prioritization rules,
performing a visual identification of the target, determining a target’s location via a lensatic
compass and a laser range finder, determining the appropriate effective munition type and
sending the transmission with that information to the FDC to execute the mission.
Scenarios in each category (high load and low load) were designed to be as similar as
possible. That is, all low load scenarios were designed to be of the same level of difficulty
sharing many of the same characteristics such as similar numbers of targets to be neutralized and
similar target characteristics. The same holds true for all high load scenarios, however, care was
taken to ensure that characteristics are much different between low and high load scenarios. As
compared to the low cognitive load scenarios, the high cognitive load scenarios contain more
targets, more of the targets engage the participant, and more of the targets move which increases
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the tempo of the scenario as well as introduces priorities that change more dynamically.
Essentially, though, the task that is being trained remains the same in both the low and high
cognitive load scenarios. Appendix E presents the important relevant characteristics of the
different targets as programmed into the FOPCSim scenario script files.
One of the low cognitive load scenarios was performed by all participants as a practice
scenario prior to the start of the experimental manipulations. Four of the low cognitive load
scenarios and four of the high cognitive load scenarios were used during the experimental
manipulation phase of the experiment. Specifically, depending on the random assignment of
participants to conditions, participants either performed all four high cognitive load scenarios, all
four of the low cognitive load scenarios or two high cognitive load and two low cognitive load
scenarios, not necessarily in that order. Finally, all participants experienced the remaining low
cognitive load scenario and two, high cognitive load scenarios during the testing phases of the
experiment. All participants in the same condition performed the same scenarios in the same
order.
The low cognitive load test scenario was performed after the first experimental session
and was followed by one of the high cognitive load test scenarios. The final high cognitive load
test scenario was performed after the second session. The order of administration of the test
scenarios was fixed and remained the same for all participants. More specifics are described in
the Procedures section. Participants never performed a scenario more than once.

Frustration, Temporal and Mental Demand Questionnaire
Three questions from the NASA Task Load Index (TLX) were included in a
questionnaire designed to assess the participant’s perceived frustration, perceived temporal
37

demand and their perceived mental demand of the scenarios (see Appendix F). Responses to the
temporal demand question was used as a manipulation check to ensure that the tempo of the high
cognitive load scenarios is indeed perceived as faster than the low cognitive load scenarios.
Responses to the mental demand question were standardized and used in a formula to compute
the 2-dimensional instructional efficiency ratio (Kalyuga, Chandler, & Sweller, 1999; Paas &
Van Merrienboer, 1993). Responses to the frustration question were used as information about
which conditions were less frustrating than others.

Pre-performance Test
A 14-item knowledge test administered after initial task training was developed to ensure
that participants understood how to operate the simulation interface and use the tools (see
Appendix G). If participants responded incorrectly to one or more questions, the experimenter
reviewed those questions one-on-one with the participant discussing their answer and the correct
answer and then asked them to repeat the test until reaching a criterion level of perfect accuracy
on this test.

Participant Reactions Questionnaires
Questionnaires designed to assess participant reactions to the training were adapted and
slightly modified from Rhodenizer Van Duyne (2001) and included as part of the assessment for
the experiment. The questionnaire also asks for participants to indicate whether or not they
received feedback. As all participants are presented computer-delivered feedback, it was
expected that all participants would indicate that they received feedback. The questionnaires are
located in Appendix H.
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Design Overview
The experiment was run as a fractional-factorial design with three independent variables.
The first variable, time of training, was a within-subjects variable with two levels, Session 1 and
Session 2. Both Sessions contained two training trials. The second variable, the timing of
feedback delivery, also had two levels (immediate vs. delayed). Finally, the third variable,
cognitive load, had two levels (low vs. high). Each participant received one combination of the
second and third independent variables at training Session 1 and one combination of the second
and third independent variables at training Session 2. In a fully realized factorial design, this
would produce 16 conditions. However, the experiment was conducted using only 10 of the total
possible 16 conditions. Table 2 presents a breakdown of the 10 conditions and the sequences of
cognitive load and the timing of feedback delivery across the two sessions. More on the
specifics of these conditions will be covered in the Procedure section.
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Table 1
Feedback and Load Conditions
Group

Training
Session 1
(Trials 1-2)

Session 2
(Trials 3-4)

Low Cognitive Load

High Cognitive Load

A

Immediate

Immediate

B

Delayed

Delayed

C

Immediate

Delayed

D

Delayed

Immediate

High Cognitive Load

Low Cognitive Load

E

Immediate

Immediate

F

Delayed

Delayed

G

Immediate

Delayed

H

Delayed

Immediate

High Cognitive Load

High Cognitive Load

Immediate

Delayed

Low Cognitive Load

Low Cognitive Load

Immediate

Delayed

Type of Feedback

Type of Feedback

Type of Feedback

Type of Feedback

I

J
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For this study, timing of feedback delivery, the cognitive load of the scenario, and the
sequencing of the training sessions served as the manipulated independent variables. Several
dependent measures were collected including accuracy scores for: neutralizing targets,
prioritizing targets, identifying targets, selecting munition, and targeting. Additional dependent
measures include responses to the temporal and mental demand questions and a calculation of
instructional efficiency.

Procedure
Participants were randomly assigned to one of ten experimental conditions outlined in
Table 3. Following the experimenterl checklist (Appendix I), when participants arrived, they
were given an informed consent form and privacy statement act for review and signature. The
experimenter then went through the form and answered any questions that participants may have
had. Then, participants filled out a demographic questionnaire.
Next, participants were familiarized with the equipment, interface, and task. As part of
this pre-training period, participants completed a short FOPCSim tutorial designed in Microsoft
Power Point that presented the responsibilities of the FO and provided instructions on how to
interact with the simulation to perform the CFFs. The presentation provided a big picture
overview of the task and presented information about the briefing packet that was provided to
participants (see Appendix D). Specifically, the briefing packet contained information to aid in
the prioritization and identification of targets as well as information on selecting appropriate
munition types. Next, the participant played a scenario while the experimenters made
themselves available to assist or answer any questions.
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As the final stage of pre-training, a knowledge test (see Appendix G) geared to assess that
participants have an acceptable level of understanding, was administered and the participants
were remediated until they answered all questions correctly. Then, the experimental
manipulation began.
During Session 1, each participant completed a series of two 10-minute scenarios either
accompanied by immediate feedback during scenario performance or followed by delayed
feedback after each scenario depending on the condition to which they were randomly assigned.
Participants completed the temporal and mental demand questionnaire after each scenario, and
the reactions questionnaire at the end of the second training scenario.
Once participants completed Session 1, they performed a low cognitive load test scenario
with no feedback. This test scenario was followed by an administration of the temporal and
mental demand questionnaire, prior to participants performing a high cognitive load test
scenario. Again, participants received no feedback during or after the high cognitive load test
scenario. An administration of the temporal and mental demand questionnaire concluded the
first testing session. Performance on both test scenarios was recorded and used during the
analyses. Participants were given a 10 minute break prior to starting Session 2.
Session 2 began by participants performing the first training scenario depending on the
condition to which they were assigned. Participants received either immediate or delayed
feedback for this scenario, prior to an administration of the temporal and mental demand
questionnaire. Then they started the second scenario of the session. Again, participants received
either immediate or delayed feedback and again complete the temporal and mental demand
questionnaire. The reactions questionnaire was administered again to complete Session 2. Next,
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participants performed the final high cognitive load test scenario. Performance on the final test
scenario was recorded and used during the analyses. Test performance was followed by the final
administration of the temporal and mental demand questionnaire. Prior to being excused, all
participants were debriefed (see Appendix J for the debrief) and compensated.
The length of the procedure varied slightly from participant to participant based on how
many individual feedback messages each participant received. For participants assigned to the
immediate feedback condition, at the completion of each mission, feedback messages were
displayed in a pop-up box in the lower right-hand side of the screen for 15 seconds prior to
disappearing. For those participants assigned to the delayed feedback condition, no real-time
feedback presentations occurred during the scenario. In this condition, all feedback was delayed
until after the completion of the scenario and was delivered in a single comprehensive format.
These participants received extra time per training scenario to review the feedback messages, but
no more than would have been allotted if the feedback messages were delivered in real-time
during the training exercise (i.e., 15 seconds per message). Therefore, participants in all
conditions experienced the training exercises for same length of time (10 minutes) and received
exactly the same amount of time to read the feedback messages as controlled by the testbed.
This ensured that equivalent amounts of feedback were delivered for equivalent times in both the
immediate feedback condition and delayed feedback condition. However, the amount of
feedback delivered from participant to participant varied as it was be performance-based.
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Table 2
Experimental Schedule
Activity

Time

Materials/Measures

Task Familiarization Phase
Consent and Demographic
Questionnaire

10 min.

Consent Form, Demographics
Questionnaire

Testbed Familiarization

45 min.

Briefing Packet, FOPCSim PowerPoint
tutorial, Practice Scenario (low load),
Knowledge Test, Break

Training Trial

11 min.

Training Trial

16 min.

Test Scenario (Low cog. load)

11 min.

Test Scenario (High cog. load)

11 min.

10 minute scenario, frustration, mental and
temporal demand questions (Note: Add up
to 5 extra minutes if delayed feedback
condition)
10 minute scenario, frustration, mental and
temporal demand questions (Note: Add up
to 5 extra minutes if delayed feedback
condition), Reactions Questionnaire
10 minute scenario, no feedback,
frustration, mental and temporal demand
questions
10 minute scenario, no feedback,
frustration, mental and temporal demand
questions

Break

10 min.

Training Trial

11 min.

Training Trial

16 min.

Test Scenario (High cog. load)

11 min.

Experiment Phase

Debrief
Total

10 minute scenario, frustration, mental and
temporal demand questions (Note: Add up
to 5 extra minutes if delayed feedback
condition)
10 minute scenario, frustration, mental and
temporal demand questions (Note: Add up
to 5 extra minutes if delayed feedback
condition), Reactions Questionnaire
10 minute scenario, no feedback,
frustration, mental and temporal demand
questions

10 min.
162-182
mins.

Minimum time – maximum time
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Experimental Manipulations

Timing of Feedback
The definitions of immediate and delayed feedback have not been agreed upon in the
literature. There seems to be a continuum of the immediacy of providing feedback information
ranging from delivering feedback almost continuously after each step in the accomplishment of a
task (i.e., after a single sub-task is completed), after a whole task is completed, after a series of a
tasks are completed, after a set number of tasks are completed, to delivering feedback after a
training trial has been completed, or a series of training trials, or after a delay of a day or a delay
of a week. For this experiment, the definitions of immediate and delayed feedback have been
operationalized such that immediate feedback provides feedback to the participant immediately
following the completion of each CFF mission during the scenario or immediately following the
missed opportunity for completing a CFF mission. Specifically, a missed opportunity for
completing a mission occurs when a target reaches the no fire zone located within a 100 meter
radius around the participant, or at the completion of the ten minute scenario when targets remain
that have not been neutralized. Delayed feedback is presented immediately following the
conclusion of each training scenario and provides the exact same mission-by-mission CFF
information that would have been delivered in the immediate feedback condition in the exact
order. These operational definitions of immediate and delayed feedback are consistent with the
practical realities of SBT in which feedback is delivered on an event-by-event basis, but is
usually delayed until after the completion of the exercise.
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Cognitive Load
For this experiment, cognitive load was defined as the demand for processing resources.
A state of high cognitive load was produced by subjecting participants to scenarios that included
10 targets, one of them engaging, six of them moving at a rate of eight meters per second, and
several examples of each class of target are represented. A state of low cognitive load was
produced by subjecting participants to scenarios that included four targets, one of them engaging,
and only two moving at a rate of four meters per second.

Confound Minimization Plan
The Experimental Design and Procedures were developed such that the ability to avoid
confounds could be addressed to the best extent possible. Below are several common issues
experienced and reported from previous researchers in the area of timing of feedback delivery.
Each topic will be addressed in light of this experiment.

Amount of Information
Presenting unequal amounts of information in different feedback timing conditions is a
potential confound that has been identified. To control for this confound in this experiment, the
exact same feedback messages were presented for the exact same lengths of time in both
immediate and delayed feedback conditions. Examples of the feedback templates are located in
Appendix K.

Amount of Stimulus Exposure
Given the nature of immediate and delayed feedback, delayed feedback has an inherent
property of providing trainees with a double stimulus exposure. That is, while feedback is
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presented only once, trainees are exposed to the stimulus twice – once during the training session
and once at the end accompanying the feedback presentation. This, of course, presents the
question as to what may cause any effect witnessed. In other words, could the effect be
attributed to the timing of feedback delivery or to the double stimulus exposure?
The central purpose of this investigation was not to investigate this particular research
question. Rather, the majority of the scenario context from the delayed feedback presentation
was removed in this experiment in an attempt to control for the double exposure. However, as a
practical reality, it is necessary to leave some amount of context, otherwise the feedback is
rendered meaningless.
Interestingly, in SBT, it could be argued that immediate feedback presentation during a
scenario may produce a sort of continuous stimulus exposure confound. Whereas delayed
feedback typically provides the opportunity for two discrete exposures to the stimulus, the latter
coupled with useful feedback information, the stimulus in a scenario remains on the screen even
after the associated immediate feedback disappears. The effect may be a reminder to the
participant of the feedback statement relevant to the still visible stimulus resulting in rehearsal.

Feedback Re-familiarization
An issue repeatedly addressed in the literature is the amount of time that feedback is
available for viewing in immediate and delayed feedback conditions. It’s been reported that
participants in delayed feedback conditions typically spend more time viewing feedback. One
possible explanation is that participants need more time to re-establish enough context to
interpret the feedback. It is not clear if different amounts of time spent reviewing immediate and
delayed feedback represents a confound or a necessary characteristic of delayed feedback. In the
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proposed investigation, I choose to hold feedback viewing time constant. Through pilot testing,
the viewing time was selected to be reasonable in supporting context recovery in delayed
viewing conditions.

Time of Testing
Another common confound reported in the literature is the potential effect that the time of
testing has on the results. Specifically, it has been reported that studies finding in favor of
immediate feedback administered immediate posttests and the studies finding in favor of delayed
feedback employed delayed testing conditions. Unfortunately, due to the time and financial
resources required of this multi-session, multi-test experiment, it was not be possible to deliver a
longer-term retention test associated with each experimental condition.

Determining the Content of Feedback Statements
Typically real-time feedback messages are delivered on-the-fly by human instructors
based on the instructor’s, often subjective, evaluation of the student’s performance. To avoid
subjectivity in performance observation, assessment, and intervention, this investigation used a
testbed that automates the process of recording and scoring performance, and delivering
appropriate feedback messages. Construction of the feedback messages followed this basic
template: trainees were told what they responded in each of the four areas and whether or not it
was correct. If the action was correct, a green check mark accompanied the statement. If the
action was incorrect, a statement guiding trainees to the information for figuring out how to
perform that action correctly was delivered accompanied by a red “x.”
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The delayed feedback statements are exactly the same as the immediate feedback
statements. As discussed previously, the amount of time that the feedback information was
available was held constant in both the immediate and delayed feedback conditions. However,
this time varied from participant to participant as the feedback messages were tailored to
individual performance. Therefore, some participants may have spent greater amounts of time
reviewing feedback messages, but no more in the immediate feedback condition than in the
delayed and vice versa.
Every feedback statement targeted four areas of subtask performance: targeting accuracy,
target identification accuracy, munition selection accuracy, and prioritization accuracy. An
example feedback statement is displayed in Figure 4.

Figure 4. Screenshot of a feedback statement in a pop up window

Measures
As the main goal of any training exercise is to impart the required knowledge, skills, and
attitudes (KSAs) important for the transfer environment, the success of that training program
should be assessed along measures of those three areas.
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Knowledge
A post-initial training knowledge was administered to ensure that all participants
understood enough about the task to perform it. This was to help ensure that groups were equal
at the start of the experiment. The test consists of 14 items targeting basic knowledge of the
rules of the simulation, the types of targets, the types of munition, and how to use the tools in the
interface. All questions are multiple choice with three alternatives to select among. Each
question was scored as correct or incorrect for a total possible score of 14. When necessary, the
experimenter remediated the participant until they could respond with 100% accuracy. The
knowledge test appears in Appendix G.

Performance Measures
The demonstration of learning was assessed for four skill areas using objective
performance data during testing conditions. These four skill areas are target prioritization, target
identification, munition selection, and targeting. Each one of the skill areas can have an effect
on the overall mission impact accuracy, indicated by the neutralization of targets. Accuracy for
each skill area was assessed during all three of the post-tests, providing an estimate of skill
development after completion of the first training session and further skill development after the
completion of the second training session.

Workload Measures
Three questions from the NASA Task Load Index (TLX) were used as a subjective
measure of participants’ perceived temporal demand, and mental demand, and frustration of the
scenarios. Responses to the question addressing the perceived temporal demand of the exercise
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were used as a manipulation check that the high cognitive load scenarios produced a higher
perceived temporal demand than the low cognitive load scenarios. Presumably, a reported high
perceived temporal demand would contribute to the inability of a participant to process
immediate feedback statements during the training scenario. The workload measures are located
in Appendix F.

Reactions
An 11 item questionnaire was administered to assess participant reactions to the
feedback. The questionnaire was administered once at the conclusion of Session 1 and once
again at the conclusion of Session 2 of the experiment. Participants used a 6-point Likert scale to
indicate agreement (or disagreement) with topics such as the understandability of the feedback,
the perceived accuracy and usefulness of the feedback, the motivational quality of the feedback,
as well as other aspects. Using this scale, a 1 indicates “strongly disagree” and 6 indicates
“strongly agree. An open-ended question was included to provide participants the opportunity to
express additional opinions about the feedback and the experiment in a written format.
The second administration of the reactions questionnaire included four additional
questions for participants to answer when comparing the effectiveness of the feedback received
during Session 1 to the feedback received during Session 2. Finally, both questionnaires
included one additional question asking participants when they received feedback (during or
after trials), and allowed participants to indicate that they did not receive any feedback at all. For
a manipulation check, all participants should report receiving feedback. The reactions
questionnaires are included in Appendix H.
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Instructional Efficiency
Instructional efficiency is a product of the cognitive load theory (CLT) literature
(Sweller, 1988; Paas, Van Merrienboer & Adam, 1994). CLT stands on the premise that
learning complex tasks is a lengthy process and instructional designers should consider the
demands that are placed on a trainee’s working memory during learning. The notion is to reduce
the working memory demands, or cognitive load, of the learning exercise to allow for the
formation of schema. Paas, Tuovinen, Tabbers, & Van Gergen (2003) define three types of
cognitive load: intrinsic load, extraneous or ineffective load, and germane or effective load. The
instructional designer cannot affect intrinsic cognitive load as it is based on the interaction
between the task and the learner. Extraneous cognitive load, however, can be impacted by the
instructional designer as it represents the load that results from poorly designed instruction.
Germane cognitive load is the newest addition to the different types of cognitive load (Sweller,
Van Merrienboar, & Paas, 1998), and it is the load that is related to the mental processes that
must occur for schema construction and automation, in other words, processes directly relevant
to learning. It is important to note that CLT claims that all three types of cognitive load are
additive and must stay within working memory limits.
In order for an instructional designer to know how well their designs work, they need a
method for measuring it. CLT researchers note that performance measures alone do not provide
complete information about an instructional design. Therefore, Paas and Van Merrienboer
(1993) proposed a measure of instructional efficiency that interprets cognitive load in the context
of its associated performance level and vice versa. This instructional efficiency ratio is intended
to serve as a measure that provides information about effective designs. Instructional efficiency
52

is calculated by first standardizing objective performance scores and scores from the mental
demand assessments and then using those scores to create a ratio of performance to mental
demand. Therefore, in the current investigation, responses to the NASA TLX question
addressing the perceived mental demand of the exercise as well as objective performance scores
for the four skills areas were standardized. These standardized scores were then used to compute
a 2-dimensional instructional efficiency ratio (Kalyuga, Chandler, & Sweller, 1999; Pass & Van
Merrienboer, 1993). If the ratio is positive, it indicates that performance is greater than mental
demand and thus it can be assumed that the learner has the cognitive resources available to meet
the demands imposed by the training task. This learning situation would be characterized as
having high instructional efficiency. However, if the ratio is negative, it indicates that
performance is less than mental demand resulting in low instructional efficiency. In this case, it
can be assumed that the learner is approaching or experiencing mental overload and that the
trainee does not have sufficient cognitive resources to perform the task and learn. Under CLT,
the goal in training is to maximize performance while minimizing the use of cognitive resources.
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RESULTS

Manipulation Checks
Two basic manipulation checks were performed. The first check was performed to
ensure that all participants reported that they received feedback. The second check confirmed
that, overall, participants who performed high cognitive load scenarios reported higher perceived
temporal demand than participants who performed low cognitive load scenarios.

Manipulation Check 1: Report Received Feedback
As a manipulation check, participants were asked after each session whether they had
received feedback during training. After Session 1, four participants incorrectly answered that
they had not received feedback. In actuality, two of these participants received immediate
feedback, one under high cognitive load and one under low cognitive load and two received
delayed feedback, both after playing high cognitive load scenarios. After Session 2, two
participants incorrectly answered that they had not received feedback. One received immediate
feedback and one received delayed feedback, both followed by performance on low cognitive
load scenarios. In Session 1, the four participants were assigned to four different groups and thus
it was decided that since they were distributed across groups, that their data would be retained
for the analyses. Again, in Session 2, the same decision was made to retain the data for analyses
as the two participants were also assigned to different groups. Based on these results, it appears
as though nearly every participant in the feedback experiment recognized that they had received
feedback with the exception of a very small percentage who were distributed across groups,
therefore, nothing strange seems to be attributable to one or more groups.
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Manipulation Check 2: Perceived Temporal Demand
As a second manipulation check, participants performing high cognitive load scenarios
should have reported higher perceived temporal demand than participants performing low
cognitive load scenarios independent of the type of feedback that they received. In order to test
this assumption, two paired-sample t-tests were run comparing reported temporal demand of the
low cognitive load test scenario to the two high cognitive load test scenarios. Indeed,
participants reported significantly higher temporal demand after performance on the high
cognitive load test scenarios (High test 1: M = 70.1, SD = 25.3; High test 2: M = 60.6, SD =
24.6) than they did after the performance of the low cognitive load test scenario (M = 52.4, SD =
24.7; t(119) = -7.163, p < .001; t(118) = -3.348, p < .001, respectively). An interesting finding
emerged during this testing. That is, participants reported significantly higher perceived
temporal demand after the first high cognitive load test (after Session 1 training) compared to the
second high cognitive load test (after Session 2 training), t(118) = 4.303, p < .001. However, as
designed both of those tests were perceived as having significantly higher temporal demand than
the low cognitive load test scenario.

Random Assignment Check
To ensure that the method for random assignment used had produced groups that did not
differ demographically, one-way analyses of variance were performed on age, GPA, computer
use (time), and computer experience. The means for age, GPA, computer use (time), and
computer experience are presented in Table 3. Groups did not differ significantly with respect to
age, F(9,103) = .714, p = .695, GPA, F(9,103) = .813, p = .605, computer use (time), F(9,103) =
1.467, p = .170, and computer experience, F(9,103) = 1.178, p = .317.
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Table 3
Means and Standard Deviations for Demographic Data by Group
Overall

A

B

Age

23.018
(4.904)

23.58 22.46
(4.3) (1.8)

GPA

3.28
(0.45)

3.33
(0.6)

Comp
use*

5.57
(0.65)

Comp
exp**

2.35
(0.67)

C

D

E

F

G

H

I

J

22.08 24.27 21.46
(3.8) (5.7) (2.6)

22.00 24.40
(2.5) (3.9)

22.18
(3.2)

3.41
(0.3)

25.17 22.64
(11.0 (3.3)
)
3.21 3.38
(0.4) (0.3)

3.32
(0.3)

3.34
(0.6)

3.24
(0.3)

3.13
(0.5)

3.42
(0.3)

3.05
(0.6)

5.42
(0.9)

5.91
(0.3)

5.33
(0.7)

5.55
(0.5)

5.83
(0.4)

5.73
(0.5)

5.55
(0.5)

5.75
(0.5)

5.30
(1.0)

5.27
(0.9)

2.25
(0.9)

2.45
(0.9)

2.00
(0.6)

2.45
(0.5)

2.75
(0.5)

2.36
(0.5)

2.27
(0.8)

2.50
(0.5)

2.20
(0.6)

2.18
(1.0)

N = 113
*Computer use: 7=Several hours everyday; 6=At least once a day; 5=Several times a week; 4=Several times a
month; 3=Several times a year; 2=only a couple of time ever; 1=Never
**Computer experience: 4=Expert; 3=Know quite a bit; 2=Know a little; 1=Little or none

Further random assignment checks were performed to ensure that there were no
differences in the performance data between groups that should have been equivalent as a result
of random assignment and equal experimental treatments. To do this, at the conclusion of
Session 1, a test was conducted to assess that there were no differences in performance on the
test scenarios by Groups A, C, and J. Likewise, a test was also conducted to check if there were
differences in Session 1 test scenario performance by Groups B and D which should have also
been equal. These tests were conducted using one-way analyses of variance on test scores for
both the low and high cognitive load test scenarios. Additionally, at the conclusion of the
Session 1, tests were conducted to confirm that performance on both the low load and high load
test scenarios by Groups E, G, and I were equivalent and Groups F and H were equivalent. All

56

tests used the objective dependent variables, Prioritization, Identification, Munition and
Targeting, from the low cognitive load and high cognitive load performance tests.
As expected due to random assignment, the first test revealed that there were no
significant differences among Groups A, C, and J on any of the performance variables on either
of the Session 1 tests. Table 4 contains the means and standard deviations for the variables as
well as the F-scores and p-values.
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Table 4
Means, Standard Deviations, and ANOVA Results for Performance Variables on the Tests after
Session 1 as Performed by Groups A, C, and J
Overall
M (SD)

Group A
M (SD)

Group C
M (SD)

Group J
M (SD)

F(2,33)

P

Low cognitive load test:
Prioritization

.812
(.212)

.803
(.245)

.765
(.265)

.869
(.157)

.734

.488

High cognitive load test:
Prioritization

.344
(.313)

.318
(.301)

.277
(.265)

.437
(.369)

.838

.441

Low cognitive load test:
Identification

.653
(.294)

.521
(.328)

.688
(.264)

.750
(.261)

2.060

.144

High cognitive load test:
Identification

.425
(.136)

.392
(.151)

.433
(.167)

.450
(.080)

.571

.570

Low cognitive load test:
Munition

1.000
(.000)

1.000
(.000)

1.000
(.000)

1.000
(.000)

N/A

N/A

High cognitive load test:
Munition

.987
(.044)

1.000
(.000)

.971
(.068)

.991
(.032)

1.359

.271

Low cognitive load test:
Targeting

.535
(.247)

.507
(.201)

.490
(.230)

.609
(.302)

.802

.457

High cognitive load test:
Targeting

.327
(.194)

.321
(.209)

.342
(.208)

.317
(.180)

.057

.945

N=36

Also as expected, a test revealed that there were no significant differences between
Groups F and H on the performance variables on either of the Session 1 tests. Table 5 contains
the means and standard deviations for the variables as well as the F-scores and p-values.
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Table 5
Means, Standard Deviations, and ANOVA Results for Performance Variables on the Tests after
Session 1 as Performed by Groups F and H
Overall
M (SD)

Group F
M (SD)

Group H
M (SD)

F(1,22)

p

Low cognitive load test:
Prioritization

.778
(.187)

.803
(.152)

.752
(.220)

.426

.521

High cognitive load test:
Prioritization

.502
(292)

.430
(.297)

.574
(.280)

1.482

.236

Low cognitive load test:
Identification

.813
(.247)

.792
(.209)

.833
(.289)

.164

.689

High cognitive load test:
Identification

.563
(.128)

.575
(.114)

.550
(.145)

.221

.643

Low cognitive load test:
Munition

1.000
(.000)

1.000
(.000)

1.000
(.000)

N/A

N/A

High cognitive load test:
Munition

.991
(.032)

.990
(.036

.992
(.029)

.024

.877

Low cognitive load test:
Targeting

.454
(.191)

.419
(.183)

.490
(.200)

.839

.369

High cognitive load test:
Targeting

.477
(.126)

.465
(.126)

.489
(.131)

.216

.647

N=24

Again a test revealed no significant differences among the groups tested, this time Groups
E, G, and I, on any of the performance variables on either of the Session 1 tests. Table 6
contains the means and standard deviations for the variables as well as the F-scores and p-values.
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Table 6
Means, Standard Deviations, and ANOVA Results for Performance Variables on the Tests after
Session 1 as Performed by Groups E, G, and I
Overall
M (SD)

Group E
M (SD)

Group G Group I
M (SD) M (SD)

F(2,33)

P

Low cognitive load test:
Prioritization

.785
(.207)

.793
(.259)

.750
(.169)

.813
(.196)

.272

.763

High cognitive load test:
Prioritization

.413
(.265)

.370
(.308)

.481
(.269)

.387
(.221)

.595

.557

Low cognitive load test:
Identification

.764
(.239)

.729
(.291)

.813
(.241)

.750
(.185)

.382

.685

High cognitive load test:
Identification

.542
(.159)

.492
(.198)

.542
(.144)

.592
(.124)

1.196

.315

Low cognitive load test:
Munition

.954
(.185)

.875
(.311)

1.000
(.000)

.988
(.041)

1.743

.191

High cognitive load test:
Munition

.955
(.185)

.865
(.308)

1.000
(.000)

1.000
(.000)

2.315

.115

Low cognitive load test:
Targeting

.479
(.217)

.508
(.196)

.488
(.206)

.442
(.259)

.273

.763

High cognitive load test:
Targeting

.434
(.205)

.397
(.178)

.512
(.194)

.392
(.231)

1.353

.272

N=36

The fourth performance test revealed no significant differences between Groups B and D
on all but one of the performance variables on the Session 1 tests. Table 7 contains the means
and standard deviations for the variables as well as the F-scores and p-values. Although random
assignment and equal treatment should have prohibited this finding, there was a significant
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difference in performance on the Targeting dependent variable for the high cognitive load test for
Group B and Group D. A check for any correlations between demographic variables and
performance measures was conducted to determine if there might be a variable predicting this
effect. Indeed, the amount of computer usage and the computer expertise level were
significantly positively correlated with the Targeting dependent variable for the high cognitive
load test (computer usage: r = .184, p < .05; computer experience level: r = .194, p < .05). When
the ANCOVAs were performed on the targeting Dependent variable using these demographic
variable as covariates, they did not remove or account for the variance that is producing this
difference between Groups B and D, the groups were still uneven. Therefore, hypothesis tests
comparing these groups on Targeting subtask performance to other groups should be interpreted
cautiously.
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Table 7
Means, Standard Deviations, and ANOVA Results for Performance Variables on the Tests after
Session 1 as Performed by Groups B and D
Overall
M (SD)

Group B
M (SD)

Group D
M (SD)

F(1,22)

p

Low cognitive load test:
Prioritization

.799
(.243)

.783
(.245)

.815
(.251)

.101

.753

High cognitive load test:
Prioritization

.362
(.263)

.451
(.223)

.273
(.278)

2.978

.098

Low cognitive load test:
Identification

.740
(.239)

.708
(.257)

.771
(.225)

.401

.533

High cognitive load test:
Identification

.442
(.147)

.475
(.160)

.408
(.131)

1.244

.277

Low cognitive load test:
Munition

.976
(.064)

.983
(.058)

.969
(.072)

.273

.606

High cognitive load test:
Munition

.957
(.129)

1.000
(.000)

.915
(.176)

2.796

.109

Low cognitive load test:
Targeting

.616
(.242)

.616
(.294)

.616
(.190)

.000

.999

High cognitive load test:
Targeting

.406
(.237)

.519
(.191)

.293
(.231)

6.844

<.05*

N=24

In summary, for all but one variable on one performance test for Groups B and D, there
were no differences in performance on the tests by groups that were expected to be equivalent.
As reported, the exception to this was for the Group B and Group D comparison using the
Targeting dependent variable for the high cognitive load test. Two demographic variables
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correlated with this particular measure, computer use (time) and computer experience. However,
they did not account for the variance causing the inequality in this case. Any hypothesis test
using performance on the Targeting dependent variable during the Session 1 high cognitive load
test for Groups B and D should be interpreted cautiously.

Approach to Hypothesis Testing
Although the five hypotheses stated earlier were general, all required tests using data
from both training sessions: Session 1 and Session 2. The hypotheses were first tested using data
collected from the first training session. The same hypotheses were then tested using data
collected from the second training session.

Session One Training Analyses

Hypothesis I: Effect of Timing of Feedback and Cognitive Load on Perceived Temporal Demand
Hypothesis I(a) and (b) investigated the effect of the timing of feedback (immediate vs.
delayed) on perceived temporal demand while accounting for the cognitive load of the scenario.
Means, standard deviations and ANOVA Results for temporal demand are presented in Table 8
(Hypothesis Ia) and Table 9 (Hypothesis Ib).
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Table 8
Means, Standard Deviations, and ANOVA Results for Perceived Temporal Demand on High
Cognitive Load Training Scenarios during Session 1 as Performed by Groups EGI and FH
Overall
M (SD)

Groups EGI
M (SD)

Groups FH
M (SD)

F(1,58)

p

Scenario 1: Perceived
temporal demand

74.000
(21.566)

75.694
(20.879)

71.458
(22.769)

.551

.461

Scenario 2: Perceived
temporal demand

72.167
(19.075)

75.000
(17.647)

67.917
(20.690)

2.020

.161

N=60

Table 9
Means, Standard Deviations, and ANOVA Results for Perceived Temporal Demand on Low
Cognitive Load Training Scenarios during Session 1 as Performed by Groups ACJ and BD
Overall
M (SD)

Group ACJ
M (SD)

Group BD
M (SD)

F(1,58)

p

Scenario 1: Perceived
temporal demand

59.441
(21.396)

57.694
(19.477)

62.174
(24.300)

.6111

.438

Scenario 2: Perceived
temporal demand

55.250
(23.114)

55.278
(22.327)

55.208
(22.327)

.000

.991

N=60
1
F(1,57)

Hypothesis I(a)
Hypothesis I(a) stated that under high cognitive load, participants who received
immediate feedback would report higher temporal demand than those who received delayed
feedback. This hypothesis was tested with two one-way analyses of variance comparing groups
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EGI to Groups FH. The first test used reported temporal demand from Session 1, scenario 1 and
the second test used reported temporal demand from Session 1, scenario 2. As can be seen in
Table 8, this hypothesis was not supported.

Hypothesis I(b)
Hypothesis I(b) stated that, under low cognitive load, participants who received
immediate feedback would report higher temporal demand than those who received delayed
feedback. This hypothesis was tested in the same way as Hypothesis I(a) with two one-way
analyses of variance comparing groups ACJ to Groups BD. The first test used reported temporal
demand from Session 1, scenario 1 and the other test used reported temporal demand from
Session 1, scenario 2. This hypothesis was not supported by either test as can be seen in Table 9.
In summary, the Session 1 subjective data do not provide support for Hypothesis I.

Hypothesis II: Effects of Timing of Feedback and Cognitive Load on Performance
Hypothesis II(a) and (b) investigated the effect of the timing of feedback (immediate vs.
delayed) and the cognitive load of the training exercise (high vs. low) on the Session 1 test
performance (low test and high test) using four dependent variables: 1) Prioritization, 2)
Identification, 3) Munition, and 4) Targeting. Means, standard deviations and ANOVA Results
for the performance variables of the Session 1 tests are presented in Tables 10 (Hypothesis IIa)
and 11 (Hypothesis IIb).
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Table 10
Means, Standard Deviations, and One-way ANOVA Results for Performance Variables on the
Session 1 Tests for Groups ACJ and BD
Overall
M (SD)

Groups ACJ
M (SD)

Groups BD
M (SD)

F(1,58)

p

Low cognitive load test:
Prioritization

.807
(.223)

.812
(.212)

.799
(.243)

.049

.826

High cognitive load test:
Prioritization

.351
(.292)

.344
(.313)

.362
(.263)

.055

.815

Low cognitive load test:
Identification

.688
(.275)

.653
(.294)

.740
(.239)

1.449

.234

High cognitive load test:
Identification

.432
(.140)

.425
(.136)

.442
(.147)

.202

.654

Low cognitive load test:
Munition

.991
(.042)

1.000
(.000)

.976
(.064)

4.932

<.05*

High cognitive load test:
Munition

.975
(.089)

.987
(.044)

.957
(.129)

1.655

.203

Low cognitive load test:
Targeting

.567
(.246)

.535
(.247)

.616
(.242)

1.542

.219

High cognitive load test:
Targeting

.359
(.214)

.327
(.194)

.406
(.237)

2.039

.159

N=60
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Table 11
Means, Standard Deviations, and One-way ANOVA Results for the Performance Variables on
the Session 1 Tests for Groups EGI and FH
Overall
M (SD)

Groups EGI
M (SD)

Groups FH
M (SD)

F(1,58)

p

Low cognitive load test:
Prioritization

.782
(.198)

.785
(.207)

.778
(.187)

.021

.884

High cognitive load test:
Prioritization

.448
(.277)

.413
(.265)

.502
(.292)

1.516

.223

Low cognitive load test:
Identification

.783
(.241)

.764
(.239)

.813
(.247)

.581

.449

High cognitive load test:
Identification

.550
(.147)

.542
(.159)

.563
(.128)

.287

.594

Low cognitive load test:
Munition

.973
(.144)

.954
(.185)

1.000
(.000)

1.455

.233

High cognitive load test:
Munition

.969
(.145)

.955
(.185)

.991
(.032)

.879

.352

Low cognitive load test:
Targeting

.469
(.206)

.479
(.217)

.454
(.191)

.209

.649

High cognitive load test:
Targeting

.451
(.177)

.434
(.205)

.477
(.126)

.866

.356

N=60

Hypothesis II(a)
Hypothesis II(a) stated that cognitive load and the timing of feedback delivery will
interact to affect post-training performance such that, under low cognitive load, participants
receiving immediate feedback (Groups ACJ) will exhibit higher post-test performance than
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participants receiving delayed feedback (Groups BD). This hypothesis was tested by conducting
one-way analyses of variance using the four objective dependent measures for the two Session 1
test scenarios comparing Groups ACJ to Groups BD. The first comparison used participant
performance on the low cognitive load test scenario and the second comparison used participant
performance on the first high cognitive load test scenario. The comparison using the
performance variables on the low cognitive load test scenario revealed that Groups ACJ
performed significantly better on Munition than Groups BD, F(1,58) = 4.932, p <.05. However,
inspecting the means in Table 10 reveals a significant ceiling effect and the practical significance
of this finding is trivial (i.e., 2% accuracy difference to reach ceiling). Because of the weak
impact of this finding and that there were no other significant differences discovered, it is
concluded that this hypothesis was not supported.

Hypothesis II(b)
Hypothesis II(b) stated cognitive load and the timing of feedback delivery will interact to
affect post-training performance such that, that under high cognitive load, participants receiving
delayed feedback (Groups FH) will exhibit higher post-test performance than participants
receiving immediate feedback (Groups EGI). This hypothesis was tested by conducting one-way
analyses of variance using the four objective dependent measures for the two Session 1 test
scenarios comparing Groups FH to Groups EGI. The first comparison used participant
performance on the low cognitive load test scenario and the second comparison used participant
performance on the first high cognitive load test scenario. This hypothesis was not supported by
either test as can be seen in Table 11 above. In summary, the objective performance data from
the Session 1 tests do not provide support for Hypotheses II.
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Hypothesis III: Effects of Timing of Feedback and Cognitive Load on Instructional Efficiency
Hypothesis III(a) and (b) investigated the effect of the timing of feedback (immediate vs.
delayed) and the cognitive load of the training exercise (high vs. low) on the Session 1
instructional efficiency ratio for four dependent variables (Prioritization, Identification,
Munition, and Targeting) on two tests (low test and high test). Means, standard deviations and
ANOVA Results for instructional efficiency are presented in Tables 12 (Hypothesis IIIa) and 13
(Hypothesis IIIb).
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Table 12
Means, Standard Deviations, and One-way ANOVA Results for Instructional Efficiency on the
Session 1 Tests for Groups ACJ and BD
Overall
M (SD)

Groups ACJ
M (SD)

Groups BD
M (SD)

F(1,58)

p

Low cognitive load test:
Prioritization

.125
(1.042)

.141
(1.063)

.102
(1.033)

.020

.888

High cognitive load test:
Prioritization

-0.207
(1.054)

-0.171
(1.082)

-0.260
(1.030)

.103

.750

Low cognitive load test:
Identification

-0.100
(1.273)

-0.234
(1.391)

.102
(1.068)

1.006

.320

High cognitive load test:
Identification

-0.470
(1.028)

-0.459
(1.057)

-0.486
(1.003)

.010

.923

Low cognitive load test:
Munition

.143
(.767)

.204
(.731)

.052
(.824)

.566

.455

High cognitive load test:
Munition

-0.068
(.901)

.056
(.716)

-0.255
(1.115)

1.743

.192

Low cognitive load test:
Targeting

.233
(1.189)

.133
(1.171)

.384
(1.226)

.633

.429

High cognitive load test:
Targeting

-0.249
(1.029)

-0.308
(.893)

-0.162
(1.221)

.286

.595

N=60
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Table 13
Means, Standard Deviations, and One-way ANOVA Results for Instructional Efficiency on the
Session 1 Tests for Groups EGI and FH
Overall
M (SD)

Groups EGI
M (SD)

Groups FH
M (SD)

F(1,58)

p

Low cognitive load test:
Prioritization

-0.125
(.992)

-0.142
(1.017)

-0.100
(.975)

.025

.874

High cognitive load test:
Prioritization

.207
(.976)

.066
(.995)

.417
(.926)

1.890

.174

Low cognitive load test:
Identification

.100
(1.318)

-0.002
(1.355)

.2517
(1.273)

.529

.470

High cognitive load test:
Identification

.470
(1.238)

.364
(1.387)

.629
(.980)

.659

.420

Low cognitive load test:
Munition

-0.143
(1.128)

-0.292
(1.345)

.080
(.651)

1.583

.213

High cognitive load test:
Munition

.068
(1.175)

-0.069
(1.383)

.274
(.747)

1.226

.273

Low cognitive load test:
Targeting

-0.233
(.901)

-0.230
(.962)

-0.239
(.820)

.001

.972

High cognitive load test:
Targeting

.249
(1.021)

.136
(1.133)

.420
(.818)

1.117

.295

N=60

Hypothesis III(a)
Hypothesis III(a) stated that cognitive load and the timing of feedback delivery will
interact to affect instructional efficiency such that, under low cognitive load, participants
receiving immediate feedback (Groups ACJ) will experience higher instructional efficiency than
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participants receiving delayed feedback (Groups BD). This hypothesis was tested by computing
instructional efficiency ratios for the four objective dependent measures for the two Session 1
test scenarios and then performing one-way analyses of variance comparing Groups ACJ to
Groups BD. The first comparison used standardized scores of participant performance on the
low cognitive load test scenario and standardized responses to the mental demand question for
that test scenario to compute the instructional efficiency ratio. The second used standardized
scores of participant performance on the first high cognitive load test scenario and standardized
responses to the mental demand question for that test scenario. This hypothesis was not
supported by either test as can be seen in Table 12 above.

Hypothesis III(b)
Hypothesis III(b) stated that cognitive load and the timing of feedback delivery will
interact to affect instructional efficiency such that, under high cognitive load, participants
receiving delayed feedback (Groups FH) will experience higher instructional efficiency than
participants receiving immediate feedback (Groups EGI). This hypothesis was tested using
instructional efficiency ratios for the four objective dependent measures for the two Session 1
tests scenarios and then performing one-way analyses of variance comparing Groups FH to
Groups EGI. The first comparison used standardized scores of participant performance on the
low cognitive load test scenario and standardized responses to the mental demand question for
that test scenario to compute the instructional efficiency ratio. The second comparison used
standardized scores of participant performance on the first high cognitive load test scenario and
standardized responses to the mental demand question for that test scenario to calculate the
instructional efficiency ratio. This hypothesis was not supported by either test as can be seen in
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Table 13 above. In summary, the instructional efficiency scores of the Session 1 tests do not
provide support for Hypotheses III.

Session Two Training Analyses

Hypothesis I: Effect of Timing of Feedback and Cognitive Load on Perceived Temporal Demand
As stated previously, hypotheses I(a) and I(b) investigated the effect of the timing of
feedback (immediate vs. delayed) on perceived temporal demand while accounting for the
cognitive load of the exercise. Again, these hypotheses were tested using analyses of variance
using the test performance after Session 2. Means, standard deviations, and ANOVA results for
temporal demand of the Session 2 training scenarios are presented in Tables 14 (Hypothesis Ia)
and 15 (Hypothesis Ib).

Table 14
Means, Standard Deviations, and ANOVA Results for Perceived Temporal Demand on High
Cognitive Load Training Scenarios during Session 2 as Performed by Groups BCI and AD
Overall
M (SD)

Groups BCI
M (SD)

Groups AD
M (SD)

F(1,58)

p

Scenario 1: Perceived
temporal demand

71.750
(20.663)

68.333
(23.053)

76.875
(15.521)

2.524

.118

Scenario 2: Perceived
temporal demand

70.300
(23.437)

68.750
(24.968)

72.625
(21.237)

.390

.535

N=60
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Table 15
Means, Standard Deviations, and ANOVA Results for Perceived Temporal Demand on Low
Cognitive Load Training Scenarios during Session 2 as Performed by Groups EH and FGJ
Overall
M (SD)

Group FGJ
M (SD)

Group EH
M (SD)

F(1,58)

p

Scenario 1: Perceived
temporal demand

40.333
(24.074)

44.167
(21.753)

37.778
(25.480)

1.014

.318

Scenario 2: Perceived
temporal demand

36.800
(26.441)

36.167
(25.075)

37.222
(27.657)

.023

.881

N=60

Hypothesis I(a)
Hypothesis I(a) stated that under high cognitive load, participants who received
immediate feedback would report higher temporal demand than those who received delayed
feedback. This hypothesis was tested with two one-way analyses of variance comparing groups
BCI to Groups AD. The first test used reported temporal demand from Session 2, scenario 1 and
the second test used reported temporal demand from Session 2, scenario 2. This hypothesis was
not supported by either test as can be seen in Table 14.

Hypothesis I(b)
Hypothesis I(b) stated that, under low cognitive load, participants who received
immediate feedback would report higher levels of temporal demand than those who received
delayed feedback. Again, this hypothesis was tested in the same way as Hypothesis I(a) with
two one-way analyses of variance comparing groups EH to Groups FGJ. The first test used
reported temporal demand from Session 2, scenario 1 and the second test used reported temporal
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demand from Session 2, scenario 2. This hypothesis was not supported by either test as can be
seen in Table 15. In summary, the Session 2 subjective data do not provide support for
Hypotheses I.

Hypothesis II: Effects of Timing of Feedback and Cognitive Load on Performance
As stated previously, Hypothesis II(a) and (b) investigated the effect of the timing of
feedback (immediate vs. delayed) on post-test performance while accounting for the cognitive
load of the training exercise (high vs. low). These hypotheses were tested with analyses of
variance on the Session 2 high test performance after covarying out test performance from the
Session 1 high test. Means, standard deviations, and ANCOVA results for the performance
variables on the Session 2 test scenario are presented in Table 16 (Hypothesis IIa) and Table 17
(Hypothesis IIb).
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Table 16
Means, Standard Deviations, and One-way ANCOVA Results for Performance Variables on the
Session 2 Test for Groups EH and FG

Prioritization

Overall
M (SD)

Groups EH
M (SD)

Groups FG
M (SD)

F(1,45)

p

.526
(.292)

.563
(.308)

.490
(.276)

.777

.383

15.699

<.001***

.001

.973

12.640

<.001***

.011

.919

7.831

<.01**

.824

.369

7.376

<.01**

Prioritization covariate
Identification

.565
(.116)

.558
(.102)

.571
(.130)

Identification covariate
Munition

.989
(.060)

.983
(.082)

.995
(.026)

Munition covariate
Targeting

.550
(.163)

.562
(.168)

Targeting covariate

N=48
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.538
(.160)

Table 17
Means, Standard Deviations, and One-way ANCOVA Results for Performance Variables on the
Session 2 Test for Groups BC and AD

Prioritization

Overall
M (SD)

Groups BC
M (SD)

Groups AD
M (SD)

F(1,45)

p

.460
(.244)

.438
(.251)

.482
(.240)

.506

.480

.669

.418

.004

.952

16.577

<.001***

1.092

.302

.194

.662

.533

.469

6.684

<.05**

Prioritization covariate
Identification

.585
(.169)

.600
(.193)

.571
(.143)

Identification covariate
Munition

.997
(.021)

1.000
(.000)

.994
(.029)

Munition covariate
Targeting

.545
(.180)

.545
(.170)

Targeting covariate

.545
(.192)

N=48

Hypothesis II(a)
Hypothesis II(a) stated that cognitive load and the timing of feedback delivery will
interact to affect post-training performance such that, under low cognitive load, participants
receiving immediate feedback (Groups EH) will exhibit higher post-test performance than
participants receiving delayed feedback (Groups FG). This hypothesis was tested by conducting
one-way analyses of variance comparing Groups EH to Groups FG using the four objective
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dependent measures for the Session 2 test scenario after covarying out the performance of the
first high cognitive load scenario. This hypothesis was not supported as can be seen in Table 16
above.

Hypothesis II(b)
Hypothesis II(b) stated cognitive load and the timing of feedback delivery will interact to
affect post-training performance such that, that under high cognitive load, participants receiving
delayed feedback (Groups BC) will exhibit higher post-test performance than participants
receiving immediate feedback (Groups AD). This hypothesis was tested by conducting one-way
analyses of variance comparing Groups BC to Groups AD using the four objective dependent
measures for the Session 2 test scenario after covarying out the performance of the first high
cognitive load scenario. This hypothesis was not supported as can be seen in Table 17 above. In
summary, the Session 2 objective performance data do not provide support for Hypotheses II.

Hypothesis III: Effects of Timing of Feedback and Cognitive Load on Instructional Efficiency
As stated previously, Hypothesis III(a) and (b) investigated the effect of the timing of
feedback (immediate vs. delayed) and the cognitive load of the training exercise (high vs. low)
on the instructional efficiency ratio for four dependent variables (Prioritization, Identification,
Munition, and Targeting) on the Session 2 test after covarying out the instructional efficiency
exhibited during the Session 1 high test scenario. Means, standard deviations, and ANCOVA
results for instructional efficiency of the Session 2 test scenario are presented in Table 18
(Hypothesis IIIa) and Table 19 (Hypothesis IIIb).
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Table 18
Means, Standard Deviations, and One-way ANCOVA Results for Instructional Efficiency on the
Session 2 Performance Test for Groups EH and FG

Prioritization

Overall
M (SD)

Groups EH
M (SD)

Groups FG
M (SD)

F(1,45)

p

.095
(.850)

.230
(.941)

-0.041
(.743)

1.787

.188

10.362

<.01**

.359

.552

17.945

<.001***

.010

.919

5.054

<.05*

1.493

.228

15.575

<.001***

Prioritization covariate
Identification

-0.026
(.939)

-0.029
(1.048)

-0.022
(.839)

Identification covariate
Munition

.001
(1.053)

-0.055
(1.366)

.056
(.629)

Munition covariate
Targeting

.095
(1.070)

.183
(1.107)

Targeting covariate

N=48
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.007
(1.048)

Table 19
Means, Standard Deviations, and One-way ANCOVA Results for Instructional Efficiency on the
Session 2 Performance Test for Groups BC and AD

Prioritization

Overall
M (SD)

Groups BC
M (SD)

Groups AD
M (SD)

F(1,45)

p

-0.245
(.863)

-0.384
(.797)

-0.101
(.921)

1.993

.165

2.442

.125

.599

.443

9.984

<.01**

1.191

.281

16.430

<.001***

3.044

.088

15.043

<.001***

Prioritization covariate
Identification

-0.025
(1.365)

-0.027
(1.437)

-0.024
(1.318)

Identification covariate
Munition

-0.025
(.698)

-0.066
(.603)

.017
(.796)

Munition covariate
Targeting

-0.058
(1.163)

-0.175
(1.015)

Targeting covariate

.065
(1.311)

N=48

Hypothesis III(a)
Hypothesis III(a) stated that cognitive load and the timing of feedback delivery will
interact to affect instructional efficiency such that, under low cognitive load, participants
receiving immediate feedback (Groups EH) will experience higher instructional efficiency than
participants receiving delayed feedback (Groups FG). This hypothesis was tested using
instructional efficiency ratios for the four objective dependent measures for the Session 2 test
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scenario after covarying out the instructional efficiency of each of those variables of the first
high cognitive load scenario and then performing analyses of variance comparing Groups EH to
Groups FG. The instructional efficiency ratios were computed using standardized scores of
participant performance on the Session 2 high cognitive load test scenario and standardized
responses to the mental demand question for that test scenario. This hypothesis was not
supported by either test as can be seen in Table 18 above.

Hypothesis III(b)
Hypothesis III(b) stated that cognitive load and the timing of feedback delivery will
interact to affect instructional efficiency such that, under high cognitive load, participants
receiving delayed feedback (Groups BC) will experience higher instructional efficiency than
participants receiving immediate feedback (Groups AD). This hypothesis was tested using
instructional efficiency ratios based on the four objective dependent measures for the Session 2
test scenarios after covarying out the instructional efficiency of each of those measures on the
first high cognitive load scenario and then performing analyses of variance comparing Groups
BC to Groups AD. The instructional efficiency ratios were computed using standardized scores
of participant performance on each dependent variable in the Session 2 high cognitive load test
scenario and standardized responses to the mental demand question for that test scenario. This
hypothesis was not supported as can be referenced in Table 19 above. In summary, the Session 2
instructional efficiency ratios do not provide support for Hypotheses III.
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Hypothesis IV: Effects of Sequencing Cognitive Load and Timing of Feedback Delivery on
Performance
Hypothesis IV investigated the effect of sequencing the scenarios from low to high
cognitive load, coupled with cognitive load sensitivity in the timing of feedback delivery on
performance on the second high cognitive load test scenario for four dependent variables
(Prioritization, Identification, Munition, and Targeting). The hypothesis stated that this
sequencing would result in the best overall posttest performance. To test this hypothesis, oneway analyses of variance were conducted to compare five groups (Groups A, B, G, I, and J) to
the group hypothesized to be the best overall (Group C). As these tests were intended to reflect
the best overall performance, performance on the Session 1 tests was not covaried out for these
comparisons. Means, standard deviations, and ANOVA results for the performance variables on
the second high cognitive load test scenario are presented in Tables 20, 21, 22, 23 and 24. The
findings did not support this hypothesis.
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Table 20
Means, Standard Deviations, and One-way ANOVA Results for Performance Variables on the
Session 2 Test for Groups C and A
Overall
M (SD)

Group C
M (SD)

Group A
M (SD)

F(1,22)

p

Prioritization

.476
(.249)

.487
(.241)

.465
(.267)

.048

.828

Identification

.575
(.165)

.592
(.193)

.558
(.138)

.237

.631

Munition

.994
(.029)

1.000
(.000)

.988
(.041)

1.000

.328

Targeting

.560
(.187)

.531
(.194)

.590
(.183)

.590

.450

N=24

Table 21
Means, Standard Deviations, and One-way ANOVA Results for Performance Variables on the
Session 2 Test for Groups C and B
Overall
M (SD)

Group C
M (SD)

Group B
M (SD)

F(1,22)

p

Prioritization

.438
(.251)

.487
(.241)

.389
(.261)

.926

.346

Identification

.600
(.193)

.592
(.193)

.608
(.202)

.043

.838

Munition

1.000
(.000)

1.000
(.000)

1.000
(.000)

N/A

N/A

Targeting

.545
(.170)

.531
(.194)

.559
(.150)

.164

.689

N=24
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Table 22
Means, Standard Deviations, and One-way ANOVA Results for Performance Variables on the
Session 2 Test for Groups C and G
Overall
M (SD)

Group C
M (SD)

Group G
M (SD)

F(1,22)

p

Prioritization

.512
(.268)

.487
(.241)

.536
(.301)

.190

.667

Identification

.588
(.160)

.592
(.193)

.583
(.127)

.016

.902

Munition

1.000
(.000)

1.000
(.000)

1.000
(.000)

N/A

N/A

Targeting

.531
(.169)

.531
(.194)

.531
(.150)

.000

.993

N=24

Table 23
Means, Standard Deviations, and One-way ANOVA Results for Performance Variables on the
Session 2 Test for Groups C and I
Overall
M (SD)

Group C
M (SD)

Group I
M (SD)

F(1,22)

p

Prioritization

.541
(.229)

.487
(.241)

.595
(.212)

1.338

.260

Identification

.596
(.165)

.592
(.193)

.600
(.141)

.015

.905

Munition

1.000
(.000)

1.000
(.000)

1.000
(.000)

N/A

N/A

Targeting

.572
(.170)

.531
(.194)

.613
(.139)

1.431

.244

N=24
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Table 24
Means, Standard Deviations, and One-way ANOVA Results for Performance Variables on the
Session 2 Test for Groups C and J
Overall
M (SD)

Group C
M (SD)

Group J
M (SD)

F(1,22)

p

Prioritization

.559
(.287)

.487
(.241)

.631
(.324)

1.523

.230

Identification

.588
(.165)

.592
(.193)

.583
(.140)

.015

.905

Munition

.994
(.029)

1.000
(.000)

.988
(.041)

1.000

.328

Targeting

.489
(.194)

.531
(.194)

.447
(.193)

1.125

.300

N=24

Hypothesis V: Effects of Sequencing Cognitive Load and Timing of Feedback Delivery on
Instructional Efficiency
Hypothesis V investigated the effect of sequencing the scenarios from low to high
cognitive load, coupled with cognitive load sensitivity in the timing of feedback delivery on the
instructional efficiency of the second high cognitive load test scenario for four dependent
variables (Prioritization, Identification, Munition, and Targeting). The hypothesis stated that
participants performing training scenarios sequenced from low to high cognitive load that
include sensitivity to cognitive load in the determination of the timing of feedback delivery will
experience higher instructional efficiency than participants who first receive immediate feedback
followed by delayed feedback regardless of the cognitive load of the training scenarios. In other
words, this sequencing would result in the highest overall instructional efficiency. To test this
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hypothesis, one-way analyses of variance were conducted to compare five groups (Groups A, B,
G, I, and J) to the group hypothesized to have the highest instructional efficiency (Group C).
The comparisons used an instructional efficiency ratio computed from standardized performance
on the second high cognitive load test scenario and standardized responses to the mental demand
question for that scenario. As the tests were intended to reflect the highest overall instructional
efficiency, instructional efficiency from the Session 1 tests was not covaried out for these
comparisons. Means, standard deviations, and ANOVA results for the instructional efficiency of
the second high cognitive load test scenario are presented in Tables 25, 26, 27, 28 and 29.

Table 25
Means, Standard Deviations, and One-way ANOVA Results for Instructional Efficiency of the
Session 2 Test for Groups C and A
Overall
M (SD)

Group C
M (SD)

Group A
M (SD)

F(1,21)

p

Prioritization

-0.001
(.979)

-0.349
(.846)

.379
(1.010)

3.533

.074

Identification

.122
(1.554)

-0.179
(1.670)

.450
(1.419)

.936

.344

Munition

.132
(.807)

-0.158
(.568)

.448
(.931)

3.627

.071

Targeting

.244
(1.245)

-0.326
(1.157)

.867
(1.058)

6.615

<.05*

N=23
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Table 26
Means, Standard Deviations, and One-way ANOVA Results for Instructional Efficiency of the
Session 2 Test for Groups C and B
Overall
M (SD)

Group C
M (SD)

Group B
M (SD)

F(1,22)

p

Prioritization

-0.384
(.797)

-0.349
(.846)

-0.419
(.781)

.044

.835

Identification

-0.027
(1.437)

-0.179
(1.670)

.124
(1.214)

.258

.617

Munition

-0.066
(.603)

-0.158
(.568)

.028
(.647)

.559

.463

Targeting

-0.175
(1.015)

-0.326
(1.157)

-0.023
(.875)

.524

.477

N=24

Table 27
Means, Standard Deviations, and One-way ANOVA Results for Instructional Efficiency of the
Session 2 Test for Groups C and G
Overall
M (SD)

Group C
M (SD)

Group G
M (SD)

F(1,22)

p

Prioritization

-0.251
(.875)

-0.349
(.846)

-0.153
(.930)

.291

.595

Identification

-0.173
(1.294)

-0.179
(1.670)

-0.167
(.844)

<.001

.983

Munition

-0.124
(.582)

-0.158
(.568)

-0.089
(.619)

.083

.777

Targeting

-0.290
(1.045)

-0.326
(1.157)

-0.254
(.971)

.027

.870

N=24
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Table 28
Means, Standard Deviations, and One-way ANOVA Results for Instructional Efficiency of the
Session 2 Test for Groups C and I
Overall
M (SD)

Group C
M (SD)

Group I
M (SD)

F(1,22)

p

Prioritization

-0.006
(.871)

-0.349
(.846)

.336
(.784)

4.235

.052

Identification

.054
(1.357)

-0.179
(1.670)

.287
(.971)

.695

.413

Munition

.045
(.684)

-0.158
(.568)

.248
(.752)

2.233

.149

Targeting

.046
(1.117)

-0.326
(1.157)

.418
(.985)

2.875

.104

N=24

Table 29
Means, Standard Deviations, and One-way ANOVA Results for Instructional Efficiency of the
Session 2 Test for Groups C and J
Overall
M (SD)

Group C
M (SD)

Group J
M (SD)

F(1,22)

p

Prioritization

-0.063
(1.172)

-0.349
(.846)

.222
(1.407)

1.450

.241

Identification

-0.109
(1.569)

-0.179
(1.670)

-0.394
(1.532)

.045

.834

Munition

-0.160
(.738)

-0.158
(.568)

-0.161
(.904)

.000

.994

Targeting

-0.399
(1.288)

-0.326
(1.157)

-0.471
(1.455)

.073

.789

N=24
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For instructional efficiency, there were a few significant findings and trends, however,
they were in the opposite direction of the prediction. Clearly then, the data did not support the
hypothesis. Looking at the Means, Standard Deviations and ANOVA results in Table 28, it can
be seen that there was a trend that Group I exhibited higher instructional efficiency than Group C
on Prioritization, F(1,22) = 4.235, p = .052, however, this did not reach significance and there
were no other significant findings for the other variables for the Group C and I comparison.
Therefore, I argue that the pattern of results are not strong enough to justify drawing any
conclusions that Group I training results in higher instructional efficiency than Group C training.
For the instructional efficiency comparison between Group A and Group C, Targeting
reached significance in the opposite direction from the prediction, F(1,21) = 6.615, p < .05, and
Prioritization and Munition showed a trend in this opposite direction [Prioritization: F(1,21) =
3.533, p = .074; Munition: F(1,21) = 3.627, p = .071; see Table 25 for Means and Standard
Deviations]. The pattern of results in the opposite direction from the prediction are a bit more
compelling than for the Group I and Group C comparison. Clearly, Group C did not result in the
highest overall instructional efficiency as hypothesized. However, there is not enough evidence
to support a claim that Group A results in the highest overall instructional efficiency. Additional
research would be needed to cleanly test this empirically.

Exploratory Analyses
Overall, the hypotheses in this investigation were targeted at very specific predicted
interactions of the independent variables, and thus the statistical testing was conducted to only
test for these interactions. With the finding of no statistical support for any of the hypotheses, a
series of post hoc exploratory analyses were conducted to take a step back to look for general
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main effects of the feedback timing and cognitive load variables at each Session on each of the
performance variables of the test scenarios. It is hoped that these exploratory analyses will help
inform future investigations into feedback timing.

Cognitive Load and Timing of Feedback: Low Cognitive Load Test
The first exploratory set of analyses looked for main effects of the cognitive load and
timing of feedback independent variables on the Session 1 low cognitive load test performance
and instructional efficiency ratios. To conduct this test, all 10 experimental groups were grouped
by their cognitive load and feedback timing assignments for Session 1. Then, two-way analyses
of variance were run on the performance variables and instructional efficiency ratios for only
three of the four subtasks: Prioritization, Identification, and Targeting. Through the planned
comparisons, it was apparent that Munition had a ceiling effect and so it was dropped from all of
the exploratory analyses.

Performance Variables
The first exploratory analysis was conducted for Prioritization. This ANOVA revealed
no main effects of cognitive load, F(1,116) = .375, p=.542, or feedback timing, F(1,116) = .069,
p = .793, and no interaction effect between feedback timing and cognitive load, F(1,116) = .005,
p = .946 on the performance of the low cognitive load test.
For Identification, a trend suggested an effect of cognitive load, F(1,116) = 3.653,
p < .058, however, it did not reach significance. Similar to Prioritization, there was no main
effect of feedback timing, F(1,116) = 1.978, p = .162, and no interaction effect between feedback
timing and cognitive load, F(1,116) = .157, p = .692. The effect of cognitive load that
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approached significance indicated that training with high cognitive load scenarios as compared to
low cognitive load scenarios had a positive effect on Identification performance during the
Session 1 low cognitive load test.
For Targeting, there was a significant main effect of cognitive load, F(1,116) = 6.606, p <
.05. However, there was no main effect of feedback timing, F(1,116) = .426, p = .515 and no
interaction effect between feedback timing and cognitive load, F(1,116) = 1.547, p = .216. The
main effect of cognitive load that was discovered for Targeting indicated that training with low
cognitive load scenarios as compared to high cognitive load scenarios had a positive effect on
Targeting performance during the Session 1 low cognitive load test. This is in the opposite
direction of trend of a main effect of cognitive load on Identification. Means and Standard
Deviations for all three subtasks are located in Table 30.
In summary, a main effect of cognitive load was discovered for Targeting and it
approached significance for Identification. However, the findings were in the opposite
directions. This suggests that training with high cognitive load scenarios improves performance
on a low cognitive load test for Identification as compared to training with low cognitive load
scenarios. But it also suggests that training with low cognitive load scenarios improves
performance on a low cognitive load test for Targeting as compared to training with high
cognitive load scenarios. No other main effects of feedback timing or interaction effects were
found.
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Table 30
Means and Standard Deviations for Performance Variables of the Session 1 Low Test by Timing
of Feedback and Cognitive Load of the Session 1 Training
Low load
M (SD)

High load
M (SD)

Total
M (SD)

Immediate feedback
Prioritization

.812 (.212)

.785 (.207)

.799 (.209)

Identification

.653 (.294)

.763 (.239)

.708 (.272)

Targeting

.535 (.247)

.479 (.217)

.507 (.232)

Prioritization

.799 (.243)

.778 (.187)

.788 (.215)

Identification

.740 (.239)

.813 (.247)

.776 (.243)

Targeting

.616 (.242)

.454 (.191)

.535 (.231)

Prioritization

.807 (.223)

.782 (.198)

Identification

.688 (.275)

.783 (.241)

Targeting

.567 (.246)

.469 (.206)

Delayed feedback

Total

N=120
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Instructional Efficiency
The tests for the instructional efficiency of Prioritization on the low cognitive load test
revealed no significant main effects of cognitive load, F(1,116) = 1.600, p < .208 or feedback
timing, F(1,116) = ..000, p = .994, and no interaction effect between feedback timing and
cognitive load, F(1,116) = .045, p = .832. Similar to the lack of instructional efficiency findings
for Prioritization, the instructional efficiency tests for Identification revealed no significant main
effect of cognitive load, F(1,116) = .623, p < .432 and no main effect of feedback timing,
F(1,116) = 1.487, p = .225. Also, there was no interaction effect of feedback timing and
cognitive load, F(1,116) = .029, p = .864.
For Targeting, however, there was a main effect of cognitive load on instructional
efficiency, F(1,116) = 6.216, p < .05. This suggests that training with low cognitive load
scenarios increases the instructional efficiency of Targeting for the low cognitive load test
scenario. There was no main effect of feedback timing, F(1,116) = .374, p = .542 or interaction
between the two, F(1,116) = .428, p = .514. Not surprisingly, the main effect of cognitive load
indicated that training with high cognitive load scenarios resulted in higher instructional
efficiency than training with low cognitive load scenarios as indicated on the Session 1 high
cognitive load test Means and Standard Deviations for all three subtasks are located in Table 31.
In summary, the only effect discovered through the exploratory analyses for instructional
efficiency on the low cognitive load test scenario was a main effect of cognitive load for
instructional efficiency of the Targeting subtask This suggested that training with low cognitive
load scenarios increases the instructional efficiency of the Targeting subtask on the low cognitive
load test scenario as compared to training with high cognitive load scenarios. No other main
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effects or interaction effects were found for the effect of cognitive load on instructional
efficiency on any of the subtasks.

Table 31
Means and Standard Deviations for Instructional Efficiency of the Session 1 Low Test by Timing
of Feedback and Cognitive Load of the Session 1 Training
Low load
M (SD)

High load
M (SD)

Total
M (SD)

Immediate feedback
-

Prioritization

.141 (1.063)

-.141 (1.017)

-.001 (1.043)

-

Identification

-.234 (1.391)

-.002 (1.355)

-.118 (1.369)

-

Targeting

.133 (1.171)

-.233 (.962)

-.048 (1.080)

Delayed feedback
-

Prioritization

.102 (1.033)

-.100 (.975)

.001 (.999)

-

Identification

.102 (1.068)

.252 (1.273)

.177 (1.165)

-

Targeting

.384 (1.226)

-.239 (.820)

.073 (1.079)

-

Prioritization

.125 (1.042)

-.125 (.992)

-

Identification

-.100 (1.273)

.100 (1.318)

-

Targeting

.233 (1.89)

-.233 (.900)

Total

N=120
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Cognitive Load and Timing of Feedback: High Cognitive Load Test 1
The second exploratory analysis looked for main effects of the cognitive load and timing
of feedback independent variables on the Session 1 high cognitive load test performance and
instructional efficiency ratios. To conduct this test, the same groups were retained from the
Session 1 low cognitive load test and two-way analyses of variance were run on the performance
variables and instructional efficiency ratios for the three subtasks: Prioritization, Identification,
and Targeting.

Performance Variables
For Prioritization, the ANOVA revealed a main effect of cognitive load approaching
significance, F(1,116) = 3.875, p=.051. There was no main effect of feedback timing,
F(1,116) = 1.028, p = .313 and no interaction effect between feedback timing and cognitive load,
F(1,116) = .450, p = .504. The main effect of cognitive load that neared significance suggested a
trend that training with high cognitive load scenarios as compared to low cognitive load
scenarios has a positive effect on Prioritization performance during the Session 1 high cognitive
load test.
For Identification, there was a significant main effect of cognitive load,
F(1,116) = 19.551, p < .001. However, as discovered with Prioritization, there was no main
effect of feedback timing, F(1,116) = .487, p = .486, and no interaction effect between feedback
timing and cognitive load, F(1,116) = .006, p = .938. The main effect of cognitive load indicated
that training with high cognitive load scenarios as compared to low cognitive load scenarios had
a positive effect on Identification performance during the Session 1 high cognitive load test.
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Like the other two variables, for Targeting, there was a significant main effect of
cognitive load, F(1,116) = 5.944, p < .05. However, there was no main effect of feedback
timing, F(1,116) = 2.863, p = .093 and no interaction effect between feedback timing and
cognitive load, F(1,116) = .247, p = .620. Similar to Prioritization and Identification, the main
effect of cognitive load indicated that training with high cognitive load scenarios as compared to
low cognitive load scenarios had a positive effect on Targeting performance during the Session 1
high cognitive load test. Means and Standard Deviations for all three subtasks are located in
Table 32.
In summary, a main effect of cognitive load was discovered for Identification and
Targeting and it approached significance for Prioritization. This suggests that training with high
cognitive load scenarios improves performance on a high cognitive load test on all 3 of the
variables as compared to training with low cognitive load scenarios. No other main effects of
feedback timing or interaction effects were found.
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Table 32
Means and Standard Deviations for Performance Variables of the Session 1 High Test by Timing
of Feedback and Cognitive Load of the Session 1 Training
Low load
M (SD)

High load
M (SD)

Total
M (SD)

Immediate feedback
-

Prioritization

.344 (.313)

.413 (.265)

.378 (.290)

-

Identification

.425 (.136)

.542 (.159)

.483 (.158)

-

Targeting

.327 (.194)

.434 (.205)

.380 (.205)

Delayed feedback
-

Prioritization

.362 (.263)

.502 (.292)

.432 (.284)

-

Identification

.442 (.147)

.563 (.128)

.502 (.149)

-

Targeting

.406 (.237)

.477 (.126)

.442 (.191)

-

Prioritization

.351 (.292)

.448 (.277)

-

Identification

.432 (.140)

.550 (.147)

-

Targeting

.359 (.214)

.451 (.177)

Total

N=120
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Instructional Efficiency
The instructional efficiency for Prioritization tests revealed a significant main effect of
cognitive load, F(1,116) = 5.834, p < .05 and no main effect of feedback timing, F(1,116) = .476,
p = .492 or interaction effect between feedback timing and cognitive load, F(1,116) = 1.353,
p = .247. Similar to the analyses with the performance variables, the main effect of cognitive
load indicated that training with high cognitive load scenarios results in higher instructional
efficiency than training with low cognitive load scenarios as indicated on the Session 1 high
cognitive load test.
For Identification, the instructional efficiency tests revealed a significant main effect of
cognitive load, F(1,116) = 20.667, p < .001 similar to the instructional efficiency findings for
Prioritization. Also similar is the finding of no main effect of feedback timing, F(1,116) = .314,
p = .576 or interaction effect of feedback timing and cognitive load, F(1,116) = .470, p = .494.
Again, the main effect of cognitive load indicated that training with high cognitive load scenarios
resulted in higher instructional efficiency than training with low cognitive load scenarios as
indicated on the Session 1 high cognitive load test.
Finally, for Targeting results were in line with the other two variables in that there was a
significant main effect of cognitive load, F(1,116) = 7.165, p < .01 and no main effect of
feedback timing, F(1,116) = 1.260, p = .264 or interaction between the two, F(1,116) = .130,
p = .719. Not surprisingly, the main effect of cognitive load indicated that training with high
cognitive load scenarios resulted in higher instructional efficiency than training with low
cognitive load scenarios as indicated on the Session 1 high cognitive load test. Means and
Standard Deviations for all three subtasks are located in Table 33.
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In summary, similar to the findings with the performance variables, a main effect of
cognitive load on instructional efficiency was discovered for all three performance variables
suggesting that training with high cognitive load test scenarios resulted in higher instructional
efficiency on a high cognitive load test than training with low cognitive load scenarios. No other
main effects or interaction effects were found for the effect of cognitive load on instructional
efficiency.

99

Table 33
Means and Standard Deviations for Instructional Efficiency of the Session 1 High Test by
Timing of Feedback and Cognitive Load of the Session 1 Training
Low load
M (SD)

High load
M (SD)

Total
M (SD)

Immediate feedback
-

Prioritization

-.171 (1.082)

.066 (.995)

-.052 (1.040)

-

Identification

-.459 (1.057)

.364 (1.387)

-.048 (1.293)

-

Targeting

-.308 (.893)

.136 (1.133)

-.086 (1.037)

Delayed feedback
-

Prioritization

-.260 (1.030)

.417 (.926)

.078 (1.028)

-

Identification

.486 (1.003)

.629 (.980)

.072 (1.131)

-

Targeting

-.162 (1.221)

.420 (.818)

.129 (1.069)

-

Prioritization

-.207 (1.054)

.207 (.976)

-

Identification

-.470 (1.028)

.470 (1.238)

-

Targeting

-.249 (1.029)

.249 (1.021)

Total

N=120
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Cognitive Load and Timing of Feedback: High Cognitive Load Test 2
Exploratory analyses for the performance variables and instructional efficiency ratios
were again conducted for the second high cognitive load test scenario that followed Session 2.
This exploratory analysis looked for main effects of the cognitive load and timing of feedback
independent variables on the Session 2 high cognitive load test performance and instructional
efficiency ratios. Again, all 10 experimental groups were grouped as to their cognitive load and
feedback timing assignments, but this time for Session 2. To account for any variance that may
have been attributed to Session 1, a two-way ANCOVA was conducted for each performance
variable and each associated instructional efficiency ratio. The ANCOVA used the
corresponding variables from the Session 1 high cognitive load test as a covariate. In all six
cases, the covariate was significant suggesting that performance on the first high cognitive load
test was predictive of performance on the second high cognitive load test. After removing this
variance, the effects of the independent variables during Session 2 could be explored.

Performance Variables
The ANCOVA for the Prioritization variable did not reveal any significant main effects
[cognitive load: F(1,116) = .113, p = .737; feedback timing: F(1, 116) = .154, p = .695] or
interactions of cognitive load and timing of feedback, F(1,116) = .001, p = .981. Unlike the
Session 1 analyses, cognitive load and feedback timing during Session 2 did not affect posttest
performance.
The test for Identification variable revealed a main effect of cognitive load approaching
significance, F(1,116) = 3.591, p = .061. There was no main effect of feedback timing,
F(1,116) = .010, p = .920 and no interaction effect between feedback timing and cognitive load,
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F(1,116) = .303, p = .583. The main effect of cognitive load that approached significance
suggested a trend that training with high cognitive load scenarios as compared to low cognitive
load scenarios had a positive effect on Identification performance during the Session 2 high
cognitive load test.
Similar to Prioritization, there were no main effects [cognitive load: F(1,116) = 1.647,
p = .202; feedback timing: F(1,116) = .802, p = .372] or interaction effects, F(1,116) = .525,
p = .470 for Targeting. Actual Means and Standard Deviations for all three subtasks are located
in Table 34.
In summary, no main effects or interaction effects of cognitive load and feedback timing
were found for Prioritization or Targeting. For Identification, a main effect of cognitive load
approached significance suggesting that training with high cognitive load scenarios during
Session 2 improves performance on the Session 2 high cognitive load test scenario.
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Table 34
Means (Actual) and Standard Deviations for Performance Variables of the Session 2 High Test
by Timing of Feedback and Cognitive Load of the Session 2 Training
Low load
M (SD)

High load
M (SD)

Total
M (SD)

Immediate feedback
-

Prioritization

.490 (.247)

.482 (.240)

.487 (.242)

-

Identification

.600 (.176)

.571 (.143)

.588 (.163)

-

Targeting

.568 (.162)

.545 (.192)

.559 (.173)

Delayed feedback
-

Prioritization

.537 (.296)

.563 (.308)

.547 (.299)

-

Identification

.575 (.132)

.558 (.102)

.568 (.120)

-

Targeting

.508 (.175)

.562 (.168)

.529 (.172)

-

Prioritization

.514 (.272)

.522 (.277)

-

Identification

.588 (.155)

.565 (.123)

-

Targeting

.538 (.170)

.553 (.179)

Total

N=120
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Instructional Efficiency
The ANCOVA on the instructional efficiency ratio for Prioritization did not reveal any
significant main effects of cognitive load, F(1,116) = .222, p = .639 or feedback timing, F(1,116)
= 1.919, p = .169 or an interaction of the two, F(1,116) = .028, p = .868. The lack of significant
differences was also found for the instructional efficiency ratio for Identification. That is, there
were no main effects [cognitive load: F(1,116) = 2.605, p = .109, feedback timing: F(1,116) =
.826, p = .365] or interaction effect between cognitive load and feedback timing, F(1,116) =
.524, p = .471. Interestingly, the test for the instructional efficiency ratio for Targeting revealed
a main effect of feedback timing that approached significance, F(1,116) = 3.602, p = .060,
suggesting a trend that immediate feedback received during Session 1 resulted in an increase in
instructional efficiency of Session 2. No main effect of cognitive load, F(1,116) = 1.321, p =
.253 or interaction effect of load and feedback timing, F(1,116) = .001, p = .969 were discovered.
In summary, there were no main effects of cognitive load or interaction effects of load and
feedback timing on instructional efficiency for any of the three variables. Additionally, there
was no main effect of feedback timing for the instructional efficiency of Prioritization or
Identification. However, a main effect of feedback timing for the instructional efficiency of
Targeting approached significance suggesting a trend that participants that train with immediate
feedback during Session 2 have higher instructional efficiency for Targeting on the Session 2
test. Actual Means and Standard Deviations for all three subtasks are located in Table 35.
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Table 35
Means (Actual) and Standard Deviations for Instructional Efficiency of the Session 2 High Test
by Timing of Feedback and Cognitive Load of the Session 2 Training
Low load
M (SD)

High load
M (SD)

Total
M (SD)

Immediate feedback
-

Prioritization

.230 (.941)

-.101 (.921)

.068 (.937)

-

Identification

-.029 (1.048)

-.024 (1.318)

-.026 (1.175)

-

Targeting

.183 (1.107)

.065 (1.311)

.125 (1.199)

Delayed feedback
-

Prioritization

.047 (1.001)

-.144 (.854)

-.049 (.928)

-

Identification

-.028 (1.095)

.077 (1.294)

-.026 (1.175)

-

Targeting

-.153 (1.200)

.023 (1.031)

-.065 (1.114)

Total
-

Prioritization

.120 (.973)

-.127 (.873)

-

Identification

-.028 (1.068)

.038 (1.293)

-

Targeting

-.018 (1.166)

.039 (1.137)

N=120
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Cognitive Load and Timing of Feedback: Session 1 Effects on Session 2 Test
A fourth set of exploratory analyses for the performance variables and instructional
efficiency ratios were conducted to look for any carry over effects from the Session 1 training on
the Session 2 test. The analyses looked for main effects of the cognitive load and timing of
feedback independent variables from Session 1 training on the Session 2 high cognitive load test
performance and instructional efficiency ratios. The 10 experimental groups were again grouped
as to their cognitive load and feedback timing assignments for Session 1. Then two-way
ANCOVAs were conducted on the Session 2 test performance variables and instructional
efficiency ratios using the cognitive load and feedback timing assignments from Session 1 as the
independent variables and the corresponding dependent variables from Session 1 as covariates on
the Session 2 scores.

Performance Variables
The ANCOVA for the Prioritization variable revealed a significant main effect of Session
1 feedback timing, F(1,116) = 3.958, p <.05 on Session 2 Prioritization performance after
covarying out Session 1 test performance. There were no other effects found (cognitive load:
F(1,116) = .024, p = .877; feedback timing and cognitive load interaction: F(1,116) = .002, p =
.966). The main effect of feedback timing indicated that training with immediate feedback
during Session 1 as compared to delayed feedback has a positive effect on Prioritization
performance during the Session 2 high cognitive load test.
The test for the Identification variable revealed a significant main effect of Session 1
cognitive load, F(1,116) = 7.565, p < .01 on Session 2 performance after covarying out Session 1
test performance. There was no main effect of feedback timing, F(1,116) = .195, p = .660 and no
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interaction effect between feedback timing and cognitive load, F(1,116) = .772, p = .382. The
main effect of cognitive load indicated that training with high cognitive load scenarios during
Session 1 as compared to low cognitive load scenarios has a positive effect on Identification
performance during the Session 2 high cognitive load test.
The ANCOVA for the Targeting variable did not reveal any significant Session 1 main
effects [cognitive load: F(1,116) = .169, p = .682; feedback timing: F(1,116) = .520, p = .472] or
interactions of cognitive load and timing of feedback, F(1,116) = .142, p = .707 on Session 2
Targeting performance. Actual Means and Standard Deviations for all three subtasks are located
in Table 36.
In summary, two carry over effects were revealed through these exploratory analyses.
Specifically, for Prioritization, training with immediate feedback during Session 1 positively
affected performance on the Session 2 test after accounting for Session 1 test performance. For
Identification, training with high cognitive load scenarios during Session 1 positively affected
performance on the Session 2 test after accounting for Session 1 test performance.
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Table 36
Means (Actual) and Standard Deviations for Performance Variables of the Session 2 High Test
by Timing of Feedback and Cognitive Load of the Session 1 Training
Low load
M (SD)

High load
M (SD)

Total
M (SD)

Immediate feedback
-

Prioritization

.528 (.281)

.564 (.279)

.546 (.279)

-

Identification

.578 (.155)

.581 (.131)

.579 (.142)

-

Targeting

.526 (.194)

.572 (.153)

.548 (.175)

Delayed feedback
-

Prioritization

.444 (.243)

.504 (.277)

.474 (.259)

-

Identification

.596 (176)

.558 (.106)

.577 (.145)

-

Targeting

.530 (.175)

.548 (.171)

.540 (.171)

-

Prioritization

.494 (.268)

.540 (.277)

-

Identification

.585 (.162)

.572 (.121)

-

Targeting

.526 (.185)

.563 (.159)

Total

N=120
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Instructional Efficiency
The ANCOVA for the instructional efficiency of Prioritization revealed a significant
main effect of Session 1 feedback timing. F(1,116) = 4.859, p <. 05 on Session 2 instructional
efficiency of Prioritization after covarying out the instructional efficiency calculated from the
Session 1 test. There were no other effects found [cognitive load: F(1,116) = .868, p = .354;
feedback timing and cognitive load interaction: F(1,116) = 1.818, p = .180]. The main effect of
feedback timing indicated that training with immediate feedback during Session 1 as compared
to delayed feedback increases instructional efficiency of Prioritization during the Session 2 high
cognitive load test.
The test for the instructional efficiency of Identification revealed a main effect of Session
1 cognitive load approaching significance, F(1,116) = 3.667, p = .058 on Session 2 performance
after covarying out Session 1 instructional efficiency. There was no main effect of feedback
timing, F(1,116) = .810, p = .370 and no interaction effect between feedback timing and
cognitive load, F(1,116) = .091, p = .764. The main effect of cognitive load that approached
significance indicated a trend that training with high cognitive load scenarios during Session 1 as
compared to low cognitive load scenarios increases the instructional efficiency of Identification
during the Session 2 high cognitive load test.
The ANCOVA for instructional efficiency for Targeting did not reveal any significant
Session 1 main effects [cognitive load: F(1,116) = .130, p = .719; feedback timing: F(1,116) =
1.736, p = .190] or interactions of cognitive load and timing of feedback, F(1,116) = .826, p =
.365 on Session 2 Targeting instructional efficiency. Actual Means and Standard Deviations for
all three subtasks are located in Table 37.
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In summary, two carry over effects on instructional efficiency were revealed through
exploratory analyses. Specifically, for Prioritization, training with immediate feedback during
Session 1 produced higher instructional efficiency on the Session 2 test after accounting for
Session 1 instructional efficiency. For Identification, training with high cognitive load scenarios
during Session 1 produced higher instructional efficiency on the Session 2 test after accounting
for Session 1 instructional efficiency.
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Table 37
Means (Actual) and Standard Deviations for Performance Variables of the Session 2 High Test
by Timing of Feedback and Cognitive Load of the Session 1 Training
Low load
M (SD)

High load
M (SD)

Total
M (SD)

Immediate feedback
-

Prioritization

.076 (1.128)

.136 (.954)

.107 (1.037)

-

Identification

.067 (1.525)

.030 (1.011)

.048 (1.281)

-

Targeting

-.001 (1.344)

.131 (1.062)

.066 (1.203)

Delayed feedback
-

Prioritization

-.480 (.674)

.153 (.640)

-.163 (.724)

-

Identification

-.167 (1.172)

.047 (.858)

-.060 (1.022)

-

Targeting

-.347 (1.022)

.202 (1.061)

-.072 (1.067)

-

Prioritization

-.150 (1.001)

.143 (.837)

-

Identification

-.028 (1.387)

.037 (.946)

-

Targeting

-.142 (1.226)

.159 (1.054)

Total

N=120
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Feedback Reactions
Participants’ reactions to the feedback were collected at the end of each training Session.
The reactions to the feedback collected at the end of Session 1 are presented in Table 38. Oneway analyses of variance were performed on each question. None of the tests showed significant
differences in subjective responses indicating that, at the conclusion of Session 1, participants in
the immediate and delayed feedback conditions did not differ in their beliefs about the feedback.
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Table 38
Means, Standard Deviations, and ANOVA Results for Trainee Reactions to the Feedback after
Session 1
I believe that the feedback I received…

Overall
M (SD)

Immediate
M (SD)

Delayed
M (SD)

F(1,114)

p

was easy to understand.

4.672
(1.297)

4.757
(1.313)

4.544
(1.277)

.751

.388

4.509
(1.309)

4.586
(1.268)

4.391
(1.374)

.610

.436

3.522
(1.327)

3.507
(1.302)

3.544
(1.378)

.0201

.887

3.557
(1.272)

3.557
(1.281)

3.556
(1.271)

.0001

.995

3.739
(1.243)

3.600
(1.172)

3.978
(1.325)

2.605

.109

4.130
(1.490)

4.101
(1.477)

4.174
(1.525)

.0651

.800

3.724
(1.624)

3.8
(1.538)

3.609
(1.757)

.383

.537

2.500
(1.168)

2.586
(1.110)

2.370
(1.254)

.950

.332

2.474
(1.435)

2.529
(1.481)

2.391
(1.374)

.252

.616

3.217
(1.303)

3.271
(1.372)

3.133
(1.198)

.3061

.581

3.333
(1.301)

3.333
(1.368)

3.333
(1.206)

.0002

1.00

correctly diagnosed the errors I was
making.
helped me to improve my performance
on the subsequent trial.
focused my attention on learning
strategies to perform this task better.
focused my attention toward the
performance level I should obtain.

could have been more useful.
It seemed like I received the same
feedback over and over.
did not accurately reflect my
performance.
I ignored and made no attempt to use
the feedback I had received.
provided me with effective strategies to
help me perform better.
helped me generate my own strategies
to help me perform better.
N=116
1
F(1,113)
2
F(1,112)
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The reactions to the feedback collected at the end of Session 2 are presented in Table 39.
Again, one-way analyses of variance were performed on each question which, this time, revealed
significant differences in subjective responses. First, participants in the delayed feedback
condition agreed more strongly than those in the immediate feedback condition that it seemed
like they received the same feedback over and over, F(1, 113) = 6.838, p < .01. Next, during this
second administration of the questionnaire, four questions were added to provide participants
with the opportunity to compare the feedback they received during Session 2 to the feedback
they received during Session 1. In all four cases, independent of the type of feedback that they
received during Session 1, participants that received immediate feedback during Session 2
reported that it was better than the feedback they received during Session 1. Specifically, they
reported that the feedback they received during Session 1 was worse at helping them improve
performance than the (immediate) feedback received during Session 2, F(1,116) = 10.020, p <
.01, that they liked the feedback received during Session 1 less than the (immediate) feedback
received during Session 2, F(1,116) = 9.225, p < .01, that they believe the feedback received
during Session 1 motivated them less than the (immediate) feedback received during Session 2,
F(1,116) = 8.824, p < .01, and that they believed that the feedback they received during Session
1 increased their confidence less than the (immediate) feedback received during Session 2,
F(1,113) = 4.156, p < .05. In summary, after the Session 2 training and only after a comparison
could be made, participants that received immediate feedback rated that feedback more favorably
than the feedback they received during Session 1 independent of what kind of feedback that was.
This suggests that there is a perceived subjective benefit of immediate feedback during Session 2
training as compared to the feedback (immediate or delayed) received during Session 1.
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Table 39
Means, Standard Deviations, and ANOVA Results for Trainee Reactions to the Feedback after
Session 2
I believe that the feedback I
received…
was easy to understand.

Overall
M (SD)
4.890
(1.218)

Immediate
M (SD)
4.724
(1.192)

Delayed
M (SD)
5.000
(1.231)

F(1,116)

p

1.464

.229

correctly diagnosed the errors I was
making.

4.551
(1.298)

4.447
(1.138)

4.620
(1.400)

.500

.481

helped me to improve my
performance on the subsequent trial.

3.475
(1.506)

3.787
(1.503)

3.268
(1.483)

3.436

.066

focused my attention on learning
strategies to perform this task better.

3.500
(1.512)

3.702
(1.600)

3.366
(1.447)

1.401

.239

focused my attention toward the
performance level I should obtain.

3.763
(1.529)

4.000
(1.629)

3.606
(1.449)

1.897

.171

could have been more useful.

3.863
(1.602)

3.851
(1.744)

3.871
(1.512)

.0051

.947

It seemed like I received the same
feedback over and over.

3.678
(1.508)

3.239
(1.433)

3.971
(1.495)

6.8383

<.01**

did not accurately reflect my
performance.

2.542
(1.217)

2.426
(1.156)

2.620
(1.258)

.718

.398

I ignored and made no attempt to use
the feedback I had received.

2.797
(1.641)

2.660
(1.646)

2.887
(1.644)

.542

.463

provided me with effective strategies
to help me perform better.

3.224
(1.481)

3.489
(1.517)

3.056
(1.443)

2.3782

.126

helped me generate my own
strategies to help me perform better.

3.347
(1.323)

3.511
(1.349)

3.239
(1.303)

1.190

.277

during the first training phase was
(better, equally good, worse) at
helping me improve my performance
than the feedback I received during
the second training phase.

1.890
(0.689)

2.128
(0.679

1.732
(0.654)

10.020

<.01**
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I believe that the feedback I
received…
that I liked the feedback received
during the first training phase (better
than, the same as, less than) the
feedback I received during the
second training phase.

Overall
M (SD)
1.966
(0.679)

Immediate
M (SD)
2.192
(0.679)

Delayed
M (SD)
1.817
(0.617)

F(1,116)

p

9.225

<.01**

during the first training phase
motivated me (more than, the same
as, less than) the feedback I received
during the second training phase.

1.992
(0.745)

2.234
(0.698)

1.831
(0.737)

8.824

<.01**

during the first training phase
increased my confidence (more than,
the same as, less than) the feedback I
received during the second training
phase.

2.009
(0.719)

2.174
(0.740)

1.899
(0.689)

4.1563

<.05*

N=117
1
F(1,115)
2
F(1,114)
3
F(1,113)

Frustration
Subjective reports of frustration were recorded after each training scenario during each
Session. Exploratory analyses of reported frustration were first conducted on the Session 1
reports comparing Groups EGI and FH who performed high cognitive load training scenarios
with Groups EGI receiving immediate feedback and Groups FH receiving delayed feedback.
Exploratory analyses were again conducted for Groups ACJ and BD who performed low
cognitive load training scenarios with Groups ACJ receiving immediate feedback and Groups
BD received delayed feedback. One-way analyses of variance were conducted for reports
following both scenarios in Session 1. Means, Standard Deviations, and ANOVA Results for
Perceived Frustration during Session 1 are presented in Tables 40 and 41.
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Table 40
Means, Standard Deviations, and ANOVA Results for Perceived Frustration on High Cognitive
Load Training Scenarios during Session 1 as performed by Groups EGI and FH
Overall
M (SD)

Groups EGI
M (SD)

Groups FH
M (SD)

F(1,58)

p

Scenario 1: Perceived
frustration

72.417
(21.930)

71.528
(23.779)

73.750
(19.238)

.146

.704

Scenario 2: Perceived
frustration

67.833
(21.100)

67.917
(21.692)

67.708
(20.641)

.001

.970

N=60

Table 41
Means, Standard Deviations, and ANOVA Results for Perceived Frustration on Low Cognitive
Load Training Scenarios during Session 1 as performed by Groups ACJ and BD
Overall
M (SD)

Group ACJ
M (SD)

Group BD
M (SD)

F(1,58)

p

Scenario 1: Perceived
frustration

56.167
(26.861)

51.806
(27.753)

62.708
(24.583)

2.430

.124

Scenario 2: Perceived
frustration

53.250
(25.090)

51.250
(27.474)

56.250
(21.226)

.568

.454

N=60

The Session 1 tests revealed no significant differences in reported frustration between the
groups receiving immediate feedback under high cognitive load and those receiving delayed
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feedback. The same lack of significant difference in reported frustration was found for the
groups performing low cognitive load training scenarios.
The exploratory analyses were again conducted on the Session 2 reports of frustration
first comparing Groups BCI and AD who performed high cognitive load training scenarios.
Groups BCI received delayed feedback and Groups AD received immediate feedback. A
comparison of Groups EH and FGJ was also conducted who performed low cognitive load
training scenarios. Groups EH received immediate feedback and Groups FGJ received delayed
feedback. Means, Standard Deviations, and ANOVA Results for Perceived Frustration during
Session 2 are presented in Tables 42 and 43.

Table 42
Means, Standard Deviations, and ANOVA Results for Perceived Frustration on High Cognitive
Load Training Scenarios during Session 2 as performed by Groups BCI and AD
Overall
M (SD)

Groups BCI
M (SD)

Groups AD
M (SD)

F(1,58)

p

Scenario 1: Perceived
frustration

68.283
(26.732)

61.111
(28.538)

79.042
(19.809)

7.155

< .01**

Scenario 2: Perceived
frustration

67.767
(29.215)

61.389
(31.410)

77.333
(23.000)

4.547

< .05*

N=60
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Table 43
Means, Standard Deviations, and ANOVA Results for Perceived Frustration on Low Cognitive
Load Training Scenarios during Session 2 as performed by Groups EH and FGJ
Overall
M (SD)

Group FGJ
M (SD)

Group EH
M (SD)

F(1,58)

p

Scenario 1: Perceived
frustration

39.700
(25.113)

41.042
(23.910)

38.806
(26.179)

.112

.739

Scenario 2: Perceived
frustration

39.950
(29.256)

41.542
(27.969)

38.889
(30.428)

.117

.734

N=60

For Session 2, there were no significant differences in the reports of frustration for the
immediate and delayed feedback groups that performed low cognitive load training scenarios.
Interestingly, however, for both training scenario one and training scenario two of Session 2 the
groups that performed high cognitive load training scenarios with immediate feedback (Groups
A and D) reported significantly higher levels of frustration than the groups that received delayed
feedback [scenario one, F(1,58) = 7.155, p < .01; scenario two, F(1,58) = 4.547, p < .05; see
Table 34 for Means and Standard Deviations]. Four of the five groups included in this
exploratory analysis had previously performed low cognitive load training scenarios during
Session 1, so it is possible that the comparison of having to now perform high cognitive load
scenarios and deal with the demands of immediate feedback gave them a reference point which
was reflected in the subjective reports of frustration. In summary, participants who received
immediate feedback during high cognitive load in the Session 2 training scenarios reported
higher levels of frustration than those receiving delayed feedback during high cognitive load.
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For additional descriptive statistics on subjective reports and correlations of training frustration
to test performance, see Appendix L.
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DISCUSSION
Earlier, I presented the argument that a general theory of feedback timing was likely not
possible, that 50 years of literature on the topic was overly simplified. To deal with this
presumed oversimplification, I provided an integration of theoretical perspectives to provide a
more detailed and sensitive feedback timing hypothesis. First, I presented the premise
underlying temporal contiguity, that contiguous feedback with performance encourages
accelerated learning of cue-strategy associations (Guthrie, 1935). Second, I presented the theory
of transfer appropriate processing that states that the more similar the conditions are between the
training setting and the testing setting, the more positive transfer of training will be produced
(Morris, Bransford, & Franks, 1977). Third, I argued that dynamic, SBT simulations could be
analyzed as complex, multi-tasking environments which suggests that care should be taken in
understanding the cognitive demands placed on the trainee, consistent with the tenets of CLT
(Sweller, 1993; Sweller, Van Merrienboer, & Paas, 1998). I concluded that the benefits of
temporal contiguity of feedback should be balanced against the potential costs of changing the
requirements of the task or disrupting task performance during training with the presentation of
immediate feedback.
In other words, in a dynamic, SBT simulation system, temporal contiguity of feedback to
decisions and actions is important. However, to prevent the feedback from serving as a task
interruption, the cognitive load of the scenario could be used to indicate the appropriate timing of
the feedback delivery. If the cognitive load was low enough, provide immediate feedback. If the
cognitive load was too high, delay and deliver the feedback at the end of the scenario. In fact,
the results of this investigation did not support any of the hypotheses that were developed on this
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premise. However, through post hoc exploratory data analyses, some light was shed on the
possibility that even the more detailed feedback timing statement, that immediate feedback
should be provided during low cognitive load training scenarios and feedback should be delayed
when the cognitive load of the training scenario is high, might have been over simplistic. The
data seem to suggest that the nature of the task should be taken into consideration when
considering effective feedback timing strategies. Next, I’ll provide a summary of the exploratory
findings for each training Session, followed by a discussion of the interpretations of those
findings. Then, I will discuss several limitations to the current study. Finally, I will suggest
directions for future research and the overall conclusions of this investigation.

Session 1
At the end of Session 1, it is clear that feedback timing is not having an effect on the
performance of any of the subtasks or the instructional efficiency independent of the cognitive
load of the training. However, there was a consistent pattern among all three subtasks of an
effect of cognitive load on the high cognitive load test (recall Munition had a ceiling effect and
thus was dropped from the post hoc exploratory analyses). That is, those who trained with high
cognitive load scenarios performed better on the high cognitive load test and exhibited higher
instructional efficiency than participants who trained with low cognitive load scenarios. Was
this effect simply due to the additional exposure to more targets in a scenario and thus more
opportunity to practice the subtasks (i.e., four targets in low cognitive load scenarios and 10
targets in high cognitive load scenarios), or was this effect attributable to transfer-appropriateprocessing? If it were due to additional exposure and practice, tests for main effects of cognitive
load on the low cognitive load test scenarios should have revealed that participants who trained
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under high cognitive load performed better on the low cognitive load test than participants who
trained with low cognitive load scenarios. In fact, a trend towards an effect of cognitive load
was discovered for Identification on the low cognitive load test scenario suggesting that
additional target exposure and subtask practice may have been contributing to this finding.
However, no effect of cognitive load was discovered for Prioritization on the low cognitive load
test scenario, in this case, suggesting that the finding could not be attributed to additional target
exposure and subtask practice. Moreover, the test of an effect of cognitive load for the Targeting
subtask revealed a significant finding that participants who trained with low cognitive load
scenarios performed better on the low cognitive load test scenario than participants who trained
with high cognitive load scenarios. This lends support for the argument that the effects of
cognitive load on performance at the end of Session 1 were due to transfer appropriate
processing for Targeting and Prioritization and to additional target exposure and subtask
performance for Identification.

Session 2
Considering the effect of cognitive load during Session 2, through exploratory analyses it
was found that cognitive load affected performance on only a single subtask, Identification.
Additionally, it did not have an impact on instructional efficiency for any of the subtasks. That
is, training with high cognitive load scenarios during Session 2 only positively impacted test
performance for the Identification subtask and had no other effects. So, while cognitive load
during Session 1 training consistently impacted both the performance and instructional efficiency
of all three subtasks on the Session 1 high cognitive load test, the cognitive load during Session 2
training had a differential effect on Session 2 test performance for the subtasks. This suggests
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that the nature of the subtask may be playing a role in determining the most effective
intervention strategy.
During Session 2, a trend for an effect of feedback timing was discovered. Feedback
timing did not affect performance for any of the subtasks, however, it seemed to impact the
instructional efficiency of Targeting. That is, independent of the cognitive load of the training,
immediate feedback during training seems to result in higher instructional efficiency, but for
only one of the subtasks, Targeting, during the high cognitive load test. Again, this is another
finding that suggests that the nature of the subtask should be considered in interpreting these
findings.

Session 1 Effects in Session 2 Performance Data
It is reasonable to expect that earlier training interventions may have carry over effects on
subsequent test performance. Therefore, exploratory analyses were conducted to determine if the
manipulations during Session 1 had any affect on performance during Session 2 over and above
any Session 2 training effects. Indeed, consistent with the findings that the independent variables
had differential effects on the subtasks, it was found that training with high cognitive load
scenarios during Session 1 increased performance on the Identification subtask on the Session 2
high cognitive load test over and above the finding that training under high cognitive load during
Session 2 increased the performance on that subtask on the Session 2 test. Also, while there was
no discovery of an effect of cognitive load during Session 2 training on the instructional
efficiency exhibited during Session 2 testing for this subtask, it was discovered that Session 1
training with high cognitive load scenarios resulted in higher instructional efficiency on the
Identification subtask on the Session 2 test.
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Were there any carry over effects of feedback timing from Session 1 on the Session 2
performance of the three subtasks? Indeed, through exploratory analyses it was discovered that
Prioritization performance on the Session 2 test was impacted by the timing of feedback delivery
during Session 1 training. Specifically, immediate feedback during Session 1 training produced
higher Session 2 test performance on the Prioritization subtask, but did not have an effect on any
of the other subtasks or the instructional efficiency of all three subtasks.

Interpretation of Exploratory Results

Performance Variables
To interpret the results of the exploratory analyses, consistent findings across all three
subtasks were first identified. Session 1 high cognitive load training had a positive impact on all
three subtasks during testing. This strengthens the argument that if one is training for
performance on a high cognitive load test, train under the testing conditions– transfer appropriate
processing. If the test is low cognitive load, then it does not seem to matter how one trains
unless the test presents something different that requires a generalization of a skill that has only
been practiced under a single set of conditions. In fact, for the Targeting subtask, while all
targets traveled at the same speed within a scenario, they traveled at different speeds in the high
cognitive load scenarios than they did in the low cognitive load scenarios. Therefore, predicting
a target’s location required a generalizable strategy that could only be practiced by being
exposed to the different sets of conditions that one must generalize across. This will be
elaborated on in the next paragraph.
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The consistent effect of this finding of cognitive load on performance in Session 1
disappeared in Session 2. Now cognitive load only continued to affect performance on
Identification, but it no longer affected performance on Prioritization or on Targeting. Again,
consider the circumstances associated with Targeting. Prior to the Session 1 test, all participants
had either been exposed to only low cognitive load or only high cognitive load scenarios. Being
exposed to only one type of scenario limited the practice of the Targeting subtask to the use of
only a single algorithm for predicting a target’s location. During the Session 1 tests, all
participants experienced both cognitive loads which seems to have taught them that there are
different algorithms for Targeting (i.e., intrinsic feedback). Additionally, the tests provided the
first opportunity for individuals performing Targeting on one type of scenario using one
algorithm, to practice a second algorithm for Targeting during the other type of scenario. In
other words, the tests not only provided intrinsic feedback to the participants that different
algorithms are required for Targeting, they also provided the first chance to practice under a
second set of conditions producing a more generalizable skill. Therefore, the impact of the load
of Session 2 training scenarios may have no longer been significant enough to reveal itself on the
Targeting subtask during Session 2 testing, since exposure to the Session 1 tests served as the
necessary feedback.
The Identification subtask, on the other hand, involved determining the identify of the
same three target types during the low cognitive load scenarios as it did during the high cognitive
load scenarios. However, to be successful at Identification, one must accurately identify as many
targets as possible within a scenario. Considering that the high cognitive load tests included 10
targets per scenario, it is reasonable to expect that training scenarios with 10 targets (as
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compared to only 4 targets in the low cognitive load scenarios) would encourage the use of
effective time management. Therefore, the positive impact of training with high cognitive load
scenarios that was present during Session 1 for Identification, continued to be present during
Session 2.
The Prioritization findings tell a different story. Indeed, similar to Targeting, the effect
of cognitive load during Session 2 training disappeared on Session 2 testing. However, there is
one other finding to consider prior to returning to the loss of the effect of cognitive load. A
pattern, in which the timing of feedback delivery during Session 1 training had a delayed effect
on Session 2 performance, was discovered. What is it about this particular subtask that would
lend itself to these two findings? In the task environment, FOPCSim, no intrinsic feedback about
the Prioritization subtask exists. All feedback provided to the participant about Prioritization
was purely extrinsic. This was not the case for the other two subtasks. Both Identification and
Targeting provided some form of real-time, intrinsic feedback in the task environment. For
Identification, perceptual comparisons could be made between targets in real-time to help
distinguish defining features. Additionally, for moving targets, the closer they came to the FO
(and all moving targets were inbound), more distinguishing target features could be perceived.
For Targeting, all participants could get a general sense of where the rounds made impact and
could adjust accordingly in real-time. Compared to Identification and Targeting, Prioritization
was at a disadvantage in that real-time, instrinsic feedback was never available. So why didn’t
the effect of feedback timing during Session 1 training show up during the Session 1 test and
why did it appear during the Session 2 test? I argue that, for a task that has no intrinsic feedback,
immediate, extrinsic feedback situated in the context of performing is necessary to train effective
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strategies. However, without basic skill proficiency, the perfection of Prioritization strategies
cannot be achieved. The high cognitive load training scenarios that positively impacted
performance at the Session 1 test, may have been just what was needed to learn and practice the
basic skills necessary to execute the Prioritization strategy that they learned about in Session 1,
but could not begin to perfect until Session 2. Of course, this is one possible explanation for this
exploratory finding that has no conclusive evidence. It is possible that there could be an
alternative explanation.
Why didn’t feedback timing have an affect on the performance of Identification and
Targeting? One possible reason is that the feedback didn’t provide any additional benefit to the
intrinsic feedback of those two subtasks. A second possibility is that there were more cues
available in the delayed feedback that could be used to re-establish context. For example, one
may see feedback about Target number 926 appear three times in a row and remember how
frustrating it was that the rounds kept missing that target due to poor Targeting performance or
due to incorrect Identification of the target which led to the wrong Munition selection. In other
words, somewhat of a context can be restored for these two subtasks during delayed feedback.

Instructional Efficiency
What were the instructional efficiency patterns and how did they relate to performance
outcomes? By the end of Session 1, the instructional efficiency findings, for the most part
mirrored the performance effects. In this case the measures of efficiency were identical to the
measures of effectiveness. The Session 2 findings of effectiveness and efficiency were again
similar, with two exceptions. The first exception is that immediate feedback during Session 2
training increased the instructional efficiency of Targeting at the test, however, it did not
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positively impact performance. Therefore, it would seem that the instructional characteristics of
immediate feedback maximized performance, while minimizing mental demand. For
Identification, while Session 2 high cognitive load training positively impacted test performance,
it did not result in higher instructional efficiency. So performance was maximized, but demand
was not minimized.
The limited support provided by this investigation for the added value of the efficiency
measures is contrary to the findings discussed by Paas and Van Merrienber (2005) and Tuovinen
and Paas (2004) (e.g., Kalyuga, Chandler & Sweller, 1998, 2001; Kalyuga, Chandler, Tuovinen
& Sweller, 2001; Marcus, Cooper & Sweller, 1996; Paas & Van Merrienboer, 1994; Pollock,
Chandler & Sweller, 2002; Van Gerven, Paas, Van Merrienboer, & Schmidt, 2002; Van
Merrienboer, Schuurman, De Croock & Paas, 2002). Perhaps the lack of unique contribution of
the efficiency measure in this investigation was due to the germane load of the training task.
Through the performance findings, it was clear that high cognitive load positively impacted
performance, consistent with the notion of germane load. Therefore, to effectively learn the task,
one must be exposed to learning conditions under high cognitive load.
An alternative explanation is that it may have been attributable to the way in which the
measure was calculated for this experiment. There are two open issues relevant to this: 1)
determining which subjective rating should be used as the measure of mental effort in the
calculation of instructional efficiency, and 2) deciding when the subjective rating should be
collected.
The first issue is that different investigations have used different subjective ratings of
mental effort. For example, the Paas and Van Merrienboer (1993) investigation measured
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mental effort using a 9-point Likert scale that was originally developed by Paas (1992). This
scale ranged from “very, very low mental effort (1)” to “extremely high mental effort (9).”
Marcus, Cooper, and Sweller (1996) adapted this measure to a 6-point scale that ranged from
“very easy (1)” to “difficult (2).” Cuevas, Fiore and Oser (2002) used a similar 7-point Likert
scale that ranged from “very easy (1)” to “very difficult (7).” In this investigation, I used the
mental demand question from the NASA TLX that ranged from “low (0)” to “high (100)” on a
continuous rating scale of task difficulty and complexity. In various studies, each measure has
been shown to be reasonably reliable and valid. However, with different uses of each subjective
report collection tool, some variance between instructional efficiency ratios of different
investigations may be expected.
The second issue was highlighted by Tuovinen and Paas (2004) who provided an
overview of several studies that have calculated 2-dimensional instructional efficiency. In the
overview, they discuss that some researchers performed the original calculation defined by Paas
and Van Merrienboer (1993) of using test performance and the mental effort invested to attain
the test performance as the two dimensions. In fact, this original approach was the one followed
in this study. Fiore, Scielzo, Jentsch and Howard (submitted) have termed a conceptual analog
to the original calculation of instructional efficiency, cognitive efficiency, to better describe what
this calculation represents. Tuovinen and Paas (2004) also discuss that there have been many
studies that have performed the calculation of instructional efficiency using test performance and
the mental effort exerted during training, terming this learning efficiency. Clearly, these two
calculations are measuring different things. While it would seem most appropriate to include
both the measure of learning efficiency and of cognitive efficiency in any investigation, it was
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not possible in this investigation due to the design of the experiment. The mental demand
reported during training was a direct result of a manipulated independent variable, cognitive
load. Therefore, it would present a confound to include these mental demand reports influenced
by an independent variable as part of the instructional efficiency dependent variable.
Tuovinen and Paas (2004) recognize that both approaches of calculating and assessing
instructional efficiency are important to providing information to help instructional developers
measure and improve their instructional designs. This motivated them to propose a combined 3dimensional calculation that uses parts of each of the 2-dimensional calculations of instructional
efficiency. The 3-dimenstional instructional efficiency measure considers test performance,
mental effort during the test, and mental effort during training. Clearly, the construct of
instructional efficiency and the development of measurement approaches are still under
investigation. Additional work will be required to further operationalize the construct and to
distinguish among the different types of instructional efficiency.
It should also be noted that while work motivated by CLT has been successful at
designing effective and efficient instruction for well-structured procedural and conceptual tasks
(Van Merrienboer & Sweller, 2005), it is only now beginning to be applied in the field of
complex learning (e.g., Salden, Paas, Broers & Van Merrienboer, 2004) such as the current
investigation. With continued research, it may prove equally fruitful in supporting the goal of
maximizing performance and minimizing demand in dynamic, SBT simulations.

Summary
The post hoc exploratory evidence in this dissertation suggested that the nature of the task
and subtasks must be taken into consideration when making any predictions about effective
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training strategies. For all of the subtasks, cognitive load had an impact on performance and
instructional efficiency. Two of the subtasks were affected early in training (i.e., Prioritization
neared significance and Targeting was significant) and one subtask was affected throughout the
training phases (i.e., Identification neared significance on the latter phase). For two of the
subtasks the timing of the feedback had an effect (i.e., Prioritization was significant and
Targeting neared significance). For Prioritization the positive effect of immediate delivery of
feedback early on did not appear in the performance data until later. For Targeting, feedback
timing only mattered later in training, and it did not affect performance significantly, rather it
affected instructional efficiency. Also, in both cases the cognitive load effect was no longer
present when the immediate feedback delivery effect appeared. An interesting observation is
that the temporal contiguity of extrinsic feedback impacted the performance on the task that has
the least intrinsic feedback in the training environment, Prioritization. However, by definition
temporal contiguity of feedback is also present for Targeting and Identification as it is intrinsic to
the environment. That is, it is possible that decisions made by the trainee in the conduct of a
scenario receive some form of intrinsic feedback for Targeting and Identification (especially for
moving tracks coming nearer) and that the benefit of the temporal contiguity of feedback for
Prioritization was simply to fill an intrinsic feedback gap.
Clearly, it seems that transfer appropriate processing is playing a role with varying effects
for the different subtasks. It could be questioned as to whether the extra practice with targets
during performance of high cognitive load training scenarios is explaining this effect, or whether
it is truly transfer appropriate processing. If it were simply the extra practice, then we’d expect
to see better performance and instructional efficiency for the low cognitive load test scenario at
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the conclusion of Session 1 training, and we did find a trend for that with the Identification
subtask. However, for Targeting, which requires a more generalizable strategy for determining
the location of moving targets, we find a significant finding in the opposite direction. That is,
training with low cognitive load scenarios increases performance and instructional efficiency on
the low cognitive load test and training with high cognitive load scenarios increases performance
and instructional efficiency on the high cognitive load test. Moreover, feedback timing also
seems to be playing a role. While the exploratory findings revealed that immediate feedback had
a benefit to Session 2 test performance and instructional efficiency for some subtasks (i.e.,
Prioritization and Targeting), the exploratory analyses that looked at frustration reports during
Session 2 training revealed that the participants who received immediate feedback during high
cognitive load training scenarios found it to be significantly more frustrating than those who
trained with those same scenarios with delayed feedback. On the other hand, reactions to
immediate feedback during Session 2 were more positive than reactions to delayed feedback. So
while it seems that immediate feedback is beneficial to performance and instructional efficiency
for some subtasks, participants reported increased frustration with it (but only on high cognitive
load scenarios), yet tended to like it better than delayed feedback.
To summarize, the different exploratory findings for different subtasks of a call for fire
(CFF) indicate that future investigations into feedback interventions such as those investigated
here should also take the type of subtask being trained into consideration. There are various
other factors that have the potential to impact the effectiveness of feedback timing techniques.
For example, the type of feedback provided, outcome or process and possibly other types, has the
potential to play a role in the determination of feedback timing. Some types of feedback may be
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motivational and others informational and these effects could possibly be produced during or
after training. In this study, the type of feedback was held constant.
The reactions to feedback suggest that there is a perceived subjective benefit of
immediate feedback during later stages of training as compared to feedback (immediate or
delayed) received during earlier stages of training. However, reports of frustration with
immediate feedback are higher than with delayed feedback under high cognitive load.

Limitations of the Current Study
Several limitations to the current study should be discussed. First, as is the case with
many controlled feedback intervention investigations, the participants in this experiment only
received less than an hour of training. This amount of training time is relatively short compared
to what would be provided in a training environment designed to learn and practice actual
operations. It is possible that effects of the variables may have been uncovered if the training
was continued and additional scenarios were added to be higher in cognitive load than the ones
that were used. It is important to note that I defined high cognitive load scenarios as having 10
targets, four of them moving, and one of them engaging. Perhaps it would take 50 targets, half
of them moving and 10 of them engaging to uncover any interactions between cognitive load and
feedback timing.
A second limitation to this investigation is that the experimental testbed was a mediumfidelity, simulated military task. While the task was modeled as much as possible after the actual
military task, several changes had to be made so that college students could be used as
participants. Therefore, it was not the exact military task and may limit generalizability. The
use of college students as participants also provides a further limitation to the extensibility of the
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findings to military training. Other than being mildly scolded by the feedback, there were no
negative consequences if participants performed poorly, made mistakes, or were unmotivated.
This is a common limitation of laboratory research and is always a tradeoff between
experimental control and external generalizability.
A third limitation to this study was that it was run as a fractional factorial design with
only 10 of the 16 possible conditions that would take into account every combination of
feedback timing, cognitive load, and training session. This limitation was due to resource
limitations. It is possible that the addition of the other six conditions may have provided
additional information and findings.
Finally, in any feedback investigation, the content of the feedback must be developed. It
was decided that simple outcome feedback, or knowledge of results, would be ineffective in this
investigation. It was also decided that knowledge of correct results would provide a crutch to the
trainee and when that information was removed, the trainee would not be able to perform. So,
instead the feedback included knowledge of results, but it also encouraged trainees to consider
the prioritization rules, the munition effectiveness matrix, the target pictures and descriptions,
and information about FOPCSim tool usage. Thus, a fourth limitation to this research relates to
the content of the feedback. Perhaps the lack of predicted findings could be attributed to the
choice of the feedback content.

Directions for Future Research
There are still many unanswered questions that will need to be addressed in future
research. Clearly, any future investigation of feedback timing will need to carefully consider the
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nature of each task or subtask that will be the target of the training intervention. This
consideration will need to be incorporated into any future investigation. As discussed earlier, the
type of feedback provided, outcome or process and everything in between, has the potential to
play a role in the determination of feedback timing. Exploring the effects of each type of
feedback type delivered either immediately or delayed is an area ripe for investigation in future
feedback timing investigations.
While the current study did not find support for the hypothesis that immediate feedback
serves as an interruption under high cognitive load training exercises, there still may be some
benefit to conducting investigations aimed at optimizing the delivery of immediate feedback. In
particular, there may be some practical utility to determine if the delivery of immediate feedback
in an alternative modality, the one least overtaxed by the training exercise, has any benefit to
increasing the cognitive resources available for learning from both the training scenario and
associated contiguous, extrinsic feedback. This is consistent with the motivation behind CLT.
Another variable to consider in feedback timing investigations may be the training
audience. In this study, the training exercise was focused toward an individual learning a CFF
task and all of the associated subtasks. In practice, the CFF task can only be accomplished with
a team of individuals. If future investigations reveal differences in feedback timing effectiveness
for individual training of particular tasks, would the recommendations generalize to a team?
Hence, another variable that should be taken into consideration in future research is the timing of
feedback delivery for developing individual skills or for developing team skills. In practice,
feedback about team skills is usually not extrinsically delivered until the end of the training
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exercise in the form of a debrief. Is there any practical benefit of providing team skill feedback
as the team is performing the training exercise?
Since the evidence suggests that the nature of the subtask is important when determining
the appropriate timing of feedback delivery in a dynamic, SBT simulation, and as described here
and earlier there are so many other dimensions of feedback, it is important to note that all of
these variables have the potential to interact with each other, as well as with the training task,
audience and environment. Ultimately, what may provide the capability to conduct the
recommended investigations as well as others is a part task training testbed that has the
capability to represent many different types of tasks, some individual and some team (training
audience), that require varying amounts of cognitive load, taxing different input and output
modalities, with different degrees of intrinsic and extrinsic feedback in the environment. The
feedback delivery capabilities of this testbed would be to deliver different types of feedback
(e.g., outcome, process, mastery oriented, performance oriented, etc.), at different times, in
different modalities, at different levels of analysis (summary or event-based), targeting different
skills. This would allow for a comprehensive set of investigations into various combinations of
different dimensions of feedback and the mapping of effective dimensions or combinations of
dimensions to the training audience, training task, and training environment. Ultimately, in
addition to providing guidance and empirical support for effective feedback timing strategies
which has been a contentious topic for more than a half of a decade, this would allow a complete
decomposition of the effects of many variables and their interactions which would allow for
much more controlled and lower granularity investigations. If consistent findings are discovered
for certain combinations of variables, it may be possible to build these findings up to higher
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order, generalizable principles and theories – something that has been lacking for the topic of
feedback despite the established importance of it.

Conclusions
In conclusion, the current study investigated the impact of the timing of feedback
delivery coupled with the cognitive load sensitivity of the training scenario on performance,
instructional efficiency, and perceived temporal demand. The lack of support for hypothesized
results indicated that this may have been a more detailed, over simplification of an already overly
simplistic theory of feedback timing. It is suggested that additional variables should be taken
into consideration to further develop feedback timing theory as applied to a dynamic, SBT
simulation environment. Specifically, through post hoc exploratory analyses, there was some
evidence to suggest that the immediate delivery of feedback could be beneficial to learning and
performance. It also was associated with positive reactions from the participants, however, the
findings for a beneficial effect of immediate feedback depended on the specific subtask being
trained. Moreover, consistent with transfer appropriate processing, the evidence suggested that it
was important to match the cognitive load of the training scenario to the testing scenario in order
to positively affect posttest performance. However, this effect occurred at different training
phases for different subtasks – again an effect that depended on the specific subtask chosen for
training.
Therefore, the key contribution of the current study is that any feedback timing
investigation should take into account the specific nature of the subtasks that comprise the
whole-task when making predictions about the effectiveness of feedback timing strategies.
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INFORMED VOLUNTARY CONSENT TO PARTICIPATE
1. I am being asked to voluntarily participate in a research study titled, “Immediate Versus
Delayed Feedback in Simulation Based Training: Matching Feedback Delivery Timing To The
Cognitive Demands Of The Training Exercise.” The purpose of this study is to assess the
effectiveness of various types of feedback that will be provided while I learn a military call for
fire task within a simulator test-bed. I will be asked to participate in a series of training sessions
that will teach me to effectively perform the call for fire task within the simulator test-bed. For
the first hour of the experimental session, I will be thoroughly familiarized with the simulator
test-bed. Throughout the experimental session, I will also be asked to fill out several
questionaires and forms concerning my performance within the simulator. My performance on
the simulated call for fire task will be objectively and internally recorded by the simulator itself.
It is expected that the entire experiment will take no longer than 3 hours. There will be 2, 10
minute breaks throughout the experiment. I may also take additional breaks as needed. I
understand that I must be 18 years of age or older to participate.
2. My confidentiality during the study will be ensured by assigning me a coded identification
number. My name will not be directly associated with any data. Any subject identification keys
will be destroyed at the end of the study. This procedure will insure that my personal data
cannot be used in any way that might impact my career, academic progress, or standing in my
respective professional or educational communities. I understand that during the study, all
personal data or information (such as demographic data/performance data) will be secured under
lock and key until destroyed.
3. If I have questions about this study I should contact the following individuals:
A. Wendi Van Buskirk, Principal Investigator
NAVAIR Orlando Training Systems Division
12350 Research Parkway
Orlando, FL 32826-3275
407-380-4558
Wendi.Buff@navy.mil

B. Dr. Robert Seltzer, Deputy Director, Orl. S&T Office, 4.6T
NAVAIR Orlando Training Systems Division
12350 Research Parkway
Orlando, FL 32826-3275
(407) 380-4115
Robert.seltzer@navy.mil
C. Dr. Tom Pokorski, NAWCTSD CPHS Chairman
NAVAIR Orlando Training Systems Division, Rm 3B5P
12350 Research Parkway
Orlando, FL 32826-3275
(407) 380-8560
thomas.pokorski@navy.mil
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D. Barbara Ward, CIM, UCF IRB Coordinator
Office of Research & Commercialization
12443 Research Parkway, Suite 302
Orlando, FL 32826-0150
(407) 823-2901
IRB@mail.ucf.edu or bkward@mail.ucf.edu
4. My participation in this study is completely voluntary. I UNDERSTAND THAT I MAY
WITHDRAW AT ANY TIME WITHOUT PENALTY.
5. There is a small risk of subjects developing what is ordinarily referred to as simulator
sickness. It occurs infrequently to subjects who are exposed to prolonged continuous testing in
simulated environments. Symptoms consist of nausea and a feeling of being light headed. The
risk is minimized as a result of the short duration of each session in the simulator. Each
simulated trial will not exceed 10 minutes.
6.

This study is in support of the following individual’s dissertation:
A. Amy Bolton, Doctoral Student
University of Central Florida
400 Central Florida Blvd.
Orlando, FL 32816
ucfsumma@aol.com
B. Clint Bowers, Ph.D., Graduate Advisor
University of Central Florida
400 Central Florida Blvd.
Orlando, FL 32816
bowers@mail.ucf.edu

7. I understand that I will be receiving monetary compensation in exchange for participation in
this study. I will receive $10 dollars for every hour of my participation in this experiment for a
total possible compensation of $30.00. Participation includes: participation in a series of training
sessions on a simulator and filling out questionnaires and forms about my thoughts of the
training.
8. I have been given an opportunity to ask questions about this study and its related procedures
and risks, as well as any of the other information contained in this consent form. All my
questions have been answered to my satisfaction. I understand what has been explained in this
consent form about my participation in this study. I do not need any further information to make
a decision whether or not to volunteer as a participant in this study.
By my signature below, I give my voluntary informed consent to participate in the research as it
has been explained to me, and I acknowledge receipt of a copy of this form for my own personal
records.
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__________________________
Volunteer Signature

________________________
Name

_____________
Date

__________________________
Investigator Signature

________________________
Name

_____________
Date
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PRIVACY ACT STATEMENT
1. Authority. 5 U.S.C. 301
2. Purpose. Performance data from the FOPCSIM simulator test-bed will be collected in an
experimental research project titled, “Immediate Versus Delayed Feedback in Simulation
Based Training: Matching Feedback Delivery Timing To The Cognitive Demands Of The
Training Exercise” to assess the effectiveness of various types of feedback that will be
provided while I learn a military call for fire task within a simulator test-bed.
3. Routine Uses. The data collected will be used for analyses and reports by the Departments of
the Navy and Defense, other U.S. Government agencies, and authorized government
contractors. Additional use of the information may be granted to non-Government agencies
or individuals by the Navy Surgeon General following the provisions of the Freedom of
Information Act or contracts and agreements. I voluntarily agree to its disclosure to the
agencies or individuals identified above, and I have been informed that failure to agree to this
disclosure may make the research less useful.
4. Voluntary Disclosure. Provision of information is voluntary. Failure to provide the requested
information may result in failure to be accepted as a research volunteer in an experiment, or
removal from the program.
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Participant #__________
DEMOGRAPHIC DATA FORM
Sex: M

F

Age: ______
Major: _____________________
Class Standing:

Freshman

Sophomore

Junior

Senior

Other

GPA:____________
How often do you work with personal computers?
_____ I’ve never worked with a personal computer
_____ only a couple of times ever in my life
_____ several times a year
_____ several times a month
_____ several times a week
_____ at least once a day, everyday
_____ For several hours everyday (over 4 hours a day)
Rate your experience with personal computers:
_____ little or none
_____ know a little; have played some computer games, know some word processing
and other software.
_____ know quite a bit; have played computer games, know Internet access, know word
processing well, used other software packages.
_____ expert; have played computer games, know Internet access, word processing,
other software, and/or have done some programming.
Do you own your own personal computer?

YES

NO

Do you currently or have you previously served in the military?
If yes, what is your current status?

ACTIVE
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RESERVIST

YES

NO

DISCHARGED

And what are/were your duties in the military?
_______________________________________________________________________
_______________________________________________________________________
_______________________________________________________________________

Please list any experience you have with first person shooters or strategic tactical war
computer/video games (examples include Doom, Quake, Halo or other strategic/tactical first
person shooters)?
_______________________________________________________________________
_______________________________________________________________________
Please indicate in # of hours per week that you currently play these types of games.
_________ hours/week
If you no longer play, how many hours per week did you play these games in the past?
_________ hours/week
Have you had any experience(s) which have made you familiar with military missions,
equipment, and/or terminology (for example, are you involved in ROTC, have friends or
relatives in the military/armed forces, etc.)? Please explain:
_______________________________________________________________________
_______________________________________________________________________
_______________________________________________________________________
_______________________________________________________________________

147

APPENDIX D
BRIEFING PACKET

148

Briefing Packet

Target Prioritization Rules

Target missions must be conducted in accordance with the following rules:
1. Neutralize targets engaging your position.
2. Neutralize the nearest moving target within 100-2,000 meters from your position.
3. Neutralize the nearest stationary T-72.
4. Neutralize the nearest stationary ZSU.
5. Neutralize the nearest stationary bunker.
6. Do not neutralize targets beyond 2,000 meters from your position or within 100 meters of
your position.
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Target Types

Figure 5. Heavy armor vehicle – T-72 (tracked wheels and a long barrel gun on top)

Figure 6. Light armor vehicle – ZSU 23-4 (tracked wheels and a radar dish on top with lots of
small barrels)

Figure 7. (Ammo) Bunker (square structure used for storing ammunition)
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Munition Effectiveness on Target

Table 44
Munition Effectiveness on Target
Munition Types
ICM

VT

HE/Quick

Target

T-72

100%

10%

10%

Types

ZSU

10%

100%

10%

Bunker

10%

10%

100%
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Target Type
Engage
Practice
scenario –
low load
Scenario 1
– low load
Scenario 2
– low load
Scenario 3
– low load
Scenario 4
– low load
Scenario 5
– high load
Scenario 6
– high load
Scenario 7
– high load
Scenario 8
– high load
Test
Scenario 1
– low load
Test
Scenario 2
– high load
Test
Scenario 3
– high load

Static

Move

Total

1

1

2

4

1

1

2

4

1

1

2

4

1

1

2

4

1

1

2

4

1

3

6

10

1

3

6

10

1

3

6

10

1

3

6

10

1

1

2

4

1

3

6

10

1

3

6

10
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Participant #__________

Instructions to participants: With this questionnaire, I am trying to assess the perceived
workload that you experienced during the last scenario. Please check a box along the scale for
each question below.
MENTAL DEMAND: Low to High
How much mental and perceptual activity was required (e.g., thinking, deciding, calculating,
remembering, looking, searching, etc.)? Was the task easy or demanding, simple or complex,
exacting or forgiving?
Low |_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_| High
TEMPORAL DEMAND: Low to High
How much time pressure did you feel due to the rate or pace at which the tasks or task elements
occurred? Was the pace slow and leisurely or rapid and frantic?
Low |_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_| High
FRUSTRATION LEVEL: Low to High
How insecure, discouraged, irritated, stressed and annoyed versus secure, gratified, content,
relaxed and complacent did you feel during the task?
Low |_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_|_| High
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Participant #__________
FOPCSim Quiz
Please select the correct answer.
1.

Which of the following is not one of the overarching rules of this simulation?
a.
b.
c.
d.

2.

Follow the prioritization rules.
Correctly identify targets.
Select effective ammunition types.
All of the above are rules of the simulation.

Which of the following correctly describes how to change from tool to tool?
a. Use the scroll wheel on the mouse
b. Right click the mouse
c. Left click the mouse

3.

Which tool is used to determine the distance of a target?
a. compass

4.

c. laser range finder

b. CFF clipboard

c. laser range finder

After all information has been entered into the CFF sheet, what button do you press to send
the transmission?
a. Continue

7.

b. CFF clipboard

Which tool is selected to input the information for a CFF?
a. compass

6.

c. laser range finder

Which tool is used to determine the direction of a target?
a. compass

5.

b. CFF clipboard

b. k

c. Enter

When you receive a Say Again, what does that indicate?
a. incorrect/incomplete text entry
b. select Continue
c. k wasn’t pressed
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8.

After the shots make impact, how do you clear the information in the CFF clipboard?
a. Mouse scroll bar
b. Select Continue
c. Hit escape

9.

Which of the following pictures denotes the compass?

a.
10.

b.

c.

Which of the following pictures denotes the CFF sheet?

a.
12.

c.

Which of the following pictures denotes the laser range finder?

a.
11.

b.

b.

c.

Which of the following correctly describes how to get a target’s range using the laser range
finder?
a. Scroll to the laser range finder, right click to zoom it, left click to get distance,
right click or escape to get out
b. Scroll to the laser range finder and right click
c. Scroll to the laser range finder, right click to zoom it, right click to get
distance, left click or escape to get out

13.

How will you know if a target has been neutralized?
a. Black smoke
b. It stops moving
c. Both of the above

14.

Should you fire on a target once it’s been neutralized?
a. yes

b. no
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Participant #__________
Questionnaire (First Administration)
During the first phase of training, did you receive feedback during or after each trial?
DURING
AFTER
I did not receive feedback

1
1.

The feedback I received was easy to understand.

2.

I believe that the feedback I received correctly diagnosed the
errors I was making.

3.

I believe that the feedback I received helped me to improve
my performance on the subsequent trial.

4.

I believe that the feedback I received focused my attention
on learning strategies to perform this task better.

5.

I believe that the feedback I received focused my attention
toward the performance level I should obtain.

6.

I believe that the feedback I received could have been more
useful.

7.

It seemed like I received the same feedback over and over.

8.

I believe that the feedback I received did not accurately
reflect my performance.

9.

I ignored and made no attempt to use the feedback I had
received.

10.

I believe that the feedback I received provided me with
effective strategies to help me perform better.

11.

I believe that the feedback I received helped me generate my
own strategies to help me perform better.

Skip to Question 16
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2

3

4

Strongly
Agree

Strongly
Disagree

If you received feedback, please continue. If not, skip to question 12.
Please think about the feedback you received during the
first phase of training and indicate on the scale from 1-6
your level of agreement or disagreement with the
following statements.
5

6

1
12.

I believe that feedback would have helped me improve my
performance.

13.

I would have liked to have received feedback on my
performance.

14.

I believe that having feedback would have motivated me
more.

15.

I believe that having feedback would have increased my
confidence more.

Strongly
Agree

Strongly
Disagree

ONLY ANSWER THESE QUESTIONS IF YOU DID
NOT RECEIVE FEEDBACK.
Please indicate on the scale from 1-6 your level of
agreement or disagreement with the following statements.

2

3

4

5

6

16. I have the following additional comments I would like to make concerning the feedback I was just provided
with during this experiment.
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
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Participant #__________
Questionnaire (Second Administration)
During the second phase of training, did you receive feedback during or after each trial?
DURING
AFTER
I did not receive feedback

1
1.

The feedback I received was easy to understand.

2.

I believe that the feedback I received correctly diagnosed the
errors I was making.

3.

I believe that the feedback I received helped me to improve
my performance on the subsequent trial.

4.

I believe that the feedback I received focused my attention on
learning strategies to perform this task better.

5.

I believe that the feedback I received focused my attention
toward the performance level I should obtain.

6.

I believe that the feedback I received could have been more
useful.

7.

It seemed like I received the same feedback over and over.

8.

I believe that the feedback I received did not accurately reflect
my performance.

9.

I ignored and made no attempt to use the feedback I had
received.

10.

I believe that the feedback I received provided me with
effective strategies to help me perform better.

11.

I believe that the feedback I received helped me generate my
own strategies to help me perform better.

Strongly
Agree

Please think about the feedback you received during the
second phase of training and indicate on the scale from 1-6
your level of agreement or disagreement with the following
statements.

Strongly
Disagree

If yes, please continue with the questionnaire. If no, skip to question 16.

2

3

4

5

We are interested in having you compare the feedback you received during the first
training phase to the feedback you received during the second training phase. Please
indicate which of the words on the right best completes these sentences.
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6

12.

I believe the feedback I received during the first training phase
was ______ at helping me improve my performance than the
feedback I received during the second training phase.

better

equally
good

worse

13.

I believe that I liked the feedback I received during the first
training phase ______ the feedback I received during the
second training phase.

better
than

the same
as

less
than

14.

I believe the feedback I received during the first training phase
motivated me ______ the feedback I received during the
second training phase.

more
than

the same
as

less
than

15.

I believe the feedback I received during the first training phase
increased my confidence ______ the feedback I received
during the second training phase.

more
than

the same
as

less
than

1
16.

I believe that feedback would have helped me improve my
performance.

17.

I would have liked to have received feedback on my
performance.

18.

I believe that having feedback would have motivated me
more.

19.

I believe that having feedback would have increased my
confidence more.

Strongly
Agree

ONLY ANSWER THESE QUESTIONS IF YOU DID NOT
RECEIVE FEEDBACK.
Please indicate on the scale from 1-6 your level of agreement
or disagreement with the following statements.

Strongly
Disagree

Skip to Question 20.

2

3

4

5

6

20. I have the following additional comments I would like to make concerning the feedback I was
provided with during this experiment.
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
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Group A checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, Bravo, Setup, Review = “During”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Charlie, Setup, Review = “During”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, India, Setup, Review = “During”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Foxtrot, Setup, Review = “During”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________

Debrief
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Group B checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, Bravo, Setup, Review = “After”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Charlie, Setup, Review = “After”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, India, Setup, Review = “After”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Foxtrot, Setup, Review = “After”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________

Debrief
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Group C checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, Bravo, Setup, Review = “During”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Charlie, Setup, Review = “During”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, India, Setup, Review = “After”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Foxtrot, Setup, Review = “After”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________

Debrief
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Group D checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, Bravo, Setup, Review = “After”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Charlie, Setup, Review = “After”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, India, Setup, Review = “During”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Foxtrot, Setup, Review = “During”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________

Debrief
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Group E checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, India, Setup, Review = “During”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Foxtrot, Setup, Review = “During”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, Bravo, Setup, Review = “During”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Charlie, Setup, Review = “During”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________

Debrief
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Group F checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, India, Setup, Review = “After”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Foxtrot, Setup, Review = “After”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, Bravo, Setup, Review = “After”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Charlie, Setup, Review = “After”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________

Debrief
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Group G checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, India, Setup, Review = “During”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Foxtrot, Setup, Review = “During”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, Bravo, Setup, Review = “After”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Charlie, Setup, Review = “After”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________

Debrief
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Group H checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, India, Setup, Review = “After”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Foxtrot, Setup, Review = “After”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, Bravo, Setup, Review = “During”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Charlie, Setup, Review = “During”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________
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Group I checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, India, Setup, Review = “During”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Foxtrot, Setup, Review = “During”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, Echo, Setup, Review = “After”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Golf, Setup, Review = “After”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________
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Group J checklist

_________

Informed Consent

_________

Demographics form

_________

Power Point presentation

_________

Practice w/Coaching (Experiment Mode, Alpha, Setup, Review = “None”, Start)

_________

FOPCSim quiz with remediation

_________

Break

_________

Scenario 1 train (Experiment Mode, Bravo, Setup, Review = “During”, Start)

_________

3 question form (Administration = 1)

_________

Scenario 2 train (Experiment Mode, Charlie, Setup, Review = “During”, Start)

_________

3 question form (Administration = 2)

_________

Questionnaire (1)

_________

Scenario 3 test (Experiment Mode, Juliet, Setup, Review = “None”, Start)

_________

3 question form (Administration = 3)

_________

Scenario 4 test (Experiment Mode, Mike, Setup, Review = “None”, Start)

_________

3 question form (Administration = 4)

_________

Break

_________

Scenario 5 train (Experiment Mode, Hotel, Setup, Review = “After”, Start)

_________

3 question form (Administration = 5)

_________

Scenario 6 train (Experiment Mode, Lima, Setup, Review = “After”, Start)

_________

3 question form (Administration = 6)

_________

Questionnaire (2)

_________

Scenario 7 test (Experiment Mode, Kilo, Setup, Review = “None”, Start)

_________

3 question form (Administration = 7)

_________

Debrief
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Thank you for participating in today's experiment. You have participated in a study
where participants play scenarios of differing difficulty and receive feedback at different times
(during scenario or after scenario). Training is a crucial component in the military, particularly
with the FO task, because serious incidents can occur from incorrect identifications of targets,
incorrect munition choices, and incorrect prioritization. We are interested in automating the
training process as much as possible in the future. A means to achieve this is to automatically
analyze a trainee’s performance data and provide feedback. This can be accomplished during
training performance or delayed until after the completion of the scenario. We are interested in
finding out which intervention strategy is best for providing feedback. We will use your data on
the FO task to see which intervention look the most promising for the future of automatic
feedback. We are evaluating the feedback delivery timing. We are not evaluating you.
If you are interested in more information about this project, we will be happy to provide
you with an abbreviated abstract of the results once the data collection is finished. Let us know
before you leave if you want to receive an abstract.
Thank you for your time!
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Feedback statements for correct actions

Mission # 12, Target #389
- Prioritization – You correctly chose the highest priority target.
- Identification – You correctly identified the target as a ZSU.
- Munition – You chose the correct munition, VT, for a ZSU.
- Targeting – You were 50 meters from the target.
Feedback statements for incorrect actions
Mission # 12, Target #389
- Prioritization – You performed the mission on a target that was not the highest priority target.
Check prioritization rules. (or “You performed the mission on a target outside of 2,000
meters which is not allowed. Check prioritization rules.)
- Identification – The target is not a ZSU. Check target pictures/descriptions.
- Munition – ICM is not the correct munition for a ZSU. Check munition table.
- Targeting [for static targets] – You were 300 meters from the target. Use the compass and
the laser range finder to determine the target’s location.
- Targeting [for moving targets] – You were 300 meters from the target. Use the compass and
laser range finder to project the target’s location.
Feedback template for targets that are never neutralized by scenario completion
Failed to neutralize the following targets:
# 1, # 2, # 3
- Prioritization – Check prioritization rules.
- Identification – Check target pictures/descriptions.
- Munition – Check munition table.
- Targeting – Use the compass and the laser range finder to determine the target’s location.
Feedback template for targets that are not neutralized and come within 100 meters
Failed to neutralize target #389
- Prioritization – Check prioritization rules.
- Identification – Check target pictures/descriptions.
- Munition – Check munition table.
- Targeting – Use the compass and the laser range finder to project the target’s location.
Example real-time feedback box (would also apply to the AAR):
Mission #12, Target #389
8
Prioritization – You performed the mission on a target that was not the highest priority
target. Check prioritization rules.
178

8

Identification – The target is not a ZSU. Check target pictures/descriptions.
9 Munition – You chose the correct munition, VT, for a ZSU.
9 Targeting – You were 50 meters from the target.
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Table 45
Means and Standard Deviations of Mental Demand, Temporal Demand, and Frustration Reports
during Training Scenario 1 of Session 1 by Groups
Mental Demand
M (SD)

Temporal Demand
M (SD)

Frustration
M (SD)

Group A

63.333
(17.624)

65.583
(20.373)

66.250
(22.373)

Group B

66.667
(19.462)

63.182
(22.054)

52.917
(24.630)

Group C

59.750
(23.526)

57.500
(16.583)

51.250
(29.397)

Group D

59.167
(23.045)

61.250
(27.146)

72.500
(21.160)

Group E

83.750
(15.540)

77.917
(23.593)

72.500
(27.094)

Group F

78.333
(12.851)

67.083
(24.258)

75.000
(23.257)

Group G

72.917
(17.511)

71.667
(20.263)

69.583
(19.938)

Group H

74.583
(17.117)

75.833
(21.302)

72.500
(15.151)

Group I

72.083
(10.104)

77.500
(19.829)

72.500
(25.717)

Group J

49.167
(23.533)

50.000
(19.424)

37.917
(25.447)

N=120
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Table 46
Means and Standard Deviations of Mental Demand, Temporal Demand, and Frustration Reports
during Training Scenario 2 of Session 1 by Groups
Mental Demand
M (SD)

Temporal Demand
M (SD)

Frustration
M (SD)

Group A

51.250
(20.014)

57.500
(21.585)

51.250
(29.858)

Group B

58.750
(25.417)

45.833
(27.289)

55.833
(26.357)

Group C

53.333
(17.495)

52.917
(20.611)

49.583
(25.713)

Group D

61.250
(21.755)

64.583
(18.520)

56.667
(15.715)

Group E

80.000
(16.652)

84.583
(13.728)

73.333
(22.797)

Group F

75.417
(13.728)

66.667
(17.233)

65.417
(27.091)

Group G

67.500
(13.056)

65.833
(15.349)

61.667
(17.100)

Group H

68.333
(14.355)

69.167
(24.386)

70.000
(12.060)

Group I

72.500
(13.735)

74.583
(19.360)

68.750
(24.691)

Group J

50.417
(26.325)

55.417
(26.152)

52.917
(29.034)

N=120
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Table 47
Means and Standard Deviations of Mental Demand, Temporal Demand, and Frustration Reports
during Low Cognitive Load Testing Scenario of Session 1 by Groups
Mental Demand
M (SD)

Temporal Demand
M (SD)

Frustration
M (SD)

Group A

54.833
(21.221)

63.750
(28.133)

64.167
(25.301)

Group B

47.083
(22.407)

47.667
(28.040)

47.500
(28.244)

Group C

56.667
(21.356)

55.417
(19.938)

50.000
(25.937)

Group D

60.833
(20.652)

61.667
(20.707)

63.750
(25.595)

Group E

61.667
(25.614)

53.750
(28.214)

46.667
(21.142)

Group F

54.167
(19.981)

38.750
(22.676)

38.750
(25.772)

Group G

61.667
(16.143)

50.417
(22.407)

45.833
(23.436)

Group H

61.667
(20.151)

54.583
(24.722)

43.750
(17.980)

Group I

56.667
(24.802)

48.750
(22.776)

45.417
(23.785)

Group J

50.833
(26.010)

49.167
(27.289)

50.833
(29.987)

N=120
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Table 48
Means and Standard Deviations of Mental Demand, Temporal Demand, and Frustration Reports
during High Cognitive Load Testing Scenario of Session 1 by Groups
Mental Demand
M (SD)

Temporal Demand
M (SD)

Frustration
M (SD)

Group A

64.583
(20.611)

76.667
(22.697)

74.833
(18.838)

Group B

66.250
(24.875)

67.917
(24.070)

68.750
(24.227)

Group C

75.417
(21.262)

75.417
(26.238)

70.417
(26.922)

Group D

82.333
(11.978)

87.917
(9.160)

85.417
(24.351)

Group E

74.583
(24.070)

71.500
(27.181)

66.083
(28.990)

Group F

62.917
(21.369)

52.083
(30.560)

56.667
(29.103)

Group G

67.917
(18.023)

62.500
(24.168)

51.667
(24.152)

Group H

63.750
(27.313)

66.917
(26.155)

56.667
(22.896)

Group I

60.417
(29.959)

63.333
(24.618)

52.917
(29.034)

Group J

69.583
(27.754)

76.250
(24.038)

72.917
(22.203)

N=120
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Table 49
Means and Standard Deviations of Mental Demand, Temporal Demand, and Frustration Reports
during Training Scenario 1 of Session 2 by Groups
Mental Demand
M (SD)

Temporal Demand
M (SD)

Frustration
M (SD)

Group A

52.917
(21.894)

70.417
(17.117)

74.583
(14.866)

Group B

66.250
(22.975)

63.750
(25.860)

65.000
(30.600)

Group C

76.250
(20.127)

79.167
(18.930)

67.917
(26.325)

Group D

82.083
(18.023)

83.333
(10.941)

83.500
(23.582)

Group E

50.833
(20.207)

43.333
(24.152)

35.417
(15.588)

Group F

47.500
(18.153)

32.917
(20.500)

45.417
(25.357)

Group G

41.667
(21.881)

34.583
(23.785)

23.333
(10.075)

Group H

56.667
(26.827)

45.000
(20.113)

46.667
(29.721)

Group I

57.500
(21.267)

62.083
(21.686)

50.417
(27.754)

Group J

47.500
(30.563)

45.833
(31.176)

47.667
(32.275)

N=120
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Table 50
Means and Standard Deviations of Mental Demand, Temporal Demand, and Frustration Reports
during Training Scenario 2 of Session 2 by Groups
Mental Demand
M (SD)

Temporal Demand
M (SD)

Frustration
M (SD)

Group A

44.583
(28.877)

63.167
(23.652)

72.167
(23.163)

Group B

60.417
(23.008)

60.417
(26.152)

65.000
(31.406)

Group C

66.667
(19.579)

79.167
(19.752)

62.500
(32.439)

Group D

80.833
(20.431)

82.083
(13.728)

82.500
(22.613)

Group E

43.917
(26.483)

36.917
(31.944)

51.000
(33.469)

Group F

39.167
(22.139)

36.667
(26.572)

32.500
(26.155)

Group G

41.667
(23.773)

37.083
(27.754)

34.167
(27.122)

Group H

46.667
(23.581)

35.417
(17.117)

32.083
(17.896)

Group I

60.833
(29.220)

66.667
(26.657)

56.667
(32.567)

Group J

44.583
(34.143)

37.917
(30.929)

50.000
(36.369)

N=120
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Table 51
Means and Standard Deviations of Mental Demand, Temporal Demand, and Frustration Reports
during High Cognitive Load Testing Scenario of Session 2 by Groups
Mental Demand
M (SD)

Temporal Demand
M (SD)

Frustration
M (SD)

Group A

40.000
(24.799)

39.273
(22.557)

58.364
(25.582)

Group B

62.917
(23.204)

50.833
(21.620)

56.250
(30.460)

Group C

69.583
(20.389)

77.083
(17.381)

47.500
(32.087)

Group D

77.500
(12.523)

77.917
(13.222)

75.417
(24.164)

Group E

55.833
(25.121)

57.250
(20.776)

52.500
(23.500)

Group F

50.417
(19.709)

48.917
(23.578)

49.583
(28.481)

Group G

67.083
(22.203)

66.250
(23.848)

61.667
(23.192)

Group H

55.833
(29.987)

58.333
(30.025)

49.833
(25.768)

Group I

55.000
(26.968)

58.333
(25.614)

37.083
(23.008)

Group J

62.500
(31.945)

69.583
(24.905)

66.667
(29.568)

N=120
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Table 52
Correlations of Average Session 1 Training Frustration Reports to Performance during Session 1
Low Cognitive Load Test
Frustration
Pearson
Correlation

p

Prioritization

-.081

.379

Munition

-.074

.423

Identification

.088

.340

Targeting

-.026

.781

N=120
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Table 53
Correlations of Average Session 1 Training Frustration Reports to Performance during Session 1
High Cognitive Load Test
Frustration
Pearson
Correlation

p

Prioritization

-.081

.382

Munition

-.054

.559

Identification

.060

.515

Targeting

.080

.383

N=120
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Table 54
Correlations of Average Session 2 Training Frustration Reports to Performance during Session 2
High Cognitive Load Test
Frustration
Pearson
Correlation

p

Prioritization

-.207

<.05

Munition

-.042

.646

Identification

.089

.331

Targeting

.036

.696

N=120
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