Abstract. Let A be a complex unital Banach algebra. Using a connection between the spectral distance and the growth characteristics of a certain entire map into A, we derive a generalization of Gelfand's famous Power Boundedness Theorem. Elaborating on these ideas, with the help of a Phragmén-Lindelöf device for subharmonic functions, it is then shown, as the main result, that two normal elements of a C * -algebra are equal if and only if they are quasinilpotent equivalent.
Introduction
Asymptotically intertwined operators on Banach spaces, and the associated notions of the spectral distance and quasinilpotent equivalence, are well-established topics in the context of local spectral theory. Standard references (by now) include [3, 6, 8, 16, 17, 18] , and some very recent ones [4, 5] . The aim of this paper is to deviate a little from this approach, and to see what can be obtained from a more global perspective on these matters. It is therefore natural to revert to the situation of a complex unital Banach algebra. Throughout we shall rely on connections with the classical theory of growth of entire functions (which can be suitably extended to Banach algebra valued functions via the separation properties of the Hahn Banach Theorem). This approach, though somewhat unexplored in general, was also considered in [7] by Frunzǎ who obtained some very neat results for the case of Hilbert space operators. A generalization of asymptotically intertwined operators, the spectral distance, and quasinilpotent equivalence to abstract Banach algebras ( [13] ) is quite obvious: Let A denote a complex Banach algebra with identity 1. For a, b ∈ A associate operators L a , R b , and C a,b , acting on A, by the relations L a x = ax, R b x = xb, and C a,b x = (L a − R b )x (x ∈ A).
Since L a and R b commute it is easy that
with the convention that, if 0 = a ∈ A, then a 0 = 1. Using the particular value x = 1, define ρ : A × A → R by The function d ρ , which defines a semimetric on A, is a noncommutative generalization of the semimetric induced by the spectral radius in the commutative case. That is, d ρ (a, b) = lim n (a− b) n 1/n provided ab = ba. If X is a Banach space, and S, T ∈ A := L(X), the Banach algebra of bounded linear operators from X into X, then the number ρ(S, T ) is a well-known quantity called the local spectral radius [8, p.235] of the commutator C S,T ∈ L(A) at I. The number d ρ (S, T ) is called the spectral distance [8, p.251] of the operators S and T . Furthermore, the (ordered) pair (S, T ) is said to be asymptotically intertwined [8, p.248 ] by the identity, I, if ρ(S, T ) = 0. If each of the pairs (S, T ) and (T, S) is asymptotically intertwined by the identity operator (i.e. d ρ (S, T ) = 0), then S and T are called quasinilpotent equivalent [8, p.253] . We shall adopt the operator terminology for a, b in a general Banach algebra A even though d ρ is (more accurately) called the spectral semidistance in [13] (see also the comments preceding Proposition 3.4.9 in [8] ). Since one may always embed A isometrically into L(X) for some Banach space X, it follows from [8, Proposition 3.4.11] that d ρ (a, b) = 0 implies equality of the spectra of a and b. This will not be particularly useful to us, since most of our results rely only on the weaker ρ(a, b) = 0. The following very simple facts are useful for this paper: ρ(αa, αb) = |α|ρ(a, b) for α ∈ C; ρ(a, b) = ρ(a + c, b + c) for any c ∈ A commuting with both b and a; any two quasinilpotent elements are quasinilpotent equivalent. The methods employed in this paper stem from a curious connection between ρ and the growth characteristics of a certain entire map from C into A. We recall the following definitions: Let f be an entire function from C into A. Then f has an everywhere convergent power series expansion
with coefficients a n belonging to A. Next define a function
The function f is said to be of finite order if there exist K > 0 and R > 0 such that M f (r) < e r K holds for all r > R. The infimum of the set of positive real numbers, K, such that the preceding inequality holds is called the order of f , denoted by ω f . If ω f = 1 then f is said to be of exponential order. Suppose f is entire, and of finite order ω := ω f . Then f is said to be of finite type if there exist L > 0 and R > 0 such that M f (r) < e Lr ω holds for all r > R. The infimum of the set of positive real numbers, L, such that the preceding inequality holds is called the type of f , denoted by τ f . Remarks 1.1. We should point out that the terminology "exponential order" is somewhat nonstandard; the phrase "exponential type", which is more commonly used, usually signifies (i) ω f < 1 and τ f ≤ ∞, or (ii) ω f = 1 and τ f < ∞.
It is known (see the monograph [9, p.41] ) that the order and type of an entire function are given by the respective formulas ω f = lim sup n n log n log a n −1
If, for example, f is of order 0 and finite type, then it follows from the definition (via Liouville's Theorem) that f must be constant; but there are other, more interesting, scenarios involving order and type which may also force this (cf. Theorem 2.3). Let a, b ∈ A, and define
The corresponding series expansion, valid for all λ ∈ C, is given by
Since f (λ) ≤ e ( a + b )|λ| , for all λ ∈ C, it is immediate, from the definition, that ω f ≤ 1. Suppose we know that f is of exponential order (i.e. ω f = 1). Using Stirling's formula it follows that lim n n(1/n!) 1/n = e, from which we subsequently obtain
In conclusion, the function f defined in (1.3) exhibits the following growth characteristics: either w f < 1, or w f = 1 in which case τ f = ρ(a, b); this observation will be crucial throughout the remainder of this paper. Furthermore we shall adopt the following notation: If A −1 denotes the invertible group of A, and x ∈ A then σ A (x) := {λ ∈ C : λ1 − x ∈ A −1 } denotes the spectrum of x, and r σA (x) := sup{|λ| : λ ∈ σ A (x)} = lim n x n 1/n the spectral radius of x. If the algebra under discussion is clear from the context, we may omit the subscript A in the aforementioned notation. If K is a compact subset of C, then pco(K) is the polynomially convex hull of K.
Quasinilpotent equivalence and power boundedness
We start with a useful result which implies that quasinilpotent equivalence is preserved under the Holomorphic Functional Calculus. Theorem 2.1 extends [7, Proposition 4]. Theorem 2.1. Let A be a Banach algebra, a, b ∈ A, and let f be holomorphic on an open set containing σ(a) ∪ σ(b). Then
Similarly
The preceding argument shows that
is evident, and all that remains is to show that the right side of (2.1) is finite: Define
It follows directly from [14, Lemma 10 .29] that G is continuous on U ×U , and hence the right side of (2.1) is finite since σ(a) and σ(b) are compact.
As an easy application of Theorem 2.1 we give a very short proof of the main result in [13] . First make the observation that if p and q are idempotents satisfying ρ(p, q) = 0, then p = q; this follows directly from the fact that for n odd we have C n p,q 1 = p − q . Proof. As stated in [13] it is well-known that σ(a) = σ(b) is finite, and, in particular, the hypothesis on h implies that a and b can be expressed respectively as a = where, for each j, p j and q j are the Riesz idempotents corresponding to λ j for a and b respectively, and r a and r b are quasinilpotent elements belonging to the bicommutant of a and b respectively. The exact same argument as in Theorem 2.2 shows that p j = q j for each j. However, the observation preceding Theorem 2.2 is no longer valid if idempotents are replaced by quasinilpotents; the best possible result is thus that a−b = r a −r b . This is Theorem 4.3 in [2] . Other results related to quasinilpotent equivalence of elements with finite spectra in [2] can just as easily be derived through the use of Theorem 2.1. An application of Theorem 2.1, together with the relationship between τ f and ρ(a, b), leads to a natural generalization of a famous result due to Gelfand: Let A be a complex Banach algebra with identity. Then a ∈ A is the identity element of A if and only if σ(a) = {1} and { a n : n ∈ Z} is bounded (i.e. a is so-called doubly power bounded). Gelfand's result seems (deceptively) quite simple but it really has a very rich history, and, moreover, even the shortest of its many arguments relies on sophisticated ideas. For a particularly elegant proof, due to Allan and Ransford, look at [11, Theorem 2.6.12.]. To prove Theorem 2.4 we shall need an old theorem ascribed to Pólya: In the original Pólya's Theorem A = C, but it extends easily to A via a standard argument with functionals belonging to the dual of A. 
Proof. The forward implication is trivial. To prove the reverse implication, suppose there exists M > 0 such that a n b −n ≤ M for all n ∈ Z. Since σ(a) ∪ σ(b) does not separate 0 from infinity, there is an open set U containing σ(a) ∪ σ(b) such that λ = e log λ for some analytic branch, log λ, of the logarithm on U . Since ρ(a, b) = 0 it follows, from Theorem 2.1, that ρ(log a, log b) = 0. So we consider the function from C to A given by
As noted in the preceding section, the function h is of order at most one. We consider two cases: (i) ω h < 1: This implies there exists 0 < K < 1 and R > 0 such that M h (r) < e Since ǫ > 0 was arbitrary we also have in this case that lim sup
If we observe further that h(n) = e n log a e −n log b = a n b −n ≤ M holds for each n ∈ Z, then it follows from Pólya's Theorem that h must be constant. From this one infers that log a = log b, and hence that a = b. For the general case we simplify have to observe that ρ(a, b) = 0 ⇔ ρ(α1 + a, α1 + b) = 0 for all α ∈ C.
Corollary 2.5 (Gelfand). Let A be a Banach algebra and a ∈ A. Then a = 1 if and only if σ(a) = {1} and sup n∈Z a n < +∞.
Proof. The forward implication is trivial. Conversely, if σ(a) = {1}, then 0 / ∈ pco(σ(a)) and ρ(a, 1) = r σ (a − 1) = 0. If, in addition, { a n : n ∈ Z} is bounded then Theorem 2.4 says a = 1. Furthermore, by Theorem 2.1, we have that ρ(e ita , e itb ) = 0. Since 0 / ∈ pco(σ(e ita )∪ σ(e itb )), and e nita e −nitb ≤ e nita e −nitb = 1 holds for all n ∈ Z, Theorem 2.4 gives that e ita = e itb . But this being valid for all t ∈ [−r, r] we obtain a = b. , and for each n ∈ Z a n b −n ≤ a
It follows from Theorem 2.1, with We show that Corollaries 3.1 and 3.2 can in fact be extended to normal elements. The proof now relies on a Phragmén-Lindelöf Theorem for subharmonic functions:
Let u be a subharmonic function on the halfplane H := {λ ∈ C : Re λ > 0}, such that for some constants A, B < ∞
and if Since a is normal it follows, from Jacobson's Lemma [1, Lemma 3.
) for all λ ∈ C, and by Vesentini's Theorem [12, Theorem 6.4 .2] the function
is subharmonic on C. Since b is also normal, and since ρ(a, b) = ρ(b * , a * ) = 0, one may factorize f (λ) = p(λ)q(λ), where p(λ) = e λia e −λib and q(λ) = e λib * e −λia * are entire each with growth characteristics as discussed in Section 1, i.e. either the order is strictly less than 1 or the order equals 1 in which case the type equals 0. Whichever case prevails, given ǫ > 0 arbitrary, there exists R(ǫ) > 0 such that for all r > R(ǫ)
log r σ (f (λ)) ≤ log e λia e log r σ (f (t)) t = 0.
It thus follows, from Theorem 3.3, that r σ (f (λ)) = r σ (g(λ)) ≤ 1 for all λ ∈ H. Using the same argument with a and b replaced by −a and −b respectively we see that r σ (f (λ)) = r σ (g(λ)) ≤ 1 for all λ ∈ C. Now define an entire function
Since r σ (g(λ)) is bounded on C it follows that lim sup |λ|→∞ r σ (h(λ)) = 0. But r σ (h(λ)) is subharmonic on C and therefore, by a version of Liouville's Theorem for subharmonic functions, it must be constantly zero on C. In particular, we see that
* we see that c commutes with both a and b from which we then obtain
So, using Corollary 3.1, we get a+a * = b+b * and hence that a = b as advertised.
Using Pólya's result it readily follows that a is self-adjoint if and only if ρ(a * , a) = 0 and sup n∈Z e ina < +∞, and, using Theorem 3.5 (ii), that a ∈ A −1 is unitary if and only if ρ(a * , a −1 ) = 0 and r σ a ±1 = a ±1 . In both of the aforementioned, neither ρ(a * , a) = 0 nor ρ(a * , a −1 ) = 0 on their own is sufficient to establish a self-adjoint or unitary respectively. For example, let V be the Volterra operator on L 2 . Then, since V is quasinilpotent, ρ(V * , V ) = 0 but of course V * = V . In the second instance set a(t) = e tV , t ∈ R and notice that ρ (a(t)) * , (a(t)) −1 = 0 for each t ∈ R. But if the implication of this is that a(t) is unitary for each real t, then it would mean that the Volterra operator is normal which is absurd. On the positive side Theorem 3.5, which improves on [7, Lemma 1, Lemma 2], shows that ρ(a * , a) = 0 implies that a is at least "spectrally self-adjoint", and ρ(a * , a −1 ) = 0 implies that a is at least "spectrally unitary". Theorem 3.5. Let A be a C * -algebra and let a ∈ A.
Proof. (i) Of course ρ(a * , a) = 0 ⇒ ρ(ia * , ia) = 0. Suppose α + βi ∈ σ(a) where α, β ∈ R with β = 0. The function h(λ) = e λia * e −λia has either ω h < 1, or ω h = 1. Assume first ω h = 1 so that τ f = 0 as pointed out earlier. Since ρ(ia * , ia) = 0, and since |β| > 0, there exists R > 0 such that sup |λ|≤r h(λ) < e |β|r for r > R. But, on the other hand, if t ∈ R, then h(t) is self-adjoint and it follows via the Spectral Mapping Theorem that h(t) = e −ita 2 ≥ r σ (e −2ita ) ≥ |e −2it(α+βi) | = e 2βt . again giving a contradiction. We conclude that σ(a) ⊂ R.
This would imply that
(ii) Apply (3.6) to get ρ(a * , a −1 ) = 0 ⇔ ρ((a −1 ) * , a) = 0. Then follow the idea in [7] to obtain: But (a −n ) * a −n is self-adjoint so that a −n 2/n ≤ M 1/n (ǫ a −1 + 1) from which we obtain r σ (a −1 ) ≤ (ǫ a −1 +1) 1/2 , and consequently r σ (a −1 ) ≤ 1. Since ρ(a * , a −1 ) = 0 we can similarly prove (cf. [7] ) that r σ (a) ≤ 1 which establishes the result.
