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Abstract
We investigate the scattering problem for the case of locally perturbed periodic layers in Rd, d = 2, 3.
Using the Floquet-Bloch transform in the periodicity direction we reformulate this scattering problem as
an equivalent system of coupled volume integral equations. We then apply a spectral method to discretize
the obtained system after periodization in the direction orthogonal to the periodicity directions of the
medium. The convergence of this method is established and validating numerical results are provided.
1 Introduction
We are concerned in this work by the design of a numerical method to compute the solution of the scattering
problem from locally perturbed infinite periodic layers. This problem is encountered for instance in applica-
tions related to photonics or non destructive testing of gratings. Our work can be seen as an extension of the
numerical method in [16, 20] where the solution for periodic media is computed based on quasi-periodicity
of the incident wave. The principle of our method is similar to the method employed in [4, 5] and relies on
the use of the Floquet-Bloch transform in the periodicity directions to transform the problem into coupled
quasi-periodic problems. Our methodologies then differs in the way we formulate the problem and discretize
it with respect to the space variable. While in [5] an finite element method is employed using a Dirichlet
to Neumann map to bound the computation domain as introduced in [7, 11], we shall rely in the present
work on a volume integral formulation of the problem. Discretizing the volume integral equation efficiently
through the use of spectral method and FFT technique to evaluate the matrix-vector product has been
introduced in [20] and studied in a number of papers [9, 10, 15, 20]. We here mainly rely on the numerical
algorithm implemented in [16] for quasi-periodic problems but we shall consider TE modes. The TM mode
can be treated in a similar manner using the adaptations proposed in [16]. As in [4], the first main difficulty
in the convergence analysis is to establish convergence of the discretization of the problem with respect
to the Floquet-Bloch variable. Using a trapezoidal rule to discretize the Floquet-Bloch transform induces
a semi-discrete problem which is equivalent, up to a change in the source term, to the periodic problem
with period ML where M is the number of discretization points and L is the periodicity length. The
convergence (with respect to the parameter M) then relies on the decay of the solution in the periodicity
directions. The latter is indeed not guaranteed in general and usually requires some special assumptions
on the material properties, such as strict monotonicity in the direction orthogonal to the periodicity direc-
tions [2, 3, 8, 14, 17]. We shall restrict ourselves here to a simplified problem where (small) absorption in
the media is assumed through the consideration of complex wave numbers with positive imaginary parts.
This assumption has also been done in [4]. Indeed this greatly simplifies the analysis since the underlying
differential equation operator becomes coercive. This assumption allows us to focus more on the specificity
of coupling spectral discretization of the volume integral method with discretization in the Floquet-Bloch
variable. Indeed this step will enable us, in a future work, to treat the case without absorption and focus
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on the technicality related to establishing Rellich type identities that can be exploited in the convergence
analysis. Our assumption allows also to evacuate problems that would occur at the Wood anomalies. Let
us notice however that the incorporation of a radiation condition for absorption free problems (as in [14])
would not induce major additional difficulties (for the numerical implementation of the method) since this
condition is encoded in the volume integral equation of the problem.
The convergence analysis of the spectral approximation relies on establishing that the obtained discrete
system coincides with the one for volume integral equation associated with the ML-periodic problem. This
property is indeed surprising and one would not expect that it holds in general. In fact it is very specific
to the choice of a trapezoidal rule to discretize the Floquet-Bloch transform. It has been also observed for
finite element discretization in [4]. The optimality of this choice of discretization is not obvious and may
for instance not be convenient in the neighborhood of the Wood anomaly (in the absorption free case).
Our discrete system can then be seen as a special re-arranging of the discretization of the ML−periodic
problem (with a slightly different source term). One of the main advantages of this rearranging is that one
obtain a linear growth of the computational cost with respect to the number of discretization points in the
Floquet-Bloch variable. This is a gain of a logarithmic factor with respect to the application of the method
in [20] to the ML periodic problem. Indeed this would be of interest for large (three dimensional) problems
or when the absorption is small (requiring the use of a large discretization points in the Floquet-Bloch
variable). We shall discuss this issue in a future work. In the present one we shall content ourselves with
preliminary validating results in 2D setting of the problem.
Our paper is organized as follows. We first introduce the problem and some notation and results for the
Floquet-Bloch transform. In order to ease the reading of the technical part treating the full discretization
of the problem we introduce in Section 3 the method employed in [16] for quasi periodic problem. We
complement known results with a uniform convergence result with respect to Fourier-Bloch variable. Section
4 constitues the core of our work. We discuss in Section 4.1 the semi-discretization in the Floquet-Bloch
variable and prove exponential convergence result. Section 4.2 is dedicated to a full discretization of the
problem and associated convergence result. The last section is concerned with a rapid description of the
algorithm and some numerical validating tests for the two dimensional problem.
2 Setting of the problem
2.1 Introduction of the problem and notation
We investigate the scattering problem for the case of locally perturbed unbounded periodic layers. The
problem is formulated as: Given f ∈ L2(Rd), d = 2, 3, find solution u ∈ H1loc(Rd) to the Helmholtz
equation:
∆u+ k2nu = f in Rd (1)
where n ∈ L∞(Rd) denotes the index of refraction and is such that n = np outside a compact domain
D where np ∈ L∞(Rd) is a periodic function with respect to the first d − 1 variables of period L :=
(L1, · · · , Ld−1) ∈ Rd−1, Lj > 0, j = 1, · · · , d− 1.
If the wave number k is real, then (1) should be supplemented with a radiation condition (see for
instance [1]). Although our numerical method can formally be extended to the case of real wave numbers
k, the convergence proof requires some decay properties along the periodicity directions that we are only
capable to prove in the case of complex wave numbers. This is why we shall restrict ourselves to the (coercive
case) where
k2 = k20 + iσ
with k0 ≥ 0 and σ > 0 and assume that Ren(x) ≥ c0 > 0 and Imn(x) ≥ 0 in Rd for some constant c0. In
this case one easily check, using the Lax-Milgram theorem that (1) has a unique solution u ∈ H1(Rd) and
that
‖u‖L2(Rd) ≤ 1σc0 ‖f‖L2(Rd), ‖∇u‖L2(Rd) ≤
√
k20‖n‖∞
σ2c20
+ 1σc0 ‖f‖L2(Rd). (2)
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We also remark that the solution u ∈ H2(Rd) (since ∆u ∈ L2(Rd)). For the well posedness of the problem
in the case of real wave numbers, known results require some additional monotonicity properties of n with
respect to xd (see for instance [17]).
For a point x ∈ Rd we shall use the decomposition x = (x, xd) with xd ∈ R and x = (x1, · · · , xd−1) ∈
Rd−1. For m = (m1, · · · ,md−1) ∈ Zd−1 we denote by
Ωm := J(m− 12 )L, (m+ 12 )LK× R,
where we use the notation Ja, bK := [a1, b1]× · · · × [ad−1, bd−1]. We shall also use the notation
Ωh := Rd−1×]− h, h[ and Ωhm := Ωh ∩ Ωm.
We shall assume that there exists h > 0 such that
supp(np − 1) ⊂ Ωh and supp(f) ⊂ Ωh.
Moreover, to further ease the presentation, we suppose that the support of n − np is strictly contained in
Ωh0 . Indeed this can always be ensured by increasing the periodicity length. One can also work with a
periodicity equal Ωh0 even if the support of n − np is larger Ωh0 but at the cost of additional non essential
technicalities (See Remark 2.1 below).
Remark 2.1. For a point x0 ∈ Rd, the total field u generated by a point source at x0 is solution to
∆u+ k2nu = −δx0 in Rd. (3)
Let ui(·;x0) be the incident wave generated by the point source at x0,
ui(·;x0) :=

i
4
H
(1)
0 (k| · −x0|) in R2,
eik|·−x0|
4pi| · −x0| in R
3.
The scattering problem for a point source at x0 can be reformulated as finding us = u−ui with us ∈ H1(Rd)
such that
∆us + k2nus = −k2(n− 1)ui in Rd. (4)
Indeed problem (4) has the same form as (1) with f := −k2(n− 1)ui.
2.2 Formulation of the problem using the Floquet-Bloch transform
Definition 2.2. A regular function u is called quasi-periodic with parameter ξ = (ξ1, · · · , ξd−1) and period
L = (L1, · · · , Ld−1), with respect to the first d− 1 variables (briefly denoted as ξ−quasi-periodic with period
L) if:
u(x+ (jL), xd) = eiξ·(jL)u(x, xd), ∀j ∈ Zd−1.
We now introduce some notation for functional spaces that will be used in the sequel:
• C∞ξ,L(Rd) := {u ∈ C∞(Rd);u is ξ−quasi-periodic with period L};
• C∞ξ (Ω0) := {u|Ω0 ;u ∈ C∞ξ,L(Rd)};
• Hsξ (Ω0) is the closure of C∞ξ (Ω0) with respect to the Hs(Ω0) norm;
• Hsξ,L(Rd) is the extension of Hsξ (Ω0) functions to a ξ−quasi-periodic function with period L to all of
Rd.
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For a regular function ϕ ∈ S(Rd), the Floquet-Bloch transform of ϕ in the first d− 1 variables with period
L ∈ Rd−1 is defined by:
Fϕ(x, xd; ξ) :=
∑
n∈Zd−1
ϕ(x+mL, xd)e−i(mL)·ξ, ∀ξ ∈ J− piL , piLK, x ∈ Rd. (5)
Fϕ(·; ξ) defined in (5) is ξ−quasi-periodic with period L. The inverse Floquet-Bloch transform F−1 is given
by
ϕ(x+mL, xd) =
JLK
(2pi)d−1
∫
J− piL , piL K Fϕ(x, xd; ξ)e
i(mL)·ξ dξ , m ∈ Zd−1, x ∈ Rd, (6)
where JLK := L1 · · ·Ld−1. We shall also use the following notations for vector in Zd−1:
|L| := |L1|+ · · ·+ |Ld−1|, ‖L‖ :=
√
L21 + · · ·+N2d−1.
Operators on vectors such as multiplication or division should be understood as component-wise operations.
Since S(Rd) is dense in L2(Rd) and
‖Fϕ‖L2(Ω0×J− piL , piL K) = ‖ϕ‖L2(Rd)
for ϕ ∈ S(Rd), then the operator F extends to an isometry between L2(Rd) and L2(Ω0 × J− piL , piLK). Fur-
thermore, for all integers s > 0, F(Hs(Rd)) = L2(J− piL , piLK, Hsξ (Ω0)) and for all u ∈ Hs(Rd):
F(∂jxu) = ∂jxF(u), ∀ 0 ≤ j ≤ s. (7)
This result can be found in [4]. We also refer to [13] for an extensive study of the Floquet-Bloch transform.
We now propose to use the Floquet-Bloch transform in the first d − 1 directions to study the spectral
numerical approximation of problem (1). We first remark that since np is L periodic, then F(npu) = npF(u).
Moreover, if a function ϕ has a support in Ω0, then Fϕ(x, xd; ξ) = ϕ(x, xd) for (x, xd) ∈ Ω0. Consequently,
applying the Floquet-Bloch transform to equation (1) we get
∆(Fu)(x, xd; ξ) + k2np(Fu)(x, xd; ξ) + k2(n− np)u(x, xd) = (Ff)(x, xd; ξ); (x, xd) ∈ Ω0. (8)
Let us set fξ := (Ff)(·; ξ) and
u˜(x, xd; ξ) := Fu(x, xd; ξ) (x, xd) ∈ Ω0.
Then u˜ ∈ L2(J− piL , piLK, H2ξ (Ω0) and
∆u˜(·; ξ) + k2npu˜(·; ξ) + k2(n− np)M(u˜) = fξ in Ω0, ξ ∈ J− piL , piLK
M(u˜) := JLK
(2pi)d−1
∫
J− piL , piL K u˜(·; ξ) dξ ,
(9)
where the second equation comes from the inverse Floquet-Bloch transform expression
u(x+mL, xd) =
JLK
(2pi)d−1
∫
J− piL , piL K u˜(x, xd; ξ)e
i(mL)·ξ dξ , m ∈ Zd−1, (x, xd) ∈ Ω0. (10)
One can also check that the converse is true, i.e. if (Ff) ∈ L2(Ω0 × J− piL , piLK), the u defined by (10) is in
H2(R2) and is solution to (1).
Remark 2.3. If the support of n − np is contained in ΩhP−,P+ := ∪m∈JP−,P+KΩhm for P−j , P+j ≥ 0, j =
1, . . . , d then the third term of the first equation of system (9) has to be modified and the system becomes
∆u˜(·; ξ) + k2npu˜(·; ξ) + k2
∑P+
m=−P−(n− np)(·+mL)Mm(u˜)e−i(mL)·ξ = fξ in Ω0, ξ ∈ J− piL , piLK
Mm(u˜) := JLK(2pi)d−1
∫
J− piL , piL K u˜(·; ξ)e
i(mL)·ξ dξ .
(11)
The analysis below can be extended to treat this case without any major additional difficulty.
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3 Volume integral formulation of the ξ−quasi-periodic problem
Before dealing with problem (9) where the equations for different values of ξ are coupled through M(u˜),
we shall first recall the principles of the spectral volume integral method for fixed ξ as in [16] for periodic
media. This may be helpful in making the technical details of the general case treated in next section more
digest. We shall also supplement the convergence results with a result on uniform convergence properties
with respect to ξ. Although the latter is not necessary to treat problem (9), we thought that it has its own
interest and would complement the picture for the use of this type of methods in periodic media. Some of
the technical results presented will also be useful for Section 4.
3.1 Setting of the volume integral equation
We first consider problem (9) for the case of periodic media, i.e. n = np. Let us set uξ := Fu(·; ξ) and set
fξ := Ff(·; ξ). Then we are led to consider the problem, uξ ∈ H2ξ,L(Rd) verifying
∆uξ + k2npuξ = fξ in Rd (12)
where fξ ∈ L2ξ,L(Rd). Indeed considering problem (12) in Rd or in Ω0 is equivalent. In the following we
shall not distinguish uξ from its restriction to Ω0. We recall that
‖uξ‖H1ξ (Ω0) ≤ C‖fξ‖L2(Ωh0 ), where C := max
{
1
σc0
,
√
k20‖n‖∞
σ2c20
+ 1σc0
}
. (13)
Let Gξ(·) ∈ L2ξ,L(Rd) be the ξ−quasi-periodic Green function of the Helmholtz equation, i.e. satisfying,
∆Gξ + k2Gξ(·) = −δ0 inΩ0. (14)
Then Gξ can be expressed as (see [12]),
Gξ(x) =
i
2JLK ∑
j∈Zd−1
1
βξ(j)
exp(iαξ(j) · x+ iβξ(j)|xd|), (x, xd) ∈ Rd, (15)
where
αξ(j) := ξ +
2pi
L
j =
(
ξ1 +
2pi
L1
j1, · · · , ξd−1 + 2pi
Ld−1
jd−1
)
, βξ(j)2 := k2 − ‖αξ(j)‖2, Imβξ(j) ≥ 0.
(Remark that βξ(j) 6= 0 for all j and ξ since σ > 0.) We now consider the volume potential Vξ on L2(Ωh0 )
with kernel Gξ defined by
Vξg(x) :=
∫
Ωh0
Gξ(x− y)g(y)dy, x ∈ Rd. (16)
Lemma 3.1. (See for instance [6, 16]) The volume potential Vξ is a linear bounded operator from L2(Ωh0 )
into H2ξ,L(Rd). Moreover, for all g ∈ L2(Ωh0 ), the potential w := Vξg ∈ H2ξ,L(Rd) and is the unique solution
to ∆w + k2w = −g in Rd.
Thus, if we set w := Vk(k2(np − 1)uξ − fξ), then from Lemma 3.1, w ∈ H2ξ,L(Rd) and satisfies
∆w + k2w = −k2(np − 1)uξ + fξ in Rd.
Therefore w = uξ in Rd and uξ ∈ L2(Ωh0 ) and satisfies
uξ = k2Vξ((np − 1)uξ)− Vξfξ in L2(Ωh0 ). (17)
Conversely, if (17) is verified, then obviously uξ can be obtained in all Rd using the expression of w. The
numerical scheme we shall consider is based on the spectral discretization of (17). In order to be efficient, by
the use of FFT in evaluating the matrix-vector product, we need to periodize the equation in the direction
xd. This is the step we shall discuss now.
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3.2 Periodization of the integral equation
Let R ∈ R such that R > 2h, we define GRξ as
GRξ (x) := Gξ(x), ∀x = (x, xd) ∈ Rd−1×]−R,R[, (18)
and extend GRξ to all Rd as a 2R−periodic function with respect to xd. We then define the periodized
volume potential V Rξ : L
2(Ωh0 )→ L2(ΩR0 ) using the same expression as (16) where the kernel Gξ is replaced
by GRξ and consider the periodized volume integral equation, u
R
ξ ∈ L2(ΩR0 ),
uRξ = k
2V Rξ ((np − 1)uRξ )− V Rξ fξ in L2(ΩR0 ). (19)
We then have the following result.
Lemma 3.2. 1. For all g ∈ L2(Ωh0 ), V Rξ g = Vξg in Rd.
2. For for all fξ ∈ L2(Ωh0 ), equation (19) has a unique solution uRξ ∈ L2(ΩR0 ) and we have
uRξ = uξ in Ω
h
0
where uξ ∈ L2(Ωh0 ) is the unique solution of (17).
Proof. The equality V Rξ g = Vξg in Rd holds for all g ∈ L2(Ωh0 ) since GRξ and Gξ coincide in ΩR, |xd−yd| < R
for all (x, y) ∈ Ωh0 × Ωh0 and R > 2h.
Let fξ ∈ L2(Ωh0 ). Since the support of np − 1 is included in Ωh, we deduce from the first point that a
solution uRξ ∈ L2(ΩR0 ) of (19) is such that uRξ |Ωh0 ∈ L2(Ωh0 ) and verifies (17). Since uRξ |Ωh0 = 0 and fξ = 0
imply uRξ = 0 in Ω
R
0 we easily conclude from the well-posedness of (17) that (19) has at most one solution.
In addition, a solution of (19) can be constructed as
uRξ = uξ in Ω
h
0 and u
R
ξ = k
2V Rξ ((np − 1)uξ)− V Rξ fξ in ΩR0 \ Ωh0
where uξ ∈ L2(Ωh0 ) is the solution of (17).
The spectral discretization method is based on the Fourier basis defined as
ϕjξ(x) :=
1√
2JLKR exp
(
i
(
ξ + 2piL j
) · x+ i piR jdxd), j = (j1, · · · , jd) = (j, jd) ∈ Zd. (20)
For all u ∈ L2(ΩR0 ), u =
∑
j∈Zd û(j; ξ)ϕ
j
ξ(x) where û(j; ξ) to denotes the j−th coefficient of u with respect
to this Fourier basis, which is defined as:
û(j; ξ) :=
∫
ΩR0
u(x)ϕjξ(x)dx. (21)
If u ∈ Hsξ (ΩR0 ), 0 ≤ s < +∞ then an equivalent norm in Hsξ (ΩR0 ) is given by
‖u‖2Hsξ (ΩR0 ) :=
∑
j∈Zd
(
1 +
∥∥∥∥ jL
∥∥∥∥2 + ∥∥∥∥jdR
∥∥∥∥2
)s
|û(j; ξ)|2. (22)
Remark that since ‖u‖L2(ΩR0 ) = ‖eiξxu‖L2(ΩR0 ), using Plancherel theorem we conclude the norm in L2(ΩR0 )
defined by (22) (for s = 0) is independent from ξ, i.e.,
‖u‖2L2(ΩR0 ) =
∑
j∈Zd
|û(j; 0)|2 =
∑
j∈Zd
|û(j; ξ)|2, ∀ξ. (23)
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We can easily establish the link between the Fourier coefficients with respect to ξ−quasi-periodic Fourier
basis and periodic Fourier basis (ξ ∈ J− piL , piLK, ξ` 6= 0,∀` = 1, · · · , d) as
û(t; 0) = 2R
∑
j∈Zd
û(j, td; ξ)
d−1∏
`=1
2 cos(pi(j` − t`)) sin(ξ` L`2 )
ξ` + 2piL` (j` − t`)
(24)
where here ξ` denotes the component ` of ξ.
Using (15), one can easily compute the Fourier coefficients of GRξ and get
ĜRξ (j; ξ) = γ
eiβξ(j)R cos(pijd)− 1
βξ(j)2 − ( piR jd)2
= γ
eiβξ(j¯)R cos(pijd)− 1
k2 − ‖αξ(j¯)‖2 − ( piR jd)2
(25)
with γ := 1√
2JLKR . Since k2 = k20 +iσ with positive σ and Imβξ(j¯) ≥ 0, we have the estimate, for sufficiently
small ε such that σ − ε(k20 + 2|ξ|2) > 0,
|ĜRξ (j; ξ)| ≤ γ
2
σ + ε(−k20 + ‖αξ(j¯)‖2 + ( piR jd)2)
.
Choosing ε such that σ − ε(k20 + 2‖pi/L‖2) > 0, we infer the existence of a constant C independent from ξ,
L, R and j such that
|ĜRξ (j; ξ)| ≤ C
γ(
1 +
∥∥∥ jL∥∥∥2 + ∥∥ jdR ∥∥2) . (26)
Since V Rξ is a convolution operator
V̂ Rξ g(j; ξ) =
1
γ
ĜRξ (j; ξ)ĝ(j; ξ).
We then immediately get from (26) the following result.
Lemma 3.3. Let s ∈ N. The operator V Rξ : Hsξ (ΩR0 )→ H2+sξ (ΩR0 ) is continuous. Moreover, there exists a
constant C independent of ξ such that
‖V Rξ g‖H2+sξ (ΩR0 ) ≤ C‖g‖Hsξ (ΩR0 ) ∀ g ∈ H
s
ξ (Ω
R
0 ).
We then obtain the following uniform regularity result.
Proposition 3.4. Let fξ ∈ L2(Ωh0 ) and uRξ ∈ L2(ΩR0 ) be the solution of (19). Then there exists a positive
constant C independent from ξ and fξ such that
‖uRξ ‖H2(ΩR0 ) ≤ C‖fξ‖L2(Ωh0 ). (27)
Proof. Thanks to Lemma 3.2, uRξ = uξ in Ω
h
0 where uξ denotes the solution of (17). Then, using (13),
‖uRξ ‖L2(Ωh0 ) ≤ C1‖fξ‖L2(Ωh0 )
for some constant C1 independent from ξ. Using equation (19), Lemma (3.3) and the fact that supp(1−np) ⊂
Ωh0 , we get the existence of a constant C2 independent from ξ such that
‖uRξ ‖H2(Ωh0 ) ≤ C2(‖fξ‖L2(Ωh0 ) + ‖u
R
ξ ‖L2(Ωh0 )).
The result of the proposition then immediately follows from the two inequalities.
7
Let us introduce for later use TRξ : L
2(ΩR0 )→ L2(ΩR0 ) defined by
TRξ g := k
2V Rξ ((np − 1)g) (28)
and ARξ : L
2(ΩR0 )→ L2(ΩR0 ) defined by
ARξ g := g − TRξ g. (29)
Then, as a straightforward consequences of Lemma 3.3, we have:
Lemma 3.5. The operator TRξ : L
2(ΩR0 ) → L2(ΩR0 ) is compact and there exists a positive constant C
independent of ξ such that:
‖TRξ g‖H2ξ (ΩR0 ) ≤ C‖g‖L2(Ωh0 ), ∀g ∈ L
2(ΩR0 ). (30)
An immediate corollary of this Lemma and Lemma 3.2 is the following.
Corollary 3.6. The operator ARξ : L
2(ΩR0 ) → L2(ΩR0 ) is bounded and injective. Moreover, there exists a
positive constant C independent of ξ such that
‖ARξ g‖L2(ΩR0 ) ≤ C‖g‖L2(ΩR0 ).
3.3 Spectral approximation of problem (19)
Let N = (N1, · · · , Nd) ∈ Nd and ZdN := {j = (j1, · · · , jd) ∈ Zd| −N`2 + 1 ≤ j` ≤ N`2 , ` = 1, · · · , d}, we
define the discrete space T Nξ := span
{
ϕjξ; j ∈ ZdN
}
and the orthogonal projection
PNξ : L
2(ΩR0 ) −→ T Nξ , u 7−→ PNξ (u) :=
∑
j∈ZdN
û(j; ξ)ϕjξ. (31)
Let uRξ be the solution of (19). We now consider u
R,N
ξ ∈ T Nξ an approximation of uRξ , which is solution to
following variational equation〈
uR,Nξ − k2V Rξ
(
(np − 1)uR,Nξ
)
, vNξ
〉
L2(ΩR0 )
=
〈−V Rξ fξ, vNξ 〉L2(ΩR0 ) , ∀vNξ ∈ T Nξ . (32)
The next theorem shows that the convergence rate of this method using standard convergence result of
Galerkin discretization, is independent from ξ.
Theorem 3.7. There exists N0 ∈ Nd independent form ξ such that problem (32) admits a unique solution
for all N > N0 and fξ ∈ L2(Ωh0 ). Moreover, there is a positive constant C > 0 independent of ξ and N
such that,
‖uRξ − uR,Nξ ‖L2(ΩR0 ) ≤ C infvNξ ∈TNξ
‖uRξ − vNξ ‖L2(ΩR0 ). (33)
Proof. We concentrate on the second claim since the first one follows from the similar arguments. The
solution uRξ of (19) satisfies〈
ARξ u
R
ξ , vξ
〉
L2(ΩR0 )
=
〈−V Rξ fξ, vξ〉L2(ΩR0 ) , ∀vξ ∈ L2(ΩR0 ). (34)
We then obtain 〈
ARξ (u
R
ξ − uR,Nξ ), vNξ
〉
L2(ΩR0 )
= 0, ∀vNξ ∈ T Nξ . (35)
Since uR,Nξ − vNξ ∈ T Nξ , we get〈
ARξ (u
R
ξ − uR,Nξ ), uRξ − uR,Nξ
〉
L2(ΩR0 )
=
〈
ARξ (u
R
ξ − uR,Nξ ), uRξ − vNξ
〉
L2(ΩR0 )
≤ C‖uRξ − uR,Nξ ‖L2(ΩR0 )‖u
R
ξ − vNξ ‖L2(ΩR0 ). (36)
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We shall prove for all ε > 0, there exists N0 > 0 independent from ξ such that ∀N > N0, ∀ξ ∈ J− piL , piLK:〈
TRξ (u
R
ξ − uR,Nξ ), uRξ − uR,Nξ
〉
L2(ΩR0 )
≤ ε‖uRξ − uR,Nξ ‖2L2(ΩR0 ). (37)
Let us define
wNξ :=
uRξ − uR,Nξ
‖uRξ − uR,Nξ ‖L2(ΩR0 )
(38)
and suppose that (37) is not true. Then there exists a sequence N(n)→∞ such that〈
TRξnw
N(n)
ξn
, w
N(n)
ξn
〉
L2(ΩR0 )
≥ ε. (39)
for some ξn ∈ J− piL , piLK. To shorten the notation, we set wn := wN(n)ξn . Since (ξn)n∈N ⊂ J− piL , piLK then there
is a sub-sequence, also denoted (ξn)n∈N, that converges to ξ ∈ J− piL , piLK. Furthermore, (wn) is bounded
in L2(ΩR0 ) then there exist a sub-sequence, also denoted (wn) that converges weakly to w in L
2(ΩR0 ). Let
v ∈ L2(ΩR0 ) and set vn := PN(n)ξn v ∈ T
N(n)
ξn
. Then〈
ARξ wn, v
〉
L2(ΩR0 )
=
〈
(ARξ −ARξn)wn, v
〉
L2(ΩR0 )
+
〈
ARξnwn, vn
〉
L2(ΩR0 )
+
〈
ARξnwn, v − vn
〉
L2(ΩR0 )
=
〈
(ARξ −ARξn)wn, v
〉
L2(ΩR0 )
+
〈
ARξnwn, v − vn
〉
L2(ΩR0 )
where we used (35) for the last equality. Observe that, using Corollary 3.6,∣∣∣〈ARξnwn, v − vn〉L2(ΩR0 )∣∣∣ ≤ ‖ARξn‖L2(ΩR0 )→L2(ΩR0 )‖v − vn‖L2(ΩR0 ) n→∞−−−−→ 0 (40)
and from Lemma 3.10 we have,∣∣∣〈(ARξ −ARξn)wn, v〉L2(ΩR0 )∣∣∣ = ∣∣∣〈(TRξn − TRξ )wn, v〉L2(ΩR0 )∣∣∣ (41)
≤ ‖TRξ − TRξn‖L2(ΩR0 )→L2(ΩR0 )‖v‖L2(ΩR0 )
n→∞−−−−→ 0.
Therefore, taking the limit as n→ +∞ we get〈
ARξ w, v
〉
L2(ΩR0 )
= 0, ∀v ∈ L2(ΩR0 ). (42)
Since ARξ is injective (see Corollary 3.6), we deduce that w = 0. We now observe that〈
TRξnwn, wn
〉
L2(ΩR0 )
=
〈
(TRξn − TRξ )wn, wn
〉
L2(ΩR0 )
+
〈
TRξ wn, wn
〉
L2(ΩR0 )
where ∣∣∣〈(TRξn − TRξ )wn, wn〉L2(ΩR0 )∣∣∣ ≤ ‖TRξn − TRξ ‖L2(ΩR0 )→L2(ΩR0 ) n→∞−−−−→ 0,
and 〈
TRξ wn, wn
〉
L2(ΩR0 )
n→∞−−−−→ 0,
since TRξ is compact. We then conclude that〈
TRξnwn, wn
〉
L2(ΩR0 )
n→∞−−−−→ 〈TRξ w,w〉L2(ΩR0 ) = 0, (43)
which contradicts (39) and proves (37). Now choose ε = 12 and recall that A
R
ξ = I − TRξ . We obtain from
(36)
1
2
‖uRξ − uR,Nξ ‖2L2(ΩR0 ) ≤
〈
ARξ (u
R
ξ − uR,Nξ ), uRξ − uR,Nξ
〉
≤ C‖uRξ − uR,Nξ ‖‖uRξ − vNξ ‖ (44)
which implies
‖uRξ − uR,Nξ ‖L2(ΩR0 ) ≤ C infvNξ ∈T Nξ
‖uRξ − vNξ ‖L2(ΩR0 ). (45)
9
It is possible to characterize the convergence rate due to the regularity result of Proposition 3.4 and the
following classical interpolation result (See for instance [18]). We here make precise the dependence on L
and R for later use in the analysis of the discretization of the full problem.
Lemma 3.8. If u ∈ Hµξ (ΩR0 ), (µ ∈ R) then
‖u− PNξ u‖Hλξ (ΩR0 ) ≤
d−1∑
`=1
1(
1 + N
2
`
L2
)µ−λ + 1(
1 + N
2
d
R2
)µ−λ

1/2
‖u‖Hµξ (ΩR0 ), for all λ ≤ µ. (46)
Proof. We give the proof for the reader’s convenience. For j ∈ Zd let us denote by I(j) ∈ Zd
I(j)` =
j`
L
; ` = 1, . . . d− 1 and I(j)d = jd
R
.
‖u− PNξ u‖2Hλξ =
∑
j∈Zd\ZdN
(
1 + ‖I(j)‖2)λ |û(j; ξ)|2 = d∑
`=1
∑
j∈Zd, |j`|>N`
(
1 + ‖I(j)‖2)λ |û(j; ξ)|2
≤
d∑
`=1
1
(1 + I(N)2`)µ−λ
∑
j∈Zd, |j`|>N`
(
1 + ‖I(j)‖2)µ |û(j; ξ)|2
≤
d∑
`=1
1
(1 + I(N)2`)µ−λ
‖u‖2Hµξ ,
which proves the Lemma.
Combining Proposition 3.4, Lemma 3.8 and Theorem 3.7 we obtain the following theorem.
Theorem 3.9. There exists N0 ∈ Nd and a positive constant C > 0 that are independent of ξ such that,
‖uRξ − uR,Nξ ‖L2(ΩR0 ) ≤ C
(
d∑
`=1
1
(1 +N2` )2
)1/2
‖fξ‖L2(Ωh0 ). (47)
for all N ≥ N0.
To prove Theorem 3.7 we used some auxiliary results given in Lemma 3.10 and Lemma 3.11 below.
Lemma 3.10. The operator TRξ in Lemma 3.5 is uniform Lipschitz continuous with respect to ξ, i.e.
‖TRξ − TRξ′ ‖L2(ΩR0 )→L2(ΩR0 ) ≤ C‖ξ − ξ
′‖ (48)
for some constant C > 0 independent of ξ, ξ′ ∈ J− piL , piLK.
Proof. To prove this lemma we use the norm in L2(ΩR0 ) defined in (23). We first estimate the Fourier
coefficients of GRξ − GRξ′ with respect to the periodic Fourier basis. For j = (j, jd), from (24) and (25) we
have
ĜRξ (t; 0) = 2Rγ
∑
j∈Zd
eiβξ(j¯)R cos(pijd)− 1
k2 − ‖αξ(j¯)‖2 − ( piR jd)2
d−1∏
`=1
2 cos(pi(j` − t`)) sin(ξ` L`2 )
ξ` + 2piL` (j` − t`)
. (49)
(In this proof, ξ` is used to indicate the `−component of ξ, ` = 1, · · · , d). Then,∣∣∣ĜRξ (t; 0)− ĜRξ′(t; 0)∣∣∣ = 2Rγ∣∣∣∣ ∑
j∈Zd
eiβξ(j¯)R cos(pijd)− 1
k2 − ‖αξ(j¯)‖2 − ( piR jd)2
d−1∏
`=1
2 cos(pi(j` − t`)) sin(ξ` L`2 )
ξ` + 2piL` (j` − t`)
−
∑
j∈Zd
eiβξ′ (j¯)R cos(pijd)− 1
k2 − ‖αξ′(j¯)‖2 − ( piR jd)2
d−1∏
`=1
2 cos(pi(j` − t`)) sin(ξ′` L`2 )
ξ′` +
2pi
L`
(j` − t`)
∣∣∣∣ (50)
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To simplify notation we set
Aj(ξ) :=
eiβξ(j¯)R cos(pijd)− 1
k2 − ‖αξ(j¯)‖2 − ( piR jd)2
and Bj(ξ) :=
d−1∏
`=1
2 cos(pi(j` − t`)) sin(ξ` L`2 )
ξ` + 2piL` (j` − t`)
.
So we can simply write (50) as∣∣∣ĜRξ (t; 0)− ĜRξ′(t; 0)∣∣∣ = 2Rγ∣∣∣ ∑
j∈Zd
Aj(ξ)Bj(ξ)−Aj(ξ′)Bj(ξ′)
∣∣∣.
We now can prove that there exists positive constants C1, C2, C3, C4 independent of ξ, ξ′ such that∣∣Aj(ξ)−Aj(ξ′)∣∣ ≤ C1 ‖ξ − ξ′‖1 + ‖j‖2 and ∣∣Aj(ξ)∣∣ ≤ C31 + ‖j‖2∣∣Bj(ξ)−Bj(ξ′)∣∣ ≤ C2 ‖ξ − ξ′‖∏ (− 12 + |j` − t`|) , and
∣∣Bj(ξ)∣∣ ≤ C4∏ (− 12 + |j` − t`|)
So we finally have
|Aj(ξ)Bj(ξ)−Aj(ξ′)Bj(ξ′)| = |(Aj(ξ)−Aj(ξ′))Bj(ξ) +Aj(ξ′)(Bj(ξ)−Bj(ξ′))|
≤ |Aj(ξ)−Aj(ξ′)||Bj(ξ)|+ |Aj(ξ′)||Bj(ξ)−Bj(ξ′)|
≤ C‖ξ − ξ
′‖
(1 + ‖j‖2)∏d−1`=1 (− 12 + |j` − t`|)
Since ∑
j∈ZdN
1
(1 + ‖j‖2)∏d−1`=1 (− 12 + |j` − t`|) ≤ C0 (51)
So,
2Rγ|
∑
j∈ZdN
Aj(ξ)Bj(ξ)−Aj(ξ′)Bj(ξ′)| ≤ 2Rγ
∑
j∈Zd
|Aj(ξ)Bj(ξ)−Aj(ξ′)Bj(ξ′)| ≤ 2RγCC0‖ξ − ξ′‖
We then obtain
|ĜRξ (t; 0)− ĜRξ′(t; 0)| ≤ C‖ξ − ξ′‖ (52)
for some constant C independent from ξ and ξ′. Since V Rξ − V Rξ′ is a convolution operator
̂(V Rξ − V Rξ′ )g(t; 0) =
1
γ
(
ĜRξ (t; 0)− ĜRξ′(t; 0)
)
ĝ(t; 0).
We then have
‖(TRξ − TRξ′ )g‖L2(ΩR0 ) = ‖(V
R
ξ − V Rξ′ )(n− 1)g‖L2(ΩR0 ) ≤ C‖ξ − ξ
′‖‖n‖L∞‖g‖L2(ΩR0 ), (53)
which proves the lemma.
Lemma 3.11. Let ξ ∈ J− piL , piLK and a sequence (ξN )N such that ξN → ξ as N → +∞ then
‖v − PNξN v‖L2(ΩR0 )
n→∞−−−−→ 0, ∀v ∈ L2(ΩR0 ). (54)
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Proof. We first see that
‖v − PNξN v‖L2(ΩR0 ) ≤ ‖v − P
N
ξ v‖L2(ΩR0 ) + ‖P
N
ξ v − PNξN v‖L2(ΩR0 ). (55)
Since ‖v − PNξ v‖L2(ΩR0 ) → 0 as N →∞, it remains to prove that
‖PNξ v − PNξN v‖L2(ΩR0 ) → 0 as N →∞.
From (31) we have that
‖PNξ v − PNξN v‖L2(ΩR0 ) =
∥∥ ∑
m∈ZN
v̂(m; ξ)ϕmξ − v̂(m; ξN )ϕmξN
∥∥
L2(ΩR0 )
≤ ∥∥ ∑
m∈ZN
(v̂(m; ξ)− v̂(m; ξN ))ϕmξ
∥∥
L2(ΩR0 )
+
∥∥ ∑
m∈ZN
v̂(m; ξN )(ϕmξ − ϕmξN )
∥∥
L2(ΩR0 )
.
We observe that∥∥ ∑
m∈ZN
(v̂(m; ξ)− v̂(m; ξN ))ϕmξ
∥∥2
L2(ΩR0 )
=
∑
m∈ZN
∣∣v̂(m; ξ)− v̂(m; ξN )∣∣2 = ∑
m∈ZN
∣∣∫
ΩR0
(1− eix·(ξ−ξN ))v(x)ϕmξ dx
∣∣2
≤ ∥∥(1− eix·(ξ−ξN )) v∥∥2
L2(ΩR0 )
≤ ∥∥1− eix·(ξ−ξN )∥∥2
L∞(ΩR0 )
‖v‖2
L2(ΩR0 )
and∥∥ ∑
m∈ZN
v̂(m; ξN )(ϕmξ − ϕmξN )
∥∥2
L2(ΩR0 )
=
∥∥(eix·(ξ−ξN ) − 1) ∑
m∈ZN
v̂(m; ξN )ϕmξN
∥∥2
L2(ΩR0 )
≤∥∥eix·(ξ−ξN ) − 1∥∥2
L∞(ΩR0 )
‖PnξN v‖2L2(ΩR0 ) ≤ ‖1− e
ix·(ξ−ξN )‖2
L∞(ΩR0 )
‖v‖2
L2(ΩR0 )
.
We also see that
‖1− eix·(ξ−ξN )‖2L∞(ΩR0 ) =
∥∥2 sin x·(ξN−ξ)2 ∥∥2L∞(ΩR0 ) N→∞−−−−→ 0,
which proves the lemma.
4 Discretization of the locally perturbed periodic problem and
convergence analysis
We now adress the discretization of the original problem (9). Let us set again fξ = Ff(·, ξ). The idea is to
perform first a discretization with respect to the Floquet-Bloch variable, then perform the discretization in
space as done in the previous section. We recall that u˜ ∈ (L2(J− piL , piLK, H2ξ (Ω0)) and
∆u˜(·; ξ) + k2npu˜(·; ξ) + k2(n− np)M(u˜) = fξ in Ω0, ξ ∈ J− piL , piLK
M(u˜) := JLK
(2pi)d−1
∫
J− piL , piL K u˜(·; ξ) dξ in Ω0,
(56)
and that u can be reconstructed from u˜ using (10).
4.1 Discretization and convergence in the Floquet-Bloch variable
We discretize the integral M(u˜) using the trapezoidal rule. Consider a uniform partition of J− piL , piLK into
Πd−1`=1M` sub-domains of size ∆ξ1× . . .×∆ξd−1 with ∆ξ` := 2pi/(M`L`). Set M := (M1, · · · ,Md−1) ∈ Zd−1+
and define Zd−1M := {j = (j1, · · · , jd−1), [−M`2 ] + 1 ≤ j` ≤ [M`2 ], ` = 1, · · · , d− 1}. Here we use the notation
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[·] to denote the floor function and [a] = ([a1], . . . , [ad]) if a = (a1, . . . ad) ∈ Rd. The discretization points
are
ξj = (j1∆ξ1, · · · , jd−1∆ξd−1); j = (j1, · · · , jd−1) ∈ Zd−1M .
Denote by u˜M (·; ξj) an approximation of u˜(·, ξj). Then, using the fact that u˜(·,−pi/L) = u˜(·, pi/L), we set
as discretized equations associated with (56) the following system: u˜M (·; ξj) ∈ H2ξj (Ω0)
∆u˜M (·; ξj) + k2npu˜M (·; ξj) + k2(n− np)uM = fξj in Ω0, j ∈ Zd−1M
uM :=
1JMK ∑
j∈Zd−1M
u˜M (·; ξj), in Ω0. (57)
Since supp((n − np)uM ) ⊂ Ωh0 , one deduces (using similar arguments as in establishing (17)) that system
(57) is equivalent to
u˜M (·; ξj)− k2Vξj ((np − 1)u˜M (·; ξj))− k2Vξj ((n− np)uM ) = −Vξj (fξj ) in L2(Ωh0 ),
uM :=
1JMK ∑
j∈Zd−1M
u˜M (·; ξj) in Ω0. (58)
We will prove later that the function uM constitutes in fact an approximation of u in Ωh0 . We recall that
u˜M (·; ξj) can be extended to Ω0 using the first equation in (58) and then extended to all Rd using the
quasi-periodicity property as
u˜M ((x+mL, xd); ξj) := ei(mL)·ξj u˜M ((x, xd); ξj), x = (x, xd) ∈ Ω0, m ∈ Zd−1.
Then we extend uM to Rd using the same formula as in the second equation of (58), namely
uM :=
1JMK ∑
j∈Zd−1M
u˜M (·; ξj) in Rd.
We also define fM as
fM :=
1JMK ∑
j∈Zd−1M
fξj in Rd.
In particular,
uM (x+mL, xd) =
1JMK ∑
j∈Zd−1M
ei(mL)·ξj u˜M ((x, xd); ξj), x = (x, xd) ∈ Ω0, m ∈ Zd−1. (59)
The following notation will be used
ΩhM := ∪m∈Zd−1M Ω
h
m,
ΩM := ∪m∈Zd−1M Ωm = J([−M2 ] + 12 )L, ([M2 + 12 )LK× R,
Γ−`,M := {x ∈ ΩM , x` = ([−M`2 ] + 12 )L`}, Γ+`,M := {x ∈ ΩM , x` = (M`2 ] + 12 )L`}, ∀` = 1, · · · , d− 1
and the term ML−periodic will refer to periodic functions with respect to the first d − 1 variables with
period ML. To distinguish the notation for the space of ML−periodic we shall set, for m ∈ N ,
Hm#,M (Rd) := Hm0,ML(Rd) and Hm# (ΩM ) : {u|ΩM ;u ∈ Hm#,M (Rd)}.
We shall make extensive use of the following identity (that somehow occurs naturally from the conjugation
of the ξ−quasi-periodicity with the use of the trapezoidal rule). For `, `′ ∈ Zd−1M∑
m∈Zd−1M
e−i(mL)·(ξ`−ξ`′ ) =
∑
m∈Zd−1M
e−i(m
2pi
M )·(`−`′) =
{
0 if ` 6= `′JMK if ` = `′ . (60)
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Lemma 4.1. Let us define G#,M := 1JMK ∑j∈Zd−1M Gξj . Then G#,M ∈ L2#,M (Rd) and satisfies:
∆G#,M + k2G#,M = −δx0 in ΩM . (61)
Proof. This lemma can be proved using the Fourier representation of the ξ−quasi periodic Green function.
Recall that the ML−periodic Green’s function, denoted by GML, has the series representation (apply (15)
with ξ = 0 and L = ML)
GML(x) =
i
2JMLK ∑
j∈Zd−1
1
β#(j)
exp (iα#(j) · x+ iβ#(j)|xd|), x = (x, xd) ∈ Rd (62)
where α#(j) := 2piMLj, β#(j) :=
√
k2 − |α#(j)|2. Also recall that the ξ−quasi periodic Green’s function
Gξ has the series representation (15). Then, forming the expression of G#,M we deduce
G#,M =
1JMK i2JLK ∑
`∈Zd−1M
∑
j∈Zd−1
1√
k2 − (ξ` + 2piL j)2
exp (i(ξ` + 2piL j) · x+ i
√
k2 − (ξ` + 2piL j)2|xd|)
=
i
2JMLK ∑
`∈Zd−1M
∑
j∈Zd−1
1√
k2 − ( 2piL J(`, j))2
exp (i2piL J(`, j)) · x+ i
√
k2 − ( 2piL J(`, j))2|xd|),
where J(`, j) := `+Mj. We see that, span{J(`, j), ` ∈ Zd−1M , j ∈ Zd−1} = Zd−1 and J(`1, j1) = J(`2, j2) if
and only if j1 = j2 and `1 = `2. Therefore, reordering the summation, we get
G#,M =
i
2JMLK ∑
J∈Zd−1
1
β#(J)
exp (iα#(J) · x+ iβ#(J)|xd|) (63)
which clearly proves that G#,M = GML.
We now introduce the potential V#,M with kernel G#,M :
V#,Mf(x) :=
∫
ΩhM
G#,M (x− y)f(y) dy . (64)
We have the following properties for the operator V#,M .
Theorem 4.2. 1. The volume potential V#,M is a linear bounded operator from L2(ΩM ) into H2#,M (R2)
and for all g ∈ L2(ΩM ), u := V#,Mg ∈ H2#(ΩM ) is the unique variational solution to: ∆u+k2u = −g
in ΩM .
2. Let u˜M (·; ξj) be the solution to system (58). Then the function uM defined in (59) belongs to H1#(ΩM )
and verifies the following volume integral equation
uM − k2V#,M ((n− 1)uM ) = −V#,M (fM ) in L2(ΩM ). (65)
Proof. Proving the first claim can be done similarly to Lemma (3.1). We now prove the second claim. We
first introduce the operator V˜ξ : L2(ΩhM )→ L2(ΩhM ):
V˜ξg(x) :=
∫
ΩhM
Gξ(x− y)g(y) dy . (66)
Then, V#,M = 1JMK ∑j∈Zd−1M V˜ξj and if g ∈ L2(R2) with compact support in Ωh0 ,
V˜ξ`g(x) =
∫
ΩhM
Gξ`(x− y)g(y) dy =
∫
Ωh0
Gξ`(x− y)g(y) dy = Vξ`g(x), ∀x ∈ R2. (67)
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We now observe that for v˜(·; ξ`′) in L2(ΩM ) a ξ`′−quasi-periodic function with period L, we have
V˜ξ`(v˜(·; ξ`′)) =
{ JMK Vξ`(v˜(·; ξ`)) if `′ = `,
0 if `′ 6= `.
(68)
To prove this claim we write,
V˜ξ`(v˜(·; ξ`′))(x) =
∫
ΩhM
Gξ`(x− y)v˜(y; ξ`′) dy =
∑
m∈Zd−1M
∫
Ωhm
Gξ`(x− y)v˜(y; ξ`′) dy
=
∑
m∈Zd−1M
∫
Ωh0
Gξ`(x− y)v˜(y; ξ`′)e−i(mL)·(ξ`−ξ`′ ) dy
=
∫
Ωh0
Gξ`(x− y)v˜(y; ξ`′) dy
 ∑
m∈Zd−1M
e−i(mL)·(ξ`−ξ`′ )
 .
Using property (60) we then obtain (68). Since n−np has compact support in Ωh0 , then from (67) we have:
Vξ` ((n− np)uM ) = V˜ξ` ((n− np)uM ) . (69)
Since (np − 1)u˜M (·; ξ`) is ξ`−quasi periodic with period L, then from (68) we have:
Vξ`((np − 1)u˜M (·; ξ`)) =
1JMK V˜ξ`((np − 1)u˜M (·; ξ`)) and V˜ξ`((np − 1)u˜M (·; ξ`′)) = 0, ` 6= `′.
Therefore,
Vξ` ((np − 1)u˜M (·; ξ`)) = V˜ξ` ((np − 1)uM ) . (70)
Similarly we also get
Vξ`fξ` = V˜ξ`fM .
Therefore
u˜M (·; ξ`)− k2V˜ξ`((np − 1)uM )− k2V˜ξ`((n− np)uM ) = −V˜ξ`fM in ΩM ,
in other words,
u˜M (·; ξ`)− k2V˜ξ` ((n− 1)uM ) = −V˜ξ`fM , in ΩM . (71)
Taking the sum with respect to ` ∈ Zd−1M we finally obtain
uM − k2V#,M ((n− 1)uM ) = −V#,MfM , (72)
which proves the theorem.
The following Corollary can be immediately deduced from Theorem 4.2, Lemma 4.3 and estimate (2).
Corollary 4.3. The function uM ∈ H2#(ΩM ) and is solution to
∆uM + k2n uM = fM in ΩM . (73)
Furthermore, there exists a positive constant C independent from M such that
‖uM‖H2#(ΩM ) ≤ C‖fM‖L2(ΩhM ). (74)
Due to the non vanishing imaginary part of k2, we now can formulate the following exponential conver-
gence result with respect to M that is a consequence of the exponential decay of the solution u. A proof of
this theorem can also be found in [4]. For the reader’s convenience, we here give a sketch of the proof.
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Theorem 4.4. Let f ∈  L2(Rd) such that eτ∗‖x‖f ∈ L2(Rd) for some τ∗ > 0. Let u ∈ H1(Rd) be the
solution of (1) and uM ∈ H1#(ΩM ) be the solution of (73). Then there exists τ0 > 0 and a constant C
independent of M and f and τ such that
‖u− uM‖H1(ΩM ) ≤ C
(
e−τ min (ML)/2‖eτ‖x‖f‖L2(Rd) + ‖f − fM‖L2(Rd)
)
∀ 0 ≤ τ ≤ τ0. (75)
Proof. The first observation is that, if we set v = eτ‖x‖u, then v satisfies
∆v − 2τ x‖x‖ · ∇v + (k
2n+ τ2)v = eτ‖x‖f in Rd.
It is easy to see (similarly to (2)) that
‖v‖L2(Rd) ≤
1
σc0
(‖eτ‖x‖f‖L2(Rd) + 2τ‖∇v‖L2(Rd))
and
‖∇v‖2L2(Rd) ≤ (‖eτ‖x‖f‖L2(Rd)‖v‖L2(Rd) + 2τ‖∇v‖L2(Rd))‖v‖L2(Rd) + |k2n+ τ2|‖v‖2L2(Rd).
Choosing τ0 > 0 such that 1 − (2τ0)
2
(σc0)2
(σc0 + |k2n + τ20 |2 + 1) > 1/2 and τ0 < τ∗ we get the existence of a
constant C(τ0) indenpendent from τ such that
‖∆v‖2L2(Rd) + ‖∇v‖2H1(Rd) ≤ C‖eτ‖x‖f‖L2(Rd) ∀0 ≤ τ ≤ τ0. (76)
Let us denote by φ±j := u|Γ±j,M and ψj :=
∂
∂xj
u|Γ±j,M . Then, from trace theorems and since Γ
±
j,M can be
identified as a part of Rd−1, there exists a constant C independent from j such that
eτ(Mj±1)Lj
(‖φ±j ‖2H1/2(Γ±j,M ) + ‖ψ±j ‖2H−1/2(Γ±j,M )) ≤ C(‖∆v‖2L2(Rd) + ‖∇v‖2H1(Rd)). (77)
Since w := u− uM solves 
∆w + k2nw = f − fM in ΩM ,
w|Γ+j,M − w|Γ−j,M = φ
+
j − φ−j ,
∂
∂x1
w|Γ+j,M −
∂
∂x1
w|Γ−j,M = ψ
+
j − ψ−j ,
then, due to σ > 0, there exists constant C ′ > 0 independent from M such that
‖w‖2H1(ΩM ) ≤ C ′
(∑
j
(‖φ±j ‖2H1/2(Γ±j,M ) + ‖ψ±j ‖2H−1/2(Γ±j,M ) + ‖f − fM‖L2(ΩM )). (78)
The result directly follows from combining (76), (77) and (78).
4.2 Discretization in the spatial variable
The discretization procedure in the spatial variable is the same as the one discussed in Section 3.
4.2.1 Periodization of the coupled integral equations
To apply our method we first periodize the volume integral equations of system (58) in xd−direction and
get the following system.
u˜RM (·; ξj)− k2V Rξj ((np − 1)u˜RM (·; ξj))− k2V Rξj ((n− np)uRM ) = −V Rξj fξj in L2(ΩR0 ),
uRM =
1JMK ∑
j∈Zd−1M
u˜RM (·; ξj). (79)
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From Lemma 3.2, the solution to equation (58) and the solution to equation (79) coincides in Ωh0 . Therefore,
the extension by quasi-periodicity of the solution to equation (58) coincide with the extension by quasi-
periodicity of the solution to equation (79) in ΩhM . Let
GR#,M :=
1JMK ∑
j∈Zd−1M
GRξj
be the periodization of G#,M in xd direction. We introduce the volume potential V R#,M with kernel G
R
#,M
as:
V R#,Mf(x) :=
∫
ΩhM
GR#,M (x− y)f(y) dy . (80)
Then, following the same arguments as in the proof of the second item in Theorem 4.2, we obtain that
uRM ∈ L2(ΩRM ) verifies:
uRM = k
2V R#,M ((n− 1)uRM )− V R#,MfM in L2(ΩRM ). (81)
The link between the solution of the periodized equation (81) and the solution of (65) can be established
in a similar way as for ξ−quasi-periodic problems (apply the procedure with ξ = 0 and a period = ML).
We here regroup these results:
Proposition 4.5. • Equation (65) has a unique solution uM ∈ L2(ΩhM ) for all fM ∈ L2(ΩhM ) if and
only if equation (81) has a unique solution uRM ∈ L2(ΩRM ) for all fM ∈ L2(ΩhM ).
• Let fM ∈ L2(ΩhM ), uRM ∈ L2(ΩRM ) be the solution to (81) and uM ∈ L2(ΩhM ) be the solution to (65).
Then
uRM = uM in Ω
h
M .
Moreover uRM ∈ H2#(ΩRM ) and there exists a positive constant C independent of M and fM such that:
‖uRM‖H2#(ΩRM ) ≤ C‖fM‖L2(ΩhM ). (82)
The definition of Hs#(Ω
R
M ) is the same as H
s
ξ (Ω
R
0 ) with ξ = 0 and the period L replaced with ML. The
uniform bound with respect to M is a consequence of the following lemma that can be proved in the same
manner as in Lemma 3.3 using (26).
Lemma 4.6. Let s ∈ N. The operator V R#,M : Hs#(ΩRM )→ Hs+2# (ΩRM ) is continuous. Moreover, there exists
a constant C independent of M such that
‖V R#,Mg‖H2+s# (ΩRM ) ≤ C‖g‖Hs#(ΩRM ), ∀g ∈ H
s
#(Ω
R
M ). (83)
Let us introduce for later use in the convergence analysis TR#,M : L
2(ΩRM )→ L2(ΩRM ) defined by
TR#,Mg := k
2V R#,M ((np − 1)g) (84)
and AR#,M : L
2(ΩRM )→ L2(ΩRM ) defined by
AR#,Mg := g − TR#,Mg. (85)
Then, as straightforward consequences of Lemma 4.6 and the first item in Proposition 4.5 we get the
following.
Lemma 4.7. The operator TR#,M : L
2(ΩRM ) → L2(ΩRM ) is compact. The operator AR#,M : L2(ΩRM ) →
L2(ΩRM ) is bounded and injective. Moreover, there exists a positive constant C independent of M such that
‖AR#,Mg‖L2(ΩRM ) ≤ C‖g‖L2(ΩRM ).
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4.2.2 Spectral approximation
Let u˜RM (·; ξj) ∈ L2(ΩR0 ) be the solution of (79). We consider u˜R,NM (·; ξj) ∈ T Nξj an approximation of u˜RM (·; ξj),
which is solution to following variational equations〈
u˜R,NM (·; ξj), vNξj
〉
L2(ΩR0 )
− k2〈V Rξj ((np − 1)u˜R,NM (·; ξj)), vNξj〉L2(ΩR0 )
− k2
〈
V Rξj
(
(n− np)
(
∆ξ
∑
`
uR,NM (·; ξ`)
))
, vNξj
〉
L2(ΩR0 )
= −
〈
V Rξj (fξj ), v
N
ξj
〉
L2(ΩR0 )
, ∀vNξj ∈ T Nξj (ΩR0 ). (86)
uR,NM is defined as
uR,NM :=
1JMK ∑
j∈Zd−1M
u˜R,NM (·; ξj). (87)
We now define T N#,ξj as the space of functions that are extensions by ξj−quasi-periodicity of functions in
T Nξj to the domain ΩRM . We then set
T N#,M := ⊕j∈Zd−1M T
N
#,ξj .
We extend u˜R,NM (·; ξj) by ξj−quasi-periodicity to ΩRM , which then can be considered as element of T N#,ξj .
The function uR,NM is then extended to Ω
R
M using (87). We now prove that u
R,N
M is also an approximation
of the solution uRM of equation (81) using the Fourier basis on L
2
#(Ω
R
M ).
We first observe that
T N#,M = span{ϕJ#,M , J ∈ Z2M,N} (88)
where for J = (J, Jd) ∈ Zd−1 × Z
ϕJ#,M (x, xd) :=
1√
2RJMLK exp
(
i
(
2pi
ML
J
)
· x+ i pi
R
Jdxd
)
and where ZdM,N ⊂ Zd is defined for N = (N,Nd) ∈ Zd−1 × Z and M ∈ Zd−1 by
Z2M,N := {J = (J, Jd) ∈ Zd−1 × Z; [−M2 ]− MN2 +M + 1 ≤ J ≤ [M2 ] + MN2 and−Nd/2 + 1 ≤ Jd ≤ Nd/2}.
This a consequence of the fact that for any J = (J, Jd) ∈ Zd−1 we can uniquely associate a couple
(j, `) ∈ ZdN × Zd−1N such that
J = j + `M and jd = Jd (89)
and that if (89) holds then
ϕJ#,M =
1√JMKϕjξ` in ΩRM . (90)
We now can prove the following.
Theorem 4.8. The function uR,NM defined in (87) belongs to T N#,M and verifies〈
uR,NM , v
N
M
〉
L2(ΩRM )
− k2
〈
V R#,M ((n− 1)uR,NM ), vNM
〉
L2(ΩRM )
= − 〈V R#,MfM , vNM〉L2(ΩRM ) ,∀vNM ∈ T N#,M .
(91)
Proof. Similarly to the proof of Theorem 4.2 let us introduce the periodized potential V˜ Rξj as
V˜ Rξj g(x) :=
∫
ΩhM
GRξj (x− y)g(y) dy . (92)
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Then, by definition, V R#,M =
1JMK ∑j∈Zd−1M V˜ Rξj . Since (n− np)uR,NM has support in ΩR0 , then
V Rξj
(
(n− np)uR,NM
)
= V˜ Rξj
(
(n− np)uR,NM
)
. (93)
As in the proof of Theorem 4.2, the main ingredient here is that for v˜(·; ξ`′) in L2(ΩRM ) a ξ`′−quasi-periodic
function with period L, we have
V˜ Rξ` (v˜(·; ξ′`)) =
{ JMK V Rξ` (v˜(·; ξ`)) if `′ = `,
0 if `′ 6= `.
The proof of this property is the same as the proof of (68) and relies on identity (60). We then get
V˜ Rξj
(
(np − 1)u˜R,NM (·; ξj)
)
= V˜ Rξj
(
(np − 1)uR,NM
)
and V˜ Rξj
(
fξj
)
= V˜ Rξj (fM ) . (94)
Combined with equation (86), we obtain that u˜R,NM (·; ξj) verifies〈
u˜R,NM (·; ξj), vNξj
〉
L2(ΩR0 )
− k2〈V˜ Rξj ((n− 1)uR,NM ), vNξj〉L2(ΩR0 ) = −〈V˜ Rξj fM , vNξj〉L2(Ω0) ,∀vNξj ∈ T Nξj . (95)
Thanks to the the quasi-periodicity property we deduce that〈
u˜R,NM (·; ξj), vNξj
〉
L2(ΩRm)
− k2〈V˜ Rξj ((n− 1)uR,NM ) , vNξj〉L2(ΩRm)
= −
〈
V˜ Rξj fM , v
N
ξj ,M
〉
L2(Ωm)
, ∀vNξj ,M ∈ T Nξj ,M (ΩRm), ∀m ∈ Zd−1M . (96)
Taking the sum with respect to m we then obtain〈
u˜R,N#,M (·; ξj), vNξj
〉
L2(ΩRM )
− k2〈V˜ Rξj ((n− 1)uR,NM ) , vNξj〉L2(ΩRM ) = −〈V˜ Rξj fM , vNξj〉L2(ΩM ) , ∀vNξj ∈ T N#,ξj .
(97)
Using identity (60) we also get that if v˜(·; ξj) in L2(ΩRM ) is a ξj−quasi-periodic function with period L then〈
v˜(·; ξj), vNξ`
〉
L2(ΩRM )
= 0 if ` 6= j.
Therefore we can replace vNξj in (97) with any test function v
N
M ∈ T N#,M . That is,〈
u˜R,NM (·; ξj), vNM
〉
L2(ΩRM )
− k2〈V˜ Rξj ((n− 1)uR,NM ) , vNM〉L2(ΩRM )
= −
〈
V˜ Rξj fM , v
N
M
〉
L2(ΩM )
, ∀vNM ∈ T N#,M . (98)
Now, taking the average with respect to j ∈ Zd−1M we obtain (91).
4.2.3 Convergence analysis for spatial discretization
The convergence analysis is based on the interpretation of our discrete system (86) as the one obtained
with the discretization of the periodic problem with period = ML (Theorem 4.8). Indeed the following
convergence results for uRM implies uniform convergence results for each ξ`−quasi-periodic component. The
latter can be seen as a consequence of the results of Section 3.
Theorem 4.9. Let uRM ∈ H1(ΩM ) and uR,NM ∈ T N#,M be solutions to (81) and (87) respectively. Then for
all positive M ∈ Nd−1, there exists N0(M) ∈ Nd such that for all N ∈ Nd, N > N0, uR,NM is uniquely defined
and there exists a positive constant C independent from M and N such that
‖uRM − uR,NM ‖L2(ΩRM ) ≤ C infvNM∈T NM
‖uRM − vNM‖L2(ΩRM ). (99)
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Proof. The proof of this Theorem can be seen as a consequence of Theorem 4.2.7 in [19]. The solution uRM
of (81) satisfies 〈
AR#,Mu
R
M , vM
〉
L2(ΩRM )
=
〈−V R#,MfM , vM〉L2(ΩRM ) , ∀vM ∈ L2(ΩRM ). (100)
We then obtain from (91), 〈
AR#,M (u
R
M − uR,NM ), vNM
〉
L2(ΩRM )
= 0, ∀vNM ∈ T N#,M . (101)
Since uR,NM − vNM ∈ T N#,M , then
〈
AR#,M (u
R
M − uR,NM ), uR,NM − vNM
〉
L2(ΩRM )
= 0.〈
AR#,M (u
R
M − uR,NM ), uRM − uR,NM
〉
L2(ΩRM )
=
〈
AR#,M (u
R
M − uR,NM ), uRM − vNM
〉
L2(ΩRM )
≤ C‖uRM − uR,NM ‖L2(ΩRM )‖u
R
M − vNM‖L2(ΩRM ). (102)
For a fixed M , let us define
wR,NM :=
uRM − uR,NM
‖uRM − uR,NM ‖L2(ΩRM )
, (103)
For a given ε > 0, there exists N0(M) ∈ Nd such that for all N > N0
|
〈
TR#,Mw
R,N
M , w
R,N
M
〉
| < ε. (104)
This claim is proved by contradiction. Suppose that there exists a sequence wR,N
′
M such that∣∣∣〈TR#,MwR,N ′M , wR,N ′M 〉∣∣∣ ≥ ε. We see that (wR,N ′M ) is bounded in L2(ΩRM ) and therefore there exists a
subsequence, which we denoted by (wR,N
′
M ), that converges weakly to w ∈ L2(ΩRM ). Observe that (by use
of (91)) 〈
AR#,Mw
R,N ′
M , v
〉
L2(ΩRM )
=
〈
AR#,Mw
R,N ′
M , v − PN
′
# v
〉
L2(ΩRM )
where PN# denotes the projection operator from L
2(ΩRM ) onto T N#,M . Taking the limit as N ′ → ∞ implies
that w = 0 by the injectivity of AR#,M . The compactness of T
R
#,M then implies
〈
TR#,Mw
N
M , w
R,N
M
〉
→〈
TR#,Mw,w
〉
= 0. This is a contradiction with ε > 0. Now, we choose ε = 12 in (104) and use that
AR#,M = I − TR#,M to deduce from (102) that:
1
2
∥∥∥uRM − uR,NM ∥∥∥2
L2(ΩRM )
≤ C
∥∥∥uRM − uR,NM ∥∥∥
L2(ΩRM )
∥∥uRM − vNM∥∥L2(ΩRM ) .
Thus, ∥∥∥uRM − uR,NM ∥∥∥
L2(ΩRM )
≤ C inf
vNM∈T N
∥∥uRM − vNM∥∥L2(ΩRM ) . (105)
It is now possible to immediately deduce the convergence rate thanks to the regularity result of Propo-
sition 3.4 and using the interpolation result of Lemma 3.8 with ξ = 0, L replaced with ML and N` replaced
with M`N` (` = 1, d− 1).
Theorem 4.10. Let uRM ∈ H1(ΩM ) and uR,NM ∈ T N#,M be verifying (81) and (87) respectively. Then for all
positive M ∈ Nd−1, there exists N0(M) ∈ Nd and a positive constant C independent from M such that for
all N ∈ Nd, N > N0,
‖uRM − uR,NM ‖L2(ΩRM ) ≤ C
(
d∑
`=1
1
(1 +N2` )2
)1/2
‖fM‖L2(ΩhM ). (106)
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4.2.4 A convergence result for a combined discretization
We are now in position to combine the previous convergence results and deduce a convergence result for
the discretization of our original problem. Let f ∈ L2(Rd) with support in Ωh and let u ∈ H1(Rd) be the
solution to (1) and uR,NM ∈ T N#,M be verifying (87). We shall assume that there exists τ∗ > 0 such that
eτ
∗‖x‖f ∈ L2(Rd). (107)
To obtain the following convergence result, we first write the decomposition
u− uR,NM = (u− uM ) + (uM − uR,NM ).
We apply Theorem 4.4 to treat the term u−uM and for the second term we first use Proposition 4.5 to see
that
uM − uR,NM = uRM − uR,NM in ΩhM ,
then apply Theorem 4.10.
Theorem 4.11. For all positive M ∈ Nd−1, there exists N0(M) ∈ Nd and two positive constants C and τ0
independent from M such that for all N ∈ Nd, N > N0,
‖u− uR,NM ‖L2(ΩhM ) ≤ C
e−τ0 min (ML)/2‖eτ0‖x‖f‖L2(Rd) + ‖f − fM‖L2(ΩM ) +
(
d∑
`=1
1
(1 +N2` )2
)1/2
‖f‖L2(Rd)
 .
Indeed in this theorem we used that ‖fM‖L2(ΩM ) ≤ ‖f‖L2(Rd). We also notice that ‖f − fM‖L2(ΩM )
converges exponentially fast to 0 as M →∞ thanks to assumption (107). In the cases where f has compact
support, assumption (107) is automatically verified and fM = f in ΩM as soon as the support of f is
contained in ΩM . Let us also note that the rate of convergence with respect to N can be higher if additional
smoothness on the coefficients and the source term is imposed.
Theorem 4.12. Assume in addition that n ∈Wm,∞(Rd) and f ∈ Hmloc(Rd) for some integer m > 0. Then,
for all positive M ∈ Nd−1, there exists N0(M) ∈ Nd and two positive constants C and τ0 independent from
M such that for all N ∈ Nd, N > N0,
‖u− uR,NM ‖L2(ΩhM ) ≤ C
e−τ0 min (ML)/2‖eτ0‖x‖f‖L2(Rd) + ‖f − fM‖L2(ΩM ) +
(
d∑
`=1
1
(1 +N2` )m+2
)1/2
‖fM‖Hm# (ΩM )
 .
Proof. The proof of this theorem follows the same lines as the proof of theorem 4.11 and the observation
and that under the regularity assumption of the theorem, there exists a constant independent from M such
that
‖uRM‖H2+m(ΩRM ) ≤ C‖fM‖Hm# (ΩM )).
The latter is a direct consequence of (81) and Lemma 4.6.
5 Numerical Algorithm and Experiments
We first notice that for any function in L2(ΩR0 ),
PNξj V
R
ξj v = V
R
ξj P
N
ξj v.
Therefore, the discrete system (86) can be written as u˜
R,N
M (·; ξj)− k2V Rξj
(
PNξj ((np − 1)u˜R,NM (·; ξj))
)− k2V Rξj (PNξj (n− np)uR,NM ) = −V Rξj (PNξj f)
uR,NM =
1
M
∑
`∈ZdM u˜
R,N
M (·; ξ`).
(108)
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The Fourier coefficients of V Rξj P
N
ξj
v can be expressed as
̂V Rξj P
N
ξj
v(`; ξj) =
1
γ
Ĝξj (`; ξj)v̂(`; ξj). (109)
The coefficients Ĝξj (`; ξj) have explicit expressions given in (25). Writing (108) in the Fourier domain then
leads to simple algebraic equations for the ξj-Fourier coefficients (the term ξj-Fourier coefficients refers to
the values v̂(`; ξj) of a function v) of u˜
R,N
M (·; ξj), which constitute the unkonwns of our problem. In these
equations one needs in particular to evaluate the ξj-Fourier coefficients of
(np − 1)u˜R,NM (·; ξj) and (n− np)uR,NM .
This step is numerically done using (inverse) FFT to evaluate first the nodal points of u˜R,NM (·; ξj) (from the ξj-
Fourier coefficients) then FFT to compute the ξj-Fourier coefficients of (np−1)u˜R,NM (·; ξj) and (n−np)uR,NM .
As in [16], we use the Matlab version of GMRES algorithm to invert the linear system in the Fourier
domain. In the numerical experiments below, we used a tolerance =10−9. We also note that we did not
use any preconditioning of our system since our objective here is to rather give some preliminary validating
tests of the method in a two dimensional setting of the problem.
Example 1: Case of np = 1
We here consider the scattering problem described in Remark 2.1 for a locally perturbed homogeneous
domain, where the local perturbation is a disk of center 0 = (0, 0) and radius r < min{L2 , x0d}, which has
refractive index n > 1. Thanks to separation of variables we can calculate an analytic expression for the
solution as  u =
∑
m βmJm(k
√
n|x|)eimθ |x| < r,
us =
∑
m αmH
(1)
m (k|x|)eimθ |x| > r,
(110)
where, 
αm = i4H
(1)
m (k|x0|)e−inθ0
√
nJ′m(k
√
n|x|)Jm(k|x|)−Jm(k√n|x|)J′m(k|x|)
−√nJ′m(k
√
n|x|)H(1)m (k|x|)+Jm(k
√
n|x|)H(1)′m (k|x|)
,
βm = i4H
(1)
m (k|x0|)e−inθ0
√
nH(1)
′
m (k|x|)Jm(k|x|)−H(1)m (k|x|)J′m(k|x|)
H
(1)′
m (k|x|)Jm(k
√
n|x|)−√nJ′m(k
√
n|x|)H(1)m (k|x|)
.
(111)
Here θ0 denotes the angle between x and x0 and Jm and H
(1)
m respectively denote the Bessel function and
the Hankel function of the first kind of order m. Figure 1 reports the results obtained using the numerical
approximation (right) and the one obtained using the analytic expression (left). These results correspond
with a refractive index n = 3, a wave number k = pi + 0.1i, a period length L = 2pi, x0 = (0, 2.5λ) where
λ := 2pi|k| and r = 0.5λ. For our numerical solution, we used h = 1.5λ and R = piλ. We observe that we
obtain qualitatively the same solution.
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Figure 1: The analytic solution in Ωh0 (left) and the numerical solution in Ω
h
0 (right) for the first example
(here h = 3).
Figure 2-right reports the relative error for fixed N = 256 and varying M . We observe a fast convergence
rate with a rapid saturation of the error, meaning that the approximation error with respect to M becomes
smaller than the one with respect to N .
Figure 2-left indicates the behavior of the L2(Ωh0 ) error with respect to N (we choose N1 = N2 = N) for
fixed M = 9. We observe that the slope of the log-log curve is −1/2 less than the predicted one (that should
be −2). We think that this is due to the fact that we do not evaluate exactly the ξj-Fourier coefficients of
(n− np)uR,NM or those of (n− 1)f . In our algorithm, we first project the function on the nodal points then
evaluate numerically the FFT of the obtained discrete vector. Indeed in our convergence theorem we did
not take into account this type of error.
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Figure 2: Left: The L2 relative error in Ωh0 with respect to N when M = 9. Right: The L
2 relative error
in Ωh0 with respect to M when N = 256.
To illustrate the effect of the numerical approximation of the Fourier transform of discontinuous functions
on the convergence rate, we compare in Figure 3 the error in evaluating V Rξ f with different methods in
computing the Fourier coefficients of f . Consider the piecewise constant f ∈ L2(ΩR0 ) where f = 2 in Ωh0
and f = 0 otherwise. We first compute the convolution operator FN := PNξ V
R
ξ f using the exact Fourier
coefficients of f . We second compute F˜N ≈ PNξ V Rξ f by evaluating the Fourier coefficients of f using FFT.
The Fourier coefficients of V Rξ are exactly computed in both cases. In Figure 3 we report the L
2(ΩR0 ) norm
of EN = FN − FNmax and E˜N = F˜N − F˜Nmax for N = 2n, n = 5, · · · , 9 and with Nmax = 211. While the
rate of convergence is equal to the one predicted by the theory for EN (Figure 3-left) we observe a non
monotone rate of convergence for E˜N (Figure 3-right).
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Figure 3: Left: The rate of convergence of EN with respect to N when evaluating the convolution operator
using exact Fourier coefficients. The rate of convergence of E˜N with respect to N when evaluating the
convolution operator using FFT.
Let us notice that the observation made for Figure 3 is less visible fore regular functions f as attested
by the following experiment.
In the experiment illustrated by Figure 4 we again consider the scattering problem with np = 1 but
here the local perturbation (the support of n− 1) is a square ω centered at the origin with an edge length
r = 0.6. We give in Figure 4 the convergence rate with respect to N (for M = 9) for three different
choices of the refractive index n inside the domain ω: n = n1 := 3, n = n2 := 1 + 12 cos(
pix
r ) cos(
piy
r ) and
n = n3 := 1 + 2 cos2(pixr ) cos
2(piyr ). The error is computed as the L
2(Ωh0 ) norm of u
R,N
M − uR,NmaxM where
Nmax = 210 and N = 2n, n = 5, · · · , 9. As we can observe, the correct rate of convergence is only observed
for the third choice of n. For the second choice, the rate is closer to the correct one (that should be 3) for
the first values of N .
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Figure 4: L2(Ωh0 ) norm of u
R,N
M −uR,NmaxM where Nmax = 210 and N = 2n, n = 5, · · · , 9 in the case of n = n1
(left), n = n2 (middle) and n = n3 (right).
Example 2: The case of local perturbation
We end our numerical examples with the case of locally perturbed periodic media where np 6= n. The
experiment corresponds with a scattering from a point source as in the first example. The parameters
are the same except for the definition of np and n. The choice of the refractive index np is such that
np = 3 in B0(r), np = 1 in Ωh0\B0(r) and r = 0.5 ∗ λ. The local perturbation is such that n = 1 in
Ωh0 . We compare in Figure 5 the solution obtained by our numerical algorithm and the numerical solution
computed on ΩRM using the finite element code FreeFem++ with a periodicity conditions imposed of the
boundary of ΩRM for M = 9. We observe a slight difference between the two solutions that indeed comes
from difference between the two numerical schemes but also from the difference between fM and f in ΩM
where f = (n− 1)ui.
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Figure 5: Left: Numerical solution obtained by finite element discretization of the periodic problem using
Freefem++. Right: Numerical solution obtained by our algorithm.
We illustrate in Figure 6 the convergence rate with respect to N by computing the L2(Ωh0 ) norm of
uR,NM − uR,NmaxM for M = 9 with Nmax = 211 and N = 2n, n = 3, · · · , 7. We observe a rate of convergence
compatible with the one observed for the first example.
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Figure 6: L2(Ωh0 ) norm of u
R,N
M −uR,NmaxM where Nmax = 211 and N = 2n, n = 3, · · · , 7 in the case of locally
perturbed periodic media and piecewise constant refractive index.
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