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One of the most fascinating aspects of quantum me-
chanics is the principle impossibility of deterministic er-
rorless discrimination of nonorthogonal signals, such as
coherent states. On the one hand, it prevents perfect
cloning of quantum states [1, 2] and enables secure com-
munication [3]. On the other hand, it makes a grand chal-
lenge to reach the ultimate measurement precision. Al-
though the minimum possible error rate (the Helstrom
bound [4]) has been known for almost five decades, there is
no practical way to achieve it [5–10]. Developing the realis-
tic optimal measurement strategies to attain the Helstrom
bound is of utmost importance for high-precision applica-
tions, long-distance free-space and optical fiber communi-
cation, gravitational wave detection, optical sensing in bi-
ology and medicine, to name a few. In this work, we show
an optimal receiver for coherent states which admits a rel-
atively simple technological implementation. The receiver
is based on multichannel splitting of the signal, followed by
feed-forward signal displacement and photon detection.
Of all pure quantum states, coherent states are most robust
against loss hence their importance for a wide range of appli-
cations and the need for the best possible detection strategies.
In the simplest scenario, one has to discriminate between two
coherent states |α〉 and |−α〉 that have equal a priori prob-
abilities, i.e. to identify the binary signal [11, 12]. Due to
the nonzero overlap | 〈α| −α〉 |2 = e−4α2 , there is a certain
error rate, which depends on the measurement strategy. In
the middle 60’s, Helstrom found the minimum possible error
rate εHelstrom = 12
(
1−
√
1− e−4α2
)
, but provided no specific
recipe how to construct a practical setup to achieve it [4].
Conventional coherent optical receivers based on homo-
dyne detection operate at the shot-noise limit, which leaves
an exponential gap in the error rate well above the Helstrom
bound (see Fig. 3 for comparative performance of various
receivers). To outperform the homodyne receiver, Kennedy
proposed a receiver which relies on state displacement and
single-photon detection [5]. For sufficiently strong signals,
the Kennedy receiver outperforms homodyne detection, but it
doesn’t reach the Helstrom bound.
In quest of optimal detection, Dolinar improved the
Kennedy receiver by adding adaptive feed-back control and
time-dependent displacement [6]. Theoretically, the Dolinar
receiver reaches the Helstrom bound, but its practical real-
ization is restrained due to several reasons. First, in order to
achieve a sufficiently large number of adaptive iterations, the
bandwidth of the detector and electronic components must be
much larger than the symbol repetition rate. Also the feed-
back delay, limited by the physical size of the control cir-
cuit, must be much shorter than the symbol window. These
aspects restrict the practical applicability of the Dolinar re-
ceiver for the telecom use, since the low error rate is inevitably
connected with the low symbol repetition rate. In practice,
it makes more sense to use other detection strategies which
posses a higher error rate but at the same time allow a higher
repetition rate. Second, continuous measurement of the signal
and fast feed-back control impose strict requirements on the
performance of the detector, namely, high quantum efficiency,
low dark count rate, short dead time, and small timing jitter,
which is very hard to realize in an experiment [13–21].
In this work, we demonstrate a quantum receiver scheme
which combines the best features of the Kennedy and Dolinar
receivers: a simple experimental realization of the former, and
the optimal performance of the latter. The receiver allows to
approach the Helstrom bound arbitrarily closely, but avoids
the above mentioned problems of the Dolinar receiver. In par-
ticular, impracticable oversampling in time and instantaneous
feed-back are replaced with much more feasible spatial diver-
sity and delayed feed-forward.
To get an insight into the optimal discrimination strategy,
let us start with the Kennedy receiver (see Fig. 1a). The
displacement operation is performed by mixing the signal
with a reference field on an almost transparent beamsplit-
ter. The reference field is chosen such that after the beam-
splitter the initial signal |ψ〉 = {|α〉, |−α〉} is transformed
to |ψ〉 = {|α +∆〉, |−α +∆〉}. The value of displacement is
equal to the signal amplitude ∆ = α , thus the displaced states
are {|2α〉, |0〉}. In the case of a detector click, the receiver
unambiguously discriminates the first state and selects |α〉.
Otherwise, the receiver selects the state |−α〉, which can lead
to the discrimination error.
Dolinar developed the idea further. He proposed to adjust
the amplitude and phase of the reference displacement field
such that after the beamsplitter the initial signal |ψ(t)〉 is dy-
namically transformed to |ψ(t)+∆(t)〉 (see Fig. 1b). The
absolute value of displacement ∆(t) at time t is given by a
specially tailored function f (t), and the choice of the sign
depends on the most probable detection hypothesis at time
t: ∆(t) = f (t) corresponds to |−α〉, and ∆(t) = − f (t) cor-
responds to |α〉. At the beginning of the signal, the initial
detection hypothesis is chosen according to the largest prior
probability, or chosen randomly in case of equal priors. Ev-
ery time the detector clicks, the feed-back control switches
between the detection hypotheses, and flips the sign of ∆(t).
The final decision on the signal state is determined by the last
detection hypothesis at the end of the signal. As we pointed
out, the main difficulty to realize the Dolinar receiver in an
2experiment is impracticable instantaneous feed-back control.
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FIG. 1. Detection of binary coherent signals. a, The Kennedy
receiver displaces the initial signal and measures it with a single-
photon detector. b, The Dolinar receiver performs a real-time feed-
back control of displacement ∆(t) to null the initial signal. c, The
feed-forward receiver splits the initial signal into several channels.
Quantum state in each channel is displaced by ∆(k) and then mea-
sured with a photon-number-resolving detector. Via feed-forward
control, the value of displacement ∆(k) in each channel depends on
the measurement results in the preceding channels. Prior to the dis-
placement, the signal is delayed to match the feed-forward speed.
The schematic setup of the optimal receiver proposed in
this work is shown in Fig. 1c. The initial binary sig-
nal |ψ〉 = {|α1〉, |α2〉} is split into N channels (|ψ〉 =∣∣∣ψ(1)
〉
⊗
∣∣∣ψ(2)
〉
⊗ . . .⊗
∣∣∣ψ(N)
〉
). Quantum state
∣∣∣ψ(k)
〉
in
each channel is displaced to
∣∣∣ψ(k)+∆(k)
〉
and then measured
by a photon counting detector. The final decision on the signal
state is made after measuring the last channel N. The choice of
parameters (such as splitting ratio, number of channels, type
of detectors, value of displacement, and data processing algo-
rithm) determines several possible signal measurement strate-
gies. In the simplest scenario, the signal splitting is homoge-
nous (
∣∣∣ψ(1)
〉
=
∣∣∣ψ(2)
〉
= . . . =
∣∣∣ψ(N)
〉
=
∣∣ψ/√N〉), all dis-
placements ∆(k) have equal amplitudes and variable phases.
In a more advanced approach, the splitting is inhomogenous,
the phase and the amplitude of displacements ∆(k) may dy-
namically depend on the measurement results in the previous
channels.
Let us start with the single-channel case (N = 1). We as-
sume phase-shift modulation of the signal states (|α1〉 = |α〉
and |α2〉= |−α〉) which have prior probabilities p1 and p2 =
1− p1, respectively. In fact, for the purpose of state discrimi-
nation, the exact form of binary encoding is not important, be-
cause the only relevant parameter is the overlap | 〈α1| α2〉 |2 =
e−|α1−α2|
2
. Phase-shift modulation |α1,2〉 = |±α〉 is equiva-
lent to on-off modulation (|α1〉 = |0〉, |α2〉 = |2α〉) up to the
displacement ∆ =α . Along with the amplitude α we will also
use the mean photon number m = α2.
If p1 ≤ p2, we perform a displacement ∆ = α +β , which
has an increment β over the “exact nulling” displacement
∆ = α . In the opposite case (p1 > p2) we apply the same
displacement with the negative sign (∆ = −α−β ). The dis-
placed states are then
|α1〉= |2α +β 〉, |α2〉= |β 〉, when p1 ≤ p2
|α1〉= |−β 〉, |α2〉= |−2α−β 〉, when p1 > p2. (1)
A photon-number-resolving detector gives us a discrete set
of outcomes (number of photons) n = 0,1,2, . . ., that corre-
sponds to projection of the signal state |ψ〉 onto Fock basis
{|n〉}. For a coherent state |α〉, the probability P(n,α) of
an outcome n is given by the Poisson distribution P(n,α) =
|α|2ne−|α |2/n!.
Our discrimination strategy relies on the maximum pos-
terior probability: for an outcome n, we chose the signal
state |αi〉 that has the maximum value piP(n,αi). Provided
the outcome n, the correct identification of the signal has
probability fn = piP(n,αi)/(p1P(n,α1) + p2P(n,α2)). Tak-
ing into account that probability Pn to obtain the outcome n is
Pn = p1P(n,α1)+ p2P(n,α2), we get the average error rate
ε = 1−∑
n
max
i
[piP(n,αi)]. (2)
Clearly, the displacement operation (1) doesn’t change the
overlap | 〈α1| α2〉 |2, but it does change the probability distri-
bution P(n,αi), therefore, it affects the error rate (2). As we
show below, the optimal displacement increment βopt must be
non-negative to minimize the error rate. The first near-optimal
receiver proposed by Kennedy implies β = 0 [5], and several
recent modifications of the Kennedy receiver use β > 0 [22–
28].
Without loss of generality, we assume p1 ≤ p2. The er-
ror rate ε as a function of β is shown in the inset to Fig. 2.
Surprisingly, this is not a monotonic function. For a given
signal amplitude α and a displacement increment β , there is a
certain discrimination threshold n∗ such that all measurement
outcomes n ≥ n∗ are assigned to the state α1, whilst the rest
outcomes n < n∗ to the state α2. Infinitely many local minima
of ε(β ) correspond to different values of n∗. Global mini-
mization of the error rate (2) with respect to the displacement
can be done by taking the first root of equation dεdβ = 0, which
corresponds to the discrimination threshold n∗ = 1. It means,
that we can relax the condition of photon-number-resolving
detection to “on-off” detection. The discrimination strategy
can be simplified: if the detector registers at least one photon
(“on”), we chose the state |α1〉, otherwise (“off”) we chose
the state |α2〉. For this “on-off” strategy, the error rate is
εon−off = p1e−|2α+β |
2
+ p2(1− e−|β |2). (3)
The results of optimization of the displacement increment
β are shown in Fig. 2. For discrimination of strong sig-
nals (m ≫ 1), optimal displacement increment βopt tends to
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FIG. 2. Single-channel receiver optimization. Optimal displace-
ment increment βopt as a function of mean photon number m for var-
ious prior signal probabilities p1 = 0.1, 0.2, 0.3, 0.4, and 0.5. Inset
figure: The error rate ε as a function of displacement increment β for
the unbiased signal (p1 = p2 = 1/2) with the mean photon number
m = 0.25. Optimal displacement increment βopt corresponds to the
first local minimum of ε , and the limit of large β shows the homo-
dyne detection error rate εHomodyne ≃ 0.159.
zero. This explains why the Kennedy receiver (β = 0), which
provides the error rate εKennedy = p1e−4m, demonstrates rel-
atively good performance in the domain m ≫ 1. The op-
posite extreme case — discrimination of very weak signals
(m ≪ 1) — has rather counterintuitive optimization: βopt
also tends to zero, except of the case of the unbiased signal
(p1 = p2 = 1/2), where it tends to 1/
√
2≃ 0.7.
For comparison, the homodyne receiver can be regarded
as the ultimate case of very large displacement β ≫ 1
and photon-number-resolving detection, which leads to the
error rate εhomodyne = (1 − erf(
√
2α))/2, where erf(x) =
2
∫ x
0 e
−t2 dt/
√
pi is the error function.
Now we proceed with the generic multichannel case. As we
can see from the results of single-channel optimization, the
optimal displacement non-trivially depends on the prior prob-
abilities and amplitudes of the signal states. If we split first the
initial signal |ψ〉 to N channels, we can perform then an op-
timal state displacement in each channel, conditioned on the
particular measurement results in the previous channels. More
specifically, we exploit feed-forward Bayessian update of sig-
nal probability distribution, i.e. take posterior probabilities of
the signal states in each channel k as prior probabilities for the
subsequent channel k+1, and perform an optimized displace-
ment ∆(k) to match them [29, 30]. Prior to the displacement,
the signal has a proper temporal delay between the channels
in order to to match the realistic speed of the detectors and
feed-forward electronics.
Similarly to the single-channel case (1), we apply positive
displacement ∆(k) = α(k) + β (k) when p(k)1 ≤ p(k)2 , and neg-
ative displacement ∆(k) = −α(k)− β (k) otherwise. Provided
a particular measurement result n(k) in the channel k, the
conditional transformation of probabilities p(k)i is p
(k+1)
i =
p(k)i P(n
(k),α
(k)
i )/
(
p(k)1 P(n
(k),α
(k)
1 )+ p
(k)
2 P(n
(k),α
(k)
2 )
)
,
where the measurement outcomes n(k) have the Poisson
probability distribution P(n(k),α(k)i ).
The feed-forward measurement procedure starts in the
first channel with the initial probability distribution p(1)i =
{p(1)1 , p(1)2 } = {p1, p2}. After the first displacement ∆(1) and
the first measurement, we get a result n(1), which defines
prior probability distribution p(2)i = {p(2)1 , p(2)2 } for the sec-
ond channel. After the second displacement ∆(2) and the
second measurement, we get a result n(2), which leads to
p(3)i = {p(3)1 , p(3)2 }, etc. In the last channel N, we get the fi-
nal measurement result n(N) that determines the output of the
receiver according to the largest term of the final probability
distribution p(N+1)i = {p(N+1)1 , p(N+1)2 }.
Important to note that joint optimization of all channels
differs from individual channel optimization and involves
photon-number-resolving detection and inhomogeneous sig-
nal splitting. In general, the larger the number of channels,
the smaller the error rate. For any number of channels, we
find the optimal discrimination threshold n∗ = 1, similarly to
the single-channel case. In the asymptotic case N →∞, the er-
ror rate tends to the Helstrom bound, and optimization can be
done in a simplified scenario, which involves only homoge-
neous channel splitting (
∣∣∣ψ(k)
〉
=
∣∣ψ/√N〉) and “on-off” de-
tection (i.e. only two types of detection events: n = 0 (“off”)
and n > 0 (“on”)). Fig. 3 shows the results of optimization.
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FIG. 3. Receiver performance. Error rate ε (logarithmic scale) as
a function of mean photon number m (linear scale) for various re-
ceivers: homodyne (blue); Kennedy (green); 1-, 2-, and 3-channel
optimal displacement (light gray, gray, and dark gray); and the Hel-
strom bound (red)
For a large number of channels, a convenient way to enu-
merate the channels is to use a normalized index κ = k/N. In
the most interesting case of equiprobable states (p1 = p2 =
1/2), the optimal displacement increment β (κ) takes the form
analogous to the Dolinar receiver
β (κ) = 1−
√
1− e−4mκ√
1− e−4mκ
√
m. (4)
4The optimal displacement control strategy for a given chan-
nel κ turns out to be very simple: the displacement increment
is given by Eq. 4, and the most likely state hypothesis de-
pends on the parity of the total number of “on” events in the
previous channels. For even number of “on” events, the most
likely state is |−α〉, thus we apply a “positive” displacement
∆κ = α(κ)+β (κ), otherwise we choose state |α〉 and apply a
“negative” displacement ∆(κ) = −α(κ)−β (κ). The final dis-
crimination decision is given by parity of the overall number
of “on” events in all channels: |α〉 for odd number and |−α〉
for even number.
We point out that the proposed receiver has numerous ma-
jor advantages compared to the Dolinar receiver. First, it can
work at the repetition rate corresponding to one measurement
cycle of a single “on-off” detector, and it doesn’t depend on
the number of channels. Indeed, the total measurement time is
proportional to the number of channels, but after one measure-
ment in the first channel, the signal is processed only in the
subsequent channels. Thus, the first detector can proceed with
the next signal, while the preceding signals have still being
processed in the other channels. Provided the same technical
components, this receiver can work at much higher repetition
rate than the Dolinar receiver, which leads to higher communi-
cation rate. Second, the receiver doesn’t require instantaneous
feed-forward control, i.e. the electronic control bandwidth can
be reduced down to the signal repetition rate. A temporal de-
lay between the channels can be simply realized with a suf-
ficiently long optical fiber. For an electronic bandwidth of 1
GHz, the sufficient delay of 1 nanosecond requires only 20
centimeters of standard optical fiber, which causes almost no
losses of the signal (4 ∗ 10−5 dB or 0.001% for the telecom
fiber with 0.2 dB/km losses), apart from insertion loss. Third,
detectors can be operated in the gated regime, which provides
higher stability to the dark counts and dead time. Moreover,
the receiver has better stability to overall operational inaccu-
racy. The Dolinar receiver changes the displacement signal
completely after every click, accumulating all kinds of inac-
curacies and inperfections. In our case, the signal is displaced
in each channel separately and only once. Fourth, there is no
need for fast temporal shaping of the displacement control sig-
nal, since temporal profiles of the control pulse and the signal
pulse must be the same to guarantee interference.
In conclusion, we proposed a quantum receiver scheme
which is based on multichannel signal splitting followed by
state displacement and photon counting measurement. The
scheme has several free parameters (number of channels,
splitting ratio, value of displacement, type of detectors, and
feed-forward control algorithm) that allow flexible optimiza-
tion and make the receiver both versatile and practical. We
have shown that optimization of the receiver for minimum er-
ror discrimination of binary coherent states leads to the Hel-
strom bound. We anticipate our theoretical findings to moti-
vate future work towards their experimental implementations
in various applications as well as theoretical development of
optimal receiver schemes aimed at other types of signals and
discrimination strategies.
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