We consider the simplest inhomogeneous Matrix-Product-State for an open chain of N quantum spins that involves only two angles per site and two angles per bond with the following direct physical meanings. The two angles associated to the site k are the two Bloch angles that parametrize the two orthonormal eigenvectors of the reduced density matrix ρ k of the spin k alone. The two angles associated to the bond (k, k + 1) parametrize the entanglement properties of the Schmidt decomposition across the bond (k, k + 1). Explicit results are given for the reduced density matrix ρ k,k+1 of two consecutive sites that is needed to evaluate the energy of two-body Hamiltonians, and for the reduced density matrix ρ k,k+r of two sites at distance r that is needed to evaluate the spinspin correlations at distance r. The global structure of the MPS manifold as parametrized by these (4N − 2) angles is then characterized by its explicit Riemann metric. Finally, the generalizations to any tree-like structure without loops and to the chain with periodic boundary conditions are discussed.
INTRODUCTION
The difficulty in studying systems with a large number N of quantum spins comes from the exponential growth of the size of the Hilbert space N = 2 N . The exact representation of a ket in the tensor Pauli basis
c S1,...,S N |σ z 1 = S 1 |σ z 2 = S 2 ... |σ z N = S N (1) involves N = 2 N complex coefficients c S1,...,S N , i.e. 2N real parameters. The normalization ψ N |ψ N = 1 and the removal of the global phase with no physical meaning allows to reduce by two the number of parameters, so that the total number of real parameters needed to parametrize the ket grows exponentially with N as
The key idea of the whole Tensor Network field (see the reviews [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] and references therein) is that in most physical problems, the big tensor c S1,...,S N may be decomposed in terms of elementary small tensors that can be assembled in various ways in order to adapt to the geometry and to the entanglement properties of the problem under focus. Indeed the notion of entanglement between the different regions has emerged as the central idea and has completely changed the perspective on many-body quantum systems (see the reviews [20] [21] [22] [23] [24] [25] and references therein). In particular for one-dimensional quantum spin chains, the Matrix-Products-States (MPS) are well adapted to describe non-critical states displaying area-law entanglement [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , i.e. for most ground-states of local Hamiltonians [12] , but also for excited states in Many-Body-Localized phases of disordered chains [13] [14] [15] [16] [17] [18] [19] . In the Vidal canonical form of MPS [26] , the coefficients c S1,...,S N of Eq. 1 are decomposed into c S1,...,
1,α1 λ [1, 2] α1 Γ [2] S2 α1,α2 λ [2] α2 ...λ [N −1,N ]
where the D variables λ [k,k+1] α k =1,..,D associated to the bond (k, k + 1) are the Schmidt coefficients associated to the Schmidt decomposition of the MPS across the bond (k, k + 1), while the tensor Γ
[k]S k α k−1 ,α k associated to the site k represents some appropriate transformation within the local Hilbert space of the site k. The number of parameters in the MPS grows only linearly in N (instead of the exponential growth of Eq. 2) and these MPS parameters can be optimized numerically to obtain the best approximation within the some given MPS manifold. This variational point of view can be seen as a reformulation of the Density-Matrix-RG algorithm [27] [28] [29] . More generally, the Tensor Network activity has been mostly oriented towards the production of extremely powerful numerical algorithms, based on the variational optimization of the whole Tensor Network and where the numerical precision can be systematically improved by increasing the bond dimension D.
In the present paper, our goal is instead to make explicit computations, so we will focus on the simplest inhomogeneous Matrix-Product-States of bond dimension D = 2 that involves only two real parameters per site and two real parameters per bond, so that the number of real parameters for an open chain of N spins and (N − 1) bonds will be P M P S N = 2N + 2(N − 1) = 4N − 2 (4) In addition, these parameters will have a very direct physical meaning, since the bond variables will be related to the entanglement across the bond as in the Vidal canonical form of Eq. 3 even if we will use a different choice of gauge fixing for the Schmidt decomposition, while the sites variables will be the Bloch angles that parametrize the eigenvectors of the single-site reduced density matrices. The paper is organized as follows. In section II, we describe the specific choice of gauge fixing for the Schmidt decomposition and introduce the useful notations for the whole paper. In section III, we explain the parametrization of the simplest inhomogeneous Matrix-Product-States and analyze its basic properties. In section IV, we study the reduced density matrix of an interval in the bulk, whereas its diagonalization is given in Appendix A. In section V, we discuss the optimization of the MPS parameters to approximate the ground-state of local Hamiltonian with one-body and two-body terms. In section VI, we obtain the reduced density matrix of two sites at distance r and evaluate the spin-spin correlations. In section VII, we compute the Riemann metric of the MPS manifold. Finally, we describe the generalization of the simple MPS to an arbitrary tree-like structure without loops in section VIII, and the generalization to the chain with periodic boundary conditions in section IX. Section X summarizes our conclusions.
II. PRESENT CHOICE OF GAUGE FIXING FOR THE SCHMIDT DECOMPOSITION
A. Schmidt decomposition for a state in the tensor product of two Hilbert spaces of dimension D
In this section, we focus on a quantum state |ψ in the tensor product Hilbert space H A ⊗ H B , where the two Hilbert spaces H A and H B have the same dimension D. The diagonalization of the reduced density matrices
involve the same real positive weights p α ≥ 0 normalized to unity D α=1 p α = 1 (6) while the corresponding eigenvectors |A α and |B α form orthonormal basis of A and B respectively
The new basis |A α can be obtained from the initial basis of A by a unitary matrix of size D × D that contains a priori D 2 real parameters. However each ket |A α for α = 1, .., D contains a global phase that disappears from the projector |A α A α | appearing in the reduced density matrix of Eq. 5, so the D projectors |A α A α | can be parametrized with only (D 2 − D) parameters. Similarly, the D projectors |B α B α | can be parametrized with only (D 2 − D) parameters. So together, the two reduced density matrices ρ A and ρ B of Eq. 5 involve (D − 1) real parameters for the D weights p α normalized to unity (Eq 6), (D 2 − D) real parameters for the D projectors |A α A α | in A and (D 2 − D) real parameters for the D projectors |B α B α | in B, so that the total number of real parameters contained in the pair (ρ A , ρ B ) is
The comparison with the total number of real parameters needed to parametrize the ket |ψ in the Hilbert space of dimension D × D (Eq 2) P f ull = 2(D 2 − 1) = 2D 2 − 2 (9) yields that the number of missing parameters to reconstruct the ket |ψ reduces to
These (D − 1) missing parameters are the phases φ α ∈ [0, 2π[ for α = 2, .., D that are needed to write the Schmidt decomposition in the present gauge fixing, where we have already chosen the phases of the eigenvectors |A α and |B α as explained above
λ α |A α ⊗ |B α (11) so in the present paper, the Schmidt values λ α in front of the tensor product |A α ⊗ |B α will be complex numbers
except for the first phase that will be chosen to vanish φ α=1 = 0 (13) in order to fix the global phase of the ket of Eq. 11.
Here it should be stressed that the Schmidt decomposition is usually always formulated via the Singular Value Decomposition of matrices, where the Schmidt values are real positive λ usual α = √ p α , i.e. the phases e iφα introduced above are actually included in the eigenvectors |A α and |B α . In the present paper however, it will be more convenient to choose the global phases of the eigenvectors as explained above, and to work with complex Schmidt values as in Eq. 12, in order to avoid the gauge freedom and the gauge redundancy that exist in the usual definition of Matrix-Product-States. Let us now describe in detail what this gauge fixing means for the dimension D = 2, since it will be the basic building block of the MPS studied in the further sections.
B. Example with the dimension D = 2
Here A corresponds to a single spin with the Pauli basis |σ z 1 = ± , and B corresponds to a single spin with the Pauli basis |σ z 2 = ± . The Schmidt decomposition of Eq. 11 contains only D = 2 terms, and it will be more convenient to label them with α = ± (instead of α = 1, 2). The two weights normalized to unity p + + p − = 1 can be parametrized by the single angle θ ∈ [0, π 2 ] (if one chooses the ordering p + ≥ p − )
The two complex Schmidt values of Eq. 12 are then parametrized in terms of two angles (θ, φ)
leading to the following Schmidt decomposition in the present gauge fixing
where |τ z k = ± should be the two eigenvectors of the reduced density matrix ρ k for k = 1, 2. It is convenient to parametrize the eigenvector |τ z k = + by the usual Bloch angles θ k ∈ [0, π] and φ k ∈ [0, 2π[, while the orthogonal eigenvector |τ z k = − will correspond to the opposite point on the Bloch sphere with Bloch angles (π − θ k ) and (φ k + π)[2π]
From the point of view of Pauli operators, the ket change of basis from |σ z k = ± to |τ z k = ± corresponds to the change from the initial Pauli basis (1, 
It will be convenient to denote by R k the reciprocal 3 × 3 rotation matrix
and to denote its matrix elements by R ab k with a = a, y, z and b = x, y, z
In terms of the new Pauli basis (1, τ z k , τ x k , τ y k ), the reduced density matrix for the spin k is diagonal and involves only the two operator (1, τ z k )
while the full density matrix for the two spins computed from Eq 16
involves only the 8 operators that commute with τ z 1 τ z 2 among the 16 operators of the tensor basis τ a 1 ⊗ τ b 2 with a = 0, x, y, z and b = 0, x, y, z. In the next section, the exact decomposition of Eq. 16 for N = 2 spins is used as the building block to construct the simplest approximation for the ket |ψ N fo an open chain of N spins via a Matrix-Product-State of Schmidt dimension D = 2.
III. SIMPLEST MATRIX-PRODUCT-STATE FOR AN OPEN CHAIN OF N SPINS
With these (4N − 2) angles, the following Matrix-Product-State is constructed by adapting the Vidal canonical form recalled Eq. 3 to the present gauge fixing
with the following convention for the boundary conditions on the last line
Eq. 24 represents the simplest generalization beyond the mean-field product state of the |τ z k = + (that would corresponds to the Schmidt values λ + k,k+1 = 1 and λ − k,k+1 = 0)
where one introduces quantum fluctuations on each site via the opposite ket |τ z k = − , and where one introduces entanglement on each bond via the Schmidt values λ − k,k+1 = 0 of Eq. 23.
B.
Corresponding Matrix-Product-Operator form of the full density matrix ρ
Using the same convention for the boundary conditions as in Eq. 25
the MPS state of Eq. 24 translates into the following Matrix-Product-Operator form for the full density matrix
with the following notations. The variables Λ α,β k,k+1 associated to the bond (k, k + 1) involve two indices α = ± and β = ± and read in terms of the complex Schmidt values of Eq. 23
i.e. they correspond to the following four values in terms of the two angles of Eq. 23
that can be summarized by
The operators O T,T k associated to the site k involve two indices T = ±1 and T = ±
i.e. these four operators correspond to the two projectors that can be rewritten in terms of (1, τ z k )
and to the two ladder operators that can be rewritten in terms of (τ x k , τ y k )
These operators could be rewritten in terms of the two angles (θ k , φ k ) and of the initial Pauli basis (1, σ z k , σ x k , σ y k ) using Eq 18, but in the present paper it will be more convenient to do all the calculations in the basis τ .
Plugging the explicit forms of Eq. 31 and Eq. 35 into Eq. 28, one obtains the more explicit Matrix-Product-Operator form of the full density matrix 
read
and satisfy the recurrences
The Schmidt decomposition of Eq. 37 for the MPS across the bond [k, k + 1] translates into the following decomposition for the density matrix
The reduced density matrices of the For the special case k = 1 of the Schmidt decomposition across the bond (1, 2), one obtains that the ket |τ z 1 = ± corresponds to the the Schmidt eigenvectors |Φ
that diagonalize the reduced density matrix for the boundary spin k = 1
Similarly, the special case k = N − 1, the Schmidt decomposition across the bond (k, k + 1) = (N − 1, N ) yields that the boundary ket |τ z 1 = ± are directly the Schmidt eigenvectors
that diagonalize the reduced density matrix
D.
Reduced density matrix ρ k for the site k in the bulk (k = 2, .., N − 1)
If one wishes to focus on the spin k with the simultaneous Schmidt decomposition with respect to the Left part [1, ..., k − 1] and to the Right part [k + 1, ..., N ], Eq 24 becomes with Eq. 39
leading to the full density matrix
The orthonormalization of the Schmidt eigenvectors (Eq 38) yields that the trace over the Left part [1, .., k − 1] imposes β L = α L , while the trace over the Right part [k + 1, .., N ] imposes β R = α R , so that the reduced density matrix for the spin k alone reduces to
The explicit expressions of Eq. 31 and of Eq. 35 lead to the final result
So the two ket |τ z k = ± parametrized by the two Bloch angles (θ k , φ k ) (Eq. 17) are the two eigenvectors of the reduced density matrix ρ k with the corresponding eigenvalues
that involve the angles θ k± 1 2 of the two neighboring bonds.
E. Multifractality of the MPS components in the {τ z k } basis
The groundstate wavefunction of manybody quantum systems have been found to be generically multifractal, with many studies concerning the Shannon-Rényi entropies in quantum spin models [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] , while multifractal properties have been also much studied recently in the field of Many-Body-Localization [47] [48] [49] [50] . Of course this multifractal analysis depends on the basis, and a natural question is thus to determine what is the more appropriate basis in each context. Here since the ket |τ z k = ± are the two eigenvectors of the one-site density matrix ρ k (Eq 50), it is interesting to consider the expansion of the MPS of Eq 24 in this basis τ z k = ±1 (instead of the expansion of Eq. 1 in the initial basis σ z k = ±1) |ψ = T1=±1 T2=±1
...
in order to characterize the statistics of the coefficients
Besides the global constraint 1 = T 1 T 2 ...T N , these coefficients are thus simply given by the product of the complex Schmidt values λ α k k,k+1 (Eq 23) along the whole chain with the indices
The maximal weight |ψ T1,...,T N | 2 corresponds to the case where each bond [k, k + 1] is in its biggest Schmidt value λ + k,k+1 corresponding to T k = +1 for all k (i.e. the state of Eq. 26)
On the contrary, the minimal weight |ψ T1,...,T N | 2 corresponds to the case where each bond [k, k + 1] is in its lowest Schmidt value λ − k,k+1 : the two possibilities are thus T k = (−1) k , or T k = −(−1) k for N even
More generally, the statistics of all the weights weights |ψ T1,...,T N | 2 normalized to unity can be analyzed via the Inverse Participation Ratios Y q (N ) where q is a continuous parameter
or equivalently with the corresponding Rényi entropies
The leading extensive behavior of the Rényi entropies define the generalized fractal dimensions 0 ≤ D q ≤ 1
so here one obtains that the generalized fractal dimensions
correspond to the spatial average over k = 1, .., N − 1 of some q-dependent function of the bond angles θ k+ 1 2 . This specific example suggests that in other contexts, it would be also interesting to analyze the multifractality in the basis that diagonalize the individual single-site reduced density matrices in order to avoid the arbitrariness of the choice of the basis and in order to characterize directly the global entanglement properties along the chain. After considering the Schmidt decomposition across a single bond (Eq. 37) and across two neighboring bonds (Eq. 47), it is now interesting to focus on the simultaneous Schmidt decomposition across the two distant bonds (k − 1, k) and (k + r, k + r + 1) by rewriting Eq. 24 as
where the four ket |I
Their scalar products can be computed using Eq. 31
where we have introduced the notation
This parameter will appear in various observables that involve the correlations between the sites k and k + r separated by the distance r.
Eq. 63 means that these four ket are normalized
and can be classified into the two following orthogonal subspaces : (i) the subspace α L α R = 1 is generated by the two ket |I whose overlap is also given by Eq. 64
The comparison of Eq. 61 with the Schmidt decomposition across the single bond (k − 1, k) yields the following recursions for the Schmidt eigenvectors of the Right part
while the comparison with the Schmidt decomposition across the single bond (k + r, k + r + 1) yields the following recursion for the Schmidt eigenvectors of the Right part
that generalizes the recurrences of Eqs 40 concerning a difference of a single site.
The interval ket of Eq. 62 satisfy the following recurrences with respect to their leftmost spin k or with respect to the rightmost spin (k + r)
and satisfy more generally the following decomposition with respect to any internal bond (n, n + 1)
The Schmidt decomposition of Eq. 61 for the MPS ket translates into the following decomposition for the full density matrix
Depending on the applications, it will be convenient to keep the interval operators |I
| in their global form in terms of the interval ket, or it will be more convenient to write their Matrix-Product-Operator form analogous to Eq. 28
Global properties of the reduced density matrix ρ k,k+1,..,k+r of the interval [k, .., k + r]
The reduced density matrix ρ k,k+1,..,k+r of the interval [k, .., k + r] can be computed from the full density matrix of Eq. 72 by taking the trace over the Left part [1, .., k − 1] that imposes β L = α L and by taking the trace over the
At the global level of the interval, this corresponds to the following weighted sum over the four projectors associated to the four ket of Eq. 62 
Note that this is not the spectral decomposition of the reduced density matrix ρ k,k+1,..,k+r as a consequence as the non-vanishing overlaps of Eq. 66 and of Eq. 67, but the diagonal form of ρ k,k+1,..,k+r is given in Appendix A. 
into Eq. 74 leads to the MPO form
with the two modified operators for the spins k and (k + r) at the boundaries of the interval [k, .., k + r]
Using Eqs 31 and 35, one obtains their explicit expressions in terms of the Pauli operators and the angles
and similarly
These results will be used in the section V concerning the energy of two-body Hamiltonians where one needs the MPO form of ρ k,k+1 , and will be used in the section VI concerning the correlations between two spins at distance r.
V. OPTIMIZATION OF THE MPS TO APPROXIMATE GROUND STATES
The MPS |ψ or equivalently the corresponding full density matrix ρ = |ψ ψ| allows to compute the energy associated to an Hamiltonian H via
For a given local Hamiltonian, the goal is then to find the MPS parameters that minimize the energy in order to obtain the best approximation of the ground-state within the MPS manifold.
A. General Hamiltonian with one-body and two-body terms Let us consider a general Hamiltonian with one-body and two-body terms
The one-body Hamiltonian h h acting on the spin k can be expanded in the Pauli basis σ x,y,z k with three coefficients B x,y,z k that play the role of the three components of the local magnetic field
while the two-body Hamiltonian h k,k+1 acting on the two consecutive spins k and (k + 1) can be expanded in the Pauli basis of these two spins with up to nine couplings J ab
As a consequence, the energy of Eq. 81 can be decomposed into
where the elementary contributions associated to h k and h k,k+1 involve only the reduced density matrix of a single spin ρ k and the reduced density matrix of two neighboring spins ρ k,k+1 The contribution e k of Eq. 86 actually involves only the component
as a consequence of the specific form of Eq. 87
If one wishes to see the role of each initial magnetic field component B a k in the initial basis σ, one can decompose Eq. 90 The Matrix-Product-Operator form of the reduced density matrix ρ k,k+1 of two consecutive sites (k, k + 1) corresponds to the special case r = 1 in Eq. 77. Using the explicit forms of Eqs 31 , 79 and 80, one obtains the MPO form 
If one wishes to see the role of each initial coupling J ab k+ 
and e yy k,k+1
Optimization of the MPS parameters to minimize the energy As explained above, the energy can be computed in terms of the (4N − 2) angles via the elementary contributions of Eq. 85, where e a k was found in Eq. 92 to depend only on the four angles [θ k− 1 2 ; θ k , φ k ; θ k+ 1 2 ], while e ab k,k+1 was found in Eq. 99 to depend on the eight angles [θ k− 1 2 ; θ k , φ k ; θ k+ 1 2 , φ k+ 1 2 ; θ k+1 , φ k+1 ; θ k+ 3 2 ]. It is thus convenient to rewrite Eq. 85 with these explicit dependences To compute any correlations between the two spins k and (k + r) at distance r, one needs the reduced density matrix ρ k,k+r of these two spins.
A.
Reduced density matrix ρ k,k+r of the two spins (k, k + r) at distance r
We have already computed ρ k,k+1 for two consecutive spins in section V C, so in this section we focus only on the cases r > 1. It is convenient to use the MPO form of Eq 77 for the reduced density matrix ρ k,k+1,..,k+r of the whole interval (k, k + 1, .., k + r − 1, k + r), and to compute the trace over all the interval spins n = k + 1, .., k + r − 1 using Eq. 35 ρ k,k+r = Tr {k+1,..,k+r−1} (ρ k,k+1,..,k+r ) 
Replacing the boundary operators by their explicit forms of Eqs 79, 80
replacing the bond variables by their explicit forms of Eq. 31
and replacing the last factor by its explicit form in terms of the overlap introduced in Eq. 66
with the convention ω k+1,k+1 = 1 (111)
in order to describe also the special case r = 2 within the same formula, Eq 107 reduces to
One could of course expand to obtain the form analogous to Eq 94 for ρ k,k+1 , but the factorized form of Eq. 112 has a very direct physical meaning in terms of connected correlations. that shows clearly the physical meaning of the prefactor ω k,k+r that governs the decay with the distance r via the multiplicative structure of Eq. 64. The geometry of quantum states is a fascinating field (see the book [51] and references therein). The Riemann Fubini-Study metric for the tangent space can be introduced either for the ket |ψ or for the density matrix ρ = |ψ ψ| with the same output for the metric [51] , as it is well known for the Bloch sphere geometry of a single spin. The tangent space of MPS kets has been much studied, both for the detailed analysis of their geometric properties [52, 53] and for the applications to dynamical algorithms [54] [55] [56] [57] [58] [59] . Here we have chosen instead the formulation in terms of the density matrix ρ in order to use the properties of the Hilbert-Schmidt inner product for operators that simplify some calculations, since our goal in this section is to compute explicitly the metric for the MPS manifold parametrized by the (4N − 2) angles.
Reminder on the Hilbert-Schmidt inner product for operators
The Hilbert-Schmidt inner product between two operators X and Y
allows to define the squared norm of an operator X
and the squared distance between two operators X and Y
The full density matrix ρ = |ψ ψ| satisfies ρ † = ρ ρ 2 = ρ Tr(ρ) = 1 (120) so its Hilbert-Schmidt squared norm is unity The MPS density matrix ρ is a function of the (2N − 2) bond angles (θ k+ 1 2 , φ k+ 1 2 ) with k = 1, .., N − 1 and of the (2N ) site angles (θ k , φ k ) with k = 1, .., N . It will be momentarily convenient to relabel them by (4N − 2) coordinates x µ with µ = 1, .., 4N − 2, for instance according to their appearance along the chain
Let us now consider how the full density matrix ρ changes when all the parameters are changed from
The Tangent space around ρ is thus generated by the (4N − 2) tangent operators
The properties of the density matrix ρ summarized in Eq 120 yields that each tangent operator V x µ in Eq. 123 is hermitian
has a vanishing trace
and is orthogonal to the density matrix ρ for the Hilbert-Schmidt inner-product 0 = Tr(ρV x µ ) = (ρ|V x µ ) HS (127)
C. Reminder on the Riemann Fubini-Study metric
The Riemann Fubini-Study metric [51] can be defined in terms of the Hilbert-Schmidt distance of Eq. 119 between ρ and ρ + dρ (Eq .123)
where the metric coefficient g (x µ ,x ν ) between the coordinates x µ and x ν corresponds to the Hilbert-Schmidt inner product between their associated tangent operators V x µ and V x ν
In particular, the diagonal coefficients correspond to the squared norms of the tangent operators
while the off-diagonal coefficients satisfy the symmetry g (x µ ,x ν ) = g (x ν ,x µ ) . In the following, our goal is thus to write explicitly the tangent operators associated to bonds angles and to sites angles and to compute the metric. of Eq. 31. So the tangent operators associated to these two angles read
where the derivatives of the bond variables Λ α,β k,k+1 of Eq. 31 In the Schmidt decomposition of Eq. 48 
(140) and appear in the tangent operators associated to the two sites angles (θ k , φ k )
Here the conditions of vanishing trace (Eq 126) and orthogonality with the density matrix ρ (Eq. 127) translate into the local conditions
The two first conditions are trivially satisfied because the derivatives of the operators of Eq. 140 have zero trace
The third condition is also straightforward because the following trace over k vanishes
The trace appearing in the fourth condition does not vanish but reduces to
so the fourth condition vanishes only as a consequence of the remaining sum over the indices (α L , α R , β L , β R ). The tangent operators of Eq. 132 yields with Eq 134 that the two diagonal elements read In order to compare the tangent vectors of Eq. 132 associated to the bonds (k, k + 1) and (k + r, k + r + 1), it is convenient to rewrite them using the interval ket introduced in Eq. 62 as
Using the normalization of the interval ket (Eq 65), one obtains that all the off-diagonal elements vanish as a consequence of Eq. 135
So within the sector of bond angles, the metric has the nice property to be diagonal.
G.
Metric within the sector of site angles (θ k , φ k ) with k = 1, .., N
1.
Metric coefficients between the two angles (θ k , φ k ) associated to the same site (k)
The tangent operators of Eq. 141 yields with Eqs 140 that the two diagonal elements read
while the off-diagonal element vanishes
Here one sees how the two neighboring bond angles θ k± 1 2 modify the Bloch sphere metric of (θ k , φ k ) that the spin k would have if it were isolated.
2.
Metric coefficients between the angles associated to the two neighboring sites (k) and (k + 1)
Here the appropriate common decomposition reads
Here the appropriate common decomposition involves the interval ket of Eq. 62 
|
Using the scalar products of the interval ket (Eq 63), one obtains that the metric coefficients involve the overlap ω k+1,k+r−1 of Eq. 64, that contains all the bond variables of the interval and that corresponds to the factor that governs the decay of correlations as explained in the previous section (Eq. 113 and Eq. 114) Here the appropriate common decomposition reads
Using Eq. 144 and 145 one obtains
Similarly, the metric elements between the bond (k, k + 1) and the site (k + 1) read
Metric between the angles of the site k and the angles of the bond (k + r, k + r + 1) with r > 1
Here the appropriate common decomposition involves the interval ket of Eq. 62
Using Eq 63, one obtains that the following metric elements vanish as a consequence of Eq. 135
I.
Summary of the metric coefficients for each variable
Let us summarize the properties of this metric from the point of view of each variable : (i) the bond angle θ k+ 1 2 is orthogonal to all the other angles. (ii) the bond angle φ k+ 1 2 has non-vanishing off-diagonal metric coefficients with φ k and φ k+1 only. (iii) the site angle θ k has non-vanishing off-diagonal metric coefficients with all the other site angles (θ k+r , φ k+r ) with r = 0, where the decay with the distance is governed by the overlap ω k+1,k+r−1 of Eq. 64.
(iv) the site angle φ k has non-vanishing off-diagonal metric coefficients with the two bond angles (φ k− 1 2 , φ k+ 1 2 ), and with all the other site variables (θ k+r , φ k+r ) with r = 0, where the decay with the distance is again governed by the overlap ω k+1,k+r−1 of Eq. 64.
The in-depth analysis of all the properties of this metric clearly goes beyond the scope of the present work and is left for the future studies.
VIII. GENERALIZATION OF THE SIMPLEST MPS TO ANY STRUCTURE WITHOUT LOOPS
Since Matrix-Product-States for chains can be directly generalized to any tree-like structure without loops [60] , it is interesting to describe in this section how the MPS of Eq. 24 can be extended to such tree-like structures without loops.
A.
Parametrization of the ket on an arbitrary tree-like structure without loops
For each bond b that cuts the tree-like structure into two independent parts A and B, the Schmidt decomposition across this bond b keeps its meaning, and one can thus still introduce the two angles θ b and φ b to parametrize the two complex Schmidt values as in Eq 15
For each site k, one can still introduce the two Bloch angles θ k and φ k that parametrize the new appropriate local basis |τ z k = ± . With respect to the one-dimensional chain, the novelty is that each site k is connected to a certain number c k ≥ 1 of bonds that will be labelled by b 
The corresponding MPO generalization of the density matrix of Eq. 28 reads
and involves a number of parameters given by
in terms of the number N of spins and the number N b of bonds. ...
with the corresponding full density matrix
The trace over the c k outgoing branches imposes β j = α j for j = 1, .., c k , so the reduced density matrix of the site k alone reads using the explicit expressions of Eq. 31 and Eq. 35
So the two ket |τ z k = ± are still the two eigenvectors of the reduced density matrix ρ k , and the corresponding eigenvalues Let us now focus on two neighboring sites (k L , k R ) connected by the bond b : the site k L is connected to (c k L − 1) other bonds that will be relabeled by
, and the site k R is connected to (c k R − 1) other bonds that will be relabeled by
. All these out-going branches are independent, so the appropriate decomposition of the ket of Eq. 161 reads
The trace over the (c k L − 1) + (c k R − 1) outgoing branches imposes β L j L = β L j L for j L = 1, .., c k L − 1 and β R j R = β R j R for j R = 1, .., c k R − 1 so the reduced density matrix of the two neighboring sites (k L , k R ) reads
in terms of the two modified operators that are the analog of Eqs 78 79 80
where the two coefficients involve all the angles of the outgoing links
The final result
is thus a direct generalization of the corresponding result of Eq. 94 concerning the chain.
D. Discussion
The reduced density matrices for a single site (Eq. 167) and for two neighboring sites (Eq. 173) can be then used to compute the energy of Hamiltonians containing only one-body and two-body terms in order to optimize the MPS parameters as described in section V. Here we have chosen to remain very general with an arbitrary tree-like structure without loops, but to analyze the more global properties of the MPS, one should specify the specific global geometry of the tree structure one is interested in, so this is left for future studies.
IX. GENERALIZATION OF THE SIMPLEST MPS TO A PERIODIC RING OF N SPINS
In the main text we have focused on the case of an open chain, but since Matrix-Product-States are also much used in the presence of periodic boundary conditions, it is interesting to discuss the changes that are needed for a ring of N spins.
A.
MPS ket on the ring with its normalization On a ring, the cut of a single bond does not give two independent parts, so the bond variables λ α=± k,k+1 unfortunately loose their direct interpretation in terms of the Schmidt decomposition, but one can nevertheless adapt the MPS ket of the open chain (Eq 24) by adding on the bond (N, N + 1) = (N, 1) that join the two boundaries the following variables as in Eq. 23
and by adding some normalization K N that will be computed below 
where ω Ring N is the generalization of Eq 64 for the total ring and thus involves the (2N ) bond angles of the whole ring 
The trace over the other (N − 1) sites (k + 1, ..., N + k − 1) can be computed using Eq. 63
So the two ket |τ z k = ± are still the two eigenvectors of the reduced density matrix ρ k as for the open chain (Eq 50), even if the corresponding eigenvalues have changed with respect to Eq. 51, and have lost their locality since ω Ring N contains the bond angles of the whole ring.
C.
Reduced density matrix ρ k,k+1 of two consecutive sites
If one wishes to focus on the two consecutive spins k and (k + 1), the appropriate decomposition of Eq. 175 reads
with the corresponding full density matrix (instead of Eq. 48 for the open chain)
The trace over the other (N − 2) sites (k + 2, ..., N + k − 1) yields using Eq. 63, Eq. 31 and Eq. 35
So again the same eight Pauli operators appear as for the open chain (Eq. 94) even the coefficients are more complicated.
X. CONCLUSION
In this paper, we have focused on the simplest inhomogeneous Matrix-Product-State for an open chain of N quantum spins that involves two angles per site and two angles per bond with a very clear physical meaning : the two angles associated to the site k are the two Bloch angles that parametrize the two orthonormal eigenvectors of the reduced density matrix ρ k of the spin k alone, while the two angles associated to the bond (k, k + 1) parametrize the entanglement properties of the Schmidt decomposition across the bond (k, k + 1) within the gauge fixing described in section II. We have then described how this simple structure allows to compute explicitly many observables, including (i) the reduced density matrix ρ k,k+1 of two consecutive sites needed to evaluate the energy of two-body Hamiltonians (ii) the reduced density matrix ρ k,k+r of two sites at distance r needed to evaluate the spin-spin correlations at distance r (iii) the Riemann metric of the MPS manifold as parametrized by these (4N − 2) angles. Finally, we have discussed the generalization to any tree-like structure without loops and to the chain with periodic boundary conditions. Our main conclusion is thus that besides the outstanding achievements obtained by the Tensor Networks algorithms over the years, it is interesting to consider simple Tensor Networks of small dimension to compute explicitly their properties.
The reduced density matrix ρ [1,.. 
where the matrix elements in this basis of the Schmidt eigenvectors can be computed using Eq. 31 with their complex conjugates Ω F and Ω A . The overlap ω k,k+r of Eq. 64 appears in all the off-diagonal elements and will thus govern the magnitude of the entanglement between the Left part and the Right part separated by the distance r, in agreement with the fact that the overlap ω k,k+r also governs the correlations between the two spins r and k + r as described in section VI. The traces of the two blocks of the matrix of Eq. A3 read respectively 
Application to the construction of Parent Hamiltonians that have the MPS as exact ground-state
Since the reduced density matrix ρ k,k+1,..,k+r is of dimension 2 r+1 × 2 r+1 , and has only four non-trivial eigenvalues as discussed above, this means that there are n 0 (r) = (2 r+1 − 4) vanishing eigenvalues. For r = 1 corresponding to an interval [k, k + 1] of two sites, there are no vanishing eigenvalue (n 0 (r = 1) = 0), but for r = 2 corresponding to an interval [k, k + 1, k + 2] of three sites, there are already n 0 (r = 2) = 4 vanishing eigenvalues. One may then introduce the projector on the support of ρ k,k+1,k+2 of Eq. A12 P k,k+1,k+2 ≡ |I +
in order to construct the following Parent Hamiltonians [1, 23] with arbitrary positive couplings J k > 0
The energy of the MPS is zero by construction and the MPS is thus an exact ground state of these local Hamiltonians with three-body interactions.
