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Interface motion in random media
T. Bodineau 1 and and A. Teixeira 1 2
Abstract. We study the pinning phase transition for discrete surface dynamics in
random environments. A renormalization procedure is devised to prove that the interface
moves with positive velocity under a finite size condition. This condition is then checked
for different examples of microscopic dynamics to illustrate the flexibility of the method.
We show in our examples the existence of a phase transition for various models, including
high dimensional interfaces, dependent environments and environments with arbitrarily
deep obstacles. Finally, our ballisticity criterion is proved to be valid up to the critical
threshold for a Lipschitz interface model.
1 Introduction
Driven interfaces in random media have been studied in several physical contexts mo-
tivated for example by sliding charge waves [10] and fluid flow in random media [17]. A
simple way to state the problem in the latter framework, is to imagine a droplet of water
on a random rough substrate. Tilting slowly the substrate induces a force leading to
the motion of the droplet above a threshold tilt angle. To model this transition, a crude
approximation is to suppose that locally the contact line of the droplet on the substrate is
straight and to parametrize it by a function u(x, t) where the wetted substrate is the area
{(x, y) ∈ R2, y ≤ u(x, t)} and the dry substrate {(x, y) ∈ R2, y > u(x, t)}, see Figure 1.
The motion of the interface is then approximated by the semi-linear parabolic PDE
∀x ∈ R, ∂tu(x, t, ω) = ∆u(x, t, ω) + f(x, u(x, t, ω), ω) + F(1.1)
u(x, 0, ω) = 0(1.2)
where f(x, y, ω)+F is the random force on the interface at position (x, y) and f(x, y, ω) ∈
R is of mean zero. The mean force F > 0 is induced by the tilt and modulated by the
disorder of the rough substrate f(x, y, ω), where ω is a realization of a given substrate. It is
also interesting to consider x ∈ Rd−1 with d ≥ 3, for example to model fluid displacement
in porous media.
From toy models [27], mean field approximation [29] and functional renormalization
group analysis [21, 19], physicists understood that the interface (1.1) undergoes a phase
transition from a pinned regime to a positive speed regime, depending on a critical force
threshold
(1.3) Fc = inf
{
F > 0; lim inf
t
u(0, t, ω)
t
> 0 a.s. under the external force F
}
.
The value of the critical exponents at the depinning transition remains a controversial
issue. From a mathematical point of view, the behavior of the system around Fc is not
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Figure 1. On the left, a droplet on a substrate is depicted. Locally, the
contact line is approximated by a function x → u(x, t) (see the right picture).
The disorder media is represented by randomly scattered obstacles with different
strengths (the gray circles). The interface evolves in the y-axis direction and has
to overcome the obstacles which are preventing the evolution.
well understood yet, but the perturbative regimes have already been studied. For d ≥ 2
and when the mean force F > 0 is close to zero, the pinning induced by the disorder is
strong enough to prevent the interface from moving [8] (Fc > 0). Key to this proof is the
occurrence of a Lipschitz percolation membrane [7], which blocks the interface’s motion.
On the other hand when d = 2 and F is large enough, it is proven in [6, 9] that the
interface moves with a speed bounded from below (Fc <∞). Note that these techniques
are restricted to some particular models in d = 2 for independent environments and very
strong forces. One of the goals of this paper is to provide tools that do not impose these
various restrictions.
Even though the driving force is positive on average, there are rare random locations
where the pinning force can be arbitrarily large, leading to a competition between these
pinning obstacles and the elastic force, which tends to straighten the interface. This com-
petition occurs on multiple scales, involving collective effects and gets more complicated
at the vicinity of the transition. Thus, it is not clear if the phase transition is sharp in
the following sense. Let
(1.4) Fd = inf{F > 0; lim
t
u(0, t, ω) =∞ a.s. under F},
which is a weaker definition of depinning transition that does not require positive speed
of divergence. An important question now is whether Fd = Fc, or in other words, is there
an intermediate regime, where the surface is transient but sub-ballistic? It is well known
that this is the case for the one-dimensional random walk in a random environment, see
for instance [28]. Another goal of ours is to investigate this issue and to provide tools to
study the vicinity of the critical threshold.
In rigorous equilibrium statistical mechanics, these sharp analysis often rely on a two-
steps procedure. First, properties of the model are derived under some criterion and
then the validity of the criterion is extended up to the critical point. For example in
percolation, the assumption of finite expected cluster size in the subcritical regime [15] or
the percolation on slabs for the supercritical phase. This allows one to implement a coarse
graining procedure, leading to strong statements for the percolation model [2, 23]. Second,
these assumptions are established for a range of parameters as large as possible and ideally
up to the critical temperature. This is the case in percolation for the exponential decay
of correlations [20, 1] and the slab percolation threshold [12].
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In this paper, we consider several discrete interface dynamics similar to (1.1). Our
discrete interface is modeled as a function St : Zd−1 → Z which evolves on discrete time
t = 0, 1, . . . , according to (2.5) below. In (2.15) we introduce a finite size criterion, which
quantifies the probability that the interface St gets completely blocked on a finite size
box CL (of side length proportional to L):
(1.5) P[the surface S gets completely blocked in CL] decays polynomially in L,
see (2.15) for more precise statement.
We don’t require our random environment to be composed of i.i.d. random variables,
since our techniques are robust to the presence of dependence. We however need a
replacement for the independence of the environment, namely the mixing condition (2.4).
Our main result, Theorem 2.2, states that
(1.6) under conditions (1.5) and (2.4), we have lim inf
t
St
t
> 0.
In other words, the theorem reduces the question of ballisticity (Fc < ∞) to a mixing
condition together with a finite-size and static criterion.
The intuition behind the above result is that, as the interface evolves, deeper traps
are encountered in various scales which locally block the interface. The criterion (1.5)
allows us to evaluate the frequency of these traps and Theorem 2.2 proves by a multi-
scale analysis that the traps may lower the speed of the interface but without harming
ballisticity, thanks to the elastic force.
Let us first observe that our result works for any dimension d ≥ 2. As an application,
we prove the existence of a phase transition between ballistic and blocked regimes for the
evolution of a (d− 1)-dimensional interface in Zd, see Lemma 4.1.
We also conjecture that for several models, our criterion (1.5) should hold up to the
critical threshold (i.e. for any fixed force F > Fc). We have been able to establish this
for a specific two-dimensional model in Lemma 4.3, implying that Fc = Fd.
The proof of our main result relies on multi-scale renormalization, which is a classical
tool in statistical mechanics. In the physics literature, this technique is often referred
to as the renormalization group and is very successful in establishing critical and near-
critical properties of physical systems, see [11] for an overview on this subject. In the
mathematical literature multi-scale analysis has been more useful for studying perturba-
tive regimes, see for instance [26], [25] and [22] for some examples of such applications.
We introduce several novelties in our renormalization scheme and in particular we devise
a rigorous coarse graining argument for interface motion.
Finally we would like to stress two further advantages of the multi-scale approach
that we introduce for this problem. The first is that it allows us to study dependent
environments, since this analysis enters very little into the microscopic details of the
dynamics, see Remark 3.4. Also, we were able to reduce the problem of ballisticity of the
surface to the static criterion (1.5), which often translates into a percolation condition
where several known techniques may be useful, see for example Lemma 4.3. We don’t see
any obstruction to adapting our methods to different contexts, such as continuous time
interface dynamics.
The first part of the paper is devoted to the renormalization procedure under general
assumptions. In the second part, these assumptions are checked for different models.
Acknowledgments - We would like to thank Vivien Lecomte for very useful discus-
sions and insights on the physics of interfaces and Marcelo Hila´rio for helpful discussions
and careful reading. T.B Acknowledges the support of the french ministry of education
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2 Model
Fix from now on a dimension d ≥ 2 and denote each element of Zd by (x, z), where
x ∈ Zd−1 and z ∈ Z. Throughout this text, we are going to consider an energy landscape
on Zd, in which each site (x, z) ∈ Zd is assigned an energy ω(x, z) ∈ R := R ∪ {−∞}.
This energy landscape will be random, or in other words, we are given a probability space
(Ω,A,P), where
(2.1)
Ω = RZ
d
is the space of energy landscapes on Zd,
A is the product σ-algebra on Ω and
P is a probability measure on A,
providing the law of the environment. For simplicity, we will always assume that
(2.2) the law P is invariant with respect to translations of Zd.
Another important assumption we make on the law P concerns its long range depen-
dence. Intuitively speaking, we want that, if two events are determined by what happens
in far away regions of the space, then they should be roughly independent. This is made
precise in the following assumption.
Suppose that there exist α > 0 and c0 > 0 such that, for all L ≥ c0, given any pair of
cubes C1 and C2 ⊆ Zd with side length 3L, within distance at least L from one another,
(2.3)
for any functions f1 : RC1 → [0, 1] and f2 : RC2 → [0, 1],
Cov(f1, f2) ≤ L−α.
Let us observe that in particular this implies that the environment ω is mixing, therefore
ergodic, under translations of Zd. More generally, we will need the assumption below,
dealing with D boxes instead of two
(2.4)
for any functions fi : RCi → [0, 1], for i = 1, . . . , D,
E[f1 · · · · · fD] ≤ E[f1] . . . , E[fD] + L−α.
Where we again assume that the boxes Ci have side length 3L and mutual distance at
least L from each other. Note that an assumption of the form (2.4) is much weaker than
the typical restriction on the environment to be independent.
Given an environment ω ∈ Ω, we are going to consider a deterministic motion of a
surface on Zd, subject to the potential ω. To make this more precise, let us introduce
some definitions.
We write Z = Z∪{−∞} and call any given function S : Zd−1 → Z a surface. Note that
we do not impose any regularity conditions on S. Intuitively speaking, we will regard
the graph of S (which is a subset of Zd−1 × Z¯) as a physical surface moving through the
environment ω.
Let us introduce the discrete partial derivatives of an interface S : Zd−1 → Z. Define
the set of canonical directions E = {±ek; k = 1, . . . , d − 1}. Given x ∈ Zd−1 and e ∈ E,
the discrete derivative of S at x in direction e is given by ∂eS(x) = S(x+ e)− S(x).
Given an initial surface S0, an environment ω ∈ Ω and an update function F : ZE×R→
{0, 1}, the evolution of the surface St is determined as follows. Suppose that St has been
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defined for some integer time t ≥ 0. Then,
(2.5) St+1(x) = St(x) + F
(
∂e1St(x), ∂−e1St(x), . . . , ∂ed−1St(x), ∂−ed−1St(x);ω(x, St(x))
)
.
Intuitively speaking, F reads the derivatives of St at x in all directions and the current
potential at (x, St(x)), then it returns one if the surface is supposed to move in the
position x at time t+ 1 and zero otherwise. Let us convention that −∞+ 1 = −∞ and
that F equals zero if any partial derivative is equal to −∞ (recall that these values are
also allowed to occur in S). Observe that there is no need to evaluate ω(x,−∞), since
no update is relevant if S(x) = −∞.
Although our techniques can easily deal with the general update functions F defined
above, some of the most interesting situations involve a function F solely depending on
the discrete Laplacian of the surface S : Zd−1 → Z
(2.6) ∆S(x) =
∑
k=1,...,d−1
S(x+ ek)− 2S(x) + S(x− ek).
In such situations, the notation for the evolution rule can be simplified to the following
(2.7) St+1(x) = St(x) + F
(
∆St(x), ω(x, St(x))
)
,
where F : Z×R→ {0, 1} is the function governing this simplified update rule.
We would like to stress a few consequences of the rule (2.5):
the whole evolution of the initial surface S0 depends solely on ω,(2.8)
not involving any additional randomness,
the surface moves simultaneously at every location where it is allowed to,(2.9)
St(x) and St+1(x) differ by at most one for every t ≥ 0,(2.10)
our evolution rule is translation invariant on Zd.(2.11)
We chose the exact evolution mechanism described in (2.5) in order to simplify our proofs.
However, we believe that the techniques developed in this paper could be extended to
other problems involving for instance a random update function.
Let us now make further assumptions on the function F determining the dynamics
above. Suppose from now on that
F is non-decreasing on all its coordinates.(2.12)
F (a1, . . . , a2(d−1),−∞) = 0 for all values of a1, . . . , a2(d−1),(2.13)
Assumption (2.12) intuitively says that the smaller the energy ω(x, St(x)) and the lower
the position of the surface at neighboring sites, the harder it will be for St(x) to advance.
Let us emphasize that (2.10) and (2.12) imply the attractiveness of our dynamics, i.e.
St ≤ S ′t for every t ≥ 1, whenever S0 ≤ S ′0. Also, assumption (2.13) states that an
infinitely deep well can never be overcome, pinning the surface forever on that location.
We are going now to state the finite size criterion which will be used later in our
renormalization approach. First, we need to define, for integers h, L ≥ 1, the boxes
(2.14)
Ch,L = [0, 3hL)d−1 × [0, HL) ∩ Zd and
Bh,L = [hL, 2hL)d−1 × [0, L) ∩ Zd,
where HL = L
a+1 with a chosen to be integer for notational simplicity. See Figure 2.
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Figure 2. The boxes Bh,L and Ch,L appearing in (2.14) (for d = 2) and a
blocking surface as in hypothesis (2.15). Note that the typical box height will
be chosen such that HL  L (contrary to what is depicted).
We will also consider interface evolutions restricted to the domain Ch,L by forcing the
environment ω to be infinite outside Ch,L. We say that a given surface St is obstructed at
x if St(x) does not change under one step of our update rule (2.5), i.e. St+1(x) = St(x).
Given h and L as in (2.14), we say that a surface S blocks Ch,L if the following happens:
• the graph of S intersects Bh,L,
• S(x) is non-negative for every x in [0, 3hL)d−1 and
• for every x ∈ [0, 3hL)d−1 such that S(x) ≤ HL, S is obstructed in x,
see Figure 2.
We would like to emphasize that the existence of a surface blocking Ch,L is an event
that can be determined by solely analyzing the configuration of the environment inside
Ch,L. This localization property will be used in conjunction with the decoupling bound
(2.4).
In the unpinned regime, one expects that the effective force on the interface is positive
and that the typical interfaces, when the evolution is restricted to Ch,L, look like a bell
with maximal height in the middle of the block. Interfaces blocking Ch,L should be rare
in the unpinned regime. The details of their definition were designed in order to balance
between being easy to prove in examples, see Section 4 and being strong enough to imply
our main result, see (3.18).
We are now in position to state our criterion
Finite size criterion. Suppose that
(2.15)
there exist c1, ρ > 0 and an integer h ≥ 2, such that, for every L ≥ c1,
P
[
there exists a surface S blocking Ch,L
] ≤ L−ρ.
Remark 2.1. Under various scenarios, we expect the decay in (2.15) to be exponential and
refer to Section 4 for some examples. In dimension two, the finite size criterion resembles a
percolation statement on decay of connectivity, therefore it could, in principle, be proved
using percolation techniques. For the case d ≥ 3, we can still relate condition (2.15) to
surface percolation such as studied in [7], see Section 4 for details.
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The ballistic evolution of the interface is a consequence of this criterion
Theorem 2.2. Let S0 be the flat surface given by S0(x) = 0 for every x ∈ Z. Then,
using that (2.4) and (2.15) hold with α, ρ and D satisfying (3.28)–(3.29), there exists a
constant c2(α, d,D, h, γ, c0, c1) > 0 such that
(2.16) lim inf
t→∞
St(0)
t
≥ c2, P-a.s.
See Remark 3.4 on the validity of conditions (3.28)–(3.29).
3 Renormalization
Fix an integer γ such that γ > d+ 2a ≥ 2 (recall that the height of Ch,L is HL = L1+a)
and let
L0 ≥ 100, and Lk+1 = Lγk, for k ≥ 0.(3.1)
Our renormalization scheme will be defined in terms of a collection of boxes (resembling
the ones appearing in (2.14)). We first define the sets
(3.2) Mk = {k} × Zd, for k = 0, 1, . . .
whose elements will label the boxes at a given scale k in our renormalization scheme.
More precisely, for m =
(
k, (i, j)
) ∈Mk (where i ∈ Zd−1 and j ∈ Z), let
(3.3) Bm = [0, hLk)
d−1 × [0, Lk) + (ihLk, jLk) ⊂ Zd.
The collection of boxes {Bm}m∈Mk form a disjoint tiling of the whole lattice Zd by rectan-
gles of base length hLk and height Lk. We also need to define, given m =
(
k, (i, j)
) ∈Mk,
(3.4)
Cm = ∪m′Bm′ , for all m′ =
(
k, (i+ i′, j + j′)
)
with i′ ∈ Zd−1 with ‖i‖∞ ≤ 1 and j′ ∈ {0, . . . , Lak},
where Lak = HLk/Lk. Note that the collection {Cm}m∈Mk is composed of overlapping
boxes of base length 3hLk and height HLk , see Figure 2. Observe the similarity between
the above definitions and (2.14).
As above, we will routinely denote points in Zd by (x, y), with x ∈ Zd−1 and y ∈ Z.
Let us now start to introduce some definitions related to the dynamics of the surface
on the above boxes. First we define, for a given index m ∈Mk, the modified environment
ωm given by
(3.5) ωm(x) =
{
ω(x), if x ∈ Cm and
−∞, otherwise.
It is clear from the above that the evolution of S0 under ωm solely depends on the
configuration of ω inside Cm and also that St evolves slower under the environment ωm
than under ω, see below (2.13).
For k ≥ 0 and m = (k, (i, j)) ∈Mk, we also introduce the surface
(3.6) Sm0 (x) =
{
jLk, for x in the basis of Cm (projection of Cm into Zd−1),
−∞ otherwise.
The definition of Sm0 taking value −∞ for x outside the basis of Cm was made in order
to slow down its dynamics, so that it will serve as a lower bound to any other surfaces
starting above this platform thanks to the monotonicity of the dynamics, see (2.12). For
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positive times t ≥ 1, we define Smt using the evolution rule in (2.5), starting at Sm0 and
evolving under the potential ωm.
In order to bound from below the speed of the surface Smt , we need to introduce the
time when this surface has first crossed the box Bm (under the potential ωm). More
precisely, given m ∈Mk, let
Tm(ω) = inf
{
t; the surface Smt is completely above the box Bm
}
,(3.7)
which is defined to be infinity if the above set is empty. We stress once again that the
time Tm(ω) only depends on the configuration ω inside the box Cm, since we restrict our
dynamics to ωm in the above definition.
Our main objective in what follows it to bound T(k,(0,0))(ω) from above with high
probability (under P) as k grows. This will imply that a flat surface moves with positive
speed, see Theorem 2.2.
The main ingredient of the proof is to relate events occurring at scale k + 1 with their
corresponding event at scale k. This is done with the help of the following lemma, which
bounds the time Tm in terms of a sum of the maximum times to cross each horizontal
level of boxes at the previous scale, see Figure 3. Before stating the lemma, let us define,
given m ∈Mk with k ≥ 1, the indices of layers
(3.8) Jm =
{
j ∈ Z;Bm′ ⊆ Bm, for some m′ =
(
k − 1, (i, j))}.
Note that |Jm| = Lγ−1k−1, see (3.1).
Lemma 3.1. For any given environment ω ∈ Ω and index m ∈Mk with k ≥ 1, we have
(3.9) Tm(ω) ≤
∑
j∈Jm
sup
m′∈Mjm
Tm′(ωm′),
where M jm = {m′ =
(
k − 1, (i, j)); i ∈ Zd−1, Cm′ ⊆ Cm}.
Proof. Recall the definition of Jm in (3.8). For this proof, we will need the analogous set
(3.10) Im =
{
i ∈ Zd−1;Bm′ ⊆ Cm, for some m′ =
(
k − 1, (i, j))}.
Write Jm =
{
jo + 1, jo + 2, . . . , jo + L
γ−1
k−1
}
and Im =
[
io + 1, io + 3L
γ−1
k−1
]d−1 ∪ Zd−1. We
will now prove the following claim by induction in n = 0, . . . , Lγ−1k−1,
(3.11)
after time
n∑
l=1
supm′∈Mjm Tm′(ωm′), the surface will have surpassed all boxes
B(k−1,(jo+n,i)), with i ∈
[
io + n+ 1, io + 3L
γ−1
k−1 − n
]d−1
,
see Figure 3.
We start by observing that for n = 0 the claim (3.11) is trivially true, since for n = 0,
(3.11) refers to time zero, when the surface (Sm0 ) passes in the bottom of Cm (see (3.6)).
Therefore, Sm0 is by definition above all B(k−1,(jo,i)) with i ∈ Im showing that (3.11) holds
for n = 0.
Let us now assume that the claim (3.11) holds for n − 1 < Lγ−1k−1. Then we have
that at time τn−1 =
∑n−1
l=1 supm′∈Mjm Tm′(ωm′) the surface S
m
τn−1 is above all the boxes
B(k−1,(jo+n,i)), with i ∈ [io + n, io + 3Lγ−1k−1 − (n− 1)]d−1 ∩ Zd−1. Then it is not difficult to
see that Smτn−1 is therefore above all the surfaces S
m′
0 where m
′ =
(
k − 1, (j0 + n, i)
)
with
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n = 0
n = 1
...
Bm
Cm
Figure 3. The various layers of boxes indexed in (3.11). Each horizontal layer
corresponds to a value n.
i = io+n+1, . . . , io+3L
γ−1
k−1−n. Thus, the statement (3.11) for n is a simple consequence
of the definition of Tm in (3.7) together with the monotonicity of our dynamics in the
initial surface. This proves (3.11).
To finish the proof of the lemma, one should simply observe that (3.9) is implied by
(3.11) with n = Lγ−1k−1. 
We also define recursively, given any r0 > 0 and an integer D ≥ 2,
(3.12) rk = rk−1 +D(3h)d
Ld+2ak−1
Lk
, for k ≥ 1.
The integer D will be a parameter in the renormalization procedure related to the minimal
number of defects to slow down the dynamics restricted to a box (see Lemma 3.2). The
sequence {rk} will bound from below the inverse speed of the surface St at scale k. More
precisely, we will show that for m ∈ Mk, then Tm ≤ rkLk with high probability as k
grows, see Theorem 3.5. Let us first note that the second term in the above definition is
a vanishing error term. Indeed,
(3.13)
Ld+2ak−1
Lk
=
Ld+2ak−1
Lγk−1
= L
−(γ−d−2a)
k−1 .
Moreover, the above terms are summable in k (recall that γ > d + 2a and Lk grows
super-exponentially). This allows us to conclude that
(3.14) sup
k≥0
rk ≤ c3(r0, L0, h, γ, d,D).
Given k ≥ 0 and m ∈Mk,
(3.15) we say that the box Cm is slow if Tm > rkLk.
We also define the event and probability corresponding to a box being slow, i.e.
(3.16)
Wm = {Tm > rkLk} ⊆ Ω and
wk = supm∈Mk P[Wm] = P[W(k,(0,0))].
Our main objective is to show that (for large enough L0 and r0) wk decays fast as k
grows.
Finally, we need to introduce the notion of blocked boxes, which will resemble the
definition below (2.14). For k ≥ 0 and m ∈ Mk, we say that a given box Cm is blocked
if Tm =∞. We define
(3.17)
Vm = {Tm =∞} and
vk = supm∈Mk P[Vm]
(2.2)
= P[V(k,(0,0))]
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Let us observe that the finite size criterion (2.15) implies that, if L0 ≥ c1,
(3.18) vk ≤ L−ρk , for every k ≥ 1.
Indeed, if Tm = ∞, the evolution of the surface Sm will eventually halt (meaning that
Smt = S
m
s , for every t ≥ s). In this case, we can see that the surface Sms blocks Cm, so
that (3.18) is in fact a consequence of (2.15).
It is a crucial observation that, for k ≥ 0 and m ∈Mk,
(3.19) if Tm <∞, then Tm must be smaller or equal to (3h)d−1Ld+ak .
The above statement is a consequence of the evolution mechanism chosen in (2.5). Indeed,
the surface cannot perform more than 3d−1(hLk)d−1HLk updates in the environment ωm,
since 3d−1(hLk)d−1HLk is the total number of points in Cm. Since HLk = L
a+1
k , at time
(3h)d−1Ld+ak , the surface S
m will be completely obstructed under ωm and it will either
have surpassed Bm (in which case Tm ≤ (3h)d−1Ld+ak ) or not (implying that Tm = ∞).
This proves (3.19).
Our renormalization argument is based on the following fact: the only way in which
a box at scale k can be slow is by having several sub-boxes at the previous scale k − 1
which are slow or at least one which is blocked. This is made precise in the following
Lemma.
Recall the definitions of Jm in (3.8) and M
j
m below (3.9).
Lemma 3.2. Fix m ∈Mk with k ≥ 1, and suppose that Wm holds. Then either
more than 3Lak−1D indices j ∈ Jm contain a slow box (Cm′ with m′ ∈M jm),(3.20)
or there exists at least one m′ ∈Mk such that Cm′ ⊂ Cm and Tm′ =∞.(3.21)
Proof. Suppose that (3.21) does not hold. This implies by (3.19) that
(3.22) sup
m′∈Mjm
Tm′(ωm′) ≤ (3h)d−1Ld+ak−1, for every j ∈ Jm.
Let us also assume that (3.20) does not hold. This implies that
(3.23)
for all but 3Lak−1D indices j ∈ Jm we have
supm′∈Mjm Tm′(ωm′) ≤ rk−1Lk−1.
Joining the two above statements with Lemma 3.1, we can estimate Tm as follows
Tm ≤
∑
j∈Jm
sup
m′∈Mjm
Tm′(ωm′) ≤ |Jm|rk−1Lk−1 + 3Lak−1D(3h)d−1Ld+ak−1
h>1≤ Lk
(
rk−1 +D(3h)d
Ld+2ak−1
Lk
)
(3.12)
= rkLk.
(3.24)
This finishes the proof of Lemma 3.2 by contraposition. 
The main idea behind the multi-scale renormalization procedure is to bound the quan-
tity wk defined in (3.16) by wk−1. This is done with the help of the following
Proposition 3.3. If we define the scale lengths (Lk)k≥1 as in (3.1) with L0 ≥ 100 ∨ c0,
then for any given k ≥ 1 we have
(3.25) wk ≤ (3Lγ−1k−1)dD
[
wDk−1 + L
−α(a+1)
k−1
]
+ (3Lγ−1k−1)
dvk−1 .
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Proof. Using Lemma 3.2, we obtain that for any k ≥ 1 and m ∈Mk,
P[Wm] ≤ P
[
more than 3Lak−1D indices j ∈ Jm contain a slow Cm′ ⊆ Cm
]
+ P
[
Vm′ occurs for some m
′ ∈Mk−1 with Cm′ ⊆ Cm and index j ∈ Jm
]
,
(3.26)
Let us recall that the number of m′ ∈ Mk−1 such that Cm′ ⊆ Cm and with index j ∈ Jm
(see (3.8)) is bounded by (3Lγ−1k−1)
d. Therefore, the probability of the event on the second
line of (3.26) is bounded by (3Lγ−1k−1)
dvk−1, which corresponds to the second term in (3.25).
Let us now turn to the probability appearing in the first line of (3.26). We first order
the indices j1 < j2 < · · · < j3Lak−1D+1 containing a slow Cm′ ⊆ Cm. Then, by considering
the sub-sequence j′i = ji3Lak−1D+1, for i = 1, . . . , D, we obtain{
more than 3Lak−1D indices j ∈ Jm contain a slow box Cm′ ⊆ Cm
}
⊆
{ there are indices j′1, . . . , j′D containing slow boxes Cm′1 , . . . , Cm′D ⊆ Cm
and such that |j′i − j′i′| ≥ 3Lak−1, for i 6= i′ ∈ {1, . . . , D}
}
(3.27)
⊆
{ there are slow boxes Cm′1 , . . . , Cm′D (m′1, . . . ,m′D ∈Mk−1) contained
in Cm and such that d(Cm′i , Cm′i′ ) ≥ L
a+1
k−1, for i 6= i′ ∈ {1, . . . , D}
}
.
Fixed boxes Cm′1 , . . . , Cm′D satisfying d(Cm′i , Cm′i′ ) ≥ L
a+1
k−1, we can bound the probability
that they are all slow by wDk−1 +L
−α(a+1)
k−1 using assumption (2.4) and the fact that Lk−1 ≥
L0 ≥ c0. We can finally obtain (3.25) by plugging this estimate with the number of
possible choices for the D boxes Cm′1 , . . . , Cm′D contained in Cm. This finishes the proof
of Proposition 3.3. 
Proposition 3.3 above provides us a way to bound wk, thanks to the bound (3.18) on
vk which is a consequence of assumption (2.15).
For the following theorem, we suppose that γ ≥ d+ 2a, D > 2γ and that
α(a+ 1) > 2Dd(γ − 1) and(3.28)
ρ > d(γ − 1)(1 + 2γ)(3.29)
Remark 3.4. It should be observed that we have plenty of possible choices for D, γ, α and
ρ satisfying (3.28)–(3.29) in order to apply Theorem 3.5 below. These different choices
will lead to complementary results. Roughly speaking, we should keep in mind that:
the smaller the α, the more dependent can be the environment ω (see (2.4)),
the larger d(γ − 1), the faster will be the decay of wk (see (3.30)) and
one may only be able to prove (3.18) for certain small values of ρ.
In particular, if the disorder correlations and the probability in (2.15) are both exponen-
tially decaying then (3.28)–(3.29) can always be verified, by properly choosing γ, D, α
and ρ in this precise order.
Theorem 3.5. Assume that (2.4) and (2.15) hold, with D, α and ρ as in (3.28)–(3.29).
Then, we can choose L0 and r0 large enough (depending on γ, d, D, α, h, c0 and c1), so
that, defining the scale sequence (Lk)k≥0 as in (3.1), we have
(3.30) wk ≤ L−2d(γ−1)k .
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Proof. Let us first choose L0 ≥ c0 ∨ c1 (see (2.4) and (2.15)) large enough such that
(3.31) inf
{
L
(γ−1)d(D−2γ)
0 , L
−d(γ−1)(1+2γ)+ρ
0
}
≥ 4 · 3Dd,
which is possible due to D > 2γ and (3.29). Note that L0 depends on γ, d, D, α, h, c0
and c1. This inequality will be used later with Lk in place of L0 as the sequence {Lk}k is
increasing.
Then we pick r0(h, c0, c1) large enough so that (3.30) holds with k = 0 (this determines
the remaining values of (rk)k≥1 through (3.12)). All we need to show is that, if for some
k ≥ 1,
(3.32) wk−1 ≤ L−2d(γ−1)k−1 ,
then wk ≤ L−2d(γ−1)k .
This is done with help of Proposition 3.3 together with (3.32) and (3.18), leading to
(3.33)
wk ≤ (3Lγ−1k−1)dD
[
wDk−1 + L
−α(a+1)
k−1
]
+ (3Lγ−1k−1)
dL−ρk−1
(3.28)
≤ 2(3)dDL(γ−1)dD−2dD(γ−1)k−1 + (3)dL(γ−1)d−ρk−1
(3.29)
≤ 2(3)dDL(γ−1)d(2γ−D)k−1
(
Lγk−1
)−2d(γ−1)
+ 3d L
d(γ−1)(1+2γ)−ρ
k−1
(
Lγk−1
)−2d(γ−1)
(3.31)
≤ L−2d(γ−1)k .
This concludes by induction the proof of Theorem 3.5. 
Theorem 2.2 can now be deduced as a simple consequence of Theorem 3.5.
Proof. We choose L0 and r0 as in Theorem 3.5 and define the sequences (Lk)k≥1 as in
(3.1). For any given k ≥ 1, let mk = (k, (0, 0)) and define
M ′k = {m′ ∈Mk−1;Bm′ ⊂ Cmk ,with indices in Jmk}
where Mk was introduced in (3.2). Let us estimate,∑
k≥1
∑
m′∈M ′k
P[Wm′ ] ≤
∑
k≥1
(3h)d−1L(γ−1)dk−1 wk−1
Theorem 3.5≤
∑
k≥1
(3h)d−1L−(γ−1)dk−1 ,
which is clearly finite (recall (3.28) and that Lk grows faster than exponentially). There-
fore, using Borel-Cantelli’s lemma, we can conclude that P-a.s.
(3.34) Tm′ ≤ c3Lk−1, for every m′ ∈M ′k and all but finitely many k’s,
where c3(h, c0, c1) was defined in (3.14).
To finish the proof, we need to show that on the event (3.34), we have (2.16). We first
show that under (3.34), we have
(3.35) Sc3nLk(0) ≥ nLk for every n = 1, . . . , Lγ−1k and all but finitely many k’s.
To see why this is true, fix some k ≥ 1 for which (3.34) holds. Then we can use (3.11) to
conclude that after time nc3Lk−1, S(0) has surpassed nLk−1, for every n ≤ Lγ−1k−1.
To finish the proof of Theorem 2.2, let observe that the event in (3.35) implies that
lim inft
St(0)
t
≥ 1/(2hc3). To see why this is true, observe that for any k such that (2.16)
holds, by the monotonicity of St(0),
(3.36) St(0) ≥ t/(2hc3), for each integer t ∈ [c3Lk−1, c3Lk].
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This finishes the proof that lim inft
St(0)
t
≥ 1/(2hc3) on the almost sure event (3.35),
yielding Theorem 2.2. 
4 Application of the criterion
In this section we consider several types of models and check that criterion (2.15)
is valid when the mean forcing is strong enough. This implies by Corollary 2.2 that
the velocity of the interface is positive. Furthermore for a specific type of evolution of
Lipschitz surfaces, we check that criterion (2.15) is valid up to the pinning threshold.
4.1 Strong interaction
We will consider a model of Lipschitz interface evolution to illustrate the techniques of
the previous sections. Although several models could be constructed following the same
lines as below, we will focus here on a specific example of 2-Lipschitz interfaces with
evolution rule that can be informally described as follows.
(i) Whenever an update could lead to the surface having discrete gradient ±3 at some
position, this update is suppressed.
(ii) Respecting the above, whenever an update reduces the absolute value of the gra-
dient from two to one at some position, it is performed.
(iii) If the update cannot be determined by the above rules, it will occur if and only if
the discrete Laplacian is greater than the depth of the potential.
To make the above description more precise, we define the evolution according to (2.5),
with
F (a1,a2, . . . , a2(d−1), ω)
= 1{ak>−2; for all k≤2(d−1)} max
(
1{ak=2; for some k≤2(d−1)}; 1{∆S(x)+ω(x,S(x))>0}
)
.
(4.1)
We consider an environment where the disorder is made of independent Bernoulli variables
taking values tuned with respect to the dimension d
p = P
(
ω(x, y) = −3(d− 1)) = 1− P(ω(x, y) = 1/2) .
If the absolute value of gradients at one site are all less or equal to 1, then the interface
is blocked at this site when ω = −3(d − 1) and will move when ω = 1/2 only if the
Laplacian at this site is non negative.
0
1
3
Figure 4. For d = 2, a portion of interface is depicted and the dots mark the
occurrence of a trap ω = −3. The heights are represented on the right. For
this particular trap configuration, we note that the interface would be always
blocked if condition (ii) was not imposed. Indeed, the outermost sites are blocked
because of the 2-Lipschitz constraint and the 4 sites inside satisfy ∆S(x) +
ω(x, S(x)) ≤ 0. Condition (ii) implies that the interface cannot be trapped by a
local configuration : for the interface depicted above, the two sites indicated by
the arrows will first move upward leading, in the next step, to unblocking the
two sites at the center.
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The set of 2-Lipschitz interfaces is invariant under the previous evolution. Note that an
evolution encoded only by a Laplacian and restricted to the class of 2-Lipschitz interfaces
would display a trivial behavior for all values of p > 0 as the interfaces get almost surely
blocked by single local trap (see figure 4). The rule (ii) of forcing a move when a gradient
is equal to 2 prevents the local traps from blocking the interface forever. We refer to
[16] where other rules have been devised to suppress the effect of local traps in Lipschitz
dynamics. Similar evolutions have been also studied in [3, 27].
We first state
Lemma 4.1. For d ≥ 2 and p close enough to one, there are almost surely infinitely
many blocked surfaces.
Proof. If S is a 1-Lispschitz surface such that any site is pinned, i.e. ω(x, S(x)) =
−3(d − 1), then the evolution rules (4.1) imply that the interface is blocked. For large
enough p, the occurrence of percolating 1-Lipschitz surfaces is a consequence of Theorem
1 in [7]. Thus the Lemma holds. 
We now turn to small values of p proving the following
Lemma 4.2. For d ≥ 2 and p > 0 small enough, then for h ≥ 10 the criterion (2.15)
holds. Consequently, the speed of the surface is positive.
Proof. Given h ≥ 10 and a = 1, consider a surface S blocking Ch,L as below (2.14). We
will first prove that there is x0 in [hL, 2hL]
d−1 such that
the blocked surface S restricted to DL(x0) = x0 + [−L,L]d−1 is below 3L(4.2)
and S is 1-Lipschitz in DL(x0).(4.3)
The first claim follows from the fact that the blocking surface S touches Bh,L so that there
is a site x0 in [hL, 2hL]
d−1 where S(x0) ≤ L. Since S is 2-Lipschitz, the surface remains
below 3L in DL(x0). To prove the second claim, suppose that there exists x ∈ DL(x0)
and a direction e ∈ E such that S(x + e)− S(x) = −2 (the case S(x + e)− S(x) = 2 is
analogous). Let {xk}k≤n¯ be the longest sequence of sites such that x0 = x, x1 = x + e,
|xk − xk−1| = 1 and S(xk)−S(xk−1) = −2. It is clear that n¯ ≤ hL, since S(x) is positive
in [0, 3hL]d−1. But then, according to (4.1), the surface is not blocked in xn¯, contradicting
(4.2) and proving (4.3).
The last property of such a blocking surface we need is that there exists a c > 0
depending only on the dimension d, such that
(4.4)
for every box B of side length c contained in DL(x0), we have
ω(x, S(x)) = −3(d− 1) for some x ∈ B.
To see why this is true, observe from (4.2) and (4.3), that given any point x ∈ [hL, 2hL]d−1
we either have ω(x, S(x)) = −3(d − 1) or ∆S(x) ≤ −1, see (4.1). We will need the
following discrete version of the Divergence Theorem
(4.5)
∑
x∈B
∆S(x) =
∑
x∈B,y∈Zd−1\B;
|x−y|=1
S(y)− S(x), for every box B ⊂ Zd.
With this, (4.4) follows from the fact that the ratio between the size of the boundary
and the volume of a box goes to zero, so that for large enough boxes it is not possible
to have a negative Laplacian on every point of the box and keep its Lipschitz character.
This proves (4.4).
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From (4.4), it is easy to see that given x0 in [hL, 2hL]
d−1 and a fixed surface S :
DL(x0)→ [0, 3L]
(4.6) the probability that S is blocked is smaller or equal to exp{−ψ(p)Ld−1},
where ψ(p) converges to infinity as p goes to zero. Indeed, if one defines a paving of
[hL, 2hL]d−1 with boxes of side length c, each of these boxes must have at least one trap
according to (4.4).
We complete the proof of the Lemma with a counting argument:
P[there exists S blocking Ch,L] ≤
∑
x0∈[hL,2hL]d−1
∑
S:DL(x0)→{0,...,3L}
1-Lipschitz
P[S is blocked]
≤
∑
x0∈[hL,2hL]d−1
∑
S:DL(x0)→{0,...,3L}
1-Lipschitz
exp{−ψ(p)Ld−1}.
(4.7)
But since the number of such surfaces is bounded by hL2 3dL
d−1
, the above probability
decays exponentially in L as long as p is sufficiently small, proving Lemma 4.2. To see
why the above implies the positive speed of the surface dynamics, one can simply use
Remark 3.4 to find constants satisfying (3.28)–(3.29) and then apply Theorems 3.5 and
2.2. 
In dimension d = 2, the criterion (2.15) is sharp for these evolution rules
Lemma 4.3. For d = 2, there exists a critical parameter pc ∈]0, 1[ such that
if p < pc, (2.15) holds and the surface moves P-a.s. with positive speed,(4.8)
if p > pc, the interface gets blocked almost surely, i.e. lim
t
St(x) <∞, for each x.(4.9)
Proof. First, we will explain a correspondence between blocked interfaces (for the evolu-
tion rules (4.1)) and a directed percolation model. A site (x, y) is called a blocking site
if ω(x, y) = −3. As explained in (4.3), a blocked interface is 1-Lipschitz in an interval of
length at least 2L.
Let S be a 1-Lipschitz blocked interface and (x, S(x)) be a blocked site. Then, the
next blocking site on the interface to the right of x can take at most 7 locations which are
depicted figure 5. If none of these 7 sites are blocked then the interface cannot be blocked.
Thus a 1-Lipschitz blocked interface is in correspondence with an oriented percolation
path in the graph L, whose vertices are Z2 and the oriented edges are given by
(4.10) E =
{(
(x, y), (x+ i, y + j)
)
;x, y ∈ Zd and (i, j) ∈ E
}
,
where E = {(1, 1), (2, 1), (3, 0), (2, 0), (1, 0), (2,−1), (1,−1)}. See Figure 5 for an illustra-
tion of all edges departing from a given vertex (x, y).
1 2
3
45
67
1 2 3 4
5 6 7
Figure 5. The left picture illustrates all possible situations of blocked sites
which are represented by black dots. On the right, their corresponding edges are
depicted and they match the set E .
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Let pc be the critical threshold for this oriented percolation on L. By Aizenmann-
Barsky-Menshikov’s Theorem (see Theorem 9 p.106 of [5]), the probability of finding a
percolating path to distance L from the origin decays as exp(−cL) when p < pc. Any
blocked interface touching Bh,L will be 1-Lipschitz in a stretch of length at least 2L thanks
to (4.3), thus the criterion (2.15) holds for p < pc with an exponential decay instead of a
polynomial one. Using Theorem 2.2 we now prove (4.8).
Suppose now that p > pc and let us show that
(4.11) P[there exists a blocked interface S ≥ 0] = 1.
It is clear that the above probability is either 0 or 1 by ergodicity arguments. We now
show that it is positive, but first let us provide some further simplifications.
It is enough to show that
(4.12) P
[
there is an infinite occupied path
→
γ in (Z+ × Z+, E) starting from 0
]
> 0.
Indeed, let us suppose that the above is true and conclude (4.11). Note first that our
percolation model on L is symmetric with respect to reflections around the y-axis (once
we invert the orientation of all edges). This symmetry, together with (4.12), says that
with positive probability there exists an infinite occupied path
←
γ on Z− × Z+ starting
from the origin and crossing the edges of L in the reversed direction. By concatenating
two such paths and using the i.i.d. nature of our percolation model, we obtain that with
positive probability there exists a doubly infinite occupied path
↔
γ : Z 7→ Z× Z+, which
proves (4.11).
Before turning to the proof of (4.12), let us first recall that similar statement holds
true in a more standard context. Consider the classical oriented percolation on the graph
(Z+ × Z, E ′), where E ′ is defined as in (4.10) with E replaced by E ′ = {(1, 1), (1,−1)}.
The results in [18] imply that in the super-critical percolation regime, the claim (4.12)
holds.
From the above reasoning, to prove (4.12) it is enough to construct a process of renor-
malized boxes on Z+×Z which is dominated by our super-critical percolation, but on the
other hand dominates a standard oriented percolation with arbitrarily high parameter
η. To achieve this, we follow [4] and use a one step renormalization. More precisely,
we only have to show that for any η > 0 there exist L(η), S(η), k(η) ≥ 1 and boxes
vi,j = [0, 2S]× [−2L, 2L] + (2ikS, jkL), for i, j ∈ Z+ × Z, such that
(4.13)
the collection of (i, j)’s such that the box vi,j can be reached
by an occupied path in L starting from v0,0 dominates a standard
oriented percolation from the origin with parameter η.
The above claim follows from the arguments in [4] (see Lemma (21)) with minor mod-
ifications (some of which are explained in [14]). This completes the proof of (4.12) and
yields Lemma 4.3. 
Remark 4.4.
1) Consider for instance the dynamics induced by (4.1) for d = 2. The proof of
Lemma 4.1 could easily be extended for non independent environments. Indeed,
the only part of the proof where we used the i.i.d. structure of the energy land-
scape was to prove the decay of P[there exists S blocking Ch,L]. This decay could
be established for dependent models such as finite dependent environments (see
for instance Theorem (7.61) of [13], p.178). Environments with longer range of
dependence (say, satisfying (2.3) for a large enough α) can probably be dealt with
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using renormalization techniques such as the ones appearing in Section 4 of [26]
(see also Section 8 of [24]).
2) We also believe that the techniques in [18] could be used to show (4.12).
4.2 Soft interaction
In this section we are going to study non-Lipschitz surfaces in the presence of un-
bounded traps. In what follows, we restrict ourselves to d = 2.
We consider an evolution of the form
(4.14) St+1(x) = St(x) + F
(
St(x− 1)−St(x) , St(x+ 1)−St(x), ω(x, St(x))
)
,
with F (a, b, ω) = 1b+a+ω>0. The intuitive description of the above mechanism is that the
surface will move whenever its discrete Laplacian in a point overcomes the depth of the
potential in that point.
The main result of this section is the following lemma which establishes the validity
of the finite size criterion (2.15) for dynamics with evolution rule (4.14) when the driv-
ing force is large enough (see assumption (4.15) on the disorder). In this framework,
the positive velocity was already derived in a perturbative regime in [9] and we follow
their approach to check the finite size criterion under some conditions on the disorder
distribution.
Lemma 4.5. Suppose that the variables ω(x, y) are i.i.d. in Ch,L and satisfy
∃λ0 > 0, E(exp(−λ0 ω(x, y)) < 1− exp(−λ0) .(4.15)
Furthermore all the ω outside Ch,L are equal to −∞. Choose a = 2 such that the box Ch,L
has height HL = L
3. Then there exist c1, κ > 0 and h > 1, such that, for every L ≥ c1
(4.16) P
[
there exists a surface S blocking Ch,L
] ≤ exp(−κ√L) .
Assumption (4.15) controls the statistics of the large negative forces which may pin
down the interface. Note that the decay in (4.16) is not optimal.
Remark 4.6. If ω(x, y) are independent Gaussian variables with mean f > 0 and variance
σ, then condition (4.15) reads
exp
(
−λ0f + σ
2
λ20
)
< 1− exp(−λ0),
which holds for an appropriate choice of λ0 when f is large enough.
Proof. The proof is split into 3 steps.
Step 1.
First, we are going to control the upward fluctuations of the blocked interfaces. We
introduce
(4.17) D := {ω(x, y) ≥ −
√
L, for every (x, y) ∈ Ch,L}
which has probability at least 1−3hL4 exp(−λ0
√
L). This follows from bounding the tail
of a single variable
P
(Dc) = 3hL4P(ω < −√L) ≤ 3hL4 exp(−λ0√L) E( exp(−λ0ω))
≤ 3hL4 exp(−λ0
√
L) ,
(4.18)
where we used (4.15) to conclude.
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Let S be a blocked interface such that S(x0 + 1)−S(x0) ≤ 1, then on the event D, the
maximum principle implies that S remains below the interface H defined by{
H(x0) = S(x0), H(x0 + 1) = S(x0) + 1
H(x+ 1) = −H(x− 1) + 2H(x) +√L, x ≥ x0 + 1
The solution is given by
(4.19) Hx0,S(x0)(x) =
√
L
2
(x− x0)(x− x0 − 1) + S(x0) + x− x0 ,
where we added the subscript to stress the initial data.
If S(x0) ≤ L then Hx0,S(x0) does not reach the top layer of Ch,L, so that S will never
reach the height HL = L
3.
Step 2.
Let us introduce some notation. For a surface S, we denote by V (x) = S(x+ 1)−S(x)
its increment at x. For ` ≤ n ≤ 3hL, define O`,n the set of surfaces in Ch,L which are
obstructed for all ` < x ≤ n and with a controlled height and a controlled initial gradient
at ` that is, such that
∀x ∈ [`+ 1, n], V (x) ≤ V (x− 1)−ω(x, S(x)) ,(4.20)
S(`) ≤ 2L, V (`) ≤ 1 ,(4.21)
∀x ∈ [`, n], S(x) < H`,2L(x) .(4.22)
Note that
(4.23)
the fact that a given surface S belongs to O`,n only depends on
S(`), . . . , S(n+ 1) and ω(`, S(`)), . . . , ω(n+ 1, S(n+ 1)).
For h > 1, we are going to check that
(4.24) D ∩ {∃ a surface S blocking Ch,L} ⊆ ⋃
x0≤2hL
Ox0,3hL .
First note that any surface S blocking Ch,L satisfies the constraint (4.20) with ` = x0
and n = 3hL. If an interface remains below the level L in {0, 2hL} then (4.21) has to be
satisfied for at least one site x0.
We now establish (4.21). If the interface S is blocking Ch,L but goes beyond the level
L before 2hL, then define z the first time at which S(z) > L and S(z + 1) ≤ L. Either
S(z + 2)− S(z + 1) ≤ 1 and (4.21) is satisfied for x0 = z + 1, or S(z + 2)− S(z + 1) > 1
and using the fact that the interface is obstructed and the environment belongs to D, one
has
S(z) ≤ S(z + 1)− (S(z + 2)− S(z + 1))− ω(z + 1, S(z + 1)) ≤ L+√L .
Thus (4.21) is satisfied for x0 = z. Furthermore, we recall from step 1 that for environ-
ments in D the constraint (4.22) is implied by (4.20) and (4.21).
From (4.24) and (4.18), it is enough to bound from above the probability of each
Ox0,3hL. The key estimate will be
Lemma 4.7. There are κ, β, δ positive constants such that given any x0 ≤ 2hL,
P [there exists S ∈ Ox0,n with V (n) ≥ −δ(n− x0)]
≤ βL exp (− κ(n− x0)), for every n ∈ [x0, 3hL].(4.25)
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Loosely speaking Lemma 4.7 says that a typical surface inO`,n has “negative curvature”
in average with high probability. The proof is postponed to step 3.
Inequality (4.25) implies that
P
[
∃S ∈ Ox0,3hL; ∃k ∈ [
√
L,L], V (x0 + k) ≥ −δk
]
(4.26)
≤
L∑
k=
√
L
P [∃S ∈ Ox0,k; V (x0 + k) ≥ −δk] ≤ βL2 exp(−κ
√
L) .
On the other hand, there does not exists a surface S in Ox0,3hL such that
∀k ∈ [
√
L,L], V (k + x0) < −δk .
Indeed, any such surface would satisfy for L large enough
(4.27) S(L+ x0)− S(
√
L+ x0) ≤ −δ
L∑
k=
√
L
k ≤ −δ
4
L2 .
An interface S in Ox0,3hL is below Hx0,2L (4.22) so that S(
√
L + x0) ≤ L3/2 + S(x0). As
S(x0) ≤ 2L, this would imply that S(L+ x0) < 0 and therefore lead to a contradiction.
Thus one deduces from (4.26) that
(4.28) P
[
∃S ∈ ⋃
x0≤2hL
Ox0,3hL
]
≤ 2hβL3 exp(−κ√L) ,
and combining this with (4.18) completes the proof of Lemma 4.5.

Step 3.
In the last step, we complete the proof of Lemma 4.7.
Proof of Lemma 4.7. Fix x0 ≤ 2hL and x0 ≤ n ≤ 3hL. Using (4.20) at site n, one gets
P [∃S ∈ Ox0,n; V (n) ≥ −δ(n− x0)]
≤ P
[
∃Sx0,n ∈ Ox0,n−1;S(n) < HL, V (n− 1)− ω(n, S(n)) ≥ −δ(n− x0)
]
where the inequality is obtained by using only the constraint that the interface is ob-
structed up to n − 1. The constraint Ox0,n−1 involves only the interface on the sites
in [x0, n], see (4.23). Therefore, one can consider portions of interfaces of the form
Sx0,n = {S(i)}x0≤i≤n and bound
P
[
∃Sx0,n ∈ Ox0,n−1;S(n) < HL, V (n− 1)− ω(n, S(n)) ≥ −δ(n− x0)
]
≤
∑
Sx0,n
P
[
Sx0,n ∈ Ox0,n−1;S(n) < HL,
V (n− 1)− ω(n, S(n)) ≥ −δ(n− x0)
]
≤ exp (δλ(n− x0)) ∑
Sx0,n
E
[
exp
(
λ
(
V (n− 1)− ω(n, S(n)))
1{Sx0,n ∈ Ox0,n−1; S(n) < HL}
](4.29)
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We are now going to show that there exists β > 0 such that for any n ≥ x0
Ax0n :=
∑
Sx0,n
E
[
exp (λV (n− 1)− λω(n, S(n)))
1{Sx0,n ∈ Ox0,n−1; S(n) < HL}
]
≤ βL
(
E(exp(−λω))
1− exp(−λ)
)n−x0
.(4.30)
Assumption (4.15) implies for λ = λ0 that Ax0n decays exponentially fast. Thus, by
choosing δ small enough, the Lemma will be complete.
It remains to check (4.30). An interface of form Sx0,n can be rewritten as the concate-
nation of (Sx0,n−1, s), where s is the height S(n). The constraint (4.20) leads to
Ax0n ≤
∑
(Sx0,n−1,s)
E
[
1{(Sx0,n−1, s) ∈ Ox0,n−1; s < HL} exp
(
λ(s− S(n− 1))− λω(n, s)) ]
≤
∑
Sx0,n−1
E
[
1{Sx0,n−1 ∈ Ox0,n−2;S(n− 1) < HL}∑
0≤s≤S(n−1)
+V (n−2)−ω(n−1,S(n−1))
exp (λ(s− S(n− 1))− λω(n, s))
]
Conditioning on the first n− 1 sites, one has
Ax0n ≤ E
[
exp(−λω)] ∑
Sx0,n−1
E
[
1 {Sx0,n−1∈Ox0,n−2;
S(n−1)≤HL}
S(n−1)+V (n−2)
−ω(n−1,S(n−1))∑
s=0
exp (λ(s− S(n− 1)))
]
≤ E
[
exp(−λω)]
1− exp(−λ)
∑
Sx0,n−1
E
[
1{Sx0,n−1 ∈ Ox0,n−2; S(n− 1) < HL}
exp(λV (n− 2)− λω(n− 1, S(n− 1)))
]
(4.31)
≤ E
[
exp(−λω)]
1− exp(−λ) A
x0
n−1 ≤ · · · ≤ βL
(
E
[
exp(−λω)]
1− exp(−λ)
)n−x0
,
where we used the fact that V (x0) ≤ 1 for interfaces in Ox0,n and that S(x0) takes at
most 2L values. 
5 Conclusion and Open problems
In this paper, we devised a renormalization procedure to study the surface motion in
a random environment. When the finite size criterion (2.15) can be checked then our
result implies that the interfaces move with positive velocity. For a class of 2-Lipschitz
interface evolution, we have been able to prove that this criterion holds up to the pinning
transition : either the interfaces are blocked or they have a positive velocity. Thus this
rules out the possibility of an intermediate sub-ballistic regime for this type of dynamics.
The validity of criterion (2.15) for other classes of models is a challenging open question
up to the pinning transition in particular for unbounded gradient dynamics of the type
(4.14). In fact, it is still an open issue to prove that such dynamics have a positive velocity
when the dimension d is larger than 3 even for large driving forces.
The evolutions investigated in this paper are deterministic and the source of random-
ness is only due to the environment. Rephrased in physical terms, this means that we
considered zero temperature dynamics. Many important physical problems are related to
interface motion with positive temperature [19, 16] and it would be interesting to provide
rigorous renormalization schemes in this new framework.
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