Sample size determination is an important step while planning a statistical study. The determination of minimum required sample size is extremely important not only for ethical and economic purposes but also to achieve scientifically and statistically sound results. The objective of this article is to emphasize the importance and general principles of sample size calculation for different study designs to produce quality results. This article emphasizes various methods of sample size estimation commonly used in dental research especially formulae method used for simple random sampling. Different formulae are described for comparing different outcome measure (means or proportions) by taking dental data as examples.
Introduction
The sample size estimation is the mathematical procedure for deciding how many individuals or specimen should be included in the investigation from the population. It must be carried out before collecting the data. [1] Inappropriate sample size cannot produce a useful result and expose the participants to unnecessary risk. The determination of optimum sample size or minimum required sample size is extremely important not only for ethical and economic purposes but also to achieve scientifically and statistically sound results. [2] The sample size largely depends on the study design. The study design can be either descriptive type and/or analytical type. The descriptive type study focuses on the entire population describing the pattern of occurrence of disease, for e.g., prevalence of dental caries in the school district relative to age, gender, socioeconomic status, etc.
Analytical studies, ascertain statistical association between two things by the test of significance. Analytical studies can be either observational type and/or experimental type. In observational type, we simply observe either retrospectively (case-control study) or prospectively (most of cohort study).
In experimental studies, we test the efficacy of a new drug or a new treatment with the conventional method.
Steps in designing a study
Thus, following are the steps [3] for quality dental research: 1. Formation of the research question with its aim and objectives 2. Hypothesis formation -e.g., null hypothesis for comparative study 3. Decide type of study with its outcome measures 4. Data-qualitative and quantitative 5. Deciding about study population with sampling method and sample size estimation 6. Randomization and blinding in a comparative study 7. Check validity and reliability of the method 8. Selection of proper statistical tests (parametric and nonparametric).
Factors Affecting Sample Size [ Table 1 ]
Study design and sampling method
Descriptive study needs hundreds of subjects to give acceptable confidence interval (CI) (amount of error that is allowed in the statistical data and analysis) while experimental study generally need lesser number of subjects. For example, a descriptive study conducted on 600 samples to evaluate the relationship between patient's education level and knowledge on dental treatment of caries/periodontal disease and oral hygiene through a specific questionnaire. [4] If multiple subgroups are to be analyzed, the sample should be increased to ensure adequate number of subjects in each group. The cross-over control trials need one-quarter of a number required compared to control group because every subject (both cases and control) gets the experimental treatment in cross-over study. A study design with one-tailed hypothesis (detect the difference or effect or association in one direction only) requires 20% lesser subjects as compared to two-tailed studies (detect the difference or effect or association in either direction). Non randomized studies need 20% more subjects compared to randomized studies in order to accommodate the confounding factors. [5] Simple formulae can be used to calculate the sample size for simple random sampling but for more complex designs like stratified random samples, several other factors are taken into account e.g., variances of subpopulation, strata, or clusters before estimation of variability in the entire population. Cluster or multistage sampling methods require a larger sample size to achieve the same precision. Therefore, the calculated sample sizes using the formulae need to be multiplied by the design effect [6] (The design effect is basically the ratio of the actual variance, under the sampling method actually used, to the variance computed under the assumption of simple random sampling). The design effect for cluster random sampling is taken as 1.5-2. For the purposive sampling, convenience or judgment sampling, design effect may cross 10.
Outcome measure of the study (categorical variable or continuous)
Larger sample size is required to assess the categorical variable (qualitative) compared to continuous outcome variable (quantitative).
Effect size
It is the minimum clinically important difference between cases and control. It is inversely proportional to sample size. We can estimate the effect size based on previously reported or preclinical studies.
Standard deviation (SD)
SD for sample size calculation is obtained either from previous studies or from the pilot study. Larger the SD, larger is the sample size required in a study.
Significance level (α)
Sample size is determined according to 'α' or Type I error -how much error is allowable in a study. Type I error is the probability of falsely claiming the difference in reading but actually there is no difference (false positive), and the null hypothesis is rejected erroneously. Type I error is fixed in advance, and its upper limit of tolerance is known as level of significance. The alpha level used in determining the sample size in most of the academic research studies are either 0.05 or 0.01. [7] For critical results, the study should be more precise hence α -error is set at lower level. Lower the alpha level, larger is the sample size and more precise will be the study.
Power
Power of the study is determined before collecting the data, as it helps in determining the sample size. Power is the probability that the test will correctly identify the difference if it is there. Usually, most study accepts power of 80% [8] i.e., 20% chance of missing the real difference. Sometimes a larger study power is set at 90% i.e., 10% possibility of false negative results due to β error. Type II error is falsely stating that the two variables are equivalent when they are actually different. Power proportionality increases as the sample size for study increases.
There are several approaches to determining the sample size. These include using: A. Using published tables B. Applying formulas to calculate a sample size (for simple random sampling) C. Nomogram D. Computer software Table method There are some published tables, which provide the sample size for a given set of criteria. Tables present sample sizes based on combinations of precision, confidence levels, and variability. The sample sizes presume that the data being measured is distributed normally in a population. Additional 10-20% subjects are required to allow adjustment of other factors such as withdrawals, missing data, lost to follow-up etc.
Example: How large a sample of patients should be followed up if an investigator wishes to estimate the incidence rate of Class II malocclusion in a particular area within 10% of its true value with 95% confidence? If the level of precision is e = 0.10 (Precision is the degree to which a variable has the same value when measured several times, It is a measure of consistency) and confidence level of 95%, from the given table a total sample size of 385 would be needed.
• Table 2 given below can be used to calculate the sample size making the desired changes in the relative precision and confidence level e.g. if the level of confidence is reduced to 90%, then the sample size would be 271. 
Formula method
Several formulas are used to calculate sample size. [9, 10] There are two approaches to sample size calculations:
It is very important to understand that the method of sample size calculation is different for different study designs and one formula for sample size calculation cannot be used for all study designs.
For descriptive studies: Descriptive study deals with estimation of population parameters. Two commonly used parameters are the proportion and the mean (measure of central tendency).
Formula calculating a sample for proportions: • For population that are large, Cochran (1963) developed the Equation to yield a representative sample for proportions. [9] n Z pq e 0 2 2 = n 0 = desired sample size (when the population>10,000) Z = standard normal deviate; usually set at 1.96 which corresponds to 95% confidence level (Different values of Z α and Z β is given in Table 3 ) p = proportion in the target population. If there is no reasonable estimate, use 50% (i.e. 0.5) q = 1−p (proportion in the target population) e = precision level (degree of accuracy required usually set at 0.05 level, occasionally at 2.0) • Simple formula can be used instead of above formulae, but it will give a sample size slightly more, whenever precise estimate is required then above formulae should be used. n = 4pq/e • The formula of the sample size for the mean is similar to that of the proportion, except for the measure of variability.
• The formula for the mean employs σ 2 instead of (p × q), as shown in equation
Where n 0 is the sample size, • Z is standard normal deviate • e is the desired level of precision • σ 2 is the variance of an attribute in the population Similarly simple formula for the mean is: n = 4 σ 2 /e 2 Example: From previous studies it is reported that Facial angle in Downs analysis has a mean value 87.8 degree with SD of 3.6, consider the precision as 0.8. Assume 95 % CI. The required sample size to conduct such type of study in a different population.
• The resulting sample size is: Z = 1.96 which correspond to 95% confidence level σ = 3.6 we are planning a casecontrol study to evaluate the association between the extent and severity of gingival recession in orthodontically treated and untreated adult patients considering confidence level of 95%. From the pilot study on eight patients in each group, the data are: 2 × (0.37) 2 × 2/(0.14) 2 = 147/group There are certain formulae which are power based (preferred for clinical trial study) given by Pocock. Suppose we will conduct a sample calculation for a trial with qualitative outcomes, 1:1 allocation ratio, and a 2-sided test we will use the formula given below. [12, 13] Formula for proportion
• n is the required sample size per group • π 1 is the expected percentage of proportion in one group • π 2 is the expected proportion in other group • f(α, β) is a function of a and b derived from the standard normal distribution (Table 4) For example: Our aim is to compare failures of bonded molar tube with chemically cured or a light-cured adhesive. Let us assume that we have found a study that reported on the proportion of failures for the chemically cured adhesive sis 34% and proportion of failures for light-cured adhesive is (20%), and the desired significance is set at 5% and power is at 90%. The required sample size is: For example: Suppose we want to compare the mean value of tooth separation with two different separator. From previous study, it is found that the mean value of tooth separation between 2 nd PM and 1 st molar by using elastomeric separator is 0.14 mm and SD is 0.03 on day 1 and mean value of tooth separation between 2 nd PM and 1 st molar by using spring separator is 0.12 mm and SD is 0.03 on day 1, desired significance level is set at 5% (0.05) and power is at 90%. n = 10.5 × 2 × (0.03)
Nomogram Altman [16] created a quick method for sample size calculation. To calculate sample size with this method, one needs to specify the study (Group 1) and the control group (Group 2).
In Figure 1 , on the right vertical line, is power level and on left vertical line there is the effect size, required sample size is shown on the diagonal line in the center. The effect size in terms of the standardized difference is defined as the ratio of the minimum difference to be detected to the SD.
By joining with a straight line the specific values for two of the variables the third value can easily be known from the nomogram. For example, when using quantitative outcomes, if the difference to be detected is 30 units, and the SD is 50 units, then the standardized difference is 30/50 = 0.6.
If we draw a line from the left vertical line starting at 0.6 and connect it with the value of 0.90 on the right vertical line representing power, the point where the connecting line crosses the diagonal sample line indicates the total required sample size for both arms. In this example, the line crosses between 100 and 120.
Software
Numerous programs are available for performing power and sample size calculations. These include nQuery Advisor, PASS, PS, Russ Lenth's power, minitab, Stata, SAS Power, etc. PROC POWER and GLMPOWER are new additions to SAS version 9.0.
Conclusion
Sample size determination is one of the most essential parts of any research/study Sample size calculation provide you with the appropriate number of participants you will need to address your research question properly. Determining sample size is a very important issue because the larger the sample size, the higher the degree of accuracy but samples that are too large may waste time, resources and money while samples that are too small may lead to inaccurate results.
The approach for the calculation of sample size for our study is first of all our research question must be clear that means what we are going to evaluate and the outcome measure of the study (continuous or categorical.) Then specify level of significance (α) and power (1−β) and effect size (from the previous study or from the pilot study). Use the appropriate formula according to what we want to measure i.e., mean or proportion (mean or proportion is either obtained from pilot study or from previously conducted similar type of study).
Increasing power or precision (without having to increase sample size): In this situation, we can change the design of the study. Using a paired design can be more efficient because here we are considering individual (within-subject) differences rather than between-subject differences; the former are usually less variable than the latter (i.e., the standard error is lower) and, therefore, the sample size required to detect a given difference will be lower. To decrease inter subject variation, the same subject can be examined on right and left side rather taking more subjects.eg., For comparing the effect of new treatment modality in comparison to the conventional method, one can use right and left segment within the same individual like comparison of two different methods of canine retraction or molar distalization.
Finally, one must need to consult a statistician, who can usually make precise calculations to determine the desirable sample size. 
