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ABSTRACT
While multivariate data analysis is concerned with data in the form of random vec-
tors, functional data analysis goes one big step farther, focusing on data that are
infinite-dimensional, such as curves, shapes and images. We focus on functional data
that are measured over time across multiple subjects. The first part of the thesis
focuses on spatially correlated functional data. This correlation is modeled by corre-
lating functional principal component scores. We propose a Spatial Principal Analysis
by Conditional Expectation framework to explicitly estimate spatial correlations and
reconstruct individual curves. This approach works even when the observed data per
curve are extremely sparse. Assuming spatial stationarity, empirical between-curve
correlations are calculated as the ratio of eigenvalues of the smoothed covariance
surface Cov(Xi(s), Xi(t)) and cross-covariance surface Cov(Xi(s), Xj(t)). Then a
parametric spatial correlation model is employed to fit empirical correlations. Fi-
nally, principal component scores are estimated to reconstruct the sparsely observed
curves. This framework could naturally accommodate arbitrary covariance structures,
but there is an enormous reduction in computation if one can assume the separability
of temporal and spatial components. We propose hypothesis tests to examine the
separability and isotropy effect of spatial correlation. Simulation studies and appli-
cations of empirical data show improvements in the curve reconstruction using our
iv
framework over the method where curves are assumed to be independent. In addi-
tion, asymptotic properties of estimates are discussed in details. In the second part
of this work, we present a new approach to factor rotation for functional data. This is
achieved by rotating the functional principal components toward a predefined space
of periodic functions designed to decompose the total variation into components that
are nearly-periodic and nearly-aperiodic with a predefined period. We show that the
factor rotation can be obtained by the calculation of canonical correlations between
appropriate spaces. Moreover, we demonstrate that our proposed rotations provide
stable and interpretable results in the presence of highly complex covariance. This
work is motivated by the goal of finding interpretable sources of variability in a grid-
ded time series of vegetation index measurements obtained from remote sensing, and
we demonstrate our methodology through the application of factor rotation of this
data.
v
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Chapter 1
Introduction
While multivariate data analysis is concerned with data in the form of random vec-
tors, functional data analysis (FDA) goes one big step further, focusing on data that
are infinite-dimensional, such as curves, shapes and images. Generically, functional
data are measured over a continuum across multiple subjects and certain structures
could also be assumed among subjects as well. In practice, many data could natu-
rally be modeled by FDA framework, such as growth curves of different people, gene
expression profiles, vegetation index across multiple locations, vertical profiles of at-
mospheric radiation recorded at different times, etc.
In the first part of this research, functional data are modeled as noise corrupted
observations from a collection of trajectories that are assumed to be realizations of a
smooth random function of time with unknown mean shape µ(t) and covariance func-
tion Cov(X(s), X(t)) = G(s, t). The functional principal components (fPCs) which
are the eigenfunctions of the kernel G(s, t) provide a nice basis for representing the
data and hence are very useful in problems related to model building and prediction
of functional data. This work focuses on both estimation of key elements in modeling
correlated functional data and its application to gap-filling of geoscience data.
2There exists an extensive literature on functional principal components analysis
(fPCA). For individual trajectories measured at dense grid of regularly spaced time
points, FPCA method was introduced in Rao (1958) for growth data, and the basic
principle has been studied by Besse and Ramsay (1986), Castro et al. (1986), and
Berkey et al. (1991). Rice and Silverman (1991) discussed smoothing and smoothing
parameter choice in this context,while Jones and Rice (1992) emphasized applica-
tions. Various theoretical properties were studied by Silverman (1996), Boente and
Fraiman (2000), Kneip and Utikal (2001). An introduction and summary can be
found in Ramsay and Silverman (2005). Ramsay et al. (2009) gives a handbook on
implementation of FDA in both R and Matlab. Staniswalis and Lee (1998) kernel-
based functional principal components analysis for repeated measurements with an
irregular grid of time points. The case of irregular grids was also studied by Besse
et al. (1997) and Boularan et al. (1994). Yao et al. (2003) and Yao and Lee (2006)
used local linear smoother to estimate the covariance kernel and integration method
to compute principal component scores. However, when the time points vary widely
across subjects and are sparse, down to one or two measurements, the functional
principal component scores defined through the Karhunen-Loe`ve expansion are not
well approximated by the usual integration method. Shi et al. (1996), Rice and Wu
(2001), James, Hastie and Sugar (2000) and James and Sugar (2003) proposed B-
splines to model the individual curves with random coefficients through mixed effects
models. James et al. (2000) and James and Sugar (2003) emphasized the case of
sparse data, postulating a reduced rank mixed-effects model through a B-spline basis
for the underlying random trajectories. For the case of sparse data, Yao et al. (2005b)
proposed local linear estimator of both mean and covariance kernel, and conditional
expectation method in estimating principal component scores; Peng and Paul (2009)
3proposed a restricted maximum likelihood method based on a Newton-Raphson pro-
cedure on the Stiefel manifold. Hall et al. (2006) and Li and Hsing (2010) give weak
and strong uniform convergence rate of the local linear smoother of the mean and
covariance, and the rate of derived fPC estimates.
In the context of gap-filling, there are many existing methods designed specifically
for vegetation index data in geoscience communities, such as composting methods,
distribution model fitting, median and SG filters, and hybrid approaches which take
into account both temporal and spatial information. These methods focus more on
fitting each individual curve and some of them are not robust against large amount
of missing data, high inter-annual variation, and land cover change. Our research
explores a different perspective in modeling spatial-temporal observations.
Specifically, for each curve i, we have observations Yi(tj), j = 1, 2, · · · , ni. Let
φk(t), k = 1, 2, · · · , K and λk, k = 1, 2, · · · , K be the first K eigenfunctions and
eigenvalues of G(s, t). Then
Yi(t) ≈
K∑
k=1
ξikφk(t)
where xiik are fPC scores which have mean zero and variance λk. If observation times
tj’s are sufficiently dense, smoothed curves can be derived by directly applying off-the-
rack smoothing techniques to each individual subject. Then the fPC structure could
be derived based on the evaluation of smoothed curves at dense grids. However, data
may be sparsely observed or has many missing values. Yao et al. (2005b) proposed
local linear estimator of both mean µ(t)and covariance kernel G(s, t), and conditional
expectation method of estimating principal component scores. Their method is called
“PACE” which stands for principal analysis by conditional expectation. Based on the
4model, all curves share the same mode of variations, φk(t), around the common mean
process µ(t). PACE could successfully extract from all curves the information about
φk(t) and µ(t) even when only a few observations are made on each curve. The only
assumption for PACE to work well is the pooled time points from all curves are suf-
ficiently dense. In the context of vegetation index data, this assumption could be
justified by pooling data from different years. Note PACE is robust with respect to
mixed land cover classes. Moreover, non-parametric nature of PACE enables it to
deal with changes of curve shape.
Nevertheless, PACE is limited by its assumption of independent curves. Observa-
tions from different subjects are correlated in many empirical data. For example, it
is expected that expression profiles of genes involved in the same biological processes
are correlated; and vegetation indices of the same land cover class at neighboring
locations are expected to be correlated. In the existing literature, only a few works
discussed correlated functional data. We propose a new method called SPACE (spa-
tial PACE) which explicitly model the spatial correlation among curves and extend
local linear smoothing developed in PACE to the case of sparsely observed and cor-
related functional data.
Some works on correlated functional data has been published. Li et al. (2007)
proposed a kernel based nonparametric method to estimate correlation among func-
tions where observations are sampled at regular temporal grids and smoothing is
performed across different spatial distances. Moreover, it is assumed that overall
covariances among observations is separable which is the product of temporal co-
variance and spatial correlation. Peng and Paul (2010) discussed a nonparametric
method similar to PACE to estimate functional principal component structure and
5proved the L2 risk of their estimator achieves optimal nonparametric rate under mild
correlation regime when the number of observations per curve is bounded. Zhou et al.
(2010) presented a mixed effect model to estimate correlation structure, which accom-
modates both separable and non-separable structures. Our method differs from Li
et al. (2007) in that sparsely observed data can be modeled and it is not necessary to
assume separable correlation structure. In fact, based on our SPACE framework, we
propose hypothesis tests to examine whether correlation structure presented by data
is separable or not.
In particular, we model the correlation of fPC scores sik across curves by anisotropy
Mate´rn family. In anisotropy Mate´rn correlation model, we rotate and stretch the
axis such that equal correlation contour could be a tilted ellipse to accommodate
anisotropy effect which often arises in geoscience data. In our model, anisotropy
Mate´rn correlation is governed by 4 parameters: α, δ, κ, φ where α controls the axis
rotation angle and δ specifies the amount of axis stretch. SPACE identifies a list
of neighborhood structures and applies local linear smoother to estimate a cross-
covariance surface for each spatial separation vector. For example, SPACE estimates
a cross-covariance surface by smoothing empiricial covariance observed at all pair of
locations which are oriented from southwest to northeast and are separated by dis-
tance 1. Empirical spatial correlations are estimated from the eigenvalues of these
smoothed cross-covariances surfaces. Then, anisotropy Mate´rn parameters are esti-
mated from the empirical spatial correlations. SPACE directly plugs in the fitted
spatial correlation model into curve reconstruction and improve the reconstruction
performance relative to PACE where no spatial correlation is modeled.
In simulation studies, we first examine the estimation of SPACE model compo-
6nents in 4 scenarios which are the combinations of one-dimensional or two-dimensional
spatial locations and separable or non-separable covariance structures. Then we per-
form the hypothesis tests of separability and isotropy effect on one-dimensional spa-
tial locations. We show that curve reconstruction performances are improved using
SPACE over PACE. Also, hypothesis tests demonstrate decent sizes and powers.
The second part of this research focuses on finding a functional factor rotation
method to improve the interpretability of factors. The goal of factor rotation is to
find interpretable directions explaining the covariance of the variables. In case of clas-
sical multivariate data interpretation of factors are primarily carried out based on the
grouping of factor loadings. However, these approaches are not always applicable to
collections of random functions. Instead, we propose an interpretable factor rotation
using a naturally predefined space of functions. The motivating data set for this paper
consists of roughly weekly observations of vegetation acquired from remote sensing at
regular intervals for multiple years. In this case, the dominant seasonal cycle provides
a natural choice for dividing the variation into nearly-periodic and nearly-aperiodic
sources of variation. More generally, our approach facilitates understanding highly
complex forms of functional variation by dividing the total variation into two orthog-
onal parts each of which may be explained by a smaller number of components with
clear interpretation. Besides achieving the desired interpretability, these components
are shown to be stable over the choice of the number of factors and can be obtained
through computationally inexpensive steps.
While a large amount of methodological development in functional data analysis
has been based on functional principal components analysis (Mu¨ller et al., 2006) and
considerable theoretical attention devoted to its properties (Yao et al., 2005a; Hall
7et al., 2006; Li and Hsing, 2010), little attention has been given to finding rotations
of the leading principal components to improve the interpretability of variance com-
ponents in fPCA. In this context, ? propose a VARIMAX rotation, accomplished
by evaluating derived principal components on a fine grid; VARIMAX rotations yield
components that have either very high or very low values, effectively focusing variation
on particular regions of the functional domain. In many contexts, this can be useful
– their study of Canadian weather data neatly picks up the four seasons, for example
– but there is considerable further scope for alternative notions of interpretability
to be developed. In particular, existing rotation methods designed for multivariate
data generally seek to emphasize particular variables or observations, but do not at-
tempt to account for the ordering relations between variables that exist in functional
data. We generally expect the loading at one time point to be close to the load-
ing at a near-by time point. One way to achieve this is through smoothing penalties.
Instead, we define a rotation towards an interpretable reference subspace of functions.
In the context of multi-year time series remote sensing data the need for methods
to extract interpretable sources of variation is particularly acute. The vegetation in-
dex considered in this paper consists of a 6-year time series of remote sensing images
acquired at 8-day intervals for a site in central Massachusetts (see Section 5.1.1 and
Figure 5.1). These data demonstrate highly complex functional covariance structure.
To illustrate, in Figure 5.2 we present a scree plot of eigenvalues for the data set.
This scree plot shows exponential decay in explained variance, with no evidence of
the “elbow” that is frequently used to decide the number of eigenvalues to retain.
Further, if we wished to explain 90% of variation – a frequently used criterion – over
30 components would need to be retained, and examination of the first few princi-
pal components suggests that interpretation of these components is problematic (see
8Figure 5.2), consisting of both strong periodic structure as well as trends and iso-
lated features. Interpreting these sources of variation from this covariance structure
is challenging and common techniques such as VARIMAX rotations (also shown in
Figure 5.2) are clearly unhelpful in this case. There is, however, one clear and highly
interpretable feature in the data: a strong periodic signal. This is naturally expected
due to the strong seasonal forcing.
Basing an interpretation around seasonality is both visually satisfying and sci-
entifically useful. Perhaps the most widely recognized feature of the global climate
(e.g. temperature, precipitation) and ecosystem (e.g. vegetation) data is seasonality
(Hartmann, 1994). This can be illustrated by spectral decomposition of our data,
shown in the right plot in Figure 5.1, where annual variation dominates. Meanwhile,
because climate dynamics are produced by complex interactions among the Earth’s
oceans, atmosphere, cryosphere, and land masses, the Earth’s weather and climate
system and hence indicators of ecosystem does not behave in a strictly periodic fash-
ion (Holton, 1992). Although sophisticated models have been developed for predicting
climate-ecosystem dynamics, our understanding remains incomplete.
The contribution of this paper is to provide a new factor rotation technique that
divides sources of variation into nearly-periodic and nearly-aperiodic components.
While strictly periodic components could be obtained directly by projecting onto a
basis of periodic functions, the year-to-year variation in season timing requires us
to retain somewhat more flexibility so as not to over-estimate the amount of non-
seasonal variation. One approach to this would be to undertake a registration proce-
dure (Gervini and Gasser, 2004; Liu and Mu¨ller, 2004; Ramsay and Silverman, 2005;
Kneip and Ramsay, 2008). However, the registration is ill-posed and registration
9algorithms are computationally expensive, particularly for large and complex data
sets. Instead, we keep within the framework of factor rotation and seek a rotation
that rotates the largest sources of variation towards being periodic or a-periodic (see
Figure 5.3). This is accomplished via a canonical correlations transform providing
what we have labeled principal periodic components (PPCs).
In comparing VARIMAX and PPC, we perform both rotations on a sequence num-
ber of fPCs and compute the change in L2 sense between the first rotated components
derived from two consecutive numbers of fPCs. The L2 change of PPC rotation is
much smaller and more stable compared to VARIMAX rotation, suggesting PPC’s
robustness with respect to the number of fPCs used in rotation.
Simulation studies also show that PPCs perform very well in detecting periodic
variation in the following two cases: (i) amount of periodic variation increases from 0
to a level only comparable to other source of variation where fPCs react slowly to the
increasing periodic variation; (ii) total variation is dominated by increasing amount
of high frequency disturbances where fPCs are quickly contaminated by disturbances
and PPCs still capture the periodic source of variation.
To better understand the rotation and the relation between PPCs and the space
of functions with strict annual cycle, we develop a heuristic test of whether the first
PPC lies in that space. In the test, we create a set of curves under the null hypothesis
as close to the original data as possible by inflating the nearly-periodic component
while controlling for Kullback-Leibler divergence of the sample functional covariance
to the null functional covariance. The test on our motivating data set rejects the
null hypothesis, suggesting that no strict annual variation is presented in the space
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spanned by PPCs.
A further aspect of the data is that it is gridded in a regular spatial distribution.
This induces both spatial correlation as well as effects due to (unobserved) geographic
and environmental factors. Our use of rotations will allow the effect of these struc-
tures to be empirically investigated in terms of both variation in cyclic ecological
factors and in longer-term trends. Our functional data analysis approach differs from
techniques using empirical orthogonal functions (EOFs) in spatio-temporal analysis
(e.g. in Everson et al., 1996) in considering observations as functions of time rather
than of space. We believe that this approach is appropriate to the task of separating
cyclical from other trends. We note that a similar rotation of EOFs towards a sub-
space of functions describing landscape features or other geographic gradients could
be developed along similar lines to PPCs, but this is beyond the scope of the current
work.
Chapter 2 describes the spatially correlated functional data model. SPACE model
and issues related to model selection are introduced and discussed in Chapter 3.
Chapter 4 describes hypothesis tests based on SPACE model. Chapter 5 introduces
the PPC and discusses its applications. Chapter 6 demonstrates simulation results
on SPACE model and PPC. In the end, Chapter 7 concludes this work and discusses
on future work.
Chapter 2
Functional Data Model
2.1 Classic Functional Data Model
This section briefly reviews the classic functional data model with no spatial correla-
tion component. We assume that data are collected across N spatial locations. For
location i, a number of ni noise corrupted points are sampled from a random trajec-
tory Xi(t), denoted by Yi(tj), j = 1, 2, · · · , ni. These observations can be expressed
by an additive error model as the following,
Yi(t) = Xi(t) + i(t). (2.1.1)
Measurement errors {i(tj)}N nii=1 j=1 are assumed to be iid with variance σ2 across lo-
cations and sampling times. The random function Xi(t) is the ith realization of an
underlying random function X(t) which is assumed to be smooth and square inte-
grable on a bounded and closed time interval T . Note that we refer to the argument
of function as time without loss of generality. The mean and covariance functions of
X(t) are unknown and denoted by µ(t) = E(X(t)) and G(s, t) = Cov(X(s), X(t)).
By Karhunen-Loe`ve theorem, assuming some regularity conditions, there exists an
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eigen-decomposition of the covariance kernel G(s, t) such that
G(s, t) =
∞∑
k=1
λkφk(s)φk(t), t, s ∈ T (2.1.2)
where {φk(t)}∞k=1 are orthogonal functions in the L2 sense which we also call functional
principal components (fPC), and {λk}∞k=1 are associated non-increasing eigenvalues.
Then, each realization Xi(t) has the following expansion,
Xi(t) = µ(t) +
∞∑
k=1
ξikφi(t), i = 1, 2, · · · , N (2.1.3)
where for given i, ξik’s are uncorrelated fPC scores with variance λk. Usually, a finite
number of eigenfunctions are chosen to achieve reasonable approximation. Then,
Xi(t) ≈ µ(t) +
K∑
k=1
ξikφi(t), i = 1, 2, · · · , N (2.1.4)
In classic functional data model, Xi(t)’s are assumed to be independent across i and
thus cor(ξik, ξjk) = 0 for any pair of different curves {i, j} and for any given fPC
index k.
2.2 Spatially Correlated Functional Data Model
As discussed, Paul and Peng (2010) prove the consistency and showed the convergence
rate of their kernel smoothing estimator of fPC assuming mild correlation among
curves. However, in many applications, explicit modeling and estimation of the spa-
tial correlation is desired and can provide insights for subsequent analysis. We assume
ξik’s are correlated across i for each k. One could specify full correlation structure
among ξik’s by allowing non-zero covariance between scores of different fPCs, e.g.
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Cov(ξip, ξjq) 6= 0. Though this full structure is comprehensive, it is subject to over-
fitting and its estimation can be intractable. To achieve parsimony, we assume the
following
Cov(ξip, ξjq) =

ρij(k)λk, if p = q = k,
0, otherwise,
(2.2.1)
where ρij(k) measures the correlation between kth fPC scores at curve i and j. Write
ξi = (ξi1, ξi2, · · · , ξiK)T , φ(t) = (φ1(t), φ2(t), · · · , φK(t))T . Suppose we retain the first
K eigenfunctions as in (2.1.4), then the covariance between Xi(s) and Xj(t) can be
expressed as
Cov(Xi(s), Xj(t)) (2.2.2)
= φ(s)T cov(ξiξ
T
j )φ(t) (2.2.3)
= φ(s)T

ρij(1)λ1 0 · · · 0
0 ρij(2)λ2 · · · 0
...
...
. . .
...
0 0 · · · ρij(K)λK

φ(t) (2.2.4)
Cov(ξiξ
T
j ) is a diagonal matrix. Hence, columns of φ(t) are comprised of eigenvectors
of Cov(Xi(s), Xj(t)). Note the diagonal elements are not necessarily sorted by value.
If we further assume the between-curve correlation ρij(k) does not depend on k, i.e.
ρij(k) = ρij, then Cov(ξiξ
T
j ) = ρijdiag(λ1, · · · , λK). Thus,
Cov(Xi(s), Xj(t)) = ρijφ(s)
Tdiag(λ1, · · · , λK)φ(t) = ρijCov(X(s), X(t)) (2.2.5)
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If covariance betweenXi(s) andXj(t) can be decomposed into a product of spatial and
temporal components as in (2.2.5), we refer to this covariance structure as separable.
Separable covariance structure of the noiseless processes assumes that the correlation
across curves and across time are independent of each other. One example of this
type of processes is the weed growth data studied in Banerjee and Johnson (2006)
where curves are weed growth profiles for different locations in the agricultural field.
Separable covariance is a convenient assumption which would make estimation eas-
ier. However, in order to examine whether this assumption is justifiable, we propose
a hypothesis test which is described in section. Despite the separability of covariance,
spatial correlations among curves are reflected through the correlation structure of
fPC scores ξ. For each fPC index k, the associated fPC scores at different locations
can be viewed as a spatial random process.
In traditional or classical geostatistics, the variogram of a spatial random process
is the basis in modeling spatial correlation and in kriging. Provided variances and
covariances exist, there is a close relationship between the variogram and spatial
covariance. A variogram can be formed corresponding to any correlation or covariance
model. On the other hand, other variogram models exist which have no corresponding
covariance model, for example processes that are intrinsically but not second-order
stationary can have an unbounded variogram for which the variance of the underlying
process is not bounded. However, we focus on the modeling of correlation assuming
that ξ is second-order stationary. Among many parametric correlation models, the
Mate´rn class, named for Bertil Mate´rn who introduced them, is attractive due to its
flexibility. The Mate´rn class has a smooth parameter which can be estimated from
the data thereby allowing the data themselves to determine the smoothness of the
assumed correlation model. It includes as special cases several correlation models
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already in common use, e.g. Gaussian and exponential correlations. Specifically, the
Mate´rn correlation between two observations at locations separated by distance d > 0
is given by
ρ(d; ζ, ν) =
1
2ν−1Γ(ν)
(
d
ζ
)ν
Kν
(
d
ζ
)
(2.2.6)
where Kν(·) is the modified Bessel function of the third kind of order ν > 0 described
in Abramowitz and Stegun (1970), sometimes called the second kind as in Kreyszig
(2007). This class is governed by two parameters, a range parameter ζ > 0 which
rescales the distance argument and a smoothness parameter ν > 0 controlling the
smoothness of the underlying process. When ν = 0.5, K 1
2
(z) =
√
1
2
pi
z
e−z so that
ρ(d; ζ,
1
2
) = e−d/ζ . In this special case, the Mate´rn class reduces to exponential corre-
lation or AR(1) correlation in time series terminology. As ν approaches infinity, with
ζ going to 0 such that 2ν1/2ζ remains constant, the Mate´rn correlation approaches
the Gaussian correlation.
Mate´rn class is by itself isotropic which has contours of constant correlation that
are circular in two-dimensional applications. However, isotropy is a strong assumption
and thus limit the model flexibility in some applications. Liu et al. (2012) shows that
fPC scores present directional pattern which might be associated with geographical
features. Specifically, the authors look at vegetation index series at Harvard Forest in
Massachusetts across a 25 × 25 grid over 6 years. The first fPC scores are calculated
from non-annual variations of the vegetation index. A noticeable correlation of fPC
scores in the northeast-southwest direction is observed. Here we directly look at the
spatial correlation of leading fPC scores on the same vegetation index data. With the
assumption of spatial stationarity and anisotropy, the correlation among fPC scores
only depends not only on the distance but angle between their locations as well. In
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particular, we calculate the correlation between fPC scores at locations separated by
45 degree to the northeast and to the northwest respectively. Figure 2.1 suggest the
anisotropy effect in the second fPC scores.
Geometric anisotropy can be easily incorporated into the Mate´rn class by apply-
Figure 2.1: Spatial correlations of leading fPC scores are computed in directions of northeast-
southwest and northwest-southeast separately at Harvard Forest. Consider a two-dimensional coor-
dinates of integers. We calculate the correlation of fPC scores at locations which form a 45 degree
pointing to northeast and northwest respectively, and are separated by increasing Manhattan dis-
tances. Green lines indicate the correlations of northwest to southeast and red lines indicate the
correlations of northeast to southwest. 4 panels correspond to the first 4 leading fPCs.
ing a linear transformation to the spatial coordinates. To this end, two additional
parameters are required: an anisotropy angle α which determines how much the
axes rotate clockwise, and an anisotropy ratio δ specifying how much one axis is
stretched or shrank relative to the other. Let (x1, y1) and (x2, y2) be coordinates of
two locations and denote the spatial separation vector between these two locations by
∆ = (∆x,∆y)T = (x2 − x1, y2 − y1)T . The isotropy Mate´rn correlation is computed
typically based on Euclidean distance and we have ρ(d; ζ, ν) = ρ(
√
∆T∆; ζ, ν). To
introduce anisotropy correlation, a non-Euclidean distance could be applied to vari-
able d through linear transformations on coordinates. Specifically, rotate the original
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axes clockwise by α degree and then rescale the rotated axes, which forms the new
spatial separation vector
∆∗ =
 ∆x∗
∆y∗
 =

√
δ 0
0
1√
δ

 cosα sinα
− sinα cosα

 ∆x
∆y
 = SR∆ (2.2.7)
where we write the rotation and rescaling matrix by R and S respectively. Define
the non-Euclidean distance function as d∗(∆, α, δ) =
√
∆∗T∆∗ =
√
∆TRTS2R∆.
Hence, the anisotropy correlation is computed as
ρ∗(∆;α, δ, ζ, ν) = ρ(d∗(∆, α, δ); ζ, ν) = ρ(
√
∆TRTS2R∆; ζ, ν) (2.2.8)
Note ρ∗(∆) = ρ∗(−∆). Let ∆ij be the spatial separation vector of locations between
curve i and j. Then we model the covariance structure of fPC scores described in
(2.2.1) as
Cov(ξip, ξjq) =

ρ∗(∆ij;αk, δk, ζk, νk)λk = ρ∗k(∆ij)λk, if p = q = k,
0, otherwise.
(2.2.9)
Note identifiability issues arise in the above parameterization. Firstly, α and α +
pi always give the same correlation. Secondly, the pair of any α and δ gives the
exact same correlation with the combination of α + pi/2 and 1/δ. For optimization
and analysis purposes, we remove the non-uniqueness of model by adding different
constraints on the ranges of parameters, which will be discussed in subsequent sections
Chapter 3
SPACE Methodology
To model spatially correlated and sparsely observed functional data, we propose
SPACE framework which extends the PACE introduced in Yao et al. (2005b) and
the method discussed in Li et al. (2007). The major components of the spatial model
in Section 2.2 include cross-covariance surface Cov(Xi(s), Xj(t)) for any location pair
(i, j) in (2.2.2), the measurement error variance σ2 in (2.1.1) and the anisotropy
Mate´rn model among fPC scores in (2.2.9). Estimations of these model components
are discussed in following sections. We present asymptotic confidence intervals and
regions of the model estimates in Section 3.5, which is based on asymptotic results es-
tablished in Section 3.6. This chapter concludes with the discussion of model selection
in Section 3.7.
3.1 Cross-Covariance Surface
Let µˆ(t) be an estimated mean function of µ(t), and then let Dij(tik, tjl) = (Yi(tik)−
µˆ(tik))(Yj(tjl)− µˆ(tjl)) be the raw cross covariance based on observations from curve
i at time tik and curve j at time tjl. Define Gij(s, t) = Cov(Xi(s), Xj(t)) as the cross
covariance surface between location i and j. We estimate Gij(s, t) by smoothing
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raw cross covariance using local linear smoother. As mentioned earlier, we assume
second order spatial stationarity of the fPC score process. Note this stationarity is
transferred from fPC score space to observation space. In particular, consider two
location pairs (i1, j1) and (i2, j2) such that for each k, ρ
∗
k(∆i1,j1) = ρ
∗
k(∆i2,j2) where
∆i1,j1 and ∆i2,j2 are spatial separation vectors between locations (i1, j1) and (i2, j2)
respectively. Then we have
Cov(Xi1(s), Xj1(t)) (3.1.1)
= φ(s)T cov(ξi1ξ
T
j1
)φ(t) (3.1.2)
= φ(s)Tdiag(ρ∗1(∆i1j1)λ1, ρ
∗
2(∆i1j1)λ2, · · · , ρ∗K(∆i1j1)λK)φ(t) (3.1.3)
= φ(s)Tdiag(ρ∗1(∆i2j2)λ1, ρ
∗
2(∆i2j2)λ2, · · · , ρ∗K(∆i2j2)λK)φ(t) (3.1.4)
= Cov(Xi2(s), Xj2(t)) (3.1.5)
Define N(∆) = {(i, j), s.t. ∆ij = (∆x,∆y) or ∆ij = (−∆x,−∆y)} to be the collec-
tion of location pairs whose spatial correlations are all the same. Then, all location
pairs that belong to N(∆) are associated with the same unique covariance surface
which we write as G∆(s, t). If we don’t distinguish between ∆ and −∆, then there is
a one-to-one correspondence between ∆’s and cross covariance surfaces. As a result,
all raw covariances constructed based on locations in N(∆) could be pooled together
to estimate G∆(s, t). In addition, we note
E(Dij(tik, tjl)) ≈ Gij(tik, tjl) + δ(i = j, s = t)σ2 (3.1.6)
where δ(i = j, s = t) is 1 if i = j and s = t, and 0 otherwise. Thus, when i = j,
or in other words, ∆ = (0, 0), estimation of the covariance surface requires different
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treatment. Specifically, the mean function µ(t) is estimated by minimizing,
N∑
i=1
ni∑
j=1
κ1(
tij − t
hµ
)(Yij − β0 − β1(t− tij))2 (3.1.7)
with respect to β0 and β1. κ1 is the one-dimensional Gaussian kernel. Let βˆ0 and βˆ1
be the minimizer of (3.1.7). Then µˆ(t) = βˆ0. In implementation, we estimate µ(t)
over a sequence of equally-spaced time points teval = (teval1 , · · · , tevalM )T with step size
h between two consecutive points. For i 6= j and a given spatial separation vector
∆, the local linear smoother of the cross covariance surface G∆(s, t) is derived by
minimizing
∑
(i,j)∈N(∆)
ni∑
k=1
nj∑
l=1
κ2(
tik − s
hG
,
tjl − t
hG
)(Dij(tik, tjl)−β0−β1(s−tik)−β2(t−tjl))2 (3.1.8)
with respect to β0, β1 and β2. κ2 is the two-dimensional Gaussian kernel. Let βˆ0, βˆ1
and βˆ2 be minimizers of (3.1.8). Then Ĝ∆(s, t) = βˆ0. We estimate eigenfunctions
and eigenvalues of Ĝ∆(s, t) by solving the following eigen-equation for φˆk(t) and λˆk
∫
T
Ĝ∆(s, t)φˆk(t)dt = λkφˆk(s) (3.1.9)
s.t.
∫
T
φˆ2j(t) = 1 and
∫
T
φˆj(t)φˆk(t) = 0 (3.1.10)
In practice, we evaluate Ĝ∆(s, t) over all possible two-dimensional grid points con-
structed from teval, denoted by teval×teval. Let Ĝ∆(teval×teval) be the evaluation matrix
across all grid points. The eigenvectors and eigenvalues of Ĝ∆(t
eval× teval) correspond
to φˆk(t) and λˆk adjusted for the step size h
Note in some cases the number of elements in N(∆) is very limited. For example,
if observations are collected from irregular and sparse locations, it is relatively rare
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for two pair of locations to have exactly same spatial separation vector. However,
more location pairs could be included by working with a sufficient small neighbor-
hood around a given ∆. Define N(∆, δ) = {(i, j), s.t. ∆ij ∈ B((∆x,∆y), δ) or ∆ij ∈
B((−∆x,−∆y), δ)} where B(∆, δ) is a neighborhood “ball” centering around ∆ with
radius δ. Replacing N(∆) with N(∆, δ) in (3.1.8) yields covariance estimate denoted
by Ĝ∆,δ.
If i = j, cross covariances reduces to covariance which is G(0,0)(s, t). We esti-
mate G(0,0)(s, t) by the same way described in Yao et al. (2005b). Specifically, since
G(0,0)(s, t) achieves local maximal along the diagonal, we fit a local quadratic compo-
nent in the direction orthogonal to the diagonal and a local linear component along
the diagonal by rotating the coordinates by 45 degree. Denote the transformed time
vector by (t˜ik, t˜jl)
T , then we have
 t˜ik
t˜jl
 =
 √2/2 √2/2
−√2/2 √2/2

 tik
tjl
 (3.1.11)
Besides, we remove the raw variance on diagonal from input data when fittingG(0,0)(s, t).
In particular, we minimize
N∑
i=1
ni∑
1≤j 6=k≤1
κ2(
t˜ij − s˜
hG
,
t˜ik − t˜
hG
)(Dii(t˜ij, t˜ik)− β0 − β1(t˜ij − s˜)− β2(t˜ik − t˜)2)2 (3.1.12)
with respect to β0, β1 and β2. Let βˆ0 be one of the minimizers for (3.1.12). Then
Ĝ(0,0)(s, t) = βˆ0.
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3.2 Measurement Error Variance
In (3.1.6), σ2 is the difference between E(Dii(tik, tik)) and Gii(tik, tik) = G(0,0)(tik, tik).
A very rough estimate of σ2 could be
∑N
i=1
∑ni
k=1
(
Dii(tik, tik)− Ĝ(0,0)(tik, tik)
)
∑N
i=1 ni
(3.2.1)
=
∑N
i=1
∑ni
k=1
(
(Yi(tik)− µˆ(tik))2 − Ĝ(0,0)(tik, tik)
)
∑N
i=1 ni
(3.2.2)
However, as Ĝ(0,0)(tik, tik) is a smoothed estimate, it is more proper to smooth
Dii(tik, tik) to put them on equal footing. Note we are operating on the diagonal
of G(0,0)(s, t). Thus, a one-dimensional smoother is needed for Dii(tik, tik) with trans-
formed coordinates. Specifically, the smoother is derived by minimizing
N∑
i=1
ni∑
k=1
κ1(
t˜ik − t˜
hv
)(Dii(t˜ik, t˜ik)− β0 − β1(t˜− t˜ik))2 (3.2.3)
with respect to β0 and β1. Let V̂ (t˜) be the smoother of Dii(t˜ik, t˜ik). Then V̂ (t˜) = βˆ0.
Assume Yi(tik) are observed over the closed interval T = [Ta, Tb]. The two end
points could be determined from prior knowledge or be chosen as the minimum and
maximum of all observation times. Following Yao et al. (2005b), we use only a middle
portion of T to reduce boundary effect and obtain a more stable estimate. Denote
the effective range in transformed coordinates by T˜e and its length by |T˜e|. Then σ2
is estimated as
σˆ2 = max
(
0,
1
|T˜e|
∫
T˜e
(
V̂ (t˜)− Ĝ(0,0)(t˜, t˜)
)
dt˜
)
(3.2.4)
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3.3 Anisotropy Mate´rn Model
(2.2.9) specifies the spatial covariance among fPC scores. Then we have
G∆(s, t) = φ(s)
T

ρ∗1(∆)λ1 · · · 0
...
. . .
...
0 · · · ρ∗K(∆)λK
φ(t) (3.3.1)
If we further assume ρ∗1(∆)λ1 > ρ
∗
2(∆)λ2 > · · · > ρ∗K(∆)λK > 0, then the sequence
ρ∗k(∆)λk, k = 1, 2, · · · , K are eigenvalues of G∆(s, t) ordered from large to small.
Note ρ∗k(∆) = 1 if ∆ = (0, 0). Then ρ
∗
k(∆) can be estimated as the ratio of kth
eigenvalues of G∆(s, t) and G(0,0)(s, t). Let λk(∆) be the kth eigenvalue for G∆(s, t).
Then we propose to estimate ρ∗k(∆) as
ρˆ∗k(∆) =
λˆk(∆)
λˆk((0, 0))
(3.3.2)
where λˆk(∆) is the kth eigenvalue of Ĝ∆ and λˆk((0, 0)) is the kth eigenvalue of
Ĝ(0,0). Note that G∆ and G(0,0) share the same eigenfunctions φ(t). A straightfor-
ward alternative way of estimating λk(∆) could be derived by calculating the eigen-
value decomposition of a simple linear combination of G∆ and G(0,0). Let φˆ
proj
∆ (t)
be the eigenfunctions of Ĝ∆ + Ĝ(0,0). Then we define λˆ
proj
k (∆) as the kth diago-
nal element of φˆ
proj
∆ (s)Ĝ∆(s, t)φˆ
proj
∆ (t)
T . Another estimate of ρ∗k(∆) could thus be
formed as λˆprojk (∆)/λˆ
proj
k ((0, 0)), denoted by ρˆ
proj
k (∆). Moreover, λˆ
proj
k can be easily
extended for a collection of different ∆’s. Consider a set |∆| = {∆1, · · · ,∆m}. We
write the eigenfunctions of Ĝ(0,0) +
∑m
i=1 Ĝ∆i as φˆ
proj
|∆|. Then define λˆ
proj
k (∆i, |∆|) =
φˆ
proj
|∆|(s)Ĝ∆i(s, t)φˆ
proj
|∆|(t)
T and ρˆprojk (∆i, |∆|) = λˆprojk (∆i, |∆|)/λˆprojk ((0, 0), |∆|). We re-
fer to ρˆ∗k(∆) as estimates based on individual eigenvalues and refer to ρˆ
proj
k (∆) as
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estimates based on projected eigenvalues.
Suppose empirical correlations {ρˆ∗k(∆i)}mi=1 or {ρˆprojk (∆i, |∆|)}mi=1 are obtained for
|∆| = {∆1, · · · ,∆m}. Then either
{(∆1, ρˆ∗k(∆1)), (∆2, ρˆ∗k(∆2)), · · · , (∆m, ρˆ∗k(∆m))} (3.3.3)
or
{(∆1, ρˆprojk (∆1, |∆|)), (∆2, ρˆprojk (∆2, |∆|)), · · · , (∆m, ρˆprojk (∆m, |∆|))} (3.3.4)
could be used to fit (2.2.8) and to estimate parameters α, δ, ζ, µ. If neighborhoods of
spatial separation vectors, i.e. B(∆, δ), are used, then select representatives {∆˜i}mi=1
from {B(∆i, δ)}Mi=1 as input. When fitting (2.2.8), the sum of squared difference
between empirical and fitted correlations over all ∆i’s is minimized through numerical
optimization. We adopt BFGS method in our implementation. More details about
this quasi-Newton method can be found in Broyden (1970), Fletcher (1970), Goldfarb
(1970) and Shanno (1970). As BFGS is an unconstrained optimization method, we
take logarithm of the stretching parameter δ, the isotropy Mate´rn parameters ζ and
ν so that their domains range from negative infinity to positive infinity. Let α∗, δ∗,
ζ∗ and ν∗ be raw optimizers. To reduce unidentifiabilities and restore the right scale,
we perform the following transformations,
αˆ = mod(α∗, 90) (3.3.5)
δˆ =
 exp(δ
∗), if mod(α∗, 90) = mod(α∗, 180),
1/ exp(δ∗), if mod(α∗, 90) 6= mod(α∗, 180)
(3.3.6)
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ζˆ = exp(ζ∗) (3.3.7)
νˆ = exp(ν∗) (3.3.8)
Some specific adjustments of the above transformations will be discussed later in the
simulation section. If assuming separable covariance structure, i.e. spatial correlation
not depending on fPC index k, empirical correlations could be pooled across k to
estimate parameters in the anisotropy Mate´rn model.
3.4 Curve Reconstruction
Reconstructing trajectories is one of the direct and desired applications of the SPACE
model. Curve reconstructions based on SPACE model also offers an alternative per-
spective of gap-filling the missing data for geoscience application as well. Equation
(2.1.4) specifies the underlying formula used to reconstruct the trajectory Xi(t) for
each i. Note estimates {φˆk(t)}Kk=1 and µˆ(t) could be derived through process de-
scribed in previous sections. The only missing element now is fPC scores {ξik}N,Ki=1,k=1.
The best linear unbiased predictors (BLUP) (Henderson, 1950) of ξik are given by
ξˇik = E(ξik|{Yij}N,nii=1,j=1) (3.4.1)
To describe the closed-form expressions for (3.4.1) and to facilitate subsequent discus-
sion, we introduce the following notations. Write Yi = (Yi(ti1), · · · , Yi(tini))T , Y˜ =
(Y1, · · · ,YN)T , µi = (µ(ti1), · · · , µ(tini))T , µ˜ = (µ1, · · · ,µN)T , ξi = (ξi1, · · · , ξiK)T ,
ξ˜ = (ξ1, · · · , ξN)T , Λ = diag(λ1, · · · , λK), ρ∗ijk = ρ∗k(∆ij), ρik = (ρ∗i1k, · · · , ρ∗iNk)T ,
ρk = (ρ
T
1k, · · · ,ρTNk)T , ρij = diag(ρ∗ij1, · · · , ρ∗ijK), ρ˜ =
[
ρij
]
where [·ij] represents
a matrix with ijth entry equal to ·ij, and φik = (φk(ti1), · · · , φk(tini))T , φi =
(φi1, · · · ,φik), φ˜ = diag(φ1, · · · ,φN). Note diagonalization and transpose are per-
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formed before substitution in all above notations. If assuming separable covariance,
we write ρ =
[
ρ∗ij
]
. In addition, define Σ(A,B) as the covariance matrix between A
and B, and Σ(A) as the variance matrix of A. Then
Σ(ξ˜, ξ˜) =
 ρ˜·(1N×N ⊗ Λ), nonseparableρ⊗Λ, separable (3.4.2)
where ⊗ represents Kronecker product. With Gaussian assumption, we have
ˇ˜
ξ = E(ξ˜|Y˜) = Σ(ξ˜, Y˜)Σ(Y˜, Y˜)−1(Y˜ − µ˜) (3.4.3)
= Σ(ξ˜, ξ˜)φ˜
T
(
φ˜Σ(ξ˜, ξ˜)φ˜
T
+ σ21
)−1
(Y˜ − µ˜) (3.4.4)
=
(
σ2Σ(ξ˜, ξ˜)−1 + φ˜
T
φ˜
)−1
φ˜
T
(Y˜ − µ˜) (3.4.5)
where the last line follows the Woodbury matrix identity. For cases where
∑N
i=1 ni >
NK, the transformation of last line suggests a way to reduce the size of matrix to
be inverted. The separability assumption simplifies not only the model itself but the
calculation of matrix inverse as well, noting that Σ(ξ˜, ξ˜)−1 = (ρ⊗Λ)−1 = ρ−1⊗Λ−1.
By substituting all elements in (3.4.3) with corresponding estimates, the estimate of
ξ˜ is derived as
̂˜
ξ =

ξ̂1
...
ξ̂N
 =

(
σˆ2̂˜ρ·(1N×N ⊗ Λ̂) + ̂˜φT ̂˜φ)−1 ̂˜φT (Y˜ − ̂˜µ), nonseparable(
σˆ2ρ̂⊗ Λ̂ + ̂˜φT ̂˜φ)−1 ̂˜φT (Y˜ − ̂˜µ), separable
(3.4.6)
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Writing φ(t) = (φ1(t), · · · , φK(t)) as a row vector and φ̂(t) being the estimate of
φ(t). The reconstructed trajectory is then given by
X̂i(t
eval) = µ̂i(t
eval) + φ̂i(t
eval)ξ̂i (3.4.7)
3.5 Asymptotic Confidence Intervals and Regions
In this section, we derive asymptotic pointwise confidence bands for the underly-
ing smooth curve X̂i(t) and asymptotic simultaneous confidence regions for fPC
scores ξ˜. The covariance matrix of
ˇ˜
ξ is Σ(
ˇ˜
ξ) = Σ(ξ˜, Y˜)Σ(Y˜)−1Σ(Y˜, ξ˜). Note
ˇ˜
ξ = E(ξ˜|Y˜). Then we have E(ˇ˜ξˇ˜ξ
T
) = E(
ˇ˜
ξξ˜
T
). The risk of
ˇ˜
ξ is measured as
Σ(
ˇ˜
ξ − ξ˜) = Σ(ξ˜) − Σ(ˇ˜ξ) , HK . We write subscript K next to existing symbols
to indicate that the first K eigenfunctions are used to approximate Xi(t). In ad-
dition, we write φK,t as the the first K eigenfunctions evaluated at time t. With
Gaussian assumptions, (
ˇ˜
ξ − ξ˜) ∼ N (0,HK). Let ĤK,ii be the diagonal sub-block
of ĤK corresponding to curve i. Theorem 4
∗ which is the counterpart of Theorem
4 in Yao et al. (2005b) establishes that the distribution of X̂K,i(t) − Xi(t) may be
asymptotically approximated by N (0, φ̂TK,tĤK,iiφ̂K,t). Assuming “weak” spatial cor-
relation which will be discussed in Section 3.6, we construct the asymptotic pointwise
confidence intervals for Xi(t),
X̂K,i(t)± Φ−1
(
1− α
2
)√
φ̂
T
K,tĤK,iiφ̂K,t) (3.5.1)
where Φ is the standard Gaussian cumulative distribution function.
Next, consider the construction of asymptotic simultaneous confidence bands. Let
XK,i(t) =
∑K
k=1 ξikφk(t). Theorem 5
∗ which is the counterpart of Theorem 5 in Yao
et al. (2005b) provides the asymptotic simultaneous band for {X̂K,i(t)−XK,i(t)} for a
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given fixed K. The Karhunen-Loe`ve theorem implies that
∑
t∈T E(XK,i(t)−Xi(t))2
is small for fixed and sufficiently large K. Therefore, ignoring a remaining approx-
imation error that may interpreted as a bias, we may construct (1 − α) asymptotic
simultaneous bands for Xi(t) through
X̂K,i(t)±
√
χ2K,1−αφ̂
T
K,tĤK,iiφ̂K,t) (3.5.2)
where χ2K,1−α is the 100(1 − α)th percentile of the chi-squared distribution with K
degrees of freedom. Because
√
χ2K,1−α > Φ
−1(1 − α/2) for all K ≥ 1, the asymp-
totic simultaneous band is always wider than the corresponding asymptotic pointwise
confidence intervals.
We then construct simultaneous intervals for all linear combinations of the fPC
scores. Given fixed number K, let A ∈ RNK be any linear space with dimension
d ≤ NK. Then asymptotically, it follows from the uniform results in Corollary 2∗,
which is the counterpart of Corollary 2 in Yao et al. (2005b), in Section 3.6 that for
all linear combination lT ξ˜ simultaneously, where l ∈ A
lT ξ˜ ∈ lT ̂˜ξ ±√χ2d,1−αlTĤKl (3.5.3)
with approximate probability 1− α.
3.6 Consistency of Estimates
We have proposed estimates for different components of the SPACE model. The
consistency of these estimates is discussed in this section. Assuming no spatial cor-
relation, Yao et al. (2005b) demonstrates the consistency of the estimated fPC scores
ξˆik, reconstructed curves X̂i(t) and other model components. Uniform convergence
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of the local linear estimators of mean and covariance functions on bounded intervals
plays a central role in obtaining these results. In addition, the manuscript of Paul
and Peng (2010) proposes similar nonparametric and kernel-based estimators. It is
shown in their work that if the correlation between sample curves is “weak” in a
appropriate sense, then for their estimators, the optimal rate of convergence in the
correlated and iid cases are the same. Under the separable covariance assumption,
take the estimate of eigenfunction as an example, the best upper bound on the L2
risk for the correlated and iid cases are the same if the following condition is satisfied
1
N2
∑
i 6=j
ρ2ij = o
(
1
Nh(N, e)n
)
(3.6.1)
where h(N, e) stands for the optimal bandwidth for estimating eigenfunctions for the
iid case and n = min1≤i≤N(ni). The authors claim that if (3.6.1) is satisfied, their
estimator of the eigenfunctions achieves the optimal nonparametric rate in sparse
design where n¯i , max1≤i≤N(ni) is either bounded or increase slowly with N .
Peng and Paul’s results could not be borrowed in the correlated case directly
for two reasons. Firstly, their estimators are different though in principal similar,
where a linearized versin of kernel smoothing is used to reduce bias while controlling
the variance. Secondly, their model doesn’t estimate spatial correlation explicitly and
thus cross-covariance estimators are not discussed. However, their results demonstrate
some flavors as to what roles spatial correlations play in nonparametric estimation.
Since our SPACE model is a direct extension of PACE model in Yao et al. (2005b) from
iid case to correlated case, results of PACE model form the foundation of asymptotic
properties of our proposed estimators.
In the rest of this section, we first review the main theorems and their proofs dis-
cussed in Yao et al. (2005b), and provide comments and amendments explaining some
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specific issues in their results. Then, we point out and highlight necessary modifica-
tions on PACE model assumptions, asymptotic results and proofs to accommodate
the spatial dependence. In particular, we introduce two new conditions (D1) and (D2)
which are described later in this section and specify sufficient conditions on spatial
correlation such that the convergence rates of estimates remains the same as those in
iid case. In subsequent discussions, we change some notations in Yao et al. (2005b) to
accommodate existing ones in our work. To avoid confusions, we make the following
clarifications. We denote the number of curves by capital N while Yao et.al. uses n.
For the number of observations on curve i, we use ni while Yao et.al. uses Ni. Yao
et.al. assumes Ni follows the distribution of a random variable N which is denoted
by N∗ in our work. We denote all variables which depend on BLUP of fPC scores by
check sign instead of tilde used by Yao et.al. We use the same notations as those in
Yao et al. (2005b) for most of the other variables unless stated otherwise.
Yao et al. (2005b) states five theorems together with a series of lemmas and corol-
laries to describe the convergence of PACE estimators. Theorem 1 establishes the
uniform convergence rates in probability of local linear estimates of mean µ(t) and
covariance function G(s, t). Corollary 1 states the convergence rate in probability of
measurement error variance σ2 and is derived by applying the results in Theorem 1.
Theorem 2 establishes the convergence in probability of the eigen-structure of the co-
variance kernel, which includes the convergence of eigenvalues λk of multiplicity 1, L
2
and uniform convergence of eigenfunctions φk(t)’s associated with λk of multiplicity
1. Based on the results in Theorem 1 and 2, derived in Theorem 3 are the conver-
gence of estimated fPC score ξˆik towards the conditional expectation of true fPC score
(BLUP) ξˇik, and the pointwise convergence of reconstructed curves X̂K,i(t) based on
K-dimensional approximation towards its associated infinite dimensional target Xˇi(t)
constructed from {ξˇik}N,∞i=1,k=1. With Gaussian assumption, Theorem 4 establishes the
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pointwise asymptotic distribution of the standardized deviance between reconstructed
curve X̂K,i(t) and true curve Xi(t). In Theorem 5, simultaneous confidence region
of XK,i(t) over T in terms of reconstructed curves X̂K,i(t) is established. Finally,
the simultaneous region of K-dimensional vector ξK,i in terms of estimated fPC score
vector ξ̂K,i is derived in Corollary 2. As the cornerstone of all other derived results,
Theorem 1 is derived based on the results in Lemma 1 and 2. These two lemmas
establish the uniform convergence rates for the weighted average ΨpN(t) of func-
tion ψp(Tij, Yij) and kernel function κ1((t − Tij)/hµ) for one-dimensional smoother,
and the weighted average ΘpN(t, s) of function θp(Tij, Til, Yij, Yil) and kernel function
κ2((t−Tij)/hG, (s−Til)/hG) for two-dimensional smoother. These weighted averages
are the building blocks of the closed form expressions of the local linear smoothers.
For example, the local constant estimator of µt can be expressed as
∑
i
∑
j κ1
(
t− Tij
hµ
)
Yij∑
i
∑
j κ1
(
t− Tij
hµ
) =
1
Nhµ
∑
i
1
N∗
∑
j κ1
(
t− Tij
hµ
)
Yij
1
Nhµ
∑
i
1
N∗
∑
j κ1
(
t− Tij
hµ
) = Ψ1N
Ψ2N
. (3.6.2)
The above results are only valid based on the assumption of a series of conditions.
Yao et al. (2005b) describes three groups of conditions named after letters A,B and
C. Some more general assumptions are also made. Specifically, both time point Tij
and the observed value of curve i made at this time point, Yij = Yi(Tij), are random
variables. Tij is assumed to follow the same marginal distribution T with density f(t),
data pair (Tij, Yij) is assumed to follow the same joint distribution (T, Y ) with density
g(t, y), for any given curve i and time index j. The random vector (Tij, Til, Yij, Yil)
for j 6= l and any i is assumed to follow the same distribution (T1, T2, Y1, Y2) with
density g(t1, t2, y1, y2). In addition, Tij is assumed to be independent across all i and
j, and both (Tij, Yij) and (Tij, Til, Yij, Yil) are independent across curve index i.
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Conditions series (A1) pertains to the number of observations per curve. It is
assumed to be a discrete random variable following the distributionN∗. N∗ is assumed
to have finite mean and takes value greater than 1 with positive probability, and
is independent of all Tij’s and Yij’s. Series (A2) specifies the convergence rates of
smoothing bandwidths and their relative rates with respect to the number of curves
N . This series of conditions ensures the convergence rate derived in Theorem 1. Series
(A3) and (A4) assume favorable properties of smoothing kernel functions and finite
fourth centered moments of Y , such that the auxiliary results in Lemma 1 and 2 hold.
Condition (A5) assumes Gaussian distribution of fPC scores required by Theorem 4
and 5 and Corollary 2. Condition (A6) assumes that the data asymptotically follow a
linear scheme. Condition (A7) assumes the pointwise limit of φK,sΣ(ξˇK,i−ξK,i)φK,t ,
φK,sΩKφK,t as K →∞ exists such that Theorem 4 and 5 hold. Category B specifies
properties of density and smoothing kernel functions for Lemma 1 and 2 to hold.
Category C assumes favorable continuity and boundedness properties of functions ψp
and θp crucial for Lemma 1 and 2.
To reduce notational confusion between v and ν in Yao et al. (2005b), we denote
the order of kernel functions κ1(t) and κ2(t, s) by (a, b) instead of (ν, l) which is used
in Yao et al. (2005b). We review two lemmas and five theorems in more details below.
The following review provides a skeleton of proofs in Yao et al. (2005b), which serves
as a scaffold to facilitate the introduction of our results. Please refer to Yao et al.
(2005b) for more details regarding proofs for the iid case.
Proofs in Yao et al. (2005b) refer to Slutsky’s theorem in many occasions. However,
we found this reference is not precise because the statement of Slutsky’s theorem as
the widely known version does not involve convergence rate and big O notation as
Yao et al. (2005b) have assumed and suggested. Since it is heavily used throughout
the proofs, we state this auxiliary result in a separate lemma, Lemma 4, indexed after
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the existing lemmas in Yao et al. (2005b).
Lemma 4 Assume supt∈T |Vn(t)− V (t)| = Op(cn) where cn → 0 as n→∞, and
g(u) ∈ C2 on Rd for any d > 0. Then
sup
t∈T
|g(Vn)− g(V )| = Op(cn). (3.6.3)
Proof of this lemma is deferred to Appendix C. As a special case, a stronger rate
can be derived for g(u) = u1× u2. Specifically, assume supt |V1n(t)−V1(t)| = Op(an),
supt |V2n(t)−V2(t)| = Op(bn) and an/bn → 0 as n→∞. Then it is easy to show that
supt |V1n(t)V2n(t)− V1(t)V2(t)| = Op(an).
We start the review with Lemma 1 in Yao et al. (2005b). {ΨpN(t), p = 1, · · · , l} are
building blocks which comprise the one-dimensional local linear smoother. {µp(t), p =
1, · · · , l} are building blocks which comprise the target to which the smoother is ex-
pected to converge. The goal is to prove τpN = supt∈T |ΨpN(t)−µp| = Op(1/(
√
Nha+1µ )).
The basic idea is to prove convergence in mean, i.e. E|τpN | = O(1/(
√
Nha+1µ )), and
then big O convergence in probability follows by Markov’s inequality. Note that
E|τpN | ≤ sup
t
|EΨpN − µp|+ E{sup
t
|ΨpN − EΨpN |} (3.6.4)
Both terms in the above equation are shown to be O(1/(
√
Nha+1µ )). We first look at
supt |EΨpN − µp|. Note
EΨpN(t) =
1
ha+1µ
∫ ∞
−∞
∫ ∞
−∞
ψp(x, y)g(x, y)κ1
(
t− x
hµ
)
dxdy
By taking Taylor expansion of the function ψp(x, y)g(x, y)κ1((t−x)/hµ) with respect
to t to the order of b, it is shown that EΨpN(t) = µp(t) +O(h
b−a
µ ). Since Nh
b−a
µ <∞,
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then O(hb−aµ ) = O(1/(
√
Nha+1µ )). This residual term is uniform in t observing that
the bth partial derivatives of ψp(t, y) and g(t, y) with respect to t are assumed to be
uniformly continuous in conditions (C1.2) and (B1.2) in Yao et al. (2005b).
It remains to prove the convergence rate of the second term in (3.6.4). Write
κ1((t − Tij)/hµ) = hµ
2pi
∫
eiu(t−Tij)ζ1(uhµ)du where ζ1 is the Fourier transform of κ1
and plug it into ΨpN(t). By doing this, the random variable Tij and argument t
within κ1 are moved to the exponent of Euler function e
iu(t−Tij) which could be
bounded uniformly over t ∈ T . Define ϕpN(u) accordingly and thus ΨpN(t) =
1
2pihaµ
∫
ϕpN(u)e
−ituζ1(uhµ)du. The key step to complete the proof is showing that
V ar(ϕpN(u)) = O(1/N), which implies
E{sup
t
|ΨpN − EΨpN |} ≤ 1
2pihaµ
∫
E{|ϕpN(u)− EϕpN(u)|} · |ζ1(uhµ)|du
≤ O
(
1√
Nha+1µ
)
The proof of V ar(ϕpN(u)) = O(1/N) uses the assumption of independence between
curves. However, zero spatial correlation is not a necessary condition to achieve the
same convergence rate and we will shortly discuss sufficient conditions on spatial
correlation such that V ar(ϕpN(u)) remains O(1/N).
Lemma 2 in Yao et al. (2005b) is the two-dimensional counterpart of Lemma 1 in
Yao et al. (2005b).
Theorem 1 in Yao et al. (2005b) is the result of directly applying Lemma 1 and 2.
The closed form expression of the one-dimensional smoother is given as
µˆ(t) = βˆ0(t)
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=
∑
i
1
EN∗
∑
j wijYij∑
i
1
EN∗
∑
j wij
−
∑
i
1
EN∗
∑
j wij(Tij − t)∑
i
1
EN∗
∑
j wij
βˆ1(t) (3.6.5)
where wij =
κ1(
t− Tij
hµ
)
Nhµ
. Note the first term in (3.6.5) is the local constant estimator
of µ(t), or called Nadaraya-Watson estimator, denoted by µˆNW (t). We choose κ1 to
have order a = 0, b = 2. Note that the numerator and denominator of µˆNW (t) have the
form of ΨpN(t). Accordingly, we choose ψ1N(t, y) = y and ψ2N ≡ 1. Thus, µˆNW (t) =
Ψ1N
Ψ2N
. Correspondingly, µ1(t) = f(t)E(Y |T = t) and µ2(t) = f(t). Applying Lemma
1 and 4, we have supt∈T |µˆNW − µ(t)| = Op(1/(
√
Nhµ)).
Recall that in Lemma 1, the convergence rate is 1/
√
Nha+1µ which depends on the
order a of κ1 which is also the order of differentiation taken when calculating µp(t).
The form of the estimator determines ψpN(t) which determines the order of derivative
to achieve desired µp(t). Therefore, the form of estimator determines its convergence
rate and the order of kernel function to achieve the respective rate.
Let
∫
u2κ1(u) = σ
2
κ1
. Consider another kernel κ˜1(t) =
−t(κ1(t))
σ2κ1
, defined in Yao
et al. (2005b). It is obvious that κ˜1 is of order (1,3). By similar argument, it is
shown that supt∈T |βˆ1(t) − µ′(t)| = Op(1/(
√
Nh2µ)) with kernel κ˜1. Define w˜ij =
κ˜1(
t− Tij
hµ
)/(Nh2µ). Then we have
µˆ(t) = µˆNW (t) + h
2
µ
∑
i
1
EN∗
∑
j w˜ij
fˆ(t)
βˆ1(t)
It is clear that the second term in the right hand side of above equation is Op(h
2
µ).
Observing Nh6µ <∞ implies Op(h2µ) = Op(1/(
√
Nhµ)), the uniform convergence rate
for µˆ(t) follows.
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The proof for two-dimensional smoother Ĝ(s, t) is essentially the same as that
for µˆ(t). Denote
∑N
i=1
1
EN∗(EN∗ − 1)
∑
1≤j 6=k≤ni by
⊎
. Define wijk = wijk(t, s) =
1
Nh2G
κ2
(
t− Tij
hG
,
s− Tik
hG
)
. Then, we have
Ĝ(s, t) =
⊎
wijkDii(Tij, Tik)⊎
wijk
−
⊎
wijk(t− Tij)⊎
wijk
βˆ1(t)−
⊎
wijk(s− Tik)⊎
wijk
βˆ2(t) (3.6.6)
Note Dii(Tij, Tik) = (Yij − µˆ(Tij))(Yik − µˆ(Tik)) in which µˆ(t) is involved. Define
D˜ii(Tij, Tik) = (Yij − µ(Tij))(Yik − µ(Tik)). According to Lemma 2, we can choose
θp(t1, t2, y1, y2) = (y1 − µ(t1))(y2 − µ(t2)) for D˜ii. Moreover, the difference between
Dii and D˜ii converges to 0 at a speed sufficiently fast to be negligible. More details
can be found in the proof for uncorrelated case in Yao et al. (2005b).
Proof of Theorem 2 in Yao et al. (2005b) heavily relies on results in functional
analysis. Specifically, let H be the Hilbert space of square integrable functions on
T , equipped with the inner product 〈f, g〉H =
∫
f(t)g(t)dt and ‖f‖H =
√〈f, f〉H
for ∀f, g ∈ H. Define the operator G = ∫T G(s, t)f(s)ds (resp. Ĝ). Then G and
Ĝ are Hilbert-Schmidt (HS) operators on H. Let F be the Hilbert space of all HS
operators on H, equipped with the HS inner product 〈T1,T2〉 =
∑
j 〈T1uj,T2uj〉H,
where {uj : j ≥ 1} is any complete orthonormal basis system in H. The uniform
convergence of |Ĝ − G| as a two-dimensional function in Theorem 1 implies that
‖Ĝ −G‖F = Op(1/(
√
Nh2G)). Define Pk = φk ⊗ φk to be the orthogonal projection
operator transforming element in H onto the subspace spanned by φk (resp. P̂k).
For any f ∈ H, Pkf = φk 〈f, φk〉. Applying the resolvent formalism, it is shown that
‖P̂k − Pk‖F is bounded by a quantity which depends on ‖Ĝ −G‖F . On the other
hand, ‖φˆk − φk‖H is bounded from above by ‖P̂k − Pk‖F for k corresponding to λk
with multiplicity 1. Thus, the convergence of φˆk to φk in L
2 norm follows. Note
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that λk = 〈φk,Gφk〉H =
∫ ∫
φk(s)G(s, t)φk(t)dsdt. The consistency of λk follows
applying Lemma 4 which we establish due to the consistency of φˆk and Ĝ. Moreover,
‖λˆkφˆk−λkφk‖ is bounded by
√∫ T
0
(Ĝ(s, t)−G(s, t))2ds+
√∫ T
0
(G(s, t))2ds‖φˆk−φk‖H.
Applying consistency results for Ĝ, φˆk and λˆk, the uniform convergence rate for φˆk is
obtained.
Theorem 3 in Yao et al. (2005b) has two parts. In the first part, note ξˆi is
calculated based on λˆk, φˆk, Ĝ, σˆ
2. The convergence of ξˆi to ξˇi is straightfroward by
applying Lemma 4 that we establish, and results in Corollary 1 and Theorem 2 in
Yao et al. (2005b). In the second part, note
|X̂K,i(t)− Xˇi(t)| ≤ |X̂K,i(t)− XˇK,i(t)|+ |XˇK,i(t)− Xˇi(t)|
The first term converges to zero uniformly as N →∞ by Lemma 4 that we establish,
and Corollary 1 and Theorem 2 in Yao et al. (2005b). The second term converges to
zero in probability pointwise as K → ∞ by Lemma 3 in Yao et al. (2005b). Then
consistency of X̂K,i(t) to Xˇi(t) follows.
Theorem 4 in Yao et al. (2005b) replaces the target Xˇi(t) in Theorem 3 by Yao
et.al. with Xi(t) and the quantity of interest is
X̂K,i(t)−Xi(t)√
wˆK(t, t)
(3.6.7)
The asymptotic distribution stated in Theorem 4 in Yao et al. (2005b) comes from
the difference between Xˇi(t) and Xi(t). Specifically, write
X̂K,i(t)−Xi(t) = (X̂K,i(t)− XˇK,i(t))+(XˇK,i(t)−XK,i(t))+(XK,i(t)−Xi(t)) (3.6.8)
The uniform convergence to zero of the first term in (3.6.8) has been proved in The-
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orem 3 in Yao et al. (2005b). Define wK(s, t) = φK,sΣ(ξˇi − ξi)φK,t , φK,sΩKφK,t.
Hence, for the second term, we have XˇK,i(t) − XK,i(t) ∼ ZK = N (0, wK(t, t)).
Under condition (A7) in Yao et al. (2005b), limK→∞ limN→∞(XˇK,i(t) − XK,i(t)) d=
limK→∞ ZK
d
= Z ∼ N (0, w(t, t)). The third term of (3.6.8) converges to 0 in probabil-
ity pointwise due to Karhunen-Loe`ve theorem. Therefore, limK→∞ limN→∞(XˇK,i(t)−
Xi(t))
d
= Z ∼ N (0, w(t, t)). On the other hand, in the denominator of (3.6.7),
wˆK(t, t)
p→ wK(t, t) as N → ∞. Under (A7) in Yao et al. (2005b), it is shown that
limK→∞ limN→∞ wˆK(t, t)
p→ w(t, t).
Finally, Theorem 5 in Yao et al. (2005b) gives the simultaneous confidence region
of XK,i(t) over t ∈ T . Note this result is established only for the K-dimensional
approximation of the true curve. This is due to the fact that only pointwise con-
vergence of XK,i(t) to Xi(t) can be derived from Karhunen-Loe`ve theorem. Recall
ΩK = Σ(ξˆi − ξˇi) is a positive definite matrix. Thus there exists a invertible matrix
U such that UΩUT = I, θ = Uξi, θˇ = Uξˇi. Under (A6) in Yao et al. (2005b),
(θˇ − θ)T (θˇ − θ) ∼ χ2K . Then we have
P{|aT (θˇ − θ)| ≤
√
χ2K,1−αaTa : ∀a ∈ RK} = 1− α
which implies
P{|aT (θˇ − θ)| ≤
√
χ2K,1−αaTa : U
Ta = φK,t∀t ∈ T } ≥ 1− α
and thus,
P{|φTK,tξˇi − φTK,tξi| ≤
√
χ2K,1−αφ
T
K,tΩKφK,t, ∀t ∈ T }.
Therefore, we establish first the simultaneous confidence region of XK,i(t) in terms of
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XˇK,i(t)
P
{
sup
t∈T
|XˇK,i(t)−XK,i(t)|√
wK(t, t)
≤
√
χ2K,1−α
}
≥ 1− α (3.6.9)
Note
sup
t∈T
|XˆK,i(t)−XK(t)|√
wˆK(t, t)
≤
(
sup
t∈T
|XˆK,i(t)− XˇK(t)|√
wK(t, t)
+ sup
t∈T
|XˇK(t)−XK,i(t)|√
wK(t, t)
)
· sup
t∈T
√
wK(t, t)
wˆK(t, t)
, (A+B)C
From previous results, A
p→ 0 as N → ∞. wˆK(t, t) p→ wK(t, t) as N → ∞. By
Slutsky’s theorem, C
p→ 1. Note wK(t, t) is bounded on closed interval T since it is
continuous. For ∀ > 0, it is shown that limN→∞ P{(A + B)C ≥ ( +
√
χ2K,1−α)(1 +
)} ≤ α. Letting → 0, the result in Theorem 5 follows.
Estimates of SPACE model are based on local linear smoother of mean function
µ(t) and cross-covariance function G∆(s, t). µˆ(t) in SPACE model is the same as
that in PACE model. Ĝ∆(s, t) extends the covariance estimator in PACE. The most
important aspect which differentiate SPACE from PACE is that ξi correlates with all
{ξj, j 6= i}. Our objective is to borrow the established framework of the results on
consistency of estimates in Yao et al. (2005b) and make necessary modifications on
model assumptions, theorems and proofs. For each lemma, theorem and corollary in
Yao et al. (2005b), we state a modified version to accommodate our problem setup
and label it by the same number index but with an extra asterisk.
Recall that in Yao et al. (2005b) (Tij, Tik, Yij, Yik) is assumed to follow the distri-
bution of random vector (T1, T2, Y1, Y2) with density function g(t1, t2, y1, y2). Accord-
ingly, for each spatial separation vector ∆ and any location pairs (i, j) ∈ N(∆), we
assume (Tik, Tjl, Yik, Yjl) follows the distribution of (T1, T2, Y1, Y2) with density func-
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tion g∆(t1, t2, y1, y2). We assume the same regularity conditions on g∆(t1, t2, y1, y2)
as those in Yao et al. (2005b). As mentioned earlier, Lemma 1 and 2 in Yao et al.
(2005b) are the foundations and rely on the assumption of zero spatial correlation.
Modifications due to the incorporation of spatial dependence start from these two
lemmas.
Lemma 1∗, as the counterpart of Lemma 1 in Yao et al. (2005b), states the uni-
form convergence of weighted averages ΨpN(t) for one-dimensional case. As pointed
out above, the key step of achieving the stated rate is to show that V ar(ϕpN(u)) =
O(1/N). With the presence of spatial correlation, we have,
V ar(ϕpN(u)) = V ar
(
1
N
N∑
i=1
1
EN∗
ni∑
j=1
e−iuTijψp(Tij, Yij)
)
=
1
N2
V ar
(
N∑
i=1
1
EN∗
ni∑
j=1
e−iuTijψp(Tij, Yij)
)
=
1
N
V ar
(
1
EN∗
N∗∑
j=1
e−iuTjψp(Tj, Yj)
)
+
1
N2
∑
1≤i 6=j≤N
Cov
(
1
EN∗
ni∑
k=1
e−iuTikψp(Tik, Yik) ,
1
EN∗
nj∑
l=1
e−iuTjlψp(Tjl, Yjl))
)
, 1
N
V ar
(
1
EN∗
N∗∑
j=1
e−iuTjψp(Tj, Yj)
)
+
1
N2
∑
1≤i 6=j≤N
Cov(Zi, Zj)
≤ 1
N
E
( 1
EN∗
N∗∑
j=1
e−iuTjψp(Tj, Yj)
)2+ 1
N2
∑
1≤i 6=j≤N
Cov(Zi, Zj)
≤ 1
N(EN∗)2
E
[(
N∗∑
j=1
e−i2uTj
)(
N∗∑
j=1
ψ2p(Tj, Yj)
)]
+
1
N2
∑
1≤i 6=j≤N
Cov(Zi, Zj)
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≤ 1
N(EN∗)2
E
[
N∗
(
N∗∑
j=1
ψ2p(Tj, Yj)
)]
+
1
N2
∑
1≤i 6=j≤N
Cov(Zi, Zj)
=
1
N(EN∗)2
E
[
N∗
(
N∗∑
j=1
Eψ2p(Tj, Yj)
∣∣∣N∗)]+ 1
N2
∑
1≤i 6=j≤N
Cov(Zi, Zj)
=
1
N(EN∗)2
E
[
N∗2E(ψ2p(T, Y ))
]
+
1
N2
∑
1≤i 6=j≤N
Cov(Zi, Zj)
=
EN∗2
N(EN∗)2
E(ψ2p(T, Y )) +
1
N2
∑
1≤i 6=j≤N
Cov(Zi, Zj) (3.6.10)
The first term in the last line is O(1/N) provided that E(ψ2p(T, Y )) < ∞ and
E(N∗)2/(EN∗)2 is O(1) as N →∞. ∑1≤i 6=j≤N Cov(Zi, Zj)/N2 is the extra term if we
introduce spatial correlations. Then requiring
∑
1≤i 6=j≤N Cov(Zi, Zj)/N
2 = O(1/N)
is a straight forward way for V ar(ϕ(u)) to remain O(1/N). Note there are N(N − 1)
items in the summation of extra term, we would expect the correlation between Zi
and Zj to decay fast enough as locations i and j are further apart. In a sum, to
achieve a desired convergence rate, off-diagonal entries of spatial correlation matrices
need to decrease at a proper pace when getting away from the diagonal. Within the
current context, we introduce condition (D1) as follows:
(D1) Let Zi =
∑ni
k=1 e
−iuTikψp(Tik, Yik)/EN∗ for i = 1, · · · , N . Assume,
∑
1≤i 6=j≤N
Cov(Zi, Zj)/N <∞. (3.6.11)
Lemma 2∗ is the two-dimensional counterpart of Lemma 1∗. Note the local
linear smoother of G∆(s, t) is obtained by minimizing
∑
(i,j)∈N(∆)
ni∑
k=1
nj∑
l=1
κ2(
tik − s
hG
,
tjl − t
hG
)(Dij(tik, tjl)−β0−β1(s−tik)−β2(t−tjl))2 (3.6.12)
42
Accordingly, we change the definition of weighted average ΘpN(s, t) as
ΘpN = ΘpN(t, s)
=
1
|N(∆)|h|a|+2G
∑
(i,j)∈N(∆)
ni∑
k=1
nj∑
l=1
θp(Tik, Tjl, Yik, Yjl)κ2
(
t− Tik
hG
,
s− Tjl
hG
)
Note the outermost layer of summation is taken over all location pairs in N(∆).
We thus change all N that accompanied by hG with |N(∆)| in the lemmas, theo-
rems, corollaries and conditions. In particular, affected conditions include (A2.2) and
(C2.1b) in Yao et al. (2005b). To achieve the same rate in Lemma 2 of Yao et al.
(2005b), we derive the following upper bound for the variance of γpN(u, v).
V ar(γpN(u, v))
=
1
N(∆)
V ar
(
1
(EN∗)2
N∗∑
k=1
N∗∑
l=1
e−(iuTk+ivTl)θp(Tk, Tl, Yk, Yl)
)
+
1
|N(∆)|2
∑
(i1,j1)∈N(∆)
(i2,j2)∈N(∆)
(i1,j1) 6=(i2,j2)
Cov
(
1
(EN∗)2
ni1∑
k1=1
nj1∑
l1=1
e−(iuTk1+ivTl1 )θp(Tk1 , Tl1 , Yk1 , Yl1),
1
(EN∗)2
ni2∑
k2=1
nj2∑
l2=1
e−(iuTk2+ivTl2 )θp(Tk2 , Tl2 , Yk2 , Yl2)
)
, 1
N(∆)
V ar
(
1
(EN∗)2
N∗∑
k=1
N∗∑
l=1
e−(iuTk+ivTl)θp(Tk, Tl, Yk, Yl)
)
+
1
|N(∆)|2
∑
(i1,j1)∈N(∆)
(i2,j2)∈N(∆)
(i1,j1) 6=(i2,j2)
Cov (Qi1,j1 , Qi2,j2)
Therefore, condition (D2) is given as
(D2) Let Qi,j =
∑ni
k=1
∑nj
l=1 e
−(iuTk+ivTl)θp(Tk, Tl, Yk, Yl) for all (i, j) ∈ N(∆). As-
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sume, ∑
(i1,j1)∈N(∆)
(i2,j2)∈N(∆)
(i1,j1) 6=(i2,j2)
Cov (Qi1,j1 , Qi2,j2) /|N(∆)| <∞. (3.6.13)
Theorem 1∗ adds conditions (D1) and (D2) to those listed in Theorem 1 in
Yao et al. (2005b) to ensure same convergence rates. In particular, the uniform
convergence rate of the cross covariance estimator is stated as
sup
t,s∈T
|Ĝ∆(s, t)−G∆(s, t)| = Op
(
1√|N(∆)|h2G
)
.
Theorem 2∗ establishes the consistency of empirical spatial correlation ρˆ∗k(∆).
We restate the entire theorem as follows,
Under (A1.1)-(A4) and (B1.1)-(B2.2b) in Yao et al. (2005b) with a = 0, b = 2 in
(B2.2a), a = (0, 0), b = 2 in (B2.2b), and (D1)-(D2) that we introduce,
|λˆk(∆)− λk(∆)| = Op
(
1√|N(∆)|h2G
)
, (3.6.14)
ρˆ∗k(∆) = λˆk(∆)/λˆk((0, 0))
p→ ρ∗k(∆),
‖φˆk − φk‖H = Op
(
1√|N(∆)|h2G
)
, (3.6.15)
and
sup
t∈T
|φˆk(t)− φk(t)| = Op
(
1√|N(∆)|h2G
)
(3.6.16)
Conditions series A, B and C are the same as those in Theorem 2 in Yao et al. (2005b).
The consistency of empirical spatial correlation follows by Slutsky’s theorem.
Theorem 3∗ also includes new conditions (D1) and (D2) in addition to the ex-
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isting ones in Theorem 3 of Yao et al. (2005b). The major difference lies in the proof.
Specifically, we estimate all fPC scores ξ˜ in one conditional expectation as in equation
(3.4.6). For the ith curve and any integer K ≥ 1, let HK = ˇ˜ξ = Σ(ξ˜)−Σ(ˇ˜ξ) and HK,ii
is the diagonal block corresponding to the ith curve. Let wK(s, t) = φ
T
K,tHK,iiφK,t for
t, s ∈ T and wˆK(s, t) = φ̂
T
K,tĤK,iiφ̂K,t. Note the diagonal block of a positive definite
matrix is also positive definite. Then {wK(s, t)} is a sequence of continuous positive
definite functions. These modifications don’t change the statement of condition (A7)
in Yao et al. (2005b).
Statements of Theorem 4∗ and Theorem 5∗ are the same as Theorem 4 and
Theorem 5 in Yao et al. (2005b), except for the addition of conditions (D1) and (D2).
Finally, we restate Corollary 2∗ as follows,
Under the assumptions of Theorem 5 ∗,
lim
N→∞
P
supl∈A |l
T (
̂˜
ξ − ξ˜)|√
lTĤKl
≤
√
χ2d,1−α
 ≥ 1− α, (3.6.17)
where χ2d,1−α is the (1 − α)th percentile of the Chi-square distribution with d degrees
of freedom.
In this corollary, the simultaneous confidence region of all fPC scores are consid-
ered rather than that of fPC scores of each individual curve in Yao et al. (2005b).
Recall that ξ˜ is the vector of fPC scores from all curves stacked together and HK
is the covariance of
ˇ˜
ξ − ξ˜. The arguments to prove Corollary 2∗ remain the same if
we replace ξi, ξ̂i, ξˇi and Ω̂K in Yao et al. (2005b) with ξ˜,
̂˜
ξ,
ˇ˜
ξ and ĤK respectively,
observing that the validity of Corollary 2 in Yao et al. (2005b) depends only on the
positive-definiteness of Ω̂K and joint Gaussian assumption on ξi which all apply to
the counterparts of correlated case.
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3.7 Parameter and Model Selections
3.7.1 Smoothing Bandwidths
The problem of bandwidth selection for local linear regression has stimulated much
research overtime. Approaches include “plug-in” selector introduced in Ruppert et al.
(1995) and cross-validation type of method discussed in Hart and Yi (1998). More-
over, Fan and Gijbels (1995) study the problem of variable bandwidth selection for
local polynomial fitting. For surface smoothing, data-adaptive method is discussed in
Muller and Prewitt (1993). Rice and Silverman (1991) propose leave-one-curve-out
cross-validation method for data which are curves. Hurvich et al. (1998) introduce a
way of choosing smoothing parameter for any linear smoother based on an improved
version of Akaike information criterion (AIC). Yao et al. (2005b) pointed out that
adaptation to estimated correlations when estimating the mean function with depen-
dent data does not lead to improvements and subjective choice are often adequate.
In our implementation, we choose to use the leave-one-point-out (LOPO) cross-
validation method with data binning. This is the default cross-validation method
employed in the sm package (Bowman and Azzalini, 2013) of R (R Development
Core Team, 2010). When sample size is large, sm method will bin the data. Specif-
ically, binning will first construct a frequency table of covariate variables based on
appropriate bins partitioning the range of covariate variables. Then each observation
of covariates is assigned the midpoint of its corresponding bin, and each observed
dependent variable is assigned the mean value across the bin. The observation fre-
quency at each bin serves as the weight for the binned data. LOPO cross-validation is
then performed on these binned data where entire bins are left out in turn. Thus, it is
more appropriate to refer to sm method as leave-one-bin-out. However, we simply use
the more conventional term leave-one-point-out throughout subsequent discussions.
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Figure 3.2 and 3.1 show estimated eigenvalues of the covariance function using
different bandwidth selection methods. For leading eigenvalues, four methods demon-
strate comparable performance. Over-smoothing is observed for all methods due to
spatial correlation. Noise doesn’t make much difference for the leading eigenval-
ues. For small trailing eigenvalues, underestimates are obvious for LOCO, AICC and
CV10fold while under-smoothing is observed for LOPO method. Noise introduces
positive bias on estimates and spatial correlation leads to more volatile estimates.
Among these methods, sm method demonstrates the most consistent performance.
Note sparseness and noise will inflate estimates up while smoothing tend to shrink
estimates down. sm method achieves more balance between these two competing
forces. LOCO may suffer from the spatial correlation presented between curves. Ad-
ditional simulation is done where in each fold, training curves are selected to be
certain distance away from testing curves to make training and testing sample more
uncorrelated. However, no major improvement is observed.
In fact, there is hardly a single optimal bandwidth for all eigenvalues. Figure 3.3
shows the estimated eigenvalues using rescaled sm bandwidth by different multipliers
for the low correlation and high noise scenario. As expected, larger multiplier leads
to more smoothing and thus smaller estimates. However, it is clear that the optimal
amount of smoothing varies across eigenvalues. The sm bandwidth, which corre-
sponds to multiplier = 1 gives the most robust estimates across different eigenvalues.
3.7.2 Number of Eigenfunctions
To determine the number of eigenfunctions which sufficiently approximate the infi-
nite dimensional process, we rely on leave-curves-out cross-validation score which we
call LCOCV score. Considering the presence of spatial correlation among curves,
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we modify the leave-one-curve-out cross-validation of Rice and Silverman (1991). In
particular, all curves are partitioned into K groups. Curves in each group serves as
the testing sample. Then we select training curves to be certain distance away from
the set of testing curves to reduce the spatial correlation between the training and
testing sample. Let TRk and TEk be the kth fold of training and testing sample re-
spectively. Denote the reconstruction of kth testing curves based on model estimated
from associated training curves by
̂˜
YTEk
(
αˆTRk , δˆTRk , ζˆTRk , νˆTRk , σˆ
2
TRk
, Λ̂TRk ,
˜̂
φTRk
)
(3.7.1)
Then, we compute LCOCV score as follows,
CV (K) =
K∑
k=1
(
Y˜TEk − ̂˜YTEk)T (Y˜TEk − ̂˜YTEk) /K. (3.7.2)
Zhou et al. (2010) points out that cross-validation scores may keep decreasing as
model complexity increases which is the phenomenon observed in our simulation
studies. However, the cross-validation score profile does show a kink around the cor-
rect number. Figure 3.4 shows the LCOCV score profiles as a function of K. A
quick drop is often observed followed by a much slower decrease. Instead of finding
the minimum LCOCV score, we select a suitable number of eigenfunctions K as the
turning point of the LCOCV profile. Moreover, note in (3.4.3), the size of matrix
σ2Σ(ξ˜, ξ˜)−1 + φ˜
T
φ˜ is NK×NK while φ˜Σ(ξ˜, ξ˜)φ˜T +σ21 is of size ∑Ni=1 ni×∑Ni=1 ni.
The inversion of either one of these two matrices could be implemented. A parsimo-
nious model where K is less than the average number of observations per curve will
increase computational efficiency. In each one of the above four sets of results, the
largest drop of CV scores take places at the correct number K = 2 for 100% times
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out of the 200 replicated data sets.
3.7.3 Set of Spatial Separation Vectors |∆|
When fitting anisotropy Mate´rn model, |∆| could be determined based on LCOCV
score of the squared reconstruction error. Note there is no “correct” set |∆|. How-
ever, we would like to identify a proper |∆| which could yield reasonable estimates.
Consider one-dimensional and equally-spaced locations where the ith location has
coordinates (i, 0). Larger spatial separation vector corresponds to fewer pair of loca-
tions in N(∆). Thus we often start with the most immediate neighborhood structure
and choose |∆|L = {(1, 0), (2, 0), · · · , (L, 0)} with L to be decided. In our simulation
study, we compute the squared reconstruction error over all curves in each simulated
data set for each candidate |∆|L, denoted by Err(|∆|L). Then we take the mean of
this error over a number of simulated data sets, denoted by Err(|∆|L). The “true”
optimal L is selected so as to minimize Err(|∆|L). Figure 3.5 demonstrates simulation
results. The profile of Err(|∆|L) for high correlation scenario suggests the “optimal”
L to be 3. On the other hand, median LCOCV achieves the minimum at L = 3 for the
high correlation scenario. However, LCOCV is not sensitive to L, which is especially
true when spatial correlation is low. Instead of selecting an “optimal” L, we estimate
using a range of different L’s and take the trimmed average of these estimates across
L’s. Simulation results are summarized in Chapter 6.
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Figure 3.1: Boxplots of the first three estimated eigenvalues over 50 simulated data sets are
summarized. True eigenvalues are exp(−k) × 10 for k = 1, · · · , 9, plotted as red starts. Simulated
curves are constructed as the linear combination of eigenfunctions over time interval [0,1]. We
choose eigenfunctions to be φ1(t) ≡ 1, φ2j(t) = sin(jωt) and φ2j+1(t) = cos(jωt) for j = 1, 2, 3
and 4. We generate two separable spatial correlation structures among fPC scores across a one-
dimensional array of 100 equally-spaced locations. Corresponding anisotropy Mate´rn parameters
are α = 0, δ = 1, ζ = 4, ν = 0.5 for high correlation scenario and α = 0, δ = 1, ζ = 1, ν = 0.5
for low correlation scenario. We choose σ = 0.2 and σ = 1 for low and high noise respectively.
Four bandwidth selection methods are tested. LOPO is the sm method where bins are left out in
turn. LOCO is the leave-one-curve-out method of Rice and Silverman (1991). CV10fold represents
the 10-fold cross-validation across all curves. In each fold, left-out curves are selected randomly to
reduce the effect of correlation between curves. AICC is the improved AIC method of Hurvich et al.
(1998). Sparse observations are generated by randomly selecting 10 points from 101 equally spaced
time points over [0,1].
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Figure 3.2: Boxplots of the log of trailing six estimated eigenvalues over 50 simulated data sets
are summarized.
Figure 3.3: Boxplots of the estimated eigenvalues over 100 simulated data sets are summarized.
These data are constructed using the same parameters as those in above simulations
51
Figure 3.4: Leave-curves-out cross-validation of reconstruction error. Simulated curves are con-
structed as the linear combination of eigenfunctions over time interval [0,1]. We use two eigen-
functions φ1(t) ≡ 1 and φ2(t) = sin(ωt). Two separable spatial correlation structures are gen-
erated for a one-dimensional horizontal array of 100 equally-spaced locations. Anisotropy Eigen-
values are λ1 = exp(−1) × 10 = 3.679 and λ2 = exp(−2) × 10 = 1.353. Mate´rn parameters are
α = 0, δ = 1, ζ = 8, ν = 0.5 for high correlation scenario and α = 0, δ = 1, ζ = 1, ν = 0.5 for low
correlation scenario. Corresponding correlations at distance 1 are 0.8825 and 0.3679. Noise stan-
dard deviation σ = 1. When estimating model parameters, we use two spatial separation vectors
∆1 = (1, 0) and ∆2 = (2, 0) on a horizontal line. 5-fold LCOCV scores of squared reconstruction
error is computed over 200 simulated data sets with number of eigenfunctions K = 1, 2, 3, 4. 5%,
median and 95% percentiles are plotted. Results in left panels are based on ρˆ∗k and results in right
panels are based on ρˆprojk .
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Figure 3.5: Simulated data sets are the same as those used in Section 3.7.2. However,
the number of eigenfunctions is fixed at 2. Candidate sets of spatial separation vectors are
{|∆|L = ((1, 0), · · · , (L, 0))}5L=1. “True” mean refers to Err(|∆|L).
Chapter 4
Separability and Isotropy Tests
Separability of spatial covariance is a convenient assumption under which Cov(ξi, ξj)
is simply a rescaled identity matrix and thus a parsimonious model could be fitted.
However, we would like to design a hypothesis test to examine if this assumption is
valid and justified by the data. Besides, Section 2.2 shows that spatial correlation
could depend not only on distance but angle as well. Whether correlation is isotropic
or not may be an interesting question for researchers and is informative for subsequent
analysis. In this section, we propose two hypothesis tests to address these issues based
on SPACE model.
4.1 Separability Test
Recall the correlation matrix of the kth fPC scores among curves is denoted by
ρk. We model ρk through anisotropy Mate´rn model through parameters αk, δk, ζk
and νk. Suppose we use K eigenfunction to approximate the underlying process.
Then we partition the set {1, 2, · · · , K} into A mutually exclusive and collectively
exhaustive groups K = {K1, · · · ,KA}. A generic hypothesis can be formulated in
which parameters are assumed to be the same within each group but different between
54
groups. Consider a simple example where we believe correlation structures of only
the first 3 fPC scores are the same versus the hypothesis that all correlations are
arbitrary. Then the partition associated with the null hypothesis is K0 : {K01 =
{k1, k2, k3},K02 = {k4}, · · · ,K0K−2 = {K}}. The partition for alternative hypothesis
is K1 : {K11 = {k1},K12 = {k2}, · · · ,K1K = {K}}. For general tests, we formulate the
hypothesis as follows:
H0 : αk ≡ αr, δk ≡ δr, ζk ≡ ζr, νk ≡ νr, ∀k ∈ Kr, r = 1, 2, · · · , A (4.1.1)
H1 : αk, δk, ζk, νk are arbitrary (4.1.2)
If sample curves are independent, bootstrapped curves could be constructed through
bootstrapping fPC scores, see Liu et al. (2012) and Li and Chiou (2011). With
correlated curves, reshuffling of the fPC scores is not appropriate as correlation struc-
ture would brake down. Correlated fPC scores could be transformed to be uncor-
related through covariance matrix constructed with anisotropy Mate´rn parameters
estimated under the null hypothesis. Specifically, if assuming H0 is true, anisotropy
Mate´rn parameters could be estimated by pooling empirical correlations within each
group Kr. Reshuffling of the transformed scores is done through either bootstrap-
ping or permutation. Next, reshuffled scores are transformed back to the original
fPC score space. Then resampled curves are constructed as the linear combination
of eigenfunctions weighted by the resampled fPC scores. Let θk , {αk, δk, ζk, νk} be
the set of anisotropy Mate´rn parameters. The detail procedures are described below.
step 1. Estimate model parameters assuming they are arbitrary. Denote the estimates
by σˆ2, φ̂(t), λ̂ and θ̂k. Then compute the observed test statistics S using these
estimates.
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step 2. Estimate fPC scores using σˆ2, φ̂(t), λ̂ and θ̂k according to the nonseparable
case in (3.4.6). Note
̂˜
ξ in (3.4.6) is arranged by curve index i. We rearrange
it by fPC index k and let ξ̂k be the vector of estimated kth fPC scores across
all locations.
step 3. Estimate θk assuming H0 is true. Specifically, for each r ∈ A, fit anisotropy
Mate´rn model (3.3.1) with pooled inputs
{∆l, ρˆ∗k(∆l),∀k ∈ Kr}Ll=1 or {∆l, ρˆprojk (∆l),∀k ∈ Kr}Ll=1 (4.1.3)
Let θ̂
0
k be the pooled estimates. Note θ̂
0
k1
= θ̂
0
k2
if k1, k2 are both in Kr.
step 4. For each k whose associated Kr has more than one indices, let ρ̂0k be the spatial
correlation matrix constructed using θ̂
0
k. Suppose ρ̂
0
k has eigen-decomposition
VCVT . Then under the null hypothesis, Ĉov(ξk) = λˆkVCV
T . Define trans-
formation matrix T = (λˆkC)
−1/2VT and the transformed scores ẑk = Tξ̂k.
Then Ĉov(zk) = IN×N
step 5. Resample ẑk’s. These transformed scores could be reshuffled through permu-
tations. In particular, we pool ẑk’s across all k’s within eachKr and permutate
pooled scores. Let ẑ
Pp
k be the pth permutated scores. Resampling could also
be done by bootstrapping. Specifically, randomly sample the curve indices
{1, · · · , N} with replacement and let P (i) be the permutated index for curve
i. Then the bth bootstrapped score for curve i is obtained as zˆBbik = zˆP (i)k for
all k’s whose associated Kr has more than one indices. Repeat this step for
B and P times for bootstrapping and permutation respectively.
step 6. Transform resampled scores ẑ
Pp
k ’s and ẑ
Bb
k ’s. Define ξ̂
Pp
k = T
−1ẑPpk and ξ̂
Bb
k =
T−1ẑPpk to be the resampled fPC scores. Note if the null is true, resampled
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scores ξ̂
Pp
k and ξ̂
Bb
k are expected to preserve the original common correlation
structure among k’s within Kr. On the other hand, if the alternative is true,
though ẑ
Pp
k and ẑ
Bb
k are not independent, the difference in correlation are
minimized by mixing across k’s through permutation. Thus ξ̂
Pp
k and ξ̂
Bb
k are
assumed to have the same correlation structure among k’s. The intuition is an
analogous to the permutation test of equal means between two independent
normal distributions.
step 7. Construct resampled curves as below
Y Bbi (t) = µˆ(t) +
∑
|Kr|>1
∑
k∈Kr
ξˆBbik φˆk(t) +
∑
|Kr|=1
∑
k∈Kr
ξˆikφˆk(t) (4.1.4)
Y
Pp
i (t) = µˆ(t) +
∑
|Kr|>1
∑
k∈Kr
ξˆ
Pp
ik φˆk(t) +
∑
|Kr|=1
∑
k∈Kr
ξˆikφˆk(t) (4.1.5)
where |Kr| represents the number of elements in Kr
step 8. Based on {Y Bbi (tij)}N,nii=1,j=1 and {Y Ppi (tij)}N,nii=1,j=1, estimate the parameters of
anisotropy Mate´rn model (3.3.1). Denote the estimates by θ̂
Bb
k and θ̂
Pp
k . Then
compute test statistics SBb and SPp .
step 9. Repeat steps 5 to 8 for a number of times and obtain {SBb}Bb=1 and {SPp}Pp=1
which form the empirical null distribution of the test statistics. Then make
decision by comparing the null distribution with the observed test statistics
S.
We don’t prioritize any particular choice of test statistics here. In general, for
testing the H0 above, we could transform θ̂k, θ̂
Bb
k and θ̂
Pp
k from parameter space
to correlation space. Let ρ¯∗r(∆
eval; θ̂k) =
∑
k∈Kr ρ
∗(∆eval; θ̂k)/|Kr| be the average
correlation computed at separation vector ∆eval across k’s in Kr. Then define statistics
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as
S =
A∑
r=1

∑
k∈Kr
(
ρ∗(∆eval; θ̂k)− ρ¯∗r(∆eval; θ̂k)
)2
|Kr|

1/2
(4.1.6)
Similarly, deinfe
SPp =
A∑
r=1

∑
k∈Kr
(
ρ∗(∆eval; θ̂
Pp
k )− ρ¯∗r(∆eval; θ̂
Pp
k )
)2
|Kr|

1/2
(4.1.7)
SBb =
A∑
r=1

∑
k∈Kr
(
ρ∗(∆eval; θ̂
Bb
k )− ρ¯∗r(∆eval; θ̂
Bb
k )
)2
|Kr|

1/2
. (4.1.8)
Usually, we select ∆eval based on the most immediate neighboring location in Eu-
clidean distance.
4.2 Isotropy Test
Isotropy test is essentially the same as the separability test. To make the test more
general, we assume a priori that correlation structures are the same across k’s within
Kr for r = 1, 2, · · · , A. Note that within each Kr, αk’s and δk’s must take equal values
across k’s. Let Kα = {Kr1 , · · · ,Krα} be the set of which αk’s are assumed to be zeros.
Then let Kcα be the complement set of Kα where α can take arbitrary values. To test
the following hypothesis
H0 : αk = 0,∀k ∈ Kr ∈ Kα (4.2.1)
H1 : ∃k ∈ Kr ∈ Kα, s.t. αk 6= 0, (4.2.2)
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we propose a similar procedure which slightly differs from the separability test in step
1, step 3, step 7 and step 8. Specifically, we replace these steps in separability tests
by the following.
step 1*. Estimate model parameters under the separability assumption. In particular,
θ̂k is obtained by pooling empirical correlations from all k’s within Kr. Then
compute S based on these estimates.
step 3*. Under the null hypothesis, we estimate anisotropy Mate´rn parameters. For
any k ∈ Kr that belongs to Kα, αˆ0k and δˆ0k are fixed at zeros while ζˆ0k and νˆ0k
are obtained using {∆l, ρˆ∗k(∆l),∀k ∈ Kr}Ll=1 or {∆l, ρˆprojk (∆l),∀k ∈ Kr}Ll=1.
Then θ̂
0
k = (0, 0, ζˆ
0
k, νˆ
0
k) for any k ∈ Kr. For any k ∈ Kr that belongs to Kcα,
no extra estimation is needed. We keep fPC scores estimated in step 2 for
those k’s and perform no transformation on them.
step 7*. Construct resampled curves as below
Y Bbi (t) = µˆ(t) +
∑
Kr∈Kα
∑
k∈Kr
ξˆBbik φˆk(t) +
∑
Kr∈Kcα
∑
k∈Kr
ξˆikφˆk(t) (4.2.3)
Y
Pp
i (t) = µˆ(t) +
∑
Kr∈Kα
∑
k∈Kr
ξˆ
Pp
ik φˆk(t) +
∑
Kr∈Kcα
∑
k∈Kr
ξˆikφˆk(t) (4.2.4)
step 8*. Based on {Y Bbi (tij)}N,nii=1,j=1 and {Y Ppi (tij)}N,nii=1,j=1, estimate the parameters of
anisotropy Mate´rn model (3.3.1) under the separability assumption.
Accordingly, the test statistics S could be as simple as the sum of absolute αˆ’s,
S =
∑
Kr∈Kα
|αˆr| (4.2.5)
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where αˆr represents the common estimate for each k in set Kr. Testing procedures de-
scribed above can be easily extended to the case where both separability and isotropy
effect are of interest.
Chapter 5
Functional Factor Rotation
This chapter presents a functional factor rotation method to improve factor inter-
pretability. Specifically, we propose Periodic Principal Components (PPC) to ex-
tract periodic information by rotating functional principal components towards a
pre-defined space spanned by periodic functions. In Section 5.1, we will show a
motivating example in which we perform standard functional principal component
analysis and demonstrate the motivation for PPCs. In Section 5.2, we introduce the
framework of PPC and show its application on our remote sensing data. Section 5.3
illustrate some direct applications of PPCs in data analysis. Section 5.4 describes a
hypothesis test we propose to examine the existence of exact periodic information.
Results of simulation studies are presented in Chapter 6.
5.1 A Motivating Example
5.1.1 The Data Set
The data set used for this work consists of time series of remotely sensed images
acquired over a site in central Massachusetts. Specifically, we used surface spectral
reflectance measurements from the Moderate Resolution Imaging Spectroradiometer
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(MODIS) on board NASA’s Terra and Aqua satellites. Data from MODIS were
extracted for a 25 by 25 pixel window (covering an area of ≈ 134 Km2) centered over
the Harvard Forest Long Term Experimental Research site in Petersham, MA. This
site is characteristic of mid-latitude temperate forests and is dominated by deciduous
tree and understory species that exhibit strong seasonal variation in phenology. Data
are provided at 8-day intervals (46 data points per year) for the period from January
1, 2001 to December 31, 2006. The spatial resolution of the data is 500-m on the
ground. Using MODIS surface spectral reflectance in the blue, red, and near-infrared
(NIR) wavelengths, we computed a quantity known as the “enhanced vegetation
index” (EVI; Huete et al. (2002)):
2.5× NIR−RED
NIR + C1 ×Red− C2 ×Blue+ L,
where NIR, Red and Blue are reflectance of the corresponding bands recorded by
MODIS and C1, C2 and L are constant coefficients. The EVI exploits spectral re-
flectance properties of live vegetation, yielding an index that scales from -1 to 1 that
is widely used for monitoring seasonal dynamics in vegetation. Because EVI data
are sensitive to the presence of snow and include noise and missing values caused by
clouds, the data were pre-processed prior to analysis to remove noise and fill gaps
following the procedure described by Zhang et al. (2006). In appendix A, we provide
a detailed account of this pre-processing and criteria for excluding pixels with large
blocks of missing observations.
The final data set consisted 276 EVI time series values for each of 423 pixels
(excluding pixels with problematic observations); i.e., 423 replicated curves, with
each replication corresponding to a pixel in the area of interest. The regular spatial
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and temporal sampling of EVI data makes functional data analysis a useful framework
for exploring variation among curves and facilitating the study of change in variation.
5.1.2 Smoothing of EVI
Denote the discrete observation at pixel i and time tij by Yij. We consider the
following additive error model,
Yij = xi(tij) + eij, 1 ≤ i ≤ N and 1 ≤ j ≤ ni,
where xi(t)’s are the true realizations of the underlying random growing process X(t)
and eij’s are errors. To estimate xi(t), we choose a regularization approach based
on basis expansion. Specifically, we fit our data with saturated Fourier basis and
explicitly penalize the total curvature. The Fourier basis is numerically convenient for
our purposes; experiments with alternative B-spline bases indicated that our results
are insensitive to this choice. The smoothing parameter is chosen to minimize the sum
of generalized cross validation scores over all curves. This can be implemented in R
(R Development Core Team, 2010) using the FDA package (Ramsay et al., 2010). Let
xˆi(t) denote the fitted curve. Then, we further process this raw fitting by removing
from each xˆi(t) its time-series average. Then, we obtain the demeaned curve zi(t) as,
zi(t) = xˆi(t)− 1
T
∫ T
0
xˆi(t)dt, 1 ≤ i ≤ N.
This demeaning process removes vertical variation and avoids defining it as either
annual or non-annual. The centering removes heterogeneity in the overall growing
level and allows us to focus on non-constant modes of variation; see further discussion
in Section 5.2. The pre-smoothed and demeaned EVI curves on Harvard Forest data is
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shown in the upper left plot in Figure 5.1. While many methods have been developed
to analyze the features and structure of the mean shape, in this paper we are interested
in changes in vegetation dynamics manifested in terms of variance. We decompose
Figure 5.1: Upper left: Preprocessed EVI data is obtained by first smoothing raw EVI
observations with saturated Fourier basis expansion and the penalty on the second
derivative and then the raw EVI fit is time-series demeaned. Lower left: The solid
line is the mean of preprocessed EVI curves. The dashed line is the projection of
mean onto the subspace spanned by all Fourier basis functions with annual period in
the saturated basis system. Right: Percentage of variation explained by Fourier basis
functions. Preprocessed EVI curves are projected onto each Fourier basis function.
The variance of the projection scores and its percentage of the total variance are
computed. The Fourier basis index starts from sin(ωt). The function sin(Kωt) has
index 2K − 1 and cos(Kωt) has index 2K. The solid triangles highlight the percent-
age score-variance associated with annual Fourier basis which correspond to index
11, 12, 23, 24, 35, 36, · · · , 95, 96. The constant basis is not included in the calculation
and index.
the total variation among the EVI curves by projecting EVI curves to the saturated
Fourier basis system. This decomposition shows that variation explained by annual
Fourier basis function is a dominating source of variation in our example; as shown
in the right plot in Figure 5.1. The data here are defined on a grid of observations
taken every 8 days and thus could be considered a very high-dimensional multivariate
data set. We have chosen to view these data as functional due to the underlying
smooth greening process that they record, and because it facilitates the definition of
periodicity which we employ to define a factor rotation below.
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5.1.3 Functional Principal Component Analysis
Functional principal component analysis (fPCA) is a well studied research area. It
provides a way to extract major mode of variation among curves and our proposed
PPC is based on and motivated by fPCA. To introduce and fix notations for de-
scription of PPC in later sections, we give a brief review on fPCA. More refer-
ences on fPCA can be found in Ramsay and Silverman (2002), Yao et al. (2005a)
and Mu¨ller et al. (2006). In particular, we look for a set of normalized and or-
thogonal functions φj(t) such that the projection of all EVI curves onto each spe-
cific φj(t) has the largest variability. These φj(t)’s are called the functional prin-
cipal components (fPCs). Formally, suppose we have N smoothed and time-series
demeaned EVI curves zi(t), 1 ≤ i ≤ N . The sample cross-section mean pro-
cess is µˆ(t) = N−1
∑
i zi(t). Then the cross-section demeaned curve is obtained as
z˜i(t) = zi(t) − µˆ(t). φj(t) is chosen to maximize N−1
∑
i(
∫
φj(t)z˜i(t)dt)
2 subject to
the constraints that
∫
φj(t)φk(t)dt = δjk where δjk is the Kronecker delta. Given the
estimated covariance kernel Ω(s, t) = N−1
∑N
i=1 z˜i(s)z˜i(t), each fPC, φj(t), satisfies
the eigen-equation
∫
Ω(s, t)φj(t)dt = λjφj(s) where λj is the associated eigenvalue.
By writing φj(t) in expansion of basis functions, this problem can be reduced to the
computation of matrix eigenvalues and eigenvectors. Here we have pre-smoothed the
data and applied a principle-components decomposition without additional penalty.
fPCA can also be employed along with smoothing methods (Silverman, 1996) or by
directly smoothing the covariance surface (Yao et al., 2005a). The methods developed
below are applicable for an fPCA decomposition, irrespective of the method employed
to derive it. In order to explore the variation in EVI curves, we apply the standard
fPCA techniques on Harvard Forest data. The first 4 fPCs of Harvard Forest are
plotted in Figure 5.2 where each of the four fPCs contains some level of annual peri-
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Figure 5.2: Upper left: the first 4 fPCs of the Harvard Forest data; Upper right: the
scree plot of the fPC. The vertical dashed line stands at 46 and the horizontal dashed
line shows the amount of variation not explained by the first 46 fPCs; Lower left:
VARIMAX components derived by rotating the first 46 fPCs; Lower right: VARIMAX
components derived by rotating the first 4 fPCs. Numbers in parentheses of the legend
are percentage of variation explained by each component.
odicity and pick up features of EVI variation at different times of year. For example,
the first PC shows that the contrast of EVI between summer and winter is the most
distinct feature that characterizes the vegetation growing in this area, however, with
a decreasing trend suggesting the contrast between summer and winter has changed
over the 6 years. The second fPC has a sharp peak roughly at the start of each grow-
ing season combined with noticeable dips during year 5 and 6. Due to the existence of
the two negative bumps, it is hard to interpret the second fPC as the effect of growing
season onset. The third fPC emphasizes the ending of growing season, characterizing
variation in the timing of vegetation browning. However, as these fPCs are combined
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with non-annual signal, they are not designed to distinguish between annual and
non-annual sources of variation. In Section 5.2, we discuss the appropriate rotation
of fPCs to aid interpretation by separating annual and non-annual sources variation.
But first we discuss one widely used technique of rotation for functional data– the
VARIMAX rotation.
5.1.4 VARIMAX Rotation
VARIMAX is a widely used orthonormal transformation in multivariate analysis
which can make multivariate principal components more interpretable. The func-
tional VARIMAX rotation borrows readily the concept of multivariate VARIMAX
rotation. Suppose we retain the first M fPCs and the subspace spanned by these M
fPCs is denoted by ΦM . We use φ to refer to the vector valued function (φ1, · · · , φM)′.
Let B be a M × n evaluation matrix of φ where Bij = φi(tj), 1 ≤ j ≤ n. Given an
orthonormal matrix T, ν = Tφ gives us a new set of orthonormal functions. The
evaluation matrix at the same tj’s of the rotated functions ν is given by A = TB.
Denote the ijth entry of matrix A by aij. Then the VARIMAX strategy for choosing
the orthonormal rotation matrix T is to maximize the variation of a2ij over all values
of i and j.
The solution to the above maximization problem will encourage values aij to be
either strongly positive, near zero, or strongly negative. This rotation tends to cluster
information and make the components of variation easier to interpret. VARIMAX
rotation on the first 46 fPCs and on the first 4 fPCs are shown in the two lower plots
in Figure 5.2. If using only 4 fPCs, we do not have sufficient flexibility to provide
improved interpretation. By contrast, using 46 fPCs provides so much concentration
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on individual time points that any natural interpretation is lost.
The rotation described here can be generalized to describe a rotation of principal
components to find directions that lie close to an interpretable reference subspace.
In a multivariate context, this amounts to finding a rotation of factors Φ so that
the leading components lie close to a subspace spanned by the columns of a matrix
FP , assumed to have interpretable relevance for the application at hand and the
mathematical development below can be read in an entirely multivariate context. It
more generally applies to observations taking values on any Hilbert space. While
the space of periodic functions is clearly relevant for our application, the choice of
subspace is context-specific.
5.2 Principal Periodic Component (PPC)
The VARIMAX rotation does not achieve our goal of separating annual and non-
annual variation since its objective function is not designed to do so. We need to
explicitly define an objective function which can extract annual variation. One natural
way to do this is to order the rotated fPCs by their levels of annual periodicity. To
measure annual periodicity, we will first define benchmarks which have strict annual
periodicity. Then we compute the closeness between rotated fPCs and corresponding
benchmarks and these computed closeness serve as the measure of annual periodicity
of the rotated fPCs. Refer to Fourier basis functions with annual period as fk, 1 ≤
k ≤ P , the vector of them as f and the space spanned by them as FP . Hence, FP
is a space of functions with annual periodicity up to a certain frequency determined
by P . P is limited to the set of periodic Fourier coefficients used to smooth the
data. More generally P can be set to N - allowing the interpolation of any N points
68
that lie in a strictly periodic subspace. We construct our benchmarks as the linear
combination of fk’s. Then benchmarks are in FP and thus have exactly annual
periodicity. Intuitively, we can consider φ and f as two frames of their own spaces
ΦM and FP . We can rotate the two frames and align them in the same direction
as much as possible. If ΦM contains direction which is exactly annual, then we will
align the two spaces at least in one direction. The closeness between the rotated fPC
and associated benchmark is computed as their standardized inner-product.
5.2.1 Principal Periodic Component Framework
In this Section, we give a mathematical description of the PPC methodology. Recall
that φ is a M dimensional vector of fPCs obtained from time-series demeaned curves
and f is a P dimensional vector of Fourier basis functions with annual period. Define
Σφf =< φ, f >, where < ·, · > is the inner-product in L2 space and the ikth entry
of Σφf is given by < φi, fk >. We compute the singular value decomposition Σφf =
Uˆ′WVˆ and denote the jth row of Uˆ by uˆ′j and the jth row of Vˆ by vˆ
′
j. The PPCs
and associated benchmarks are then defined as follows,
ξj = uˆ
′
jφ and θj = vˆ
′
jf , j = 1, 2, · · · ,min(M,P ). (5.2.1)
In the above definition, we call ξj the jth PPC and θj the associated benchmark of ξj.
In order to derive these estimates, denote any rotation on φ by U with u′j being
the jth row of U, and any rotation on f by V with v′j being the jth row of V. Let
ξ0j = u
′
jφ and θ
0
j = v
′
jf . Then ξ
0
j is the jth rotated fPC and θ
0
j is a function with
annual cycle. We define the closeness measure of the pair ξ0j and θ
0
j as the angle
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between them
ρj = ρ(ξ
0
j , θ
0
j ) =
< ξ0j , θ
0
j >
‖ξ0j ‖‖θ0j‖
=
< u′jφ,v
′
jf >
‖u′jφ‖‖v′jf‖
(5.2.2)
Given this closeness measure, we solve the following optimization problem for j =
1, 2, · · · ,min(M,P ),
(uˆj, vˆj) = arg max
uj,vj
ρ(ξ0j , θ
0
j ) = arg max
uj,vj
u′jΣφf vj
u′jΣφφuj · v′jΣff vj
, (5.2.3)
subject to < ξ0j , ξ
0
k >= δjk, < θ
0
j , θ
0
k >= δjk, < ξ
0
j , θ
0
k >= 0, where the ikth entry of
Σφf , Σφφ and Σff are given by < φi, fk >, < φi, φk > and < fi, fk > respectively.
We observe that the objective in (5.2.3) has the same form as multivariate canon-
ical correlation analysis (CCA) where random variables are replaced by functions.
However, the sampling properties of the PPC rotation differ from CCA in that the
frame of our reference subspace, f , is deterministic while fPCs φ is random where
randomness comes from sampling variation. See Mardia et al. (1979) for an overview
of CCA, in the functional analysis context see Leurgans et al. (1993) and He et al.
(2003). According to the CCA results, we have the following solution,
uˆj is proportional to the jth eigenvector of (5.2.4)
Σ−1φφΣφfΣ
−1
ffΣ
′
φf and uˆ
′
jΣφφuˆj = 1, (5.2.5)
vˆj is proportional to the jth eigenvector of (5.2.6)
Σ−1ffΣ
′
φfΣ
−1
φφΣφf and vˆ
′
jΣff vˆj = 1. (5.2.7)
Due to the orthogonality of fPCs and Fourier basis system, we have Σφφ = I and
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Σff = I. These two identities reduce (5.2.4) and (5.2.6) to the eigen analysis of
Σφf and the results in (5.2.1) follows. In (5.2.1), Uˆ and Vˆ are two orthogonal rota-
tion matrices on φ and f respectively. In a more general context, (5.2.4-5.2.6) can
be employed if, for example, the space FP is not parameterized by an orthogonal basis.
In this context, the motivation for removing the time series mean of the observa-
tions as described in Section 5.1 becomes apparent. We have not defined variation
in terms of a constant vertical shift as being either periodic or a-periodic in nature.
De-meaning the observations ensures that there is zero variation in this direction
and hence all the computed fPCs will also integrate to zero. Had this step not been
carried out, the constant shift would have been conflated with both periodic and
a-periodic sources. If this constant source of variation were defined as periodic, a
constant function could be added to the space FP .
5.2.2 PPC Results on Harvard Forest Data
We now apply our PPC methodology on the Harvard Forest data. In the Harvard
Forest data, periodicity is set to be annual and thus we have 46 Fourier basis functions
with annual period. Thus P = 46 and the space spanned by these functions is F46.
We set M = P = 46 in our calculation in order to get pairwise match between the
PPCs and benchmarks. Φ46 accounts for 93.4% of total variation. The robustness
of PPC computation with respect to the choice of M is further discussed in Section
5.2.3. A selection of four pairs of PPCs and associated benchmarks with decreasing
correlations are shown in Figure 5.3. The first PPC suggests the most important
annual variation is the contrast between summer and winter. The second PPC has
the effect of shifting summer forwards or backwards in time while the third PPC
71
Figure 5.3: PPC results on Harvard Forest data. PPCs are computed with 46 fPCs
of preprocessed EVI curves. The solid curves are PPCs ξj and the dashed curves are
benchmarks θj associated with ξj. The correlation is computed as the standardized
inner product between θj and ξj. The pair index is ordered by the correlation.
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corresponds to combined effect of growing season length and summer maximum EVI.
These leading PPCs demonstrate modes of variation which are most likely to repeat
every year. From an ecological perspective, these sources of variance are of critical
importance because they reflect signatures of climate variability in ecosystem pro-
cesses. Thus, PPCs provide a tool for characterizing and understanding how subtle
changes in climate, such as shifts in the timing of seasons, are affecting ecosystems
(Parmesan and Yohe, 2003; Piao et al., 2008).
Note that benchmarks are always exactly annual and the correlation between
PPCs and their benchmarks decreases as we extract more PPCs. We thus construct
a set of orthonormal functions which are ordered by their level of annual periodicity.
This shows that the amount of annual variation contained in PPCs decreases as
the index increases. A trade-off in defining which components should be denoted
“periodic” is detailed in Section 5.2.4
5.2.3 Stability of PPC Directions
Choosing the number of fPC components, M is a statistically challenging task. This
number depends on several factors including strength of signals, the choice of smooth-
ing parameter, and sampling error as well as the choice of fPCA methodology. An
ideal factor rotation should be insensitive to the number of factors chosen. This is
particularly important when there are many small components of variation and the
number of components selected can be unstable. In the VARIMAX rotation the in-
terpretation of rotated components is very sensitive to M . On the other hand, the
PPCs provide a natural framework to achieve this goal when the principal sources of
variation are periodic in nature. This is achieved due to the use of an well defined
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reference subspace, thereby stabilizing the choice of “interesting” directions.
We explored the stability of the leading rotated component for a range of choices
for M – the number of fPCs we rotate – from 5 to 50 in increments of 5. In these data,
the first VARIMAX component was highly unstable while the first PPC remained
stable and retained most of its interpretation for the whole range of M (see Figure
5.4). Here we define the first important VARIMAX component in any of three ways:
(i) the component which accounts for the most variation, (ii) the component of M
fPCs that is closest to the first VARIMAX direction derived with M − 5 fPCs in L2
sense, and (iii) the component closest to the first fPC. To summarize the stability of
these rotations we explored the L2 difference between components rotated using M
and M + 5 fPCs under each of the three VARIMAX definitions above and using the
first PPC component. The L2 differences on PPC rotation are highly stable, whereas
the measure for all of the VARIMAX rotations shows large change in both directions.
5.2.4 Variation Decomposition
We demonstrate the variation decomposition using two sets of rotations, one being
the standard VARIMAX rotation and the other being the PPC rotation described
in this paper. For comparing the two techniques we define component scores as EVI
curves projected on the set of orthogonal functions in which we are interested. Denote
the VARIMAX components based on 46 fPCs by νj. Then we have
sφij =
∫
T
z˜i(t)φj(t)dt and λ
φ
j =
1
N− 1
N∑
i=1
(sφij)
2,
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Figure 5.4: Upper left: L2 difference between rotated components derived on con-
secutive values of M . The horizontal axis represents the value of M , the number
of fPCs used in rotations. For a given M , the corresponding value on vertical axis
measures the L2 difference between components obtained by rotating M and M − 5
fPCs. Three different dashed lines correspond to three definitions of the first VARI-
MAX component. The solid line corresponds to the PPC. Upper right: Percentage
of variation explained, diamonds are cumulative variation explained by VARIMAX
components. Squares are cumulative variation explained by fPCs. Circles are cu-
mulative variation explained by PPCs. Triangles are cumulative variation explained
by benchmarks; Lower left: PPC scree plot, computed as the amount of cumulative
variation explained by benchmarks as a proportion of cumulative variation explained
by PPCs; Lower right: Correlation between PPCs and benchmarks;
sξij =
∫
T
z˜i(t)ξj(t)dt and λ
ξ
j =
1
N− 1
N∑
i=1
(sξij)
2,
sθij =
∫
T
z˜i(t)θj(t)dt and λ
θ
j =
1
N− 1
N∑
i=1
(sθij)
2,
sνij =
∫
T
z˜i(t)νj(t)dt and λ
ν
j =
1
N− 1
N∑
i=1
(sνij)
2.
75
The cumulative sum of λφj , λ
ξ
j , λ
θ
j and λ
ν
j are plotted in the upper right plot in Figure
5.4. The VARIMAX decomposition tends to produce equal decomposition, indicated
by the low curvature of its cumulative sum. The fPCs decompose the total variation
by their decreasing abilities to explain variation, producing the concave feature seen
in its cumulative sum. Variation explained by the benchmarks goes flat, suggest-
ing the annual variation represented by benchmarks with low correlation tends to
be orthogonal to Φ46. The increasing gap from the left to the right between PPC
decomposition and benchmark decomposition reflects the decreasing ability to line
up the rotated frames of Φ46 and F46.
5.2.5 Nearly-Annual and Non-Annual Trade Off
In this subsection, we develop an ad hoc methodology of choosing PPCs as nearly-
annual, in order to separate annual variation from non-annual variation. Since the
level of annual periodicity decreases, it suffices to find a cut-off position and include
all PPCs before the cut off as nearly-annual and all PPCs after the cut-off as non-
annual. To this end, we measure the cumulative amount of variation explained by
benchmarks as a proportion of cumulative variation explained by PPCs and call it
annual information (AI). Specifically, we define
AIj =
∑j
k=1 λ
θ
k∑j
k=1 λ
ξ
k
.
AI scores show an elbow around 8 PPCs (see the lower left plot in Figure 5.4). This
elbow suggests a possible position to cut off. This position is further supported by the
plot of correlation between PPCs and benchmarks where a sudden drop is observed
around 8 PPCs. In Section 6.4 we detail a simulation study investigating the efficacy
of AI as a visual diagnostic where we demonstrate that the appropriate number of
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PPC’s is selected with high probability.
5.3 Application of PPC
PPCs are modes of variation which are ordered by their level of annual periodicity.
Since PPCs are generated by orthogonally rotating the fPCs, PPCs form another
empirical orthogonal basis which can be used to decompose EVI curves. Moreover, if
we project EVI curves onto PPCs and fPCs, the approximation by PPCs is as good
as the approximation by fPCs. However, we can further decompose EVI curves into
nearly-annual and non-annual components. Suppose P > M and thus we have M
PPCs. If we have K fPCs in total, then we have the following decomposition.
zi(t) = µˆ(t) +
J∑
j=1
sξijξj(t) +
M∑
j=J+1
sξijξj(t) +
K∑
j=M+1
sφijφj(t), 1 ≤ i ≤ N. (5.3.1)
The first term on the right hand side of (5.3.1) is the sample mean function. The sec-
ond and the third terms are the nearly-annual component and non-annual component
we determine in the last subsection. Note J in (5.3.1) is the number of PPCs we de-
termined as nearly-annual. For the Harvard Forest data, J is taken as 8 based on the
AI elbow and the correlation criterion described in Section 5.2.5. The last term in
(5.3.1) is the contribution of fPCs associated with very small eigen-values, which are
removed when we truncate to a certain percentage of variation. These are retained in
conducting the simulation studies below. The decomposition result is shown in Fig-
ure 5.5. This decomposition helps us reconstruct original EVI curves with restoring
annual information as our priority. Recall that our motivation of proposing PPCs
is to separate annual and non-annual variation in the EVI curves. We expect that
change in variability, if any, should be contained in the non-annual component. To
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Figure 5.5: Upper left: Decomposition of signals. The top panel is noise which is
removed when we retain the first 46 fPCs. The middle panel is the nearly-annual
component and the bottom panel is the non-annual component. Cut-off between
nearly-annual and non-annual is chosen at 8 first PPCs; Upper right: The first fPCs.
The dashed curve is the first fPC of the original data. The solid curve is the first fPC
of the non-annual component. Lower left: The second, the third and the fourth fPCs
of the non-annual component; Lower right: Interpretation of the first fPCs of original
data and non-annual component. Solid curves are the mean. In the upper panel, plus
signs are mean curve plus multiple of the first non-annual fPC and minus signs are
mean curve minus multiple of the first non-annual fPC. In the lower panel, plus and
minus signs are multiple of the first fPC of original data away from the mean curve.
uncover this information, we look into the fPCs of this non-annual component. There
are distinct features in the first four non-annual fPCs; see Figure 5.5. In particular,
a multiple of either the first original or non-annual fPC are added to and subtracted
from the mean curve to facilitate interpretation. The plus signs represent the curves
which receive positive fPC scores while the negative signs represent the curves which
receive negative fPC scores. It is observed that the first non-annual fPC is mostly
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positive in the first three years and mostly negative in the last three years. The real
message of the first non-annual fPC is that the most dominant change of variation is
the contrast of EVI relative to the cross-section mean between the first three years
and the last three years. This contrast is also visualized by the gradual change of
relative positions of plus and minus signs, shown in the upper panel of lower right
plot in Figure 5.5. There are also large peaks during the 5th and 6th years, indicating
events specific to those years. The decreasing and last-two-year feature in the first
non-annual fPC strongly correspond to and enhance the features observed previously
in the first and second original fPCs. Further, the second to the fourth non-annual
fPCs all capture information in particular years. We can further investigate the spa-
Figure 5.6: Maps of component scores. The squares with dot in the middle represent
the pixels we remove from the raw data set due to blocks of missing observations.
These two score maps are naturally oriented with north at the top. Left: Projections
of the first fPC onto EVI curves. Right: Projections of the first non-annual fPC onto
EVI curves. A clear south-west to north-east pattern of correlation is evident in the
non-annual fPC scores
tial structure of the estimated a-periodic effects by plotting the scores of the first
non-annual fPC on a map of pixels.The map on the right in Figure 5.6 show a no-
ticeable south-west to north-east correlation structure that may be indicative of local
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geographic features. In preparing score maps in Figure 5.6, we imputed the pixels
which had been excluded due to blocks of missing observations by using the functional
covariance structure estimated from the retained pixels. The imputation procedure
is discussed in details in the Appendix A. The existence of evident spatial correlation
may require new approaches to fPCA. Paul and Peng (2010) demonstrated that fPCA
remains consistent under mild assumptions on spatial correlation. Alternatively, Allen
et al. (2011) provide an approach to directly account for spatial correlation.
5.4 Tests of Periodic Variation
The high correlation between the first few PPCs and associated benchmarks give rise
to the question of whether there is exact annual variation contained in Φ46, the space
of leading fPCs, or PPCs (up to a orthogonal rotation). Note that the first PPC has
the highest correlation with any linear combination of the annual basis. So the test
of whether there is exactly annual variation contained in Φ46 is equivalent to testing
the following hypothesis,
H0 : ρ1 = 1,
H1 : ρ1 < 1.
where ρ1 is the correlation between the first PPC and its corresponding benchmark
defined in (5.2.2). Note we have two ways to formulate this null hypothesis in terms
of how we describe the leading fPC subspace Φ46, either by the number of fPCs span-
ning it, or the percentage of variation it explains. We explore both formulations in
following analysis. This null hypothesis does not follow classical test of correlation
coefficients in a multivariate setting (see, e.g., Mardia et al., 1979). Here we test
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that the leading principal components have non-trivial intersection with a pre-defined
subspace rather than the independence of pairs of linear combinations of two random
variables. To do so, we need to generate a null distribution for ρ1 which is no longer
invariant to the covariance under the null. We therefore seek an approximate least-
favorable covariance by a minimal perturbation of the data so as to satisfy H0 and
then apply a bootstrap.
We first generate hypothesized curves to approximate the functional covariance
under null hypothesis based on curves z˜i(t)’s. We rewrite (5.3.1) as
z˜i(t) = s
ξ
i1ξ1(t) +
M∑
j=2
sξijξj(t) +
K∑
j=M+1
sφijφj(t), 1 ≤ i ≤ N.
Under the null hypothesis, the first PPC and the first benchmark should be identi-
cal. Then we can replace the first PPC with its associated benchmark in the above
equation and further write
z¯i(t) = s
ξ
i1θ1(t) +
M∑
j=2
sξijξj(t) +
K∑
k=M+1
sφijφj(t), 1 ≤ i ≤ N. (5.4.1)
z¯i(t)’s are called hypothesized curves under replacement. The eigen-structure of the
covariance contained in z¯i(t)’s is an approximated least-favorable eigen-structure un-
der the null. The correlation between the first PPC and its benchmark of z¯i(t)’s
is 0.9999984 under both formulations of the null hypothesis, which we view as suffi-
ciently close to 1. A distribution of the test statistic ρ1 can now be generated based on
this approximated null. One approach to obtaining a null distribution is to assume a
distribution on component scores sξij and s
φ
ij, and produce a Monte-Carlo distribution
of ρ1. Here, we make no distributional assumptions and apply a bootstrap procedure
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instead.
Firstly, we sample with replacement from z¯i(t)’s to form bootstrap null curves
{z¯bi (t), 1 ≤ i ≤ 423}. In order to accommodate the effect of pre-smoothing, we
bootstrap residuals obtained from pre-smoothing and add them onto each bootstrap
null curve. Let {eˆbij, 1 ≤ i ≤ 423, 1 ≤ j ≤ 276} be the bootstrap residuals. Then,
the bth bootstrap observations are constructed as
W bij = z¯
b
i (tij) + eˆ
b
ij, 1 ≤ i ≤ 423, 1 ≤ j ≤ 276.
Then we re-smooth W bij’s for each b, compute PPCs either by fixing the number
of fPCs or the percentage of variation, and then calculate bootstrap correlation ρb1.
This testing procedure follows the same framework as that described in Li and Chiou
(2011), where the authors tested the equality of functional means and covariances.
The histograms of bootstrap correlations with either fixed number of fPCs or fixed
percentage of variation are both shown in Figure 5.7. The correlation between the
first PPC and its associated benchmark computed from the observed data is around
0.9965 which lies at the left tails of the bootstrap distributions, suggesting the major
sources of variation do not cover the strictly periodic functions. We have viewed the
null hypothesis derived by replacing the first PPC with the first benchmark as being
sufficiently close to the null hypothesis for our purposes. However, when this is not
the case, the empirical first PPC correlation can be brought closer to 1 by inflating
the first PPC scores. This method rescales the component score sξij in (5.4.1) and
keep sφij fixed. This procedure allows the strength of annual signals to be increased.
Rescaled curves are expected to have ρ1 enlarged towards 1. However, this rescaling
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should be done in a way that distorts z¯i(t)’s and the covariance kernel implied as little
as possible. Hence, we put a penalty on the deviation of the hypothesized covariance
kernel from the covariance kernel computed from z¯i(t)’s, then we solve an optimization
problem which finds a balance between approximating null hypothesis and controlling
for divergence. Generally, let τ = (τ1, τ2, ...τM) be the rescaling vector. Then define
hypothesized curves as
zˇi(t, τ ) = τ1s
ξ
i1θ1(t) +
M∑
j=2
τjs
ξ
ijξj(t) +
K∑
k=M+1
sφijφj(t), 1 ≤ i ≤ N. (5.4.2)
The covariance kernels under replacement and inflation are given by
Ω(s, t) = λθ1θ1(s)θ1(t) +
M∑
j=2
λξjξ(s)ξ(t) +
K∑
j=M+1
λφj φ(s)φ(t),
Ω0(s, t, τ ) = τ
2
1λ
θ
1θ1(s)θ1(t) +
M∑
j=2
τ 2j λ
ξ
jξ(s)ξ(t) +
K∑
j=M+1
λφj φ(s)φ(t),
where Ω(s, t) is the kernel based on curves under replacement and Ω0(s, t, τ ) is
the hypothesized kernel based on rescaled curves zˇi(t, τ )’s. Under null hypothesis,
θ1(t), {ξj(t)}Mj=2 and {φj(t)}Kj=M+1 are orthogonal to each other. It can be shown that
the Kullback-Leibler divergence of Ω0(s, t, τ ) from Ω(s, t) is given by
KL(Ω0,Ω) =
1
2
M∑
j=1
(τ 2j − 1− log τ 2j ).
Given zˇi(t, τ )’s which are functions of τ , we can compute PPCs and the first cor-
relation ρˇ1(τ ). Ideally, we want to minimize KL(Ω0,Ω) with the restriction that
ρˇ1(τ ) = 1. This is achieved approximately by placing a large penalty on the differ-
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ence between ρˇ1(τ ) and 1. Then we solve the following optimization,
min
τ
KL(Ω0,Ω)− λ log ρˇ1(τ ), (5.4.3)
where λ is a very large number. Denote the optimizer to (5.4.3) by τˆ . Then, zˇi(t, τˆ )’s
are constructed according to (5.4.2). The eigen-structure implied by zˇi(t, τˆ )’s is closer
to the null hypothesis than that implied by z¯i(t)’s. To reduce the computation time
in implementation, we place only two rescaling parameters τ1 on the first benchmark
and τ2 on all remaining PPCs. Intuitively, rescaling by only two parameters yield
more conservative null compared to using 46 parameters. The hypothesized curves
are formed by
xˇi(t, τ1, τ2) = τ1s
ξ
i1θ1(t) + τ2
M∑
j=2
sξijξj(t) +
K∑
k=M+1
sφijφj(t), (5.4.4)
and we need to solve the following optimization problem
min
τ1,τ2
KL(Ω0,Ω)− λ log ρˇ1(τ1, τ2) (5.4.5)
=
1
2
(τ 21 − 1− log τ 21 ) +
M − 1
2
(τ 22 − 1− log τ 22 )− λ log ρˇ1(τ1, τ2).
(5.4.5) is solved by Nelder-Mead method with initial values τ1 = τ2 = 1, and a
sequence of λ values. The results are summarized in Table 5.1. When fixing number
of fPCs retained, the difference between computed ρ1 and 1 decreases to less than
10−6 at λ = 1 E5. On the other hand, the first correlation stabilizes also at λ = 1
E5 when fixing the percentage. For illustration, we choose λ = 1 E5 for both cases
of fixing number and percentage. Denote the optimal τ1 and τ2 by τˆ1 and τˆ2, we
can construct hypothesized curves {zˇi(t, τˆ1, τˆ2), 1 ≤ i ≤ 423} according to (5.4.4).
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λ τn1 τ
n
2 ρ
n
1 τ
p
1 τ
p
2 ρ
p
1
no rescaling 1.000000 1.000000 0.9999984 1.000000 1.000000 0.9999984
1 E4 1.014435 1.000303 0.9999985 1.014932 1.000379 0.9999985
5 E4 1.061538 1.001336 0.9999988 1.050367 1.000045 0.9999987
1 E5 1.102428 1.001916 0.9999990 1.051332 0.999486 0.9999987
5 E5 1.264750 1.004882 0.9999994 1.056739 0.996366 0.9999987
1 E6 1.366295 1.006796 0.9999996 1.057842 0.995725 0.9999987
5 E6 1.686579 1.012825 0.9999998 1.058459 0.995366 0.9999987
1 E7 1.855772 1.016094 0.9999999 1.058526 0.995327 0.9999987
5 E7 2.356882 1.026565 ≈ 1 1.058560 0.995308 0.9999987
Table 5.1: Optimal τ1, τ2 and corresponding ρ(τ1, τ2). τ
n
1 , τ
n
2 and ρ
n
1 represent solu-
tions obtained by fixing the number of fPCs retained when computing PPCs. τ p1 , τ
p
2
and ρp1 represents solutions obtained by fixing the percentage of variation explained
when computing PPCs.
Then we bootstrap zˇi(t, τˆ1, τˆ2)’s and add bootstrap residuals. The histogram of the
bootstrap correlation computed from re-smoothed W bij’s for 1 ≤ b ≤ B under two
formulations of the null hypothesis are shown in Figure 5.7. It is observed that
little difference is made when inflating PPC scores with fixed percentage of variation
explained. Note inflation causes more variation concentrated on the first benchmark.
By retaining same amount of variation, less fPCs might be retained and thus there
are less flexibilities in representing annual signals. All tests reject the null hypothesis.
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Figure 5.7: In all four plots, red solid lines are lower 0.05 critical values and green
solid lines are the first correlation computed from Harvard Forest data. Upper left:
histogram of bootstrap first correlation obtained by both replacement and inflation
with fixed number of fPCs retained; Upper right: histogram of bootstrap first corre-
lation obtained by both replacement and inflation with fixed percentage of variation
explained; Lower left: histogram of bootstrap first correlation obtained by only re-
placement with fixed number of fPCs retained; Lower right: histogram of bootstrap
first correlation obtained by only replacement with fixed percentage of variation ex-
plained.
Chapter 6
Simulations
In this chapter we present simulation results on topics related to SPACE model and
PPC. Section 6.1 discusses the estimation of SPACE model components and curve
reconstruction for 4 scenarios, a) one-dimensional locations with separable covariance
structure; b) one-dimensional locations with non-separable covariance structure; c)
two-dimensional locations with separable covariance structure and d) two-dimensional
locations with non-separable covariance structure. In Section 6.2, we illustrate the
hypothesis tests of separability using one-dimensional locations, and isotropy effect as
well using two-dimensional locations. For both one-dimensional and two-dimensional
locations, we consider grid points with coordinates that are all integers. Specifically,
coordinates in the two-dimensional scenario are in the form of {(i, j)}No,Noi=1,j=1 where N o
is referred to as the edge length. We also use two-dimensional coordinates to express
grid points in the one-dimensional scenario by fixing the first coordinate at 0, i.e.
{(0, 1), (0, 2), · · · , (0, N)} where N is the total number of locations. For simplicity,
we examine a subset of anisotropy Mate´rn family by fixing ν at 0.5, which corresponds
to the spatial autoregressive model of order 1. Throughout this section, we employ
two eigenfunctions when constructing simulated curves and all functions are built on
the closed interval [0, 1]. Besides, for each curve, 10 observations are generated at time
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points randomly selected from 101 equal-space grid points on [0,1]. Section 6.3 shows
curve reconstruction results on sparse data simulated from Harvard Forest EVIs. In
Section 6.4, we justify the use of Annual Information to effectively identifying nearly-
annual components. Section 6.5 demonstrates the sensitivity and robustness of PPC
in extracting periodic variations. Lastly, Section 6.6 explores the empirical power and
size of the test of periodic variation.
6.1 SPACE Model Estimation
6.1.1 Separable Structure in one-dimensional Space
The mean function µ(t) = 0. Eigenfunctions φ1(t) = 1 and φ2(t) = sin(2pit), with
eigenvalues λ1 = exp(−1) × 10 ≈ 3.68 and λ2 = exp(−2) × 10 ≈ 1.35. The spatial
correlation between fPC scores are generated by anisotropy Mate´rn model in equation
(2.2.8). Note no anisotropy effect is available for one-dimensional scenario. Two sets
of Mate´rn family parameters are ν = 0.5, ζ = 5 and ν = 0.5, ζ = 2. Number of
curves N = 100. Noise standard deviation σ = 0.2 and σ = 1. Based on this setup,
100 simulated data sets are generated. The signal noise ratio is computed as
∫ 1
0
 φ1(t)
φ2(t)

T  λ1 0
0 λ2

 φ1(t)
φ2(t)
 dt/σ2 (6.1.1)
In this simulation, the signal to noise ratio is 11.7 for σ = 0.2 and 0.47 for σ = 1.
When estimating parameters, 20 spatial separation vectors in total are considered.
Let |∆|L = {∆l = (0, l)}Ll=1. The mean squared error of parameter estimates are
plotted in Figure 6.1. MSE does not show clear and consistent pattern across dif-
ferent values of L. Optimal value of L varies more with the spatial correlation than
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the fPC index. MSE achieves minimum faster for lower spatial correlations. As sug-
gested in Section 3.7.3, we take different types of averages of estimates derived using
|∆|1, |∆|2, · · · , |∆|20 rather than finding an optimal L. These averages demonstrate
reasonable low MSEs regardless of spatial correlation and fPC index.
Figure 6.1: For one-dimensional locations with separable covariance, mean squared error of the
ζ estimates in 4 different scenarios as combinations in which spatial correlation and noise standard
deviation can be either high or low. Estimates derived from individual eigenvalues and projected
eigenvalues are both included. On the horizontal axis, MSEs are grouped by the way spatial sep-
aration vectors are used. For the first 20 groups, the number of leading spatial separation vectors
used are indicated by group labels. The last four groups are different types of averages across the
first 20 groups.
For comparison purpose, estimates derived using L = 3 are included together with
average estimates which are illustrated in Figure 6.2. Note the first order derivative
of Mate´rn correlation with respect to ζ is flattened as the correlation approaches
1. Thus more extreme large estimates of ζ are expected, which leads to the positive
skewness observed in boxplots of Figure 6.2. The skewness in ζ estimates also suggests
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Figure 6.2: For one-dimensional locations with separable covariance, boxplots of the ζ estimates
in 4 different scenarios as combinations in which spatial correlation and noise standard deviation can
be either high or low. Estimates derived from individual eigenvalues and projected eigenvalues are
both included. On the horizontal axis, 5 group labels above the axis correspond to 5 ways of using
spatial separation vectors. Tick labels below the axis indicate the level of noise standard deviation.
looking at the performance of estimates in correlation space. Specifically, we examine
the estimated correlation at ∆eval = (0, 1). Figure 6.3 shows MSEs of ρˆ∗(∆eval) and
similar pattern is observed as in Figure 6.1. Boxplots of ρˆ∗(∆eval) are shown in
Figure 6.4. In general, estimates of less significant fPCs are also poorer in quality in
terms of bias and/or variance. Consider a grid of time points for function evaluation
teval = (teval1 , t
eval
2 , · · · , tevaln ). Let Err(|∆|L) be the reconstruction error for a given data
set, defined as
1
nN
N∑
i=1
n∑
j=1
(Xi(t
eval
j )− Xˆi(tevalj , |∆|L)) (6.1.2)
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Figure 6.3: For one-dimensional locations with separable covariance, mean squared error of the
ρ(∆eval) estimates in 4 different scenarios as combinations in which spatial correlation and noise
standard deviation can be either high or low. Estimates derived from individual eigenvalues and
projected eigenvalues are both included. On the horizontal axis, MSEs are grouped by the way
spatial separation vectors are used. For the first 20 groups, the number of leading spatial separation
vectors used are indicated by group labels. The last four groups are different types of averages across
the first 20 groups.
where Xˆi(t
eval
j , |∆|L) is calculated according to equation (3.4.7) based on spatial sep-
aration vectors in |∆|L. Deinfe reconstruction improvement as
log(
ErrPACE(|∆|L)
ErrSPACE(|∆|L)) (6.1.3)
Out of these 100 simulated data sets, we calculate the percentage of data sets where
improvement measure is greater than 0, shown in the title of Figure 6.5. SPACE
outperforms PACE more for larger noise and spatial correlation. In fact, it is easy to
show that when σ = 0 and the number of eigenfunctions is greater than the maximum
number of observations per curve, SPACE produces the same reconstructed curves
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Figure 6.4: For one-dimensional locations with separable covariance, boxplots of the ρ(∆eval)
estimates in 4 different scenarios as combinations in which spatial correlation and noise standard
deviation can be either high or low. Estimates derived from individual eigenvalues and projected
eigenvalues are both included. On the horizontal axis, 5 group labels above the axis correspond
to 5 ways of using spatial separation vectors. Tick labels below the axis indicate the level of noise
standard deviation.
as PACE does. If noise is big, information provided by each curve itself is contam-
inated by noise while neighboring locations could provide useful guidance in curve
reconstruction. As spatial correlation increases, observations made at neighboring
locations are more informative.
6.1.2 Non-Separable Structure in one-dimensional Space
Setup in this section is very similar to the one in the previous section, however, with
different Mate´rn correlation parameters ζ1 = 6 for the first fPC and ζ2 = 2 for the
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Figure 6.5: Histograms of the log ratio of PACE reconstruction error over SPACE reconstruction
error based on 100 simulated data sets with different level of spatial correlations and amount of
noise.
second fPC. In addition, two noise standard deviations are σ = 0.5 and σ = 1. Figure
6.6 and 6.7 summarize estimation results of ζ and ρ∗(∆eval). A noticeable negative
bias is observed in both ζ and ρ∗(∆eval) estimates. Reconstruction results in Figure
6.10 suggests the same pattern as in Section 6.1.1 that improvements of SPACE over
PACE is bigger for larger noises and spatial correlations.
6.1.3 Separable Structure in two-dimensional Space
The mean function µ(t) = 0. Eigenfunctions φ1(t) = 1 and φ2(t) = sin(2pit), with
eigenvalues λ1 = exp(−1) × 10 ≈ 3.68 and λ2 = exp(−2) × 10 ≈ 1.35. The spatial
correlation between fPC scores are generated by anisotropy Mate´rn model in equation
(2.2.8). Four sets of Mate´rn family parameters are α = 30, δ = 8, ν = 0.5, ζ = 6,
α = 60, δ = 8, ν = 0.5, ζ = 6, α = 30, δ = 8, ν = 0.5, ζ = 3 and α = 60, δ = 8, ν =
0.5, ζ = 3. Edge length N o = 10 so the number of curves N = 100. Coordinates
of grid points are {(i, j)}10,10i=1,j=1. The Standard deviation of noise σ = 1. Based on
this setup, 100 simulated data sets are generated. In this simulation, we are more
interested in the estimation of anisotropy angle α. Boxplots of α estimates are shown
in Figure 6.9. Estimates from the second fPC is more volatile than that from the first
fPC. Reconstruction performance shown in Figure 6.10 is less prominent than that of
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Figure 6.6: For one-dimensional locations with non-separable covariance, mean squared error and
boxplots of the ζ estimates in 2 different scenarios in which the noise standard deviation can be
either high or low. Estimates derived from individual eigenvalues and projected eigenvalues are
both included. For the upper two plots, MSEs are grouped by the way spatial separation vectors are
used. For the first 20 groups, the number of leading spatial separation vectors used are indicated
by group labels. The last four groups are different types of averages across the first 20 groups. For
the lower two plots, 5 group labels above the axis correspond to 5 ways of using spatial separation
vectors. Tick labels below the axis indicate the level of noise standard deviation.
one-dimensional scenarios.
6.1.4 Non-Separable Structure in two-dimensional Space
Setup in this simulation is similar to that in Section 6.1.3. A different set of Mate´rn family
parameters is α1 = 70, α2 = 45, δ1 = δ2 = 8, ν1 = ν2 = 0.5, ζ1 = ζ2 = 5. The Stan-
dard deviation of noise σ = 1. Based on this setup, 100 simulated data sets are
generated. Boxplots of α estimates are shown in Figure 6.11. Estimates from the
second fPC is more volatile than that from the first fPC. Reconstruction performance
in Figure 6.11 is less prominent than that of one-dimensional scenarios.
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Figure 6.7: For one-dimensional locations with non-separable covariance, mean squared error and
boxplots of the ρ(∆eval) estimates in 2 different scenarios in which the noise standard deviation can
be either high or low. Estimates derived from individual eigenvalues and projected eigenvalues are
both included. For the upper two plots, MSEs are grouped by the way spatial separation vectors are
used. For the first 20 groups, the number of leading spatial separation vectors used are indicated
by group labels. The last four groups are different types of averages across the first 20 groups. For
the lower two plots, 5 group labels above the axis correspond to 5 ways of using spatial separation
vectors. Tick labels below the axis indicate the level of noise standard deviation.
6.2 SPACE Hypothesis Test
6.2.1 Separability Test
The mean function µ(t) = 0. Eigenfunctions φ1(t) = 1 and φ2(t) = sin(2pit), with
eigenvalues λ1 = exp(−1) × 10 ≈ 3.68 and λ2 = exp(−2) × 10 ≈ 1.35. For null
hypothesis that the spatial covariance is separable, Mate´rn family parameters are
α1 = α2 = 0, δ1 = δ2 = 1, ν1 = ν2 = 0.5, ζ1 = ζ2 = 6. The Standard devi-
ation of noise σ = 1. We generate 100 curves on one-dimensional locations. Due
to limit of computation capacity, 25 data sets are generated based on this setup.
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Figure 6.8: Histograms of the log ratio of PACE reconstruction error over SPACE reconstruction
error based on 100 simulated data sets with different level of noise.
In the test, we examine different statistics including absolute difference in ζ1 and
ζ2, difference of spatial correlation at ∆
eval = (0, 1) and absolute difference of spa-
tial correlation at ∆eval = (0, 1). With these 25 simulated data sets, we perform
12 sets of tests which are the combinations of three test statistics aforementioned,
whether or not rotating axis when estimating covariance, and whether bootstrapping
or permutating fPC scores. Results of two sets of tests are illustrated in Figure 6.12
and 6.13. With nominal size equal to 5%, the empirical sizes are summarized in
table 6.1. Bootstrap tests demonstrate empirical sizes more in line with the nom-
inal value. In the alternative test, we choose anisotropy Mate´rn parameters to be
α1 = α2 = 0, δ1 = δ2 = 1, ν1 = ν2 = 0.5, ζ1 = 8 and ζ2 = 1. In the simulation of al-
ternative test, we don’t rotate the axis when estimating covariance as rotations don’t
make a big difference in performance. Results using permutations are illustrated in
Figure 6.14 and powers are summarized in table 6.2. Again, bootstrap tests show
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Figure 6.9: For two-dimensional locations with separable covariance, boxplots of α estimates for
two levels of αs and two fPCs
more consistent performances.
test statistics perm unrotated perm rotated boot unrotated boot rotated
|ζ1 − ζ2| 0/25 0/25 1/25 0/25
|ρ∗1(∆eval)− ρ∗2(∆eval)| 2/25 2/25 1/25 1/25
ρ∗1(∆
eval)− ρ∗2(∆eval) 2/25 3/25 1/25 1/25
Table 6.1: Empirical sizes of different test methods on separability based on 25 simulated data
sets
6.2.2 Isotropy Test
All settings are the same as those in Section 6.2.1 except that this simulation needs to
be done on two-dimensional locations. Assuming separability, we choose anisotropy
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Figure 6.10: For two-dimensional locations with separable covariance, histograms of the log ratio
of PACE reconstruction error over SPACE reconstruction error based on 100 simulated data sets
with different level of noise.
test statistics perm unrotated boot unrotated
|ζ1 − ζ2| 19/25 23/25
|ρ∗1(∆eval)− ρ∗2(∆eval)| 23/25 23/25
ρ∗1(∆
eval)− ρ∗2(∆eval) 22/25 23/25
Table 6.2: Empirical powers of different test methods on separability based on 25 simulated data
sets
Mate´rn parameters α1 = α2 = 30, δ1 = δ2 = 8, ν1 = ν2 = 0.5, ζ1 = ζ2 = 5. We
only present results for the alternative hypothesis based on 4 simulated data sets
due to limits on computation resources. The test statistics we use here is simply α
itself. The charts show that approximately ±15 degrees are the upper and lower 2.5%
percentiles of the null distribution of α estimates. Thus, in a oversimplified and ideal
case, we would expect a power around 0.975 for the alternative where α = 30. A still
decent power could be derived for alternatives where true α’s are closer to 0.
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Figure 6.11: For two-dimensional locations with separable covariance, the upper two plots are α
estimates and the lower two plots are reconstruction improvements using SPACE over PACE.
6.3 Semi-Empirical Data Analysis
In this section, we present the curve reconstruction results using SPACE model on
sparse data simulated from Harvard Forest EVIs described in Section 5.1.1. In par-
ticular, we only use the data from year 2006 across the centering 11 by 11 pixels,
forming a 121 by 46 data matrix. Then semi-empirical data are generated by ran-
domly selecting 10 out of 46 observations per pixel to produce sparsity. We generate
100 such data sets and perform curve reconstructions using both PACE and SPACE
model. One instance of the reconstructed curves is illustrated in Figure 6.16. Red
dots are observations available to the current pixel with black dots the underlying full
observations. Green line is the reconstructed curve derived from PACE model, which
misses the target to a relatively large amount around time intervals [0.35, 0.4], [0.6,
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Figure 6.12: The null distribution of absolute difference between ζ1 and ζ2 using permutation to
resample transformed fPC scores and unrotated axis when estimating covariance.
0.78] and [0.95, 1]. SPACE estimates are closer to the target on these three inter-
vals, partly guided by the observations at neighboring pixels. Note neighboring pixels
could also mislead the estimator by providing wrong information about the curve of
interest. However, on average the introduction of spatial correlation in the eigen-
structure estimation and curve reconstruction is beneficial. As shown in Figure 6.16,
improvements of curve reconstruction are observed from 99 out of 100 semi-empirical
data sets.
6.4 Annual Information
In Section 5.3, AI is defined as the cumulative variation explained by benchmarks as a
proportion of that explained by PPCs. We propose using AI to graphically facilitate
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Figure 6.13: The null distribution of absolute difference between ζ1 and ζ2 using permutation to
resample transformed fPC scores and rotated axis when estimating covariance.
the labeling of PPCs as either nearly-annual or non-annual, by plotting AI against
cumulative variation explained by PPCs. In this section, we design a simulation to
demonstrate the efficiency of this technique. The main idea is to construct a collec-
tion of eigenfunctions which include both nearly-annual and non-annual functions.
Particularly, we use 40 Fourier basis functions on interval [0, T ] to construct 40
eigenfunctions which all have zero time-series mean. Let {ϕj, 1 ≤ j ≤ 40} be the
Fourier basis functions and ϕ be the column vector of ϕj’s. Let {φk, 1 ≤ k ≤ 40}
be eigenfunctions and φ be the column vector of φk’s. let {λk, 1 ≤ k ≤ 40} be
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Figure 6.14:
corresponding eigenvalues and ω be the basic angular frequency. Then
ϕj = sin
(
j + 1
2
ωt
)
, if j is odd
ϕj = cos
(
j
2
ωt
)
, if j is even
Suppose [0, T ] spans over 4 complete cycles, or years. Let A = {j | j = 8a− 1, or j =
8a, 1 ≤ a ≤ 5}. Then ϕA = {ϕj | j ∈ A} is the collection of annual Fourier basis
functions. Denote the space spanned by ϕA by FP .
Let C be the coefficient matrix of eigenfunctions. Then φ = Cϕ. In constructing
φ, one could simply let C = I. Then, φ = ϕ. Assuming the retained fPC space ΦM
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Figure 6.15: Empirical sizes of different test methods on separability based on 25 simulated data
sets
Figure 6.16: Left: an example of reconstruction on a single curve. Right: Reconstruction im-
provements on sparse Harvard Forest data
contains at least one function in ϕA, then FP and ΦM have a common subspace and
any pair of orthogonal rotations on FP and ΦM which share the same operation on
this common subspace will yield a valid PPC result with correlations between all pair
of PPCs and benchmarks in the common subspace equal to 1. This is a special case
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where we lose the uniqueness of PPC rotation which is not desirable in simulation
and moreover, this case is rarely possible to occur in real practice. Therefore, we add
a perturbation to the identity matrix and obtain Cˆ = I + σp, where  is a random
matrix of the same size as C and {ij, 1 ≤ i, j ≤ 40} are iid Gaussian distributed
with mean zero and variance 1. σp is called the perturbation standard deviation con-
trolling how far eigenfunctions φ deviate from ϕ. Note φ needs to be an orthogonal
system. Hence, the Gram-Schmidt orthonormalization is performed on Cˆ to obtain
C. Among all rows of Cˆ, row indices included in set A are orthonormalized first and
within A, row with smaller index is orthonormalized first.
In the simulation, we set σp = 0.1. In this way, we construct 40 eigenfunctions
within which, 10 (|A| = 10) are nearly-annual and the other 30 are nearly-non-annual.
Given these eigenfunctions, we can construct stochastic process X(t) as follows
X(t) =
40∑
k=1
sφkφk(t)
where {sφk , 1 ≤ k ≤ 40} are uncorrelated Gaussian random variables. For the pur-
poses of this study we treat the true curves for each realization as being observed
exactly and thus add no extra errors onto the smooth curves. In this simulation, we
examine 4 sets of simulated curves which include different number of nearly-annual
eigenfunctions. Denote the ith realization of sφk for jth curve set by s
φ
ijk. Then, s
φ
ijk’s
are iid Gaussian distributed with mean zero and variance λjk. Let A1:n be the set of
the first n smallest indices in A. Then simulated curves are generated as,
xji (t) =
40∑
k=1
sφijkφk(t), 1 ≤ j ≤ 4, 1 ≤ i ≤ 400, with (6.4.1)
λjk = 1, if k ∈ Ac;
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λjk = 6/(j + 1), if k ∈ A1:(j+1);
λjk = 0, otherwise.
In (6.4.1), we have j + 1 nearly-annual eigenfunctions in the jth set of simulated
curves {xji (t), 1 ≤ i ≤ 400}. Note that we keep the total variation on nearly-annual
eigenfunctions to be 6 across j, which accounts for 20% of that explained by nearly-
non-annual eigenfunctions. In each set of simulated data, we have 400 curves and
PPC computation can produce a single scree plot. We expect to observe a kink at
(j + 1)th AI in the scree plot for the jth set of data. To verify this, we repeat the
procedure in (6.4.1) for B = 500 times and overlay 500 scree plots together for each
j. In computing PPCs, we fix the percentage of variation explained at 90% for all j’s.
The results are shown in Figure 6.17 where we observe that the desired number of
periodic components is chosen with very high probability. This simulation shows that
PPC scree plot based on Annual Information can detect the number of nearly-annual
PPCs well.
6.5 Sampling Properties of PPC
In this section, we explore the stability and accuracy of PPC under random sampling.
Two simulation schemes show the sensitivity and robustness of PPC in identifying
annual variation.
6.5.1 Sensitivity
In this simulation scheme, we demonstrate how sensitive the PPC is in detecting
annual variation. In the construction of the simulated curves, we take linear com-
bination of Fourier basis functions with different frequencies. We create 6 sets of
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Figure 6.17: 500 scree plots overlaid for each j. Circles in different colors represent
replicated AI’s of different indices. Grey solid lines connect circles of different colors
from the same replication. Upper left: 2 nearly-annual PPCs; Upper right: 3 nearly-
annual PPCs; Lower left: 4 nearly-annual PPCs; Lower right: 5 nearly-annual PPCs
simulated curves. Each set contains 200 curves and incorporates a different amount
of annual variation by rescaling the coefficient of Fourier basis functions which are
annual. In particular, denote the ith curve in the jth set by aji (t). These curves are
generated as a linear combination of longer term components and annual components
as follows,
aji (t) =
3∑
k=1
σkji1sin(kωt) +
3∑
k=1
σkji2cos(kωt) +
√
Lj(σ4ji1sin(4ωt) + σ4ji2cos(4ωt)),(6.5.1)
where i = 1, 2, · · · , 200, j = 1, 2, · · · , 6, ω = 2pi/T, σkjil ∼ N (0, 1), iid, L1 =
0, L2 = 0.6, L3 = 0.8, L4 = 1, L5 = 1.1, and L6 = 1.3. T is the time span of
the simulated curves. We take T = 100 and aji (t) spans over 4 years. Thus sin(4ωt)
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and cos(4ωt) are sources of annual variation. The Fourier basis functions in the first
two components of (6.5.1) are orthogonal to annual basis functions and thus do not
contribute to the annual variation. The Lj’s control the amount of annual variation.
The larger the Lj, the greater the amount of annual variation. We compute PPCs
with 80% of total variation cut-off in choosing how many fPCs we retain in all 6 sets.
The result for L4 = 1 is shown in the upper 6 plots of Figure 6.18. The fPCs do
not capture the underlying source of annual variation. How much each sinusoidal
Figure 6.18: Simulation results: estimated fPCs, PPCs and benchmarks. Left: Sim-
ulation scheme 1 with L4 = 1; Right: Simulation scheme 2 with L3 = 5.
function is reflected in retained fPCs depends on both the sample variance and co-
variance of σk4il and on their interaction with other sources of variation. However,
sin(4ωt) and cos(4ωt) can be identified by PPCs even when their variation are on the
same level (L4 = 1) as other sources. The benchmarks exactly reproduce the annual
signals, however, with phase shifting. The shifted phase is caused by the randomness
in sampling σ44i1 and σ44i2.
To summarize the simulation results for all Lj’s, we compute the standardized-
inner-product (correlation) between the PPC-benchmark pair and between the fPC-
benchmark pair. Since the sign is irrelevant with both fPCs and PPCs, we take
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the absolute values of the correlations. The boxplot of the unsigned correlations
of the first and the second pairs are shown in the upper-left and lower-left plots in
Figure 6.19. For both the first and second pairs, fPC-benchmark correlations show an
increasing trend towards 1. As we include more annual variation, the fPCs will tend
to be more nearly annual. However, the speed of fPC-benchmark correlations going
to 1 is much slower compared to that of PPC-benchmark correlations. Moreover,
PPC-benchmark correlations are always higher than fPC-benchmark correlations for
all Lj’s. This observation demonstrates the sensitivity of PPCs in detecting annual
variation among curves.
Figure 6.19: Simulation results: periodicity of estimated PPCs. Dark boxes are corre-
lations between PPCs, ξj, and associated benchmarks θj. Light boxes are correlations
between fPCs, φj, and associated benchmarks θj; Upper left: Simulation scheme 1
results on ξ1, φ1 and θ1; Upper right: Simulation scheme 2 results on ξ1, φ1 and θ1;
Lower left: Simulation scheme 1 results on ξ2, φ2 and θ2; Lower right: Simulation
scheme 2 results on ξ2, φ2 and θ2.
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6.5.2 Robustness
In the second simulation scheme, we add one more source of variation which is gen-
erated by non-annual Fourier basis functions with high frequency. We call it high
frequency disturbance (HFD). According to the definition, the HFD is not a source
of annual variation. In our simulation study, we construct 4 sets of simulated data,
200 curves each, which contain different levels of HFD. We test PPCs’ robustness of
detecting annual variation in the presence of HFD. Specifically, denote the ith curve
in the jth set by bji (t). Then it is generated as
bji (t) =
4∑
k=1
σkji1sin(kωt) +
4∑
k=1
σkji2cos(kωt) +
√
Lj(σzji1sin(zωt) + σzji2cos(zωt)),
where z = 19, i = 1, 2, · · · , 200, j = 1, 2, 3, 4, ω = 2pi/T, σ·jil ∼ N (0, 1), iid, L1 =
0.5, L2 = 1, L3 = 5, and L4 = 10. T equals 100, spanning over 4 years, as in the first
simulation. The function sin(4ωt) and cos(4ωt) are still the sources of annual variation
which have same amount of variation in the 4 sets of this simulation scheme. z is the
frequency of HFD and is set to be 19 in our simulation. sin(zωt) and cos(zωt) are HFD
whose amount of variation varies and are controlled by Lj’s. Larger Lj value suggests
greater amount of HFD and hence it is more difficult to extract annual signals for
larger Lj’s. In this scheme, we also use 80% as the cut-off to decide the number of fPCs
we retain. The computed PPCs for L3 = 5 is shown in the lower 6 plots of Figure 6.18.
With amount of HFD 5 times as great as annual variation, the fPCs are dominated
by HFD and thus show a clear 19-periodic pattern. However, our first two PPCs still
show reasonably good annual pattern. To summarize results for all Lj’s, we plot the
fPC-benchmark and PPC-benchmark correlations of the first two pairs in the upper-
right and lower-right plots in Figure 6.19. Again, for both pairs, the fPC-benchmark
correlations are always lower than the PPC-benchmark correlations. Further, even
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for large HFD contamination (Lj ≥ 5) when the fPC-benchmark correlations hover
near zero, the PPC-benchmark correlations display much higher values suggesting
that the PPCs provide more robust directions compared to fPCs as the amount of
HFD increases. Based on these two simulations, we find PPCs are both sensitive and
robust identifiers of the source of annual variation.
6.6 PPC Hypothesis Test
In this section, we present a simulation study to examine the size and power of
the test proposed in Section 5.4. We examine a collection of alternative hypothesis
which is characterized by a single parameter α. Each alternative depends on a set
of eigenfunctions. To describe the simulation design, we use the same notations
introduced in Section 6.4. Given the Fourier basis functions ϕ which are the same as
those used in Section 6.4, we construct 36 eigenfunctions {φαk , 1 ≤ k ≤ 36} and let
φα be the column vector of φ
α
k ’s. Thus, the α parametrized coefficient matrix Cα now
has size 36 × 40. Similar to the framework for the simulation in Section 6.4 above,
we add perturbation onto pre-chosen Fourier basis functions. However, the choice
of template Fourier basis functions differs. Denote T = {j | j ∈ A1:6 or j ∈ Ac}.
Then template functions in this simulation study are ϕT = {ϕj | j ∈ T}. Arrange
T by placing indices in A1:6 before A
c where indices in A1:6 and A
c are arranged by
increasing order respectively. Denote the ith index in T after this arrangement by Ti.
We can write the coefficient matrix of ϕT as
Dkj = 1, if j = Tk;
Dkj = 0, otherwise;
1 ≤ k ≤ 36.
110
We have ϕT = Dϕ. Note the first 6 rows of D corresponds to annual basis functions
and the last 30 rows correspond to the non-annual basis functions. In constructing
the perturbation matrix , we take different strategy from that in Section 6.4.  also
has size 36× 40. We construct a non-normalized version of  as follows,
kj = 0, if k > 6;
kj = 0, if k ≤ 6 and j = Tk;
kj ∼ iid N(0, 1), otherwise.
Note that we add no perturbations on non-annual template functions. Then  is
normalized on each row. Next, we construct Cˆα, the non-orthogonalized version of Cα
as Cˆα =
√
1− αD+√α. Note the first 6 rows of D are orthogonal to corresponding
rows of , which enables the first 6 rows of Cˆα to have unit length. Finally, Cα is
obtained by orthonormalizing Cˆα. Then, we construct eigenfunctions as Φα = Cαϕ.
In this simulation, we have 10 annual Fourier basis functions and form the reference
space F10. To mimic our procedure for the Harvard Forest data, we retain the first
10 fPCs to form Φ10. Then define eigenvalues associated with φ
α
k (t) as λk = k
−1.8.
Choosing the exponent to be −1.8 makes the total variation explained by φ10 to be
93.4%, very close to the level in Harvard forest data. Consider a vector of α values
{αj, 1 ≤ j ≤ E}. The ith curve for α = αj is generated as
xji (t) =
36∑
k=1
s
φαj
ijk φ
αj
k (t), 1 ≤ j ≤ E, 1 ≤ i ≤ 400, (6.6.1)
where s
φαj
ijk ’s are iid Gaussian distributed random variables with mean zero and vari-
ance λk. For the sake of computational efficiency, we have assumed the true curves
to be directly observed and do not incorporate pre-smoothing into this simulation.
111
For each αj, we construct 400 curves according to eigen-structure φαj . Then, we can
Figure 6.20: In both plots, black curves and dashed lines represent the powers and
the size respectively derived by fixing number of fPCs retained. Red curves and
dashed lines represent the powers and the size (0.012) respectively derived by fixing
percentage of variation explained. The horizontal axis is ρα1 . Left: overall power
curve; Right: power curve at the lower end
perform the bootstrap hypothesis test on these 400 curves and achieve either rejection
or acceptance of the null hypothesis. This test result can be described by a variable w
taking only values of 0 and 1, with 0 corresponding to rejection and 1 corresponding
to acceptance. We can repeat the above procedure for B times, and record the value
of w at each time as {wb, 1 ≤ b ≤ B}. Then the empirical power at α = αj is
computed as 1−∑Bb=1wb/B.
In this simulation, we set B = 500. The empirical power at a sequence of α values
are computed. In presenting the power curve, we plot it not against α value but
against the first correlation computed from φαj , denoted by ρ
αj
1 ; see Figure 6.20. It
is observed that ρα1 is a monotone decreasing function of α. Moreover, the empirical
size of the test is computed by setting α = 0; see Figure 6.20.
Chapter 7
Conclusion
Many work had been done in functional data analysis assuming no spatial correlation
or ignoring spatial correlation if it is mild. We propose the spatial principal analysis
based on conditional expectation (SPACE) to estimate spatial correlation of func-
tional data, using non-parametric smoothers on curves and surfaces. We show that
the leave-one-point-out cross-validation based on binned data performs well in select-
ing bandwidth for local linear smoothers. Empirical spatial correlation is calculated
as the ratio of eigenvalues of cross-covariance and covariance surfaces.
A parametric model, Mate´rn correlation augmented with anisotropy parameters,
is fitted to empirical estimated spatial correlations at a sequence of spatial separation
vectors. We claim that estimates will be consistent if spatial correlation is mild in
some way, e.g., spatial correlation matrix having a bounded matrix norm as sample
size goes to infinity. A more rigorous proof of the consistency of estimates is desired
for future work. With finite sample, estimates are better for separable covariance
than non-separable covariance. The fitted anisotropy Mate´rn parameters can be used
to compute the spatial correlation at any given spatial separation vector and thus are
used to reconstruct trajectories of sparsely observed curves.
This work compares with the work in Yao et al. (2005b) where curves are as-
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sumed to be independent. We show that by incorporating the spatial correlation,
reconstruction performance is improved. It is observed that the higher the noise and
true spatial correlations, the greater the improvements. We demonstrate the flexibil-
ity of SPACE model in modeling the separability and anisotropy effect of covariance
structure. Moreover, two tests are proposed as well to explicitly answer if covariance
is separable and/or isotropy. We demonstrate decent empirical sizes and powers of
these tests. In particular, we show that bootstrap tests are overall more robust and
consistent than permutation tests.
We also present a series of asymptotic results which demonstrate the consistency
of model estimates. In particular, the same convergence rate for correlated case as
that of iid case is derived assuming mild spatial correlation structure.
Despite the popularity of functional principal component analysis, little attention
has been paid to the problem of factor rotation to improve the interpretability of
modeled principal component directions. The smoothness, or ordering, properties of
functional data analysis mean that factor rotation methods that are applicable for
multivariate data are not always appropriate in a functional context. Conversely,
new factor rotation methods may be applicable in functional data analysis that do
not have analogues in multivariate statistics. As for all factor rotation methods, it is
important to recall that the resulting directions are obtained as an interpretable means
of representing the data, rather than independent mechanistic sources of variance.
In this paper, we have presented a factor rotation method motivated by remote
sensing data and intended to improve our understanding of factors involved in eco-
logical responses to climate change. In this data set we seek to differentiate seasonal
sources of variation from both longer-term and localized effects. To do this, we present
principal periodic components as a means of extracting nearly-periodic directions in
the data. This factor rotation has the advantage of being efficiently implementable
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via canonical correlation analysis and effective at extracting periodic information. We
have developed graphical tools to assess the level of periodicity in the data and to
decide on thresholds between periodic and a-periodic signals. Further, a heuristic test
of exact periodicity demonstrates that the addition of some further flexibility in our
periodic signals is appropriate.
At its most general, our approach can be described as a rotation towards an inter-
pretable subspace and applies to multivariate factor rotation as well as in functional
data analysis. In our application, the set of periodic functions represents the most
clearly relevant subspace for interpretation. However, alternative subspaces may be
useful in other contexts; for example, in Koulis et al. (2008) a psychological experi-
ment is described in which a stimulus is changed at pre-specified times and a data-set
of continuously-measured responses is recorded. In this case, a basis of step functions
corresponding to change-times represents a relevant reference subspace with which
to examine the functional response to the stimulus sequence. The choice of reference
subspace depends strongly on the details of the application at hand. In our own appli-
cation, we could have sought further rotations of a-periodic signals towards linear or
exponential trends as a means of separating long-term effects from effects localized to
individual years. Beyond this approach, we expect that a more general exploration of
sources of variation within the context of functional data analysis to be an important
source of future
Appendix A
More on Harvard Forest Data
Data from MODIS were extracted for a 25 by 25 pixel window (covering an area of ≈
134 Km2) centered over the Harvard Forest Long Term Experimental Research site in
Petersham, MA. Data are provided at 8-day intervals with 500-m spatial resolution
on the ground for the period from January 1, 2001 to December 31, 2006. The data
set is available at Center for Remote Sensing public release data set server at Boston
University Department of Environment and Earth Science.
A.1 Pre-Processing
Because EVI data are sensitive to the presence of snow and include noise and missing
values caused by clouds, the data were pre-processed prior to analysis to remove noise
and fill gaps following the procedure described by Zhang et al. (2006). Specifically,
instances of missing data for single dates caused by clouds were gap-filled using a
three-point moving average. To remove the effect of snow, which can significantly de-
press EVI values relative to snow-free conditions, we used flags included with MODIS
data that indicate the presence of snow in any pixel. In cases where snow was present,
EVI values were replaced with their most recent snow-free value. Finally, to remove
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outliers and reduce overall noise, a three-point median-value moving-window was ap-
plied to the time series at each pixel.
A.2 Problematic Pixels and Their Imputation
The preprocessed EVI in the raw data set which includes 625 pixels contains values
which are suspected to be too low for the vegetation type at Harvard Forest. We
set threshold at 0.1 which corresponds to the historical minimum EVI values under
snow-free conditions at this site. Any pixels with any EVI values below this threshold
is labeled as problematic. In addition, we delete observations below the threshold in
the raw data set and treat them as missing values. The resulted missingness at each
problematic pixel occurs in long sequences, so that direct smoothing on individual
curves cannot be done. After excluding problematic pixels, the final data set con-
sists of 423 pixels and each pixel has 276 EVI values observed at equally spaced time
grids. These observations, denoted by {Yij, 1 ≤ i ≤ 423, 1 ≤ j ≤ 276} are of good
quality and contain no missing values. We denote observations at problematic pixels
by {Y ∗ij , 1 ≤ i ≤ 202, 1 ≤ j ≤ ni}. For the purpose of examining spatial structure
in the PPC scores, we impute Y ∗ij ’s and reconstruct whole EVI curves at these pixels.
To this end, we use a variant of the Principal Analysis with Conditional Expectation
(PACE) procedure introduced by Yao et al. (2005a). The PACE allows one to im-
pute sparsely observed functional data, provided that we know or can estimate the
functional covariance structure.
Recall that we consider EVI data as discrete observations of an underlying L2
stochastic process X(t) with additive errors. Let xi(t) be the realization of X(t) at
pixel i. In the paper, we denote the estimate of xi(t) by xˆi(t), the time-series demeaned
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xˆi(t) by zi(t) and cross-section demeaned zi(t) by z˜i(t). We model observed data as
Yij = xi(tij) + eij and Y
∗
ij = x
∗
i (tij) + e
∗
ij, where eij’s and e
∗
ij’s are iid observational
errors with mean zero and variance σ2. They are independent with both xi(t)’s and
x∗i (t)’s. Given Yij’s, we estimate xi(t) by smoothing Yij with K = 277 Fourier basis
functions. Then the estimated covariance kernel Cˆ(s, t) = ĉov(X(s), X(t)) has the
following eigen-decomposition Cˆ(s, t) =
∑K
k=1 ωkφk(s)φk(t) and each xˆi(t) can be
represented as
xˆi(t) = µˆ(t) +
K∑
k=1
sikφk(t)
where fPC scores sik are independent for fixed k and uncorrelated for fixed i with
mean zero and variance ωk. Note the above fPCA differs from the techniques em-
ployed in the paper where fPCA is employed explicitly on time-series demeaned pro-
cess Z(t) = X(t)− ∫ X(t)dt.
To impute Y ∗ij and estimate x
∗
i (t), direct smoothing might not be appropriate due
to the existence of consecutive missing values. On the other hand, it is not appropriate
either to impute the entire raw data set by smoothing covariance surface as described
in Yao et al. (2005a), since a large amount of missingness occur at the same time
period which does not satisfy the method’s assumption. However, it is reasonable to
assume x∗i (t)’s share the same eigen-structure and mean process with xi(t)’s. Then
we have xˆ∗i (t) = µˆ(t) +
∑K
k=1 s
∗
ikφk(t). Estimating x
∗
i (t) reduces to estimating fPC
score s∗ik and φk(t) can be computed from xˆi(t). WritingX
∗
i = (x
∗
i (ti1), · · · , x∗i (tini))T ,
Y ∗i = (Y
∗
i1, · · · , Y ∗ini)T , µˆi = (µˆ(ti1), · · · , µˆ(tini))T and ϕik = (φk(ti1), · · · , φk(tini))T ,
the PACE result states that, the best prediction of fPC scores for the ith subject,
given data from that individual, is the conditional expectation, which under Gaussian
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assumption, can be shown to be
sˆ∗ik = E(s∗ik|Y ∗i ) = ωkϕTik(Σi + σ2Ini)−1(Y ∗i − µˆi),
where the jkth entry of Σi is given by Cˆ(tij, tik) for 1 ≤ j, k ≤ ni. σ2 can be estimated
as the sample variance of {eˆij = Yij − xˆi(tij), 1 ≤ i ≤ 423, 1 ≤ j ≤ 276}. In fact, this
result is the conditional mean of two jointly Gaussian random variables. It can be
shown that, under Gaussian assumption, Cov(Y ∗i ) = Σi+σ
2Ini and Cov(s
∗
ik,Y
∗
i )) =
ωkϕ
T
ik. Denote the first fPC of zi(t)’s by φ1(t), as in the paper and the first fPC of
the non-annual component of zi(t)’s by η1(t). Denote time-series demeaned xˆ
∗
i (t) by
z∗i (t) and cross-section demeaned z
∗
i (t) by z˜
∗
i (t). Then fPC scores of z
∗
i (t) on φ1(t)
and η1(t) are computed as follows,
s∗φi1 =
∫
z˜∗i (t)φ1(t)dt
s∗ηi1 =
∫
z˜∗i (t)η1(t)dt
Combine imputed scores s∗φi1 ’s and s
∗η
i1 ’s together with scores computed from good
pixels, score maps of 625 pixels can be formed which are shown in Figure A.1. Score
maps without imputing problematic pixels are also shown in Figure A.1 for compar-
ison.
As a concluding analysis for this section, we compare a set of results obtained in
the paper using all 625 pixels with problematic ones imputed following procedures
discussed above against the same analysis leaving out the problematic pixels. Figure
A.2 shows that the results are very similar.
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Figure A.1: In all plots, dotted squares represent problematic pixels. Upper left:
scores on the first original fPC. fPC scores on problematic pixels are obtained by
projecting imputed EVI curves onto the original fPC obtained from good pixels;
Upper right: scores on the first non-annual fPC. fPC scores on problematic pixels
are obtained by projecting imputed EVI curves onto the non-annual fPC obtained
from good pixels. Lower left: the first original fPC scores without imputing the
problematic pixels; Lower right: the first non-annual fPC scores without imputing
the problematic pixels.
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Figure A.2: In all four plots, black curves are obtained from 423 good pixels and
red curves are obtained from 625 pixels with problematic ones imputed from eigen-
structure of the good pixels. Upper left: the upper panel is the first original fPC and
the lower panel is the first non-annual fPC; Upper right: the upper panel is the first
PPC and the lower panel is the second PPC. Both black and red curves are obtained
by rotating the first 46 fPCs; Lower left: PPC scree plot. The green dot is the 8th
AI on the black curve and the blue dot is the 8th AI on the red curve; Lower right:
correlations between PPCs and associated benchmarks.
Appendix B
Bootstrap Residuals
We examine the effect of pre-smoothing on our test in this appendix. It has been
noted that the choice of smoothing parameter can affect the proposed hypothesis test.
Yao et al. (2005a) showed that the sampling variability due to pre-smoothing can be
ignored asymptotically if we work in the case of dense observations. However, given
the finite sample at hand, it is still worth examining the sampling variability due
to pre-smoothing compared with the variability due to bootstrapping pre-smoothed
curves. If the former variability is not negligible compared to the later one, it is not
appropriate to simply bootstrap pre-smoothed curves in constructing the null distri-
bution of the test statistic. Given pre-smoothed curves xˆi(t)’s, we know estimated
residuals ˆij = Yij − xˆi(tij), 1 ≤ i ≤ 423, 1 ≤ j ≤ 276. Then the bth bootstrap
residuals {ˆbij, 1 ≤ i ≤ 423, 1 ≤ j ≤ 276} are obtained by sampling with replace-
ment from ˆij’s pooled across i and j. Then the bth bootstrap EVI observations
{Y brij , 1 ≤ i ≤ 423, 1 ≤ j ≤ 276} are formed by
Y brij = xˆi(tij) + 
b
ij
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where the superscript br stands for bootstrap residuals. Suppose we bootstrap B
times. We re-smooth each bootstrap EVI observations with optimal smoothing pa-
rameters chosen by the sum of generalized cross validation scores across all pixels and
obtain smoothed curves {xˆbri (t), 1 ≤ b ≤ B, 1 ≤ i ≤ 423}. On the other hand, we di-
rectly sample with replacement from xˆi(t)’s and form the bth direct bootstrap curves,
denoted {xˆbci (t), 1 ≤ i ≤ 423} where the superscript bc stands for bootstrap curves.
Then, we compute PPCs on both {xˆbri (t), 1 ≤ i ≤ 423} and {xˆbci (t), 1 ≤ i ≤ 423} for
each b. The variability of the first PPCs from 1000 bootstrap samples are summa-
rized in Figure B.1. Note that it is more exact to bootstrap zi(t)’s rather than xˆi(t)’s.
However, it makes no difference in results since zi(t) and xˆi(t) are identical up to a
vertical shift and we take out this vertical shift when computing PPCs. In subsequent
sections where we discuss the hypothesis test procedure, bootstrapping is based on
time-series demeaned curves zi(t)’s. The variability due to smoothing is smaller than
Figure B.1: In both plots, red curves are lower and upper 0.025 pointwise confidence
interval of the first PPCs obtained by directly bootstrapping pre-smoothed curves
1000 times, i.e. PPCs of {xˆbci (t), 1 ≤ i ≤ 423}. Black curves are lower and up-
per 0.025 pointwise confidence interval of the first PPCs obtained by bootstrapping
residuals 1000 times with curves held constant, i.e. PPCs of {xˆbri (t), 1 ≤ i ≤ 423}.
Left: pointwise confidence interval derived by fixing the number of fPCs retained
when computing PPCs; Right: pointwise confidence interval derived by fixing the
percentage of variation explained when computing PPCs
that of bootstrapping pre-smoothed curves but still not negligible. Therefore, it is
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more appropriate to add bootstrap residuals onto the bootstrap pre-smoothed curves
in the hypothesis testing procedure.
Appendix C
Proof of Lemma 4
Proof. According to the assumption, for any  > 0, there exists M such that
P
{
sup
t∈T
|Vn(t)− V (t)|
cn
> M
}
<  (C.0.1)
where we assume cn is positive without loss of generality. For any given N0 and , we
have
P
{ |g(Vn(t))− g(V (t))|
cn
> N0,∀t ∈ T
}
(C.0.2)
= P {|g(Vn)− g(V )| > cnN0,∀t ∈ T } (C.0.3)
= P
{|g(Vn)− g(V )| > cnN0 ∩ |Vn − V | ≤ cnM/2,∀t ∈ T } (C.0.4)
+P
{|g(Vn)− g(V )| > cnN0 ∩ |Vn − V | > cnM/2,∀t ∈ T } (C.0.5)
, A+B (C.0.6)
Under the assumption, we have
B ≤ P
{ |Vn(t)− V (t)|
cn
> M/2
}
< /2
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Choose S as the smallest closed interval which contains
⋃
t∈T
[V (t)−max(cn)M/2, V (t) + max(cn)M/2].
Note that g′(u) is continuous. Let C = maxu∈S |g′(u)|. Then |C| < ∞ and we have
|g(Vn(t))− g(V )| ≤ |C||Vn(t)− V (t)|. Thus,
A ≤ P {|C||Vn(t)− V (t)| > cnN0}
Choose N0 > |C|M/2, then A+B < . Observing that |C| does not depend on t and
n. The result in (3.6.3) follows.
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