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A conjecture of Gao and Leader, recently proved by Sun, states that
if X = (xi)ni=1 is a sequence of length n in a ﬁnite abelian group
of exponent n, then either some subsequence of X sums to zero
or the set of all sums of subsequences of X has cardinality at
least 2n − 1. This conjecture turns out to be a simple consequence
of a theorem of Olson and White; we investigate generalizations
that are not implied by this theorem. In particular, we prove the
following result: if X = (xi)ni=1 is a sequence of length n, the terms
of which generate a ﬁnite abelian group of rank at least 3, then
either some subsequence of X sums to zero or the set of all sums
of subsequences of X has cardinality at least 4n − 5.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and statements of results
If X = (xi)ni=1 is a sequence of n elements (repetition permitted) in an abelian group G , then we
deﬁne the set of subsums
Σ(X) :=
{∑
i∈I
xi
∣∣∣ ∅ = I ⊆ {1,2, . . . ,n}
}
. (1.1)
We say that X is zero-sum-free if 0 /∈ Σ(X). Also, we say that X generates a subgroup H  G if the
elements in X generate H .
Ever since the celebrated paper of Erdo˝s, Ginzburg and Ziv [2] proving that any sequence of length
2|G|−1 contains a subsequence of length |G| with sum zero, the structure of zero-sum-free sequences
has been a subject of great interest. We focus on the following question: how small can the subsum
set Σ(X) be for zero-sum-free X of a given length n?
The most basic answer to this question has been known for a long time.
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A. Pixton / Journal of Number Theory 129 (2009) 806–817 807Lemma 1.1. If X = (xi)ni=1 is a zero-sum-free sequence of length n in some abelian group G, then |Σ(X)| n.
Proof. The n subsums x1, x1 + x2, . . . , x1 + x2 +· · ·+ xn are all distinct, since the difference of any two
is another subsum of X and thus is nonzero. 
If the abelian group G contains an element x of order greater than n, then the sequence given by
n copies of element x shows that equality can hold in Lemma 1.1. Gao and Leader [3] thus considered
the case in which the maximum order of an element in G , known as the exponent of G , is equal to n.
They were able to prove Theorem 1.2 in the case (n,6) = 1 and conjectured that it should hold for
all n; this was recently proven in a paper of Sun [8, Theorem 1].
Theorem 1.2 (Sun). Let G be a ﬁnite abelian group of exponent n and X = (xi)ni=1 a zero-sum-free sequence
of length n in G. Then |Σ(X)| 2n − 1.
We focus on the following slightly stronger result.
Theorem 1.3. Let G be a ﬁnite abelian group and X = (xi)ni=1 a zero-sum-free sequence of length n that
generates a noncyclic subgroup of G. Then |Σ(X)| 2n − 1.
Remark 1.4. Theorem 1.3 is also true for inﬁnite abelian groups; to prove this, one can quotient out
by a ﬁnite index subgroup that is suﬃciently small so that no two elements of Σ(X) are in the same
coset and then apply the theorem for ﬁnite abelian groups. However, for convenience of statement
and proof, we will restrict ourselves to considering ﬁnite groups in this paper.
To see that Theorem 1.3 implies Theorem 1.2, suppose X = (xi)ni=1 is a zero-sum-free sequence of
length n in a ﬁnite abelian group G of exponent n. Such a group has no cyclic subgroups of order
greater than n. Then since Σ(X) ∪ {0} contains at least n + 1 elements (by Lemma 1.1), it cannot be
contained in any cyclic subgroup of G . Hence the subgroup of G generated by X is noncyclic, and we
may apply Theorem 1.3 to obtain the desired bound.
However, both Theorems 1.2 and 1.3 follow immediately from an old, more general theorem of
Olson and White [6] that seems to have been repeatedly overlooked.
Theorem 1.5. If X = (xi)ni=1 is a sequence of n elements in a group G such that the subgroup generated by X
is noncyclic, then either some subsequence of X has product 1 or the set of all such “subproducts” contains at
least 2n − 1 elements.
Thus Olson and White had already proven the non-abelian analogue of Theorem 1.3, and the con-
jecture of Gao and Leader follows immediately from their result.
Theorem 1.5 motivated us to seek other generalizations of Theorem 1.3. One family of generaliza-
tions is naturally obtained by replacing “noncyclic” with “of rank greater than k” for positive integers
k  2. Here the rank of a ﬁnite abelian group is deﬁned to be the minimum number of elements
needed to generate it; equivalently, if G ∼= Z/n1 ⊕ · · · ⊕ Z/nk for n1 | n2 | · · · | nk , then G has rank k.
We prove that there exists such a theorem for any k.
Theorem 1.6. Let k be a nonnegative integer. Then there exists Ck ∈ N such that if G is a ﬁnite abelian group
and X = (xi)ni=1 is a zero-sum-free sequence of length n generating a subgroup of G of rank greater than k,
then |Σ(X)| 2kn − Ck.
If x1, x2, . . . , xk+1 are linearly independent elements in G and xk+1 has order greater than m, then
the sequence X = (x1, x2, . . . , xk, xk+1, xk+1, . . . , xk+1) of length k+m is zero-sum-free and generates a
group of rank k+1, while |Σ(X)| = 2k(m+1)−1 = 2k(m+k)− ((k−1)2k +1). This class of examples
demonstrates that the multiplier 2k in Theorem 1.6 is the best possible.
808 A. Pixton / Journal of Number Theory 129 (2009) 806–817We prove Theorem 1.6 for Ck = 2k(2k − 1)3, but we expect that the theorem should hold for much
smaller values of Ck . Determining the smallest possible constants Ck such that Theorem 1.6 holds
seems to be an interesting and diﬃcult problem. The above example demonstrates that Ck must be
at least (k − 1)2k + 1, but equality cannot hold for k 4 (see Section 6).
Note that Lemma 1.1 and Theorem 1.3 state that one may take Ck = (k − 1)2k + 1 in Theorem 1.6
for k = 0 or 1. We also prove this minimal value for Ck for k = 2.
Theorem 1.7. Let G be a ﬁnite abelian group and X = (xi)ni=1 a zero-sum-free sequence of length n generating
a subgroup of G of rank greater than 2. Then |Σ(X)| 4n − 5.
Our methods of proving these results differ greatly from those used by Sun to prove Theorem 1.2,
and we obtain a much simpler, self-contained proof of Theorem 1.3. Because this proof serves as a
model for the proofs of Theorems 1.6 and 1.7, we give it in Sections 2 and 3 of this paper. In Sections 4
and 5 we prove Theorems 1.6 and 1.7 respectively, and we conclude by posing a few open questions
in Section 6.
2. Basic bounds on Davenport’s constant
One fundamental constant of a ﬁnite abelian group G is Davenport’s constant
D(G) := 1+ max
0/∈Σ(X)
|X |,
the minimum length of a sequence in G needed to guarantee that it contains a subsequence with
sum 0. Olson [4,5] and van Emde Boas [9] determined D(G) for certain classes of groups G , but D(G)
is not known in general for G of rank three or higher.
We will ﬁnd it useful to have certain simple upper bounds on D(G). Lemmas 2.1 and 2.2 are not
new, and the main result of this section, Theorem 2.4, is a special case of more general known results
(see the results of Ordaz and Quiroz in [7], for instance), but we give short proofs for completeness.
The simplest bound is a trivial consequence of Lemma 1.1.
Lemma 2.1. D(G) |G| for any ﬁnite abelian group G.
Proof. If X is a zero-sum-free sequence in G of length |G|, then Lemma 1.1 gives that |Σ(X)| |G|,
and hence 0 ∈ G = Σ(X) is a contradiction. 
Olson determined Davenport’s constant for all ﬁnite abelian p-groups in [4]. We will only need
the following special case.
Lemma 2.2. D((Z/p)r) = r(p − 1) + 1 for prime p and r  1.
Proof. First, we can construct a zero-sum-free sequence of length r(p − 1) by taking p − 1 copies of
each of the r elements of a Z/p-basis for ((Z/p)r). Thus D((Z/p)r) r(p − 1) + 1.
Now, suppose that X = (xi)ni=1 is a sequence in (Z/p)r of length n = r(p − 1) + 1, where xi =
(xi1, xi2, . . . , xir) with xij ∈ Z/p. Then deﬁne polynomials
f j(t1, t2, . . . , tn) =
n∑
i=1
xijt
p−1
i
for 1  j  r. Since n > r(p − 1) =∑rj=1 deg f j , Chevalley’s Theorem (see [1]) gives that there exist
t1, t2, . . . , tn ∈ Z/p, not all zero, such that f j(t1, . . . , tn) = 0 for all j. If we let I = {i | ti = 0}, then this
implies that
∑
i∈I xi = 0, as desired. 
A. Pixton / Journal of Number Theory 129 (2009) 806–817 809Given a short exact sequence of ﬁnite abelian groups 0 → H → G → A → 0, we can bound D(G)
in terms of D(H) and D(A).
Lemma 2.3. If H  G are ﬁnite abelian groups and A = G/H is noncyclic, then D(G) (D(A)−1)D(H)+1.
Proof. Let r be the exponent of A. Since A is noncyclic, we may choose a,b ∈ A such that a has
maximum order r and b does not lie in the cyclic subgroup generated by a. Then the sequence
formed by r − 1 copies of a and one copy of b is zero-sum-free, so D(A) r + 1.
Now, given any sequence X in A of length at least D(A)+1, we claim that we can ﬁnd a nonempty
subsequence of length no more than D(A) − 1 that sums to zero. If all the elements in X are equal
to a single element of order s, then we can simply choose a subsequence of length s r  D(A) − 1.
Otherwise, we can ﬁrst choose a subsequence Y of length D(A) that does not have sum zero and
then choose a nonempty subsequence of Y that sums to zero; since this subsequence must be proper,
it has length at most D(A) − 1.
Thus any sequence in G of length at least D(A) + 1 has a nonempty subsequence of length no
more than D(A)− 1 with sum in H . Repeating this process D(H)− 1 times and then choosing a ﬁnal
nonempty subsequence with sum in H , we can ﬁnd D(H) disjoint nonempty subsequences with sum
in H inside any sequence in G of length (D(A) − 1)D(H) + 1. Some nonempty collection of these
D(H) sums has sum zero, so we have the desired zero-sum subsequence of the original sequence. 
We can now give a general upper bound for D(G) when G is noncyclic. This theorem is the only
result from this section that we will use in the proof of Theorem 1.3.
Theorem 2.4. (See [7].) Let G be a noncyclic ﬁnite abelian group. Then D(G) |G|2 + 1.
Proof. Since G is noncyclic, G has p-rank at least 2 for some prime p, and thus there exists a sub-
group H  G with G/H ∼= (Z/p)2. We can then apply Lemmas 2.3, 2.2, and 2.1 to conclude that
D(G)
(
D(G/H) − 1)D(H) + 1 = 2(p − 1)D(H) + 1 2(p − 1)|H| + 1= 2(p − 1)
p2
|G| + 1.
Since p2 = (p − 2)2 + 4(p − 1) 4(p − 1), this implies the desired result. 
Remark 2.5. This bound is very weak except when G ∼= Z/2 ⊕ Z/(2m), when equality holds. Various
stronger and more diﬃcult results of the same type have been proven; for instance, Ordaz and Quiroz
[7] proved that this bound can be strengthened to D(G)  |G|4 + 3 if G is not isomorphic to Z/2 ⊕
Z/(2m) or Z/3⊕Z/(3m) for some m 1, with equality only when G ∼= Z/4⊕Z/(4m) for some m 1.
3. Proof of Theorem 1.3
With the aid of Theorem 2.4, we are ready to prove our restatement of the conjecture of Gao and
Leader.
Theorem 1.3. Let G be a ﬁnite abelian group and X = (xi)ni=1 a zero-sum-free sequence of length n that
generates a noncyclic subgroup of G. Then |Σ(X)| 2n − 1.
Proof. Suppose for contradiction that the theorem fails for some abelian group G of minimum size.
Choose X = (xi)ni=1 to be a counterexample sequence of minimum length n, so |Σ(X)| < 2n− 1. Also,
X must generate G by minimality of |G|, so G is noncyclic. Moreover, by minimality of n we have
that the theorem holds for Xi , the sequence of length n − 1 given by removing xi from X for some
1 i  n. If Xi generated some cyclic subgroup of G , then xi could not be contained in that subgroup,
and we would have a disjoint union
Σ(X) = {xi} unionsq Σ
(
Xi
) unionsq (Σ(Xi)+ xi).
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satisﬁes the conditions in the theorem statement, so |Σ(Xi)| 2n − 3. Now, let ki = min{k ∈ N | kxi /∈
Σ(Xi)}. Because X is zero-sum-free, such a ki ∈ N exists, and then kixi ∈ Σ(X)\Σ(Xi). In particular,
this implies that |Σ(X)| > |Σ(Xi)|, so we conclude that |Σ(X)| = 2n − 2 and |Σ(Xi)| = 2n − 3.
Since |Σ(X)| − |Σ(Xi)| = 1, we actually have that Σ(X)\Σ(Xi) = {kixi}. Thus Σ(X) must be
the union of {xi,2xi, . . . ,kixi} and some number of cosets of the subgroup generated by xi . Let
S = Σ(X) ⊆ G . Then
(S − xi)\S = {0} (3.1)
for every 1 i  n.
For each i, choose ji such that xi = x ji ; one can do this because the group G generated by X is
noncyclic. Then property (3.1) gives that x ji ∈ S ⇒ x ji − xi ∈ S ⇒ −xi ∈ S; this means that S ∪ {0}
is invariant under translation by any element xi and thus must be the entire group G (since G is
generated by the xi). Therefore |G| = |Σ(X)| + 1 = 2n − 1, and by Theorem 2.4 we have D(G) |G|
2 + 1 = n + 12 , so D(G)  n. However, X is a zero-sum-free sequence in G of length n, so this is a
contradiction. 
4. Proof of Theorem 1.6
Many of the bounds proven in this section are not sharp, since we are only interested in proving
the existence of some constants Ck such that Theorem 1.6 holds.
We will need a result analogous to Theorem 2.4 that bounds D(G) for G of given rank; the fol-
lowing lemma is an important step towards such a bound.
Lemma 4.1. Let k ∈ N. If H  G are ﬁnite abelian groups and A = G/H ∼= (Z/2)k+1 , then D(G) 2D(H) +
2k+1 − 2.
Proof. Observe that any sequence in A of length at least 2k+1 contains a subsequence of length 1 or 2
with sum zero, as there are only 2k+1 − 1 nonzero elements in A and each has order 2. Thus one can
ﬁnd D(H) disjoint subsequences with sum in H inside any sequence in G of length 2D(H)+2k+1 −2,
so such a sequence must contain a zero-sum subsequence. 
Our bound in the following theorem is deﬁnitely not sharp; it would be interesting to try to prove
the best possible result of this type (see Section 6).
Theorem 4.2. If G is a ﬁnite abelian group of rank greater than k, then D(G) |G|
2k
+ 2k+1 − 2.
Proof. If G has rank greater than k, then G has p-rank at least k + 1 for some prime p, and thus
there exists a subgroup H  G with G/H ∼= (Z/p)k+1. We can then apply Lemmas 2.3, 2.2, and 2.1 to
conclude that
D(G)
(
D(G/H) − 1)D(H) + 1 = k(p − 1)D(H) + 1 k(p − 1)|H| + 1 = (k + 1)(p − 1)
pk+1
|G| + 1.
If p  3, then it is easily veriﬁed that (k+1)(p−1)
pk+1 
1
2k
, so the theorem holds. If p = 2, we can instead
apply Lemma 4.1 and Lemma 2.1 to see that
D(G) 2D(H) + 2k+1 − 2 2|H| + 2k+1 − 2 = |G|
2k
+ 2k+1 − 2,
as desired. 
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Gao and Leader in the previous section—we observe that a minimal counterexample sequence must
have certain very special properties, and we conclude that the subsum set Σ(X) contains most of the
elements in G . Then Theorem 4.2 will yield the desired result. The following pair of technical lemmas
are necessary to show that Σ(X) contains most of G .
Lemma 4.3. Let G be a ﬁnite abelian group and let X ⊆ G\{0} be a generating set for G. Suppose S is a
nonempty proper subset of G. Then
∑
x∈X
∣∣(S + x)\S∣∣ |X |.
Proof. Let H = {g ∈ G | S + g = S} be the largest subgroup of G such that S is a union of cosets of H .
Since S = ∅ or G , H is a proper subgroup of G .
Now, if x ∈ X and x /∈ H , then (S + x)\S is a nonempty union of cosets of H and hence has
cardinality at least |H|. Thus
∑
x∈X
∣∣(S + x)\S∣∣ |X\H| · |H|. (4.1)
Because H = G and X generates G , X cannot be contained in H , and thus Eq. (4.1) yields the desired
result if |H| |X |. But if |X | > |H|, note that |X\H| |X | − |H| + 1 because 0 /∈ X , so
∑
x∈X
∣∣(S + x)\S∣∣ (|X | − |H| + 1)|H| = |X | + (|H| − 1)(|X | − |H|) |X |,
as desired. 
Lemma 4.4. Let G be a ﬁnite abelian group and let X ⊆ G\{0} be a generating set for G. Suppose f : G → Z is
a function on G. Then
∑
x∈X
g∈G
max
{
f (g + x) − f (g),0} (max( f ) −min( f ))|X |.
Proof. By replacing f with f − min( f ), we can assume that min( f ) = 0; also let max( f ) =m. Then
for each i = 1,2, . . . ,m, let Si = {g ∈ G | f (g) i}. Since f assumes the values 0 and m, each Si is a
proper nonempty subset of G .
Now observe that
∑
g∈G
max
{
f (g + x) − f (g),0}=
m∑
i=1
∣∣(Si + x)\Si∣∣,
and applying Lemma 4.3 gives that
∑
x∈X
g∈G
max
{
f (g + x) − f (g),0}=
m∑
i=1
∑
x∈X
∣∣(Si + x)\Si∣∣
m∑
i=1
|X | =m|X |. 
The next theorem can be interpreted as an approximation to the fact that a subset of a group
which is invariant under translation by any element in a set of generators for the group must be
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almost empty or almost the entire group.
Theorem 4.5. Let G be a ﬁnite abelian group of rank greater than k ∈ N and let X ⊆ G\{0} be a generating set
for G. Suppose S ⊆ G satisﬁes |(S + x)\S| 2k − 1 for all x ∈ X. Then min{|S|, |G\S|} (2k − 1)3 .
Proof. First, without loss of generality we may replace X by a minimal subset of X that still gener-
ates G . Also, if |G| (2k −1)3, then the result is trivial, so assume |G| > (2k −1)3. We then claim that
there exists Y ⊂ X such that H = 〈Y 〉 and A = G/H both contain at least 2k elements. This is easy if
some element x in X has order at least 2k , since then |〈x〉| 2k and G/〈x〉 has rank at least k and thus
order at least 2k , so suppose every element in X has order at most 2k − 1. Then if X = {x1, . . . , xm},
deﬁne ti = |〈x1, . . . , xi〉| for 0 i m. We have
1 = t0 | t1 | · · · | tm = |G| >
(
2k − 1)3
and ti+1ti  2
k − 1 for each i. Thus if j is minimal such that t j  2k , then t j  (2k − 1)2 and hence
|G|
t j
> 2k − 1, so we may take Y = {x1, . . . , x j}.
Deﬁne a function f : A → Z by f (a) = |S ∩ (a + H)|. Then we have that
(
2k − 1)|X\Y | ∑
x∈X\Y
∣∣(S + x)\S∣∣

∑
x∈X\Y
∑
a∈A
max
{
f (a + x) − f (a),0}

(
max( f ) −min( f ))|X\Y |
by Lemma 4.4, since X\Y projects to |X\Y | distinct nonzero elements in A because X is a minimal
generating set. Thus (max( f ) − min( f ))  2k − 1. Then by replacing S by G\S if necessary, we can
assume that f (a) = |H| for any a ∈ A. Thus we can apply Lemma 4.3 to obtain that
(
2k − 1)|Y | ∑
x∈X1
∣∣(S + x)\S∣∣
=
∑
a∈A
∑
x∈Y
∣∣(S ∩ (a + H) + x)\(S ∩ (a + H))∣∣

∣∣supp( f )∣∣|Y |,
where supp( f ) = {a ∈ A | f (a) = 0} is the support of f . Since |A| 2k , this implies that f (a) = 0 for
some a, and thus f (a) 2k − 1 for all a ∈ A. Then |S| =∑a∈A f (a)max( f )| supp( f )| (2k − 1)2 
(2k − 1)3, as desired. 
We now combine Theorem 4.2 and Theorem 4.5 to prove the main result of this section.
Theorem 1.6. Let k be a nonnegative integer. Then there exists Ck ∈ N such that if G is a ﬁnite abelian group
and X = (xi)ni=1 is a zero-sum-free sequence of length n generating a subgroup of G of rank greater than k,
then |Σ(X)| 2kn − Ck.
Proof. We will prove the theorem by induction on k for Ck = 2k(2k − 1)3. For k = 0, this is simply
Lemma 1.1; for k = 1, the result follows from Theorem 1.3 because C1 = 2 1. Now assume that k 2
and that the theorem holds for k − 1.
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an abelian group G of minimum order, so the elements in X generate G . Then |Σ(X)| < 2kn− Ck and
G has rank greater than k. By minimality of n, the theorem must hold for Xi , the sequence of length
n − 1 given by removing xi from X . If Xi generated some subgroup of G of rank k, then xi could not
be contained in that subgroup and we would have a disjoint union
Σ(X) = {xi} unionsq Σ
(
Xi
) unionsq (Σ(Xi)+ xi),
hence
∣∣Σ(X)∣∣= 2∣∣Σ(Xi)∣∣+ 1 2(2k−1(n − 1) − Ck−1)+ 1 = 2kn − (2Ck−1 + 2k − 1).
But 2Ck−1 + 2k − 1 Ck , so this is a contradiction.
Thus Xi also generates some group of rank greater than k, so we must have |Σ(Xi)|  2kn −
Ck − 2k .
Let S = Σ(X) ⊆ G . Then for any i we have Σ(Xi) ⊆ (S − xi) ∩ S , so
∣∣(S + xi)\S∣∣= ∣∣(S − xi)\S∣∣ ∣∣Σ(X)∣∣− ∣∣Σ(Xi)∣∣ (2kn − Ck − 1)− (2kn − Ck − 2k)= 2k − 1.
Applying Theorem 4.5 to S ⊆ G with generating set {x1, . . . , xn}, we obtain that either S or G\S has
cardinality at most (2k − 1)3.
If |S| (2k − 1)3, then n  (2k − 1)3 by Lemma 1.1 and hence |Σ(X)| < 2kn − Ck  0, which is a
contradiction. Thus |G|  |S| + (2k − 1)3  2kn − Ck − 1 + (2k − 1)3. At the same time, Theorem 4.2
gives that n D(G) − 1 |G|
2k
+ 2k+1 − 3, so we have
|G| |G| + 2k(2k+1 − 3)− Ck − 1+ (2k − 1)3,
which is a contradiction because Ck = 2k(2k − 1)3 > 2k(2k+1 − 3) + (2k − 1)3 − 1, as is easily veri-
ﬁed. 
5. Proof of Theorem 1.7
We follow the same general approach that was used in the previous section, but we need to
improve various bounds to reduce C2 from 22(22 − 1)3 = 108 to 5. We start with an improvement of
the bound in Theorem 4.2 when k = 2.
Theorem 5.1. If G is a ﬁnite abelian group of rank greater than 2, then D(G) |G|4 + 2.
Proof. The group G must have p-rank at least 3 for some prime p, and in the proof of Theorem 4.2,
it was shown that the stronger inequality D(G) |G|4 + 1 holds if p  3. Thus it suﬃces to consider
the case p = 2, so let H  G with A = G/H ∼= (Z/2)3. We need to show that any sequence X in G
of length |G|4 + 2 = 2|H| + 2 has a zero-sum subsequence. If |H| = 1, this is easy because D(G) =
D(A) = 4 by Lemma 2.2, so assume |H| 2.
Any sequence in G of length 8 has a subsequence of length 1 or 2 with sum in H , since there are
only 7 nonzero elements in A. This allows us to ﬁnd |H| − 2 disjoint subsequences of X of length 1
or 2 with sum in H . There are at least 6 elements remaining in X . If any 1 or 2 of them have sum
in H , then the remaining elements (at least D(A) = 4) have some subsequence with sum in H , and
we have constructed |H| disjoint subsequences of X with sum in H ; since D(H)  |H|, this means
that X has a zero-sum subsequence.
Thus it remains to consider the case in which the 6 remaining elements project to 6 distinct
nonzero elements of A. Choose a Z/2-basis a1,a2,a3 for A such that the 6 elements x1, x2, x3, x12, x23,
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either some subsequence of these 6 elements has sum zero, or we can ﬁnd two subsequences (not
necessarily disjoint) with distinct sums in H . Suppose otherwise; then we have that x1 + x2 + x12, x2 +
x3 + x23, x3 + x1 + x31, x12 + x23 + x31, x1 + x2 + x23 + x31, x2 + x3 + x31 + x12, and x3 + x1 + x12 + x23
are all equal to some nonzero element h ∈ H . However, then
4h = (x1 + x2 + x12) + (x2 + x3 + x23) + (x3 + x1 + x31) + (x12 + x23 + x31)
= (x1 + x2 + x23 + x31) + (x2 + x3 + x31 + x12) + (x3 + x1 + x12 + x23)
= 3h
is a contradiction.
Thus either some subsequence of X sums to zero, or we can ﬁnd nonempty subsequences
X1, X2, . . . , X|H|−2, Y1, and Y2 that have sums in H and are pairwise disjoint apart from the pair
{Y1, Y2}; also, Y1 and Y2 do not have the same sum. If we let hi be the sum of Xi , and we let y1 and
y2 be the sums of Y1 and Y2, then it remains only to note that
0 ∈ Σ((hi)|H|−2i=1 )+ {0, y1, y2}.
This follows from Lemma 1.1, which gives that |Σ((hi)|H|−2i=1 )| |H| − 2 if 0 /∈ Σ((hi)|H|−2i=1 ). 
We will need the following technical lemma, which can be viewed as a description of the equality
case in Lemma 4.3.
Lemma 5.2. Let G be a noncyclic ﬁnite abelian group and let X ⊆ G\{0} be a minimal generating set for G
consisting only of elements of order greater than 2. Suppose that S ⊆ G is such that
∑
x∈X
∣∣(S + x)\S∣∣= |X |.
Then min{|S|, |G\S|} 1.
Proof. As in the proof of Lemma 4.3, let H = {g ∈ G | S + g = S}, so |X | |X\H| · |H| (see Eq. (4.1)).
Thus either |X | = |H| and |X\H| = 1 or H = 0. The ﬁrst case is not possible because then H\{0} ⊂ X ,
so X cannot be a minimal generating set (since X has no elements of order 2). Thus H = 0, which
implies that |(S + x)\S| = 1 for any x ∈ X . However, the case k = 1 of Theorem 4.5 then yields the
desired result. 
We now improve the bound in the case k = 2 of Theorem 4.5 given slightly stronger hypotheses.
Theorem 5.3. Let G be a ﬁnite abelian group of rank greater than 2 and let X ⊆ G\{0} be a generating set for
G consisting only of elements of order greater than 2. Suppose S ⊆ G satisﬁes |(S + x)\S|  3 for all x ∈ X.
Then min{|S|, |G\S|} 5.
Proof. First, we may replace X with a minimal subset that still generates G . We now split into two
cases based on whether some element of X has order at least 4.
Case 1. Some x ∈ X has order at least 4.
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By the same argument used in Theorem 4.5, all but at most 3 cosets of H are disjoint from or
contained in S , so we may (replacing S with G\S if necessary) assume that some coset of H does not
intersect S , and thus that each coset of H intersects S in at most 3 elements. In other words, if we
let f (a) = |(H + a) ∩ S| for a ∈ A, then the support of f has size at most 3 and f (a) 3 for all a.
Let X denote the projection of X\{x} to A; since X was a minimal generating set for G , X is a
minimal generating set for A and |X| = |X | − 1  2. Now, let Γ denote the digraph with vertex set
{a ∈ A | f (a) > 0} and an edge from a to a′ , labeled by y ∈ X , if a + y = a′ . Note Γ has at most 3
vertices.
If there is no edge labeled y ∈ X , then S and S + y are completely disjoint and hence |S| =
|(S + y)\S| 3 5, as desired. Thus there is at least one edge in Γ with each label. The minimality
of X then implies that all (undirected) cycles in Γ are monochromatic; thus Γ must have 3 vertices.
Call the vertices a,b, c ∈ A, and suppose that there is an edge labeled y between a and b and an edge
labeled z between a and c; the only other possible edges are reverses of these edges with the same
labels (and this happens if and only if the label has order 2 in A), so |X| = 2.
If one of the two labels does not have order 2, say y, then we have that
max
{
f (a), f (b)
}+ ∣∣ f (c)∣∣ ∣∣(S + y)\S∣∣ 3,
and hence f (a) 2 and f (b) + f (c) 3, so |S| = f (a) + f (b) + f (c) 5, as desired.
Thus we can assume for contradiction that both y and z have order 2 and |S|  6. It is easily
veriﬁed that the conditions
∣∣ f (a) − f (b)∣∣+ f (c) 3, ∣∣ f (a) − f (c)∣∣+ f (b) 3, f (a) + f (b) + f (c) 6
imply that f (a), f (b), f (c) 2. Since there is exactly one element in (S + x)\S in each of the three
cosets of H , this implies that there are no elements s ∈ S such that neither s+ x nor s− x is in S . Call
such an element x-isolated; we can see that S does contain y-isolated and z-isolated elements.
However, y, z each have order 2, so y, z have even order and thus order at least 4. Thus we could
have repeated this entire argument using y or z instead of x, and thus one of S and G\S has x-
isolated and z-isolated elements but not y-isolated elements, and one has x-isolated and y-isolated
elements but not z-isolated elements. But we have already established that S contains y-isolated and
z-isolated elements, so both of these statements must hold for G\S , yielding the desired contradiction.
Case 2. All x ∈ X have order 3.
Since G is generated by elements of order 3, all elements in G have order 3; thus G is a Z/3-
vector space, and X = {x1, . . . , xk} is a basis for G ∼= (Z/3)k , where k = |X | 3. Let H = 〈x1〉 G . The
same argument as in the previous case yields that |S| 5 if no more than three cosets of H intersect
S (since G/H does not contain any elements of order 2), so we may assume that some coset of H is
disjoint from S and some coset is contained in S .
Now let J = 〈x2, . . . , xk〉 G , and let Si = { j ∈ J | ix1 + j ∈ S} for 0 i  2. By the above observa-
tions, Si is a nonempty proper subset of J for each i. Thus by Lemma 4.3, we have that
3(k − 1)
k∑
m=2
∣∣(S + xm)\S∣∣=
2∑
i=0
k∑
m=2
∣∣(Si + xm)\Si∣∣
2∑
i=0
(k − 1) = 3(k − 1),
so equality must hold for each i. By Lemma 5.2, this implies that |Si | = 1 or |Si | = | J | − 1 = 3k−1 −
1 8 for each i. However, |Si+1\Si | 3 for each i, so we conclude that |S1| = |S2| = |S3|. Replacing
S by G\S if necessary then yields |S| 3 5, as desired. 
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but we make use of the better bounds given by the auxiliary results Theorems 5.1 and 5.3.
Theorem 1.7. Let G be a ﬁnite abelian group and X = (xi)ni=1 a zero-sum-free sequence of length n generating
a subgroup of G of rank greater than 2. Then |Σ(X)| 4n − 5.
Proof. We ﬁrst prove the theorem if X contains an element of order 2. Suppose that X = (xi)ni=1
generates G , G has rank at least 3, 0 /∈ Σ(X), and xn has order 2. Let G be the quotient of G by
the subgroup generated by xn , so G has rank at least 2. Let X = (xi)n−1i=1 be the projection of the ﬁrst
n − 1 terms of X to G . Then 0 ∈ Σ(X) would imply that either 0 or xn lies in Σ((xi)n−1i=1 ) and hence
0 ∈ Σ(X), so 0 /∈ Σ(X) and thus |Σ(X)| 2(n − 1) − 1 = 2n − 3 by Theorem 1.5. In fact, Σ(X) is the
union of the preimage of Σ(X) in G and {xn}, so |Σ(X)| 2(2n − 3) + 1 = 4n − 5, as desired.
Now suppose for contradiction that X = (xi)ni=1 is a counterexample sequence of minimum length
in an abelian group G of minimum order, so X generates G , 0 /∈ Σ(X), |Σ(X)|  4n − 6, and G has
rank at least 3. Also, by the previous result, none of the elements in X has order 2. As in the proof
of Theorem 1.6, we may show that S = Σ(X) ⊆ G has the property that for any i, |(S + xi)\S|  3.
Applying Theorem 5.3 to S ⊆ G with generating set {x1, . . . , xn}, we have that either |S| or |G\S| has
cardinality at most 5.
Since X generates G , we may choose a subsequence which minimally generates G . This sequence
has length at least 3 because G has rank at least 3, so it has at least 23 − 1 = 7 distinct subsums.
Thus |S| 7, so |G\S| 5.
We now consider two cases. If |G\S| = 1, then n D(G) − 1 |G|4 + 1 by Theorem 5.1, and hence
|G| = |S| + 1 4n − 6+ 1 |G| − 1
is a contradiction. Otherwise, there is some nonzero element y ∈ G\S , and X is still zero-sum-free
after appending −y, so n D(G) − 2 |G|4 (again using Theorem 5.1), and thus
|G| |S| + 5 4n − 6+ 5 |G| − 1
is again a contradiction. 
6. Open questions
The results in this paper suggest several open questions. First, what are the best possible constants
Ck in Theorem 1.6?
Question 1. What is the smallest constant Ck such that |Σ(X)|  2kn − Ck for any zero-sum-free
sequence X of length n generating a ﬁnite abelian group of rank greater than k?
As explained after the statement of Theorem 1.6, the zero-sum-free sequences X = (x1, x2, . . . , xk,
xk+1, xk+1, . . . , xk+1) (for x1, x2, . . . , xk+1 linearly independent elements in G) imply that the minimal
constant Ck is at least 2k(k − 1) + 1, and we have seen that equality holds when k 2.
However, when k = 4, consider the group G = (Z/2)4 ⊕ (Z/6). Since D(G) = 11 (see [9]), there
exists a sequence X of length 10 in G with Σ(X) = G\{0}; thus 95 = |Σ(X)| 16 ·10− C4, and hence
C4  65, while 24(4− 1) + 1 = 49. It seems unclear what the asymptotics of Ck should be, but surely
our upper bound of 2k(2k − 1)3 is too high.
The methods we used to prove our results on Ck had two main components: upper bounds on
Davenport’s constant for groups of given ranks and results stating that subsets of groups with certain
properties are either very small or very large. In each case, it is an interesting question to determine
the best possible such results, although doing so would not yield an immediate answer to Question 1.
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G of rank greater than k?
Again, we observed that Ak = k for k  2, but this does not hold for larger k by the same coun-
terexample G = (Z/2)4 ⊕ (Z/6). In general, the same method used above to show that C4  65 yields
that Ck  2k(Ak − 1) + 1.
For the other component of our proofs, we can give a conjectural answer.
Conjecture 3. Let G be a ﬁnite abelian group of rank greater than k ∈ N and let X ⊆ G\{0} be a generating set
for G. Suppose S ⊆ G satisﬁes |(S + x)\S| 2k − 1 for all x ∈ X. Then min{|S|, |G\S|} (2k − 1)2 .
Equality is achieved in this conjecture if we take G = (Z/2)k ⊕ (Z/2k+1) with corresponding gen-
erators x1, . . . , xk, y and
S =
{∑
i∈I
xi +my
∣∣∣ ∅ = I ⊆ {1, . . . ,k}, 0m < 2k − 1
}
.
Finally, note that we were able to improve on this conjectured bound in Theorem 5.3 by imposing
the additional constraint that the elements in X do not have order 2. In the case k = 2, we proved a
bound of 5, which is less than 9 = (22 − 1)2.
Question 4. What is the smallest constant Bk such that Conjecture 3 holds with (2k − 1)2 replaced
by Bk , if the elements in X have order greater than 2?
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