Abstract-Necessary and suflicient conditions are given for the nonnegativity of a partially singular quadratic functional associated with a linear system. The conditions parallel known conditions for the totally singular problem, and a known s d c i e n c y condition for the partially singular problem can be derived from them.
and continuously differentiable with B and C finite; further, (2) is completely controllable over [&,TI for all .rc (to,tjl . The matrices S J and D are constant, with D of s rows and rank s. We take Q, R, and S f symmetric, and, in order that the minimum not be -m , R >_ 0.
Finally we assume u ( . ) is piecewise continuous on [tmtjl.
The three cases R = 0, R # 0 but IRI = 0, and R > 0 are distinguished by the terms totally singular, partially singular, and nonsingular, respectively. Our concern here is with the partially singular problem, and our aim is to present necessary and sufficient conditions for J[u(.)I to be nonnegative for all u ( . ) (so tbat the minimum for (1) and ( 2 ) becomes zero).
Many insights into the three classes of problems are given (as well as many references to original sources of results concerning the problems) in the survey paper [ l ] of Jacobson. Among the results, we note tbat necessary and su5eient conditions are available for both the totally singular and nonsingular problems, and a differential farm of the sufficiency conditions extends immediately to the ~a r t i a u v sineular uroblem. The necessary and sufficient conditions " --we present for the partially singular problem parallel those already known for the totally singular and nonsingular problems. The technique establishing these conditions relies on conversion of the partially singular problem to a totally singular problem. Now the various assumptions far the original problem associated with (1) and (2) all imply the corresponding assumptions' for the new problem assaciatedwith (5) and (6). Adn~issible controls zi(.) for the new problem define a subset of the admissible controls for the original problem. Therefore, any necessaly condition for the new problem is a fortzo~i a. necessary condition for the original problem, and it is therefore irrelevant to the derivation of such a necessary 
Pn(tj).
Note that the gap between the necessity and suffieieney results involves only the question of the interval over which P(t) has certain properties; in one case the interval is (to,t,) . in the other, [to,til. This is as far the totally singular case, see [ I ] .
Proof: The proof parallels tbat used for the totally singular case, [ I , see theorem 41. We have condition that the controls u(.) are restricted by (4). ~e c e s s a r i The matrix is defined as follaws. Let IV be the mstrix with subconditions appear in [ I , see theorem 71 and will not be repeated here. matrices W,f already defined, andm the transition matrix associated Interpreting these conditions to allow for the special form of iI, etc., leads to the following result. Suppose that R(t) = 0 for all t, so that we have s. special case of the preceding results. Taking +,he necessity conditions, it follows using (16) on (to,t,) that PnB + C' = 0 almost everywhere on (to,lj). Arguments as in [31 establish equality everywhere, and the standard necessity conditions (see [I, theorem 71) are recovered. In a similar way, the almost identical sufficiency conditions can be obtained.
I n this paper, we have filled a gap in the various sets of necessary and s~ficient conditions far singular linear-quadratic control problems. I t is possible that our alternative derivation could be obtained via the limiting ;tpprosch of [3l, and this would then allow numerical comput,ation of, for example, the matrix P,,. Nevertheless, the method given in this paper would seem more efficient if the conditions alone are required, without numerical values of all the quantities involved.
We have $so recently sighted unpublished work of Br Molinari in which a totally different approkch is used to prove the same main result as this paper. A key step is to demonstrate that the performance index (I), withnonsero s(&), has an infimum over all admissible controls which must be q~iadraLic in z(tO). This demonstration works for the nonsingular, partially singular, and totally singular eases.
Yet another approach could conceivably be adopted using Robbin's ideas [jl, which amount to replacement of a partially singular problem by a combination of nonsingular and totally singular problems. However, the separation is not complete, and it would seem that a demonstration via this means could be very hard.
The author wishes to acknowledge the direct assistance of J. B. Moore and the indirect assistance of B. S. Goh.
