Abstract. In abstract interpretation-based data-flow analysis, widening operators are usually used in order to speed up the iterative computation of the minimum fix-point solution (MFP). However, the use of widenings may lead to loss of precision in the analysis. Acceleration is an alternative to widening that has mainly been developed for symbolic verification of infinite-state systems. Intuitively, acceleration consists in computing the exact effect of some controlflow cycle in order to speed up reachability analysis. This paper investigates acceleration in convex data-flow analysis of systems with real-valued variables where guards are convex polyhedra and assignments are translations. In particular, we present a simple and algorithmically efficient characterization of MFPacceleration for cycles with a unique initial location. We also show that the MFPsolution is a computable algebraic polyhedron for systems with two variables.
Introduction
Formal verification of safety properties on a system is usually based on the automatic (or manual) generation of invariants of the system. Invariants are over-approximations of the set of all reachable configurations in the system. This over-approximation must be precise enough in order to determine which safety properties are satisfied by the system. Data-flow analysis, and in particular abstract interpretation [CC77] , provides a powerful framework to develop analysis for computing such invariants.
For systems with numerical variables, linear relation analysis aims at computing invariants expressing linear relationships between variables [Kar76, CH78, Min01, SSM04, BHRZ05]. The desired invariant corresponds to the minimum fix-point (MFP) solution of the system's approximate semantics in some numerical domain, and it may be computed by Kleene fix-point iteration. However, the computation may diverge and widening/narrowing operators [CC77, CC92] are often used in order to enforce convergence at the expense of precision. This may lead to invariants that are too coarse to prove the desired safety properties on the system to be verified.
Acceleration is an alternative to widening that has mainly been developed for symbolic verification of infinite-state systems [BW94, CJ98, FIS03, FL02, BIL06] . Intuitively, acceleration consists in computing the exact effect of some control-flow cycle in order to speed up Kleene fix-point computations in reachability analysis. Accelerated symbolic model checkers such as LASH, TREX, and FAST successfully implement this approach. While being more precise than widening, acceleration is also more computationally expensive.
Our contribution. We aim at developing methods that speed up the iterative computation of the MFP-solution, without any loss of precision. We focus on a class of systems with real-valued variables, the so-called guarded translation systems (GTSs). This class intuitively represents programs where conditions are closed convex sets and transformations are restricted to translations. We investigate acceleration of data-flow analysis for this class in the complete lattice of closed convex subsets of Ê n . To discuss computability issues, we devote particular attention to the class of rational polyhedral GTSs, where conditions are rational polyhedra and translation vectors are rational.
Recast in our setting, the (exact) acceleration techniques mentioned above consist in computing the merge over all path (MOP) solution along some (simple) cycle, which we call MOP-acceleration. We show that the MOP-acceleration of any cycle is an effectively computable rational polyhedron for rational polyhedral GTSs. However MOPacceleration is not in general sufficient to guarantee termination of the Kleene fix-point iteration, even for cyclic GTSs. We therefore investigate MFP-acceleration, which basically amounts to computing the MFP-solution of the system restricted to a given cycle. In other words, MFP-acceleration directly gives the MFP-solution for cyclic GTSs.
We obtain a surprisingly simple expression of the MFP-acceleration for cycles with a unique initial location. For rational polyhedral GTSs, this characterization shows that the MFP-acceleration is an effectively computable rational polyhedron for these cycles. This result cannot be extended to arbitrary cycles, as we give a 3-dim (i.e. three realvalued variables) cyclic example where the MFP-solution is not a polyhedron. We then focus on 2-dim GTSs and we prove that the MFP-solution is an effectively computable algebraic polyhedron (i.e. with algebraic coefficients) for general rational polyhedral 2-dim GTSs. Even for cyclic GTSs in this class, the polyhedral MFP-solution can be non-rational.
Related work. Karr introduced in [Kar76] an algorithm for computing the exact MFPsolution in the lattice of linear equalities. In [CH78] , Cousot and Halbwachs framed linear relation analysis as an abstract interpretation and provided the first widening operator over the lattice of rational polyhedra. This approach only provides an overapproximation of the MFP-solution. Many refinements of this original widening operator have since been studied [BHRZ05] to limit the loss of precision. Recently Gonnord and Halbwachs [GH06] introduced the notion of abstract-acceleration as a complement to widening for linear relation analysis. We show that while maintaining the same computational complexity, our MFP-acceleration is "better" than abstract-acceleration in the sense that MFP-acceleration enforces convergence of the Kleene fix-point iteration strictly more often than abstract-acceleration. On another hand [GH06] also investigates acceleration of multiple loops and the combination of translations and resets.
Outline. The rest of the paper is organized as follows. Section 2 recalls some background material on lattices and convex sets. We introduce guarded translation systems in section 3, along with MOP-acceleration and MFP-acceleration for these systems. We present in sections 4 and 5 our results on MOP-acceleration and MFP-acceleration for guarded translation systems. Section 6 is devoted to the MFP-solution of general guarded translation systems in dimension not greater than 2. Most proofs are only sketched in the paper, but detailed proofs are given in appendix. This paper is the long version of our FSTTCS 2007 paper.
The Complete Lattice of Closed Convex Sets

Numbers, lattices and languages
The paper follows the ISO 31-11 international standard for mathematical notation. We respectively denote by , É and Ê the usual sets of integers, rationals and real numbers.
Recall that a (real) algebraic number is any real number that is the root of some nonzero polynomial with rational coefficients. We write the set of all (real) algebraic numbers. It is well-known from Tarski's theorem that real arithmetic, the first-order theory Ê, +, · of reals with addition and multiplication, admits quantifier elimination and hence is decidable. It follows that any real number x is algebraic iff {x} is definable in real arithmetic. We denote by AE, É + , + , Ê + the restrictions of , É, , Ê to the nonnegatives.
Recall that a complete lattice is any partially ordered set (L, ⊑) such that every subset X ⊆ L has a least upper bound X and a greatest lower bound X. The supremum L and the infimum L are respectively denoted by ⊤ and
For any complete lattice (L, ⊑) and any set S, we also denote by ⊑ the partial order on S → L defined as the point-wise extension of ⊑, i.e. f ⊑ g iff f (s) ⊑ g(s) for all s ∈ S. The partially ordered set (S → L, ⊑) is also a complete lattice, with lub and glb satisfying (
For any set S, we write È(S) for the set of subsets of S. The partially ordered set (È(S), ⊆) is a complete lattice, with lub and glb . The identity function over any set S is written ½ S , and shortly ½ when the set S is clear from the context. Let Σ be a (potentially infinite) a set of letters. We write Σ * for the set of all (finite) sequences l 1 · · · l k over Σ, and ε denotes the empty sequence. Given any two sequences w and w ′ , we denote by w · w ′ (shortly written w w ′ ) their concatenation. A subset of Σ * is called a language.
Closed convex sets and polyhedra
We assume a fixed positive integer n called the dimension. The components of a vector x ∈ Ê n are denoted by x = (x 1 , . . . , x n ). Operations on vectors are extended to subsets of Ê n in the obvious way, e.g.
When there is no ambiguity, the singleton {x} is shortly written x to unclutter notation, e.g. we write x + S instead of {x} + S. Recall that the maximum norm
The (topological) closure, interior and boundary of a subset S of Ê n are respectively denoted by clo(S), int(S) and bd (S).
We now recall some notions about convex subsets of Ê n (see [Sch86] for details).
Recall that this class of subsets of Ê n is closed under arbitrary intersection. The convex hull of any subset S ⊆ Ê n , written conv (S), is the smallest (w.r.t. inclusion) convex set that contains S. Note that conv (S) is closed when S is finite, but this is not true in general. We devote particular attention in the sequel to closed convex subsets of Ê n .
This class of subsets of Ê n is also closed under arbitrary intersection. The closed convex hull of any subset S ⊆ Ê n , written cloconv (S), is the smallest (w.r.t. inclusion) closed convex set that contains S. Remark that cloconv (S) = clo(conv (S)). For any vector
-polyhedron is any finite intersection of -half-spaces. In the sequel, É-polyhedrality (resp. -polyhedrality, Ê-polyhedrality) is also called rational polyhedrality (resp. algebraic polyhedrality, real polyhedrality). Moreover, Ê-polyhedra and a Ê-half-spaces are shortly called polyhedra and half-spaces. Remark that any subset of Ê n is -polyhedral iff it is both polyhedral and definable in Ê, +, · .
The class of closed convex subsets of Ê n is written C n . We denote by ⊑ the inclusion partial order on C n . Observe that (C n , ⊑) is a complete lattice, with lub and glb satisfying X = cloconv ( X) and X = X for any subset X ⊆ C n .
Convex Acceleration for Guarded Translation Systems
We now define the class of guarded translation systems, for which we investigate the computability of data-flow solutions in the complete lattice (C n , ⊑). This class intuitively represents programs with real-valued variables, where conditions are closed convex sets and transformations are restricted to translations.
An n-dim action is any pair (G, d) where G ∈ C n is called the guard and d ∈ Ê n is called the displacement. We write A n = C n × Ê n the set of all n-dim actions. A trace is any finite sequence a 1 · · · a k ∈ A * n . The data-flow semantics a of any n-dim action
An n-dim guarded translation system (GTS) is any pair S = (X , T ) where X is a finite set of variables and T ⊆ X × A n × X is a finite set of transitions. A transition t = (X, a, X ′ ) is also written X a − → X ′ or X ′ := a(X), and we say that a (resp. X, X ′ ) is the action (resp. input variable, output variable) of t. A path in S is any finite sequence t 1 · · · t k ∈ T * such that the output variable of t i is equal to the input variable of t i+1 for every 1 ≤ i < k. We say that a path π is a path from X to X ′ if either (1) π = ε and X = X ′ , or (2) π = t 1 · · · t k and X, X ′ respectively are the input variable of t 1 and the output variable of t k . Any path with no repeated variable is called a simple path. A cycle is any non-empty path from some variable X to X. Any cycle of the form t · π where t is a transition and π is a simple path is called a simple cycle. A valuation is any function ρ in X → C n . An n-dim initialized guarded translation system (IGTS) is any triple S = (X , T, ρ 0 ) where (X , T ) is an n-dim GTS and ρ 0 ∈ X → C n is an initial valuation.
Intuitively, a transition X a − → X ′ assigns variable X ′ to a(X) and does not change the other variables. Formally, the data-flow semantics t of any transition
The data-flow semantics · is extended to sequences w in A * n ∪ T * in the obvious way: ε = ½ and l · w = w • l . We also extend the data-flow semantics to languages
For computability reasons, we extend -polyhedrality, where ∈ {É, , Ê}, to actions, valuations and guarded translation systems.
Example 3.1. Consider the C-style source code given on the left-hand side below and assume that the initial values of variables z 1 and z 2 satisfy z 1 = 1 and −1 ≤ z 2 ≤ 1. The corresponding IGTS E is depicted graphically on the right-hand side below.
Formally, the set of variables of E is {X 1 , X 2 , X 3 , X 4 }, representing the values of variables z 1 and z 2 at program points 1, 2, 3 and 4. Its initial valuation is {X 1 → {1} × [−1, 1] , X 2 → ⊥, X 3 → ⊥, X 4 → ⊥}, and its set of transitions is {t 1 , t 2 , t 3 , t 4 }, with:
Given any n-dim IGTS S = (X , T, ρ 0 ), the merge over all paths solution (MOPsolution) of S, written Π S , and the minimum fix-point solution (MFP-solution) of S, written Λ S , are the valuations defined as follows:
Remark that for any sequence π ∈ T * and variable X ∈ X , there exists a path π
Recall also that T * (ρ) denotes the least postfix-point of T greater than ρ. Therefore it follows from the above definitions that
. Intuitively E ′ corresponds to a compact version of the IGTS E from Example 3.1, where the cycle is shortened into a single "selfloop" transition. The convex sets C 0 , a (C 0 ) and aa (C 0 ) are depicted below (respectively in black, blue and red). Since aaa (C 0 ) is empty, we get that a
is more complex ; the key point here is to show that the set {0} × [0, 2] is necessarily contained a * (C 0 ). The sets a * (C 0 ) and a * (C 0 ) are also depicted below.
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The MOP-solution Π E ′ and the MFP-solution Λ E ′ of the IGTS E ′ are the valuations
Recall that our objective is to speed up, using acceleration-based techniques, the computation of the MFP-solution for initialized guarded translation systems. Recast in our setting, exact acceleration [BW94, CJ98, FIS03, FL02, BIL06] intuitively consists in computing the exact effect
−→ X, starting with some C 0 ∈ C n in X. Thus we may want define acceleration as the closed convex hull of this expression. However it would be even more desirable to compute the larger set (a 1 · · · a k ) * (C 0 ) since it is contained in the MFP-solution. We thus come to the following definition. Given any trace σ in A * n , the function σ * (resp. σ * ) is called the MOP-acceleration of σ (resp. the MFPacceleration of σ).
As will be apparent in section 5, trace-based acceleration is not in general sufficient to guarantee termination of the Kleene fix-point iteration, even for "cyclic" IGTS. The reason is that trace-based acceleration distinguishes a variable X (the "input variable" of the cycle to be accelerated) and abstracts away all other variables in the "current" valuation ρ of the fix-point iteration. Hence we also introduce acceleration of cycles, where we intuitively consider the MOP-solution or MFP-solution of the system restricted to this cycle. Formally, given any simple cycle π in T * , the MOP-acceleration of π (resp. the MFP-acceleration of π) is the function U * (resp. U * ) where U is the set of transitions that occur in π. Note that these accelerations may be extended to arbitrary cycles through the notion of unfoldings [LS07] .
The rest of the paper is devoted to the characterization and computation of these accelerations: section 4 focuses on acceleration for traces and section 5 investigates acceleration for simple cycles.
Acceleration for Traces
We focus in this section on MOP-acceleration and MFP-acceleration for traces. Remark that for any
It follows that σ * = a * σ and σ * = a σ * . Therefore we will w.l.o.g. restrict our attention to MOP-acceleration and MFP-acceleration for single actions.
Consider an n-dim action a = (G, d) and a closed convex set
The main difficulty here lies in the computation of
We introduce the class of poly-based semilinear sets and show that this class is closed under sum, union and intersection. We call poly-based linear any subset of Ê n of the form B + p∈P AE p where B is a bounded polyhedron and P is a finite subset of n . A poly-based semilinear set is any finite union of poly-based linear sets. Note that poly-based semilinearity generalizes standard (integer) semilinearity [GS66] in that for any subset Z of n , Z is semilinear iff Z is poly-based semilinear.
Lemma 4.1. Every polyhedron is a poly-based linear set. Poly-based semilinear sets are closed under sum, union and intersection.
We obtain from Lemma 4.1 that a
poly-based semilinear set S. Since cloconv p∈P AE p = p∈P ↑ p for any subset P of Ê n , we get that cloconv (S) is a polyhedron and hence we come to the following proposition.
Proposition 4.2. For any n-dim action a = (G, d) and closed convex set C 0 ∈ C n , if G and C 0 are polyhedra then a * (C 0 ) is a polyhedron.
Remark that the proof of Proposition 4.2 is constructive (since the proof of Lemma 4.1 is constructive). It follows that for each ∈ {É, }, the set a * (C 0 ) is an effectively computable -polyhedron when a and C 0 are -polyhedral. The following proposition gives a simple expression of the MOP-acceleration for bounded closed convex sets. Proposition 4.3. For any n-dim action a = (G, d) and closed convex set C 0 ∈ C n , if G ∩ C 0 is bounded then we have:
Our next result gives a surprisingly simple expression of the MFP-acceleration for arbitrary n-dim actions.
Proposition 4.4. For any n-dim action a = (G, d) and closed convex set C 0 ∈ C n , we have:
It follows from Proposition 4.4 that a * (C 0 ) is a polyhedron when G and C 0 are polyhedra. If moreover a and C 0 are -polyhedral, with ∈ {É, }, then a * (C 0 ) is an effectively computable -polyhedron.
We now compare our MFP-acceleration approach with abstract loop acceleration introduced in [GH06] as a complement to widening for linear relation analysis. Let us recast the definition of [GH06] in our setting. The abstract-acceleration a ⊗ of any n-
Hence we obtain the following relationships between MOP-acceleration, MFP-acceleration and abstract-acceleration:
It turns out that abstractacceleration is not sufficient to guarantee termination of the Kleene fix-point iteration even for guarded translation systems consisting in a single "self-loop" transition. Consider our running example, the IGTS given in Example 3.2, and recall that
to the abstract-accelerated Kleene fix-point iteration suggested in [GH06] . An induction on k shows that for every k ≥ 1, the set C k is the convex hull of {(1, −1), (1, 1), (−1, 3), (−1, y k )} where
. The first sets C 0 , C 1 , C 2 and C 3 of the iteration are depicted on the right (darker sets corresponds to smaller indices). It follows that the sequence (C k ) k∈AE is (strictly) increasing and hence this accelerated Kleene fix-point iteration does not terminate. Note that the situation would not be better with MOP-acceleration. However as already noted in Example 3.2, MFP-acceleration of a directly produces the MFP-solution. Hence the MFP-accelerated Kleene fix-point iteration would reach the fix-point after just one iteration. Notice that MFP-acceleration and abstract-acceleration have the same computational complexity.
Acceleration for cycles
We investigate the computation of the MOP-acceleration (resp. the MFP-acceleration) of a simple cycle. Following our definitions, this problem reduces to the computation of the MOP-solution (resp. the MFP-solution) of an IGTS that contains all its transitions into a unique (up to permutations) simple cycle π = X 1
We only consider the MFP-solution computation in the sequel since the following equality shows that the MOP-solution of a cyclic IGTS reduces to the computation of the MOP-acceleration of the trace σ = a 1 . . . a k :
We first explain why the previous reduction cannot be extended to the MFP-solution. Naturally, when the initial valuation ρ 0 satisfies ρ 0 (X) = ⊥ for all but one variable X i , the following equality shows that the MFP-solution reduces to the MFP-acceleration of traces (values of Λ S in X 2 , . . . , X k are obtained by circular permutations):
However, this case is not sufficient since we want to apply MFP-acceleration at any point during an iterative computation of MFP-solutions. The 2-dim cyclic rational polyhedral IGTS E 2 formally defined below shows that the MFP-solution Λ S cannot be reduced to MFP-acceleration of traces for a general initial valuation ρ 0 . In fact, we prove in the sequel that the MFP-solution of E 2 is -polyhedral but not É-polyhedral. Since MFP-accelerations of traces only produce É-polyhedral valuations we deduce that the MFP-solution cannot be obtained using MFP-acceleration of traces.
Example 5.1. Consider the cyclic 2-dim IGTS E 2 depicted graphically on the left-hand side below.
Formally the initial valuation ρ 0 of E 2 is {X 1 → {(−2, 2)}, X 2 → {(2, 2)}, X 3 → {(2, −2)}, X 4 → {(−2, −2)}}, and its actions
The MFP-solution of the IGTS E 2 can be obtained by first proving that the Kleene iteration (½ ⊔ T ) k+2 (ρ 0 ) is equal to the valuation Λ E2,h k (The values of Λ E2,h in X 1 , X 2 , X 3 , X 4 are graphically pictured in red, green, black and blue in the center of the previous figure) where Λ E2,h is the following valuation parameterized by a real number h and where (h k ) k≥0 is the sequence of rational numbers defined by h 0 = 0 and h k+1 = 1 4−h k (this last equality can be geometrically obtained from the right-hand side picture of the previous figure) .
As Λ E2,0 = (½ ⊔ T ) 2 (ρ 0 ) we deduce that Λ E2,h k = (½ ⊔ T ) k+2 (ρ 0 ) for any k ≥ 0 from the previous lemma 5.2.
Lemma 5.3. The sequence (h k ) k≥0 converges to the algebraic number 2 − √ 3.
Since Λ E2,h k ⊑ Λ E2 , we deduce from lemma 5.3 that Λ E2,2− √ 3 ⊑ Λ E2 . Observe that lemma 5.2 proves that Λ E2,2− √ 3 is a post-fix-point. Thus Λ E2,2− √ 3 is the MFPsolution. Note that this valuation is -polyhedral but not É-polyhedral. We will actually show in the next section that the MFP-solution of any 2-dim -polyhedral IGTS (not necessarily cyclic) is -polyhedral. Now we provide an example of 3-dim cyclic É-polyhedral IGTS E 3 corresponding to a slightly modified version of E 2 that exhibits a non-polyhedral MFP-solution.
Example 5.4. Consider the cyclic 3-dim IGTS E 3 formally defined as E 2 except for (a) its initial valuation ρ 0 equal to {X 1 → (−1, 1, 0) + ↑ e 3 , X 2 → (1, 1, 0) + ↑ e 3 , X 3 → (1, −1, 0) + ↑ e 3 , X 4 → (−1, −1, 0) + ↑ e 3 } where e 3 = (0, 0, 1), and (b) its actions a 1 , a 2 , a 3 , a 4 defined as follows (Ê − is the set of non-positive real numbers −Ê + ):
⊓ ⊔
Let us denote by Λ E3,k for any k ∈ {2, . . . , +∞} the following valuation where
is defined by the initial value z 1 = 3 2 and the induction z i+1 = 1 + z i . 
Lemma 5.5. Values of Λ E3,+∞ in X 1 , X 2 , X 3 , X 4 are closed convex sets but they are not polyhedral.
2 (ρ 0 ) = Λ E3,2 , the following lemma 5.6 proves that (½ ⊔ T ) k (ρ 0 ) = Λ E3,k for any k ∈ {2, . . . , +∞}.
Lemma 5.6. We have (½ ⊔ T )(Λ E3,k ) = Λ E3,k+1 for any k ∈ {2, . . . , +∞}.
We deduce that Λ E3,+∞ is the MFP-solution of E 3 .
Theorem 5.7. There exists a 3-dim cyclic rational polyhedral IGTS with a MFP-solution that is not polyhedral.
MFP-solution in Dimension ≤ 2
We have proved in the previous section that the MFP-solution of a 2-dim cyclic rational polyhedral IGTS may be not rational. In this section the MFP-solution of any 2-dim -polyhedral IGTS (not necessary cyclic) is proved -polyhedral for any ∈ { , Ê}. Let S = (X , T, ρ 0 ) be any n-dim polyhedral IGTS and let ∆ S be the following valuation :
,X ) the set of traces σ that label some path (resp. simple path) X 0 σ − → X. Let Λ ′ S be the valuation defined by Λ ′ S (X) = cloconv (S(X)) where S(X) is the following set :
Note that S(X) satisfies lemma 6.2, we deduce that Λ 
We now focus on dimension 2 and assume that S is a 2-dim polyhedral IGTS. Since a polyhedron is a finite (eventually empty) intersection of half-spaces, by adding some new extra variables to the IGTS, we may assume without loss of generality that all guards are either half-spaces or the whole set Ê 2 . Note that the boundary of an halfspace {x ∈ Ê n | α 1 .x 1 + α 2 .x 2 ≤ c} is the line {x ∈ Ê n | α 1 .x 1 + α 2 .x 2 = c}, and the boundary of Ê 2 is the empty-set. Thus bd (G) ∩ Λ S (X) is polyhedral for any guard G and any variable X. We deduce that ∆ S is polyhedral. Moreover, as 2-dim closed convex cones are polyhedral we deduce that 0 + Λ S (X) is polyhedral for any variable X. We have proved the following theorem.
Theorem 6.4. The MFP-solution of any 2-dim polyhedral IGTS is polyhedral.
Finally, assume that the 2-dim IGTS S is a -polyhedral and observe that for any variable X ∈ X and for any transition X a − → X ′ with a = (G, d), there exists:
Since any vector (resp. any half-space) can be defined with 2 reals (resp. 3 reals), we may constructively deduce from lemma 6.3 a formula in Ê, +, · defining Λ S .
Theorem 6.5. The MFP-solution of any 2-dim -polyhedral IGTS is effectively -polyhedral.
A Proof of Lemma 4.1
We need some background material on semilinear subsets of n in order to prove the lemma. A subset Z of n is called linear if Z = b + p∈P AE p for some vector b in n and some finite subset P of n . A semilinear subset of n is any finite union of linear subsets of n . Let us recall that semilinear subsets of n are precisely the subsets of n that are definable in Presburger arithmetic, the first-order additive theory of the integers [GS66] . Observe that a poly-based linear set is any subset of Ê n of the form B + Z where B is a bounded polyhedron and Z is a linear subset of n . 
obtain that C is a poly-based linear set since B + D 0 is bounded.
Closure under union of poly-based semilinear sets is immediate. Closure under sum comes from (1) distributivity of sum over union and (2) closure under sum of bounded polyhedra. Let us prove closure under intersection. From distributivity of intersection over union, it is sufficient to prove that the intersection of any two poly-based linear sets is a poly-based semilinear set. Consider two bounded polyhedra B 1 , B 2 and two finite subsets P 1 , P 2 of n , and let us write C 1 = B 1 + p∈P1 AE p and C 2 = B 2 + p∈P2 AE p. Let us define the following sets for every h ∈ {1, 2} and v ∈ n :
Note that E v h is a bounded polyhedron and that L v h is a linear subset of n . We derive from the above definitions that
n \ V h , we obtain that:
for each h ∈ {1, 2}. Observe that:
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Therefore, we get that:
Thus we come to
2 is a bounded polyhedron for every v 1 ∈ V 1 and v 2 ∈ V 2 . Since semilinear subsets of n are closed under intersection, we also get that
2 is a finite union of linear subsets of n . We conclude that C 1 ∩ C 2 is a poly-based semilinear set. ⊓ ⊔
B Proof of Proposition 4.3
Proposition 4.3. For any n-dim action a = (G, d) and for any closed convex set C 0 ∈ C n , if G ∩ C 0 is bounded then we have:
Proof. Recall that a * (C 0 ) = k∈AE a k (C 0 ) and that for every k ∈ AE, we have
k ∈ AE, and it follows by convexity of a * (C 0 ) that
+ a * (C 0 ) and thus we come to
, which concludes the proof of the first assertion.
Observe that a (C 0 ) = ∅ if G ∩ C 0 = ∅, and hence the second assertion is trivially satisfied when G ∩ C 0 = ∅. Let us now assume that G ∩ C 0 = ∅ and d ∈ 0 + G.
Observe that G k ⊒ G k+1 for every k ∈ AE. Since d ∈ 0 + G we get that k∈AE G k is empty. Indeed if there was some x in k∈AE G k then we would have x + k d ∈ G for every k ∈ AE which would imply that x + ↑ d ⊑ G and hence d ∈ 0
is a non-increasing (w.r.t. inclusion) sequence of closed sets, it follows that G k ∩ C 0 = ∅ for some k ≥ 1, and hence a k (C 0 ) = ∅ for some k ≥ 1. Moreover, we deduce that a
C Proof of Proposition 4.4
We first need the following technical lemma, which can be proved using standard linear algebra techniques.
Proposition 4.4. For any n-dim action a = (G, d) and for any closed convex set C 0 ∈ C n , we have:
. Now assume for the rest of the proof that G ∩ C 0 = ∅ and d = 0, and let us write
and E + d are closed convex sets that are contained in the closed convex set (C 0 + ↑ d).
We therefore get that:
Hence we come to a (C 0 ⊔(E +d)) ⊑ (C 0 ⊔(E +d)) and we deduce that a * (C 0 ) ⊑ (C 0 ⊔ (E + d)). Let us prove the reverse inclusion by contradiction and assume that (C 0 ⊔ (E + d)) ⊑ a * (C 0 ). As C 0 ⊑ a * (C 0 ) we obtain that there exists e ∈ E such that e + d ∈ a * (C 0 ). Observe that G ∩ a * (C 0 ) = ∅. Therefore the set {||x − e|| ∞ | x ∈ G ∩ a * (C 0 )} is non empty and let η denote its infimum. Since
As e ∈ E there exists z ∈ C 0 and λ ≥ 0 such that e = z + λ d. We deduce from Lemma C.1 applied to z, e, x ′ ,
′ ∈ a * (C 0 ) and e, x ∈ G. From convexity of these two sets, we obtain that y = (λ 2 e + (1 − λ 2 ) x) ∈ G ∩ a * (C 0 ). Therefore, we come
D Proof of lemma 5.2
We first prove the following lemma.
Lemma D.1. We have the following equality for any h ≥ 0:
Proof. Let us denote by C = a 1 (Λ E2,h (X 1 )). Following the definitions of a 1 and Λ E2,h (X 1 ) we get this equality:
4−h and let us prove that C = C ′ . The following equalities proves that (−2, −1) and (−2 + h ′ , 1) are both in C.
(−2, 1) =
Moreover, from (−2, 2) ∈ C, we have proved that C ′ ⊆ C. For the other inclusion, let
x ∈ C. As x ∈ Λ E2,h (X 1 ), there exists λ 1 , λ 2 , λ 3 , λ 4 ∈ Ê + such that
Observe that the following equalities hold:
Thus, by replacing (−2, −2), (−1, −2), (−1, −2 + h) by the previous expressions in the linear convex sum decomposing x, we get:
From x 2 ≥ 1, the previous equality and λ 1 + λ 2 + λ 3 + λ 4 = 1, we get:
Moreover, as h ≥ 0 we deduce that h ′ ≥ 1 4 and in particular 4.
G Proof of Lemma 5.6
Lemma G.1. The set a 1 (Λ E3,k (X 1 )) is equal to the following set for any k ∈ {2, . . . , +∞}:
Proof. Let us denote by C = a 1 (Λ E3,k (X 1 )). Following definitions of a 1 and Λ E3,k (X 1 ), we get this equality:
Note that the following equalities hold: Thus (−h i+1 , 0, z i+1 ), (−h 1 , 0, z 1 ) and (−1, 1, 1) are in C and we have proved that C contains the following convex set C ′ :
For the converse inclusion, let x ∈ C. There exists λ, µ, β ∈ Ê + and a sequence (r i ) 1≤i<k of elements in Ê + such that r i = 0 expect for a finite number of i such that:
Observe that the two following equalities hold:
Thus, by replacing (0, −h i , z i ) and (−1, −1, 1) by the previous expressions in the linear convex sum decomposing x − e 3 , we get:
From the following equality:
).e 3 + 2.µ.e 3 + 1≤i<k i + 1 i .r i .e 3
We get:
Since x−e 3 ∈ Ê − ×Ê + ×Ê, we deduce that x 2 ≥ 0.
Proof. From lemma G.1, we deduce that
. By symmetrical rotations, we get the following equalities:
Since the variables X 1 , X 2 , X 3 , X 4 are distinct, we deduce Proof. Naturally, we can assume that d = 0. Let us prove the non immediate inclusion G ∩ cloconv (S) ⊑ cloconv (G ∩ S). Let x ∈ G ∩ cloconv (S). Observe that if x ∈ bd (G) then from x ∈ bd (G) ∩ cloconv (S) ⊆ S, we get x ∈ G ∩ S and in particular x ∈ cloconv (G ∩ S). Thus, we can assume that x ∈ G\ bd (G). Since x ∈ cloconv (S), there exits a sequence (S k ) k≥0 of finite subsets of S and a sequence (x k ) k≥0 in the convex hull of S k that converges toward x. As x is in the interior G\ bd (G) of G, there exists an integer K ≥ 0 such that x k is also in this set for any k ≥ K. By re-indexing the sequence, we can assume that K = 0.
Let us consider a sequence (λ k,y ) y∈S k in Ê + such that y∈S k λ k,y = 1 and such that x k is a linear convex combination x k = y∈S k λ k,y .y. Observe that for any y ∈ S k \G, as x k ∈ G\ bd (G), there exist a real value µ k,y such that 0 < µ k,y < 1 and such that (1 − µ k,y ).x k + µ k,y .y ∈ bd (G). Let us denote by f k (y) this vector in bd (G). Since x k is a convex linear combination of vectors in S and y ∈ S we deduce that f k (y) is also a convex linear combination of vectors in S. Thus f k (y) ∈ bd (G) ∩ conv (S) ⊆ S and we have proved that f k (y) ∈ G ∩ S. By replacing each y ∈ S k \G by 1 µ k,y .(f k (y) − (1 − µ k,y ).x k ) in the equality x k = y∈S k λ k,y .y, we get:
).
Therefore x k is a linear convex combination of vectors in G ∩ S. Since x k converges toward x, we deduce that x ∈ cloconv (G ∩ S). ⊓ ⊔ Observe that lemma 6.3 proves that there exists r = (r 1 , r 2 ) such that Λ S,r = Λ S where Λ S,r is the following valuation:
Λ S,r (X) = { σ (∆ S,r1 (X 0 )) | X 0 ∈ X , σ ∈ L E X0,X } + C S,r2 (X)
Finally, let us consider the following formula φ(r): φ(r) := T (Λ S,r ) ⊑ Λ S,r ∧ ∀r ′ ( T (Λ S,r ′ ) ⊑ Λ S,r ′ =⇒ Λ S,r ⊑ Λ S,r ′ )
As the boundary of any guard is definable in Ê, +, · , we deduce that φ is a formula in this logic. Note that an element r ′ satisfying T (Λ S,r ′ ) ⊑ Λ S,r ′ is a post-fix-point. Moreover, as ρ 0 ⊑ Λ S,r ′ we deduce that Λ S ⊑ Λ S,r ′ . As there exists an r such that Λ S,r = Λ S we deduce that φ defines the set of r such that Λ S,r = Λ S . In particular φ is satisfiable and there exists an effectively computable algebraic solution r. Now just observe that Λ S,r is -polyhedral.
⊓ ⊔
