Abstract-Objective: To study knee acoustical emission patterns in subjects with acute knee injury immediately following injury and several months after surgery and rehabilitation. Methods: We employed an unsupervised graph mining algorithm to visualize heterogeneity of the highdimensional acoustical emission data, and then to derive a quantitative metric capturing this heterogeneity-the graph community factor (GCF). A total of 42 subjects participated in the studies. Measurements were taken once each from 33 healthy subjects with no known previous knee injury, and twice each from 9 subjects with unilateral knee injury: first, within seven days of the injury, and second, 4-6 months after surgery when the subjects were determined to start functional activities. Acoustical signals were processed to extract time and frequency domain features from multiple time windows of the recordings from both knees, and knearest neighbor graphs were then constructed based on these features. Results: The GCF calculated from these graphs was found to be 18.5 ± 3.5 for healthy subjects, 24.8 ± 4.4 (p = 0.01) for recently injured, and 16.5 ± 4.7 (p = 0.01) at 4-6 months recovery from surgery. Conclusion: The objective GCF scores changes were consistent with a medical professional's subjective evaluations and subjective functional scores of knee recovery. Significance: Unsupervised graph mining to extract GCF from knee acoustical emissions provides a novel, objective, and quantitative biomarker of knee injury and recovery that can be incorporated with a wearable joint health system for use outside of clinical settings, and austere/under resourced conditions, to aid treatment/therapy.
I. INTRODUCTION
A COUSTIC emissions from joints during movement are a phenomenon clinicians qualitatively observe and refer to as crepitus [3] . Damaged cartilage and ligaments disrupt joint stability, alter geometry, and cause edema -these factors alter tissue interfaces during specific movements thus modifying acoustical emissions. However, the ability to quantify and interpret acoustic emissions for clinical decisions regarding joint health has had limited success.
Blodgett first proposed in 1902 the concept of auscultating the knee [4] with a standard stethoscope and described his observations as "insufficient", and expressed his hope that the "preliminary report may stimulate independent investigation" in followon studies. Over the past century, researchers have employed large precision microphones and surface vibration sensors for in-clinic measurements of joint sounds to diagnose degenerative diseases from a snapshot measurement that was compared against a population norm [5] - [8] . While some promising results were obtained, the major challenge was the large intersubject variability in joint acoustical emission signatures, and thus the relatively low specificity of such diagnostic approaches as compared to costly medical imaging [1] . Moreover, a lack of mechanistic understanding of how specific structural changes in the knee can impact specific joint sound patterns had hindered progress in the field. Indeed, rather than focusing on diagnostics of specific sounds, the unveiled potential of joint sounds may be in the longitudinal assessment of the same person's knee health over time. We anticipate that knee acoustical emissions may exhibit more complexity or erratic patterns following injury as compared to a healthy joint and that acoustic heterogeneity will abate after recovery from corrective surgery.
We presented in previous work a system for facilitating wearable joint acoustical emissions measurements outside of clinical settings on a longitudinal basis [10] . In that previous work, we examined acoustical emissions from subjects with healthy knees only, and focused on developing a robust interface between the sensor and the knee, to ensure that high quality measurements could be obtained. We found that consistent and robust recordings could be obtained with inexpensive and miniature microphones placed on the knee. This paper is the first that examines joint acoustical emissions in the context of knee injury and recovery, and the first to apply machine learning to evaluate those emissions to characterize joint health status. We hypothesized that joint acoustical emission heterogeneity will be more pronounced after knee injury (compared to when healthy) and abate with corrective surgery and recovery. We created a novel unsupervised learning based algorithm for visualizing the acoustical emissions from knee joints, and for providing a quantitative output representing the heterogeneity of the measures. We demonstrate, for the first time, that the heterogeneity of the constructed graph (quantified using the graph community factor, GCF) is higher for injured subjects than that for healthy subjects. Furthermore, we demonstrate that the heterogeneity decreases in injured knees following corrective surgery and four to six months of recovery.
II. METHODS

A. Human Subject Protocol and Subject Demographics
This study was an extension of our previously published work [10] in which we acquired knee joint acoustic emissions from thirteen male subjects with no recent knee injuries. Forty-two subjects participated in the current study, which was approved by the Georgia Institute of Technology Institutional Review Board (IRB) and the Army Human Research Protection Office (AHRPO). Thirty-three of these subjects had no recent injury (within the last two years) to any of their knees, and measurements were made from each of these subjects. Nine of the subjects had an acute, unilateral knee injury, and one measurement was taken from all nine subjects within seven days of the injury. The injuries included torn anterior cruciate ligament (six subjects), torn lateral meniscus (one subject), and sprained medial collateral ligament (two subjects). Seven of these subjects required corrective surgery, and thus a second measurement was taken four to six months following this surgery at which point the subjects could resume functional activities.
Subject demographics and physical characteristics are presented in Table I . Subjects were similar in age, height, and weight between injured (n = 9) and non-injured groups (n = 33). A lower extremity functional scale questionnaire validated and utilized in clinical decision making (Binkley, et al. [12] ) was completed at each laboratory visit. This self-reported score has a maximum value of 80 when no symptom limitations in daily function or activity are reported in the lower extremity. The questionnaire is made up of 20 questions related to the level of difficulty the subject has in performing various daily and sports activities (standing, sitting, running, squatting etc.). As expected, a significantly worse lower extremity functional score was reported by the injured subjects compared to the healthy subjects (p < 0.01 using a two-sample Kolmogorov-Smirnov test).
For each subject, an electret microphone (COS-11D, Sanken Microphone Co., Japan) was attached to the medial aspect of the patella using Kinesio Tex tape [shown in Fig. 1(a) ]. The microphone was attached such that it was close to, but not in contact with, the skin. The subject then performed five repetitions of unloaded knee extension and flexion while seated without foot contact with the ground. The sound signals from the microphone were sampled at 44.1 kHz and recorded, using an audio recorder (Zoom H6 Recorder, Zoom Corp., Japan). The measurement procedure was repeated on both knees for all subjects (healthy and injured).
B. Signal Processing and Feature Extraction
The sound signal recorded from a knee with an acute injury during knee extension and flexion cycles is shown in Fig. 1 
(a) as x(t).
The signal x(t) contains high energy and short duration (on the order of magnitude of 10 ms) acoustic signatures that have a "spike-like" appearance in the plot of the signal. As seen from the spectrogram of the signal x(t) in Fig. 1(b) , these joint sound signatures occupy broad frequency bands with frequency components as high as 20 kHz, but are mostly limited to frequencies lower than 15 kHz. The signal x(t) also has frequency content below 1 kHz, most of which can be attributed to the microphone and tape rubbing on the subject's skin (interface noise).
The signal processing and feature extraction workflow for the knee joint sound signals is illustrated in Fig. 1(c) . The sound signals acquired during five extension and flexion cycles from the left knee of the subject are digitally filtered using a finite impulse response band-pass filter with a bandwidth of 1 kHz-15 kHz. The lower cutoff 1 kHz removes most of the interface noise in the signal, and the upper cutoff of 15 kHz limits the bandwidth of the signal to be analyzed while keeping most of the information from the high energy and short duration joint sound signatures. The filtered signal is then standardized to have zero mean and unity variance to compensate for variations in the distance between the microphone and the skin. The standardized signal [shown in blue in Fig. 1(c) ] is then windowed with a frame duration 200 ms and 50% overlap between frames, resulting in N iL signal frames from the left knee (L) of the ith subject. The frame duration was chosen heuristically to allow for multiple joint sound signatures to be present within a given frame. A total of M = 64 features was extracted from each frame and placed in an N iL × M dimensional matrix where each column represents a feature and each row represents a frame. The features extracted from each frame are summarized in Table II (refer to Giannakopoulos, et al. [13] for more detail on features f 1 − f 35 ). The aforementioned steps are repeated for the right knee of the ith subject as well, resulting in another N iR × M The knee joint sound signal (x(t), in blue) and the spectrogram of x(t), measured from the knee of a human subject during four leg extension and flexion cycles. (c) The signal analysis workflow for knee joint sounds. The signals from the left knee of the subject are filtered and standardized (to zero mean and unity variance) and windowed (frame length of 200 ms with 50% overlap). M = 64 features (f_1,f_2 . . . f_M) are extracted from each of the N iL frames and stored in an N iL × M matrix where each row represents a frame and each column represents a feature. The aforementioned steps are repeated for the right knee and the data matrices formed using both knees are concatenated. A k-Nearest Neighbor graph (kNN graph) is constructed from the matrix formed using data from both knees. The graph community factor (GCF) is calculated from the kNN graph.
dimensional matrix. The matrices formed using both knees are concatenated to form a final (N iL + N iR ) × M dimensional data matrix, X i for the ith subject.
C. Graph Community Factor Calculation
1) Methodological Details:
We use the data matrix X i from each subject to construct a kNN graph, such that the data could be visualized in lower-dimensional (i.e., 2D) space while simultaneously the underlying geometric relationships between the data points could be preserved. We represent the rows of X i as vertices in the graph and connect each vertex to its k nearest neighboring vertices using the Euclidean distance metric. Weights are then assigned to each graph edge using dice similarity, such that we incorporate the properties of each point's neighborhood rather than relying on Euclidean distance alone in attributing points to particular clusters or communities [14] . Letting v p and v q represented two connected vertices within the graph, the weight for the edge between these vertices is defined as,
where A p and B q are the set of kNNs of v p and v q respectively, D p and D q denote the degree of v p and v q and |.| indicates the number of elements in a set. Therefore, for a kNN graph, the dice similarity is the ratio of the number of neighbors that v p and v q have in common. After the weighted graph is constructed, the potential communities within the graph are detected. The Infomap community detection algorithm is used for this purpose [15] . This algorithm considers the amount of time spent in different portions of the graph, by a random walking process, to reveal different communities within the graph [15] , [16] . The computational Measures sudden signal energy changes. Low in frames with joint sound signatures and lots of interface noise.
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complexity, O, of this algorithm is O(|E|)
, where E is the set of edges in the graph. The version of Infomap used for this work is readily available online [17] . Once the communities are detected, the GCF is calculated as the number of communities discovered. The feature extraction and graph community detection were performed on a desktop system with 3.2 GHz CPU and 8 GB of RAM.
To assess the effect of dimensionality reduction on the GCF metric, we performed principal component analysis (PCA) on the data matrix X i [18] . Following PCA we produced new matrices keeping only the first two, five and ten principal components out of 64, labelling them X i,2 , X i,5 and X i, 10 . We then calculated the GCF for each of these matrices and labelled them GCF 2 , GCF 5 and GCF 10 respectively.
2) Considerations and Justifications of Graph Modeling
Approach: It is expected that the data from both knees of a healthy subject would be more homogenously distributed within the features space than the data from a subject with a unilateral knee injury. However, modeling the distribution of X i using models such as Gaussian or student's t-distribution [19] requires strong assumptions to be made about the shape of the data in the high-dimensional space (e.g., ellipsoid, convex). Furthermore, such models need parameters to be estimated about the underlying distribution of the data, which is difficult in high dimensions due to the curse of dimensionality [20] , [21] (in high dimensional space where all data points appear to be sparse, it becomes increasingly difficult to understand the properties of the data). Kernel-density estimation based clustering techniques suffer from the same problem due to the existence of parameters to be estimated, such as kernel bandwidth.
Rather than modelling the distribution of the data in the highdimensional feature space, we use a kNN graph, which has been used in previous studies to model and cluster high dimensional data in bioinformatics [22] , [23] . We quantify the heterogeneity of the data distribution using the number of communities within the graph, which is expected to be higher for data that is more heterogeneously distributed.
Communities are detected within the data graph instead of finding clusters within the data using regular clustering algorithms such as k-means, Gaussian mixture models, or spectral clustering, as such algorithms take the number of clusters to be found as an input. Additionally, using kernel density estimate based clustering algorithms [24] to estimate the number of clusters in the data is not a feasible solution. Such techniques are time consuming for high-dimensional data, and the curse of dimensionality makes it difficult to robustly detect dense areas within the data distribution.
Another critical aspect of the proposed method is the use of dice similarity as graph edge weights. A kNN graph with k = 3 that contains three predefined communities represented in black, blue, and red respectively is shown in Fig. 2 . If a similarity metric based on the Euclidean distance between the vertices is used (such as the reciprocal of the Euclidean distance) as the edge weights, the blue and red communities are merged during community detection, leading to two communities being detected rather than three. This occurs because v p and v q are edges that are close to each other (in terms of Euclidean distance) but belong to different communities and therefore the edge weight, w pq , would be non-zero. The merging of distinct communities can be exacerbated by the existence of communities that are concavely shaped such as the red community. Using a metric derived from the Euclidean distance also makes the number of communities detected very sensitive to the parameter k. However, using the dice similarity for edge weights addresses these Fig. 2 . A representative k-Nearest Neighbor graph where k = 3. The graph contains three underlying communities shown in red, blue, and black. The communities in red and blue cannot be distinctly detected using edge weights, derived from the Euclidean distance between the vertices (v p and v q ), as the weight of the edge in green (w p q ) would be non-zero. Using dice similarity to calculate edge weights solves this problem, as this makes w p q zero.
problems. The weight, w pq , of the edge between the vertices v p and v q (shown in green) is zero when dice similarity is used, as these vertices have no common neighbors, thus making the dice similarity zero. Using dice similarity also makes the algorithm more robust to changes in the parameter k, making it more easily generalizable.
III. RESULTS
We demonstrated the capability of the GCF metric in discriminating healthy from injured subjects by analyzing knee sounds gathered from forty-two college athlete human subjects, with and without recently acquired acute, unilateral knee injuries. The data from all forty-two human subjects (33 healthy and 9 with acute unilateral knee injuries) are visualized in Fig. 3 using t-Stochastic Neighbor Embedding (t-SNE) [25] . Each data point on this plot corresponds to a 200 ms window of an acoustic signal acquired from a subject's knee joint. Each window is represented using 64 audio features and the dimensionality of the data is reduced to two using t-SNE. The two t-SNE dimensions do not necessarily have physical meanings. This visualization of the data shows that the frames from injured (in cyan) and control (in pink) subjects cannot be separated using the extracted features. To overcome this challenge, an unsupervised graph mining approach was employed to possibly devise a metric that can distinguish injured from healthy subjects. Fig. 4 (a)-(c) provides visualized data (knee graphs) constructed for a representative healthy [see Fig. 4(a) ] and a representative injured subject [ Fig. 4(b) , measured within seven days of the injury; Fig. 4(c) , measured again six months following reconstructive surgery for the same subject], respectively. As described in the methods, each node in the graph represents the high dimensional vector of time and frequency domain features extracted from one windowed segment of the acoustical emission waveform. The different communities detected within Fig. 3 . Visualization of the audio signal frames from nine subjects with acute unilateral knee injury (in cyan) and 33 healthy subjects (in pink), using t-Stochastic Neighbor Embedding (t-SNE). t-SNE computes a distance matrix corresponding to distances between every pair of frames. It converts this distance matrix to joint probabilities and minimizes the Kullback-Leibler divergence between the joint probabilities of the 2D embedding space and the high-dimensional feature space. Note that the new calculated dimensions (e.g., t-SNE dimension 1 and t-SNE dimension 2) do not correspond to any specific acoustical features. These dimensions integrate the relations between the individual data points in the high dimensional space to represent them in a lower dimensional space.
these graphs are shown in different colors at the bottom. The number of communities detected within the healthy subject's data graph [see Fig. 4(a) ] was 16 (GCF = 16); for the injured subject's graph [see Fig. 4(b) ], constructed from the recording taken within seven days of the injury, the GCF was 30. In addition, the GCF metric decreased to 15 for the same injured subject after corrective surgery and six months of recovery [see Fig. 4(c) ]. The graph on the upper and lower left [healthy subject, Fig. 4(a) ] shows a set of densely clustered, homogeneous nodes, with many of the nodes falling close to one another in the high dimensional space. The graph on the upper and lower middle [ Fig. 4(b) , injured subject within seven days of the injury], on the other hand, shows a more heterogeneous set of nodes, geometrically spread out in space rather than clustering together densely. Finally, the graph on the upper and lower right [ Fig. 4(c) , injured subject six months after surgery and recovery] demonstrates that the same subject's nodes become much more homogeneous following recovery, resembling closely those observed in the healthy subject's graph. Fig. 5(a) compares the GCF metric of nine subjects with acute, unilateral knee injuries to that of 33 healthy subjects. Given the features extracted from the acoustical emissions of both knees, the graph community detection algorithm took on average 4.00 seconds to run per subject on our system. While the GCF is derived from each subject's data independently, the metric can be compared among subjects in an absolute manner, with a lower GCF indicating more homogeneous acoustical emission signatures and a higher GCF more heterogeneous emissions. In the bar-plots shown in Fig. 5(a) , the height of the bar represents the mean value of the GCF metric within the population (injured or healthy) while the error bars represent one standard deviation. The graph constructed using the data acquired from a subject with an acute unilateral knee injury, where 30 communities are detected. The heterogeneity of the features for the injured subject is visually and quantitatively greater than for the healthy subject. (c) The graph constructed using the data acquired from the injured subject shown in (b), after corrective surgery, where the number of communities detected has decreased to 15, and the heterogeneity has decreased visually. The GCF calculated for healthy subjects (n = 33, shown in pink) and subjects with an acute unilateral knee injury within seven days of the injury (n = 9, shown in cyan). The bars represent the mean of the GCF within the population and the error bars represent one standard deviation. The asterisk ( * ) represents a statistically significant difference (p = 0.01), where the p-value is calculated using a two sample Kolmogorov-Smirnov test. (b) The GCF metric for seven subjects with unilateral knee injury immediately after injury (within seven days) and 4-6 months after corrective surgery. The black data points connected with lines represent each subject's data. The red data points and error bars represent the mean and one standard deviation of the GCF for all the seven subjects, before and after surgery. The asterisk ( * ) represents statistical significance (p = 0.01) based on a two-sample KolmogorovSmirnov test.
The GCF metric was higher for subjects with an acute, unilateral knee injury than the healthy subjects, and the difference between the groups was statistically significant (p = 0.01). A two-sample Kolmogorov-Smirnov test was performed to evaluate the statistical significance. Fig. 5(b) presents the individual change in the GCF metric during injury recovery for seven subjects with unilateral knee injuries that were treated with corrective surgery. This figure depicts that the GCF metric decreased for six out of seven of Fig. 6 . The effect of the parameter k, which is the number of neighbors each vertex is connected to in the constructed graph, on the ability of the graph community factor (GCF) metric in discriminating between healthy subjects (pink) and subjects with an acute unilateral knee injury within seven days of the injury (cyan). The values of k including 5, 10, 15, and 20 are considered. All differences were found to be significant (p < 0.05) except for the case of k = 20, as denoted by the asterisks ( * ). these injured subjects. In the exceptional case, the GCF metric showed an ascending pattern. The subject with the ascending pattern had a very low GCF value for the first recording, which is likely attributed to a noisy measurement. The overall results for all subjects were found to be significantly lower following surgery and recovery using a two-sample Kolmogorov-Smirnov test (p = 0.01).
The proposed algorithm has a hyper-parameter, k, which is the number of neighbors each node in the kNN-graph is connected to, for each subject. Fig. 6 shows the effect of varying the value of the parameter k (number of nearest neighbors for each vertex in the graph of a subject; see the section Graph Community Factor Calculation), on the ability of the GCF metric in discriminating healthy from injured subjects. The discriminating ability of the GCF metric is the best for k = 5 in the set of values considered: 5, 10, 15, and 20. For all values of k except for 20, the differences between the injured and healthy groups were significant (p < 0.05). This shows that the discriminative ability of the GCF metric is robust to variations in the parameter k.
The proposed algorithm uses a set of features that encompass mostly frequency domain features as well as some time domain features (see Table II ). We compared our choice of features to feature sets that were previously used in analyzing knee joint acoustical emissions (see Table III ). We extracted features from each 200 ms audio signal frames with five different features sets (FS1-FS5) along with the features in Table II (FS6) . Then we computed the GCF for each of these five feature sets by constructing a kNN (k = 5) graph from the data matrices from both knees and using Infomap to count the number of communities within the graph. For each features set, we performed a two sample Kolmogorov-Smirnov test to evaluate if the difference in GCF between injured and healthy subjects were statistically significant. Table III presents the p-values computed for the five feature sets along with the average feature extraction time per subject (both knees). FS1 which is also used in [8] to analyze knee joint acoustical emissions, performs orthogonal matching pursuit decomposition (OMP) of each of the 200 ms frames and uses the matching pursuit atoms to construct a time-frequency distribution (TFD) for the 200 ms frame. The amplitudes of each of the TFD matrix entries are used as features. Upon implementation, it was observed that this method takes several hours to extract features from each subject (OMP decomposition of a 200 ms signal takes around 25 seconds and the measurements from each knee includes around 250 of these frames). Therefore this method of feature extraction was not pursued any further as it presents computation times infeasible for a wearable system. FS2 uses a spectrogram (Short Term Fourier Transform), a commonly used TFD which has been previously used to analyze knee joint acoustical emissions as well [2] . For this feature set, we computed the spectrogram of each of the 200 ms audio frames (4 ms windows, 50% overlap and 128 FFT points) and used the logarithmic amplitudes of the spectrogram matrix entries as our features. FS3 uses a wavelet based TFD as suggested in [2] , for feature extraction, which has higher resolution in time and frequency than spectrograms. In this method, a continuous wavelet TFD of each 200 ms frame was computed using a daubechies-8 wavelet which is the choice of wavelet in the previous work. The number of scales used for the wavelet TFD was 25, capturing frequencies from 1.3 kHz to 33 kHz within the TFD. The amplitudes of each entry within the TFD matrix were used as features. FS4 which uses the feature set suggested in [9] , extract features using autoregressive (AR) modelling. The AR model parameters of each 200 ms audio frame are estimated for a model of order 40 (as suggested by the previous work). The poles of the model were computed and only one of each conjugate pole was kept. The poles were ranked in descending order of amplitude and the real and imaginary part of each pole was used as features. Finally FS5 uses a set of features suggested in [11] . The mean, standard deviation, form factor, entropy skewness and kurtosis of each 200 ms audio frame was computed after normalizing the frame to a range of [0], [1] . FS5 was the only feature set that was made of time domain features while features sets FS1 to FS4 use frequency domain features.
While the feature set used in this work (FS6) produced a GCF that was statistically significantly different between injured and healthy subjects, none of the other feature sets considered which were suggested in previous studies (FS2-FS5) produced statistically significant results. FS1 was excluded from the comparison as it had a high computation time. While our feature set produced the best results in terms of statistical significance, computation time was higher compared to FS2-FS5 while still being feasible for a wearable system (two minutes).
We also found that dimensionality reduction, by applying PCA to the data matrix of each subject and only keeping the first few principal components, deteriorated the ability of the calculated GCF metric in distinguishing between healthy and injured subjects. Despite the fact that keeping as few as two principal components explained on average more than 80% of the variance of each subjects' data, dimensionality reduction via PCA did not produce favorable results. This sort of reduction works well if the data lies on a nearly linear manifold. However, in practice, many datasets contain non-linear structures that are not captured under PCA transformation, which is a possible reason why PCA deteriorates the performance of our biomarker [26] .
IV. DISCUSSION
The changes in GCF were consistent with improved knee health from the athletic trainer's subjective evaluation as well as the improvement in the lower extremity functional scores. The lower extremity functional score (see Human Subject Protocol and Subject Demographics) for the injured subjects increased significantly (p < 0.01) from 36.1 ± 12.1 in the first measurement (within seven days of the injury) to 63.7 ± 11.0 in the second measurement (four to six months after surgery). Note that the functional score is derived from subject responses to survey questions regarding their ability to perform activities and, accordingly, is qualitative and can be subjective. The GCF metric provided by the joint sound recordings can augment this functional score and medical professional's evaluation by providing quantitative and objective data regarding joint health status. Moreover, if such data is obtained longitudinally throughout the rehabilitation, therapies can be titrated based on the changing joint health status of the patient. This paper shows the initial efficacy and potential of joint sounds, and associated GCF, as a metric of joint health; further studies with larger sample studies can allow for comparisons between GCF and functional scores, as well as investigate the possible combination of both for a more holistic assessment of joint health.
Knee joint acoustical emissions are complex signals produced by the underlying structures of the knee joint [8] . As the knee is flexed/extended, the femur and tibia move and the cartilage surfaces of these structures glide over each other as well as the patella. This gliding produces vibrations that contribute to knee joint acoustical emissions [2] . Furthermore, these motions cause changes of pressure in the synovial fluid within the joint and create vibrations in the surrounding muscles, which also contribute to the acoustical emissions [27] . Therefore these acoustical emissions are generated by multiple complex processes within the knee joint and contain information about the underlying structures that generate them. In this work, we study the acoustical emissions generated by both knees by creating a kNN graph using these signals and conclude that the generated graph has more heterogeneity (defined as a higher GCF) for injured subjects. One of the reasons for the increased GCF in injured subjects is greater differences between the acoustic emissions produced by the knees (injured versus healthy), possibly due to the changes in the structure of the injured knee. Other possible reasons of increased GCF in injured subjects are more variability within the acoustical emissions produced by either one of the knees due to less structural stability in the joint during particular movements.
This paper is the first to apply unsupervised graph mining algorithms to bioacoustical signals. These powerful algorithms designed for visualizing and quantifying similarities in high dimensional datasets have been previously used in genomics, single cell data analyses [22] , but have never been used to derive new knowledge from bioacoustical signals such as knee sounds. Compared to other physiological signals that have been studied extensively, namely signals of electrophysiological origin such as the electrocardiogram, knee acoustical emission waveforms do not have readily identifiable characteristic points or features and exhibit high inter-subject variability. Each person's knees vary in size, shape, composition, and structure, and thus the sounds emitted during motion are, as expected, quite variable in nature. Accordingly, conventional feature extraction and classification algorithms based on identifying peaks, time intervals, frequency domain characteristics, or even combined time-frequency analyses (e.g., wavelet transform) cannot discriminate readily between healthy and injured joints in recordings taken from a population of subjects. Importantly, there is no existing knowledge of what knee acoustical emission features are associated with an injured versus healthy joint; thus supervised learning approaches are confined to black box models only, requiring very large datasets. Graph mining algorithms, on the other hand, are designed specifically to visualize and quantify the distribution of the data -even smaller datasetsin high dimensional spaces. In particular, the use of k-Nearest Neighbor (kNN) graphs for high dimensional data have been demonstrated to be more robust than other methods [28] .
The entire unsupervised learning algorithm used in this paper only requires a single parameter to be tuned -the value of k, which represents the number of neighbors connected to each vertex in the graph. Thus, the sensitivity of the results to the value of this parameter can readily be computed, as shown in Fig. 6 . The results were remarkably insensitive to the value of k that was chosen with statistically significant differences between the two populations manifesting for a wide range of values. We thus anticipate that the approach defined in this paper will generalize well to other datasets of joint acoustical emissions for healthy and injured knees or other joints.
In this study, the value of k was chosen to be 5 heuristically; however, a good value for this parameter can be chosen using a grid search algorithm. For this, a value of k, would be chosen from a set (or a grid, e.g., [5] , [10] , [15] , [20] ). The GCF metric would be calculated for each subject and the p-value of the GCF in distinguishing between the injured and healthy subjects would be noted using the two-sample Kolmogorov-Smirnov test, which can be denoted as p(k). This would be repeated for all values of k in the set and the k value that minimized p(k) can be chosen. Therefore, when the GCF is to be calculated for a new subject given the recordings acquired from this subject's knees, the value of k that was chosen would be used. This situation was not simulated in the present study due to the limited number of subjects available.
While our selection of features produces better results than previously used feature sets, this comes at a cost of increased computation time. The higher feature extraction time of our feature set can be attributed to multiple signal transforms being performed while computing the features. In our implementation of this feature set, three different FFTs are computed while extracting features from a single audio frame (to compute features f 4 −f 8 , f 9 −f 21 and f 36 −f 64 ). This inefficient implementation can be improved by computing one FFT and calculating all features that require the use of a Fourier Transform using this. This feature extraction time can also be improved by using more computationally efficient audio feature extraction toolboxes [29] .
In this work, we represent the data from both knees as a kNN graph and perform Infomap community detection to calculate the number of communities within the data. An alternative to graph community detection is clustering, which has led to favorable results in various previous studies [30] , [31] . However, in such studies, the number of clusters to be detected is either predetermined [30] , or is varied as a hyper-parameter to optimize a final metric [31] . This approach can work when there is prior knowledge regarding the structure of the dataset (when the number of clusters within the data is known or a range for the number of clusters is known). However, such approaches are not feasible in our study, as our aim is to actually determine the number of clusters (or communities) within the data and to use this as a biomarker. We use the number of communities detected as a measure of data heterogeneity (higher number of communities indicating a more heterogeneous kNN graph).
Additionally, we estimated the number of clusters within the data as an alternative to graph community detection. One possible way of determining the number of clusters within the data distribution (within the data matrix X i ) is applying a chosen clustering algorithm, using a range of values for the number of clusters, then finding the number of clusters that produces the maximum silhouette score, which is a metric that evaluates clustering quality [32] . When we performed this method to determine the number of clusters within the data, using k-means as the clustering algorithm, we found that the difference between the number of clusters for the injured and the healthy subjects was statistically insignificant (p = 0.97 using a two sample Kolmogorov-Smirnov Test). The difference remained insignificant when spectral clustering was used as well (p = 0.99 using a two sample Kolmogorov-Smirnov Test). We also used clustering algorithms that determine the number of clusters to estimate the number of clusters within the data. As an example, X-means clustering is similar to k-means clustering, but does not require the number of clusters to be input to the algorithm. Instead X-means estimates the number of clusters by optimizing the Bayesian Information Criterion (BIC), which is a model selection metric that typically takes lower values for better models [33] . We tried using the number of clusters found by X-means as our biomarker and found that the difference between healthy and injured subjects were statistically insignificant using the two sample Kolmogorov-Smirnov test (p = 0.59). Affinity propagation is another algorithm which does not need to take the number of clusters as an input; it determines the number of clusters and outputs this number [34] . Using affinity propagation to estimate the number of clusters within the data matrix X i and using this number as our biomarker also produced statistically insignificant results between injured and healthy subjects (p = 0.93). Accordingly, we concluded that the GCF estimation better captures the heterogeneity of joint sounds data as compared to conventional approaches.
We also found that dimensionality reduction, by applying PCA to the data matrix of each subject and only keeping the first few principal components, deteriorated the ability of the calculated GCF metric in distinguishing between healthy and injured subjects. Despite the fact that keeping as few as two principal components explained on average more than 80% of the variance of each subject's data, dimensionality reduction via PCA did not produce favorable results. This sort of reduction works well if the data lies on a nearly linear manifold. However, in practice, many datasets contain non-linear structures that are not captured under PCA transformation, which is a possible reason why PCA deteriorates the performance of our biomarker [26] .
Our method also creates the possibility of performing feature importance assessment and feature selection. For example, to assess the importance of individual features, the following procedure could be employed. A given feature could be excluded from the feature set, and the GCF for each subject could be calculated, followed by a two sample Kolmogorov-Smirnov test to evaluate the statistical significance of the GCF for injured subjects compared to healthy subjects. If excluding the given feature diminishes the statistical significance (increases the p-value over 0.05), it can be concluded that the excluded feature is important and therefore should be kept in the feature set. Features that are evaluated as not important (ones that do not diminish statistical significance) can be excluded from the feature set, and when the algorithm is run on a new subject, the new feature set can be used. Many other common methods of feature selection such as sequential forward or backward selection can be applied by using the p-value as a criterion to assess feature subset effectiveness as well [35] . A disadvantage of such feature selection methods is that they would require training and testing procedures (as feature selection has to be performed on a training set and then tested on a new subject) and cross validation to evaluate the generalizability of the algorithm. These would require a larger data set and deem our method supervised due to the necessity of a training procedure, and thus will be the topic of future work.
The required memory for the implementation of the proposed method is a potential limitation of using the method in a wearable system. The space complexity of the proposed algorithm to store the knee graph (using an adjacency matrix) is O(|V| 2 ), where V is the set of nodes in the graph. Hence, if the signal has too many windows, the size of the graph would increase in a quadratic fashion, making the method impossible to be implement on a wearable system with limited memory. To overcome this limitation, one simple solution can be the use of an adjacency list instead of an adjacency matrix to store the graph, since the space complexity of an adjacency list is O(|E|+|V|) where |E| and |V| are the number of edges and vertices in the knee graph, respectively. The aforementioned complexity is more affordable in a wearable implementation of the system.
V. CONCLUSION
The scientific findings regarding joint sound complexity elucidated in this work by unsupervised knee graph mining can potentially provide significant benefits in the future for patients rehabilitating knee injuries, and advance the basic understanding of knee sound patterns for patients with injuries. The microphones and electronics used can be readily implemented in wearable systems, such as a knee brace worn by a user at home or austere conditions. Such a wearable knee brace that can provide a biomarker relating to knee joint health can improve the quality of care by providing feedback to patients and physicians to potentially modify treatment/therapy. Additionally, the feature extraction and unsupervised learning algorithms can be performed nearly in real-time, do not require computational complexity beyond what would be available on a smartphone or tablet device, and can potentially provide an output to the user indicative of joint health status -namely, the GCF metric. Thus, a user could wear a brace with embedded microphones and electronics that could send the acoustical waveforms captured from these sensors wirelessly to a smartphone or tablet for the GCF metric to be computed. Future studies with more granular data recordings during rehabilitation can allow GCF scores to be mapped to rehabilitation progress, such that users can then potentially modify the rehabilitation protocol based on the GCF score. This could lead to more effective rehabilitation for patients at home or austere conditions with therapies being tuned in real-time according to their changing knee health status. We believe that a wearable joint health system with analytic capabilities can help to speed rehabilitation of patients with joint injuries (by providing real-time biomarker feedback), lower treatment costs (by supplementing more expensive medical evaluations) and provide a powerful objective assessment tool to populations in austere/under-resourced conditions.
