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Automatically detecting early cancer using medical images is challenging, yet
very crucial to help save millions of lives in the early stages of cancer. In this
work, we improved a method that was originally developed by Yamaguchi
et al. from the Saga University in Saga Japan. The original method would
first decompose the endoscopic image into four color elements: red, green,
blue and luminance (RGBL). Next each component is again decomposed to
non-overlapping blocks of smaller images. Each smaller image undergoes two
phases of DWT(s) and finally the Fractal Dimension (FD) is calculated per
smaller image and abnormal regions are detectable. Our proposed method
not only used GPU technology to speed up processing, this method also
applied edge enhancement via Gaussian Fuzzy Edge Enhancement. After edge
enhancement, multiple thresholds (or tuning variables) were identified and
adjusted to reduce computational requirements, decrease false positives and
increase the accuracy of detecting early cancer. Most lesions where a physician
had manually indicated that could be an area of concern were detected
quickly, less than four seconds, which is roughly 25x quicker than the existing
work. The false positive rate was reduced but still needs improvement. In
the future, a Support Vector Machine (SVM) would be an ideal solutions
to reduce the false positive rate while also aiding in increasing detection and
SVM technology has been implemented on the GPU. Once a technology, like a
SVM, is implemented with better results, video processing will be the nearing
the final step to “Near Real Time Automatic Detection of Early Esophageal
Cancer from an Endoscopic Image.”
v
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1 Introduction
Physicians in the cancer research and treatment communities have been at battle with
cancer for many years. Computer scientists have teamed up with cancer researchers to
increase cancer detection results because early cancer detection is the first step towards
effective cancer treatment. With the increasing quality of medical cameras, designed to
collect image data from inside the human body, there is an increase in demand for image
analysis. Many new methods for early cancer detection use image analysis which can
be slow due to the computational load for commodity hardware or Personal Computers
(PCs). Analysis of image data could reduce the duration of procedures that a patient
must undergo just to collect initial endoscopic images. Image analysis could also lessen
the number of screenings for a patient that has been or could be diagnosed with some
form early of esophageal cancer.
1.1 Esophageal Cancer
Cancer.org reports that there were 16,980 new cases of esophageal cancer reported in
2015. Additionally, over 15,590 deaths resulting from esophageal cancer in 2015, roughly
75% men to women. This means that 1 in 125 men or 1 in 435 women will be diagnosed
with some kind of esophageal cancer in their lifetime. In the late 60s and early 70s,
the chance of living longer than five years after being diagnosed with esophageal cancer
was roughly 5%. Today the number of surviving cancer patients diagnosed with a form
of esophageal cancer is just over 20% [1]. Esophageal cancer can be broken down into
3 stages: Local, Regional and Distant. The highest survival rate belongs to Local,
with a 40% survival rate. The survival rate is so high for patients with Local stages of
cancer because this type of cancer is localized to one area. Most Localized staged cancer
is considered resectable, meaning the cancer can be completely removed with surgery.
Often when a patient has potentially resectable cancer, surgery is not an option due to
the patients health.
At the Local stage a patient could battle cancer with chemotherapy, with or without
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radiation, depending on the proximity to the stomach, or surgery if the tumor is smaller
than 2 centimeters and sufficiently far enough away from the stomach [1]. Some other
methods for early cancer treatment include: endoscopic tissue removal (some endoscopes
have the equipment to remove small amounts of tissue), Cryotherapy Ablation (freezing
the affected tissue off with super cooled liquid nitrogen), Radiation therapy, Esophageal
Mucosal Resection (removing esophageal tissue less than 1 centimeter) or Endoscopic
Submucosal Dissection (these lesions are usually between one and five centimeters) [2].
The next stage of esophageal cancer is Regional with about half the survival rate of
Localized, roughly 21% [1]. The Regional stage of cancer has spread to other tissues or
the lymph nodes. The last stage is Distant with the lowest survival rates. In this stage of
cancer, the cancer has spread to many lymph nodes and/or other tissues, like the spine
or the main artery that exits the heart.
The type of cancer targeted by the proposed method is when a Barrett’s Esophagus
goes undetected and/or untreated. Normally, the diaphragm would keep stomach acid
from escaping the stomach and out of the esophagus because the esophageal cells are
not equipped to handle the stomach acid. If the diaphragm widens, the stomach could
move up and stomach acid will be able to enter the esophagus. When this happens the
human body has a defense plan, the body uses small intestine or bowl cells to line the
bottom of the esophagus where the esophagus meets the stomach. This is the location
where stomach acid could begin to reside and sometimes this can feel like heart burn
or indigestion. The small intestine cells are stomach acid resistant, unfortunately now,
at the bottom of the esophagus, is a Barrett’s Esophagus. When a Barrett’s Esophagus
goes undetected, early cancer begins to form from small lesions near the barrier between
the normal esophageal cells and the small bowl or intestine cells [1]. Some patients never
know that they even have Barrett’s Esophagus so they do not get tested until it is too
late. Then lesions could enter the later stages of cancer or the cancer could spread to
other organs. The heart, lungs, liver, kidneys and the pancreas are all in close proximity.
Many patients suffer from long-term gastrointestinal reflux disease (GERD). Esophagus
cancer is much easier to detect when a patient is affected by GERD because there is a
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better chance of having a endoscope procedure. Additionally, poor diet, smoking and
being a Caucasian male can increase the chances of a Barrett’s Esophagus. A diagram
of the esophagus is provided in Figure 1.
Figure 1: In this figure, the diaphragm is not doing its job and the darker red cells
represent the small bowl or intestine cells that replace the esophagus cells. The body
does this because esophageal cells are not acid resistant where there small intestine or
bowl cell are resistant to stomach acid. The area where the darker red cells stop the
normal pink cell begin is the target area for physicians. Physicians noted that targeting
this area will increase early detection and reduce patient burden by reducing patient
procedure time. Image referenced from http://www.uhhospitals.org, [3]
When the lesions are not caught until the later stages, patients must live with a
survival rate of less than 15% but if caught early enough for the lesion, a patient has a
93% of outliving 10 years [4].
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1.2 Image Analysis
Physicians have been trying to reduce the burden on the patient by targeting the lower
section of the esophagus, this reduces the duration of a routine screening during the
endoscopic procedure. Better imaging technology is crucial for advancements in early
esophageal cancer detection. One major benefit to endoscopy technology comes from the
advancement in High Definition (HD) camera technology. For example, new cell phones
now have HD cameras that can take HD images and hand held video cameras shoot
in 4K video. These cameras are now being used in the endoscopy technology for much
higher definition imagery. The HD cameras allow for better endoscopy images, and the
HD cameras reduce the time required to get endoscopy images which will further reduce
patient burden. The HD cameras should also increase the detection rates of current
algorithms, or help more physicians identify more lesions by simply looking at clearer
images.
Advancements in HD technology in the endoscopes means that researchers will need
stable and well designed libraries to perform image analysis. Thanks to the developers
behind Open Computer Vision (OpenCV), researchers are getting better and faster
image processing libraries and software. OpenCV is free to use, but it usually requires
compiling then installing. OpenCV is a good choice for image processing because once
the sequential version of code has been developed, using graphics processing speedups
for the parallel conversion is as easy as compiling the image processing software then
using the built in compiler support to create the parallel machine code. Some of the
image processing libraries for Graphics Processing Units (GPUs) are compiled to use
Compute Unified Device Architecture (CUDA) speedups and CUDA fast math. And they
have been clocked at up to 30x faster than traditional Central Processing Unit (CPU)
image processing libraries [5]. The CUDA enabled libraries were developed to provide
developers and researchers a convenient framework compatible with the sequential CPU
libraries calls, reducing the burden on the developers and researchers [5]. Finally the
developers behind OpenCV decided that completeness of the CUDA integration into the
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OpenCV libraries was important [5]. This means that all GPU enabled code runs on the
GPU, weather the speed up results were great or not, to reduce the memory transfer time
between the GPU and the CPU. If there is non-CUDA GPU on board the test computer
when compiling OpenCV, the non-CUDA GPU will be used to speed up the processing,
when using OpenCV because OpenCV built in GPU support for most major GPUs in
2011 [5]. The speed ups may not be the same a crossed all GPU architectures.
1.3 Image Analysis Issues
Once a physician has determined that a patient has a Barrett’s Esophagus, regular
screening must begin to look for lesions. Regular screenings can get expensive for the
patient, and if the lesions are found in the early stages, the cancer is usually treatable
[2]. Additionally, there is no guarantee that the early cancerous lesions will be caught
in time by the professional using the endoscope. Often, these lesions are missed due to
inexperience or the lesions are too subtle. The cells around the top of the stomach or
bottom of the esophagus have already changed in appearance, making identification of
early lesions more difficult. The more lesions that are caught earlier, means reducing the
severity of pre-cancer and cancer treatment. However, early cancer detection using images
analysis is time consuming, due to the tremendous amount of computations performed on
the hardware. For example, the method proposed by Yamaguchi, et al., takes 3 minutes
to process one image. In order to speed up the computation, we used a parallel platform
to perform the computation on a GPU.
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Figure 2: this is the simplified phase map. Phase 1 outputs feed into Phase 2 inputs,
Phase 2 outputs feed into Phase 3 inputs, etc.
1.4 Proposed Method
The proposed method is broken into four phases discussed in section IV. The first
two phases are preprocessing steps to reduce noise, and reduce the size of the input
data. The first phase decomposes the image to separate color components and applies
edge enhancement. The input data is 1600-by-1200 pixels but not all pixels are useful.
After the image has been resized for optimal performance, the next phase reduces the
input image to grid of smaller images to apply color intensity thresholding. The third
phase computes multiple phases of Discrete Wavelet Transform (DWT). The final phase
measures the complexity of the lesions using fractal dimension calculations via box
counting.
The first two phases are not difficult but are still sometimes slow. The slowest
processing comes from the box counting because box counting requires many pixel
computations and may visit each pixel many times. For this reason, phase three computes
two phases of DWT. This will reduce the size of the input data to a 94% smaller data
set. DWT will also filter out the high frequency small veins. The formal math for the
DWT is located in section 2.1 and results of the DWT are located in section 4.4
Finally, the fractal dimension is used to quantify the complexity of a pattern. A legion
is a chaotic pattern, this means it is very hard to predict where or how a lesion grows.
Fortunately fractal dimensions allows the chaotic pattern to be quantified with a number.
This also means that once a fractal dimension has been calculated, it is not reversible,
or it can be said that two different patterns can have the same fractal dimension. When
the fractal dimensions are low enough, and non-zero, is an indication that the area could
possible be early cancer.
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Background is given in Section II followed by related works in section III. Section IV
proposes an improved method for locating early signs of cancer using Discrete Wavelet
Transformation and Fractal Dimension computation with some early results and
demonstrative examples. Results can be located in Section V. Section VI discusses the
conclusions and section VII talks about future work including potential of a Support
Vector Machine.
2 Background
Physicians have a variety of options to diagnose esophageal cancer. A physician could
use Lugol’s Iodine, endoscopy, endoscopic ultrasonography, exploratory surgery, biopsy,
Magnetic Resonance Imaging (MRI) or electrocardiogram results to look for signs of
early cancer. One issue that arises in every case, is the discomfort of a patient. Patient
discomfort also includes when a patient must undergo surgery, then patient is put at
risk when going under anesthesia or local anesthetic. A patient testing positive for
Barrett’s Esophagus must undergo regular screenings to watch for cancer. To avoid
as much patient discomfort as possible with still providing accurate results makes image
analysis a very useful tool for early cancer detection. The test images were obtained from
a sub-challenge of the Endoscopic Vision Challenge from a community called “Grand
Challenge in Biomedical Image Analysis”, called “Early Barrette’s Cancer Detections
Sub-challenge” [4]. Researchers competing in the biomedical image analysis competitions
come together to test proposed methods, compare notes and improve on cancer detection
algorithms. The testing image set came with one set of training images, and another set of
images that were the expert physicians annotations, meaning the annotation was given in
a separate image with a similar name. Black portions of the doctors annotation are areas
determined not to have signs of early cancer, white portions of the physicians annotation
are areas of possible early cancer. Next each one of the images undergoes two rounds
of Discreet Wavelet Transforms to filter noise out of the color spectrum patterns. These




The type of cancer targeted by the proposed method is when a Barrett’s Esophagus
goes undetected and/or untreated. Normally, the diaphragm would keep stomach acid
from escaping the stomach and out of the esophagus because the esophageal cells are
not equipped to handle the stomach acid. If the diaphragm widens, the stomach could
move up and stomach acid will be able to enter the esophagus. When this happens the
human body has a defense plan, the body uses small intestine or bowl cells to line the
bottom of the esophagus where the esophagus meets the stomach. This is the location
where stomach acid could begin to reside and sometimes this can feel like heart burn or
indigestion. The small intestine cells are stomach acid resistant, unfortunately now, at
the bottom of the esophagus, is a Barrett’s Esophagus. When a Barrett’s Esophagus goes
undetected, early cancer begins to form and turns to late stages of cancer. Some patients
never know that they even have Barrett’s Esophagus so they do not get tested until it is
too late. Then lesions could enter the later stages of cancer or the cancer could spread to
other organs. The heart, lungs, liver, kidneys and the pancreas are all in close proximity.
Many patients suffer from long-term gastrointestinal reflux disease (GERD). Esophagus
cancer is much easier to detect when a patient is affected by GERD because there is a
better chance of having a endoscope procedure. Additionally, poor diet, smoking and
being a Caucasian male can increase the chances of a Barrett’s Esophagus. A diagram
of the esophagus is provided in Figure 1.
2.2 Discrete Wavelet Transform
One issue the Discrete Wavelet Transform mitigated was reducing the noise of small
veins from the input image. These small veins can make intricate patterns that may be
detectable by box counting. Figure 20 shows the original color component image, for
this example the green component is shown. The green image in figure 20 is a 3 channel
image, the second image on the first row is the green image converted to gray scale.
The second row in figure 20 is magnifying the south west region of the input image in
gray scale, and the third row is the magnification of a 128-by-128 pixel block. The next
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two rows in figure 20 are the first phase of DWT and the second phase of the DWT.
The last row in figure 20 is the comparison of the 128-by-128 input block from line 3
and the output after two rounds of DWT. The veins are not completely gone but they
are filtered or blurred enough that they will not affect box counting as much as before
DWT. Anther added benefit of the DWT is the input reduction. The green image is
1024-by-1024 pixels, over a million pixels in total. After the second phase of applying
the DWT, the output image would only be 256-by-256 pixels, about 65K pixels. This is
almost a 94% reduction of the input data, plus the vein filtering makes DWT a powerful
tool.
The Fourier Transform (FT) needs some introduction before DWT is explained. The
FT was developed by Joseph Fourier in the 1700s [6]. The FT is able to analyze a signal
by creating mathematical structures that vary in scale [6]. This allows the FT to detect
the frequencies in a signal. The FT may be able to detect the frequencies in a signal, but
it cannot tell us what time those frequencies occurred, see figure 3 for a visual example.
Figure 3: This is a general example of fourier transform frequency detection results, image
obtained from http://devonbryant.github.io, [7]. The y-axis for both graphs represents
the amplitude of the frequencies. This example also shows why the DWT is used over
FFT. The time resolution for the FFT results is non existent.
This is great for a stationary signal but when the signal is not stationary, like figure
3, the FT indicates nothing about when the frequencies occurred. There is a solution to
get some information about when the signal occurred and this solution is to use the Short
Time Fourier Transform (STFT). The STFT will apply a time window to the signal to
get some frequency information for periods of time in the original signal [8]. The STFT
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will assume the signal in the window is stationary which may not be the case, most of the
real world signals are not stationary in time. The STFT window will give poor frequency
resolution with a short or narrow window and poor time resolution with a long or wide
window of time [8].
Additionally, the Heisenberg principal says that the time the frequency occurs is still
unknown [9]. The solution to the the Heisenberg principal is Multi-Resolution Analysis
(MRA), which will lead to DWT very soon. MRA will analyze the signal at different
frequencies with different resolutions. One direct advantage of Wavelet Transforms
(WTs) have over FT is that the width of the window is changed as the WT is computed
for every spectral component [8]. A WT will split an input signal into many signals
where each signal corresponds to a different frequency band [8]. WT will also provide
the frequencies that occurred in the signal at specific time intervals, something the FT
cannot do. Two types of WT are explained next, the Continuous Wavelet Transform
(CWT) and the WT used in the proposed method the Discrete Wavelet Transform.
The CWT is a WT that computes a Mother Wavelet, this wavelet is the base wavelet
for prototyping and generating the other wavelets to approximate the input signal [8].
While the window is of finite length, the window is compressed, or dilated and shifted
to obtain the new wavelets [8]. This also means that a CWT is not a true DWT. The
DWT series is simply a sampled version of the CWT, and the information provided
is redundant [8]. On the other hand, the DWT provides enough information for both
analysis and synthesis [8]. The DWT will reduce the computation time sufficiently, it
is easier to implement and most importantly a DWT will decompose the signal into
a coarse approximation of the input signal with detail information [8]. This means
that one of the outputs of the DWT is a smaller approximation of the input signal,
which could reduce processing. The DWT is able to detect good time resolution with
poor frequency resolution at high frequencies [9]. The DWT is also able to detect good
frequency resolution with poor time resolution at low signals [9].
DWTs gained popularity some years ago for data compression. DWT can be also
classified using Daubechies Wavelets. The simplest of Daubechies Wavelets is the Haar
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Wavelet. The Haar Wavelet was first discovered by Hungarian Mathematician Alfred
Haar in 1909 [10]. The Haar Wavelet is the simplest to compute, mainly consisting
of additions and subtractions. With image processing, there are four smaller outputs
generically named: HL, HH, LH, and LL. LL is the sub-sampled image of the input
image or the approximation of the image, see section 4.4 for examples. HH, HL, and LH
are described as the horizontal, vertical and diagonal details of the input image. The
formal math equation is provided in figure 4 and some implementation demonstrations
and results can be found in Section 4.4.
Figure 4: This is the formal definition of the DWT processing.
In practice, first the rows of an image are computed then the columns of the image,
which means the calculations are performed with two passes over the input image using
sequential processing. Each pixel is convoluted with a filter. All input pixels are visited
on the first pass and half the number are visited the second pass. Not all pixels could
be processed at the same time in sequential processing. However, a low cost desktop
12
GPU, like the NVIDIA brand, typically processes a 32-by-32 pixel block at one time.
Additionally, there would be no need to first process the rows and then the columns
on a GPU. All pixels could be processed in far fewer passes over the input image when
computing 1000 pixels at the same time on a GPU.
2.3 Fractal Dimension
Fractal Dimension (FD) is used to measure complex patterns by characterizing patterns
when measured at different scales. Some patterns, usually produced by nature, are
extremely hard to predict but the complexity of these patterns is easier to detect using
FD. These patterns can seem chaotic, but this is acceptable for FD. It is accepted that a
system can be anything that has more than one part and the system is dynamical when
the systems states change with time [11]. The system is also said to show nonlinear
dynamics when one action from one element to another element is not proportional
to the action itself [11]. Simple systems that show nonlinear dynamics often generate
random-like effects, or chaos [11]. This could also describe how a lesion grows, meaning it
is known that they spread and have a starting point. How the lesion spreads is unknown,
or chaotic. Fortunately there is something predictable about a chaotic growing pattern,
it is not completely random. A fractal object has a property that states that more of the
fine structure, or smaller details, are revealed as the object is magnified [11].
Like the Koch snowflake, a lesion is structured in a similar fashion. As the Koch
snowflake is magnified, it can been seen that the pattern changes at every level. The
same is not true for natural patterns. Naturally reoccurring patterns, like the growth
pattern of esophageal cancer, are self-similar at different levels of magnification [11].
FD also allows us to measure patterns that take on a non-integer dimension. Integer
dimensions are exponents of measurements, i.e. if S is a side of a square, then area of
a square is S2 and the dimension is two, the same as the exponent. This means that
when a point turns into a line or when a line turns into a plane, those points are moving
from a one dimensional space to a two dimensional space or a two dimensional space to a
three dimensional space respectively. A FD that takes on a non-integer values indicates
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that the FD is moving from one dimension to another, which comes in handy when early
cancer lesion begin to grow.
Figure 5: This is an example
of the steps in building a Koch
snowflake, image obtained from
https://danpearcymaths.files.wordpress.com,
[12].
The method used to compute the
fractal dimensions in their digital form
is the box counting method because of
the elegance of the implementation. Box
counting is like putting a piece of graph
paper, with grid size H, over the pattern
and then count the number of grids that
contain the pattern and call this P [11].
The formula for fractal dimension is D =
log(P )/log(1/H) = −log(P )/log(H). As
the size of H decreases and the complexity
of that pattern increases, means that
there will be more grids filled with the
pattern. The box counting method
is easy to implement, it used to be
very sequential in nature yet adaptable
to parallel processing. The minimum
detection accuracy for fractal dimension is
64-by-64 pixels [13]. To see examples, diagrams and results of box counting, see section
4.5.
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Figure 6: This is one of the famous examples of fractal dimensions. In this images, it can
been seen that when the length of the measuring stick changes, 200km, 100km, 50km,
the length of the coast line changes. This was the essential idea behind box counting,
the algorithm used to measure the fractal dimensions in phase 4. Image obtained from
http://soft-matter.seas.harvard.edu, [14].
2.4 Open Source Libraries
There is a benefit to use free open source software. Some commercial software comes with
a free version or trial application. However, the functionality is greatly reduced. Open
source software and libraries come with full functionality. Also, most open source software
is free to alter and use or sell at a developers discretion. One important element to open
source or collaboration is communication. The open source communities usually use
forums for open communication, like stackexchange.com for example, to open channels
of communication for anyone interested. There is also a large on line community for
OpenCV, C++ and almost any other academic branch of science.
Innovation and advancement in technology comes from the collaboration of individuals
and teams. However, some major corporations are now opening up their independent
languages to the open source communities, like Swift from Apple. Open source software
and libraries let developers and researchers experiment without major funding while
enhancing collaborate efforts to better technology.
The use of open source libraries also requires additional research or testing which
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could be more extensive than commercial software testing. Most commercial software
comes pretested for what the company assumes the software will be used. Additionally,
commercial software is not readily altered and does not come with the source code, where
open source software can be altered at the source code level to do what a developer needs.
Figure 7: This is a graph of average speed up results using the
OpenCV libraries compiled to use CUDA. Care must be taken
to use library calls and to set up a matrix in the same way as
the standard OpenCV demonstrations [15]. Image obtained
from http://opencv.org, [15].
Open Source Computer
Vision (OpenCV) is a set
of open source libraries
used for image processing.
The image processing
was developed using OpenCV
with C++. The phases
were managed using QT
Creator, which is C++
compatible. The OpenCV
libraries are actually maintained
by a company called
Itseez [16]. These libraries
were also used for the automatic parallel conversion because OpenCV has built in GPU
libraries for the major architectures. These GPU libraries were added to OpenCV in 2011,
with version 2.4, and these GPU libraries can used nearly any GPU attached to a test
system. The OpenCV libraries contain the functionality to perform the image processing
without changing code between recompiling the libraries to use different GPU speed up
libraries. Both OpenCV and QT creator have C++ compatible libraries, making the
processing of using OpenCV with QT Creator very efficient.
2.5 Graphics Processing Units
In the last decade, Graphics Processing Unit (GPU) technology has been used to speed
up general and scientific processing. For instance, the GPU allows Physicists and Movie
Makers the ability to trace light rays for science and movies. A GPU is a special Central
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Processing Unit (CPU) designed for graphics processing, but in recent years, researchers
have realized the values of parallel processing on the GPU.
2.5.1 Intel
Intel has began developing integrated graphics chips called Iris Graphics in 2014-2016
[17]. These graphic chips are built into the Central Processing Unit, which has pros and
cons. The number one pro is that the CPU can read the Level 2 cache of the graphics
processor. The con is that the graphics processor has to share the Random Access
Memory (RAM) with the CPU.
Intel has another major graphics processor family called Intel HD Graphics [17]. These
graphics processors are built on the same CPU architecture as the commodity desktop
hardware. This also means that these graphic processors must share the RAM with the
CPU. The Intel graphics processors are not widely used for GPU speedups, but they are
great for low cost on board graphics processing and testing on a budget.
2.5.2 NVIDIA
A NVIDIA GPU is made up of many smaller CPU cores called stream processors, or
CUDA cores [18]. Each core has similar elements of a standard CPU [18]. This means
that each core has local memory and a local cache to process data. More importantly
each core can handle one thread, or one unit of processing. For any processing that is
done on a pixel by pixel basis, CUDA can be used to process all the pixel computation
in parallel or at the nearly the same time. The claim is nearly the same time because
low end NVIDIA GPUs execute a block of 32-by-32 threads at one time, this block of
threads is called a warp [19]. The other warps, if any, wait in a queue until a block CUDA
cores are ready to process them [19]. So the processing is not 100% parallel, meaning
processing every pixel at the same time is not possible but processing over 1000 pixels
at one time is what actually happens. This will still speed up image processing by many
magnitudes.
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2.5.3 Advanced Micro Devices
Advanced Micro Devices (AMD) is another major brand of graphics processors. These
graphics processors work like the Intel Graphic Processors. They are built using the same
CPU technology that AMD uses for general CPUs but these graphics processors come
with their own Random Access Memory (RAM) or dedicated memory [20]. Recently,
AMD has started developing Graphics Processing Units (GPUs) with multiple cores to
decrease computation time [20].
3 Related Work
In this section, we talk about some existing related research work. Their work was not an
end all to a humans manual cancer detection. But their work, like the proposed method
is supposed to assist the physician and technicians conducting endoscopy procedures.
All work described in this section and the proposed method also intend to reduce the
patient burden by reducing the number and length regular screening of the patients.
Additionally, all work described in this section and the proposed method aim to increase
the number of early detected lesions which will in turn reduce the number of stage 3
patients and the mortality rate of lesions detected too late.
All of the methods could better detect early signs of esophageal cancer if working
together than they could all on their own if a SVM is used to obtain optimal thresholds.
The collaboration of methods would also optimize the time a physician needs to determine
if a patient has early signs of cancer. When the application of a Support Vector Machine
is complete, the results could help train new physician to better detect lesions as well
from the proposed method alone.
3.1 Automatic detection of early esophageal cancer from endoscope image
using fractal dimension and discrete wavelet transform.
The proposed method is based on the work done by the researchers Yamaguchi et al. from
the Saga University in Saga Japan working on “Automatic Detection of early esophageal
cancer from endoscope image using fractal dimension and discrete wavelet transform.”
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They were able to detect acceptable results for ten images from four patients. This work
resulted in fairly slow processing performance but promising results. Additionally the
hardware used in their testing was an older slower desktop computer. It could take up
to three minutes to determine a result of positive or negative early cancer signs for each
image [13]. Some of the issues the researchers had to mitigate were that the images used
were much smaller with a low resolution. This meant that the algorithm developed by
the researchers needed to mirror pixels, crop out text and unusable pixel data [13]. Our
proposed method used an image with the dimensions 1200-by-1600 due to new endoscopes
getting better cameras, some even claim to be High Definition (HD).
3.2 Supportive automatic annotation of early esophageal cancer using local
gabor and color features
The researchers Fons, et al, used the color variation with texture features as well as
the a Gabor filtered image’s generated from the input image. These calculations were
used as vector inputs for a Support Vector Machine (SVM)[21]. A SVM is a supervised
learning data mining artificial intelligence models to classify data into two groups based
on training sets. With this method, this group of four used images from 7 patients,
who had developed 38 lesions and were able to detect 36 of these lesions with a 75%
accuracy [21]. This work concludes that the integration of new endoscope and HD video
technology is bringing about new advances in cancer detection.
3.3 Analysis System of Endoscopic Image of Early Gastric Cancer
The researchers Kim G., Kim K. and Kim S. working in Korea are also using endoscope
images to determine if lesions show early signs of esophageal cancer. This work starts
by calculating an Index of Hemoglobin (IHb) and then the color changes in the image to
detect lesions in patients. This method by Kim, et al also will provide texture data on
areas indicated by the detector (physician in most cases). Kim, et al, also noted that the
early detection is easily missed but the chances of surviving the later stages in Korea are
less than what the US and other countries can achieve, which is why early detection is so
important. In Korea, if a lesion goes undetected and enters the last stage of esophageal
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cancer, the patient has less than 0.12% chance of surviving 5 years [22].
Figure 8: this is a phase mapping of the proposed method.
4 Methodology
The process of early cancer detection for Barrett’s Syndrome is determined using an
endoscopic image taken of the esophagus at the area where the stomach meets the
esophagus. This image is taken via an endoscope during one, of usually many, procedures
to check for early cancer. The results will indicate if that image contains traces of
early cancer, usually with some percentage of false positives. False positives are not of
high concern because missing a true positive is much more detrimental to the patient,
but lower false positives means the physician can optimize their time. First the image
is decomposed to the red, green, blue and luminance color components contained in
separate image data structures and the size is reduced to a power of two for faster
processing during the last phases. Each color is decomposed to a grid of non-overlapping
smaller images. Next each smaller image (block) undergoes two passes of Discreet Wavelet
Transformations (DWTs), then the blocks are further decomposed to four smaller blocks,
making up a small non-overlapping grid. In this phase of processing, we compute the
Fractal Dimension (FD) of each block. The Box Counting algorithm was used for the FD
computation and a FD value is computed for every block. The results for corresponding
block for each color are multiplied together to get a grid of 16-by-16 grid of FD values.
Each FD value maps to a 64-by-64 block of pixels in the original image. If this sum is
small enough and non zero, then this area is a candidate for early cancer.
To improve the results of the work just described, each image undergoes edge
enhancement to enhance the low frequency edges. Gaussian Fuzzy Edge Enhancement is
used to enhance the edges which means better box counting results. The edge enhancement
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is applied to each color component (RGBL) before any Discrete Wavelet Transform
(DWT) processing. The Gaussian Fuzzy Edge Enhancement technique involves computing
a fuzzy image from the original using a Gaussian Blur function built into OpenCV. Then
the enhance image is built by performing a weighted addition of the two images, fuzzy
and the original, which breaks down to matrix addition and scalar multiplication.
Figure 9: this is a generic example of
the RGB decomposition and luminance
calculation.
The next obstacle to better results and
early cancer detections of the identification
and modification of different thresholds.
The first threshold identified was the
color intensity threshold. This threshold
is explained in section 4.3, Pre-wavelet
processing.
The next threshold holding back
results was the dynamic threshold value
when converting an image block to binary.
This value was, again, first set at the blind
average. This too proved to be too high,
and after experimentation, reducing this threshold by 20% improved box counting results.
An explanation of the dynamic threshold, how it was applied, is explained in section 4.5,
Box Counting.
The processing in broken into four phases. Phases were chosen over a simple list of
steps due to the changes of thresholds at different processing stages. The first phase will
decompose the image to the separate (RGBL) color components and clip the image to
a size of 2n-by-2n. The second phase will decompose each color component image into
a grid of smaller images and apply color intensity thresholding. The third phase applies
two rounds of DWT for the input reduction. The final phase is the Box Counting phase.
From this point, some elegant statistics are used to determine areas of possible early
cancer.
21
Figure 10: Patient 1, image 1. A
sample patient endoscopic image.
Expert physicians concluded there
is no signs of early cancer in this
image. This is an example of the data
used, some examples use other images
for processing clarity, they are just
examples.
4.1 Phase 1: Clipping
All the images used in testing were 1600-by-1200 pixel, three color channel images. An
example image can be seen in figure 10, this a an image that expert physicians that
determined there were no signs of early cancer. First the input image is decomposed
to: red, green and blue images. This marks the point where all images can be saved
as a single channel image and treated like a gray scale image. Next the fourth color
component, Luminance, is computed from the red, green and blue color components.
Based on the visible color spectrum, Luminance is a weighted average of each color
component.
Sample Luminance Calculation
1) Let Y represent the Luminance value for any pixel.
2) Let R be the red color component intensity, G be the green color component
intensity and B be the blue color component intensity.
3) Then Y = 0.299·R+0.587·G+0.114·B.
Next each color component image is resized from 1600-by-1200 pixels to 1024-by-1024
pixels. This is done by first finding the center of the input image, then measure 512 pixel
in the north, south, east and west. These points mark the middle of the box sides of the
image to be cut out, i.e. the middle 1024-by-1024 pixel block. Now the edge enhancement
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is applied to sharpen or enhance edges. After all processing from phase one is complete,
for each input image there will be four output images of size 1024-by-1024 pixels.
4.2 Phase 1.5: Edge Enhancement
Every color component underwent edge enhancement with Gaussian Fuzzy Edge
Enhancement. The luminance color component is shown in figure 12(a), figure 12(b)
is the color component converted to gray scale before edge enhancement and figure
12(c) is the results after Gaussian Fuzzy Edge Enhancement. The Gaussian Fuzzy Edge
Enhancement method involves calculating a fuzzy image of the original using a Gaussian
Blur function built into OpenCV, then performing a weighted sum of the two images.
The weights for the sum were: 1.8 for the original input image and -0.5 for the fuzzy
image. The weights for the sum actually increased most areas without affecting the
image negatively. Almost like built in brightness increases, or two benefits from one
computation, just like DWT.
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(a) Sample 1600-by-1200 image
(b) Sample Red Component (c) Sample Green Component
(d) Sample Blue Component (e) Sample Luminance Component
Figure 11: The images of single color components have been saved as triple channel
images for clarity of the data, from this point on, all images are displayed as gray scale,
but actually represent the color intensity. Example image obtained from [23].
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(a) Luminance component before gray scale
conversion
(b) Luminance component after converting to
gray scale
(c) The Luminance component after edge
enhancement
Figure 12: This is a demonstration of the edge enhancement. A test image was used for
clarity.
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Figure 13: The red component is hard to work with because the red component has
values that are so low with very little variance. The pixel values for the purple box are
provided to show how bad the data is, meaning no variation and the values themselves
are very low.
4.3 Phase 2: Pre-wave Processing
The input images to this phase are 1024-by-1024 pixels, single channel images. The
output images will be 128-by-128 pixel blocks that make up a grid of the input image
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which means there will be sixty-four output images for every color component (RGBL).
Before the image is divided into smaller pieces, the average color intensity is calculated
and stored as a global image color intensity.
When the color intensity threshold is set to a simple (or blind) average, there are
many occasions where the areas mark by physicians annotations, were blacked out before
any chance of detection. After experimentation, it was found that the blind average
was too high. Relaxing this threshold by 20% still eliminated blocks with average color
intensity too low to produce results without affecting areas of possible early cancer. After
further experimentation, the average color intensity for the entire image was reduce by
40% to only zero out a few blocks, leaving the rest for further processing. Assuming the
original intent of color intensity thresholding was to reduce the amount of processing in
phase 4, color intensity thresholding with the intent on reducing processing time is of no
use with GPU technology. Almost all pixels are processed at the same time, so the color
intensity thresholding is used only to reduce areas of the images that may be too dark
to analyze with box counting.
The color intensity thresholding is applied in the simple steps that follow:
Step 1: If the average pixel intensity for the whole image is I then I = α · I
where α is less than 1.0, see figure 14 for a general example.
Step 2: The local color intensity is calculated per block, call this ’i’.
Step 3: If the local color intensity, i, is less than the global color intensity
threshold for block, j, then block j is set to zeros.
Step 4: Repeat steps 2 and 3 for every block of every color component.
Figure 14: this is a generic example of the application of thresholds to the blind
thresholds, most blind threshold are set too high. See figures 16(a), 16(b) and 16(c)
for a demonstrative example.
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Some blocks will be set to all zeros because the color intensity values are too low and
there is not enough variation between pixels. When the values are low and close enough
together, or nearly equal, edges are much more difficult to detect, and color changes are
much harder to detect.
Another rational of this step is that lesion areas correspond to brighter areas in
the image, areas brighter than the average color intensity. Figures 15(a), 15(b), 15(c)
and 15(d) show some results of relaxing the color intensity threshold at different values.
Compared to [13], the best color intensity threshold is between 60-75%. The smaller
the threshold (T) is relaxed, the more input data get processed in later phases. A large
T value is good for a reduction in processing time but could be detrimental in finding
an results, see figures 16(a)-16(c) as example of what happens when the global color
intensity threshold T is too large. Obviously, if the global color intensity is set too high,
none of the input data will be processed later, crippling our proposed method before it
could start.
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(a) Sample input with no color thresholding. (b) 75% thresholding
(c) 80% thresholding (d) blind average
Figure 15: The image on the upper left is all the blocks from phase two stitched together
to show the input image for no color thresholding, the image on the upper right is results
from 75% of the average global color intensity. The image on the bottom left are the
results from 80% of the average global color intensity, and the image on the bottom right
is the result of blind average thresholding, greater than 100% thresholding would leave
more than half of the blocks set to all zeros, crippling the potential lesion areas to be
found.
29
(a) Patient 19, image 1, 1600-by-1200
pixels
(b) Physician annotation
of suspected areas of early
cancer, Patient 19, image 1
(c) Crippling color intensity
threshold, Patient 19, image
1
Figure 16: This is what happens when the color intensity threshold is set to a blind
average. The proposed method has no chances of finding the area recommended by
physicians with this color intensity threshold.
4.4 Phase 3: Discrete Wavelet Transform
The input image(s) of each color component to this phase are 1024-by-1024 pixel images.
This means that for each color image, there are over one million pixels to check for early
signs of cancer before phase three is applied. This can be time consuming, even for a
GPU running many pixel operations in parallel, because there is still physical limitations
on the number of threads running at one time on a GPU. Performing two phases of
DWT on sixty-four 128-by-128 pixel blocks making up a grid of the input image will
reduce those blocks to 32-by-32 pixels, reducing the size of the original input image to
256-by-256 pixels. The two phases of DWT reduce the image size by 94%, reducing the
number of pixels for each color component to less than 66K pixels. This is done by the
computing LL of the DWT for both rounds. None of the other outputs for DWT are
computed, LH, HL and HH as they are too noisy.
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Figure 17: This is one example image
before the application of the Discrete
Wavelet Transform. 1024-by-1024 single
channel image. Figures 18(a) - 18(d)
shows the results from a full Haar’s
wavelet transform, all four output images
are shown but only LL is kept in the
proposed method. This images is not
a testing image, image is shown for
demonstrative purposes. Example image
obtained from [23].
(a) Sample HL, currently
512-by-512 pixels.
(b) Sample HH, same dimensions as
HH.
(c) Sample LL, currently 512-by-512
pixels.
(d) Sample LH, same dimensions as
LL.
Figure 18: These are the LL, LH, HH and LH outputs from one full round of DWT on
figure 17, meaning the rows and the columns were processed. The size of each smaller
image is 25% of the original input image, figure 17. The generated images were obtained
from performing the DWT on the image obtained from [23]
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Figure 19: The image on the left is all the blocks from phase 2 stitched together to
show the input image, the image on the right is the output blocks from phase 3 stitched
together to show the input image. If the larger image was actually 1024-by-1024, then the
smaller image would be 256-by-256, images are shown for scale. Also note that this color
component is the luminance component, the other color components have been omitted
because the results of the input reduction are the same but harder to see.
Finally, the results from the small, high frequency vein filtering is displayed in figure
20. In figure 20, the top left image is the green color component and converted to gray
scale for processing. The second row in figure 20 is the magnification of the northwest
region of the gray scale. The third row is further magnification of a 128-by-128 pixel
block. This block goes through two phases of Discrete Wavelet Transform (DWT). The
last row in figure 20 is the comparison of the 128-by-128 pixel block before two phases of
DWT and the output of two phases of DWT. The small, high frequency veins have been
filtered enough to let the box counting method identify early cancer areas without these
areas triggering a false positive.
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4.5 Phase 4: Box Counting
Figure 20: This is a demonstration of vein filtering
done by DWT.
Each image block is now 32-by-32
pixels and will go through one last
computation phase. Each block
is split into four non overlapping
images making up a 2-by-2 grid
of the input block. Next each
image block is converted from a
single color component to binary.
Converting each image to binary
is done via Dynamic thresholding.
Dynamic thresholding is where a
box of pixels, centered at [2 ·
R + 1]-by-[2 · R + 1], the pixel to
be converted to binary is at the
center of this box and R is no
more than half the image block
length. The average of this box
is calculated and if this average is
less than the pixel value centered
at [2 · R + 1]-by-[2 · R + 1], then
that pixel is set to 1, else 0. The
blind average was again to high in this situation too. The average was reduce by 20%.
Finally each block undergoes box counting. Box counting is recursive in nature and will
use boxes to mark areas of interest. Below are the steps to compute the fractal dimension
using the box counting method.
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The implementation of box counting:
1) The image must converted to binary using dynamic thresholding.
2) Initial image length is L, then m is log2(L) or the number of box reductions
( or number of loops).
3) The image is covered in enough boxes to cover the entire image. Round 1
will be one box, then 4 boxes in round 2, then 16 in round 3, etc.
4) After the size of the box has been determined, a count of all the boxes that
contain a 1 inside that box is taken, and this is called ni.




where di is the length of the box side at round i. ’i’ begins at L and i is reduce
by half at each round (L must be a power of 2).
6) Repeat steps 3-4, until i is 1.
7) Compute Dc, the fractal dimension for the entire image, and c is mapped
to red (r), green (g), blue (b) or luminance (l). Dc :
1
m
·(D1 +D2 + ...+Dm).
8) Finally D is the product of all Dc, D = Dr ·Dg ·Db ·Dl is computed. This
is the Fractal Dimension for the input image.
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Figure 21: This is an example of the how box counting would work. All that needs to
happen is to count the number of 1’s in each box at each round or loop. This repeats
until the box size is 1, then the results from each round/loop are summed together.
(a) before converting to binary (b) after converting to binary
Figure 22: this data was taken from a 16-by-16 pixel image.
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4.6 Final Phase Notes
One reoccurring tool used in three of the four phases was the use of the Rect from the
OpenCV libraries. The Rect is a template with very convenient functions that have also
been optimized for GPUs when OpenCV is used. In phase 1, the Rect was used to focus
a Region Of Interest containing the 1024-by-1024 subset of the input image. In phase 2,
the Rect was used to apply the color intensity thresholding. In phase 4, the Rect was used
to compute dynamic thresholding, and to reduce the input images to four smaller images
as well as assisting in the box counting code. The Rect is a rectangle, in our proposed
method all the Rects were set up as squares, same width and length. The heavy use of
the Rect allowed the same code to be used for the sequential and the parallel version of
our proposed method. All the image processing in the proposed method could be broken
down to matrix operations, making the use of Rect a very smart, and lucky, choice.
5 Results
The results are shown on a 1024-by-1024 pixel area used to detect early signs of esophageal
cancer. The suspected areas will be contained in a black square box, 64-by-64 pixels in
size. The edges of the squares are sensitive to the output of the Fractal Dimension (FD)
results. This means that if the results of the FD computation are large, greater than 1.1,
then the squares edge is very thick, if the results are small, less than 0.7, then the edges
are very thin. This also means the thinner the squares edges, the greater the chances that
the referred area may be an area of early cancer. Some images of patients that did not
show signs of early cancer did trigger a square to be written to the image, meaning the
proposed method detected a possible area of early esophageal cancer that was normal, or
a false positive was detected. In testing, only three to ten squares trigger a false positive
in the images without signs of early cancer, meaning there could be some simple math
used to eliminate some of the false positives. One idea is to take the sum of all the
reciprocals of all the Fractal Dimension results for an entire image and if the sum is not
large enough, no boxes will be displayed.
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5.1 Time Results
There were three testings platforms. The first was a Dell Studio XPS running Ubuntu
14.04 LTS, OpenCV 3.0 with an Intel Processor i7 @ 2.15 GHz and six GigaBytes (GB)
of Random Access Memory (RAM). This setup used a NVIDIA 750i GPU running on the
PCI bus with two GB DDR5 RAM. The next testing platform was a Macbook Pro with
an Intel i7 processor @ 2.65 GHz and eight GB of RAM. This setup has an integrated
Intel GPU, but this is not a powerful GPU, there is another GPU attached to this
system for heavier graphics processing. The secondary GPU is an AMD GPU called
a RadeonX 2000, it has two hundred and fifty six MegaBytes (MB) of RAM. The last
testing platform is a Raspberry PI 2 with a quad core 900 MHz processor. This platform
was chosen because is it very low cost and the GPU is built into the Central Processing
Unit, like an Intel Iris processor. Additionally the CPU can access the GPU Level 2
Cache. The GPU memory for the Raspberry PI 2 was set to only 16 MB.
There were 3 images timed for the time tests. Each image was processed 100x and
then the average time was calculated. The Raspberry PI only processed each image 25x,
100x cause instability, overheating and too many iterations could crash QT Creator. The
best time came from the first platform with the NVIDIA GPU, less than two seconds
per image. The second platform performed fairly well too, less than four seconds. There
was no surprise the Raspberry PI 2 took longer than ten seconds but less than twenty
seconds is still acceptable. See figure ?? for more time results.
(a) Pat. 1, Image 1, NBDT (b) Physician Annotation (c) Suspected Results
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(d) Pat. 7, Image 1, ACHD (e) Physician Annotation (f) Suspected Results
(g) Pat. 10, Image 2, ACHD (h) Physician Annotation (i) Suspected Results
Figure 23: These images were provided to show that the output from a low cost system
can still give correct results. These results were obtained from the Raspberry PI 2. See
figure 24 for timing results.
The initial goal was ten seconds of processing per image, nearly 25x faster than
Yamaguchi et al. The average results for a parallel implementation that includes saving
and loading images to hard disc between each phase took only 1.5 seconds per image. This
would mean that a one minute video at thirty frames per second would take forty-five
minutes using the proposed method and it would take ninety hours for the work by
Yamaguchi et al to process the same image.
Figure 24: This is a time table of results for 3 testing platforms.
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5.2 Cancer Detection Results
The results were better than expected after thresholding was modified, see figure 14 for
threshold modification general example. Before thresholding changed, most results were
inconclusive. The output would show zero boxes marking early cancer or the whole image
would be marked in boxes indicating early cancer. For example, when edge enhancement
is applied by itself, all box counting results for every block fall in the range of 1.5 to
2.0. After all thresholding was applied, the results were more promising, all suspected
areas of early cancer were identified. Using some elegant statistics the false positive rate
could be reduced, however, a Support Vector Machine (SVM) would be better suited
to identify the best thresholds and eliminate the false positives. Another goal for this
research was to identify at least 50% of the areas from the physicians annotations. This
goal was achieved when all areas of suspected early cancer using better thresholding and
edge enhancement. The color components that gave the best results were green and blue,
which also means luminance was producing fair results as well. The red color component
contained values far too low and without much variation. The red color component was
the worst for input data because of the red saturation of the endoscopic images. Other
methods of enhancing edges may hold more promising results in the future but they need
to be tested on a parallel platform.
All cases of early esophagus cancer annotated by an expert physicians were detected
but the false positive rates were still greater than ideal. The positive results can be seen
in the Suspected results images in figure 37. All areas annotated by a physician were
detected, as can be seen in the results image in figure 23(c), there is a fair number of
false positive hits. Figure 23(c) is an image that physician found had no signs of early
cancer. While all areas of early cancer were identified, there was one set of results were
not as good as figures 31(a)-31(c). The worst results came from figures 26(a)-26(c) The
following results display images with identified early cancer only.
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(a) Pat. 7, Image 2, ACHD (b) Physician Annotation (c) Suspected Results
Figure 25: Patient 7, Image 2.
(a) Pat. 7, Image 3, ACHD (b) Physician Annotation (c) Suspected Results
Figure 26: Patient 7, Image 3.
(a) Pat. 10, Image 1, ACHD (b) Physician Annotation (c) Suspected Results
Figure 27: Patient 10, Image 1.
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(a) Pat. 10, Image 2, ACHD (b) Physician Annotation (c) Suspected Results
Figure 28: Patient 10, Image 2.
(a) Pat. 12, Image 2, ACHD (b) Physician Annotation (c) Suspected Results
Figure 29: Patient 12, Image 2.
(a) Pat. 12, Image 3, ACHD (b) Physician Annotation (c) Suspected Results
Figure 30: Patient 12, Image 3.
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(a) Pat. 13, Image 2, ACHD (b) Physician Annotation (c) Suspected Results
Figure 31: Patient 13, Image 2.
(a) Pat. 13, Image 4, ACHD (b) Physician Annotation (c) Suspected Results
Figure 32: Patient 13, Image 4.
(a) Pat. 16, Image 1, ACHD (b) Physician Annotation (c) Suspected Results
Figure 33: Patient 16, Image 1.
42
(a) Pat. 16, Image 3, ACHD (b) Physician Annotation (c) Suspected Results
Figure 34: Patient 16, Image 3.
(a) Pat. 17, Image 1, ACHD (b) Physician Annotation (c) Suspected Results
Figure 35: Patient 17, Image 1.
(a) Pat. 17, Image 5, ACHD (b) Physician Annotation (c) Suspected Results
Figure 36: Patient 17, Image 5.
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(a) Pat. 19, Image 1, ACHD (b) Physician Annotation (c) Suspected Results
Figure 37: This is most likely the hardest area to detect. It was the smallest of the
physician annotations, but there were results marked as areas of possible early cancer.
6 Conclusions
The proposed method was able to detect early cancer in every image provided. The
results from the proposed methods showed some false positives, but the false positive
rate dropped only a small amount when choosing thresholds with hand picked values.
The Discrete Wavelet Transform phases successfully filtered the small veins and reduced
the input space. Once the dynamic binary threshold was identified as being set too
high when set to a strict average and reduced, the fractal dimension results increased in
accuracy. From the results, annotated by a physician, early cancer signs were identified
in every image containing cancer. But some of the images a physician concluded had no
signs of early cancer were identified as containing signs of early cancer by the proposed
method, producing false positives. This could be handled by a Support Vector Machine
with the proper training. The goal of ten seconds or less was achieved with a NVIDIA
and an AMD Graphics Processing Unit. The surprising results came from the Raspberry
PI 2, this $35 board was able to process the image in less than twenty seconds and this
time could be reduced with more RAM dedicated to the GPU.
7 Future Work
A Support Vector Machine (SVM) could be the optimal tool to zero in on better thresholds
for color intensity, dynamic thresholding and fractal dimension results. This is possible
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because a SVM would be able to use the thresholds set at a starting point, and the results
of the proposed method would be a good start. The SVM is able to train itself from
other images with a starting set of threshold values and the set better thresholds as it
trains. Additional future work could include testing the proposed method using all color
components except the red color component to evaluate the reduction in false positives,
the red component could be dropped after the luminance calculations.
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