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ABSTRACT
This thesis studies the behavior of a class of underactuated, non-deterministic
robots, the weaselball. In this study, weaselballs are placed in hubs that can
attach to other hubs and form larger structures. These structures (of sizes
ranging from a single weaselball to many) are studied. The behavior of a
single weaselball structure is first investigated with the creation of a high-
fidelity Gazebo simulation. This simulator is also highly compatible with
Amazon Web Services and easily reconfigurable to study different weaselball
structures. This allows the Gazebo simulation to be scalable. A Python
toolbox is then introduced that allows for the behavior and trajectory of the
simulated structures to be analyzed.
After the behavior of a single weaselball structure is studied, the interaction
between multiple weaselball structures is modeled. This behavior is modeled
through the Kronecker product of the Markov transition matrices of the
weaselball structures. This model blows up exponentially with the size of the
states of the weaselball structures and the number of weaselballs. A library
is thus introduced that can efficiently compute the Kronecker product matrix
- vector dot product. From this library experimentation with the Kronecker
product model of multiple weaselball structures can be explored.
Keywords: distributed robotics, minimal sensing/computing, modeling
and controlling multiagents, physical interactions with multiagents, coop-
erative manipulation,
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Chapter 1
INTRODUCTION
Drifting jellyfish and microorganisms that explore for nutrients and to escape
toxins [1] are examples from nature where an organism takes advantage of
the random or Brownian-like influence from its environment to create useful
dynamics. This thesis shows the research of a class of underactuated robots,
the weaselball. The weaselball (as seen in Figure 1.1) is a cheap, off-the-shelf
toy that produces a somewhat billiards-like motion. The overall goal of this
project is to modify the behavior of the weaselball by creating a hub that goes
around each of the weaselballs. This new behavior can then be controlled to
perform interesting tasks such as drifting along currents to take pictures of
an ocean floor, or just to move an object.
Figure 1.1: Weaselball and Its Cross-Section
An example of taking advantage of random motion through design can
be seen in [2] . In this paper the authors clusters E. coli cells together
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by designing the shape of a gear, and from this clustering the E. coli cells
rotate the gear. Another example that inspired this research is the Janus
Particle. Janus particles are micro or nano particles whose surface has two
or more distinct physical or chemical properties such as one side of a particle
being hydrophilic and the other hydrophobic [1]. These particles have been
observed to have a clustering behavior [1].
Other methods exist for studying the behavior of minimal structures that
take advantage of their environment with minimal sensors and computation.
In [3] the authors create microstructures through synthesis of gate logic from
a control plan in an environment where chemicals are used for partitioning.
A major goal of this project is to also create an affordable and easy to
manufacture testbed. Another testbed that aims at reducing the overhead
and infrastructure needed to study distributed robotics is the Robotarium
[4] which contains a web interface for researchers to control and interact with
robots.
This thesis will go through the processes that have occurred in order to
analyze the behavior of multiple weaselball structures interacting with each
other. To facilitate this, the methods and behavior of a single weaselball
structure are first studied. Afterwords, a model of the behavior of a multiple
weaselball structure is defined, and experimented with. This work will first
present a simulator to collect data of a single weaselball structure in Section
2. Afterwords, an analysis of this behavior is performed in Section 3. From
this, a custom library is written to allow for a representation of multiple
weaselball structures to interact with each other in Section 4. Finally, real-
world and simulated tests are shown and analyzed in Section 5.
1.1 Related Work From the VRMSL
Wild bodies are defined as a body that moves in an uncontrollable way that
hits every open interval along the boundary of its environment an infinite
amount of times with non-zero, non-tangential velocities [5]. Wild bodies
have been widely studied in the VRMSL. Previous work have also used the
wild bodies’ dynamics and the enclosure (with gates) to control the wild-
bodies [6]. [7] introduces using two sensor beams to determine the direction
a wild body is moving in. This paper also introduces a method for “de-
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Figure 1.2: Past Iterations (1,2,3) and Current Hub Design (4)
termining the occupant distribution as required, given only an initial total
population and enough time”. In [8] it was shown that by varying the area of
the regions inside the enclosure, lengths of gates between the regions, speed
of the wild bodies, and the probability that a gate is open can control the
distributions of wild bodies in the regions of the enclosure.
Recent work in the VRMSL performed by Nilles et al. has been towards
the design and creation of a 3D printed hub that goes around the weaselball
[9]. This design has gone through multiple iterations as can be seen in Figure
1.2. The first iteration of the hub included sensors, but in its current iteration
has become a 3D printed hub with velcro to allow for attaching to other hubs
(see Figure 1.3 for an example of a cluster of weaselballs). The advantage of
the current hub design is that the overall hub is very light, so the weaselballs
induce more motion to the hubs. Future work will explore the behavior of
adding sensors and other hardware to the hub to accomplish more complex
tasks.
3
Figure 1.3: A Cluster of Four Weaselballs and Their Hubs
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Chapter 2
GAZEBO SIMULATION
One of the goals of this project was to create a scalable and easily config-
urable environment to test and collect data about the weaselball’s behavior.
A project done by [10] created a high-fidelity simulation of a weaselball in
Gazebo, a very popular simulation tool (as seen in Figure 2.1). This simu-
lation consisted of recording software for the weaselball, verification of the
robot, and a thoroughly validated simulation of the behavior of the weasel-
ball. This work has been improved on by adding in the weaselball hub, data
collection, AWS integration, and scripts that configure the environment and
weaselball structures. 1
Figure 2.1: Petronics Weaselball Simulation
1Code Available at
https://github.com/alexandroid000/self-assembly/tree/master/gazebo
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(a) Real-World Testbed (b) Simulated Testbed
Figure 2.2: Comparison of Physical Setup with Gazebo Simulator.
The biggest advantage of using the presented gazebo simulation rather
than the real world testbed for experimenting is the ease of configuring ex-
periments, its accurate data collection, and its ability to scale. Currently,
the simulator is capable of generating various robots. These robots are ei-
ther defined before hand (see Figure 2.3 for these configurations), or they are
generated randomly on the fly. The robots that are generated on the fly are
called “RRTBots” because the strategy for creating the design of a structure
is similar to the RRT algorithm. An example of an RRTBot can be seen in
Figure 2.4 where there are 10 weaselballs in the configuration.
Tight AWS integration allows the simulator to scale well with running
different experiments. AWS’s EC2 service allows users to rent a virtual envi-
ronment. By renting out multiple of these environment, experiments can be
performed in parallel. Furthermore, the simulator is capable of automatically
uploading log data from the simulation to AWS’s data storage service “S3”.
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Figure 2.3: Predefined Robot Configurations and their Corresponding IDs
Figure 2.4: An Example RRTBot of Size 10
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Chapter 3
DATA ANALYSIS
To analyze the data collected by our simulated and physical experiments, a
separate Python toolbox was developed.1 The data logs from the generated
file from Gazebo contain information about the integrity of the simulator
and the robots at every time step. Before processing the data from the log,
these statuses are checked to verify the integrity of the data. After this, the
logs are preprocessed, and the data is changed to become more meaning-
ful to a human. This includes changing the format of the given time data,
and discretizing X and Y of the weaselball structure’s trajectory data. After
preprocessing the data, the data is converted into a normalized Markov tran-
sition matrix that describes the probability of transitioning between different
states. This is used for experiments, and to describe the collected data. An
example of a histogram of the position and rotation of a single weaselball
structure can be seen in Figures 3.1a and 3.1b, respectively. The position
histogram is comparable to the results given in [11] where the authors noticed
that the square robots tend to stay against the walls of the enclosure. If the
square robots are flush against the wall, they would also generate a similar
rotation histogram to 3.1b.
The Python toolbox also had tools to analyze and compare experiments in
real life and in simulation. The experiments and their results are investigated
in Section 5.
1Code available at
https://github.com/alexandroid000/self-assembly/tree/master/dataAnalysis
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(a) Position Histogram for Singleton (Log Frequency of Occurrences)
(b) Rotation Histogram for Singleton
Figure 3.1: Motion Characteristics of Singleton (10 Hours of Data, Sampled
Every Quarter Second)
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Chapter 4
KRONECKER PRODUCT LIBRARY
4.1 Introduction
The Kronecker product is defined as [12]
A⊗B = ⎡⎢⎢⎢⎢⎢⎢⎣
a11B ... a1qB⋮ ⋱ ⋮
ap1B ... apqB
⎤⎥⎥⎥⎥⎥⎥⎦ ,A ∈M
p×q,B ∈M r×s
The Kronecker product of the Markov transition matrices of the weaselball
structures is a useful representation of the behavior of the robots because it
represents the probabilities of both robots entering a specific state. Through
this it was possible to perform experiments such as estimating the average
hitting time between the two robots given their Markov transition matrix
and the initial starting states of the robots.
The main drawback of using this representation for the robots is that the
combined state space grows exponentially in size with the number of matri-
ces, and the size of the matrices. [13] offers a memory efficient algorithm for
finding a solution to y = (A1⊗...⊗An)x. This algorithm was implemented in a
library that was developed to get rid of memory errors when performing Kro-
necker product computation. The memory in this algorithm only increases
in quadratic space (O(np2)) instead of exponential space (O(p2n)) where n
is the number of matrices and p is the size of the transition matrices. This
library was also further developed to take advantage of the many properties
of the Kronecker product for efficient computation.
The code for the Kronecker product library can be found at
https://github.com/Jbwasse2/kronprod. It can also be installed through
Anaconda by running “conda install -c conda-forge kronprod”. For the rest of
this section, this library that was developed will be referred to as “kronprod”.
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4.2 Properties of the Kronecker Product
There are many different properties of the Kronecker product that have been
implemented in kronprod. In [12] a large list of different properties of the
Kronecker product are given that have been implemented in the kronprod
library. The library can take a list of matrices and apply these properties to
them. This is helpful for some properties that can be inconvenient for users
to code every time such as the efficient determinant calculation in [12]
det(A⊗B) = det(B ⊗A) = (det(A))n(det(B))m
Another property that is commonly used with the Kronecker product is
solving for AXB = C where A, B, and C are given matrices, and X is being
solved for. This equation can be written as (BT ⊗A)vec(X) = vec(C) where
vec() is the vectorization of a given matrix by stacking its columns [14].
After implementing all of these properties, results were benchmarked for
not using these properties, using these properties but not using the algo-
rithm from [13], and finally using these properties and the algorithm from
[13]. Benchmarking results for solving AXB = C is also given. During exper-
imentation, A, B, and C are of size MNxN where N is given in the experiment.
Otherwise A1 and A2 are of size M100x100. The results can be seen in table
4.1.
It should be noted that the third column “Time to Compute Kron Prop-
erty (seconds)” is effectively the best performance through standard Python
libraries (such as numpy). Furthermore, the fourth column “Time to Com-
pute Kron Property and [13]’s algorithm (seconds)” is the results of using the
Table 4.1: Time to Run Different Kronecker Product Algorithms in Seconds
Test
Time to Compute
Full Calculation
(seconds)
Time to Compute
Kron Property
(seconds)
Time to Compute
Kron Property
and [13]’s Algorithm
(seconds)
Transpose y = (AT1 ⊗AT2 )x 1.048 1.021 0.740
Inverse y = (A−11⊗A−21)x 18.964 1.039 0.751
Psuedo-Inverse y = (A+1 ⊗A+2)x 386.25 1.598 1.138
Complex Conjugate y = (A∗1 ⊗A∗2)x 1.615 1.309 1.122
Dot Product y = (A1 ⊗A2)x 1.233 1.119
AXB=C, N = 50 0.224 0.070 0.098
AXB=C, N = 100 6.950 1.137 0.772
AXB=C, N = 300 Memory Error Memory Error 18.716
AXB=C, N = 500 Memory Error Memory Error 87.716
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kronprod library. Using the kronprod library will almost always be better
than using numpy for full matrices. The only case where numpy was better
was for when AXB = C,N = 50. In general, it was observed that for smaller
matrices using the standard library is better since there is overhead for run-
ning the kronprod library. However, as the number of matrices increases, or
as the size of the transition matrices increases, kronprod performs better.
4.3 Sparse Kronecker Product
The algorithm given in [13] is very efficient in memory and has a the same
time complexity as the standard algorithms for caluclating y = (A1⊗...⊗An)x,
but performance can be improved when the matrices given are sparse. In
the applications of this thesis, the matrices are Markov transition matrices
which are very sparse. In the case of a single weaselball structure that was
discretized into 62 different states, the Markov transition matrix was 97.42%
empty.
The original algorithm presented in [13] for the memory efficient compu-
tation of y = (A1 ⊗ ... ⊗ An)x relied on a clever choice of elements in the
A matrix and X vector to multiply together and add to a sum. A sparse
implementation was created by making the A matrix a sparse matrix data
structure, and sorting the locations of entries in the A matrix. The original
algorithm would iterate over a range of entries in the A matrix, but since it
is now sparse, the new algorithm can iterate over non-empty entries. The
sparse implementation of the algorithm allows for better memory, and time
efficiency for sufficiently sparse matrices.
Currently, the sparse Kronecker product operation is typically implemented
in SciPy, but this implementation directly computes the full matrix repre-
sentation and does not use the factored representation for any other ma-
trix operations, so it still suffers from exponentially increasing memory use.
Scipy’s sparse matrix data structures are also used in the sparse kronprod
kronprod implementation. Even though the SciPy implementation still has
exponential memory use, the implementation is sparse, so it does allow for
a larger matrices to be created as compared to the dense methods using
numpy’s Kronecker product implementation.
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4.4 Results
Figure 4.1 shows the times to solve the system y = (A1 ⊗ A2)x for a given
A1,A2 ∈ M100x100 and x ∈ R10000. The results of this Figure shows that
SciPy’s sparse implementation beats the sparse kronprod implementation,
and the kronprod full implementation will beat SciPy’s sparse implemen-
tation for sufficiently full matrices. This is true for cases where the SciPy
implementation does not cause a memory error. Since SciPy’s sparse im-
plementation still constructs a full Kronecker product matrix, its memory
still grows exponentially with size of matrices and the number of matri-
ces. This does not occur for kronprod’s sparse implementation. As can be
seen in Figure 4.2, SciPy’s sparse implementation is faster at solving than
kronprod’s sparse implementation. However, as seen in Figure 4.3 when N
is equal to 475, SciPy’s implementation starts running out of memory while
kronprod’s implementation does not.
Figure 4.1: Time To Compute Kronecker Product for % Sparse Matrices
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Figure 4.2: Time To Compute y = (A1 ⊗A2)x for 90% Sparse Matrices of
Size N
Figure 4.3: Memory To Compute y = (A1⊗A2)x for 90% Sparse Matrices of
Size N
In short, I have summarized my results for comparing the different libraries
in Table 4.2. In the top row, the Kronecker product of the input matrices
are considered, and in the first column its overall sparseness is considered. It
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is hard to say what is sparse enough, or large enough to put a problem in a
given category, so for a programmer it may be worth it to try out all of the
different methods if they are uncertain.
Table 4.2: Which Library to Use For Solving y = (A1 ⊗ ...⊗An)x
Small A Large A
Sparse SciPy sparse kronprod sparse
Full kronprod full or numpy kronprod full
4.5 Applications and Examples
Some applications that have been done in the VRMSL with the use of the
kronprod library have been to solve for the hitting time of a two-agent sys-
tem, and to solve for value iteration (for MDPs) with many agents. These
systems rely on the Markov transition matrix representation of the weasel-
balls.
A few of the problems that were attempted for implementation using this
library and failed were solving for policy iteration (for MDPs) and the Lya-
punov equation. Both problems take the form of (I − A ⊗ A)x = b where
the solver finds x. The library fails here because of the “I-A” part, since the
kronprod library’s input must be of the form Ax = b where A is A1⊗ ...⊗An.
15
Chapter 5
EXPERIMENTS AND OBSERVATIONS
5.1 Experiments
5.1.1 Robot Size
A theory that was tested in this experiment was that as a structure of robots
increases in size, the farthest L2 distance in a timed experiment to the start-
ing position of the structure will decrease. In order to perform this experi-
ment the Gazebo simulator would produce a RRTBot of a given size in an
environment without any boundaries. Each individual weaselball will start
in a random configuration, and the structure would be left to move on its
own for two minute intervals. This experiment was repeated 40 times for
each structure, and for structures of many different sizes. The results of this
experiment can be seen in Figure 5.1.
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Figure 5.1: Number of Weaselballs in RRTBot vs Frequency of Distance to
Starting Location (Sampled Every Quarter Second)
The results of this experiment do confirm the hypothesis for this experi-
ment. This is likely to occur because as the robots get bigger there are more
weaselballs that work against each other and cause the overall structure to
not be able to move in a general direction. When the overall structure is
not too big (such as size 1, 2, or 3), the weaselballs wouldn’t often cancel
each other’s forces on the structure out and this would cause the structure
to move.
5.1.2 Box Experiment
In this experiment the weaselball structures had to complete a manipulation
task. In this experiment the time for two light boxes to first contact each
other and then become flush was recorded. The distance between the boxes
17
were changed for this experiment, a distance of 1, 5, and 9 inches from the
center of the enclosure was tested. These experiments were performed 10
times at each distance. An illustration of the experiment can be seen in
Figure 5.2. In this experiment, each trial had a maximum time of 10 minutes
to collide before a new test was started. In the 1 inch and 5 inch experiment,
this never occured. However, in the 9 inch test the boxes would often become
stuck against a wall. The average times for the first collision and the average
time for the boxes to become flush is shown in Table 5.1.
Figure 5.2: Bird’s Eyes Illustration of Box Experiment
Table 5.1: Average Time for Collisions in Box Experiment
Box’s Distance
to Center
Average Time
Until First Contact
(seconds)
Average Time
Until Flush
(seconds)
Average Time Between
First Contact and Flush
(seconds)
1 Inch 4 15.5 11.5
5 Inch 47.6 94.3 46.7
9 Inch 407 441.4 33.9
9 Inch
Max Time
Filtered
118 203.5 84.75
By looking at Table 5.1 it can be seen that as the boxes start from a
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farther distance from each other, the higher the time it takes for the boxes
to collide, become flush, and the time difference between first contact and
becoming flush increases in time. It is important to note for the 9 inch test
that if the boxes became stuck and never contacted each other, both the “first
contact” time and “flush” time were assigned 10 minutes. A visualization of
the results for the first contact time and flush time can be seen in Figures
5.3 and 5.4, respectively.
Figure 5.3: Time For Boxes to Contact vs Starting Distance
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Figure 5.4: Time For Boxes to Become Flush vs Starting Distance
An interesting result as mentioned before is that the time between first
contact and becoming flush increased as the distance between the boxes
increased. This result is likely related to the observation that when the boxes
started off closer, they tended to be closer to being flush on first contact.
Furthermore, when the boxes were far away they’d often become flush by
making a “T” shape. This shape has more surface area for the weaselballs to
cause the boxes to become tilted, or be pushed farther away from each other.
This would in turn make the time between first collision and flush longer.
5.2 Observations
5.2.1 Synchronization
A behavior that was seen from testing was the weaselballs synchronizing to-
gether. The synchronization of the weaselballs in a structure would cause the
structure to keep rolling until acted on by an outside force. This behavior can
be achieved in real life by applying enough force to the weaselball structure.
If the weaselball structure is not pushed hard enough, the weaselballs will
not synchronize. In simulation synchronization can also occur by having all
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of the weaselballs start in the same initial rotation position (an example of
this is given in Figure 5.5). This behavior has been seen in large and small
structures; however, smaller structures seemed to have a higher probability
of synchronizing. Furthermore, it is possible for the weaselball structures to
synchronize on their own if all of the weaselballs in the structure apply a
force in the same direction to the structure.
Figure 5.5: RRTBot With 15 Weaselballs Starting in the Same Orientation
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Chapter 6
CONCLUSION
This thesis showed the process in order to define the behavior of a sin-
gle weaselball structure, and then model the interaction between multiple
weaselballs structures. The single weaselball structure was analyzed from
data gathered from a high fidelity Gazebo simulation. Afterwords, this data
was analyzed in a Python toolbox to show interesting and useful properties
of the single weaselball structure. After defining the behavior of the single
structure, the Kronecker product was chosen as a method for modeling the
behavior of multiple weaselball structures. Afterwords, the kronprod library
was introduced to show a memory efficient method for using the Kronecker
product. Without this library, the analysis of the multiple weaselball struc-
tures would be severely limited due to exponentially increasing memory use.
Finally, tests and analysis were performed on the multiple weaselball struc-
tures.
An immediate extension of the work presented here would be to consider
adding sensors and minimal computation to the weaselball hubs. Doing so
will allow for a closed loop solution for completing tasks with the weaselballs.
This extension has been explored in the beginning of the project, and it was
found that as the hubs carried more hardware, the weaselball will have a
harder time making the hub move. Therefore, hardware on the hub has
a direct trade off with the randomness caused by the weaselball that the
mechanics of the hub aims to take advantage of. Another further extension
would be to change the mechanical behavior of the hub through its shape
or material. An interesting use case would be the use of a hub that can
reconfigure based off of its environment.
Another future extension of this work would be to examine the properties of
the weaselball and its interaction with the environment. Different behaviors
have been observed for the weaselball when it is not touching a wall, touching
a single wall, and when it is touching multiple walls. In [11], the authors
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found similar behavior with their robots and the environment. Therefore
it may be worthwhile to discretize the environment like so. Because the
behavior of the weaselball is no longer restricted to be discretized by a size
partition of its environment, the model of the weaselball is more scalable and
flexible to complex environments.
Further work for considering the environment and the trajectories of the
weaselballs can be explored (although in general this only applies for syn-
chronized structures or structures with only a few weaselballs). In [15] the
trajectories for a bouncing robot was explored to find if a robot patrols an
environment on a repeated path. In order for the weaselballs to have guar-
antees of following a trajectory, the hub would need a contact sensor and
gyroscope. Furthermore, more research would have to be explored to better
understand the bouncing behavior of the weaselballs off of walls.
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