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Introduction
Macro-level or social ecology theories of crime are focused in how the characteristics of geographical areas influence crime rates, i.e., how crime rates vary by ecological units rather than how the characteristics of individuals relate to their involvement in criminal behavior (Cullen & Agnew, 2011) . Since the 19th-century, early French social ecologists Guerry and Quetelet were interested in explaining differences in community crime levels in terms of the varying social conditions of the resident population (Anselin, Cohen, Cook, Gorr, & Tita, 2000) . Social disorganization theorists linked high crime rates to neighborhood characteristics such as low income, high unemployment, ethnic heterogeneity, and residential mobility, and the impact these characteristics have on the community ability to exert social control for the prevention of crime (Shaw & McKay, 1942) . The link between place and crime is also central to the perspective of Routine Activities theory, which states that criminal acts require convergence in space and time of a motivated offender, a suitable target, and the absence of capable guardians against crime, and relates crime patterns to the everyday patterns of social interaction (Cohen & Felson, 1979) .
Urban neighborhoods differ by the types of households they contain and by the types of physical environments they provide (Roncek, 1981) , and these physical environments can influence the likelihood of crime occurrence (Taylor & Harrell, 1996) . Environmental criminology studies that have addressed the spatial distribution of crime demonstrate that certain land uses, i.e., the concentration of commercial and residential areas, are associated with crime hot spots (Anselin et al., 2000) . Land use, sociodemographics, open spaces, and residential density affect the types and intensity of crimes (Salleh, Mansor, Yusoff, & Nasir, 2012) . The broken windows theory states that visible cues of physical and social disorder in a neighborhood can lead to an increase in crime (Wilson & Kelling, 1982) . Physical disorder refers to the presence of abandoned and deteriorated houses and vehicles, graffiti-painted walls and litter, and this phenomenon is also related to social disorder and the occurrence of minor offenses within a neighborhood. Similar ideas support planning approaches that seek to deter criminal behavior by designing ordered, highly visible and easily defensible urban spaces, such as crime prevention through environmental design (CPTED), and New Urbanism (Cozens, 2008) . DeFrances & Titus (1993) found that whether a burglary was completed or aborted was associated with neighborhood disorganization and home occupancy, and Keizer, Lindenberg, & Steg (2008) tested the broken windows theory in six field experiments and reported that when people observe that others have violated certain social norms or legitimate rules, they are more likely to violate other norms and rules, causing disorder to spread and escalate.
Previous research addressed the relationships between crime in urban settings and physical and environmental variables such as altitude and slope (Breetzke, 2012) , temperature and weather conditions (Anderson & Anderson, 1984; Butke & Sheridan, 2010; Carlsmith & Anderson, 1979; Cohn & Rotton, 2000; DeFronzo, 1984; Field, 1992; Salleh et al., 2012; Sorg & Taylor, 2011) , vegetation (Donovan & Prestemon, 2012; Kuo & Sullivan, 2001; Troy, Grove, & O'Neil-Dunne, 2012; Wolfe & Mennis, 2012) , land use (Kurtz, Koons, & Taylor, 1998; Wilcox, Quisenberry, Cabrera, & Jones, 2004) , nighttime lighting (Weeks, 2003) , and the spatial pattern of the built environment (Browning et al., 2010; Foster, GilesCorti, & Knuiman, 2010; Shu & Huang, 2003; Taylor & Harrell, 1996) . Cerdá et al. (2012) found reduced violence outcomes in some neighborhoods of Medellin, Colombia, that were the focus of an urban development plan that included a transportation system and public space improvements such as additional lighting, new pedestrian bridges and street paths, a library park, and buildings for schools and recreational centers. Vegetation measures and land use diversity indices in those works were derived from remote sensing imagery, and the spatial pattern descriptors were computed from expensive and time-consuming field surveys and appraisals.
Spatial effects affect crime as a phenomenon -spatial dependence and spatial heterogeneity-and these effects should be considered when investigating the relationships between crime and place (Anselin et al., 2000; Anselin, 1988) . However, few studies have considered spatial effects in the literature on crime and the physical features of urban places. Another undertaken issue is the potential effects of selecting improper spatial units of analysis, such as spurious autocorrelation (Anselin, 1988) and the "ecological fallacy" (Openshaw, 1984; Robinson, 1950) . Based on the hypothesis that the surface appearance of a settlement is the result of the human population's social and cultural behavior and interactions with the environment, and that people living in urban areas with similar physical housing conditions have similar social and demographic characteristics (Jain, 2008; Taubenböck et al., 2009) , we use remote sensing data to investigate the relationship between homicide and the urban environment while controlling for potential socioeconomic confounders in Medellin, Colombia. This city is well suited for such a study because it is affected by high crime rates and because of the high variability in the urbanism and socioeconomic conditions of its neighborhoods; these factors make Medellin a useful laboratory for studying urban issues from the spatial analysis perspective.
The remainder of this paper is organized as follows. Section 2 presents the study site, the socioeconomic and remote sensing data, and the spatial unit of analysis. Section 3 describes a classic econometric model of homicide rates for Medellin and the results from including remote sensing data in that classical model. Section 4 presents a discussion of the results, and conclusions are presented in section 5.
Study site and data

Medellin
Medellin is the second largest city in Colombia and has a population of 2.4 million (DANE, 2012) , with 93.4% of its population considering themselves white descendants (which includes mixed Spanish and indigenous Amerindian descent); another 6.5% claim African descent, and 0.1% claim to be indigenous Amerindian (DANE, 2010) . This city extends over a narrow valley crossed by Medellin River from South to North, with the most western and eastern neighborhoods of the city built over slopes steeper than 20%. Medellin is a useful location for conducting intra-urban variability studies because it has experienced high population growth rates since the 1950s owing to a combination of factors such as industrial development, which offered job opportunities, and then the political violence and the drug war in the rural areas of the country, which forced many farmers and peasants to move from rural areas to the city. Initially the city grew over the alluvial plain of the river, but in the last decades it spread towards the western and eastern slopes of the valley in an unplanned way. The rapid and unplanned urban growth exceeded the capacity of the local authorities to deliver affordable housing, public services and infrastructure in some parts of the city and resulted in the current high degree of spatial heterogeneity in both the socioeconomic and physical characteristics of its neighborhoods (Juan C. Duque, Royuela, & Noreña, 2013) : the more affluent neighborhoods are located in the West and the South parts of the city, while the less affluent are in the North and towards the urban-rural fringe in the steepest slopes of the valley in the East and West.
During the last two decades, Colombia has sustained a reputation as one of the most violent countries in the world, and Medellin is considered to be its most violent city (Giraldo Ramírez, 2010) . The average annual homicide rate in the country between 1998 and 2003 was 60 homicides per 100,000 inhabitants, whereas in Medellin, the rate reached 156; from 2004 to 2009, the rates decreased to 37 for Colombia and 50 for Medellin (SISC, 2010) . Homicide rates in Medellin in the late 1980s correlate with the rise in narco-violence and the strategy of guerrillas and paramilitary groups of bringing the conflict to the cities, whereas the decreasing trends have their starting points in the peace agreements with guerrillas in 1990, the end of the Medellin drug cartel and the death of Pablo Escobar in December 1993, the joint Orion operation between the police and the army to retake control over the most western part of the city in 2002, and the demobilization of paramilitary groups in December 2003 (Giraldo Ramírez, 2010) . Statistics for Medellin in recent years show a decreasing trend, from 380 homicides per 100,000 inhabitants in the early 1990s (Gaviria, 2000) 
Socieconomic data and homicide counts
Spatial unit of analysis
Medellin has two levels of urban administrative units: communes and neighborhoods. Socioeconomic variables and indicators from the 2009 Quality of Life Survey were reported at the commune level. Two main drawbacks arise when using these units: they are too large to study the spatial patterns of intra-urban variations in socioeconomic conditions, and the statistical inference based on these units may be affected by aggregation problems such as the ecological fallacy (Robinson, 1950) and aggregation bias (Amrhein & Flowerdew, 1992; Fotheringham & Wong, 1991; J. H. P. Paelinck & Klaassen, 1979; Jean H.P. Paelinck, 2000) . The average number of surveyed households by neighborhood in 2009 was 86 ± 54, with values ranging from 2 to 277, and 28 neighborhoods had fewer than 30 surveyed households; thus, the Medellin's administrative neighborhoods are unsuitable as spatial units of analysis because of the lack of statistical validity.
A proper alternative is to use analytical regions, spatial units that fulfill specific criteria that are relevant to the phenomena under study: size, shape, or attribute homogeneity (Juan Carlos Duque, Artís, & Ramos, 2006; Weeks, Hill, Stow, Getis, & Fugate, 2007) . Analytical regions were delineated by grouping the administrative neighborhoods using the Max-PRegions algorithm in ClusterPy software (Juan C. Duque, Dev, Betancourt, & Franco, 2011; Juan Carlos Duque, Anselin, & Rey, 2012) . 1 This process has been used in previous research on the urban spatial structure and spatial dynamics of major U.S. metropolitan areas (Arribas-Bel & Schmidt, 2013; Rey et al., 2011) , pediatric mortality in Brazil (Leyk, Norlund, & Nuckols, 2012) , interregional inequality in Mexico (Rey & Sastré-Gutiérrez, 2010) , intraurban inequalities in Accra, Ghana (Stow, Lippitt, & Weeks, 2010; Weeks, Hill, Stow, Getis, & Fugate, 2006; Weeks et al., 2007) , and intra-urban poverty in Medellin, Colombia (Juan C. Duque et al., 2013) . Regionalization can reduce the spurious spatial autocorrelation that is present when analyzing smaller administrative spatial units (Weeks et al., 2007) .
The Max-p-Regions seeks to aggregate n areas into the maximum amount of spatially contiguous regions, such that each region satisfies a predefined minimum threshold value for some spatially extensive regional attribute (e.g. the number of surveyed households per region). The Max-p-Regions also seeks to minimize intra-regional heterogeneity measured as:
Where ! !" is the multidimensional squared Euclidean distance between areas ! and ! assigned to the same region !, ! ! . Both objectives, the number of regions and the intraregional heterogeneity, are merged into a single objective function as follows:
With two binary decision variables: ! ! !! = 1 if area ! is assigned to region ! in order 0 (each region has one and only one area assigned at this order), and ! !" = 1 if areas ! and ! are assigned to the same region. The first term represents the number of regions and the second term represents the intra-regional heterogeneity. Both terms are merged into a single value in such a way that an increment in the number of regions is preferred over any other solution involving a lower number of regions, and for a given number of regions, the solution with lower intra-regional heterogeneity is preferred. This hierarchy in the elements of the objective function are ensured by multiplying the first term by a scaling factor 10 ! , with
. In this work, each analytical region was required to meet the following criteria: socioeconomic homogeneity, measured using a wide set of socioeconomic variables from the 2005 National Census, and a minimum of 100 surveyed households in the 2009 Quality of Life Survey as requirement for statistical validity. Homicide rates and socioeconomic variables for the years 2005 and 2009 were computed for the resulting analytical regions.
Remote sensing data
A very high spatial-resolution (VHR) image was used to build a database of variables at the analytical region level. The image was an RGB composition of a Quickbird scene with spatial resolution of 0.60 m captured in May 2008. VHR imagery allows an accurate classification of urban landscape features. Medellin City Hall Officers of the Sigame Group preprocessed the original Quickbird image using standard procedures. They used the RCPs provided by the distributor and a local DEM to orthorectify the image. Then they did a fusion of the panchromatic band with the multispectral band to produce the pan sharpened natural color RGB composition. For this work, we did not have access to the original image with near infrared (NIR) information, but to this natural color composition with spatial resolution of 0.6 m.
Methods
Image processing
We applied principal component analysis to summarize the spectral information of the red, green and blue bands into one single band (the first principal component, PC1) and the band ratios red/blue and green/red to enhance the spectral information for a better differentiation of surfaces that reflected red and green. The image-derived variables were grouped into a set of land cover features, a set of structure features and a set of texture features.
Land cover features characterize the composition of an urban scene in terms of three basic land cover types, vegetation, soil, and impervious surfaces, and an additional land cover: clay roofs. Land cover features were obtained through pixel-based supervised classification using the maximum likelihood algorithm in ENVI with the composite image of PC1 and the red/blue and green/red band ratios (Figure 3 ). The classification accuracy was assessed using a traditional point-based technique with a reference dataset of randomly selected points (a sample of ground truth points was collected and randomly divided into two datasets: 80% as a classification training set and the other 20% for accuracy assessment). The overall accuracy of this classification was 95%, with a kappa statistic value of 0.94. Table 1 shows the confusion matrix for the classification results. The producer's accuracy for vegetation, impervious surfaces, soil and the clay roof classes was over 93%; user accuracy was over 91% for the vegetation class; over 98% for the impervious surface and clay roof classes; and approximately 77% for the soil class. We then calculated the percentage cover of vegetation, impervious surfaces, soil and clay roofs within analytical regions to build the following variables: percent of vegetation, percent of impervious surfaces, percent of soil, percent of clay roof surfaces, percent of impervious surfaces other than clay roofs and the fraction of clay roofs among the impervious surfaces. We used the PC1 and the analytical region boundaries to extract the structure and texture features using FETEX 2.0. 2 These features quantify different aspects of the spatial arrangement of the images intensity values within the analytical regions, and we used them to quantify the differences in the spatial pattern of the urban layout.
Structure features inform about the spatial arrangement of elements within regions in terms of the randomness or regularity of the distribution of the elements (Balaguer, Ruiz, Hermosilla, & Recio, 2010; Balaguer-Beser, Ruiz, Hermosilla, & Recio, 2013; Ruiz, Recio, Fernández-Sarría, & Hermosilla, 2011) ; structure features are calculated in FETEX 2.0 using the experimental semivariogram approach. The semivariogram quantifies the spatial associations of the intensity values, measures the degree of spatial correlation between different pixels in an image and is a suitable tool for characterizing spatial patterns (Ruiz et al., 2011) . FETEX 2.0 obtains the experimental semivariogram of each polygon by computing the mean of the semivariogram calculated in six different directions, from 0° to 150° with step increments of 30°; then, each semivariogram curve is smoothed using a Gaussian filter to reduce experimental fluctuations (Ruiz et al., 2011) . Structure features extracted from the semivariogram are based on a zonal analysis defined by a set of singular points on the semivariogram, such as the first maximum, the first minimum, and the second maximum (Ruiz et al., 2011). 3 Texture features quantify the spatial distribution of intensity values in the image and provide information about contrast, uniformity, roughness, etc. (Baraldi & Parmiggiani, 1995; Haralick, Shanmugam, & Dinstein, 1973) . FETEX 2.0 calculates the grey-level cooccurrence matrix (GLCM) and the histogram of pixel values inside each polygon for texture feature extraction. The GLCM tabulates the frequency of one gray tone appearing in a specified spatial relationship with another gray tone within the analyzed polygon (Baraldi & Parmiggiani, 1995) . FETEX 2.0 uses the GLCM to calculate a set of variables that are widely used in image processing: uniformity, entropy, contrast, inverse difference moment (IDM), covariance, variance, and correlation (Haralick et al., 1973) . The kurtosis and skewness features are based on the histogram of the pixel values inside the polygon. The edgeness factor is another feature that represents the density of edges present in a region (Sutton & Hall, 1972) , and the mean and standard deviation of the edgeness factor (MEAN EDG, STDEV EDG) are also computed within this set of features (Ruiz et al., 2011) . Table 2 shows the list of remote sensing variables used in this paper. 
Econometric analysis
We built an econometric model of homicide rates as a function of socioeconomic factors to assess if the remote sensing variables added to the model were significant and had the expected sign. The dependent variable was the average homicide rate per 100,000 people for the years 2010 and 2011 at the analytical region level, and the predictors were socioeconomic variables from the years 2005 and 2009 related to the homicide rate at the intra-urban level according to the literature. We used this time lag of one year between the independent variables and the dependent variable to avoid endogeneity effects. Figure 4 outlines the methodology. Previous research related the concentration of interpersonal violence to neighborhoods characterized by poverty, the segregation of minority groups, and the presence of singleparent families (Morenoff, Sampson, & Raudenbush, 2001 Ethnicity and immigration are of little importance in Medellin because the ethnic composition is very homogeneous throughout the city, with more than 90% of its inhabitants considering themselves white descendants, and these variables show little spatial variation across the city. In Colombia, the homicide rates at the city level have been related to the variables discussed above as well as to the justice systems inefficacy, the war on drugs, and the presence of illegal armed groups and gangs (Giraldo Ramírez, 2010; Levitt & Rubio, 2000; Medina & Martínez, 2003; Medina, Posso, & Tamayo, 2011; Sánchez Torres & Núñez Méndez, 2001 ). The justice systems inefficacy and the war on drugs cannot be taken into account because they are constants throughout the city. Medina et al. (2011) reported that 75% of murder victims in Medellin in the first six months of 2009 were assassinated in their own neighborhoods, which is related to the territorial control struggle between gangs. The presence of gangs does show intra-urban variations and was considered in the econometric model of the homicide rate at the intra-urban level in Medellin. The estimated model has the following form:
Where Y is an n by 1 vector of the dependent variable: the average homicide rate per 100,000 people for the years 2010 and 2011; X is an n by k matrix of observations on explanatory variables from the years 2005 and 2009, with an associated k by 1 vector of regression coefficients (!); and ! is an n by 1 vector of error terms. We built the classic model according to the following apriori hypothesis. All variables were computed at the analytical region level from the 2009 Quality of Life Survey, with the exception of population density, which was computed from the 2005 Census:
• Downtown (DOWNTOWN): dummy variable equal to 1 for the downtown area of the city. The homicide rates in the downtown area were expected to be unusually high because of the high floating population that is not recorded as living downtown in the Census.
• Population density (POP.DENS): expressed as people per hectare. A positive association was expected between population density and the homicide rate.
• Gang presence (GANGS): measured as the fraction of households that had been victims of criminal gangs. High gang presence in an area was expected to be related to high homicide rates.
• Residential instability (NO.OWNERS): measured as the fraction of households that did not own the house where they lived. Areas with high residential instability will have less social cohesion and more anonymity, which was expected to be associated with high homicide rates.
• Income inequality (GINI.INC): measured using the Gini coefficient of income, which was calculated from household income data within analytical regions. A positive association was expected.
• Young males (YOUNG.MALES): measured as the fraction of males between 20 and 24 years old as a proxy for the presence of young males in the neighborhood. The presence of young males was expected to have a positive association with the homicide rate.
• Family disruption (DIVORCED): measured as the fraction of households with divorced parents. A positive relationship with the homicide rate was expected.
• Unemployment (UNEMPL): computed as the fraction of unemployed people in the neighbor-hood. High unemployment was expected to be related to high homicide rates. Table 3 presents the summary statistics of these variables and Figure 5 shows their corresponding maps at the analytical region level. The modeling process was implemented in OpenGeoda software (Anselin, Syabri, & Kho, 2006) . We ran an ordinary least squares (OLS) regression and the diagnostics for spatial dependence using a Rook type contiguity matrix with row-standardized weights. We followed the hybrid specification search strategy based on robust Lagrange multiplier tests because the standard versions were both significant (Anselin, 2005; Florax, Folmer, & Rey, 2003) . The robust Lagrange multiplier tests indicated the presence of residual spatial autocorrelation that had to be adjusted using a spatial error model. The results of the log likelihood ratio test, as well as the Akaike information criterion and Schwarz criterion values, showed the superiority of the spatially adjusted regression over its OLS counterpart, and according to Anselin (2005) , in finite samples, the Wald test (W), the likelihood ratio test (LR) and the Lagrange multiplier test (LM) based on OLS residuals should follow the order: W > LR > LM, as they did in this model. Table 4 shows the information from both models. Note: Statistical significance is at the 1, 5, and 10% levels as indicated by ***, **, and * respectively.
We ran spatially adjusted regressions with the socioeconomic variables plus one remote sensing variable at a time to assess which included variables were significant without compromising model performance. We considered that model performance was not compromised if the new specification fulfilled these conditions: the included variable had to be significant in the model specification, the inclusion of the variable could not increase the models multicollinearity (otherwise, the information it contributed to the model could have already been accounted for with the socioeconomic variables), and the information criteria (Akaike or Schwarz) and the likelihood ratio test had to indicate the improved fit of the new model over the classic specification. Table 5 summarizes the results of this exercise: an asterisk shows that the included variable was statistically significant at the 5% level in the spatial error model, that multicollinearity was not a serious concern, and that the log likelihood ratio test, the Akaike information criterion or the Schwarz criterion indicated improved fit over the classic model. The remote sensing variables whose inclusion fulfilled all conditions were P.OTHER.IMP.S and F.CLAYR.IMPS from the land cover features group; SDT and SDF from the structure group; and UNIFOR from the texture group. These variables informed about the land cover composition, the spatial arrangement of the urban layouts elements (structure group), and the uniformity of the urban fabric within the analytical regions (texture group). Table 6 shows the corresponding spatial error models. Note: Statistical significance is at the 1, 5, and 10% levels as indicated by ***, **, and * respectively.
We then tested the inclusion of combinations of two remote sensing variables from the previous selection in the classic model to assess whether they captured complementary information about the urban fabric or informed about similar aspects. The three combinations of variables that showed an improvement over the classic model are presented in Table 7 . A discussion of these results is presented in the next section. -687.24 -686.40 -687.12 Note: Statistical significance is at the 1, 5, and 10% levels as indicated by ***, **, and * respectively.
Discussion
The implemented spatial error models (Table 4 , Table 6 , and Table 7 ) correspond to a spatial autoregressive (SAR) process (Anselin, 2005) , and the highly significant spatial error coefficient (Lambda) values indicate that the spatial effects were properly accounted for in these spatial error models. The modeled spatial interaction implies that each error term was correlated with each other error term in the system, but the magnitude of the correlation decayed with distance. The error terms in the model were considered "ignored" or "unmeasurable" effects, and for the SAR specification, this means that if there were an unmeasurable neighborhood effect, the change in this effect in one location would affect all of the locations in the system following a distance decay effect (Anselin et al., 2000) .
The coefficients of the classic model (Table 4) indicate that the homicide rates in Medellin were positively related to the presence of gangs in a neighborhood (measured as the fraction of households that had been victims of gangs), the fraction of non-owner households (proxy for residential instability), the fraction of young males, the fraction of households with divorced parents and the fraction of unemployed people. These findings are as expected and are supported by social disorganization theory (Cullen & Agnew, 2011; Shaw & McKay, 1942; Stark, 1987) . The rates were negatively related to population density and to the Gini index of income within the analytical region, a result that is contrary to those from a previously reported model for Recife, Brazil (Menezes et al., 2013) . In Medellin, the Gini index of income can be taken as a proxy of social mix within analytical regions because income is the most important factor for separating social groups in this city. This result indicates that the presence of different income groups in the same neighborhood could act as a deterrent for this type of criminal behavior in this city. Although empirical evidence about social mix and crime outcomes is complex and ambiguous (Atkinson, 2005) , this finding is in agreement with reports of reduced crime rates in urban areas that shifted from public housing to mixed-income neighborhoods in the US (Holin, Buron, Locke, & Cortes, 2003; Popkin et al., 2004) .
The negative association between the average homicide rate and the population density in Medellin also contradicted the conventional belief that the relationship should be positive. The same finding was reported for Chicago by Morenoff et al. (2001) and was explained by the depopulation of the most devastated and poorest areas of the city, which also showed high homicide rates. Cole and Marroquín Gramajo (2009) also reported a negative association between homicide rates and population density in a cross-sectional study at the country level. They found that the effect of population density on homicide rates was ambiguous at best, and they highlighted the fact that although many theorists expect high density to be associated with high crime rates, low crime rates are found in both high-and low-density societies. In Medellin, the highest homicide rates occurred in neighborhoods with medium population density.
The associations with the socioeconomic factors remained the same when the remote sensing variables were added to the classic model, with the exception of unemployment, which changed when F.CLAYR.IMPS was included (Table 6 , Model 2; and Table 7 , Model 7 and Model 8). Roofing materials and styles have been seen as a reflection of the wealth and power of dwelling owners since ancient times (Fiumi, 2012) , and clay roofs are more expensive to install and maintain than are other common roofing materials such as zinc or asbestos. In Medellin, the most deprived neighborhoods, where clay roofs are uncommon, showed the highest unemployment rates. This variable could be a proxy for urban poverty, which is in agreement with previously reported associations between poverty and homicide at the intra-urban level (Browning et al., 2010; Sparks, 2011; X. Ye & Wu, 2011) and is also supported by social disorganization theory concepts.
Previous works have reported significant relationships between measures of vegetation abundance and crime rates in a number of US cities: Chicago, Illinois (Kuo & Sullivan, 2001 ); Portland, Oregon (Donovan & Prestemon, 2012) ; Baltimore, Maryland (Troy et al., 2012) ; and Philadelphia, Pennsylvania (Wolfe & Mennis, 2012) . The percentage of vegetation cover was not significant when it was added to the classic model, which indicates that there was no significant relationship with the homicide rates in Medellin. The best-performing variable from the land cover group was P.OTHER.IMP.S (Table 6 , Model 1; and Table 7 , Model 6), with a positive association with homicide rates: the average homicide rates tended to be higher in areas with higher percentages of impervious surfaces other than clay roof cover.
The best-performing structure and texture variables were SDT and SDF from the structure group (Table 6 , Models 3 and Model 4; and Table 7 , Model 8) and UNIFOR from the texture group (Table 6 , Model 5; and Table 7 , Model 6 and Model 7). The structure variable SDT provides information on the concavity level of the semivariogram at short distances, corresponding to the heterogeneity of the image objects (Balaguer et al., 2010) . The SDT value increased as the image objects became more heterogeneous at short distances, i.e., where the presence of small dwellings with different roofing materials was common and the absence of homogeneous open spaces and wide roads was the rule. High SDT values were present in unplanned neighborhoods with few or no open spaces, narrow roads and irregular street networks. The association with the homicide rate was positive, which is in agreement with the CPTED concept in the sense that crowded and cluttered urban layouts are associated with higher crime outcomes.
SDF informs about the semivariogram curvature in the interval between its first lag and its first maximum, and it represents the low-frequency values in the image (Balaguer et al., 2010) . SDF informs about the spatial arrangement of the elements at short distances and provides another means of quantifying the homogeneity of the urban layouts spatial pattern. Higher SDF values were associated with regions that had open spaces, wide avenues or large industrial facilities. SDF showed a negative association with homicide rates.
The texture variable UNIFOR (uniformity) is also a measure of homogeneity in the image (Haralick et al., 1973) , and high uniformity values occurred when the intensity values within analytical regions were mostly similar. The association of image uniformity with homicide rates was negative, indicating that more uniform and homogeneous urban layouts were associated with low average homicide rates.
The fraction of clay roof cover within the impervious surface cover and uniformity was the best-performing combination of remote sensing variables (Table 7 , Model 7), as indicated by the Akaike information criterion, the Schwarz criterion and the log likelihood ratio test. When these two variables were included in the model at the same time, the associations of the other socioeconomic variables with the homicide rates remained the same as in the classic model specification, which means that this combination of variables added to the model by accounting for complementary information about the urban layouts composition and spatial pattern that also affected the homicide rates. Figure 6 shows the analytical region maps of the remote sensing variables included in the models. Figure 7 shows square image tiles of 500 meters with the corresponding values for the remote sensing variables to illustrate the differences in urban landscapes corresponding to different values of these variables. 
Conclusions
The negative association between the Gini index of income and the average homicide rate at the analytical region level could indicate that the presence of different income groups in the same neighborhood could deter this type of criminal behavior. This association must be tested in other cities because it could support public housing policies that promote socially mixed neighborhoods to counter social exclusion and reduce crime.
The areas with high homicide rates tended to be more heterogeneous in general and at short distances: they had higher local variation and less general homogeneity. The urban fabric was more crowded and cluttered, with small buildings or housing units located in close proximity to one another and with different roofing materials, and these regions lacked other homogeneous surfaces such as open green spaces, wide roads, water surfaces or large industrial or commercial buildings. These results are in agreement with the ideas of urban planning approaches such as CPTED and New Urbanism, but at the neighborhood scale when seen from the space: more heterogeneous and disordered urban layouts were associated with higher homicide rates.
The statistically significant correlations between the remote sensing variables and the homicide rates in Medellin do not necessarily imply causational effects. But these associations do inform about the physical aspects that are common in crime prone areas around this city and the results of this empirical analysis are in agreement with the theoretical expected effects. A heterogeneous, organic, cluttered urban layout can provide easy concealment and escape routes for committing homicide. Wide avenues, open spaces and regular street networks will increase the urban layout homogeneity at short distances. This phenomenon is in agreement with the ideas that were implemented in the "Second Empire" reforms by Baron Georges-Eugène Haussmann in Paris in the 19th century that shaped the modern city with its wide boulevards, open spaces and a network of large avenues, which facilitated the control of the city because the troops and the army could maneuver more quickly in these wider spaces than they could in the previous medieval urban layout (Clout, 1977) .
The emergence of automated methods and tools for image feature extraction at object level such as FETEX opens up new possibilities of regional science analysis. This paper provides empirical evidence about the usefulness of remote sensing as a complementary information source for socioeconomic studies in urban settings. The remote sensing variables proved to be useful to quantify different aspects of the physical environment that relate to homicide rates in a city. These variables can add to classic crime explanatory models by quantifying complementary information on the urban composition and the spatial pattern of the urban layout. Spatial analysis of urban crime could benefit from this approach by including information on the physical environment using VHR imagery. Future work should focus in the development and assessment of new tools and techniques of image feature extraction for socioeconomic urban analysis. Regional scientists play an important role in directing that work to the most relevant topics.
