Abstract -Imaging corneal biomechanical changes or abnormalities is important for better clinical diagnosis and treatment of corneal diseases. We propose a novel ultrasound-based method, called ocular pulse elastography (OPE), to image corneal deformation during the naturally occurring ocular pulse. Experiments on animal and human donor eyes, as well as synthetic radiofrequency (RF) data, were used to evaluate the efficacy of the OPE method. Using very high-frequency ultrasound (center frequency = 55 MHz), correlation-based speckle tracking yielded an accuracy of less than 10% error for axial tissue displacements of 0.5 µm or above. Satisfactory speckle tracking was achieved for out-of-plane displacements up to 32 µm. Using synthetic RF data with or without a predefined uniform strain, the OPE method detected strains down to 0.0001 axially and 0.00025 laterally with an error less than 10%. Experiments in human donor eyes showed excellent repeatability with an intraclass correlation of 0.98. The measurement outcome from OPE was also shown to be highly correlated with that of standard inflation. These results suggest the feasibility of OPE as a potential clinical tool for evaluating corneal biomechanics in vivo.
focused on the retina. The cornea's shape, among other factors, is crucial for visual acuity [1] . The biomechanical properties of the cornea are important for maintaining its shape, as the cornea is primarily composed of a load-bearing extracellular matrix (i.e., collagen) and constantly subjected to mechanical forces such as a fluctuating intraocular pressure (IOP). In the disease process of keratoconus, the cornea gradually loses its spherical shape and becomes conical [2] , [3] . Regional mechanical instability is believed to initiate this process [4] ; however, the disease etiology remains unclear because of the lack of a suitable clinical device to monitor changes in corneal biomechanical behavior in vivo.
Scheimpflug imaging of corneal deformation in response to a rapid air-puff disturbance has been proposed [5] , [6] , along with other imaging-based techniques including optical coherence tomography (OCT) [7] , [8] , Brillouin microscopy [9] , and high-frequency ultrasound [10] . Acoustic radiation force has also been used as an alternative to air-puff to apply a rapid and localized force on the cornea [11] [12] [13] . Many of these methods require an external, non-physiological force to induce corneal deformation. More importantly, the intrinsic, time-varying IOP, which could confound the measured corneal response to external force, was not considered.
The IOP pulsates at every heartbeat as blood enters and drains from the choroid. This pulsation, called the ocular pulse, has an amplitude of approximately 3-4 mmHg in healthy eyes [14] , [15] . Exploiting this intrinsic cyclic loading, we aim to develop an elastography approach, called "ocular pulse elastography (OPE)," to image the biomechanical responses of the cornea to the dynamic component of the IOP. This method has no need for external mechanical forces and thus improves the simplicity for clinical translation. Combined with in vivo measurement of the IOP profile using the clinically-available dynamic contour tonometer (DCT) (PASCAL, Ziemer Group, Alton, IL, USA) [16] , this approach allows analyses of corneal biomechanical responses to patient-specific IOP.
High-frequency ultrasound (≥ 50 MHz) is ideal for implementing the OPE method because (1) the cornea is thin (around 500-600 µm), superficial, and of low acoustic attenuation, which permits the use of very high frequency ultrasound with sufficient tissue penetration [17] . In fact, ultrasound biomicroscopy (UBM) has been routinely used for imaging the cornea and the anterior segment of the eye in the ophthalmic clinic; (2) the beam size of ultrasound is much larger than OCT, improving the tolerance for out-of-plane motion during in vivo tracking despite poorer spatial resolution; and (3) the Fig. 1 . Illustration of the experimental setup and the ultrasound speckle tracking process. The tissue within the region of interest is divided into kernels (green rectangles) which are individually tracked to calculate displacements and strains. In the actual algorithm, the kernels are overlapped to improve the spatial resolution of the strain map.
temporal resolution of ultrasound is very high allowing fast whole cross-section scans. The performance of high frequency ultrasound elastography has been well studied in the past. The goal of this study is to evaluate the accuracy of high frequency ultrasound speckle tracking in measuring small displacements and strains at the levels induced by the ocular pulse. We also performed initial studies in animal and human donor eyes and evaluated measurement repeatability.
II. METHODS

A. Ultrasound Speckle Tracking Algorithm
Ultrasound data was acquired by a Vevo660 imaging system (VisualSonics Inc., Toronto; Fig. 1 ). The probe consists of a single, focused transducer that has a center frequency of 55 MHz and is mechanically scanned at 30 frames per second. The radiofrequency (RF) data was sampled at 500 MHz (DP105; Acqiris, Monroe, NY) resulting in an axial pixel spacing of 1.5 µm. Each frame includes 384 A-lines spaced at a 14-µm interval.
The general setup of the ultrasound speckle tracking algorithm has been reported previously [18] . A region of interest is defined in the reference image. Within this region, overlapping (50%) kernels are defined, each of which is 51 × 41 pixels (axial × lateral), or approximately 75 µm × 570 µm in size (Fig. 1) . Comparing the reference and deformed images, a cross-correlation based algorithm is used to find the new location of each kernel within a predefined search window in the neighborhood of the kernel, where the highest correlation coefficient is used as the new location of the kernel. Spline interpolation of the correlation coefficients is used to find the maximum correlation coefficient at sub-pixel resolution. A least squares strain estimation technique is used to calculate the axial and lateral strains based on displacement gradients computed from the displacement field in the neighborhood of the kernel of interest [19] . To reduce noise from unsatisfactory tracking, only kernels with a correlation coefficient greater than 0.7 were used in the strain calculation. Strain maps are generated to provide a visualization of the spatial distribution of strain interpolated at each pixel. The average strain within the entire region of interest was also calculated.
B. Displacement Measurement Accuracy and Effect of Out-of-Plane Motion
We have previously shown the accuracy of high-frequency ultrasound speckle tracking in detecting displacements as small as 10 µm [18] . The ocular pulse has a small amplitude and therefore tissue deformation is expected to be below this level. To test displacements less than 10 µm, a differential micrometer (DM12, ThorLabs, Newton, NJ, USA) with a 0.5 µm step resolution was used to test the tracking accuracy for displacements ranging from 0.5 to 12 µm. The micrometer was mounted on a translation stage (PT1A, ThorLabs, Newton, NJ, USA) to allow for linear displacement of the ultrasound probe in both the axial and lateral directions. A porcine globe was held fixed in space and manual movement of the probe via the micrometer was used to create bulk displacements of the imaged cross-section. Porcine sclera was imaged since it has an ultrasound signal strength similar to the human cornea and is much more stable than the cornea in an ex vivo setting due to its low swelling propensity [20] . The designated displacement steps of the ultrasound probe were 0.5, 1, 1.5, 2, 2.5, 4, 7, 9, and 11 µm in the axial direction and 1, 2, 5, 8, 10, and 12 µm in the lateral direction. An ultrasound image was acquired at each displacement step. The average displacement of all kernels within the region of interest was compared to the induced micrometer displacement to determine measurement accuracy. The variance within region of interest was also evaluated.
Using the same setup described above, we experimentally tested the performance against out-of-plane motion in order to understand the robustness of this technique to involuntary fixational eye motion in vivo. The differential micrometer was used to move the ultrasound transducer in the direction perpendicular to the image cross-section, resulting in out-ofplane tissue displacements. Ultrasound scans were acquired at 5 µm steps as the probe was translated from 0 to 95 µm. Using the data acquired at 0 µm as the reference plane, the speckle tracking algorithm then computed the correlation coefficients for the data acquired at each translation step. An average correlation coefficient greater than 0.7 was considered successful tracking.
C. Strain Estimation Accuracy for Simulated RF Data
The ability of our algorithm to accurately detect ocular pulse level strains was evaluated using Field II, an ultrasound simulation platform [21] , [22] . Using the same platform, we have previously reported the accuracy of our speckle tracking method in measuring strain magnitudes of 0.001 and above [18] . To evaluate the algorithm's ability to detect smaller levels of strain, we again used Field II to produce synthetic RF data from a cornea-like scattering cloud at a reference state and various deformed states with strain magnitudes of 0.001, 0.0005, 0.00025, 0.0001, and 0.00006. We analyzed compressive axial strain and tensile lateral strain since those are the expected modes of corneal deformation during the ocular pulse. The dimensions of the simulated tissue cross-section were 600 µm × 4 mm (thickness × width). Gaussian noise was added to the simulated RF data to achieve a signal-to-noise ratio (SNR) of 18 dB, which is on average the SNR observed from ultrasound images of the human corneal stroma with the Vevo 660 ultrasound system. Three runs of random noise at the same SNR were used to evaluate the consistency of the performance.
D. Comparison of OPE and Standard Inflation in Porcine Globes
Inflation testing is a well-established method for ex vivo mechanical characterization of the cornea [23] . Typically, IOP is gradually increased from a low level (e.g., 5 mmHg) to a high level (e.g., 30 mmHg) and the corneal deformation is measured at many intermediate pressure levels to characterize the cornea's response to the full physiological range of IOP. The purpose of this experiment was to establish the feasibility of the OPE method, which measures corneal response to a small pressure change, to provide a mechanical characterization of the cornea correlative to standard inflation testing.
We performed both OPE and inflation testing in 17 porcine eyes. Whole globes were obtained from SiouxPreme Packing Co. (Sioux City, IA, USA), a USDA-approved abattoir under HACCP guidelines. The globes were immersed in saline and kept cold (4°C) during shipping and tested within 48 hours postmortem. The globes were secured in a custom-built holder using two 20G spinal needles inserted at the equator of the eye during testing (Fig. 2a) . The globes were immersed in 0.9% saline to facilitate the transmission of ultrasound waves from the transducer to the cornea. IOP was controlled using a programmable syringe pump (PHD Ultra; Harvard Apparatus, Holliston, MA, USA) to infuse and withdraw phosphatebuffered saline (PBS) via a 20G needle inserted into the anterior chamber of the eye from the limbus. A second 20G needle was similarly inserted into the anterior chamber and connected to a pressure sensor (P75 low range blood pressure transducer; Harvard Apparatus, Holliston, MA, USA) to continuously monitor IOP. The ultrasound probe was positioned such that B-mode images were acquired at the central cornea along the nasal-temporal meridian (determined by the larger corneal diameter in this direction in the porcine eye). Control of the syringe pump and data acquisition parameters was implemented using a customized LabVIEW interface (National Instruments, Austin, TX, USA).
The globes were first preconditioned using five IOP cycles from 5 to 30 mmHg and then allowed to equilibrate at 16.5 mmHg for 15 minutes (Fig. 2b) . For the OPE test, an ocular pulse with an amplitude of 3 mmHg was simulated by oscillating the IOP between 15 and 18 mmHg at a rate of 1 Hz. Twenty-five ocular pulse cycles were performed, and ultrasound images were acquired continuously for the last five cycles (Fig. 2b) , resulting in 10-12 images per cycle. The inflation test was performed after the OPE test with an equilibration period at 5 mmHg for 15 minutes (Fig 2b) . After equilibration, the globe was then inflated from 5 to 30 mmHg with 0.5 mmHg IOP steps. The IOP was held steady at each pressure level for 15 seconds before an ultrasound image was acquired. Strains were calculated from the central 2 mm region of interest in all eyes. The measurements from the OPE and inflation tests were compared to determine whether the two techniques provided an equivalent biomechanical analysis of the cornea. We first evaluated the Pearson correlation between the maximum strains from each test in the same eye. The maximum OPE strain was determined by averaging the peak strains for the three cycles with the largest peak strains, and the maximum inflation strain was taken to be the strain at the highest IOP level (i.e., 30 mmHg).
We also derived a biomechanical parameter from each test that is independent of IOP and sought a comparison of this parameter. The inflation response of the cornea exhibits a characteristic nonlinear relationship between IOP and the resultant compressive strain, with a larger slope at lower levels of IOP and a decreasing slope as IOP increases [23] . Based on our data, the porcine cornea's inflation response can be captured by the equation below:
where IOP 0 is the reference pressure at which zero strain is assumed, and OPSI stands for "ocular pulse stiffness index," which is a fitting parameter with a unit of 1/mmHg. As illustrated by Fig. 3a , the OPSI reflects the overall stiffness of the cornea: a larger OPSI value corresponds to a stiffer corneal response (i.e., smaller strain) to increases in IOP, and this value captures the entire inflation response rather than at any specific IOP level. Since the initial IOP for all inflation tests was 5 mmHg, IOP 0 was set to 5 mmHg in this study. The strain data obtained experimentally from inflation testing was fit to Eq (1) to estimate the OPSI for each globe (Fig. 3b) .
To determine the quality of the fit, Eq (1) was converted to the following linear equation:
where x = 1/IOP -1/IOP 0 . The R 2 values from a linear regression between Strain and x were used to determine the Linear regression of OPE data from multiple cycles is used to estimate the slope ds/dp for calculating the OPSI using Eq. (3).
goodness of fit, i.e., how well the analytical model (Eq 1) fits the corneal inflation behavior (Fig. 3c) . We also devised a method to derive an OPSI value from the OPE strain data. The strategy was to use the IOP-strain slope within the range of the ocular pulse, i.e., 15-18 mmHg in this study, to predict the entire inflation IOP-strain curve from 5 to 30 mmHg (Fig. 4a) . Based on Eq (1), the slope at any point of the inflation IOP-strain curve can be found by taking the derivative with respect to IOP:
Plotting the strain data from all five ocular pulse cycles together versus IOP, a linear regression was used to estimate the slope at the diastolic IOP (i.e., 15 mmHg) (Fig. 4b) . This slope and the diastolic IOP were input into Eq (3) to calculate an OPSI value that corresponds to the entire inflation strain curve. Using this approach, the OPSI values were calculated from the OPE data, and compared with those from the inflation tests using Pearson correlations.
E. Repeatability in Human Donor Globes
We performed repeated measurements in 10 human donor eyes to evaluate the repeatability of OPE. All donors were Caucasian with five males and five females and an age from 20 to 80 years old (mean ± SD: 46.7 ± 18.4 yo). All donor eyes were obtained from the Lions Eye Bank of West Central Ohio (Dayton, OH). The globes were recovered within 10 hours postmortem and stored in a moist container at 4°C until experimental testing, which was completed within 24 hours postmortem. Each donor eye went through three repeated OPE measurements, with a 5-min equilibration period between measurements. The OPE experimental protocol was the same as described earlier for porcine eyes. Specifically, each globe was preconditioned with five IOP cycles from 5 to 30 mmHg and equilibrated at 16.5 mmHg for 30 minutes. Following equilibration, twenty-five ocular pulse cycles were generated, and 10-12 images per cycle were saved for the final five cycles. This twenty-five cycle ocular pulse loading protocol was repeated twice for a total of three runs, with a 5 minute time interval between successive runs. The ultrasound speckle tracking algorithm was used to compute the strains for the five pulsatile cycles in each run. An OPSI value was calculated for each run using the three cycles with the largest peak strains. The intraclass correlation (ICC), the most commonly used statistic for assessing repeatability, was calculated [24] . Cronbach's alpha, which is a similar measure used to evaluate the consistency of values within a group, was also computed [25] , [26] . Both the ICC and Cronbach's alpha statistics range from 0 to 1, with higher values indicating better measurement reliability. Two alternative methods were used to estimate the "measurement SNR" by calculating: 1) the ratio of the between-sample variance over the within-sample variance (the variance of the measurement error) where the "signal" is defined as the difference in OPSI between samples; and 2) the ratio between the mean OPSI and the pooled standard deviation where the "signal" is defined as the OPSI for a sample. A measurement SNR of at least 5 is needed to be able to distinguish signal from noise based on the Rose criterion [27] .
III. RESULTS
A. Displacement Accuracy and Effect of Out-of-Plane Motion
Comparing measured displacements to known tissue displacements induced manually by a micrometer, Fig. 5 shows good agreement between measured and prescribed displacements from 0.5 to 12 microns, as evidenced by the close proximity of each data point to the unity line (true values). The average percent error in axial displacement measurements was 5.0 ± 3.0% with a maximum error of 8.4% at a displacement of 2.5 µm and a minimum error of 0.4% at 11 µm. In the lateral direction, the measurements were overall less accurate and had more variability within the tissue Fig. 5 . Calculated displacements from speckle tracking agreed well with prescribed displacements from the differential micrometer movement. The spatial distribution of displacement was largely uniform in the axial direction while the lateral displacements exhibited a noisier distribution, especially at small displacements. cross-section, with an average error of 16.8 ± 16.6%. The maximum error in the lateral direction was 48.2% at 1 µm, and the minimum error was 3.2% at 5 µm. In the axial direction, a rigid-body displacement as small as 0.5 µm was detectable (at 7.4% error). Displacements plots (Fig. 5) showed a uniform appearance in the axial direction, while the lateral direction had substantial variability at low displacements. Fig. 6 shows the relationship between out-of-plane tissue displacement and the average cross-correlation coefficient between the image planes. As expected, as the out-of-plane movement increased, the correlation coefficient decreased, due to a weaker match between the speckle patterns. For displacements up to approximately 32 µm (about 50% of the ultrasound beam width) between consecutive images, the out-of-plane motion was well tolerated, as indicated by a cross-correlation coefficient that remained above 0.7. The decorrelation caused by out-of-plane motion was evident in the correlation coefficient maps, with a larger area of the cross-section showing lower correlation at larger out-of-plane displacements (Fig. 6) .
B. Strain Estimation Accuracy for Simulated RF Data
The speckle tracking algorithm's accuracy in measuring small strains was evaluated using simulated ultrasound data created in the Field II platform. Images of the simulated RF Fig. 7 . Ultrasound images created from simulated RF data with no added noise and with 18 dB added noise to simulate the SNR typically found in images of the cornea using the Vevo 660 ultrasound system. data with and without added noise are shown in Fig. 7 . Table 1 presents a comparison between the computed strains and the true strain values that were defined in the simulation program.
Both axial and lateral strains from 0.001 down to 0.00025 were accurately computed, with a percent error below 10%. For a strain magnitude of 0.0001, the error in axial compression remained just below 10%, but the error in lateral tension was slightly higher (∼13%). The smallest strain, 0.00006, showed larger errors of around 20% for both categories of strain. Each strain level was repeated twice with a different set of random noise at the same SNR. The coefficient of variance (COV) across the three runs was lower than 0.10 for all strains of 0.0001 and above. At the smallest strain level (i.e. 0.00006), the COV was higher due to an increased susceptibility to noise.
The spatial variance in strain across the simulated tissue can be visualized by examining the strain maps for each strain level (Table 1) . At true strains of 0.00025 or larger, the distribution of strain within the simulated tissue crosssection was predominantly uniform for both axial compression and lateral tension. The strain maps for smaller levels of strain exhibited a slightly noisier appearance (i.e. greater presence of lighter regions for both axial compression and lateral tension). The axial compressive strain of 0.00006 and lateral tensile strains of 0.0001 and 0.00006 had the highest percent error and showed the greatest amount of noise in the spatial strain map (Table 1) .
C. Comparison of OPE to Standard Inflation Testing
Strains in the through-thickness direction (from anterior to posterior cornea) were calculated from the axial and lateral strains. A nonlinear IOP-strain relationship was shown for through-thickness compression of the porcine cornea as the IOP was elevated from 5 to 30 mmHg (Fig. 8 ). The analytical model (Eq. 1) fit the experimental data well, with an average R 2 of 0.98 ± 0.02 for all seventeen eyes. The OPSI values from inflation testing ranged from 3.7 to 7.9 with an average of 5.6 ± 1.4. Strain curves for the eyes with the minimum, maximum, and approximately average OPSI values are plotted in Fig. 9 , along with strain maps corresponding to the 10, 20, and 30 mmHg levels of IOP. A smaller OPSI value corresponds to a more compliant response, with larger compressive strains (i.e., darker blue in the strain maps, Fig. 8) .
At 30 mmHg, the through-thickness strains ranged from -0.022 to -0.044, and the average was -0.031 ± 0.007 for all eyes. Fig. 8 . IOP-strain curves and strain maps at 10, 20, and 30 mmHg for three porcine globes showing that a lower OPSI value corresponds to a more compliant corneal response to inflation. Darker blue color in the strain maps represents larger strain. Each eye showed increasing strain with increasing IOP, and at the same IOP, the eye with a smaller OPSI showed larger strain overall although some through-thickness heterogeneity existed within each eye.
In OPE testing, the pulsatile IOP and the calculated average through-thickness strains were strongly synchronized for each eye (Fig. 9a) . During the first half of the cycle, the through-thickness strain became increasingly negative as the IOP increased, indicating compression of the cornea in that direction (Fig. 9b) . The maximum compression consistently occurred at the peak IOP. As the IOP returned to 15 mmHg, the through-thickness strain decreased in magnitude as the cornea was decompressed and returned toward its original thickness. Representative strain maps for one OPE cycle are also shown in Fig. 9c . Compression of the cornea was typically seen throughout the entire tracking area, with some spatial heterogeneity in strain magnitude. The average peak through-thickness strain measured for each cornea varied from -0.0008 to -0.0019, averaging to -0.0013 ± 0.0003 for all eyes. The OPSI values had an average value of 10.8 ± 2.4, with minimum and maximum values of 7.4 and 16.1 respectively. The peak strains were significantly correlated between OPE and inflation tests (R = 0.671, p = 0.003; Fig. 10a) . The OPSI values, more representative of the overall nonlinear behavior of the cornea, were also significantly correlated between the OPE and inflation tests (R = 0.590, p = 0.013; Fig. 10b ).
D. Repeatability in Human Donor Globes
The OPSI for the 10 eyes based on the average of three repeated measures was 14.85 ± 6.12, ranging from 8.9 to 27.6, and the pooled standard deviation for the repeated measures was 0.993. The mean coefficient of variance (COV) for the ten eyes was 0.055 ± 0.03, ranging from 0.009 to 0.095. The ICC and Cronbach's alpha reliability statistics were 0.98 and 0.99 respectively, suggesting the OPSI measure was highly consistent from repeated measurement. The two measurement SNR values, evaluated in two different ways (the ratio of the variance between samples and the variance within samples, and the ratio of the mean OPSI and the pooled standard deviation), were 38 and 15 respectively, which were both well above the necessary minimum value of 5 established by the Rose criterion [27] .
IV. DISCUSSION
In this study, we have established the feasibility of a novel OPE method for evaluating corneal biomechanics using highfrequency ultrasound speckle tracking. The accuracy of this approach in measuring small deformations was confirmed using experimental displacement tests and simulated strain data. In porcine eyes, the biomechanical characterization by the OPE technique was comparable to the standard inflation test. Excellent repeatability was shown in human donor eye measurements.
We found good agreement between the measured displacements and the prescribed displacements using a micrometer stage (Fig. 5) , showing the efficacy of sub-pixel tracking in both the axial and lateral directions. The displacement sensitivity was higher in the axial direction reaching submicron levels, due to the higher axial spatial resolution and sampling density. It is noted that experimental factors could have contributed to the error in displacement comparisons since the micrometer was controlled manually and has a finite accuracy of its own. The lower displacement sensitivity in the lateral direction can be further improved if we use kernels with a much larger lateral width than axial height, which can still achieve adequate spatial resolution of strain mapping in the lateral direction, given the geometry of the cornea (i.e., a much larger lateral width than thickness).
Field II simulations showed accurate and repeatable detection of axial compressive strains as small as 0.0001, which is approximately 10 times smaller than the peak strains measured using OPE in ex vivo human donor eyes. Lateral tensile strains were accurately measured at magnitudes of 0.00025 and higher. Measurement of smaller simulated strains had lower accuracy and higher variability but was consistently distinguishable when averaged over the entire tissue cross-section. Noise reduction techniques such as image averaging increases the SNR and thus could potentially further improve the accuracy of strain measurements.
Whole eye inflation testing is a well-accepted ex vivo mechanical testing method because it preserves the eye's in vivo like configuration and boundary conditions [23] , [28] , [29] . However, the IOP loading protocol of inflation testing is difficult to translate to in vivo. The OPE test, non-invasive and with no need for external pressure loading, is essentially an inflation test using a much smaller range of IOP naturally existing in the eye. Our results showed that OPE provided an equivalent biomechanical analysis as the full range inflation testing (Fig. 10) yielding correlative peak strains and OPSI. Interestingly, the OPSI measured from the OPE method was always higher than the inflation OPSI for the same eye. This may be explained in part by the viscoelastic nature of the cornea, which causes the mechanical response of the tissue to depend on the rate of the load. The IOP rate of change is roughly 180 times faster in the OPE test, so the cornea has a higher "apparent" stiffness and consequently a higher OPSI. The OPSI from inflation tests could also have been affected by the cornea's mechanical behavior outside of the 15-18 mmHg range within which the OPE tests were performed. Our preliminary data (not shown) indicated that differences in heart rate, however, will not result in significant change in OPE response due to the small range of the loading rate corresponding to the range of human heart rate. We will evaluate systematically in future studies the relationship between OPSI and the ocular pulse frequency (i.e., heart rate), ocular pulse amplitude, and baseline IOP.
Measurement of human donor globes showed excellent repeatability for the OPE method as indicated by the ICC and Cronbach's alpha being nearly equal to one and the small COV for each cornea. The measurement SNR was well above the minimum value needed to distinguish signal from noise. This repeatability data, combined with the validation against inflation testing, supports the efficacy of the OPE technique in providing a meaningful and consistent biomechanical analysis of the cornea.
Involuntary eye motion may present a challenge for continuous speckle tracking of a specific corneal plane between consecutive scanning frames. Our results showed that speckle tracking remained successful for up to 32 µm of out-of-plane movement. Three types of involuntary eye movements take place during attempted fixation: tremor, drift, and microsaccades [30] . Tremor is of high frequency but very small amplitudes (5-30 sec-arc). Drift has an average amplitude of 5-min arc per second, which translates into about 15-20 µm corneal movement per second, dominantly along the lateral or axial meridian [30] , [31] . Microsaccades, occurring a few times per second, have a similar average amplitude as drift but are very rapid lasting only 10-25 ms [30] , [31] . With high frame rate sampling, image frames occurring during microsaccades can be removed prior to analysis, while keeping the overall eye motion within 30 µm to ensure successful tracking.
There are a number of limitations in this study. First, the strains in the in-plane direction tracked poorly during OPE experiments and were not reported. The displacement sensitivity and robustness were poorer in the direction perpendicular to the ultrasound beam due to the innate asymmetry of spatial resolution in ultrasound imaging. The current scanning frame rate also negatively impacts the performance in the in-plane direction. Due to the single-transducer set up of the current imaging system, tissue deformation could have occurred during the mechanical scanning from the first A-line to the last within the same cross-section, contributing to additional noise in the lateral direction. Utilizing an array design with a higher frame rate could potentially alleviate this issue and thus improve the in-plane strain measurements and minimize noise. Nonetheless, the cornea's lamellar structure also presents a challenge in detecting in-plane speckle motion due to paucity of structural variations in this direction (likely more so than sclera), which may limit the achievable sensitivity in measuring in-plane strains. Secondly, the present study did not analyze the spatial heterogeneity of the corneal strains. As more data and larger scan areas become available, it will be interesting to identify through-thickness and regional variances in corneal strains. Finally, the analytical model for corneal inflation response (i.e., Eq (1)) may be further improved to better capture corneal response to IOP changes and derive IOP-independent corneal biomechanical parameters.
In summary, we have developed a non-invasive OPE technique to measure the through-thickness mechanical responses of the cornea. Our approach takes advantage of the naturally occurring ocular pulse and utilizes ultrasound speckle tracking to measure corneal strains during cyclic IOP changes. The technique allows for strain calculations at a high spatial resolution through the entire thickness and along any meridian of the cornea, with no external force needed to induce tissue deformation. These unique qualities and the demonstrated feasibility may help translate this technique to a clinical tool for in vivo imaging of corneal biomechanics that improves disease diagnosis [32] , [33] and therapeutic planning [34] , [35] .
