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Abstract
Existing work in media transmission generally assumes that the channel condition is stationary. However,
communication channels are often varying with time in practice. Adaptive design needs frequent feedback for
channel updates, which is often impractical due to the complexity and delay. In this article, we design the unequal
error protection for image transmission over noisy varying channels based on their distribution functions. Since the
channel eﬀect must be marginalized in order to ﬁnd the appropriate rate allocation, the optimization problem is very
complex. We propose to solve this problem using the Markov Chain Monte Carlo (MCMC) method. The cost function
is ﬁrst mapped into a multi-variable probability distribution. Then, with the “detailed balance”, MCMC is designed to
generate samples from the mapped stationary probability distribution so that the optimal solution is the one that
gives the lowest data distortion. We also show that the rate allocation design considering the channel probability
function works better than the design considering the mean value of the channel.
Keywords: Progressive image transmission, Optimal rate-allocation, Markov chain monte carlo
Introduction
Progressive image compression, such as SPIHT [1], is an
approach that exploits the inherent similarities across the
sub-bands in a wavelet decomposition of an image, and
the algorithm codes the most important wavelet coeﬃ-
cients ﬁrst, and transmits the bits so that an increasingly
reﬁned copy of the original image can be obtained pro-
gressively. The progressive compression is widely used
in many applications, because the media can be restored
with the best quality by receiving a sequence of contin-
uous error-free data. However in the coded data stream,
any error bit due to channel noise would cause the loss of
synchronization between the sender and receiver, which
means that all the data after that bit error has to be com-
pletely discarded. Therefore, an important issue in image
transmission is to design a protection strategy for the
source data, i.e., allocating channel code rates to diﬀerent
data packets, based on the channel condition and the rate-
distortion feature of the source, in order to optimize the
overall recovery quality of image in the noise channel.
In [2], the cyclic redundancy check codes and rate com-
patible punctured codes (CRC/RCPC) were employed to
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protect the SPIHT coded data and obtained performance
better than previous results in binary symmetric channels
(BSCs). This work used equal error protection and was
then extended to the product code protection [3] when
the Gilbert–Elliot channel (GEC) model was considered.
Since then, many error-control solutions for progressive
image transmission [3-11] have been proposed. In these
methods, diﬀerent codes are used, including CRC/RCPC
[5,7,8], CRC/RCPT codes [6,9-11], Reed-Solomon (RS)
codes [4,11] and their product codes. Diﬀerent channel
conditions are also considered, including BSC, GEC, and
packet loss channels.
All these methods consider only the ﬁxed channel con-
dition. In practice, however, the channel condition always
changes with the time, mainly due to the mobility and
multi-path factors in the communication. This feature of
channels has also been considered for a while in video
transmission, such as [12] where the scalability of the pre-
coded JPEG 2,000 video is considered and a fast source
rate allocation through the steepest descent algorithm
is designed. In this type of work, the varying feature
of channel is often represented as diﬀerent transmission
bandwidth. The physical additive white Gaussian noise
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(AWGN) and channel coding are generally not consid-
ered. In this article, we consider the unequal error pro-
tection (UEP) design through channel codes for varying
channels. Intuitively, one designed UEP system has to be
updated with frequent feedback of the channel condi-
tion. However, this is impractical as themulti-dimensional
optimization process for the rate allocation design is often
very complicated and the channel variation can be fast.
Therefore, a more realistic solution is to design the protec-
tion method considering all the channel conditions. The
channel variation, which is captured by the probability
density distribution (PDF) of signal to noise ratio (SNR),
can often be estimated from a long period of operation
of the communication network. Considering the channel
PDF, the optimization problem is even more complicated
than previous designs because channel eﬀects must also
be marginalized.
In this article, we apply the Markov Chain Monte
Carlo (MCMC) technique to the optimal UEP system
design where varying channels are considered. MCMC is
a method of sampling from probability density function
based on constructing a Markov chain. With the “detailed
balance” mechanism, the equilibrium states of theMarkov
chain describe the targeted probability distribution [13].
Since the purpose is to ﬁnd out the optimal channel code
rate allocation so that the transmitted image has the low-
est distortion in the varying channel, we ﬁrst use the expo-
nential function of the simulated annealing method to
map the cost function into a probability distribution. Then
we use the slice sampling of MCMC to generate samples.
Since these samples drawn from MCMC approach the
mapped stationary probability distribution, the MCMC
method not only suggests the optimal design but also pro-
vides more probabilistic information than other heuristic
optimization methods. We show that the MCMCmethod
enables a low complexity design with a solution approach-
ing the optimal one. Finally, we show that the system
design based on the channel distribution outperforms a
design that is based on a speciﬁc channel statistic such as
the mean value.
The rest of this article is organized as follows. In Section
“Problem description”, The image transmission problem
is described and formulated. In Section “MCMC method
with slice sampling”, the MCMC method and how it is
applied to the image transmission problem is discussed.
Simulation results are presented in Section “Simulation
and results” and the conclusion is drawn in Section
“Conclusion”.
Problem description
We consider a joint source-channel coding system with
N coded packets with ﬁxed packet length as shown in
Figure 1. This data structure was considered in [6] and is
justiﬁed in many applications. Rate compatible punctured
turbo (RCPT) codes are used to provide UEP. Assume
that the space of diﬀerent channel code rates is C =
{c1, c2, c3 . . . , cM} with c1 > c2 > · · · > cM and Ci, i =
1, . . . ,M represents the rate of the length of source data
and the length of packet. Since each packet has the ﬁxed
length L, the corresponding number of source bits for
each code rate is si = ci · L. Therefore the number of
the overall source bits is
∑N
i=1 ci · L and the number of





transmitted over a speciﬁc channel with SNR = x dB,
the packet error probabilities after decoding are denoted
as E = {e1(x), e2(x), . . . , eM(x)}, where e1(x) > e2(x) >
· · · > eM(x) [14].
In this article, the Turbo code (15, 17)oct with
mother code rate of 1/3 is considered. A set of code
rates of {4/4, 4/5, 4/6, 4/7, 4/8, 4/9, 4/10, 4/11, 4/12} are
obtained through puncturing [15]. Coded packet size is
L = 4096. Figure 2 shows the residual packet error rate
(PER) in diﬀerent AWGN channel conditions. It needs to
be noted that the PER also depends on the packet size and
can be diﬀerent if a diﬀerent packet length is used. A larger
data length increases the coding gain in turbo decoding in
general.
Suppose that a message contains N coded packets, each
being protected with channel code rate of ri ∈ C, i =
1, . . . ,N . N is determined by the total transmission rate
and the packet length. For channel x, the corresponding
PER is pi(x) ∈ E . Denote Pi(x) as the probability that the
. . . . . . 
NtekcaP2tekcaP1tekcaP
Parity bits
Figure 1 Data organization. Amessage via channel contains N packets. Each packet could contain diﬀerent length of parity part and data part, but
each packet has the same length of bits.
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Figure 2 Turbo code performance for ﬁxed coded packet length.
PER in AWGN channels with diﬀerent SNR values [16].
ﬁrst i packets are decoded without errors but the i + 1th




p1(x) if i = 0
ij=1(1 − pj(x))pi+1(x) if i = 1, . . . ,N − 1
Nj=1(1 − pj(x)) if i = N
(1)
Distortion between the recovered image and the origi-
nal image is represented by the mean square error (MSE).
Let Di be the distortion of the image restored by the ﬁrst
i packets that have been correctly decoded. Then, with an
allocation RN = {r1, r2, . . . , rN }, ri ∈ C, of channel code
rates for the data packets, the expected distortion is




This distortion in Equation (2) has a recursive
representation [5] as:
DN (x,RN ) = D0 − EN (x,RN )
EN (x,RN ) = (1 − p1)[D1 + EN−1(x,RN−1)] (3)
where D0 is the distortion of the case that no correct
packet is received. Di is the reduced distortion between
Di−1 and Di.RN−1 = {r2, . . . , rN } is the rate allocation for
the last N − 1 packets.
When the channel SNR is given, a dynamic program-
ming method was suggested in [5] for this distortion-
based optimization problem. This method is a backwards
updating process. That is, the reduced distortion of a lat-
ter packet should be used ﬁrst to determine the optimal
allocation. However, the reduced distortion in a latter
packet actually depends on the channel code rates in
former packets, which is evident in Equation (3). There-
fore, although the forward-updating process along trellis
is more practically used [6,11], the solution becomes sub-
optimal as indicated in [6].
For a varying channel, if the channel SNR density func-
tion fX(x) is known, then the joint source-channel coding
problem becomes to ﬁnd a channel code rate set RN
which minimizes, subject to a given overall transmission
rate,
DN (RN ) =
∞∫
−∞








Apparently, this is diﬀerent from ﬁnding the optimal
rate-allocation based on the mean channel condition,





where x¯ is the mean channel SNR. The varying channel
case is more complicated than considering only on the
speciﬁc channel instance as the channel variable x must
be marginalized in the optimization process. In next
section, we propose to solve this optimization problem
with the MCMCmethod.
MCMCmethod with slice sampling
In this section, we address the mapping between the cost
function and the stationary probability used in MCMC,
the technique of slice sampling method and their applica-
tion to the image transmission problem.
Mapping the cost function to probability
The cost function has the channel code rate of each packet
as input, and the distortion value as output. When the
image message is transported by N packets, there are N
inputs, i.e., RN = {r1, . . . , rN }, need to be considered to
generate the output. The optimization task is to ﬁnd the
RN that gives the minimum distortion value. The ﬁrst
issue in using MCMC is the need to map the cost function
J(·) into a likelihood function that could be used as the
stationary probability distribution in the Markov Chain.
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where Zτ is a normalization constant so that any possi-
ble value is always between 0 and 1 and the sum of all
probability is 1.
If the current state of the Markov chain x(t) is equal to
i, suppose a neighbor j of i is visited with a probability qij
where qij = qji is required. Then whether j will be selected









This is termed as the Metropolis process and it can be
proved that with this process, the stationary probability of
the Markov Chain is (6). It can be noted that
(1) If J(j) → ∞, then exp{−[ J(j) − J(i)] /τ(t)} → 0. In
this case the accepting probability for j is tending to
0. That is, a state j associated with a high cost has a
low chance to be accepted.
(2) On the other hand, that J(j) → 0means the new cost
is negligible. Then −[ J(j) − J(i)] /τ(t) could be
positive, which implies the new state j is always
selected due to its lowest cost value.
The parameter τ(t), termed as the temperature in the
simulated annealing, also needs to be considered carefully.
To make the algorithm approach the optimal solution, the
temperature should change with the time. The tempera-
ture function is a non-increasing function, which repre-
sents the cooling down process. τ(0) is usually set as a
high value in the beginning of simulation. This makes sure
that with a high probability a new state will be accepted.
In this stage, system may reach more diverse and diﬀerent
states based on their probability contribution. When τ(t)
approaches 0, the probability becomes very small. The sys-
tem is reluctant to accept a new state j, which is often
described as a “Frozen” stage. The process of decreasing
of temperature is usually slow to give the system enough
time to be “trapped” in the low cost area. In our simula-
tion, the temperature value is reduced after a new sample
is generated.
Slice sampling
Simulated annealing uses the normal Metropolis Hastings
method [17] for sampling from the probability distribu-
tion. The method is based on the observation that to
sample a random variable one can sample uniformly from
the region under the graph of its density function. Com-
pared with the slice sampling [13], a normal Metropolis
method is ineﬃcient for two reason. First, with a ﬁxed step
size, the simple Metropolis method may not characterize
well the local property of the probability function. Second,
the simpleMetropolis method takes a randomwalk to ﬁnd
next step, and therefore it could take a large number of
steps to reach a state which is only a few steps away. The
slice sampling can be applied to wherever the Metropo-
lis method can be applied to. It has the advantage over
the simple Metropolis method in that it is more ﬂexible to
the update of parameters like the step size, and the only
requirement is that the target density function P(x) can be
evaluated at any state x(t)[18]. A brief description of the
slice sampling in one dimension is as follows.
(1) evaluate P[ x(t) = i]
(2) draw a vertical coordinate,
u ∼ Uniform(0,P[ x(t) = i] )
(3) create a neighbor space enclosing current state i,
i ∈ (Ileft, Iright)
(4) start loop {
(5) draw j from neighbor space, j ∈ (Ileft, Iright)
(6) evaluate P[ x(t + 1) = j]
(7) if P[ x(t + 1) = j]≥ u, break out loop and
the next state x(t + 1) = j is accepted
(8) else modify the neighbor space and repeat loop
(9) }
P[ x(t) = i] is the probability function. x(t) = i repre-
sents that at time t, the state of system is i. The time is
indexed as t = {1, 2, 3, . . . }.
An important improvement over the simple Metropolis
method here is the “create andmodify the neighbor space”
in steps 3 and 8. Based on these two steps, slice sampling
could change region of neighbor space to locate the next
possible state in order to accelerate the process of ﬁnd-
ing a new sample. Description of steps 3 and 8 in the one
dimension case is as follows,
Step 3: creating the neighbor space of one dimension
problem
(1) set a value of w as the “width”
(2) generate rand ∼ Uniform(0, 1)
(3) Ileft = i − rand ∗ w
(4) Iright = i + rand ∗ w
(5) while P[ Iright]> u, then Iright = Iright + w
(6) while P[ Ileft]> u, then Ileft = Ileft − w
where w is a constant set in the beginning by user, which
is used to represent the region that the state could go each
time. The (Ileft, Iright) is the neighbor space of state i. In
the “creating” process, the slice sampling uses two loops to
ﬁnd the adaptive region of neighbor space. As we can see
from step 3, it is actually a process to extend the region of
possible neighbor of current state.
Step 3 can also be understood by Figure 3 and its expla-
nation. Too large a region in Figure 3 would cause high
computational complexity. Therefore, it also needs a strat-
egy to shrink the region again, which is implemented in
step 8. Whenever a new state x(t + 1) = j is rejected, the
method tries to “modify” the neighbor space.
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Figure 3 Description of slice sampling. [ L, R] is the neighbor space
enclosing current state i. Left end of the interval P(L) is evaluated and
is known to be greater than u, so a step to the left of size w is made,
which make left end to L′ . Check P(L′) which is smaller than u, then
stop and step out. Also at the right end of the interval, P(R) is
evaluated and is smaller than u. So no stepping out is needed. When
the above process it done, values of P at both ends should be smaller
than u. Since the neighbor space is decided as [ L′ , R], the next state
candidate will be picked randomly in the interval [ L′ , R].
Step 8: modifying the neighbor space of one dimension
problem:
(1) if j > i, then Iright = j
(2) else Ileft = j
Note that comparing j > i is to ﬁnd out the relative
position of the states and then shrink the neighbor space.
In one dimension, i, j correspond to the values of x-axis.
In multi-dimension, values along diﬀerence axises need to
be compared separately. In summary, by the strategy of
“creating and modifying”, slice sampling could adjust the
neighbor space. In addition, by deﬁning value ofw, wemay
also control the speed of stepping out and shrinking of the
space.
Since the problem considered is a multiple-dimensional
problem, the previous one-dimension slice sampling
should be adjusted to handle the multi-dimensional case.
Consider the input at time t with a set of parameters:
Input(t) = {x1(t), x2(t), x3(t), . . . , xN (t)}.
One way is that only one variable is changed at each
time in a given order. Let x1(t) be selected at time t.
The method will ﬁnd out the next state based on x1(t)
with all other variables unchanged. Then, we ﬁx x1(t) and
ﬁnd the next state based on the variation of x2(t). This
process continues when enough samples are drawn. Alter-
natively, we may also change all variables simultaneously
in any speciﬁc time instant. An interesting view of this
method is considering each variable of input as a direction
that the system could head to. By combining all direc-
tions, we know which state the system should move to. In
this article, the second method with parallel processing is
used, which compared with the ﬁrst method, has better
time convergence performance when generating the same
number of samples.
MCMC for UEP in image transmission
The distortion function is the cost function. The goal is
to ﬁnd the the appropriate channel code rates for diﬀerent
packets so that the lowest distortion can be obtained for
image transmission. We assume that the channel SNR is
in the range of [ 0, 4] dB as shown in Figure 2. The turbo
code rate is one of the 9 diﬀerent numbers in the set of
C = {4/4, 4/5, 4/6, 4/7, 4/8, 4/9, 4/10, 4/11, 4/12}
RN is the input of the cost function. It is a vector with N
elements, each representing the code rate for each packet,
i.e.,RN ={r1, r2, . . . , rN }, and ri ∈ C. Apparently, our sim-
ulation Markov Chain has the probability distribution like





where Zτ is a normalizing constant. Because the probabil-
ity values are only compared in the slice sampling, we can
simply set Zt = 1. The method used is actually a combi-
nation of simulated annealing and slice sampling. We use
the probability representation of simulated annealing and
reduce the temperature with time, while using the slice
sampling to access new states and generate new samples.
The MCMC process is the same as steps described in
the previous section. Since there are multiple input corre-
sponding to diﬀerent frames, some modiﬁcations need to
be considered in the following.
Step 1: The state x(t) = i becomes x(t) = RN in the
MCMC process. P[ x(t) = RN ] is a function for the
inputRN .
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Step 3: for RN = {r1, r2, . . . , rN }, ri ∈ C, construct-
ing an interval space for each variable ri. That makes the
neighbor space look like:
space = {(rleft1 , rright1 ), (rleft2 , rright2 ), . . . , (rleftN , rrightN )}
Our simulation uses parallel process to ﬁnd the neigh-
bor space. That is, the neighbors of all ri,i = 1, . . . ,N , are
updated before the next state is drawn and checked.
(1) set a value for wi
(2) loop (r1 → rN ){
(3) generate rand ∼ Uniform(0, 1)
(4) rlefti = ri − rand ∗ wi
(5) rrighti = ri + rand ∗ wi
(6) check rlefti , r
right
i ∈ C
(7) while P[ {r1, . . . , rlefti , . . . , rN }]> u, then we have
rlefti = rlefti − wi


















Figure 4MCMC versus enumeration: uniform distribution, ten
packets. The histograms of all possible distortion based on both
MCMC and enumeration are collected. The probability distributions
are obtained by dividing each histogram by the total number of
samples generated by MCMC and enumeration, respectively.
Comparing both curves shows that the MCMC method indeed draws
samples from the mapped distribution.















Figure 5 Simulation result with reducing temperature, uniform
distribution, ten packets. The probability distribution is the
histogram of diﬀerent distortion value divided by the total number of
samples.
(8) while P[ {r1, . . . , rrighti , . . . , rN }]> u, then we have
rright = rright + wi




The process is same as the one-dimensional case, except
that a loop is needed here because the neighbor space
needs to be checked for each ri ∈ RN . In addition, dif-
ferent wi may be used if necessary. For example, in some
cases the input may have diﬀerent range. A common prac-
tice is to set wi as a certain percentage of the entire range
of the parameter space.
Step 8: LetR′N = {r′1, . . . , r′N } be the new state, then the
neighbor space is modiﬁed as
(1) loop (r1 → rN ){
(2) if r′i > ri, then r
right
i = r′i
(3) else rlefti = r′i
(4) }
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Table 4 Performance based on diﬀerent bpp in the range of SNR =[ 0, 4] dB ∼N (2, 0.5)
Packets number Optimal solution Overall bpp Source code bpp Protect code bpp
10 9876555544 0.1563 0.0732 0.0831
16 9998877655 555444 0.25 0.1123 0.1377
32 9(6)8(6)7(4)6(3)5(9)4(3)3(1) 0.50 0.2187 0.2813
48 9(10)8(7)7(9)6(5)5(10)4(6)3(1) 0.75 0.3249 0.4251
64 9(21)8(10)7(5)6(11)5(10)4(6)3(1) 1.00 0.4159 0.5841
Since the code rate space is {4/4, 4/5, 4/6, . . . , 4/12},
which contains nine possible values, instead of multiply-
ing w, a random integer, rand ∼ Rand(0,w), could be
applied as rrighti = ri + rand in simulation.
Another issue is the set of the temperature function τ(t).
In anyMCMC simulation, an adaptive τ(t) is an important
factor for the performance. While with big τ(t), system
would take very long time to reach convergence, with very
small τ(t), the system may be trapped in a local mini-
mum. A reasonable τ(t) is necessary. In [19] Hajek gave a
popular temperature function:
τ(t) = dlog(t)
where d here is a constant number which is considered as
the measurement of how diﬃcult for the system x(t) to
jump out from the current local minimum and travel to
the optimal solution set. In other words, MCMC needs a
large enough d to start oﬀ but reduces this value with the
running of the chain.
Simulation and results
In this section, the MCMC method has been applied
to design the UEP system for progressive image
transmission. The Lena image with size of 512×512 and 8
bits per-pixel (bpp) was passed through the SPIHT algo-
rithm to obtain the source data. RCPT codes are then
used for channel protection, where a set of numbers are
used to represent the set of channel coding rates, as shown
in Table 1. The distortion value is the MSE between the
reconstructed image and the original image.
We ﬁrst consider a case with a small number of packets,
with the purpose to check whether the MCMC method
can perform as expected. Then we consider cases with
more number of packets and diﬀerent channel proba-
bility distributions to study the performance based on
the MCMC method. We also compare the design results
based on the channel distribution and the mean value of
the channel.
MCMC samples in the case of ten packets
The channel distribution is uniformly distributed, i.e.,
fX(x) ∼ Uniform[ 0, 4] dB. MCMC is used to generate
the samples ofRN based on the probability mapped from
the cost function. Diﬀerent trials are conducted, i.e., the
MCMC process is repeated to ﬁnd independent UEP
designs. It was found that the MCMC almost always gives
the optimal RN . It closely approaches the optimal design
even if the optimal result was not reached occasionally.
Table 5 Performance based on channel of SNR =[ 0, 4] dB ∼N (2, 0.5) and channel with SNR = 2dB
Packets number MSE [0,4] dB PSNR [0,4] dB MSE [2] dB PSNR [2] dB
10 104.0709 27.9575 160.6278 26.0726
16 73.98707 29.4392 88.4346 28.6646
32 45.19155 31.5802 48.3620 31.2858
48 35.13393 32.6735 37.6239 32.3762
64 29.95420 33.3662 30.9719 33.2211
Table 6 Performance based on channel of SNR =[ 0, 4] dB ∼N (2, 1) and channel with SNR = 2dB
Packets number MSE [0,4] dB PSNR [0,4] dB MSE [2] dB PSNR [2] dB
10 135.9264 26.7978 234.1765 24.4354
16 105.3338 27.9051 136.1534 26.7905
32 76.27627 29.3069 82.2316 28.9804
48 66.13733 29.9263 71.5604 29.5841
64 61.02982 30.2754 62.7087 30.1575
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Table 7 Performance based on channel of SNR =[ 0, 4] dB ∼ Uniform and channel with SNR = 2dB
Packets number MSE [0,4] dB PSNR [0,4] dB MSE [2] dB PSNR [2] dB
10 220.7620 24.6916 515.7425 21.0065
16 191.3246 25.3131 255.8785 24.0505
32 163.8800 25.9855 176.9067 25.6534
48 154.3131 26.2468 164.3646 25.9727
64 149.5569 26.3827 151.9254 26.3145
Table 8 Cost based on diﬀerent bpp withN (2, 1) and SNR =[ 0, 4] dB






To validate the results of MCMC, we exhaustively enu-
merate all possible RN in this case. Brute force method
needs to compute all the 910 diﬀerent rate allocations and
takes signiﬁcant amount of time with a PC. A few least
distortion values and the number of corresponding allo-
cations RN to achieve each of these values are listed in
Table 2. For example, MSE distortion 221.5 has a fre-
quency of 68. In other words, there are 68 diﬀerent inputs,
RN , that result in the distortion of 221.5. Clearly, the
global minimumMSE is 220.7.
To show that the MCMC method really draws samples
from the probability function that reﬂects the distortion,
we sample 10,000 samples and plot the histogram together
with the results obtained from brute force search. The
results are shown in Figure 4. In this simulation, the tem-
perature τ(t) was set as a large constant value (i.e., 1,000
in simulation) and was not decreased after each sample
is generated, which means that the simulation becomes a
normal slice sampling method. To make the curves clear
in a large x-axis scale, an average function was also used.
That is, every x and y-axis value on this ﬁgure are the aver-
age of the a few neighbors and itself, i.e., xnewi = (xi−4 +
xi−3 + · · · + xi+4)/9. From Figure 4, the results of MCMC
and brute force method have very similar shape, which
veriﬁes that MCMC indeed generates samples according
to the mapped distribution. This property illustrates that
the MCMC had visited all regions of the parameter space
based on their contribution to the mapped probability.
Figure 5 is a result by reducing temperature by 0.1 start-
ing from 1000, after each new sample is generated. In the
ﬁgure, the samples are squeezed on the left side. Since
the temperature is decreasing when time passes, the sam-
ples with small distortion values aremore easily picked up.
Hence, the histogram is attracted to the left side of x-axis
so as to escape from local optimal set.
When the number of packets is 32, brute force method
will no longer work as the computational complexity is too
high to handle. A few best samples drawn from MCMC
are shown in Table 3. Uniform distribution fX(x) is also
assumed for the channel.
Because an early packet loss will cause the discard of
packets starting fromwhere the ﬁrst error occurs, a packet
loss in the beginning is crucial to the ﬁnal performance.
The beginning packets should be considered more impor-
tant than the following packets. One feature that can be
observed after hundreds trials is that the rate of each
packet in one allocationRN is nondecreasing. This result
has been theoretically proved in [14,16] for a given chan-
nel condition but has not yet been proved for the varying
channel case.
Comparison with the case of using channel mean value
Unequal error protection designs based on channel dis-
tributions over SNR =[ 0, 4] dB and based on the mean














Figure 6 PSNR of optimalRN , 32 packets, SNR =[ 0, 4]dB.
Optimization based on varying channel has better total performance
than mean SNR channel.
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channel SNR are also compared. Results are showed in the
Tables 4, 5, 6 and 7. Three diﬀerent probability density
functions are assumed, which are truncated Gaussian dis-
tributionsN (2, 0.5),N (2, 1) and the uniform distribution
used previously. For all these conditions, the mean value
of the channel is 2 dB. Using the mean SNR value is a pop-
ular choice in existing methods where the design is often
based on a speciﬁc channel condition.
Table 4 shows the diﬀerent resource allocation between
the source code and the channel code in terms of bpp
under diﬀerent overall bpp cases. The channel distri-
bution is truncated Gaussian N (2, 0.5). The table also
contains the optimal result generated by MCMC where
the notation of a(b) denotes b consecutive packets that are
coded with code rate a.
Tables 5, 6 and 7 show the distortion comparison for the
UEP designs. In each table, the 2nd and 3rd columns are
the performance in MSE and peak signal to noise ration
(PSNR) of the UEP designs based on channel distribution
and the last two columns are the results of using mean
SNR for the UEP design. Clearly, these results show that
considering all channel distributions does produce better
performance than considering a single statistic value of
the channel.
In Table 8 we also compare the complexity of MCMC
with the case of exhaustive search. Complexity of each
case is mainly determined by how many points (i.e., how
many diﬀerentRN ) in the rate allocation space have been
tested. The last row shows the ratio of the complexity
between MCMC and the exhaustive search. Apparently
forRN = {r1, r2, . . . , rN }, there are 9N diﬀerentRN , since
each ri has nine possible value. The table is generated
by counting the time of calculation of MCMC and com-
pared with the number of possible inputs for each bpp.
Compared with the exponentially increasing number of
possible allocations when more packets are considered,
the cost of running MCMC increases linearly and thus
results more complexity reduction.
Figure 6 shows the performance of optimal RN gen-
erated by the MCMC method for diﬀerent channel dis-
tributions as well as the one generated based on the
mean channel value. In the ﬁgure, the one based on the
mean SNR has lower PSNR range below 1.75 dB approx-
imately, but has better PSNR beyond 1.75 dB. However,
the optimal solution RN has the overall better average
PSNR.
Conclusion
In this article, image transmission over time varying chan-
nels is considered. The varying channel, characterized by
its probability distribution, makes the optimization prob-
lem of ﬁnding the best rate allocation very complicated. A
MCMC method is proposed to solve this problem. It has
been shown that the method can generate near-optimal
solutions with low complexity. It also provides an over-
all picture of the distribution of distortion versus the rate
allocation. In addition, it has been shown that the design
considering the channel distribution performs better than
the design considering the mean value of the channel.
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