The 4 Ms Chandra Deep Field-South (CDF-S) and other deep X-ray surveys have been highly effective at selecting active galactic nuclei (AGN). However, cosmologically distant low-luminosity AGN (LLAGN) have remained a challenge to identify due to significant contribution from the host galaxy. We identify long-term X-ray variability (∼month-years, observed frame) in 20 of 92 CDF-S galaxies spanning redshifts z ≈ 0.08 − 1.02 that do not meet other AGN selection criteria. We show that the observed variability cannot be explained by X-ray binary populations or ultraluminous X-ray sources, so the variability is most likely caused by accretion onto a supermassive black hole. The variable galaxies are not heavily obscured in general, with a stacked effective power-law photon index of Γ stack ≈ 1.93 ± 0.13, and are therefore likely LLAGN. The LLAGN tend to lie a factor of ≈6-80 below the extrapolated linear variability-luminosity relation measured for luminous AGN. This may be explained by their lower accretion rates. Variability-independent black-hole mass and accretion-rate estimates for variable galaxies show that they sample a significantly different blackhole mass-accretion rate space, with masses a factor of 2.4 lower and accretion rates a factor of 22.5 lower than variable luminous AGN at the same redshift. We find that an empirical model based on a universal broken power-law PSD function, where the break frequency depends on SMBH mass and accretion rate, roughly reproduces the shape, but not the normalization, of the variability-luminosity trends measured for variable galaxies and more luminous AGN.
INTRODUCTION
Observations show that all nearby galaxies with a massive bulge component host supermassive black holes (SMBHs) (e.g., Ferrarese & Ford 2005; Gültekin et al. 2009 ). SMBHs accreting near the Eddington limit (L/L Edd ∼ 0.1-1) are visible as luminous active galactic nuclei (AGN) that often outshine their host galaxies. Models of AGN lifetime, constrained by observed Eddington ratio distributions, suggest that SMBH growth is dominated by this luminous phase, lasting ∼ a few × 10 8 years (e.g., Marconi et al. 2004; Shankar et al. 2004; Hopkins & Hernquist 2009) .
Observations including constraints on the sizes of ionized "bubbles" around quasars (e.g., Jakobsen et al. 2003 ; Goncalves et al. 2008 ) and the lengths of relativistic jets and radio lobes (e.g., Scheuer 1995; Blundell et al. 1999) suggest that the episodic lifetime of luminous activity is similar to the total lifetime, implying that a SMBH is triggered to the luminous AGN phase no more than a few times. SMBHs therefore spend significant amounts of time in quiescent or low-activity phases, which may contribute up to ∼20% of overall SMBH growth (Hopkins & Hernquist 2009) . A SMBH accreting at lower rates (L/L Edd ≪ 0.1) will appear as a low-luminosity AGN (LLAGN). LLAGN share several properties with more luminous AGN, including similar X-ray spectral shapes (e.g., Younes et al. 2011 ) and similar radio-loud fractions and luminosity-dependent, intrinsic X-ray to optical flux ratios (e.g., Maoz 2007) . A more complete census of LLAGN is important for understanding SMBH accretion history, but the relative significance of the host galaxy in LLAGN makes a full census of accretion activity a challenge.
Deep X-ray surveys have been effective at selecting a wide variety of AGN, including luminous, unobscured AGN as well as faint and/or obscured AGN (e.g., see Brandt & Hasinger 2005 , for a review). X-ray selection criteria usually include cuts on X-ray luminosity and X-ray spectral shape. Multi-wavelength data further aid X-ray selection by allowing selection via, for example, excess X-ray emission compared to what is expected from optical flux (e.g., Hornschemeier et al. 2003) or radio luminosity (e.g., Alexander et al. 2005) .
The above methods have been successful in selecting a wide variety of AGN, but nevertheless miss certain populations, such as very heavily obscured AGN and LLAGN (e.g., Bauer et al. 2004; Alexander et al. 2005; Lehmer et al. 2008) . While heavily obscured AGN can often be selected in the IR (e.g., Houck et al. 2005; Martinez-Sansigre et al. 2005; Alexander et al. 2008) , the spectral energy distributions (SEDs) of LLAGN are likely dominated by the host galaxy in other bands. Even in X-rays, X-ray binaries, ultraluminous X-ray sources, and hot gas will provide significant contributions to the overall power output. Simulated Chandra observations of nearby low-luminosity Seyfert nuclei artificially shifted to z ∼ 0.3 show that LLAGN would exhibit X-ray luminosities, spectral shapes, and X-ray-to-optical flux ratios consistent with those of normal or optically bright/X-ray faint galaxies (Peterson et al. 2006) . By relying on such criteria, deep X-ray surveys may be underestimating AGN fractions.
Variability potentially provides a useful indicator of whether an extragalactic X-ray source, classified as a galaxy by other means, harbors an AGN. Variability is a defining characteristic of AGN and has long been used as an AGN selection technique (e.g., van den Bergh et al. 1973) . Numerous studies have used optical variability to select AGN from deep surveys such as the 1 Ms CDF-S, the Subaru/XMM-Newton Deep Field, and the GOODS North and South Fields (e.g., Trevese et al. 2008; Morokuma 2008; Villforth et al. 2010; Sarajedini et al. 2011, respectively) . Spectroscopic observations of the 1 Ms CDF-S (Boutsia et al. 2009) found that 17 of 27 optical variability-selected objects were broad-line AGN; 9 (5) AGN would have been missed if selected by color (X-ray selection).
Similarly, UV variability has been used successfully to identify LLAGN in galaxies with low-ionization nuclear emission-line regions (LINERs). LINERs have been found in the nuclei of a large fraction of nearby galaxies (e.g., Ho et al. 1997; Kauffman et al. 2003) , but these regions could be ionized by either massive star clusters or low accretion-rate AGN. HST imaging has found that ∼25% of LINERs are associated with compact ( few pc) UV sources (Maoz et al. 1995; Barth et al. 1998) . A study of LINERs with compact nuclear UV sources found significant variability in 15 of 17, indicating the presence of an AGN (Maoz et al. 2005) .
Deep X-ray surveys are able to detect variability in moderate-luminosity/high-redshift AGN (e.g., Almaini et al. 2000; Paolillo et al. 2004; Papadakis et al. 2008b) . The 4 Ms Chandra Deep Field-South , the deepest X-ray survey to date, allows a preliminary classification of AGN on the basis of several observed quantities (see §2 for details). This paper utilizes X-ray variability techniques to search for AGN missed by these criteria. With 4 Ms of exposure time spanning 10.8 years for 466 good-quality sources (see §3), variability can be detected in sources with time-averaged fluxes as faint as F 0.5−8keV ≈ 5 × 10 −17 ergs cm −2 s −1 . We use a cosmology with H 0 = 70.4 km s −1 Mpc −1 , Ω M = 0.272, and Ω Λ = 0.728 (e.g., Komatsu et al. 2011 ).
OVERVIEW OF THE 4 MS CDF-S CATALOG
The details of the 4 Ms CDF-S source catalog are available in Xue et al. (2011) ; we provide a brief summary here. The 4 Ms CDF-S, constructed from 54 Chandra observations over 10.8 years, covers an area of 464.5 arcmin 2 and reaches highest sensitivities of F 0.5−2keV ≈ 9.1 × 10 −18 ergs cm −2 s −1 and F 2−8keV ≈ 5.5 × 10 −17 ergs cm −2 s −1 , with multi-wavelength coverage in more than 40 bands from the radio to the UV. Source candidates are detected using a 10 −5 false-positive probability threshold in wavdetect (Freeman et al. 2002) and are then pruned using a binomial no-source probability (see Appendix A2 of Weisskopf et al. 2007 ) P < 0.004 to obtain a more conservative list of 740 maincatalog sources, all of which are consistent with being point sources. Source extraction and photometry were conducted with acis extract (AE; Broos et al. 2010) . AE models Chandra's High Resolution Mirror Assembly point spread function (PSF) using the MARX raytracing simulator.
12 The PSF model is used to generate a polygonal extraction region for each source that approximates the ≈90% encircled energy fraction (EEF) contour of a local PSF measured at 1.497 keV. For <6% of the candidates, the sources are crowded (i.e., the polygonal source regions overlap) and smaller extraction regions that are as large as possible without overlapping (40 − 75% EEF) are used. The background is calculated from regions that subtract the contribution from the source of interest and its neighboring sources; the regions are typically a factor ≈16 larger than the sourceextraction region. AE merges the individual observations to estimate aperture-corrected, background-subtracted counts and the 1σ (asymmmetric) upper and lower statistical errors (Gehrels 1986) . In this paper, we will use the standard X-ray photometric bands: 0.5-2 keV (soft), 2-8 keV (hard), and 0.5-8 keV (full).
Though most sources have a relatively small number of counts (median net counts ≈ 77), a rough estimate of source spectral shape can be made by relating the band ratio (i.e., the ratio of the count rates in the 2-8 keV and 0.5-2 keV bands) to an effective power-law photon index, Γ eff (F ν ∝ ν −α ≡ ν −Γ+1 ). For low-count sources where Γ eff cannot be determined reliably, Γ eff is set to 1.4, the stacked (co-added) spectrum of all sources in the CDF-S (Tozzi et al. 2001; Xue et al. 2011) , which is consistent with the unresolved spectrum of the cosmic X-ray background (Hickox & Markevitch 2006) .
Of 740 X-ray sources, 716 (96.8%) contain matches in at least one of seven optical/near-infrared/radio (ONIR) catalogs: (1) the ESO 2.2 m WFI R-band catalog (Giavalisco et al. 2004) , (2) the GOODS-S Hubble Space Telescope (HST ) version r2.0z z-band catalog (Giavalisco et al. 2004) , (3) the GEMS HST z-band catalog (Caldwell et al. 2008) , (4) the GOODS-S MUSIC catalog (Grazian et al. 2006) , (5) the MUSYC K-band catalog (Taylor et al. 2009 ), (6) the SIMPLE Spitzer/IRAC 3.6µm catalog (Damen et al. 2011) , and (7) the VLA 1.4 GHz radio catalog (Miller et al. 2008) .
Of 716 X-ray sources with multi-wavelength identifications, 419 (58.5%) have spectroscopic redshift measurements, collected from Le Fèvre et al. (2004) , Szokoly et al. (2004) , Zheng et al. (2004) , Mignoli et al. (2005) , Ravikumar et al. (2007) , Vanzella et al. (2008) , Popesso et al. (2009 ), Treister et al. (2009 ), Balestra et al. (2010 , and Silverman et al. (2010) . A total of 343 (81.9%) of the 419 spectroscopic redshift measurements are "secure", in that they are measured at 95% confidence levels with multiple secure spec-tral features. 668 (93.3%) sources have high-quality, accurate (|∆z|/(1 + z) ≈ 6.5%) photometric-redshift measurements from at least one of three photometricredshift catalogs: Cardamone et al. (2010) , Luo et al. (2010) , and Rafferty et al. (2011) . The positions of primary ONIR counterparts were cross-matched with the photometric-redshift catalogs using a matching radius of 0.5 ′′ , resulting in a false-match probability of 1%. Subsequent spectroscopic observations published in the Arizona CDF-S Environment Survey (ACES; Cooper et al. 2012 ) catalog show with a blind test that errors on the photometric redshifts are 1%.
The 4 Ms CDF-S X-ray sources were classified as AGN by the following criteria:
• High luminosities: L 0.5−8keV ≥ 3 × 10 42 ergs s −1 , where the rest-frame luminosity has been corrected for Galactic and intrinsic absorption.
• Hard spectra: A source with Γ eff < 1.0 is identified as a heavily obscured AGN.
• High X-ray-to-optical flux ratios: log(F X /F R ) > −1, where F X = F 0.5−8keV , F 0.5−2keV , or F 2−8keV and F R is the R-band flux.
• Excess X-ray emission compared to that expected from star formation: L 0.5−8keV > 3×(8.9 × 10 17 L R ) (Alexander et al. 2005) , where L R is the 1.4 GHz monochromatic luminosity in W Hz −1 .
• An indication of broad emission lines in the optical spectrum.
Stars were classified by cross-matching X-ray sources (using the ONIR counterpart positions) with (1) the spectroscopically identified stars in Szokoly et al. (2004) , Mignoli et al. (2005) , and Silverman et al. (2010) ; (2) the likely stars with stellarity indices greater than 0.7 in the GEMS HST catalog (Caldwell et al. 2008) ; and (3) the likely stars with best-fit stellar templates in the MUSYC photometric-redshift catalog (Cardamone et al. 2010) , using a matching radius of 0.5 ′′ . X-ray sources not identified as an AGN or a star were classified as galaxies.
Rest-frame 0.5-8 keV luminosities are calculated for all sources. For AGN, which make up the vast majority of CDF-S sources, the luminosity is corrected for Galactic and intrinsic absorption. AGN not detected in the full band have an upper limit on the X-ray luminosity based on the 3σ Poisson error on the counts. For galaxies, the intrinsic-absorption correction and Kcorrections may not be appropriate. Of 92 CDF-S galaxies with "good quality" observations (see §3), 78 are not detected in the hard band and have poorly determined photon indices. All galaxies are detected in the softband. We perform a stacking analysis for galaxies with < 150 net counts (87 of 92) following the procedure described in §5.1. The resulting average Γ stack = 1.90±0.08 gives L 0.5−8keV /L 0.5−2keV = 2.35. We calculate the rest-frame 0.5-8 keV luminosity for CDF-S galaxies as
Γ stack −2 . Since galaxy X-ray emission is typically unabsorbed, we do not apply any correction for intrinsic absorption.
TESTING FOR X-RAY VARIABILITY
We perform two quality cuts before conducting variability analysis. First, we exclude the catalog sources with off-axis angles greater than 8 ′ to ensure that sources will have sufficient coverage (>50 of 54 observations) throughout the various CDF-S pointings. To ensure accurate variability measurements, we also require that each source has at least 20 net counts in the 0.5-8.0 keV band (i.e., at least 5 counts on average per epoch, as defined below). These quality cuts result in a total sample of 466 CDF-S sources: 369 classified as AGN, 92 classified as galaxies, and 5 classified as stars in the Xue et al. (2011) catalog. All of these AGN and galaxies have measured spectroscopic or photometric redshifts. The 92 sources classified as galaxies may nevertheless contain an AGN, as would be indicated by X-ray variability, and make up the sample investigated in this paper.
We divide the CDF-S observations into four epochs, each containing ∼1 Ms of integration: 2000 (943.1 ks), 2007 (967.7 ks), 2010a (March-May; 1015.5 ks), and 2010b (May-July; 944.9 ks). As in Xue et al. (2011) , we merged observations within each epoch and, for a given source position from the CDF-S catalog, measured the source and background counts and flux over three observed-frame energy bands: 0.5-8 keV, 0.5-2 keV, and 2-8 keV. A source is considered variable if the variability observed between observations is greater than that expected from Poisson statistics, with a probability threshold of 5% that the variability is due to noise alone. (The choice of probability threshold is discussed further below.) To check whether a source can be considered variable, we calculate the quantity:
where N = 4 is the number of epochs, x i is the photon flux (background-subtracted counts with units of cm −2 s −1 ) in a given epoch, µ is the mean photon flux over all epochs, and σ 2 i is the error squared on the photon flux for the i th epoch. The photon flux is calculated by dividing the full-band (0.5-8.0 keV) net counts by the exposure time and the mean effective area across the source aperture. The Gehrels (1986) approximation gives the error on the net counts, which is propagated to obtain the error on the photon flux. Since this error is significantly asymmetric for low-count ( 15 counts) sources, we average the upward and downward error bars for these objects to obtain the average error σ i . (The same method is applied in the Monte Carlo simulations below.)
For large photon fluxes, the X 2 statistic follows a χ 2 distribution, and any source with X 2 > 7.82 (for 3 degrees of freedom) has a probability P X 2 < 0.05 (i.e., 95% confidence level) that the variability is due to random noise. However, at low count rates, the error on the photon flux is not Gaussian. Since errors in the lowcount regime are larger than expected from a Gaussian distribution, the resulting X 2 statistic is smaller than expected and does not follow the χ 2 distribution (see Fig.  2 of Paolillo et al. 2004) .
We therefore constructed a Monte Carlo simulation to determine the distribution the X 2 statistic should follow for each source, similar to the procedure followed by Paolillo et al. (2004) . We first scaled the total observed source and background counts for each source, obtained from the full 4 Ms observation, to the exposure time and effective area for a given epoch. This procedure gener-ates the source and background counts expected in each epoch if the source and background were constant over time, and it accounts for fluctuations in the background that will affect low-count sources. To simulate the variance expected from noise, Poisson distributions were defined using the expected source and background counts as the mean values. We then simulated 1,000 observations of each source by repeatedly drawing the expected counts from the Poisson distributions. For each simulated observation, we calculated the photon flux for four epochs and calculated X 2 as defined above. Asymmetric errors on the source and background counts are obtained from Gehrels (1986) and are propagated to get the error on the photon flux. The observed X 2 can then be compared to the simulated distribution to determine the probability P X 2 that the observed variability is due to Poisson noise. Spurious sources of variability are negligible, since effective exposure maps are calculated separately for each observation, taking into account issues such as vignetting, CCD gaps, bad pixels, bad columns, and Chandra's spatial-and time-dependent quantum efficiency degradation.
While using a more conservative P crit = 1% on our dataset would result in fewer false positives, it would also eliminate a similar number of truly varying sources. For example, in the sample of 92 galaxies, P crit = 5% results in 20 variable sources (see §4), of which 4.6 are expected to be false positives. Reducing P crit to 1% results in 13 variable sources, of which 0.9 is expected to be a false positive. So while the more conservative critical value eliminates ≈4 false positives, it also eliminates ≈ 3 − 4 truly varying sources. The P X 2 values listed in Table 2 can be used to screen the sources further as desired.
GALAXIES WITH AGN-LIKE VARIABILITY
Of the 369 CDF-S sources classified as AGN that meet both the off-axis angle (θ < 8 ′ ) and count (total net counts > 20) requirements, 50.1% exhibit significant flux variability (P X 2 < 0.05) on ∼month-year timescales. For the 178 AGN with more than 100 counts, 74.2% exhibit significant variability. The basic diagnostic plot in Figure 1 shows the rise in the AGN variable fraction with total net counts. The plot demonstrates that, given sufficient counts to detect it, variability is a near-ubiquitous property of faint, X-ray selected AGN, even in the case of significant obscuration: ≈70% of the CDF-S sample consists of obscured AGN , and 47.5% (51.5%) of obscured (unobscured) AGN are significantly variable. The variable fractions are consistent with the results from the 1 Ms CDF-S (Paolillo et al. 2004) , although obtained with different temporal sampling and down to much fainter fluxes.
In sources classified as galaxies, the variable fraction is significant at low counts and equals that of AGN at higher counts (Figure 1 ). Table 1 describes the columns  of Table 2 , which lists the attributes of the 20 variable and 72 non-variable galaxies. (Variability properties of CDF-S AGN will be covered in the forthcoming Paolillo et al., in preparation.) The luminosity-redshift distribution of variable and non-variable galaxies is shown in Figure 2 ; almost all lie below z ∼ 1. Spectroscopic redshifts are available for 18 of 20 variable galaxies and for 61 of 72 non-variable galaxies. Photometric redshifts are available for the remaining sources. Six example light curves (background-subtracted count rates in the observed-frame 0.5-8 keV band vs. MJD) representative of the sample as a whole are shown in Figure 3 .
The X-ray luminosity distributions of all CDF-S galaxies and those exhibiting significant variability are shown in Figure 4 . A K-S test shows that the two samples are consistent with being drawn from the same parent population (P KS = 57%), and the variable fraction does not show a significant dependence on X-ray luminosity below L 0.5−8keV ∼ 10 43 ergs s −1 . The possibility that AGN-related variability may go undetected in galaxies is discussed in §4.1.
We briefly compare AGN selection based on variability to the following selection methods: (1) X-ray luminosity cuts, (2) the X-ray-to-optical flux ratio, and (3) excess X-ray emission compared to that expected from star formation, based on the radio luminosity. Figure 5 shows the fraction of variable sources vs. X-ray luminosity. Below L 0.5−8keV = 10 42 ergs s −1 , a luminosity cut often used for AGN selection in X-ray surveys, the variable fraction remains significant at 20 − 30%. Of 64 CDF-S galaxies with L 0.5−8keV < 10 42 ergs s −1 , 17 (≈27%) are variable.
AGN selection via the X-ray-to-optical flux ratio is demonstrated by the R-band magnitude vs. X-ray flux plane in Figure 6 (cf. Figure 16 in Xue et al. 2011) . Sources classified as AGN, galaxies, and stars in Xue et al. (2011) are marked as small red circles, larger black circles and blue stars, respectively. Variable sources are marked with filled symbols. The optically bright, X-ray faint region, typically thought to exclude AGN (OBXF; F X /F R < −2; Hornschemeier et al. 2003) contains 27 galaxies. Of these, 6 (22%) are variable, with X-ray luminosities spanning log L 0.5−8keV ≈ 39.7-41.4. AGN may also be selected based on a comparison between X-ray and radio luminosities ). The radio luminosity can be used to predict the X-ray luminosity in star-forming galaxies (e.g., Alexander et al. 2005 , and references therein), so sources with excess X-ray emission may be classified as AGN. Of the 17 CDF-S galaxies with radio detections (none of which have excess X-ray emission), three (18%) are variable. These objects may have excess radio emission due to strong radio cores rather than star formation.
Measuring Variability Strength
Due to the generally limited photon statistics of the CDF-S galaxy sample, most variable sources must be strongly variable to be detected. Significantly variable galaxies show maximum-to-minimum flux ratios R max/min ≈ 1.5-9.3 (median = 4.1) over the observed 10.8-year time frame. The smallest max-to-min ratio (1.5) was measured for 033246.77−274212.7 (XID = 616), a source with 500 counts. For most galaxies, total net counts are too low ( 100) to detect variability below a factor of 2-3.
To address whether the variable galaxy max-to-min ratios sample the average AGN population or only the highly variable "tip of the iceberg," we ran a Monte Carlo simulation. The procedure assumed that the entire galaxy population is significantly variable and simulated the variability expected over 10.8 years of observation. Following the procedure in Vaughan et al. (2003) , we used the Timmer & Koenig (1995) algorithm to sim-ulate 5,000 light curves based on the mean and variance of the flux for each of the 92 CDF-S galaxies. For nonvariable galaxies, the measured variance represents noise in the measured light curve, which gives an upper limit to the variability that could be present. The algorithm produces a random, continuously sampled light curve from a given power spectral density (PSD) function, which we assumed to be described by a broken power-law, where the break frequency depends on SMBH mass and accretion rate (McHardy et al. 2006) . Since the break frequency lies outside the range of timescales sampled for most variable galaxies (see §6.3), we simplify the model to a power-law (P (f ) ∝ f β ) with index β = −1, as is typical for the low-frequency (long-timescale) PSDs for nearby Seyferts (e.g., Vaughan et al. 2003) . The time units of the light curves are determined by the minimum and maximum timescales input into the simulation; the light curve durations are adjusted according to each source's redshift.
We resampled/rebinned the light curve using the CDF-S observing pattern and add Poisson noise to the simulated light curve to account for measurement error. The full simulated light curves was made five times longer than the sampled region in order to produce variation on timescales much longer than those sampled by the data. This reproduces the effect that very long-timescale (lowfrequency) variations have on variability measured over shorter timescales (i.e., "red noise leak").
We compare the simulated distribution of median maxto-min ratios, where the median is calculated over 5,000 trials for each galaxy, to the observed distribution for variable galaxies in Figure 7 . A K-S test shows that these two populations have a 0.2% chance of being drawn from the same parent population. Note that the simulated distribution (black histogram) illustrates an upper limit to the variability that could be present in the CDF-S, resulting in a lower limit on the detectable fraction of sources. The CDF-S detects at least ≈18% of sources with max-to-min ratios > 2 and at least ≈57% of sources with max-to-min ratios > 4. A significant fraction of non-variable galaxies may still host an AGN, but the variability may remain undetected due to low counts.
For the galaxies exhibiting significant variability, we calculated the normalized excess variance (e.g., Vaughan et al. 2003) , which measures how strongly a source varies in excess of the measurement error. The excess variance is the integral of a source's PSD function over a given frequency range, which is defined by the light curve's duration (10.8 years, observed-frame) and minimum bin size (4.0 Ms, 13 observed-frame).
where σ err,i is the average of the asymmetric upward and downward measurement errors. Using the upward (downward) error would overestimate (underestimate) the errors. Zero excess variance (σ 2 nxs = 0) would indicate that the observed count fluctuation is entirely con-13 While each CDF-S epoch totals ∼1 Ms in integration time, the timescale sampled is significantly longer due to the spread in Chandra observations, of which the shortest is 4.0 Ms for the 2007 epoch (Luo et al. 2008 ).
sistent with noise rather than due to intrinsic source variability; due to statistical fluctuations, the excess variance may also be negative in this case. The σ 2 nxs values are listed in Table 2 . Note that the variability amplitude is calculated for observed-frame energy bands. The variable galaxies cover a redshift range z = 0 − 1, so the excess variance will be measured over 0.5 − 8 keV at z = 0 to 1 − 16 keV at z = 1. Variability strength is known to depend on energy in some nearby Seyfert galaxies (e.g., Ark 120, MCG-6-30-15, and I Zw 1; , and Gallo et al. 2007 , while in others, variability remains nearly constant with energy (e.g., Ton S180 and NAB 0205+024; Vaughan et al. 2002 and Gallo et al. 2004, respectively) . In the former cases, the change in variability strength is small, with a < 10% difference from 0.5 to 10 keV, so the bandpass effects at redshifts z = 0 − 1 should remain small.
We calculate the statistical error (i.e., measurement error) on the excess variance following Equation 11 of Vaughan et al. (2003) .
3) The large errors on σ 2 nxs (Table 2 ) are due to the small numbers of counts observed for most sources (e.g., 12 of 20 variable galaxies have 100 net counts); four variable galaxies with net counts 50 have excess variance measurements completely dominated by statistical uncertainty [σ 2 nxs err(σ 2 nxs )]. Nevertheless, most variable galaxies have excess variance measured at the 1σ level.
The excess variance contains additional sources of uncertainty aside from statistical error: (1) random scatter intrinsic to the stochastic nature of AGN variability (Vaughan et al. 2003) and (2) uncertainty and systematic bias due to sparse sampling of the light curve. The sparse pattern of CDF-S observations will lead to large uncertainty in the mean flux measurement, and since the measured mean will be closer to the sampled data points rather than the true mean, the variance measurements will tend to be underestimated (Allevato et al. in preparation) . We again employ a Monte Carlo simulation to model the uncertainty and systematic effects produced by random scatter and sparse sampling.
We follow the same procedure described above to produce 5,000 light curves for every variable source. The mean and variance are calculated after sampling each simulated light curve with the CDF-S observing pattern. The sampling bias can be corrected by rescaling the observed variance by a factor equal to the ratio between the "true" input variance (i.e., the observed variance used as input in the simulations) and the median output variance (i.e., the biased variance affected by sparse sampling): f scale = σ 2 meas /median(σ 2 sim ). The median output variance is calculated over all 5,000 light curves. The amount of systematic bias depends on the frequency and regularity of the sampling. If the sampling is regular, the scaling factor will approach unity as the number of samples increases; however, the scaling factor will remain above unity even at high sampling frequency if the sampling is irregular (Allevato et al. in preparation) . The slope of the PSD will also affect the sampling biasa steeper PSD slope (i.e., β = −2 instead of β = −1) will result in a larger bias for a given sampling pattern. Since the intrinsic PSD slopes are not known, we apply uniform corrections assuming β = −1; however, sourceto-source variations in PSD slope may be a significant source of scatter in variability measurements.
We find that the scaling factors range from f scale ≈ 0.03 to 4.8, with a mean f scale,mean ≈ 1.54 and a scatter on f scale,mean of σ f ≈ 0.87. In ≈76% of the sources, the scaling factor is greater than unity, indicating that the variance is underestimated due to the sampling bias. Note that the Monte Carlo PSD is normalized by each source's variance, which is calculated using the source's light curve. Since the heavy binning could smear out high frequency variations, this method could result in an artificially smaller scaling factor. However, Allevato et al., in preparation, find a similarly small bias (f scale < 2) when sampling higher frequencies for a wide range of S/N ratios, gap lengths and sampling patterns. More importantly, the scatter on the f scale factor calculated for each source is large (≈ 40% − 190%), so individual measurements, even when corrected for bias, are likely to be poor estimates of the intrinsic variance. Therefore, variability properties of CDF-S galaxies are best considered in ensemble rather than on an individual basis. Bias-corrected excess variances (σ 2 nxs,corr ) are listed in Table 2 and are used for all further analysis unless otherwise noted.
Comparisons with XRB and ULX Variability
The three most likely sources of X-ray variability are X-ray binary (XRB) populations, ultraluminous X-ray sources (ULXs), and accreting SMBHs. In this section, we show that the first two possibilities are not likely to dominate the measured galaxy variability.
To examine the potential contribution of X-ray binary populations to variability, we must first determine the relative contributions of low-mass X-ray binaries (LMXB) and high-mass X-ray binaries (HMXB) to the hard (2-10 keV), galaxy-wide X-ray luminosity (L XRB ).
14 Galaxy stellar mass (M ⋆ ) scales the contribution of (older) LMXBs, and star formation rate (SFR) scales the contribution of (younger) HMXBs (e.g., Equation 3 of Lehmer et al. 2010) . M ⋆ and SFR are calculated for each galaxy in Xue et al. (2010) using the optical colors and the UV and IR luminosities. Both the Lehmer et al. (2010) relations and the Xue et al. (2010) calculations adopt the same initial stellar mass function (Kroupa 2001) . However, since Lehmer et al. (2010) and Xue et al. (2010) use different formalisms for computing stellar masses (Bell et al. 2003 and Zibetti et al. 2009 , respectively, which differ primarily due to their models of star formation history), we apply a correction factor of 2.6 to the stellar masses from Xue et al. (2010) . The SFR and M ⋆ values for each variable galaxy are listed in Table 2 .
By comparing the expected LMXB and HMXB contributions to the total luminosity, we can determine which 14 We measure variability in the 0.5-8 keV band, but by limiting the comparison to the 2-10 keV luminosities, we limit the contribution of other sources of galaxy-wide X-ray emission (hot gas, supernovae, supernova remnants, and O-stars), which fade sharply above 2 keV and can be considered negligible.
population ought to dominate the variability. In the variable galaxies, SFR ranges from 0.04 to 55 M ⊙ yr −1 with a median of 2.2 M ⊙ yr −1 ; M ⋆ ranges from 2 × 10 7 to 6×10 11 M ⊙ with a median of 1.2×10 10 M ⊙ . We find that all but six of 20 variable galaxies are expected to have a larger HMXB contribution. L HMXB (SFR)/L LMXB (M ⋆ ) ranges from 0.01 to 75.8 with a median of 2.6 (Table 2). HMXBs are generally more variable than LMXBs (Gilfanov et al. 2004) , so unless LMXBs dominate the X-ray output of a galaxy, we neglect their contribution.
To determine the variability expected from the HMXBs, we follow the relations in §4.2.3 of Gilfanov et al. (2004) , where the variability of the HMXB population is roughly determined by the galaxy's SFR. The following relations were obtained from Monte Carlo simulations with a power-law HMXB luminosity function with slope α = −1.6 and a cut-off luminosity at L cut = 2×10 40 ergs s 
Here, σ rms,0 is the fractional rms (i.e., the square root of the excess variance) expected from an individual X-ray binary, which can be as large as 20-30% on ∼year timescales (e.g., Gilfanov 2010), and σ rms,tot is the total variability. We take σ rms,0 = 0.3 and calculate the upper limit on σ rms,tot . In the most extreme case, we find that the upper limit on variability expected from an HMXB population is σ 2 XRB < 0.044. In six galaxies, LMXBs are expected to dominate the X-ray luminosity. Four of the six have log M ⋆ > 10.5 M ⊙ , and therefore have large enough stellar mass to follow a σrms,tot σrms,0 ∝ M −1/2 stellar law ( §4.4.2 of Gilfanov et al. 2004) . For the remaining two galaxies, we follow the trend in Figure 12 of Gilfanov et al. (2004) . The upper limit on variability expected from an LMXB population is σ 2 XRB < 0.02. We find that XRB populations cannot explain the full extent of the X-ray variability for variable galaxies. We also consider whether one or more ultraluminous X-ray sources (ULXs) may dominate a galaxy's X-ray output. The nature of ULXs is still debated, but most likely involves accretion onto massive stellar black holes (30-100 M ⊙ ); a few cases may involve accretion onto intermediate mass black holes (100-300 M ⊙ ) or beamed emission from 10-20 M ⊙ black holes. Typical luminosities span L 0.5−8keV ≈ 10 39 -10 41 ergs s −1 (e.g., Lehmer et al. 2006; Swartz et al. 2011) . In a survey of 1,441 X-ray point sources in 32 nearby galaxies in the Chandra archive, Colbert et al. (2004) found ULXs in 19 galaxies; the contribution of one or more ULXs to a galaxy's total X-ray point source luminosity ranged from 7%-87%, with a median contribution of 43%.
ULXs could potentially explain nine variable galaxies with L 0.5−8keV < 10 41 ergs s −1 . However, since ULXs tend to be associated with star-forming regions (e.g., Swartz et al. 2004 ) and occur more frequently in latetype/irregular galaxies than in early-type galaxies (e.g., Walton et al. 2011) , the five variable galaxies with both L 0.5−8keV < 10 41 ergs s −1 and late-type morphology (see §5.2) are more likely to host ULXs. One method of finding ULXs is to search for off-nuclear sources. We plot postage-stamp images (8 ′′ × 8 ′′ ) of the GOODS-S/GEMS HST V 606-band for the variable galaxies in Figure 9 . The circle overplotted on each image has a radius 1.5 times the Chandra positional erro, which is calculated at the 90% significance level. As in Lehmer et al. (2006) , X-ray sources offset from the galaxy nucleus by more than 1.5 times the positional error are considered off-nuclear.
We find one marginally off-nuclear source: 033219.27−275406.7 (XID = 269).
The primary optical source appears to be an early-type galaxy with blending toward the galaxy to the lower right, suggesting a merger. Both galaxies have similar redshifts (z = 0.960 and 0.956, respectively); the first redshift is spectroscopic and secure (see §2) and the second is photometric (Xue et al. 2010 ). The high X-ray luminosity (L 0.5−8keV ≈ 2.2×10 42 ergs s −1 ) suggests that a ULX is likely not the dominant source of X-ray emission from this galaxy.
One variable galaxy, 033230.00−274405.0 (XID = 418), was previously identified as being off-nuclear in the 1 Ms CDF-S (Lehmer et al. 2006) . With the additional data from the 4 Ms CDF-S, the X-ray source position has been refined (with reduced uncertainty) to be consistent with the galaxy's nucleus. The off-nuclear source discussed in the previous paragraph (XID = 269) was not detected in the 1 Ms CDF-S, so it was not considered by Lehmer et al. (2006) .
We cannot rule out that a ULX may lie too close to a galaxy's nucleus to be detected as an off-nuclear source. However, the possibility of ULXs in most variable galaxies is mitigated by high X-ray luminosities and/or earlytype morphology, so since we find no plausible off-nuclear ULXs, we conclude that ULXs are unlikely to dominate the emission from variable galaxies. Accretion onto a SMBH remains the best explanation of variable galaxies.
SUPPORTING EVIDENCE FOR LLAGN
We investigate the X-ray spectral shapes, the morphologies, and the optical spectral classifications of the variable galaxies for two purposes: (1) characterizing the variable galaxy population, and (2) determining whether their properties are consistent with those of LLAGN.
X-ray Spectral Shape
As discussed in §2, Xue et al. (2011) calculate the effective photon index for each source based on the ratio of count rates in the 2-8 keV and 0.5-2 keV bands (Table 2). For 10 variable galaxies detected in the soft band but not the hard band, lower limits are listed. For 4 lowcount variable galaxies detected either in the full-band, soft-band, or both, no reliable effective photon index can be determined, so Γ eff is set to 1.40.
Since 14 sources have poorly determined Γ eff , we perform a stacking analysis on all variable galaxies with < 150 net counts to determine an average photon index for the sample. The three highest count sources (with 199.2, 275.6, and 608.9 net counts) are excluded from the stacking analysis since they could dominate the stacked signal, but the results remain the same within errors if these sources are included.
Following the procedure in Luo et al. (2011), we calculate the soft and hard-band counts in a 3 ′′ diameter aperture for each source. The background is calculated by averaging the counts in 1,000 randomly placed, sourcefree apertures within a 1 ′ -radius circle around the source position. The individual source counts are summed and background is subtracted. Aperture corrections are applied, averaged over all the observations weighted by exposure time (see Luo et al. 2011 for details), before calculating the band ratio.
The stacked effective photon index for the 17 relevant variable galaxies is Γ stack ≈ 1.93±0.13, which is consistent with the typical photon index for local Seyfert galaxies (Γ ∼ 1.8; e.g., Dadina et al. 2008 ) at the 1σ level. Including all 20 variable galaxies, Γ stack ≈ 1.82±0.08. While absorption may still be present in some individual sources, the soft spectrum implied by the stacked effective photon index indicates that the average variable galaxy is not heavily obscured. The X-ray luminosities are therefore intrinsically low and indicate that variable galaxies are most likely LLAGN.
Galaxy Morphologies
Postage-stamp images (8 ′′ × 8 ′′ ) of the GOODS-S/GEMS HST V 606-band for CDF-S variable and nonvariable galaxies are shown in Figures 9 and 10 , respectively, with Chandra error circles overlaid. Galaxies are classified by eye as late-type, early-type, irregular, or undetermined. Mergers are also visually classified based on blending and/or tidal tails between two or more galaxies.
Since visual classifications are subjective and are particularly unreliable for distant, poorly resolved galaxies, we also apply the color-magnitude relation given in Bell et al. (2004) , where galaxies are considered part of the "red sequence" (i.e., early-type morphology) if they are redder than (M U -M V ) = -0.31z -0.08M V -0.51. Galaxies with bluer colors are considered part of the "blue cloud" (i.e., late-type morphology). Although the color-magnitude diagram leads to a more objective classification scheme, there are nevertheless significant uncertainties, both in the rest-frame magnitudes and colors, and in the definition of the Bell et al. (2004) relation. Moreover, the color classification is complicated by the fact that many of the galaxies lie in between the red sequence and blue cloud, in the so-called "green valley." In cases where the color and the visually classified morphology disagree, we choose a final classification, preferring the visually classified morphologies in nearby, well-resolved galaxies, and the color classification in distant and/or poorly resolved galaxies. Considering only galaxies classified as early or late-type, the visual and color classifications agree ≈54% of the time. Table 2 lists each galaxy's morphological type as determined by visual classification, the rest-frame magnitude and color (from Xue et al. 2011) , the color classification according to Bell et al. (2004) , and the final classification.
Based on the final classification from −5.8 %, respectively). The M ⋆ and SFR distributions for variable and non-variable galaxies show no significant difference (P KS > 10%).
We find that the fraction of mergers among variable and non-variable galaxies is consistent within errors (9.1 +10.6 −3.1 % and 20.0 +5.5 −3.9 %, respectively).
Optical Spectroscopic Classification
Most (18/20) variable galaxies have optical spectral observations (Szokoly et al. 2004; Zheng et al. 2004; Mignoli et al. 2005; Ravikumar et al. 2007; Popesso et al. 2009; Silverman et al. 2010) , from which spectroscopic redshifts were determined. In all cases, the optical spectra are classified as galaxies, showing only narrow emission lines or absorption lines. Szokoly et al. (2004) classify objects in more detail. Of the eight variable galaxies listed in the Szokoly et al. (2004) catalog, two have typical galaxy spectra showing only absorption lines. The remaining six are classified as having low-excitation emission lines consistent with H II region-type spectra. These objects would be classified as normal galaxies based on the optical data alone as the presence of the AGN cannot be established. However, one of these, 033222.78−275224.2 (XID = 312), has sufficient signal-to-noise in the optical spectrum to measure line ratios. This object is classified as a LINER by Szokoly et al. (2004) via the line ratio diagnostics given by Ho & Sargent (1993) .
6. GALAXY VS. AGN VARIABILITY 6.1. The Variability-Luminosity Anti-Correlation In this section, we investigate how galaxy variability compares to AGN variability. We first confirm a significant anti-correlation between excess variance and X-ray luminosity among AGN, as seen in previous work (e.g., Barr & Mushotzky 1986; Lawrence & Papadakis 1993; Nandra et al. 1997; Hawkins 2000; Paolillo et al. 2004 ). The anti-correlation is plotted in Figure 11 for significantly variable sources as σ 2 nxs,corr vs. L 0.5−8keV . The excess variance includes the bias correction discussed in §4.1. The rest-frame X-ray luminosities are calculated differently for AGN and galaxies, as described in §2. The Spearman rank correlation coefficient (ρ s = −0.44) shows the correlation is significant at P s ≈ 10 −9 (5.9σ) for AGN only (red circles). The correlation increases in significance to P s ≈ 8 × 10 −12 (6.4σ) if all variable sources above L 0.5−8keV = 10 41 ergs s −1 are considered, including those classified as galaxies (black circles and stars). No significant correlation is found if the sample is limited to only the variable galaxies, which are discussed further in §6.2. Note that the correlation coefficient and best-fit line parameters (given below) remain consistent within errors if calculated using the excess variance uncorrected for sampling bias (σ 2 nxs ). Since both variability and luminosity may depend on other parameters, such as black hole mass and/or accretion rate, we fit the data using sixlin.pro, an IDL program adapted from Isobe et al. (1990) . A least-squares bisector fit to sources with L 0.5−8 keV > 10 41 ergs s Figure 11 show the weighted means for each luminosity bin; as expected, these are consistent with the weighted least-squares bisector. Note that since weighted means will most closely follow data with small error bars, they are weighted heavily downward in this log-log plot. Limiting the sample further to sources with L 0.5−8keV > 10 42 ergs s −1 results in σ 0.5−8keV ), which included non-varying sources. We choose not to include upper limits for non-varying sources in our analysis because the assumptions underlying survival analysis, which have been successfully applied to deal with censored data in other astronomical situations, do not apply here because: (1) the excess variance measurements of most sources lie near the detection limit, (2) a large percentage of sources do not have detected variability (≈50% of AGN and ≈78% of galaxies), and (3) a significant percentage of sources with no detected variability, especially those classified as galaxies, may truly not be variable (i.e., σ 2 nxs ∼ 0). By not including censored data in this paper's measurements, we likely bias the measured slopes and possibly the significance of the anti-correlation. Nevertheless, the variability-luminosity anti-correlation has been observed to follow a model based on SMBH mass and accretion rate (e.g., Papadakis et al. 2008b) , suggesting that the anti-correlation is real, though probably not linear. The model is discussed further in §6.3.
We check for other potential biases that may affect the luminosity-variability anti-correlation. The log-log plot of Figure 11 has the disadvantage of "hiding" sources with negative σ 2 nxs,corr values. Sources with low flux values, and hence higher scatter in σ 2 nxs,corr will therefore appear to have stronger variability, since the σ 2 nxs,corr values scattered to negative values will be hidden. To check for this bias, we remove high scatter sources with err(σ 2 nxs,corr ) > 0.1, excluding all but 38 sources, and find that the σ 2 nxs,corr −L 0.5−8keV correlation remains significant at P s ≈ 0.9% (2.6σ). The best-fit slope and intercept remain consistent at the 1σ level.
The flux-limited nature of the CDF-S survey presents another potential bias. Since luminosity correlates with redshift, and intrinsic variability timescales decrease with redshift, the decrease in variability strength as luminosity increases could, in principle, simply reflect the fact that shorter timescales are studied at higher redshifts, and therefore exhibit less variability due to the red-noise nature of AGN light curves. To check for a possible redshift bias, we examine the σ 2 nxs,corr -L 0.5−8keV correlation using a sub-sample within a narrow redshift range (0.55 < z < 0.75). This redshift range selects 10% of the total sample, covers luminosities from L 0.5−8keV ∼ 10 41.5 to 10 44 ergs s −1 , and results in minimal differences in rest-frame timescales. The Spearman rank correlation coefficient for this sub-sample remains significant at P s ≈ 0.8% (2.6σ); the slope and intercept are consistent at the 1σ level.
The above test also addresses another potential bias due to the redshift range of the sample. The σ 2 nxs values listed in Table 2 measure the variability strength in the observed frame, so they will sample different energy bands depending on the source's redshift (see §4.1 for discussion). This could introduce bias if the variablity amplitude changes with increasing energy: from 0.5 − 8 keV at z = 0 to 1 − 16 keV at z = 1. The slope and intercept remain the same within the narrow redshift range tested above, suggesting that any such bias does not have a significant effect on the sample.
Suppressed Variability in LLAGN
Variable sources with luminosities less than L 0.5−8keV = 10 41 ergs s −1 tend to fall significantly below the extrapolated linear relation by factors of ≈6-80 (median factor of ≈24), indicating a drop in variability relative to the linear relation on long timescales for LLAGN. This "suppressed" variability can be shown to be intrinsic to properties of AGN variability rather than due to dilution by unrelated XRB populations.
In §4.2, we showed that galaxy variability cannot be attributed solely to XRB populations. We now check whether the XRB contribution could nevertheless dilute the observed variability by estimating how much XRBs are expected to contribute to the total hard (2-10 keV), galaxy-wide X-ray luminosity (L XRB ; see §4.2; Lehmer et al. 2010) .
We compare L XRB to the measured, intrinsic X-ray luminosity. First, L 0.5−8keV is converted to L 2−10keV , using the intrinsic photon index of Γ = 1.8 adopted by Xue et al. (2011) for AGN, and the stacked photon index Γ stack ≈ 1.9 for galaxies (see §2). Figure 12 plots the measured 2-10 keV luminosity against that expected from an XRB population for variable galaxies (red stars) and non-variable galaxies (green squares). For reference, we plot in the same figure 369 CDF-S AGN (open orange circles), 32 local galaxies (Colbert et al. 2004) , and 20 local luminous infrared galaxies, which are likely to be actively star-forming (Lehmer et al. 2010) . The red solid line shows unity, while the dotted lines mark the dispersion observed in Lehmer et al. (2010) .
A K-S test shows no significant difference between the relative XRB contribution in variable and non-variable galaxies. The CDF-S galaxies on average tend to lie above unity, with a median L 2−10keV /L XRB ≈ 4.6. The X-ray excess in the non-variable galaxy population is perhaps not surprising given the flux-limited nature of the CDF-S survey, which is more likely to detect the objects at the bright end of the galaxy X-ray luminosity function, and may result in a high percentage of "contamination" by AGN.
The median X-ray excess for variable galaxies (L 2−10keV,tot /L 2−10keV,XRB ≈ 9.2) suggests that XRBs contribute ∼11% of the 2-10 keV luminosity for the average variable galaxy. For six variable galaxies, the total Xray emission is consistent with that expected from XRB emission within the scatter of the Lehmer et al. (2010) relation (see Fig. 12 ), suggesting that dilution may be more significant in these sources. Three of these sources have variability consistent with the linear variabilityluminosity relation, while three have suppressed variability (filled black stars in Fig. 11 ). Dilution by XRB variability may therefore play a role in suppressed variability, but cannot fully explain the extent to which σ 2 nxs,corr is suppressed at low luminosities.
An alternative possible explanation for the suppressed variability at low luminosities is a change in accretion structure. Ptak et al. (1998) found a similar drop in variability strength below L 2−10keV ≈ 2×10 41 ergs s −1 in a sample of LLAGN and LINERs observed with ASCA on variability timescales of less than a day. The authors hypothesized that a radiatively inefficient accretion flow (RIAF, e.g., Yuan & Narayan 2004) could be responsible for suppressed short-timescale variability at low luminosities due to the larger extent of the X-ray source. This scenario would not obviously explain the reduced variability on ∼month-year timescales seen here. RIAF models also predict a hard X-ray photon index due to the lack of an optically thick accretion disk, which provides the soft X-ray photons. The stacked X-ray photon index for variable galaxies (Γ stack ≈ 1.93±0.13; §5.1) is inconsistent with this prediction.
Studies since Ptak et al. (1998) have found evidence both for "suppressed" variability in LLAGN (e.g., Ptak et al. 2004; Markowitz & Uttley 2005; Papadakis et al. 2008a ) and against it (e.g., Binder et al. 2009; Pian et al. 2010) .
Similarly, objects such as narrow-line Seyfert 1 (NLS1) galaxies and the dwarf Seyfert NGC 4395 (M BH ≈ 3.6 × 10 5 M ⊙ ) exhibit "excess" vairability for their luminosity (Boller et al. 1996; Iwasawa et al. 2010) . However, when plotting variability against mass instead of luminosity (e.g., Papadakis et al. 2008a; Miniutti et al. 2009 ), such discrepancies disappear, with residual differences possibly due to varying accretion rates (e.g., McHardy et al. 2004; Markowitz & Uttley 2005) .
To investigate the role of SMBH mass (M BH ) and accretion rate (normalized by the Eddington rate;ṁ = M /Ṁ Edd ), we have obtained rough estimates for all variable sources. Masses and Eddington ratios for all galaxies, variable and non-variable, are listed in Table 2 . The SMBH masses are estimated via the scaling relation between M BH and absolute K-band magnitude (Graham 2007) :
The total absolute rest-frame K-band magnitudes are derived from SED fitting in Xue et al. (2010) with a random scatter of 0.3 mag. An X-ray luminosity-dependent correction factor (Equation 1 of Vasudevan et al. 2009 ) corrects for nuclear emission. We assume that the host galaxy is bulge-dominated, a valid assumption for most AGN (e.g., Kauffman et al. 2003; Grogin et al. 2005) . Several variable galaxies, however, are not bulge-dominated (nine are late-type; see Table 2 ), so their black hole masses may be overestimated. We apply a luminosity-dependent bolometric correction (κ 2−10keV ) to estimate the bolometric luminosity (Marconi et al. 2004 ) and calculate the Ed-
Note, that the Marconi et al. (2004) correction is calculated explicitly for L 2−10keV > 10 42 ergs s −1 ; we extrapolate this relation down to the lower luminosities of the variable galaxy sample.
Both the M BH and L bol estimation techniques are known to have large dispersions. The M BH -M K scaling relation has a total scatter of 0.33 dex, and additional uncertainty will come from the luminosity-dependent correction for nuclear emission, which is based on template SEDs (Vasudevan et al. 2009 ). In addition, the assumption that all the variable galaxies are bulge-dominated will produce additional scatter.
15 The bolometric correction, too, has large scatter due to the intrinsic dispersion in the SED. The uncertainty in L bol due to SED dispersion is ∼20% for luminous AGN (Elvis et al. 1994; Richards et al. 2006) . There is some debate regarding the similarity between the SEDs of LLAGN and luminous AGN (e.g., §1 ; Ho 1999 and Ho 2002 vs. Maoz et al. 2007 ); however, the luminous AGN SED dispersion likely serves as a lower limit to dispersion in LLAGN SEDs.
Variable galaxies tend to have lower accretion rates ( ṁ = 4 × 10 −4 ) and masses ( M BH = 2.6 × 10 7 M ⊙ ) than variable AGN ( ṁ = 9 × 10 −3 ; M BH = 6.2 × 10 7 M ⊙ ), where we have limited the AGN sample to z < 1 for purposes of comparison. A K-S test shows that the differences in theṁ and M BH distributions are significant: P KS ≈ 1.7×10
−5 and P KS ≈ 0.002, respectively. The properties of variable AGN and galaxies are consistent with the range of estimates made by Babic et al. (2007) for X-ray selected, z < 1 AGN in the 1 Ms CDF-S, which spanṁ ∼ 10 −5 − 1 (median ≈ 0.001) and M BH ∼ 10 6 − 10 10 M ⊙ (median ≈ 10 8 M ⊙ ). Unlike previous studies (O'Neill et al. 2005; Papadakis et al. 2008a; Miniutti et al. 2009 ), we find no significant (anti-)correlation between σ 2 nxs and M BH , most likely due to the large scatter in σ 2 nxs and M BH measurements, combined with the narrow range of masses probed (since most sources lie between M BH ∼ 10 7 -10 9 M ⊙ ). It is not surprising, therefore, that we find a significant anti-correlation between σ 2 nxs andṁ (P KS ≈ 1.6 × 10 −11 , 6.3σ), plotted in Figure 13 , which is likely an artefact of the σ 2 nxs -L 0.5−8keV anti-correlation. Nevertheless, it is interesting that in Figure 13 the variable galaxies (black circles) connect smoothly with the more luminous AGN (red circles), with no discrepancy in variability strength. This suggests that the factor of 22.5 difference inṁ may explain the "suppressed"
15 The scaling relation in Kormendy & Gebhardt (2001) , for example, has a much larger scatter of 0.56 dex largely because of poor bulge/disc separation (Graham 2007 ).
variability in variable galaxies.
Comparing the Variability-Luminosity Relation
with Empirical Models A number of recent studies (e.g., McHardy et al. 2004; Papadakis 2004; O'Neill et al. 2005; Papadakis et al. 2008b ) have shown that X-ray variability may be determined by a combination of M BH andṁ, explaining the observed variability-luminosity relation. AGN light curves appear to be universally described by a broken power-law PSD function, where the break frequency depends on mass and accretion rate: ν bf = 0.029ηṁ(M BH /10 6 M ⊙ ) −1 , where η is the accretion efficiency, assumed to be η = 0.1 (McHardy et al. 2006) . The excess variance is equivalent to the integral of the PSD between the minimum and maximum frequencies sampled by the data, so as long as the break frequency falls within this range, the excess variance at a given luminosity will decrease with increasing M BH and increase with increasingṁ.
We compare the M BH andṁ values estimated in §6.2 to the variability measured for the variable AGN and galaxy populations. Assuming a universal PSD function, we derive the variability-luminosity relations expected for the CDF-S sampling pattern, given a range of SMBH masses and accretion rates (e.g., Papadakis et al. 2008b , and references therein). The bolometric luminosity, which is calculated directly from M BH andṁ, is converted to X-ray luminosity via a bolometric correction (Marconi et al. 2004) . Where the break frequency lies outside the timescales sampled by the data (depending on the combination ofṁ and M BH ), the excess variance will remain constant.
The model variability-luminosity relations are plotted in Figure 14 for the average accretion rates for variable (ṁ = 9 × 10 −3 ; dashed line) and non-variable (ṁ = 4 × 10 −4 ; dash-dotted line) galaxies covering M BH = 10 5 -10 1 0 M ⊙ (low to high L 0.5−8keV ). Both variable populations are limited to z < 1 for comparison, and the relations are calculated at z = 0.5 and z = 0.7, the median redshifts for variable galaxies and AGN, respectively; using model redshifts z = 0 or 1 resulted in negligible changes. The shape of the observed variabilityluminosity anti-correlation, including the plateau at low luminosity, is roughly reproduced by the model. The plateau occurs when the break frequency lies outside the range of timescales sampled by the data. Unfortunately, the long timescales (especially the long minimum timescale of 4 Ms; see §4.1) and the large scatter prevent the models from distinguishing between the significantly different accretion rates estimated for variable galaxies and AGN.
Note that most sources are more variable than predicted by the model. We note some possible sources of bias: (1) The normalization of the PSD function used to calculate the models is based on a small sample of nearby AGN (Papadakis 2004 ) and may therefore not be representative of CDF-S AGN out to z ≈ 1. (2) Both the models and the bias correction applied to the measured excess variance ( §4.1) depend on a universal broken power-law PSD function, but the slopes of the PSD may vary between individual sources, and some sources may even have a second break at shorter frequencies (e.g., McHardy et al. 2007) . (3) Peculiar sources, such as NLS1s, exhibit higher variability 16 , so the variable sample may suffer from selection effects due to the higher sensitivity to more variable sources ( §4.1).
CONCLUSIONS AND FUTURE WORK
We have investigated the variability properties of sources classified as galaxies in the 4 Ms CDF-S by dividing the observations into ≈1 Ms epochs. We find the following main results:
1. Using a χ 2 -based Monte Carlo simulation appropriate for low-count sources, 20 of 92 galaxies are selected as variable, as well as 185 of 369 AGN. Variability is effective in selecting AGN that do not meet other AGN selection criteria, such as cuts based on X-ray luminosity, X-ray-to-optical flux ratio, or excess X-ray emission compared to radio emission expected from star-forming galaxies (see §3). If all 20 variable galaxies are accreting SMBH, then the commonly used selection criteria employed by Xue et al. (2011) miss 20 of 389 AGN (≈5.1%), and 19 of 54 LLAGN (≈35.2%; where LLAGN are arbitrarily defined as having L 0.5−8keV < 10 42 ergs s −1 ). Due to the low counts measured for most galaxies, it is likely that some non-variable galaxies may still host an AGN but not exhibit detectable variability, so these fractions serve as lower limits.
2. We measure variability strength with the normalized excess variance, accounting for measurement error, red-noise scatter, and bias due to the CDF-S sampling pattern. Comparing the bias-corrected excess variance to that expected from XRB populations, we find that XRBs cannot explain galaxy variability.
3. The possibility of energetically significant ULXs in variable galaxies is mitigated by high X-ray luminosities and/or early-type morphology. In addition, we find no plausible off-nuclear ULXs.
4. Galaxy X-ray variability is most likely associated with accretion onto a relatively unobscured SMBH. Though some absorption may be present, the individual and stacked photon indices show no indication of heavy obscuration and are consistent with the typical AGN spectral shape (Γ stack ∼ 1.93±0.13).
5. We confirm a significant anti-correlation between excess variance and X-ray luminosity, and find the slope and intercept to be consistent with what is reported in the literature for shorter timescales. We show that the sampling bias induced by the CDF-S observing pattern does not affect the anti-correlation slope or significance.
6. Low-luminosity sources (L 0.5−8keV < 10 41 ergs s −1 , largely variable galaxies) have "suppressed" variability compared to the extrapolated linear relation between excess variance and X-ray luminosity. This may be explained by their lower accretion rates. Variable galaxies sample a different mass-accretion rate space than the rest of the AGN population, with significantly lower accretion rates ( ṁ = 4 × 10 −4 ) and masses ( M BH = 2.6 × 10 7 M ⊙ ) than variable AGN ( ṁ = 9 × 10 −3 ; M BH = 6.2 × 10 7 M ⊙ ) in the same redshift range (z < 1). 7. We find that an empirical model based on a universal broken power-law PSD function, where the break frequency depends on SMBH mass and accretion rate, roughly reproduces the shape of the variabilityluminosity anti-correlation. However, the normalization of the model is low compared to the data, suggesting systematic bias either within the data (e.g., selection effects) or the model (e.g., incorrect normalization for LLAGN at z 1).
We have shown that the variability measured by deep X-ray surveys is an effective technique for selecting cosmologically distant LLAGN. Extending the CDF-S to even longer exposures would enable detection of variability in both fainter and less variable sources, thus allowing better characterization of the properties and abundance of the LLAGN population. Within the 4 Ms CDF-S, smaller time bins could be used to search for variability and better characterize the variability presented here.
In addition, follow-up optical spectroscopy is necessary to characterize the LLAGN population presented here. While Szokoly et al. (2004) were able to classify one object as a LINER, the spectra for the other sources did not have sufficient signal-to-noise to measure line ratios, so these objects would require either deeper optical spectroscopy or stacking of the currently available spectra. Method of redshift measurement (s = spectroscopic, p = photometric) 5
Upper limit flag for net counts 6
Total net counts in the 0.5-8.0 keV band or 3σ upper limit 7 log L 0.5−8keV (ergs s −1 ) 8-10
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Final galaxy classification 27 log M BH (M ⊙ ) 28 logṀ /Ṁ Edd a The effective photon index is calculated from the band ratio. For sources detected in the soft band but not the hard band, Γ eff is a lower limit. When the counts are too low to determine reliably the photon index from the band ratio, Γ eff is set to 1.4. b Errors on excess variance are calculated according to Equation (11) from Vaughan et al. (2003) . The excess variance is not significant for non-variable galaxies, but the errors can be used to calculate an upper limit. . Light curves for 6 representative CDF-S sources classified as galaxies that exhibit significant variability. Full-band (0.5-8 keV, observed-frame) counts have been grouped into the four epochs and asymmetric errors on the count rates were calculated via Gehrels (1986) . The mean count rate is overplotted as a dashed line, and the error on the mean is shown as the grey shaded area. Each plot lists the P X 2 values and source names. . R-band magnitude vs. full-band X-ray flux for sources in the main CDF-S catalog of Xue et al. (2011) , where filled symbols mark sources with significant variability (P X 2 < 0.05). Sources classified as AGN, galaxies, and stars are marked with red, black, and blue symbols, respectively. Constant flux ratios are marked with diagonal lines: from top to bottom, log(Fx/F R ) = +1, −1, and −2. The vertical dotted line marks the on-axis full-band flux limit for 20 net counts. The sources with R-band magnitude lower limits at the top of the plot (≈25% of CDF-S sources) have no R-band counterpart. Figure 7 . The distribution of max-to-min ratios for simulated light curves based on CDF-S galaxies (black histogram) and for measured light curves of variable galaxies (red histogram). Figure 8 . The distribution of the bias-corrected normalized excess variance σ 2 nxs,corr for CDF-S sources classified as variable galaxies (red histogram), with non-variable galaxies (blue histogram) shown for reference. As expected, the distribution of non-variable galaxies, though affected by scatter due to statistical fluctuations, centers around zero (i.e., variability strength is attributable to Poisson fluctuations). The red dashed line marks the maximum variability expected from an XRB population. Figure 9 . Postage-stamp images from the GOODS-S/GEMS HST V 606 band for 20 variable galaxies. The label at the top of each image gives the source name. The numbers at the bottom of each image indicate the source number (XID) in the main CDF-S catalog, the adopted redshift, and the logarithm of the full-band luminosity as calculated in §2. The circle overplotted on each image has a radius of 1.5 times the X-ray positional error, which is calculated at the 90% significance level, to illustrate whether an X-ray source is considered to be off-nuclear (Lehmer et al. 2006) . Each image is 8 ′′ × 8 ′′ with the position of the X-ray source of interest located at the center. Figure 10 . Postage-stamp images from the GOODS-S/GEMS HST V 606 band for 72 non-variable galaxies. The labels and error circles are the same as for Figure 9 . Figure 11 . The bias-corrected normalized excess variance (σ 2 nxs,corr ) vs. X-ray luminosity (L 0.5−8keV ) for CDF-S sources classified as AGN (red circles) and variable galaxies (black circles and stars) in the 4 Ms main catalog, where sources with L 0.5−8keV >10 41 ergs s −1 are fitted with a weighted least-squares regression (dashed line); the shaded area shows the dispersion around the fitted line. Black stars highlight six variable galaxies with significant XRB contribution to the total luminosity, discussed further in §6.2. Error bars include both measurement errors and errors associated with red-noise scatter and sampling ( §4.1). Large blue squares mark the weighted means for each luminosity bin; error bars are the standard deviation of the data in each bin. Ultraluminous X-ray sources (ULX) are generally not expected above L 0.5−8keV ∼ 10 41 ergs s −1 (vertical dotted line). Figure 12 . The observed 2-10 keV X-ray power (L 2−10keV,tot ) vs. that expected from an XRB population (L 2−10keV,XRB ) for variable (red stars) and non-variable (green squares) galaxies. Arrows designate upper limits on L 2−10keV,tot . CDF-S AGN (open orange circles), 32 local galaxies (Colbert et al. 2004) , and 20 local luminous infrared galaxies (Lehmer et al. 2010 ) are plotted for reference. Local galaxies lie on L 2−10keV,tot = L 2−10keV,XRB (red solid line), with a measured dispersion of 0.34 (red dotted lines Lehmer et al. 2010 ). Figure 13 . The bias-corrected normalized excess variance (σ 2 nxs,corr ) vs. accretion rate normalized by the Eddington rate (ṁ=Ṁ /Ṁ Edd ) for CDF-S sources classified as AGN (red circles) and variable galaxies (black circles). A weighted least-squares regression is fitted to all variable sources (dashed line), and the dotted lines show the dispersion around the best-fit line. Figure 14 . The bias-corrected normalized excess variance (σ 2 nxs,corr ) vs. X-ray luminosity (L 0.5−8keV ) as in Figure 11 for sources with z < 1. Model relations are shown for a universal broken power-law PSD function, where the break frequency depends on M BH andṁ. The relations are calculated forṁ = 9 × 10 −3 (dashed line) andṁ = 4 × 10 −4 (dash-dotted line), where M BH = 10 5 -10 10 M ⊙ (low to high L 0.5−8keV ).
