Abstract. Often in neurosurgical planning a dual spin echo acquisition is performed that yields proton density (PD) and T2-weighted images to evaluate edema near a tumor or lesion. The development of vessel segmentation algorithms for PD images is of general interest since this type of acquisition is widespread and is entirely noninvasive. Whereas vessels are signaled by black blood contrast in such images, extracting them is a challenge because other anatomical structures also yield similar contrasts at their boundaries. In this paper, we present a novel multi-scale geometric flow for segmenting vasculature from standard MRI which can also be applied to the easier cases of angiography data. We first apply Frangi's vesselness measure [3] to find putative centerlines of tubular structures along with their estimated radii. This measure is then distributed to create a vector field which is orthogonal to vessel boundaries so that the flux maximizing geometric flow algorithm of [14] can be used to recover them. We perform a quantitative cross validation on PD, phase contrast (PC) angiography and time of flight (TOF) angiography volumes, all obtained for the same subject. A significant finding is that whereas more than 80% of the vasculature recovered from the angiographic data is also recovered from the PD volume. over 25% of the vasculature recovered from the PD volume is not detected in the TOF data. Thus, the technique can be used not only to improve upon the results obtained from angiographic data but also as an alternative when such data is not available.
Introduction
A three-dimensional (3D) representation of vasculature can be extremely important in image-guided neurosurgery, pre-surgical planning and clinical analysis. It is unfortunately often the case that in order to obtain such representations from an MRI volume an expert has to interact with it manually, coloring regions of interest and connecting them using image processing operations. This process is extremely laborious, is prone to human error and makes large scale clinical studies of vasculature infeasible. In computer vision there has been a significant amount of work towards automating the extraction of vessels or vessel centerlines, typical examples of which include [10, 6, 5, 1] . However, most of these methods have been developed for 2D projection angiography or 3D CT and MR angiography, several of which require the injection of contrast agents. To our knowledge no method currently exists for the automatic extraction of vessel boundaries in standard MRI volumes, such as the proton density (PD) image in Figure 1 . Here it is clear that a signal decrease is present in the vascular regions (the spaghetti-like structures), but the contrast between blood vessels and surrounding tissue is not limited to vessel boundaries as it is in the corresponding angiographic sequences. The problem of recovering vessels from image intensity contrast alone on PD images is a challenge and requires shape information to constrain the segmentation. If successful, such a procedure could result in a vascular model that could be used in surgical planning while eliminating the need for an additional scan thus saving time during image acquisition and easing the burden on the patient.
In this paper we introduce a novel algorithm for vessel segmentation which is designed for the case of PD images, but can be applied as well to angiographic data or Gadolinium enhanced volumes. The algorithm is motivated in part by the approach in [12] where Frangi's vesselness measure [3] is thresholded to find centerlines. However, rather than threshold this measure we extend it to yield a vector field which is locally normal to putative vessel boundaries. This in turn allows the flux maximizing geometric flow of [14] to be applied to recover vessel boundaries. This approach allows for a type of local integration, while affording the ability to connect branching structures. The flow has a formal motivation, is topologically adaptive due to its implementation using level set methods, and finally is computationally efficient. We perform a quantitative comparison of segmentations from PD, PC and TOF volumes, all obtained for the same subject ( Figure 1 ).
A Multi-Scale Geometric Flow For Segmenting Vasculature

Modeling vasculature using the Hessian
Several multi-scale approaches to modeling tubular structures in intensity images have been based on properties of the Eigen values λ 1 , λ 2 , λ 3 of the Hessian matrix H [8, 13, 3] . These methods exploit the fact that at locations centered within tubular structures the smallest Eigen value of H is close to zero, reflecting the low curvature along the direction of the vessel, and the two other Eigen values are high and are close to being equal because the cross-section of the vessel is approximately circular. The corresponding Eigen vectors span the vessel direction and the cross-sectional plane. (2) The vector from the center of the ellipsoid to the surface voxel (xe, ye, ze), as well as its projection onto the cross-sectional plane, taken to be the xy plane. We distribute the vesselness measure to all (xe, ye, ze) on the ellipsoid by scaling it by the magnitude of this projection.
We choose to focus here on Frangi's vesselness measure [3] because it incorporates information from all three Eigen values. With the Eigen values sorted such that |λ 1 | ≤ |λ 2 | ≤ |λ 3 |, three quantities are defined to differentiate blood vessels from other structures:
. R B is non zero only for blob-like structures, the R A ratio differentiates sheet-like objects from other structures and S, the Frobenius norm, is used to ensure that random noise effects are suppressed from the response. For a particular scale σ the intensity image is first convolved by a Gaussian G(σ) at that scale 1 . The vesselness measure is then defined by
(1) This measure is designed to be maximum along the centerlines of tubular structures and close to zero outside vessel-like regions.
In our implementation we set the parameters α, β and c to 0.5, 0.5 and half the maximum Frobenuis norm, respectively, as suggested in [3] . At each voxel we compute vesselness responses using ten log scale increments between σ = 0.2 and σ = 2.5 (in our data the maximum radius of a vessel is 2.5 voxels) and select the maximum vesselness response along with its scale. The chosen scale gives the estimated radius of the vessel and the Eigen vector associated with the smallest Eigen value its local orientation. This process is illustrated in Figure 2 (left) for a synthetic helix. The grey surface coincides with a particular level set of the vesselness measure. Within this surface locations of high vesselness are indicated by overlaying the Eigen vectors which correspond to the estimated vessel orientation.
Extending the vesselness measure to vessel boundaries
We now construct a vector field which is both large in magnitude at vessel boundaries as well as orthogonal to them, so that the flux maximizing flow of [14] can be applied. Since the vesselness measure is concentrated at centerlines, we need to first distribute it to the vessel boundaries which are implied by the local orientation and scale. At each voxel (x, y, z) where this measure is a local maximum in a 3x3x3 neighborhood we consider an ellipsoid with its major axis oriented along the estimated orientation and its two other axes equal to the estimated radius. The vesselness measure is then distributed over every voxel (x e , y e , z e ) on the boundary of the ellipsoid by scaling it by the projection of the vector from (x, y, z) to (x e , y e , z e ) onto the cross-sectional plane, as illustrated in Figure  2 (right). This process of distributing the vesselness measure to the implied boundaries clearly favors voxels in the cross-sectional plane. We define the addition of the extensions carried out independently at all voxels to be a scalar function φ. The extended vector field is given by the product of the normalized gradient of the original intensity image with φ:
The multi-scale geometric flow
We now apply the flux maximizing geometric flow of [14] , which is the gradient flow that evolves a curve (2D) or a surface (3D) so as to increase the inward flux of a fixed (static) vector field through its boundary as fast as possible. With S an evolving surface and − → V the vector field, this flow is given by
where − → N is the unit outward normal to each point on S. The motivation behind this flow is that it evolves a surface to a configuration where its normals are aligned with the vector field.
In their original formulations, the above flow and the related co-dimension 2 flow developed [9] are both quite restrictive since they are designed specifically for angiographic data. They are both initialized essentially by thresholding such data, and thus would fail when vasculature cannot be identified from contrast alone. Furthermore, neither has an explicit term to model tubular structures. Rather, each flow relies on the assumption that the gradient of the intensity image yields a quantity that is significant only at vessel boundaries. Finally, neither of these methods takes into account explicitly the multi-scale nature of vessels boundaries as they appear in all modalities.
With regard to the flux maximizing flow, these limitations can be overcome by choosing as the static vector field in Eq. 3 the construction defined in Eq. 2. This vector field embodies two important constraints. First, the magnitude of φ is maximum on vessel boundaries and the ellipsoidal extension performs a type of local integration. Second, ∇I |∇I| captures the direction information of the gradient, which is expected to be high at boundaries of vessels as well as orthogonal to them 2 . The surface evolution equation works out to be
where κ I is the Euclidean mean curvature of the iso-intensity level set of the image. This is a hyperbolic partial differential equation since all terms depend solely on the vector field and not on the evolving surface. The first term ∇φ, ∇I |∇I| acts like a doublet because at vessel boundaries ∇φ has a zero-crossing while ∇I does not change sign. Hence, when the evolving surface overshoots the boundary slightly, this term acts to push it back towards the boundary. The second term behaves like a geometric heat equation [4] since κ I is the mean curvature of the iso-intensity level set of the original intensity image. The flow cannot leak in regions outside vessels since by construction both φ and ∇φ are zero there.
In our implementation we compute the Hessian operator over 10 log scales and select the maximum vesselness response, using Jacobi's method for symmetric matrices to find the Hessian's Eigen values. The geometric flow in Eq. 4 is then simulated using a firstorder in time discretized level-set version of the flow [11] :
Here F = ∇φ,
, Ψ is the embedding hypersurface typically initialized as a signed Euclidean distance function to the initial seed boundaries, ∆t is the step size and the evolving surface S is obtained as the zero level set of the Ψ function.
Experiments
Image acquisition
In order to validate our algorithm we acquired four different volumes from the same subject on a Siemens 1.5 Tesla system at the Montréal Neurological Institute. We first used a PD/T2-weighted dual turbo spin-echo acquisition with sagittal excitation (2mm thick slices, 50% overlap 1mm 3 isotropic voxels, TE = 0.015s TR = 3.3s). Following this, a 3D axial phase-contrast (PC) volume (0.47mm x 0.47mm x 1.5mm resolution, TE = 0.0082s TR = 0.071s) and a 3D axial time-of-flight (TOF) volume (0.43mm x 0.43mm x 1.2 mm resolution, TE = 0.0069s TR = 0.042s) were acquired. Each data set was registered to a standardized coordinate system and re-sampled onto a 0.5mm 3 isotropic voxel grid to facilitate processing and comparisons (Figure 1 ).
In the PC data, contrast is determined by tissue motion. Static tissue yields no signal, and is therefore black. In the TOF data, vessel brightness is proportional to blood flow velocity. However complex flow or turbulence can cause some signal loss in the vessels in such images. In the data presented here, vessel/background contrast is greatest for the PC data (white on black tissue), intermediate for the PD data (black on grey) and slightly less for the TOF data (white on grey).
Vessel extraction
Owing to the high resolution of the scans, the volumes lead to significant memory costs when processed in their entirety. Hence we chose to work with a common 259 x 217 x 170 voxel region cropped from each volume, which had vessels of different widths and contrasts in the three modalities. The segmentation process was carried out by computing the vesselness measure, constructing the extended vector field − → V for a selected vesselness threshold and finally applying the geometric flow (Eq. 4), initializing it by placing seeds at locations where the vesselness measure was above a high threshold so that the evolution began from within vessels. Figure 3 compares the reconstructions obtained on the three different modalities, with transverse views shown in the top row and saggital views in the bottom row. To allow for slight alignment errors due to the process by which the initial volumes were scaled we consider two locations to be in common if the Euclidean distance between them is no greater than 3 voxels (1.5 mm). In each column red labels indicate locations common to the two data sets, green labels indicate locations present in the ground truth data set but not in the test data set and blue labels locations in the test data set which are not in the ground truth data set. It is clear from the first column that most of reconstructed vessels in the PD and PC data agree. The PC reconstruction has some finer vessels apparent in the transverse view where small collaterals branch off the posterior aspects of the middle cerebral artery in the lateral fissure. On the other hand, the PD reconstruction has more vasculature visible in the sagittal view with vessels branching off the callosal and supra-callosal arteries. The second and third column of Figure 3 indicate that the TOF reconstruction is missing a large number of vessel labels when compared to the PC and PD reconstructions.
Cross validation
We now carry out a quantitative analysis of these segmentation results by computing a number of statistics between each pair of modalities, treating one as the ground truth data set and the other as the test data set. These comparisons are shown in Table 1 and include the following measures:
1. The kappa coefficient defined by 2a 2a+b+c where a is the number of red voxels, b is the number of green voxels and c the number of blue voxels. This measure tests the degree to which the agreement exceeds chance levels [2] . 2. The ratio a a+b , where a and b are as before. This measure indicates the degree to which the ground truth data is accounted for by the test data. 3. The alignment error, defined by taking the average of the Euclidean distance between each voxel in the ground truth data set and its closest voxel in the test data set (for the red voxels). This measure also indicates the degree to which the test data explains the ground truth data, but in terms of an average distance error.
It is clear from Table 1 that the vasculature obtained from the PD volume accounts for more than 80% of that obtained from either of the angiographic sequences. Furthermore a signficant proportion (over 25%) of vessel voxels recovered from the PD and PC volume are not seen in the TOF angiographic sequence. The results also indicate that the segmentations are closely aligned, with an average alignment error less than 0.5mm.
PC (truth) vs PD (test) TOF (truth) vs PD (test)
PC (truth) vs TOF (test) Fig. 3 . Each column shows a pair-wise comparison of reconstructions obtained on different modalities, with transverse views in the top row and saggital views in the bottom row. White labels correspond to the background, red labels to locations common to the ground truth and test data, green labels to locations in the ground truth only and blue labels to locations in the test data only. 
