This note considers Sturm oscillation theory for regular matrix Sturm-Liouville operators on finite intervals. The number of space oscillations of the eigenvalues of the matrix Prüfer phases at a given energy is shown to be equal to the number of eigenvalues below that energy. This results from a positivity property of the Prüfer phases, namely they cannot cross −1 in the negative direction. This is also shown to be closely linked to the positivity of the matrix Prüfer phase in the energy variable. The theory is illustrated by numerical calculations for an example, and also applied to matrix Jacobi operators.
Introduction
Classical Sturm oscillation theory states that the number of oscillations of the fundamental solutions of a regular Sturm-Liouville equation at energy E and over a (possibly rescaled) interval [0, 1] is equal to the number of eigenvalues of the Sturm-Liouville operator on the interval with energy less than E. This is also given by the rotation of the Prüfer phase e ıθ E x in the spacial coordinate x. Alternatively, it is also equal to the rotation of the Prüfer phase e Jacobi matrices are the discrete analogues of Sturm-Liouville operators. The eigenvalue calculation can be done via Prüfer phase which have the same positivity properties in the energy, also in the matrix-valued case [13, 14] . For positivity in space and the Sturm oscillation theory, considerable care is needed though as it depends on the choice of interpolation between the discrete points in space. Building on a detailed spectral analysis of the transfer matrix in the generalized Lorentz group, Section 9 shows how to construct a Sturm-Liouville operator with piecewise continuous coefficients associated to the Jacobi matrix, and how the space oscillations of its Prüfer phase are linked to the spectral properties of the Jacobi matrix.
The paper continues in Section 2 by recalling the definition of a matrix Sturm-Liouville equation and the selfadjoint operator given by separate boundary conditions at the ends of the interval (periodic boundary conditions are discussed in [4, 14] and are dealt with similarly). Section 4 introduces the matrix Prüfer phase and states how it can be used for the eigenvalue calculation of the Sturm-Liouville operator. Section 5 proves the positivity of the matrix Prüfer phase in energy. In the following Section 6 the space oscillations and asymptotics of the Prüfer phase are analyzed. Finally, Section 8 contains a numerical example in order to illustrate the theoretical results and Section 9 shows how they can be applied to Jacobi matrices.
Matrix Sturm-Liouville operators
Let us consider the matrix Sturm-Liouville operator:
where p, q and v = v * are continuous functions on [0, 1] into the L × L matrices and p is continuously differentiable and positive (definite) with a uniform lower bound p ≥ c 1 L for some constant c > 0. For many of the results below, less regularity of p, q and v is sufficient. In particular, piecewise continuity of q and v and piecewise continuous differentiability of p with finitely many pieces (as well as singular Kronig-Penney-like potentials) can be dealt with by working with boundary conditions at the discontinuities in a similar manner as described below. This is relevant for the analysis of Jacobi matrices later on, but we choose to avoid the associated technical issues in the first sections of the paper. Crucial is, however, the uniform lower bound on p. Vanishing of p at the boundaries leads to a singular Sturm-Liouville operator with numerous interesting questions (e.g. Weyl extension theory) that are not dealt with here. For now, H will be considered as acting on all functions in the Sobolev space H 2 ((0, 1), C L ), namely as the so-called maximal operator. Let us consider the Schrödinger equation Hφ = Eφ at energy E ∈ R which is a second order differential equation. It is known at least since Bott's seminal work [4] that the standard rewriting of this second order linear equation as a first order equation leads to a special type of a Hamiltonian system. Indeed, let us set
Then Hφ = Eφ is equivalent to
where
Next let us recall that functions in φ ∈ H 2 ((0, 1), C L ) have limit values φ(0) and (∂ x φ)(0), and similarly at x = 1. Then one has for φ, ψ ∈ H
where the scalar product on the l.h.s. is taken in L 2 ((0, 1), C L ) and Φ, Ψ on the r.h.s. are associated to φ, ψ as in (1) . Selfadjont boundary conditions now have to assure that the r.h.s. vanishes. Here the focus will be on separate boundary conditions specified by two J -Lagrangian planes at 0 and 1 which are fixed by two matrices Ψ 0 ,
They assure that both terms on the r.h.s. of (4) vanish, and not only their difference (periodic boundary conditions are of a different type, but can be analyzed similarly [14] ). Then H restricted to the domain
is a selfadjoint operator, which is denoted by H Ψ 0 ,Ψ 1 . Dirichlet boundary conditions at the left and right boundary correspond to the choices
It is, moreover, a standard result that the selfadjoint operator H Ψ 0 ,Ψ 1 has a compact resolvent so that it has discrete real spectrum. These eigenvalues can be calculate by looking for solutions of the Schrödinger equation Hφ = Eφ in the domain D Ψ 0 ,Ψ 1 (H). Of course, any other finite interval instead of [0, 1] can be considered in the same manner, and it is also possible work with periodic boundary conditions. For sake of concreteness, we restrict to the case described above.
Hamiltonian systems
The fundamental solution T E (x) of (2) is given by
This is a particular case of a Hamiltonian system of the form
where H(x) is continuous and pointwise selfadjoint H(x) * = H(x). It is called the classical Hamiltonian. To recover the special case (7), one chooses H(x) to be
with P independent of x and given by (3) . The focus will be on this case stemming from a matrix Sturm-Liouville operator and in this case the fundamental solution will be denoted by T E (x) instead of simply T (x). However, some results also hold for the general Hamiltonian system (8) and other Hamiltonian systems depending on an energy parameter as in (9) with general positive P(x). Such systems can be of interest, as shows the following example.
* is an arbitrary continuous matrix-valued function, not necessarily of the form given in (1), the l.h.s. of (2) is given in terms of a one-dimensional Dirac-type operator D = J ∂ x + V(x). If one furthermore chooses P = 1 2L , then (8) is simply the associated eigenvalue equation DΦ = EΦ if the energy dependent classical Hamiltonian is (9) . One also needs selfadjoint boundary conditions. As
and if one focuses again on separate boundary conditions, they are again given by two JLagrangian planes as in (5) . This allows to define a selfadjoint operator
It turns out that the positivity property
is crucial for the space oscillations analyzed in Section 6. For the matrix Sturm-Liouville case with (9) and V(x) and P as given in (1) and (3) respectively, this holds for all E ∈ R because the l.h.s. of (10) is equal to p(x) −1 which is positive. On the other hand, the eigenvalue calculation by intersection theory (Theorem 1) and the positivity in the energy variable (Theorem 2) hold for arbitrary Hamiltonian systems (8) with H E (x) = V(x) − EP(x) and P(x) > 0.
Matrix Prüfer phase and intersection theory
The solution to (8) lies in the group G = {T ∈ C 2L×2L : T * J T = J } which via the Cayley transform is isomorphic to
2L×L of rank L and satisfying (5), one then obtains a path
of matrices spanning Lagrangian planes, namely Φ(x) satisfies Φ(x) * J Φ(x) = 0 and is of rank L. If the Hamiltonian depends on E, then so does T E (x) and thus also Φ E (x) carries an upper index E. This path leads to an eigenfunction of the operator H Ψ 0 ,Ψ 1 (or D Ψ 0 ,Ψ 1 if the example of the Dirac operator is considered) for the eigenvalue E if and only if the intersection of the planes spanned by Φ E (1) = 0 and the right boundary condition Ψ 1 is non-trivial. More precisely, the dimension of this intersection is equal to the multiplicity of E as an eigenvalue of
. If this intersection is non-trivial, one calls 1 a conjugate point for the solution. More generally, given the above path x → Φ(x) and a fixed Lagrangian plane Ψ 1 , one calls a point x a conjugate point for the Hamiltonian system (8) if the intersection of (the span of) Φ(x) and Ψ 1 is non-trivial. The dimension of the intersection is called the multiplicity of the conjugate point.
The theory of intersections of Lagrangian planes is precisely described by the Bott-Maslov index. Most conveniently, it can be studied using the stereographic projection Π which is a real analytic bijection from the set of J -Lagrangian planes to the unitary group U(L) [13] . It is (well-)defined by
It is then well-known (e.g. [14] ) that the dimension of the intersection of two J -Lagrangian subspaces spanned by matrices Φ and Ψ respectively is equal to the multiplicity of 1 as an eigenvalue of the unitary Π(Ψ) * Π(Φ). Furthermore, the Bott-Maslov index of a given (continuous) path x ∈ [0, 1] → Φ(x) of J -Lagrangian subspaces w.r.t. the singular cycle given by a Lagrangian subspace Ψ is given by adding up all intersections with their multiplicity and orientation which is precisely given by the spectral flow of the path of unitaries
* Π(Φ(x)) through 1. Intuitively, this counts number of eigenvalues passing by 1 in the positive sense, minus those passing in a negative sense. The spectral flow of a path is denoted by Sf, a notation that is used below. A particularly simple functional analytic definition of spectral flow is given by Phillips [11] . All this is also described in detail in [13, 14] .
For all the above reasons, it is reasonable to define the matrix Prüfer phase by
If the classical Hamiltonian H E (x) depends on E, also U E (x) has an index to indicate this dependence. Then the above proves (e.g. [13, 14] , but this is essentially known since the works of Bott and Lidski [4, 8] 
Theorem 1 The multiplicity of x as conjugate point w.r.t. Ψ 1 is equal to the multiplicity of 1 as eigenvalue of the unitary Π(Ψ 1 ) * U (x). For a matrix Sturm-Liouville operator H Ψ 0 ,Ψ 1 , the multiplicity of E as an eigenvalue of H Ψ 0 ,Ψ 1 is equal to the multiplicity of 1 as eigenvalue of the unitary Π(Ψ 1 )
* U E (1).
Let us note that for Dirichlet boundary condition at x = 1, one has Π(Ψ 1 ) = Π(Ψ D ) = −1 so that one is interested in the eigenvalue −1 of the Prüfer matrix U E (1).
Positivity of Prüfer phases in the energy variable
The next results states a crucial positivity property intrinsic to Hamiltonian systems with classical Hamiltonian H E (x) = V(x) − EP(x) with P(x) ≥ 0. It dates back to Bott [4] and the proof is reproduced from [14] for the convenience of the reader and because it serves as a preparation for the arguments following further down.
Theorem 2 Consider matrix Prüfer phase U
E (x) defined by (11) associated with the fundamental solution of (8) for a classical Hamiltonian
As a function of E, the eigenvalues of UThus it is sufficient to verify the positive definiteness
Because P(y) is non-negative, this implies the claim (12) . The second statement follows by the Hellmann-Feynman formula. For the proof of the final statement, it is sufficient to show that the integrand T E (y) * P(y) T E (y) is strictly positive for y sufficiently small. Indeed, it follows from (7) that
. Thus replacing (1) and (3) shows
For y sufficiently small, this is indeed a strictly positive matrix. 2
As all intersections of the path E → Π(Ψ 1 ) * U E (1) are in the positive sense by Theorem 2, one deduces the following result connecting the eigenvalue counting of H Ψ 0 ,Ψ 1 to the BottMaslov index of that path:
where the spectral flow counts the number of unit eigenvalues passing by 1 in the positive sense (necessarily by Theorem 2), counted with their multiplicity.
Positivity of Prüfer phases in the space variable
The following result now concerns residual positivity properties of the matrix Prüfer variables in the spacial coordinate under the condition that (10) holds. It is essentially a corollary of Theorem V.6.2 of [3] , but we provide a direct proof.
Theorem 3 Consider matrix Prüfer phase (11) associated with the fundamental solution of the Hamiltonian system (8) with (10). For all x ∈ (0, 1), one has on the subspace Ker(
As a function of x, the eigenvalues of U (x) pass by −1 only in the positive sense.
Proof. The same objects as in the proof of Theorem 2 will be used, by dropping the index E and also the argument x on U (x), Φ(x) and φ ± (x). Also let us introduce the upper and lower entry of Φ as φ 0 and φ 1 , namely φ ± = φ 0 ± ıφ 1 . As in the proof of Theorem 2, one first checks
Replacing the equation for the fundamental solution (7) thus gives
Thus by the invertibility of φ − one thus concludes
for some vector w. Moreover, one checks v = 0 if and only if w = 0. Finally replacing in the above (14) , one finds for all
Thus (10) completes the proof of the claimed positivity. The last statement follows again from the Hellmann-Feynman formula. 2
Asymptotics and global properties of Prüfer phase
Next let us examine the low-energy asymptotics of the matrix Prüfer phases of a matrix SturmLiouville operator. Hence the classical Hamiltonian H E (x) depends on E with P as in (3). The outcome is is a the continuous analogue of results in [7] (even though only less detailed information is provided here).
Proposition 1 For a matrix Sturm-Liouville operator, one has for any boundary condition Ψ 0 and any x > 0, lim
Proof. For the analysis of the fundamental solution of (7) in the limit E → −∞, let us consider the rescaled object
It satisfies
A Dyson series argument using V ∞ < C < ∞ and the explicit form J * P thus shows
Hence
with an error term that is uniformly bounded in E. Hence using the matrix Möbius transformation and U E (0) = Π(Ψ 0 ),
in the limit E → −∞ for x > 0. The proof of the second claim is based on the identity (14) . Using (15) let us thus evaluate
which already implies the claim because
Theorem 4 For a matrix Sturm-Liouville operator with Dirichlet boundary condition at x = 1,
where the spectral flow counts the number of eigenvalues passing by −1 in the positive sense (necessarily by Theorem 3), counted with their multiplicity.
Proof. By Proposition 1 there exists an E − such that for any e ≤ E − the spectral flow of 
Numerical illustration
To illustrate the above results by a concrete example, we used a short Mathematica program that solves numerically for the matrix Prüfer phase and its spectrum. Even though the particular form of matrix Sturm-Liouville operator may not be of great importance, let us spell it out explicitly anyhow. First of all, the fiber size is L = 2 and the matrix valued coefficient were chosen (fairly randomly) to be 5 x) .
Finally, the left boundary condition is fixed to be
For a given energy E ∈ R, the fundamental equation (7) can be solved numerically and then allows to infer the matrix Prüfer phase U E (x) via (11) . Its eigenvalues, namely the Prüfer phases can then readily be calculated. Any of the plots shown in Figures 1-3 did not take longer than a few minutes on a laptop. The figure captions further discuss the outcome of the numerics in view of the results above. 
E=0.602
Figure 2: These plots are the same as in Figure 1 , but for two further energies. Let us stress that the Prüfer phases at x = 0 are the same for all plots, and they are given by the (phases of the) eigenvalues of Π(Ψ 0 ). The first plot of this figure is for energy −5.4 which lies below the spectrum of
Hence there is no passage of a Prüfer phase by −1. This plot also illustrates Proposition 1, namely the energy is already sufficiently small so that the eigenvalue slopes at x = 0 are negative. The plot at E = 0.602 is included because there is a passage by −1 of one of the two Prüfer phases precisely at x = 1. Therefore E = 0.602 is an eigenvalue of The eigenvalues of E → U E (1) for the particular Sturm-Liouville operator described in Section 8. For a discrete set of energies, the solution x ∈ [0, 1] → U E (x) is calculated numerically to extend the matrix Prüfer phase at x = 1. One clearly observes the monotonicity of the Prüfer phases in the energy variable. The eigenvalues of H Ψ 0 ,Ψ D are given by those energies at which one Prüfer phase is equal to −1. The rough numerical analysis in the first figure may have missed the lowest eigenvalue at about E = −4.766 , but clearly the first plot of Figure 1 indicates that there must be one eigenvalue with energy less than −3.5, which is then readily found by the more careful numerical study in the second plot.
Matrix Jacobi operators
A matrix Jacobi operator of length N ≥ 3 is a matrix of the form
where (V n ) n=1,...,N are selfadjoint complex L×L matrices and (T n ) n=2,...,N are invertible complex L × L matrices. It is useful to rewrite the Schrödinger equation
for a real energy E ∈ R in terms of the 2L × 2L transfer matrices T E n defined by
with T 1 = 1. For n = 1, . . . , N , one now sets
and introduces the matrix Prüfer phases by
The Schrödinger equation (17) is satisfied if and only if
and the Dirichlet boundary conditions
hold. Other boundary conditions can be incorporated in V 1 and V N . By similar techniques as above, one obtains [13, 14] :
The multiplicity of E as eigenvalues H N is equal to the multiplicity of −1 as
As a function of energy E, the eigenvalues of U This statement parallels Theorems 1 and 2. To state an analogue of Theorem 3 is more delicate as it requires a careful definition of the lift of the eigenvalues of U E n . This reflects the difficulty of counting the number of zeros of a wave function defined only on a discrete set, such as {1, . . . , N } in the present case. With fiber dimension L = 1, this is possible by careful and intricate analysis [15] , but for larger fiber dimension L a more robust approach is needed. Here we construct an associated Sturm-Liouville operator with piecewise constant coefficient functions q, p, v, so that the restriction of its Prüfer matrix U E (x) to x = n is precisely equal to U E n . The analysis involves several steps. Let us start out with a gauge transformation (namely a strictly local unitary) denoted by
Now one can iteratively choose the G n . Start out with G 1 = 1. Then choose G 2 to be the (unitary) phase in the polar decomposition of T 2 = G 2 |T 2 |, next let G 3 be the phase of G 2 T 3 = G 3 |G 2 T 3 |, and so on. One concludes that GH N G * is again of the form of H N given in (16) , but with positive off-diagonal terms. From now on, we may and will thus suppose that T n > 0 for all n = 2, . . . , N . The next technical element is the following result about the spectral decomposition in the group G = {T ∈ C 2L×2L : T * J T = J }. For sake of simplicity, we exclude Jordan blocks. They correspond to band edges and van Hove singularities of the periodic operator defined by the transfer matrix, and they appear only for a discrete set of energies.
Proposition 2 Let V, T ∈ C L×L with V = V * and T > 0. Set
Proof. On first sight, this merely looks like a corollary of the surjectivity of the exponential map for the Lie group G. However, the positivity claim on the lower right entry is a supplementary property that requires the use of the particular form of T . Let us begin by factorizing
Note that the matrix diag(T 
One can also choose the matrix of eigenvectors to be in the group G by normalizing with the inverse square root of e κ − e −κ > 0, namely
is in the group G. The 2 × 2 block corresponding to D e can be diagonalized exactly as in (20), but neither the resulting basis change nor the diagonal matrix with complex entries are in the group G. To achieve the latter, a Cayley transformation has to be applied from the right, and again a suitable normalization factor needs to be added. One obtains In both of them the lower right entry of the classical Hamiltonian is negative. The conjugation in the second identity has to be included in the factor of the basis change M involving T
