ABSTRACT
INTRODUCTION 4 2
Time perception and human experience are tightly bound and play an important role in our 4 3 everyday life (e.g. when playing whack-a-mole at a fun fair). Understanding how we perceive 4 4 the passage of time has been an endeavour in psychology and neuroscience for over half a 4 5 century (Matthews & Meck, 2016; James, 1890) . And although it is well known that the 4 6 human brain has a dedicated brain region for circadian rhythms (Turek, 1985) , the neural 4 7 underpinnings of time perception on shorter time scales (~1s) remain to be elucidated 4 8 (Muller & Nobre, 2014) . 40 was short (1s) or long (1.5s), via a button press (Fig. 1) . The paradigm was programmed in 1 0 1 Matlab (Natick, MA) using Psychophysics Toolbox extension (Brainard, 1997; Pelli, 1997 ; 1 0 2 Kleiner et al, 2007;  psychtoolbox.org). The auditory stimulus was a pure tone of 1000 Hz, 1 0 3 which was administered through headphones (Sennheiser, HD 280 PRO) and lasted for 1 0 4 50ms (including a 5ms rise and fall shaped by a Blackman window). The tone signified the 1 0 5 start of the interval, which was followed by a visual stimulus that indicated the end of the 1 0 6
interval. The visual stimulus was a Gabor patch (angle 5° clockwise, contrast 80%, spatial 1 0 7 frequency 10 Hz, phase 0°), which lasted for 50ms. Short and long intervals were randomly 1 0 8
interspersed. Participants performed a two-forced-choice task estimating crucial in this experiment and we wanted to exclude trials that deviated more due to 1 8 1 unforeseen slowness of the operating system of the stimulus computer. Based on visual 1 8 2 inspection trials were removed for the following reasons: muscle artefacts, noise (i.e. 1 8 3 electrode jumps or other electrode related noise), horizontal eye movements and blinks at 1 8 4 visual stimulus presentation. An average reference (excluding bipolar electrodes) was 1 8 5 applied to the cleaned data, and then CPz was reconstructed. Ocular artefacts were 1 8 6 removed in FieldTrip using independent component analysis (ICA, infomax algorithm) 1 8 7 incorporated as the default "runica" function. Prior to the ICA, a PCA (15 components) was 1 8 8 performed on the data, to speed up the ICA procedure. Using the FieldTrip function 'ft_freqanalysis_mtmconv' time frequency representation (TFR) 1 9 3 of power was obtained for each trial by performing a fast fourier transform using a Hanning 1 9 4 taper in combination with a sliding time window. The time window was adapted to the 1 9 5 frequency of interest (ΔT = 3/f). The frequency range of interest was from 2 to 40 Hz in steps 1 9 6 of 1 Hz. TFRs were calculated for the long and short interval and for correct and incorrect 1 9 7 responses separately, leading to 4 different subsets of trials. After we assessed that there 1 9 8 were no differences in baseline (i.e. pre-cue) oscillatory power for our frequency bands of 1 9 9
interest between correct and incorrect responses, data in each condition was normalized to 2 0 0 be the relative change in power according to the following formula, , 2011; Zumer et al., 2014) . Our statistical comparisons were made for the 2 1 1 alpha (8-14 Hz) and beta (15-25 Hz) band, between correct and incorrect responses for the 2 1 2 short and long interval separately. We did not directly compare the short and long intervals, 2 1 3 due to the fact that the amount of spectral leakage from the response evoked by the auditory 2 1 4 tones was different over short and long intervals. 2 1 5 2 1 6
The differences in oscillatory power between conditions were statistically assessed by 2 1 7 means of the cluster level (channels and time-points) randomization approach (Maris and 2 1 8
Oostenveld, 2007). Here, the power of the frequencies of interest in each channel and time 2 1 9 point within the time intervals of interest, were clustered according to exceeding a threshold 2 2 0 of p < .05 obtained from a two tailed dependent samples t-test. The time interval of interest 2 2 1 was 500-1000ms after tone onset for both frequency bands (Fig. 1B) . Note that this was well 2 2 2 after processing of the auditory cue or start point of the interval and when the short time 2 2 3 interval ended. Next, the Monte Carlo p-values of each cluster were obtained by randomly 2 2 4 swapping the condition labels within participants 2500 times. A difference between 2 2 5 conditions was deemed significant if the cluster p-value was smaller than .025 (two-sided 2 2 6 test). 2 2 7 2 2 8 2.6.2 Power differences predictive of temporal judgments accuracy 2 2 9 2 3 0 Finally, we asked whether power differences in the clusters we identified were predictive of 2 3 1 time-estimation accuracy. To assess this, at the first level we fitted logistic regression 2 3 2 models (with the Matlab function 'glmfit') of alpha or beta power, averaged over the cluster 2 3 3 that showed the maximal difference between conditions, as a predictor of response accuracy 2 3 4 (short or long). To apply this model to ordinal data we used the logit link function. This model 2 3 5 yields a Beta weight for each participant. We then tested the significance of these Beta 2 3 6 weights across-participants with a permutation test. In this permutation test a random sign 2 3 7 was assigned to the observed Beta values, which allowed us to build a distribution for the 2 3 8 null hypothesis. We then checked whether our mean observed Beta value was as extreme 2 3 9 or more extreme than the outer 2.5% of the null distribution (two-sided test 
where normalized power correct represents the normalized power for each trial for correct trials. 2 5 4
Power both refers to power of both correct and incorrect responses. This approach yielded 2 5 5
normalized power values between 0 and 1, which ensured an equal length for each of the 2 5 6 regression lines. Please note that the regression line is the same for normalized or 2 5 7 unnormalized power. Moreover, the statistics explained above were only applied to the Beta 2 5 8 values that were obtained from logistic regression with baseline corrected power data. We first investigated if there were response time differences between correct and incorrect 2 6 7 responses on the short and long interval. We found that participants were fastest to respond in correctly perceived long intervals, with 2 7 5 a significant interaction effect of response × interval length ( Fig. 2A participant average data is depicted in the fat lines. Individuals made significantly more errors in the long interval 2 9 5 (B; 25.91 ± 13.23%) compared to the short interval (9.68 ± 6.54%). Error bars represent standard errors of the 2 9 6 mean. We set out to investigate if oscillatory activity between the tone and a visual target occurring 3 0 5 1s later could be predictive of states in which participants were more likely to over-estimate 3 0 6 the durations. The time-frequency representations of power between the auditory tone and 3 0 7 visual target interval collapsed across all electrodes can be seen in Figure 3A for correct 3 0 8
(left) and incorrect trials (right). For both correct and incorrect short interval judgments, the 3 0 9 onset of the cue induced a transient increase in theta activity, followed by a sustained power 3 1 0 decrease in alpha and beta bands starting ~500ms after tone onset. Shortly after the visual 3 1 1 cue was presented a more pronounced transient decrease in beta power can be seen 3 1 2 ~1300ms after tone onset, which roughly coincides with the button press (average RT for 3 1 3 correct and incorrect judgments was ~447ms).
To assess whether alpha and beta suppression were significantly different between correct 3 1 5 and incorrect judgments of the short interval, we used cluster based statistics correcting for 3 1 6 multiple comparisons. For the alpha band we found no significant difference in the time 3 1 7 window of interest (500-1000ms after tone onset). Subsequent examination of the alpha 3 1 8 activity within that time found the greatest difference in alpha modulation between correct 3 1 9
and incorrect trials to be from 750-800ms after tone onset, where correct trials had more 3 2 0 power than incorrect trials. However, this difference was not significant (p > .06). Similarly, for the beta band we found no significant difference in our time window of interest.
The difference between correct and incorrect trials was again strongest from 750-800ms 3 2 6 after tone onset, where correct trials had more power than incorrect trials (p > .045, 3 2 7 remember that our critical p-value is .025). Figure 3C (bottom) shows the average power 3 2 8 difference between correct and incorrect trials averaged over the entire time window of 3 2 9 interest. As with the short-interval, the time-frequency representations of power between the auditory 3 4 6 cue and visual target interval collapsed across all electrodes can be seen in Figure 4A for 3 4 7 correct (left) and incorrect (right) trials. After the transient theta increase induced by the 3 4 8 onset of the auditory cues, we observed a sustained power decrease in alpha and beta 3 4 9 bands, from ~500ms to ~1700ms after tone onset. Moreover, a more pronounced transient 3 5 0 beta decrease was observed at ~1700-1900ms after tone onset. This beta decrease roughly 3 5 1 coincides with the button press (averaged RT for correct and incorrect trials was ~393ms). 3 5 2
To examine the sustained alpha and beta power decreases, we tested the interval of 500ms 3 5 3 after tone onset until visual stimulus onset of the short interval at 1000ms. However, we 3 5 4
should note here again that the onset of the visual stimulus was 1500ms in long interval
To assess whether alpha and beta suppression were significantly different between correct 3 5 8 and incorrect judgments of the short interval, we used cluster based statistics correcting for 3 5 9 multiple comparisons. For the alpha band we found a significant difference in our entire time 3 6 0 window of interest (500-1000ms after tone onset), where correct trials had less power than 3 6 1 incorrect trials (p < .0024). Figure 4C (top) shows the average power difference between 3 6 2 correct and incorrect trials averaged over the cluster where the difference was most 3 6 3 pronounced (outlined in Fig. 4B ). The black dots with white edges represent electrodes that 3 6 4 were part of the cluster at any one time point from 500-1000ms. 3 6 5 3 6 6
Similarly, for the beta band we found a significant difference power between correct and 3 6 7 incorrect judgments in our time window of interest. The difference between correct and 3 6 8 incorrect trials was strongest from 600-1000ms after tone onset, where correct trials had less 3 6 9 power than incorrect trials (p ≈ .0004). Figure 4C (bottom) shows the average power 3 7 0 difference between correct and incorrect trials averaged over the cluster where the 3 7 1 difference was most pronounced (outlined in Fig. 4B ). The black dots with white edges 3 7 2 represent electrodes that were part of the cluster at any one time point from 600-1000ms. Finally, we calculated the effect size of our smallest TFR effect to ease future, direct 3 8 6 replications of our reported effects. Please note that partial Eta squared was reported as 3 8 7 effect size for our behavioural findings. To assess the effect size of our result, we used the 3 8 8 we observed were not caused by differences in processing of the auditory cue. As such, we 4 0 1 investigated if the response to the auditory cue could be predictive of the accuracy of 4 0 2 temporal judgments. However, we did not find a significant difference in power between 4 0 3 correct and incorrect responses to the processing of the tone (50-300 ms after tone onset, 3-4 0 4 6 Hz). There was no cluster for the long interval. For the short interval a non-significant 4 0 5 cluster was identified (p<.1), with the largest difference from 250-300ms after tone onset. Here, we investigated whether a relationship between correctly identifying the temporal 4 1 0 durations and the power of alpha and beta activity could be observed on a trial-by-trial basis 4 1 1
To this end, we fitted logistic regressions to each individual participant's data and tested the 4 1 2 beta weights of these fits at the group-level against a null distribution obtained through a sign trial, averaged over the electrodes depicted in Figure 4C (top) and over time 500-1000ms 4 1 7 after tone onset, was used as a predictor of correct or incorrect responses. This approach 4 1 8 yielded a Beta value for each participant. To assess whether these Beta values were 4 1 9 significantly different from 0 (no predictive value) we used a permutation test. We found that 4 2 0 alpha power of the cluster we observed significantly predicted correct versus incorrect 4 2 1 responses (p < .0001). Similarly, we found that beta power for each trial, averaged over the 4 2 2 electrodes depicted in Figure 4C (bottom) and over time 600-1000ms after tone onset, 4 2 3 predicted responses (p = .0001). In the current EEG study, we set out to investigate how the power of ongoing oscillations 4 4 9 could be involved in time perception, controlling for the presence of an explicit working 4 5 0 memory component or confound of a motor response. Using a novel paradigm, we asked 4 5 1 our participants to judge the temporal interval between a tone and a visual stimulus as being 4 5 2 short (i.e 1s) or long (i.e. 1.5s). Our analyses focused on the activity preceding correct 4 5 3 versus incorrect temporal judgments. For both correct and incorrect short interval judgments, 4 5 4
we observed that the onset of the cue induced a transient increase in theta activity, followed 4 5 5 by a sustained power decrease in alpha and beta bands starting ~500ms after tone onset 4 5 6 and continuing till well after the visual stimulus. While we did not find any significant 4 5 7 differences in alpha or beta power modulation in correct versus incorrectly judged short 4 5 8 intervals, we did so for the long-interval judgments. Specifically, correct judgments of the 4 5 9 long interval had significantly greater alpha and beta suppression than incorrect judgments.
On a trial-by-trial basis we found that the more alpha/beta power increased in the 0.5-1s 4 6 1 window after cue onset, the more likely the participants were to judge a 1.5s interval as 4 6 2 short. 4 6 3 4 6 4
Behaviourally, we did not find any significant difference between correct and incorrect 4 6 5 responses for the short interval. In contrast, for the long interval, individuals were 4 6 6 significantly faster on correct responses than incorrect responses. Moreover, participants 4 6 7 made more errors when estimating long duration trials (1.5s) than when estimating short 4 6 8 duration trials (1s). This is in line with Webber's law, which predicts that it becomes 4 6 9 increasingly more difficult to estimate time as more time has passed by. In addition, we 4 7 0 found that individuals responded faster on correctly observed long intervals. This may 4 7 1 suggest that participants have a template of 1s in mind and when this time interval has 4 7 2 passed they expect the upcoming visual stimulus at 1.5s allowing the speeded response. 4 7 3 4 7 4
Taken together these behavioural findings may indicate that two different mechanisms 4 7 5 operate for short and long intervals. A differentiation between sub-and supra-second 4 7 6 intervals would be in line with previous literature (Lewis & Miall, 2003; Matell & Meck, 2004) ,
although it is disputable whether a 1s interval would be classified as a sub-second interval. 4 7 8
Alternatively, another explanation for these behavioural differences might be that the same 4 7 9 mechanism underlies both intervals, but that this mechanism does not get enough time to 4 8 0 unfold in the short interval. However, this alternative explanation cannot account for our 4 8 1 finding that individuals make more errors in the long. 4 8 2 4 8 3
Our EEG data showed no significant difference in power between correct and incorrect 4 8 4 judgments of short interval trials. For the long interval trials, we found a significant difference 4 8 5 between correct and incorrect responses in the alpha and beta band. Moreover, the cluster 4 8 6 that exhibited the largest difference between these trial types allowed us to predict whether 4 8 7 participants judged a trial as short or long. Interestingly, we were able to predict the 4 8 8 response before the short interval time window closed (<1000ms). 4 8 9 4 9 0 It remains to be elucidated why we did not find an effect of alpha/beta power for correct and 4 9 1 incorrect judgments of the short interval. One explanation might be that we simply did not 4 9 2 have enough incorrect judgments for these trial types, hampering our power to detect a 4 9 3 small effect. This explanation is in line with our insignificant results, where the clusters 4 9 4 showed more power for correct trials than incorrect trials, suggesting that power increases 4 9 5 condense temporal judgments and bias participants to judge an interval as short.
Alternatively, a different mechanism might operate for sub-and supra-second time interval 4 9 7 judgments. Future research should investigate this. 4 9 8 4 9 9
In accordance with Kononowicz & van Rijn (2015), we found that alpha/beta power 5 0 0 fluctuations might represent a neural signature that is used to track time. Kononowicz & van 5 0 1
Rijn (2015) showed that self-paced intervals that were longer than the target interval had 5 0 2 more beta power. In the current study, we showed that increased alpha/beta power leads to 5 0 3 underestimation of the time that has passed by. Taken together, this suggests that high 5 0 4 alpha/beta power leads to compression of the time that has passed by. From this framework 5 0 5 it would follow that crossing a certain threshold leads to experiencing a temporal window as 5 0 6
shorter. It will be exciting to see if these findings replicate and how the difference between 5 0 7 sub-and supra-second time intervals can be explained, but our findings capitalize on the 5 0 8 importance of oscillatory activity in time processing. In summary, in the current study we 5 0 9
found that modulations in alpha and beta power were predictive of temporal judgments.
Specifically, increased alpha/beta power between the cue-target interval biased participants 5 1 1 to report the long intervals as being short. We hypothesize that fluctuations in alpha/beta 5 1 2 power condense the subjective experience of time passing by. Participants performed a two-forced-choice task estimating the time interval between the tone and the visual stimulus (A). Trials were initiated with the presentation of a 1000 Hz pure tone for 50 ms. The tone was followed by a Gabor patch, which lasted for 50ms, 1 or 1.5s after the tone was presented. Participants judged whether the interval between the tone and the visual stimulus was short (1s) or long (1.5s) by pressing a button. Participants had 900ms to respond. After the response (or 900ms) a new trial was initiated. A light grey placeholder was always on the screen to minimize eye movements. ITI = inter-trial interval. Our time window of interest was before the short interval was over (1000ms) and after processing of the auditory tone (~500ms; B). We hypothesized that differences between correct and incorrect trials would be caused by differences in time estimation if the difference lay in the time window indicated by the orange box. The percentage change from baseline is plotted for the different frequency bands over time averaged across all electrodes, with a baseline interval from -700 to -200 ms, tone onset at t = 0 s followed by visual stimulus presentation at t = 1.0 s. Correctly perceived short intervals are visible on the left and trials incorrectly perceived as long are visible on the right (A). The difference plot shows more power for trials correctly perceived as short than trials incorrectly perceived as long (B). There were no significant differences observed in the alpha or beta band. The topography of the average activity over the time window of interest is plotted in C (correct -incorrect trials). Figure 4C significantly predicted responses. This relationship is visualized here by plotting accuracy as a function of binned z-scored alpha and beta power, where each bin has the same amount of trials within a participant (A). As alpha and beta power increase, the accuracy decreases. Error bars represent standard error of the mean. The logistic regression lines for normalized power are shown in B (alpha on the top and beta on the bottom). Statistics reported in the text were performed on non-normalized power values to make sure that our normalization procedure did not drive the effect.
