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Résumé 
Le plongement de mots a été utilisé avec succès dans diverses applications dans les domaines de traitement de langue et de recherche d’information. Ce papier vise à 
analyser l’impact de l’intégration des plongements de mots dans les méthodes supervisées et non supervisées d’extraction automatique de mots clés. Les méthodes à 
base de graphe pour les méthodes non supervisées et les méthodes à base d’ensemble d’arbres de décision pour les méthodes supervisées sont très utilisées et 
étudiées compte tenu de leurs performances ; nous nous concentrons donc sur celles-ci. Nous avons considéré Word2Vec [24], une méthode de plongement de mots 
et nous avons évalué l’impact de l’intégration du plongement de mots sur deux jeux de données qui sont des références dans la littérature. Nous avons montré qu’il 
n’y a pas de différence significative dans les résultats quand nous intégrons le plongement de mots dans les méthodes non supervisées à base de graphe. Pour les 
méthodes supervisées à base d’ensemble d’arbres de décision, l’intégration du plongement de mots améliore significativement les résultats pour trois des quatre 
méthodes que nous avons testées. Cet article est une extension des articles [25, 26] qui ne s’intéressaient qu’aux méthodes non supervisées.
1 Introduction 
Les mots clés sont des mots ou multi-mots qui permettent de caractériser le contenu d’un document. Dans le cas des publications scientifiques qui nous intéresse, 
les mots clés permettant d’avoir une vue d'ensemble rapide du sujet du document. Ils peuvent également être utilisés comme une entrée de recherche, en recherche 
d'information, traitement du langage naturel et exploration de texte. L'affectation des mots clés à un document peut être manuelle ou automatique. 
Pour les articles scientifiques, il y a habituellement trois types de termes associés: (a) les mots clés libres qui sont fournis par les auteurs, (b) les mots clés choisis 
par les documentalistes ou par les auteurs à partir d'un thésaurus ou d'une ressource ontologique proposé par l’éditeur et (c) des index de texte libre qui sont des mots 
ou des groupes de mots extraits automatiquement du contenu du document, comme le font les moteurs de recherche pour les documents du Web. 
Ces trois types de mots clés jouent un rôle important pour les systèmes automatiques, par exemple pour la recherche d'information, les études scientométriques, 
les revues de la littérature ou la classification de documents. Tout en ayant des objectifs communs, ces trois types de mots clés sont très différents. Les mots clés des 
auteurs sont très appropriés pour représenter le contenu du document, puisque les auteurs sont des spécialistes du sujet sur lequel ils écrivent; mais d'un autre côté, le 
choix des termes est très subjectif et différents mots clés peuvent être utilisés pour différents textes sur le même sujet. Les mots clés extraits à partir de ressources 
ontologiques ou de thésaurus n’ont pas cet inconvénient puisque les mots clés sont choisis dans une liste limitée de termes et selon des critères définis (exhaustivité, 
spécificité). D'un autre côté, les ressources ontologiques sont difficiles à mettre à jour et donc leur contenu peut ne pas refléter l'état actuel d'un domaine ou ne pas 
inclure des termes spécifiques qui seraient utiles pour décrire précisément le contenu du document. Enfin, les mots clés extraits automatiquement correspondent aux 
termes d'indexation. Ce dernier processus d'extraction est basé sur des mots extraits du contenu du document. Selon les techniques utilisées, certains prétraitements 
peuvent rendre les termes choisis non compréhensibles par les humains (par exemple, lorsque l’indexation est à base de radicaux choisis après la racinisation des 
mots). D’autres techniques au contraire préservent l’intelligibilité des résultats ; c’est le cas de l’extraction de groupes de mots automatique, sujet de cet article. 
Dans cet article nous nous focalisons sur les méthodes automatiques d’extraction de groupes de mots, compréhensibles et lisibles par les humains. Ces méthodes 
visent à extraire automatiquement un nombre limité de mots ou de groupes de mots à partir des textes. Afin d’évaluer les résultats, les mots clés fournis par les 
auteurs sont généralement considérés comme des vérités terrain.  
Dans la littérature, plusieurs méthodes ont été proposées pour extraire automatiquement des mots clés, supervisées ou non. L'avantage des méthodes non 
supervisées par rapport aux méthodes supervisées est qu'elles n'ont pas besoin d'un ensemble d'apprentissage; par conséquent, elles sont moins sensibles aux 
changements de sujet et donc plus adaptables. Les méthodes supervisées quant à elles fournissent de meilleurs résultats lorsqu’elles sont utilisées sur des jeux de 
données pour lesquels l’apprentissage est représentatif. 
Cet article vise plus spécifiquement à étudier l'intégration du plongement de mots dans les méthodes d’extraction de mots clés, supervisées ou non, et ses 
impacts. En effet, le plongement de mots est une méthode récente qui a été utilisée dans plusieurs applications, mais il n’existe pas à notre connaissance d’études 
relatives à leur intégration dans l’extraction automatique de mots clés. 
Dans ce papier, nous nous focalisons sur les méthodes à base de graphe pour les méthodes non supervisées et sur les méthodes à base d’ensemble d’arbres de 
décision pour les méthodes supervisées. Nous nous intéressons à ces méthodes car elles sont très utilisées et étudiées compte tenu de leur efficacité. Nous montrons 
d'abord comment le plongement de mots peut être intégré dans les modèles d'extraction de mots clés; nous détaillons cette intégration en considérant les méthodes 
basées sur les graphes puis les méthodes à base d’ensemble d’arbres de décision. Nous comparons ensuite les résultats obtenus en considérant plusieurs collections et 
en étudiant différents paramètres. 
Le reste de l'article est organisé de la manière suivante: la section 2 présente les méthodes d’extraction automatique de mots clés dans la littérature. La section 3 
rapporte comment nous intégrons le plongement de mots dans les méthodes d’extraction de mots clés. La section 4 présente le cadre d’évaluation et les résultats. 
Enfin la section 5 conclut ce papier. 
2 Méthodes de l’état de l’art
Une méthode d'extraction de mots clés se divise généralement en deux étapes: (1) extraire une liste de mots ou groupes de mots qui servent de mots clés 
candidats et (2) déterminer parmi ceux-ci lesquels sont effectivement des mots clés. Dans la littérature, différentes méthodes d’extraction de mots clés candidats ont 
été proposées ; elles utilisent généralement des règles heuristiques comme l’utilisation des N-gram [33, 29, 4], des syntagmes non récursifs (parties nominales) [14] 
ou des patrons grammaticaux prédéfinis [13, 32]. Les méthodes d'extraction de mots clés peuvent être classées en deux catégories : non supervisées et supervisées.  
Les méthodes non supervisées sont formulées comme des problèmes d’ordonnancement : les mots clés candidats sont ordonnés selon leurs scores d’importance 
et les N premiers sont considérés comme mots clés. Selon [12], les méthodes non supervisées peuvent être à leur tour classées en quatre catégories : les méthodes à 
base de graphe [23, 22, 11, 4, 25], les méthodes de regroupement thématique [11, 20], les méthodes d’apprentissage simultané [35, 32] et les méthodes basées sur un 
modèle de langue [29].  
Les méthodes supervisées quant à elles ont d’abord été formulées comme des problèmes de classification : chaque mot clé candidat est classé soit comme un mot 
clé, soit comme un mot non clé. L'objectif est d’entraîner un classifieur sur des documents annotés manuellement avec des mots clés. La création du corpus 
d’entrainement se fait comme suit : pour chaque document, les mots clés candidats qui font partie des annotations manuelles sont classés comme des exemples 
positifs et ceux n’appartenant pas à des annotations manuelles sont classés comme des contre-exemples ou exemples négatifs. Différents algorithmes d'apprentissage 
peuvent être utilisés pour entrainer ce classifieur, notamment les classifications naïve bayésienne [7, 34], les arbres de décision [30, 31], le bagging [14], le boosting 
[15], l'entropie maximale [18], le perceptron multicouche [21] et les machines à vecteur support [16]. Cependant, comme ces méthodes considèrent le problème 
comme une classification binaire, ces méthodes ne permettent pas d’ordonner les mots clés candidats ou d'identifier quels mots clés candidats sont meilleurs que 
d'autres. Certaines méthodes supervisées ordonnent les mots clés candidats au lieu de les catégoriser. C’est le cas de l’approche de [16]. Les auteurs proposent une 
approche par paire de mots-clés dans laquelle l’algorithme doit ordonner deux mots clés candidats. Cette approche introduit donc la compétition entre les mots clés 
candidats et a montré des résultats qui surpassent significativement ceux de KEA [7, 34], un ensemble de méthodes supervisées qui adoptent l'approche de 
classification supervisée traditionnelle [17].
3 Intégration du plongement de mots dans les méthodes d’extraction de mots clés
3.1 Plongement de mots 
Avant le plongement de mots (word embedding en anglais), la représentation en sac de mots (simples) était la plus couramment utilisée dans les applications 
traitant des textes. Cependant, la représentation en sac de mots ne capture pas les relations entre les mots. Le plongement de mots est une solution qui permet de 
pallier ce problème. Le plongement de mots est basé sur l'hypothèse que les mots utilisés dans les mêmes contextes tendent à avoir des significations similaires et 
donc prennent en compte des relations sémantiques entre les mots. Les méthodes de plongements de mots peuvent être catégorisées en deux types [1] : basées sur le 
comptage et basées sur les réseaux de neurones. 
Ces deux types diffèrent lors de la construction des vecteurs de mots ainsi que par le contexte qu'elles prennent en compte. Les méthodes basées sur le comptage 
utilisent les documents comme contexte et capturent la similarité sémantique entre documents alors que celles basées sur les réseaux de neurones utilisent les mots 
voisins comme cotexte pour détecter la similarité mot à mot. Les approches basées sur le comptage tendent à être utilisées pour la modélisation de sujets car elles 
capturent très bien la relation sémantique, alors que les approches basées sur les réseaux de neurones sont plus efficaces pour obtenir la similarité entre les mots. 
Dans ce travail, nous nous intéressons à l'utilisation des approches basées sur les réseaux de neurones car elles permettent de capturer de meilleures relations mot 
à mot. Plus précisément, nous avons considéré Word2Vec [24], une méthode de plongement de mots qui a prouvé son efficacité dans plusieurs tâches de traitement 
automatique de langue. Dans nos expériences, nous avons utilisé le modèle pré-entrainé de Google1 qui contient des vecteurs de dimensions 300 pour 3 millions de 
mots et de groupe de mots. Avec ce modèle pré-entrainé, nous pouvons représenter un mot simple avec un vecteur de dimension égale à 300. Dans la section 
suivante, nous présentons la façon dont Word2Vec est inclus dans les méthodes d'extraction de mots clés. 
3.2 Principe d’intégration du plongement de mots dans les méthodes d’extraction de mots clés
3.2.1 Méthodes non supervisées 
Pour les méthodes non supervisées nous nous intéressons aux méthodes à base de graphe car elles sont très étudiées, utilisées et fournissent de bons résultats. Les 
principales étapes de ces méthodes à base de graphe sont : 
- Prétraitements : Stanford POS Tagger est utilisé pour étiqueter les mots dans le document ; seuls les noms et adjectifs sont retenus pour la suite.
- Construction du graphe de mots : un graphe de mots est construit à partir des mots résultant de la première étape. Chaque nœud représente un mot et deux
nœuds sont reliés si les mots qu’ils représentent cooccurrent dans une fenêtre fixe dans le document. Nous avons étudié trois méthodes de pondération durant
nos expérimentations qui différent par la façon dont le poids de l’arête entre deux nœuds (mots simple) est calculé :
(i) Cooccurrence : le poids de l’arête est le nombre de cooccurrences des deux mots (nœuds) dans une fenêtre de cooccurrence de dix mots comme dans les
travaux de Boudin [4].
(ii) Cooccurrence avec Word2Vec : le poids de l’arête est obtenu par le produit du nombre de cooccurrences par la similarité cosinus des deux vecteurs
représentant les deux mots (nœuds). L’idée est de renforcer le lien sémantique entre deux mots par le nombre de fois qu’ils cooccurrent dans le document.
(iii) Word2Vec seulement : le poids de l’arête est la valeur de la similarité cosinus des deux vecteurs représentant les deux mots (nœuds). L’intuition derrière
cette approche est de s’appuyer entièrement sur la représentation Word2Vec pour quantifier la relation entre deux nœuds.
- Ordonnancement des nœuds : Des algorithmes d’ordonnancement de nœuds sont appliqués sur le graphe de mots ainsi construit. Avec cette étape, chaque
nœud (mot) se voit attribuer un score. Durant nos expérimentations nous avons utilisé et comparé les mesures de centralité suivantes pour ordonner les
nœuds : TextRank [23], Hits [19], Vecteur propre [3], Proximité [2], Intermédiarité [8] and la centralité de degré [4]. Nous avons aussi modifié la méthode
RAKE [27] qui utilise une formule basée sur la centralité de degré pour ordonner les nœuds. Pour RAKE, une différence par rapport aux autres approches est
la façon dont la cooccurrence est calculée. Dans les autres méthodes, deux nœuds sont reliés s'ils cooccurrent dans une fenêtre de cooccurrence ; dans
RAKE, deux nœuds sont reliés s'ils cooccurrent dans les mots clés candidats. Cela permet à RAKE de faire abstraction d'une fenêtre glissante de taille
arbitraire.
- Construction et ordonnancement des mots clés candidats : Les mots clés candidats sont les séquences adjacentes des mots, restreints aux noms et
adjectifs, dans le document. Le score d’un mot clé candidat est la somme normalisée des scores de chaque mot le composant.
- Sélection des mots clés : Les mots clés candidats ayant les meilleurs scores sont considérés comme des mots clés.
3.2.2 Méthodes supervisées
Pour les méthodes supervisées, nous avons optés pour les méthodes à base d’ensemble d’arbres de décision parce qu’elles sont les plus utilisées et les plus 
étudiées compte tenu de leurs performances. Elles présentent aussi d’autres avantages tels que la possibilité d’interpréter les résultats et la possibilité de sélectionner 
les variables les plus importantes. Par ailleurs, les algorithmes sont très rapides pour la classification de nouveaux cas. Les méthodes utilisant les arbres de décision 
utilisent généralement des représentations en sacs de mots (c’est le plus simple) et ne tiennent pas compte de la relation sémantique des mots. Comme pour les 
1 https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/view
approches non supervisées, nous nous sommes intéressés à intégrer les relations sémantiques entre les mots par une représentation vectorielle des mots de type 
Word2vec. Les principales étapes des méthodes utilisant les arbres de décision sont les suivantes : 
- Apprentissage du modèle : l’extraction automatique de mots clés avec des méthodes supervisées nécessite un ensemble de données connues, appelé
ensemble de données d’apprentissage ou d’entraînement pour créer un modèle de prédiction. Dans cet ensemble de données, chaque document est annoté par
un ensemble d’exemples positifs et un ensemble d’exemples négatifs (contre-exemples). L’ensemble d’exemples positifs est l’ensemble des mots servant à
former les mots clés assignés par l’auteur du document alors que l’ensemble d’exemples négatifs est l’ensemble des mots servant à former les mots clés
candidats qui ont les plus mauvais score d’après la méthode TextRank, c’est à dire les mots clés candidats qui ne sont pas considérés comme mots clés par la
méthode TextRank. Nous avons choisi TextRank car il s’agit d’une méthode de référence dans les méthodes non supervisées. Ces exemples (mots simples)
sont fusionnés pour former une seule liste d’exemples L = {(e1,y1), (e2,y2), …, (en,yn)} de taille n telle que ei est un mot et yi Є {0,1} est son étiquette. yi vaut
1 si ei appartient à l’ensemble des exemples positifs et 0 sinon. Chaque document dans l’ensemble d’entrainement est ainsi représenté par une liste
d’exemples.
Pour construire le modèle, nous transformons d’abord notre ensemble de données d’entrainement et pour cela nous utilisons deux types de représentations :
(i) Sacs de mots : chaque exemple (mot simple) ei est représenté par un vecteur Xi = (0,0,…,xk=1,…,0) de taille v
2 et k est le rang de l’exemple ei. Un document
est représenté comme dans le tableau 1.
(ii) Représentation vectorielle avec Word2Vec : chaque exemple (mot simple) ei est représenté par un vecteur Xi = (!"
#,!"
$, …,!"
%&&) avec Word2Vec. Un
document est représenté comme dans le tableau 2 tel que chaque ligne est la représentation vectorielle d’un exemple avec Word2Vec :
Tableau 1 : Représentation en sac de mots des exemples (mots simples) constituant les mots clés des auteurs et les mots non clés extrai ts avec 
TextRank. v est la taille du vocabulaire (nombre de mots distinct). y est l’étiquette de l’exemple.
Rang
Exemple
1 … k v y
e1 (si rang = 1) 1 … 0 … 0 y1
… … … … … … …
ei 0 … 1 … 0 yi
… … … … … … …
en (si rang = v) 0 … 0 … 1 yn
Tableau 2: Représentation vectorielle avec Word2Vec des exemples (mots simples) constituant les mots clés des auteurs et les mots non clés 
extraits avec TextRank. y est l’étiquette de l’exemple.
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2 La taille du vocabulaire.






Durant l’entrainement, chaque document dans le jeu de données d’entrainement est représenté soit selon une représentation du type de celle du tableau 1 
pour créer les modèles utilisant les sacs de mots, soit selon celle correspondant au tableau 2 pour créer les modèles utilisant le plongement de mots. Les 
arbres de décision sont élaborés à partir de ces tableaux dans le jeu d’entrainement. Durant nos expérimentations, nous avons utilisé et comparé les 
algorithmes suivants : ExtraTree ou arbre extrêmement aléatoire [10], Adaptative Boosting (AdaBoost) [9], Random Forests ou forêts aléatoires [5] et le
Bagging [6]. 
- Construction et ordonnancement des mots clés candidats : les mots clés candidats sont les séquences adjacentes des mots restreints aux noms et adjectifs.
Chaque mot constituant les mots candidats sont transformés soit en représentation en sac de mots, soit en représentation vectorielle avec Word2Vec et
ensuite la représentation est donnée comme entrée au modèle pré-entrainé. Pour chaque mot donné en entrée, le modèle fournit en sortie la probabilité pour
qu’il soit classé dans la classe mot clé (y = 1). Le score d’un mot clé est la somme normalisée des probabilités associées aux mots le composant.
- Sélection des mots clés : les mots clés candidats ayant les meilleurs scores sont considérés comme des mots clés.
4 Comparaison des méthodes 
4.1 Jeu de données 
Dans nos expérimentations, nous avons utilisé les jeux de données INSPEC [14] et SEMEVAL [17]. Ce sont les jeux de données les communément utilisés pour 
évaluer les méthodes d’extraction de mots clés dans la littérature. De plus, ils sont différents l’un de l’autre, ce qui est très important pour évaluer les méthodes 
d’extraction automatique de mots clés afin de bien appréhender leurs forces et faiblesses selon Hassan [13].
- INSPEC [14] est composé de 2 000 résumés d’articles de journaux de 1998 à 2002. Chaque document est composé d'un titre et d'un résumé. Ce corpus est
donc un ensemble de documents courts. Il est composé de données d’entrainement (1 000 documents), de validation (500 documents) et de test (500
documents).
- SEMEVAL [17] est composé 244 articles scientifiques de la bibliothèque numérique ACM. Chaque document est composé du contenu intégral de l’article.
Ce corpus est donc un ensemble de documents longs. Cette collection est aussi divisée en données d’entrainement (144 documents), de validation (40
documents) et de test (100 documents). Il faut noter que l’ensemble de validation est un sous ensemble des données d’entrainement, c’est-à-dire que les 40
documents des données de validation font parties des 144 documents des données d’entrainement. Ce corpus a été utilisé pour la tâche SemEval-20103 tâche
5: Extraction automatique de mots clés à partir d'articles scientifiques.
Pour évaluer les méthodes que nous avons implémentées, nous utilisons les données de test de chaque collection, 500 documents pour INSPEC et 100 documents 
pour SEMEVAL. Les données d’entrainement et de validation sont utilisées comme corpus d’entrainement des approches supervisées. 
3 http://docs.google.com/Doc?id=ddshp584_46gqkkjng4
4.2 Mesure d’évaluation
La performance de chaque méthode d’extraction automatique de mots clés est évaluée en comparant les mots clés assignés manuellement par les auteurs avec ceux 
extraits automatiquement pour chaque document à travers les mesures suivantes : 
- Rappel(R) : défini le nombre de mots clés pertinents retrouvés par rapport au nombre total de mots clés de référence du document (mots clés auteurs).
- Précision (P) : défini le nombre de mots clés pertinents retrouvés par rapport au nombre total de mots clés extraits.





Durant les évaluations, nous avons considéré les 10 (respectivement 15) premiers mots clés candidats retrouvés automatiquement pour le corpus INSPEC 
(respectivement SEMEVAL). Notre choix est motivé par le nombre moyen de mots clés assignés par les auteurs pour chaque document : proche de 10 pour INSPEC 
et de 15 pour SEMEVAL (INSPEC : 9.8 / SEMEVAL : 14.7). 
Pour les méthodes non supervisées à base de graphe, nous avons utilisé une fenêtre de cooccurrences de 10 mots car cela fournit les meilleurs résultats avec 
TextRank selon la littérature [32]. Pour les méthodes supervisées basées sur les arbres de décision, nous avons testé différents nombres d’arbres (50, 100, 200, 300 et 
400) et nous avons constaté que les méthodes fournissent de meilleurs résultats pour INPEC avec 200 arbres et 100 arbres pour SEMEVAL. Les résultats présentés
dans cette section sont obtenus avec ces configurations.
Le tableau 3 présente les résultats que nous avons obtenus pour les méthodes non supervisées à base de graphe en intégrant ou non Word2Vec. Nous pouvons 
voir que RAKE donne de meilleurs résultats sur les documents longs (SEMEVAL) et la méthode avec la mesure de centralité proximité fournit les meilleurs résultats 
pour les documents courts (INSPEC). Nous observons aussi qu’il y a des changements lorsque nous intégrons Word2Vec dans les méthodes, mais les écarts ne sont 
pas significatifs selon le test de Student avec p-value < 0.05. 
Tableau 3: Performances des méthodes non supervisées  à base de graphe sur deux jeux de données en considérant (i)   Cooccurrence, (ii) 
Cooccurrence avec Word2Vec, et (iii) Word2Vec seulement. La mesure de centralité Degré n’est pas sensible à l’intégration du plongement de 
mots et est juste reportée en considérant (i). Les valeurs en gras sont les meilleurs résultats pour chacune des collections. 
Méthodes
INSPEC SEMEVAL
Précision Rappel F1-Mesure Précision Rappel F1-Mesure
(i)
Degré 0.31 0.38 0.34 0.10 0.10 0.10
Vecteur propre 0.30 0.35 0.32 0.08 0.09 0.08
Proximité 0.33 0.39 0.36 0.05 0.05 0.05
Hits 0.30 0.35 0.32 0.08 0.09 0.08
Intermédiarité 0.28 0.34 0.31 0.08 0.08 0.08
TextRank 0.32 0.38 0.35 0.09 0.09 0.09
RAKE 0.26 0.31 0.28 0.18 0.12 0.14
(ii) Vecteur propre 0.30 0.36 0.33 0.07 0.08 0.07
Proximité 0.34 0.40 0.37 0.03 0.03 0.03
Hits 0.30 0.36 0.33 0.07 0.08 0.07
Intermédiarité 0.29 0.34 0.31 0.08 0.09 0.08
TextRank 0.32 0.38 0.35 0.10 0.10 0.10
RAKE 0.25 0.29 0.27 0.14 0.14 0.14
(iii)
Vecteur propre 0.30 0.36 0.33 0.09 0.09 0.09
Proximité 0.34 0.40 0.37 0.02 0.02 0.02
Hits 0.30 0.36 0.33 0.09 0.09 0.09
Intermédiarité 0.29 0.34 0.31 0.08 0.08 0.08
TextRank 0.32 0.38 0.35 0.10 0.10 0.10
RAKE 0.22 0.26 0.24 0.11 0.11 0.11
Le tableau 4 présente les résultats que nous obtenus pour les méthodes supervisées basées sur les arbres de décision en utilisant la représentation en sac de mots 
et la représentation vectorielle avec Word2Vec. Nous pouvons constater que la méthode AdaBoost fournit les meilleurs résultats en utilisant le jeu de données 
INSPEC et la méthode ExtraTree avec le jeu de données SEMEVAL. Sur INSPEC, l’intégration de Word2Vec ne fournit pas de meilleurs résultats par rapport à la 
représentation en sac de mots, les écarts ne sont pas significatifs selon le test de Student avec p-value égale à 0.05. Avec le jeu de données SEMEVAL, l’utilisation 
de Word2Vec améliore significativement les résultats pour les méthodes ExtraTree et Random Forests selon le test de Student avec p-value < 0.05. Pour la méthode 
Bagging, l’écart est significatif avec une p-value < 0.1 alors que pour la méthode AdaBoost, l’écart n’est pas significatif. 
Tableau 4: Performances des méthodes supervisées  basées sur les arbres de décision sur deux jeux de données en considérant 
(i) Représentation en sac de mots, (ii) Représentation vectorielle avec Word2Vec.
Les valeurs en gras sont les meilleurs résultats pour chacune des collections.
Méthodes
INSPEC SEMEVAL
Précision Rappel F1-Mesure Précision Rappel F1-Mesure
(i)
ExtraTree 0.33 0.38 0.35 0.015 0.017 0.016
AdaBoost 0.35 0.40 0.37 0.013 0.014 0.013
Random Forests 0.34 0.40 0.37 0.016 0.017 0.016
Bagging 0.29 0.34 0.31 0.016 0.017 0.016
(ii)
ExtraTree 0.33 0.38 0.35 0.032 0.034 0.033
AdaBoost 0.29 0.34 0.31 0.017 0.017 0.017
Random Forests 0.32 0.37 0.34 0.032 0.033 0.032
Bagging 0.31 0.36 0.33 0.028 0.029 0.028
Nous constatons à partir des résultats que nous avons obtenus que les résultats des méthodes non supervisées à base de graphe peuvent rivaliser avec les 
méthodes supervisées basées sur les arbres de décision sur le jeu de données INSPEC et fournissent de meilleurs résultats sur le jeu de données SEMEVAL. Ceci est 
peut-être dû au fait qu’il y a très peu de données durant l’entrainement sur SEMEVAL. Nous devons aussi améliorer les prétraitements sur les documents longs 
comme l’exclusion des symboles par exemple. 
5 Conclusions 
Dans cet article, nous avons étudié l’impact de l’intégration du plongement de mots, plus précisément Word2Vec, dans les méthodes des méthodes d’extraction 
automatique de mots clés. Nous avons étudié les méthodes à base de graphe pour les méthodes non supervisées et les méthodes basées sur les arbres de décision pour 
les méthodes supervisées. Les résultats que nous avons obtenus durant nos expérimentations nous montrent que l’utilisation du plongement de mots améliore 
significativement les méthodes basées sur les arbres de décisions par rapport à l’utilisation des sacs de mots. Pour les méthodes à base de graphe, l’intégration
plongement de mots n’apporte ni d’amélioration ni de diminution significative des résultats par rapport aux méthodes qui ne l’utilisent pas. Nous avons aussi vu que 
les méthodes à base de graphe peuvent rivaliser avec les méthodes supervisées basées sur les arbres de décision sur le jeu de données INSPEC (composé de résumés 
d’articles) et les surpassent significativement sur le jeu de données SEMEVAL (composé du contenu intégral d’articles scientifiques). 
Comme futurs travaux, nous allons d’abord analyser pourquoi les méthodes basées sur les arbres de décision fournissent de mauvaises performances sur le jeu de 
données SEMEVAL. Nous voulons aussi entraîner un Word2Vec sur des articles scientifiques au lieu d’utiliser le modèle pré-entrainé sur des articles du web de 
Google4. L’idée derrière est que le modèle serait plus représentatif des mots dans nos corpus qui sont des articles scientifiques.  
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