The ability to steer electrons using the strong electromagnetic field of light has opened up the possibility of controlling electron dynamics on the sub-femtosecond (less than 10 −15 seconds) timescale. In dielectrics and semiconductors, various light-field-driven effects have been explored, including high-harmonic generation 1-4 , sub-optical-cycle interband population transfer 5 and the nonperturbative change of the transient polarizability 6,7 . In contrast, much less is known about light-field-driven electron dynamics in narrow-bandgap systems or in conductors, in which screening due to free carriers or light absorption hinders the application of strong optical fields 6,8 . Graphene is a promising platform with which to achieve light-field-driven control of electrons in a conducting material, because of its broadband and ultrafast optical response, weak screening and high damage threshold 9,10 . Here we show that a current induced in monolayer graphene by two-cycle laser pulses is sensitive to the electric-field waveform, that is, to the exact shape of the optical carrier field of the pulse, which is controlled by the carrierenvelope phase, with a precision on the attosecond (10 −18 seconds) timescale. Such a current, dependent on the carrier-envelope phase, shows a striking reversal of the direction of the current as a function of the driving field amplitude at about two volts per nanometre. This reversal indicates a transition of light-matter interaction from the weak-field (photon-driven) regime to the strong-field (light-fielddriven) regime, where the intraband dynamics influence interband transitions. We show that in this strong-field regime the electron dynamics are governed by sub-optical-cycle Landau-Zener-Stückelberg interference 11 , composed of coherent repeated Landau-Zener transitions on the femtosecond timescale. Furthermore, the influence of this sub-optical-cycle interference can be controlled with the laser polarization state. These coherent electron dynamics in graphene take place on a hitherto unexplored timescale, faster than electron-electron scattering (tens of femtoseconds) and electronphonon scattering (hundreds of femtoseconds) 12-14 . We expect these results to have direct ramifications for band-structure tomography 2 and light-field-driven petahertz electronics 8 .
light-field-driven regime occurs, the material's response may exhibit a non-monotonic behaviour with increasing optical field strength, such as that resulting from channel closing in strong-field ionization. For the generation of a current in solids, theoretical investigations predict that this non-monotonic behaviour can even lead to a reversal of the current direction 20, 21 . In this light-field-driven regime, electron transitions occur on the sub-optical-cycle timescale. This is in contrast with earlier photocurrent studies in graphene in which the experimental timescales are limited by the duration of the laser pulse (envelope) because the photocarrier generation is driven by optical absorption, which is governed by the cycle-averaged light intensity.
In the case of graphene, the characteristic energy representing the strength of the light-matter interaction can be formulated as an effective Rabi frequency Ω R (multiplied by ħ), which is a measure of the intraband motion. Electrons in graphene follow the Dirac-cone dispersion with a slope v F (of approximately 1 nm fs −1 ) around the K and K′ points 9 . We first consider electrons driven by an electric field E of linearly x-polarized light with an amplitude of E 0 and an angular frequency of ω. Following the acceleration theorem ( k ∝ E), only the k x (t) component of the wave vector k(t) is affected. Therefore, the relevant electron dispersion is a hyperbola formed by the intersection of a plane given by a fixed k y with the Dirac cone ( Fig. 1c and d ). This hyperbolic dispersion resembles an avoided crossing and can be described as a two-level Rabi system. Its electron dynamics are governed by the Hamiltonian: When Ω R > ω, the interaction strength exceeds the photon energy, and the perturbative expansion does not work 17 . With graphene's band structure parameters and the central driving photon energy ħω ≈ 1.5 eV employed here, the corresponding critical field strength is E 0 > 1.8 V nm −1 . In this case, the electron dynamics are better described as repeated Landau-Zener transitions driven by an oscillatory external field 11 (Fig. 1e ) as follows: when an electron passes the apparent bandgap minimum, it may undergo a Landau-Zener transition, whose transition probability is approximated by
, and is thus governed by the ratio between Δ and ħ Ω ω R (see Supplementary Methods for details). Graphene, by virtue of its cone-shape energy dispersion, provides a continuous evolution of the apparent bandgap Δ as a function of k y , while Ω R (and thus the condition Ω R > ω) does not depend on k y . We note that the parameter γ Δ Ω ≡ / ħ
R corresponds to the Keldysh adiabaticity parameter for a bandgap in solids 22 .
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In k y planes far away from the Dirac point, a large apparent bandgap Δ exists (slice 3 in Fig. 1e ). Here, the adiabatic intraband motion hardly affects interband transitions. In contrast, at the Dirac point, valence band and conduction band merge (slice 1 in Fig. 1e ). Here, even small fields can drive electrons over the band crossing, and a full interband transition occurs instantaneously 23, 24 . Note that the electron returns to its original state after one optical cycle because it experiences this full transition twice: back and forth.
An intermediate regime exists where both intraband motion and interband transitions appear in a coupled manner (slice 2 in Fig. 1e ), as covered by the Landau-Zener framework 11 . In this intermediate regime, the avoided crossing may act as a beam splitter for electrons when they are driven by the external field and pass near the crossing: a part of the electron wave function is transferred to the conduction band via diabatic interband transition, while the rest stays adiabatically in the valence band (intraband motion). A single light pulse can drive all these cases with various Δ at once, but the experimental scheme presented here is particularly sensitive to the intermediate regime.
Since the electric field of linearly polarized light is of oscillatory nature, electrons repeatedly pass near the avoided crossing even for a few-cycle laser pulse. This may result in different excitation quantum pathways ( Fig. 1f and g) . These quantum pathways interfere, resulting in a conduction-band population that depends on the phase relation between the pathways. This phase in turn is determined by the waveform of the applied laser field. Interference based on multiple Landau-Zener beam-splitting events is known as Landau-Zener-Stückelberg (LZS) interferometry 11 . LZS interferometry has so far only been observed in specially engineered quantum systems such as superconducting qubits 25 , cold atoms 26 or quantum dots 27 .
Even though the avoided crossing model is symmetric along the k x axis, the excitation quantum path interference may result in an asymmetric population distribution after the interaction with a few-cycle laser pulse. In particular ( Fig. 1h ), if the field-driven electron trajectory peaks towards the negative k x direction (when the CEP value φ CEP is π /2), the path length for electrons undergoing consecutive beamsplitting events is shorter for an initial k x > 0, compared with an initial k x < 0, leading to a difference in the relative phase between the two pathways. Therefore, the resultant conduction-band population after the pulsed interaction may show an asymmetric distribution for k x > 0 and k x < 0 ( Fig. 1i ), leading to a residual current after the pulsed interaction 20 . Thus, the generation of a CEP-dependent current is expected in the strong-field regime, but based on a mechanism different from the one that operates in the weak-field limit. We may thus expect deviations from the monotonic increase of the CEP-dependent current that is expected from power-law scaling in multi-photon interference.
The laser waveform, and hence the electron trajectory, is controlled by tuning the CEP of the few-cycle laser pulses. Spectral intensity and intensity envelope are unchanged by variation of φ CEP . We measure the CEP-dependent current through an unbiased graphene strip under illumination of CEP-stabilized few-cycle laser pulses ( Fig. 1a) . A CEPstabilized Ti:sapphire oscillator with a central wavelength of 800 nm (that is, a photon energy ħω of about 1.5 eV) and a Fourier-limited pulse frequency ω, electron dynamics switch to the light-field-driven regime, where the interband transitions are well described as repeated Landau-Zener transitions. Depending on the magnitude of the Δ values, the Landau-Zener transitions span from the fully diabatic regime (slice 1, Δ = 0) to the almost fully adiabatic regime (slice 3, Δ Ω ω R ). In between (slice 2, Δ Ω ω ≈ R ), the electron can undergo both diabatic transitions and adiabatic passage. This combination of interband and intraband processes may work as a beam splitter for the electron wavefunction. f, In a single oscillation of the electric field, the electron may experience this beam-splitting action twice, leading to two possible quantum pathways to reach the conduction band (see g). g, The electron starting from the valence band may either first pass through the beam splitter diabatically to reach the conduction band and, after the sign of the driving field has switched, adiabatically pass by the beam-splitting region in the conduction band (pathway 1), or vice versa (pathway 2). h, Electron trajectories under the influence of a drive pulse with φ CEP = − π /2, where the largest peak of the electron trajectory points to the negative x direction. The change of the electron wavenumber is proportional to the vector potential of the driving field (see Supplementary Methods for details). The green area indicates the region where the interband transition probability is large. The white stars represent the main interband transition events. The propagation phase between the transition events will be different for positive and negative initial k x . i, The resulting asymmetric excitation probability that leads to the generation of the residual (persistent) current after the laser pulse is gone (see text for details).
letter reSeArCH duration of about 5.4 fs is used as the laser source. The CEP-dependent light-induced current is extracted using a two-phase lock-in detection with the carrier-envelope offset frequency as the reference frequency (see Supplementary Methods and Extended Data Fig. 1 for details). Figure 2 shows the CEP-dependent current in the graphene strip (the difference in current between excitation pulses with φ CEP = − π /2 and φ CEP = π /2) with a peak optical field of up to 3.1 V nm −1 . The CEP-dependent current under linearly polarized excitation parallel to the graphene strip clearly displays a non-monotonic behaviour as a function of the field strength. At a field strength of around 2 V nm −1 , the CEP-dependent current changes its sign. Note that pulses that are linearly polarized perpendicular to the graphene strip do not generate a measurable CEP-dependent current (< 0.1 pA). Circularly polarized driving pulses lead to a CEP-dependent current without such a reversal in the current direction, as will be discussed later. See Extended Data Fig. 2 for more detailed data.
To clarify the origin of the CEP-dependent current and its peculiar dependence on the optical field strength, we model the dynamics of light-field-driven electrons in graphene using a nearest-neighbour tight-binding model with laser-field interaction (see Supplementary Methods and Extended Data Fig. 3 for details). The distribution of the conduction-band population after excitation by the laser pulse is calculated numerically by solving the time-dependent Schrödinger equation with electrons in only the valence band as the initial condition ( Fig. 3a  and b ). The CEP-dependent conduction-band population can be estimated by treating the electron dynamics in a fully coherent manner when the carrier decay timescales are longer than the optical cycle 20 , which is satisfied here. The residual current is obtained from the conduction-band population distribution and the electron velocity given by the slopes of the bands, with the assumptions of a ballistic carrier lifetime of 40 fs and a diffusive decay length of 350 nm, consistent with previous literature [12] [13] [14] (see Supplementary Methods) . The model not only reproduces the main features of the experiment but also quantitatively matches the currents over the entire field strength range and both polarization states (Fig. 2) . The nonlinear increase of the CEP-dependent current as well as the striking change in current direction are fully reproduced. Figure 3a shows the simulation results of the conduction-band distribution. The distribution is asymmetric along the k x axis. This asymmetry is CEP-dependent, and is more clearly shown in Fig. 3c and d, which depicts the CEP-dependent conduction-band population Δ ρ CB obtained as the difference between the results of φ CEP = π /2 and φ CEP = − π /2. Data with two peak field strengths are shown, E 0 = 1.4 V nm −1 (Fig. 3c ) and E 0 = 2.4 V nm −1 (Fig. 3d ). Several 'hotspots' in k-space (that is, regions showing a clear CEP-difference, such as the red or blue islands in Fig. 3d ) that exist near the one-photon resonance, antisymmetrically in the k x direction. In the weak field regime (Fig. 3c) , the most prominent positive hotspot is found at k x < 0. This results in a flow of electrons in the negative x direction for φ CEP = π /2 excitation, that is, a positive current in the x direction. In the weak-field limit, these hotspots evolve monotonically with the peak field strength, a characteristic feature of the perturbative dynamics discussed above. The root cause of the CEP-dependent current in the weak-field regime lies in processes containing odd orders of the electric field, such as the interference between one-photon and two-photon absorption 15, 16 (see Supplementary Methods) .
At E 0 = 2.4 V nm −1 , new hotspots appear (Fig. 3d ). The main positive hotspot now rests at k x > 0, leading to a current in the negative x direction, direct evidence of the distinctive current change as a function of the field strength. As shown in Fig. 3e , this non-monotonic behaviour shows up prominently when Δ ρ CB is plotted along the line including the resonance point (shown in Fig. 3c and d ). Here we can clearly identify E 0 ≈ 1.8 V nm −1 as the peak field at which the current reverses direction, which represents the border into the strong-field regime. From this field strength onwards, a change of the electron wavenumber is not negligible in the excitation process.
A closer look at the temporal evolution of the conduction band population provides insight into the role of LZS interference in the generation of the asymmetric conduction-band population in the strong-field regime. The LZS interference condition is determined by two phases: the transition phase of a single Landau-Zener process (known as the Stokes phase) and the propagation phase 11 . The propagation phase is
where t 1 and t 2 refer to the transition events, and ε C (k) and ε V (k) represent the momentum-dependent energies of the conduction-and valence-band states, respectively. The propagation phase (multiplied by ħ) is analogous to the sum of the binding energy and the kinetic energy of the free state in the case of the recollision processes in gasphase strong-field physics 28, 29 . Consequently, the waveform-dependent accumulation of φ CV provides information about the band structure 2 . Figure 3f -j shows the conduction-band population ρ C (t) and the propagation phase φ CV as a function of time for two different initial k-points labelled P and Q in Fig. 3e , where the difference in ρ C after excitation with the φ CEP = π /2 pulse rather than the − π /2 pulse is letter reSeArCH maximized. For the trajectory starting from P ( Fig. 3f and g) , the two main transition events at approximately t = 0 result in destructive interference in the conduction-band population. This is because the total phase difference between the two LZS quantum pathways is about 3π : the propagation phase between the two main transition events (intersections between the electron trajectory and k x = 0 shown in Fig. 3h ) is φ CV ≈ 2π , and the transition phase provides an additional π -phase shift. On the other hand, for the electrons starting from point Q ( Fig. 3i and j) , φ CV ≈ π between the two main transitions; this, together with the transition phase π , results in a phase difference of about 2π -that is, constructive interference and thus a larger population in the conduction band. This difference in the quantum phase and hence the interference outcome leads to the asymmetric population distribution in the strong-field regime. So far we have discussed one-dimensional trajectories of electrons along a straight line in reciprocal space, relevant for linear polarization: The electron travels back and forth in the same direction, allowing for two transition events within a single optical cycle (Fig. 4a ). When this intra-cycle LZS interference starts to govern, the direction of the CEPdependent current is reversed. In stark contrast, in the case of circular polarization, there is no change in the current direction over the entire peak field range, as is well supported by simulation results (Fig. 2) . . c, d , The difference Δρ CB between conductionband populations after excitation with φ CEP = π /2 and − π /2, plotted for two different peak field strengths E 0 = 1.4 V nm −1 and 2.4 V nm −1 , respectively. Positive Δρ CB (red) means that the φ CEP = π /2 pulse creates more excitation. The centre of the most prominent positive hotspot in each panel is marked with a cross. e, Δρ CB along the resonance line in c (and d) that contains the resonance point at k x = 0, as a function of the field strength E 0 . Up to E 0 ≈ 1.8 V nm −1 , Δ ρ CB increases monotonically as a function of E 0 . Above this value, Δ ρ CB behaves non-monotonically, indicating the transition into the strong-field regime. f-h, Temporal evolution of the propagation phase φ CV (t 1 = 0) (f), the conduction band population ρ CB (t) (g), and the electron wavenumbers k x (t) (h) during the excitation with E 0 = 2.8 V nm −1 , with the initial wavenumber indicated as point P in e. i, ρ CB (t) for the initial wavenumber Q in c. j, φ CV for the initial wavenumber Q in c. Interband Landau-Zener transitions occur mainly at around k x = 0, indicated by the green-shaded region in h. The two main transitions indicated by the blue (red) dotted lines result in a destructive (constructive) interference in the conduction band for electrons starting from point P (Q). The propagation phases at these transitions are highlighted with green circles in f and j. 
The reason behind this qualitatively different behaviour originates from the two-dimensional nature of the electron trajectories in reciprocal space. For trajectories resulting from circularly polarized light, only one transition event per optical cycle is found ( Fig. 4b and c ), since the transition probability is maximized when the electron passes near the Dirac point, which occurs only once per cycle in the circularly polarized case. Therefore, intra-optical-cycle LZS interference cannot occur because it requires more than one transition per cycle (and inter-optical-cycle LZS interference would not exhibit a CEPdependence because the spacing between transition events is always one optical cycle 30 ). Instead, the magnitudes of the single-path transitions depend prominently on the CEP, which is responsible for the observed CEP-dependent current for circular polarization (see Supplementary Methods and Extended Data Figs 4 and 5) .
Bearing in mind that circular polarization can be decomposed into two orthogonal linear polarization contributions, we stress that the obtained current direction for linear and circular polarization are opposite to each other in the strong-field regime, when the field components parallel to the graphene strip are identical. The orthogonally pola rized component alone cannot generate a CEP-dependent current, but this component can switch off the influence of the sub-optical-cycle atto second LZS interference. This striking polarization dependence originates from the two-dimensional nature of electron trajectories in reciprocal space, which may allow band-structure tomography to be extended to higher dimensions 2 . Similarly, we expect that this twodimensional nature will allow topological effects to be investigated on the attosecond timescale 30 .
The ability to steer electrons on sub-optical-cycle timescales in graphene will enable the exploration of the build-up of correlated electron dynamics occurring on longer timescales. Such correlated dynamics can appear in pump-probe or multi-colour experiments, as has also been indicated by quasi-particle collision studies in solids 3 . We anticipate that this demonstration of light-field-driven currents in graphene, a low-dimensional conductor, will pave the way to the integration of electronics and optics on one platform. The graphene strip is aligned parallel to the terrace steps. Scale bar is 2 μm. The triangles found in the electrodes are alignment markers. b, Map of the (CEP-independent) photocurrent as a function of the laser spot position. When the laser spot hits the graphene-metal junction, photo carriers are generated in the graphene that result in a photocurrent owing to the built-in potential at the junction originating from the mismatch of the work functions. c, Laser spectrum, recorded with an optical spectrum analyser. The instrumental noise floor is visible at the spectral extrema. d, Second-harmonics interferometric autocorrelation trace of the compressed laser pulse. The blue circles are measured data points, and the red curve shows a trace calculated from the spectrum assuming a flat spectral phase. The signal is normalized so that the intensity for sufficiently large delay (> 40 fs) becomes the unity. 

