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Resume { La communication entre deux ho^tes de l'Internet soure de pertes de paquets, c'est-a-dire d'eacements de symboles.
Lorsqu'on utilise un protocole de transport comme UDP, l'usage de codes correcteurs d'eacements est un moyen plausible
d'assurer une transmission able. La simplicite de la compensation d'eacements permet me^me d'envisager l'utilisation de codes
assez longs (plusieurs centaines voire plusieurs milliers de symboles). Est-ce que le gain en abilite merite le sacrice en latence ?
Pour repondre a cette question, nous analysons les possibilites des codes correcteurs sur des canaux a eacements Markoviens.
Dans sa plus simple version, le theoreme de codage-canal aÆrme que les possibilites d'un canal sans memoire sont caracterisees
par les probabilites de transition entree/sortie, et le debit maximal d'une communication able est identie comme la solution
d'un probleme d'optimisation (la capacite). De plus, la vitesse avec laquelle la probabilite d'erreur au decodage decro^t est
precisement decrite par la Random Coding Bound et par la Sphere Packing Bound. Les canaux Markoviens sont des cha^nes de
Markov dont l'espace d'etats est forme par des probabilites de transition entre symboles d'entree et de sortie. Pour beaucoup
d'applications (liaisons sans ls, reseaux a commutation de paquets sans garanties de qualite de service), les canaux Markoviens
sont des modeles deles mais delicats a analyser. Pour la plupart de ces canaux, on ne conna^t pas de caracterisation a un symbole
de la capacite. Nous tra^tons ici du plus simple des canaux Markoviens en nous appuyant sur la relation entre les Random Coding
Bound, Sphere Packing Bound et la theorie des Grandes Deviations. Ceci permet de calculer explicitement les exposants pour
des canaux d'Elliot-Gilbert a eacements, d'evaluer les merites des strategies d'entrelacement et l'impact (negatif) de la memoire
sur les performances des codes correcteurs. Finalement nous confrontons ces speculations a des traces de communications reelles
sur Internet et nous observons que sur une classe de liaisons bruyantes, possedant un taux de pertes superieur a 5%, les simples
modeles Markoviens s'averent qualitativement corrects.
Abstract { End-to-end Internet connections are carried by a lossy packet-switched channel. If an unreliable transport protocol
like UDP is used, Error-Control-Coding appears as a way to ensure reliable transmission. The simplicity of erasure correction
allows to envision rather long codes (say several hundreds of symbols). Is it reasonable to trade latency for reliability? To answer
such a question, we investigate the capabilities of Markovian erasure channels. In its basic version, the Channel Coding Theorem
asserts that the capabilities of the discrete memoryless channel (DMC) are fully characterized by the input/output transition
probabilities, the maximal rate of reliable ommunication is dened as the solution of an optimization problem (channel capacity).
Moreover, up to the order in the exponents, the rate at which decoding error probability declines towards 0 which block length
is precisely described by the Random Coding bound (upper bound) and by the Sphere Packing bound. Markovian channels
(MC) are Markov chains which state spaces are constituted by input/output transition probability matrices (i.e. each state
may be identied with the transition probability matrix of a DMC). For many applications (wireless channels, lossy channels as
packet-switched computer networks) Markov Channels may be regarded more faithful but less tractable pictures of real systems
than DMC. For most of those Markovian channels, despite the fact that Markov channels do have a concise description, no
single letter characterization is known, and little is known about coding exponents. We deal here with the simplest Markovian
channel: the erasure Markovian channel and single out the relationship between coding exponents and Large Deviation Theory.
The simple Markovian Erasure Channel is described precisely : random coding and sphere packing exponents are described, and
a (natural) large deviation interpretation is provided. This allows to assess the merits of interleaving strategies for coping with
channel memory. Fianlly we assess those theoretical observations on traces of Internet connections, and we observe that for a class
of noisy connections where loss rate exceeds 5% and may reach 30%, the simplest Markovian models prove to be qualitatively
correct.
Mots cles Theorie de l'Information, Codage Canal,
Reseaux de communication, Grandes Deviations.
Avertissement An english version of this text is avai-
lable at http://www.lri.fr/
~
bouchero/PUB/cemc.ps.gz.
1 Introduction
Sur un canal discret sans memoire, de probabilite de
transition generiqueW (cf. [4] pour plus amples denitions
et motivations) la performance des codes correcteurs d'er-
reurs est decrite par le random coding exponent E
rc
(:;W )
et par le sphere packing exponent E
sp
(:;W ). Pour une fa-
mille de codes (C
n
) avec C
n
de longueur n et de debit R
(proportion de symboles de messages parmi les n sym-
boles), la probabilite de decodage errone e
n
sur C
n
satis-
fait
lim sup
n
1
n
ln e
n
  E
rc
(R;W ) ;
lim sup
n
1
n
ln e
n
  E
sp
(R;W ) :
Certains exposants simples peuvent e^tre interpretes dans
la theorie des Grandes Deviations [4] [5]. Mais nous n'avons
pas ete capables de trouver un traitement systematique de
la relation entre les Grandes Deviations au sens de [5] et les
exposants de codages de la theorie de l'Information. Les
deux sujets partagent pourtant des traits communs : ils
traitent tous les deux d'equivalents asymptotiques de loga-
rithmes de probabilites d'evenements rares et l'argument
de canal deforme (twisted channel) utilise pour prouver le
Sphere-Packing exponent est de la me^me espece que les
changements de mesures des preuves de bornes inferieures
en Grandes Deviations [4]. Nous utilisons cette relation
pour mieux comprendre certains canaux Markoviens par-
ticulierement simples.
Les canaux Markoviens sont denis par un alphabet
d'entree X et un alphabet de sortie Y , par un espace
d'etats S, une probabilite de transition W
s
k
(yjx) (avec
y 2 Y et x 2 X ) associee avec chaque etat s
k
et une pro-
babilite de transition entre etats   ou  (s
k
; s
k
0
) denit la
probabilite d'atteindre l'etat s
k
0
a partir de s
k
. Dans ce
texte,   est supposee irreductible et ergodique (il existe un
n tel que pour toute paire d'etats s
k
et s
k
0
,  
n
(s
k
; s
k
0
) >
0).
Les reseaux a commutation de paquets fournissent un
exemple concret de canal a eacements. Une connection
entre ho^tes distants est grossierement modelisee par une
le d'attente de capacite nie. Son etat est le nombre
de clients (paquets) dans la le, un seul paquet etant
servi a la fois. Un processus stationnaire representant le
traÆc global de l'Internet alimente la le alors que la
connection entre les deux ho^tes qui nous interessent en-
voie periodiquement un paquet (un symbole d'entree du
canal). Ce paquet est eace s'il arrive lorsque la le est
pleine. Nous supposerons que ce traÆc n'inue pas sur
l'etat du canal. Ce modele caricatural fournit un modele
grossier de connections Internet [2, 3]. Notre objectif est
d'analyser l'impact de la memoire sur des canaux a ea-
cements dans leur version Markovienne.
La litterature contient peu d'informations quantitatives
sur les exposants de codage des canaux Markoviens en
general. Gallager propose une formule limite pour ces ex-
posants, mais ne fournit pas de caracterisation a un sym-
bole (single letter characterization) en dehors du cas cer-
tains canaux a evanouissement [6, pages 182-187]. Cette
caracterisation est tres proche de la formulation d'un Prin-
cipe de Grandes Deviations pour les cha^nes de Markov a
la maniere de Donsker and Varadhan [5, Chapter 3].
Nous montrerons que pour les canaux a eacement, les
exposants de codage admettent une interpretation simple
en termes de taux de Grandes Deviations et que cela
conduit a une caracterisation a un symbole des possibi-
lites de ces canaux.
2 Canaux a eacements et Prin-
cipes de Grandes Deviations
Sur un canal a eacements, un symbole d'entree est
transmis delement ou perdu. Le recepteur est informe des
fautes de transmission. Contrairement au canal a evanouis-
sement decrit dans [6], le recepteur ne conna^t pas l'etat
du canal. Lorsque le canal est sans memoire, il est deni
par la proabilite de perte p, sa capacite est simplement
C = (1   p), ses exposants au debit R sont
1
: E
sp
(
~
R) =
h
2
(
~
R;C), and E
rc
= min(E
sp
(
~
R);E
sp
(
~
R
cr
) + (
~
R
cr
 
~
R)),
le debit critique etant
~
R
cr
=
~
C
~
C+(1 
~
C)#X
ou #X est la
taille de l'alphabet d'entree. La source qui maximize l'in-
formation mutuelle est sans memoire et uniforme sur l'al-
phabet d'entree. Le comportement d'un canal a eace-
ment est completement deni par le processus de pertes
(Z
n
)
1
n= 1
, ou Z
i
= 1 si la i
eme
transmission est une perte
et 0 sinon. Le processus de pertes satisfait un principe de
Grandes Deviations (PGD) de fonction de taux I si pour
tout borelien A  [0; 1] de fermeture A et d'interieur A
Æ
,
nous avons :
inf
x2A
I(x)   
1
n
ln Pr

1
n
n
X
i=1
Z
i
2 A

 inf
A
Æ
I(x):
Si le processus de pertes suit une PGD, alors un argument
simple fonde sur le principe des pigeons montrer que le
sphere packing bound concide avec la fonction de taux qui
gouverne le PGD, et un argument de selection aleatoire
montre que le random coding bound concide avec la fonc-
tion de taux pour les debits supercritiques (qui peut e^tre
caracterisee en utilisant le comportement limite de la Log-
transformee de Laplace du processus de pertes).
Theorem 2.1 Soit (Z
n
) le processus de pertes d'un canal
a eacement stationaire W , si Z
n
satisfait un PGD avec
une fonction de taux convexe I(), alors pour un entier n,
et tout debit
~
R > 0
E
rc
(
~
R;W ) = min

I(1 
~
R); I(1 
~
R
cr
) +
~
R
cr
 
~
R

(1)
E
sp
(
~
R;W ) = I(1 
~
R): (2)
3 Canaux a eacements Markoviens
Pour les canaux a eacements Markoviens, l'approche
par les grandes deviations fournit la caracterisation a un
symbole suivante des exposants de codage.
Theorem 3.1 Pour un canal a eacements Markovien
d'espace d'etats s
1
; s
2
: : : s
`
de matrice de transition entre
etats  , et de probabilite de perte dans l'etat s
i
egale a p
s
i
,
P
Z
i
=n satisfait un PGD avec la fonction de taux:
I(1 
~
R) = sup
t

t(1 
~
R)  log
0
( 
t
)
	
;
1. h
1
(x) =  x log x (1 x) log(1 x) est l'entropie d'une variable
de Bernoulli. L'entropie relative entre deux variables de Bernouilli de
probabilites de succes x et y est h
2
(y; x) = y log
y
x
+(1  y) log
1 y
1 x
.
ou 
0
(:) est la valeur propre de Perron-Frobenius de la
matrice de transition deformee  
t
denie par :
 
t
(s; s
0
) =  (s; s
0
) exp(
s
0
(t))
avec 
s
0
(t)

= ln[p
s
0
e
t
+ (1  p
s
0
)].
Pour des canaux a grands alphabets d'entree (cela depend
de la taille de la charge des paquets) les bornes decrites par
ce theoreme sont atteintes par les codes de Reed-Solomon,
elles peuvent e^tre pratiquement pertinentes.
J. Bolot [2] a propose de representer les connections
Internet comme des canaux d'Elliott-Gilbert qui perdent
avec probabilite 1 dans l'etat mauvais B, et probabilite 0
dans l'etat bon G (cf. [3] pour des modeles plus sophis-
tiques). b (resp. g) represente la probabilite de passer dans
l'etat B (resp. G) en venant de G (resp. B). Dans ce cas les
exposants de codage possedent une jolie interpretation en
termes de theorie de l'Information en utilisant la mesure
empirique qui compte les occurrences de chaque transition
durant n iterations de la cha^ne. Dans la suite q(:; :) denote
une probabilite sur S S, q
1
(resp. q
2
) denote la premiere
(resp. la seconde) marginale de q, et q
f
(i; j)

= q(i; j)=q
1
(i).
Alors, pour toute probabilite q(:; :) sur S  S telle que
q(s; s
0
) > 0 )  (s; s
0
) > 0, et q
2
= q
1
, on denit la fonc-
tion suivante : I(q) =
P
s
q
1
(s)H(q
f
(s; :)j (s; :)); ou H est
l'entropie relative. La probabilite que le temps passe dans
l'etat s depasse  satisfait:
lim
n
 
1
n
logP

temps passe dans s > 
	
= min
q;q
1
(s)>;q
2
=q
1
I(q):
Appliquant ces formule au canal d'Elliott-Gilbert a ef-
facements illustre l'eet de la memoire sur les exposants
de codage. Il est gratiant de denir le canal en utilisant
son trou spectral Æ = 1 
1
( ) = b+ g ou 
1
( ) est la se-
conde valeur propre de  , et sa capacite ( (G) =
~
C pour
la cha^ne de reference, et
~
R pour la cha^ne deformee opti-
male). Le trou spectral Æ
0
de la cha^ne deformee optimale
de capacite
~
R est
Æ
0
=
~
C

1 
~
C

Æ
2
~
R

1 
~
R

(1  Æ)
0
B
@
v
u
u
u
t
Æ
2
+
4
~
R

1 
~
R

(1  Æ)
~
C

1 
~
C

  Æ
1
C
A
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(3)
Le sphere packing exponent vaut alors :
(1 
~
R)h
2
(Æ
0
~
R; Æ
~
C) +
~
Rh
2
(Æ
0
(1 
~
R); Æ(1 
~
C)) : (4)
Ces expressions peuvent e^tre utilisees pour evaluer les
merites de l'entrelacement. Pour le canal d'Elliott-Gilbert,
l'entrelacement revient a modier le trou spectral de la
cha^ne, si J mots de code sont entrelaces, le trou spectral
devient 1 (1 Æ)
J
. Ceci ameliore les exposants de codage
(cf gure 3), mais hormis pour les petits entrelacements, le
gain apporte par l'entrelacement est bien moindre que ce-
lui apporte par un accroissement de la longueur des blocs
d'encodage.
4 Resultats empiriques
Comme les modeles de connections Internet sont en-
core un objet de debat et sont remarquablement diÆciles
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Fig. 1: Chaque courbe represente les exposants comme une
fonction du debit pour un niveau donne d'entrelacement
J . Les parametres du canal d'Elliott-Gilbert sont
~
C = :8
et Æ = :296.
a analyser, nous avons mene une serie de mesures pour
evaluer la pertinence de nos calculs. En respectant une
methodologie deja eprouvee [1, 2], nous avons envoye des
series de paquets-sonde (de type udp) de taille xe (va-
riant d'une experience a l'autre entre 40 et 1000 octets) a
intervalles reguliers compris entre 2 et 1000 millisecondes,
entre des paires de stations situees aux USA, en Allemagne
et en France, sur des sites academiques ou prives. udp,
le protocole de transport en mode datagramme n'est pas
able. La duree des enregistrements varie entre une demi-
heure et une journee. Les connections revelent des prols
de pertes tres variables a l'echelle de la journee, le taux de
pertes pouvant passer de 1% a 30%, ou de l'annee en rai-
son de la montee en puissance des dorsales. Neammoins,
il est generalement raisonnable de supposer que les series
de pertes sont stationnaires sur l'echelle d'une heure.
Ces series de pertes ont ete etudiees en utilisant les tech-
niques classiques d'analyse des series temporelles (deter-
mination des correlogrammes, periodogrammes, verication
de dependances a long terme). Mais la pierre de touche
consiste a determiner des frequences d'erreur de decodage
empiriques. Nous avons supposes que des codes correc-
teurs de pertes ideaux (type Reed-Solomon) etaient ap-
pliques aux series observes : les paquets etaient consideres
comme regroupes en blocs de longueur xe n (n etait ty-
piquement pris entre 5 et 1000, et chaque bloc formait un
mot de code. En supposant l'utilisation d'un code idela de
debit R, on obtenait une erreur au decodage si et seule-
ment si la proportion de paquets perdus depassait 1  R.
Ce scenario n'est pas irrealiste. Nous avons determine la
frequence d'erreur au decodage pour dierentes longueurs
de blocs a dierents debits (gure 4). Sur les connec-
tions tres ables comme celles que l'on observe entre les
reseaux academiques allemands et francais, l'utilisation de
longs blocs n'apportait pas de beneces clairs. Cela pour-
rait e^tre du^ au fait que sur ces connnections, la moitie
des pertes apparaissent dans des rafales intenses. D'un
autre co^te, sur les liaisons bruyantes comme la connection
entre le reseau academique allemand et le cablo-operateur
parisien, ou entre les reseaux academiques americains et
francais avant fevrier 1999, les pertes apparaissent faible-
ment dependantes et notre approche Markovienne semble
pertinente. A partir des courbes representees dans la -
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Fig. 2: Frquence d'erreur de decodage pour dierents
debits, durant deux heures d'enregistrement entre l'Uni-
versite de Bonn et une station raccordee au reseau de
television cablee parisien a Paris. Des paquets udp de 20
octets sont envoyes toutes les 20msec. Le taux de pertes
moyen est de 19%.
gure 4, nous avons determine des exposants d'erreur em-
piriques pour dierents debits de code. Ceci a ete mene par
une simple regression lineaire sur les diagrammes semilo-
garithmiques. Sur la gure 4, ces exposants empiriques
sont compares avec des valeurs theoriques.
5 Conclusion
Ce papier peut e^tre resume selon deux perspectives.
Theoriquement parlant, il illustre le fait que les canaux
Markoviens devraient recevoir une caracterisation a un
symbole et que cette caracterisation devrait s'interpreter
dans le cadre des Grandes Deviations pour les fonction-
nelles additives des cha^ne s de Markov. Pratiquement
parlant, nous avons montre que en depit de la faillite des
modeles Poissoniens [8], la modelisationMarkovienne peut
encore fournir des predictions qualitatives interessantes.
Bien que les dependances entre pertes diminuent l'eÆca-
cite des codes correcteurs de pertes, ces codes ne sourent
pas toujours de la malediction de la latence comme les
routeurs sourent apparemment de la malediction du di-
mensionnement des tampons lorsqu'ils sont soumis a un
traÆc a dependance a longue portee [7]. La probabilite
d'erreur au decodage decro^t toujours exponentiellement
par rapport a la longueur des blocs et le coeÆcient dans
l'exposant est du me^me ordre de grandeur que celui qui est
calcule a partir du tres primitif modele d'Elliott-Gilbert.
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Fig. 3: Exposants de codage empiriques determines par
regression lineaire sur les donnees decrites dans la gure
4. Les valeurs theoriques sont predites en utilisant une
modele d'Elliott-Gilbert et les formules 3 et 4 en choisis-
sant C = :78; Æ = :3.
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