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Abstract—Currently, connectomes (e.g., functional or struc-
tural brain graphs) can be estimated in humans at ≈ 1mm3 scale
using a combination of diffusion weighted magnetic resonance
imaging, functional magnetic resonance imaging and structural
magnetic resonance imaging scans. This manuscript summarizes
a novel, scalable implementation of open-source algorithms to
rapidly estimate magnetic resonance connectomes, using both
anatomical regions of interest (ROIs) and voxel-size vertices. To
assess the reliability of our pipeline, we develop a novel non-
parametric non-Euclidean reliability metric. Here we provide an
overview of the methods used, demonstrate our implementation,
and discuss available user extensions. We conclude with results
showing the efficacy and reliability of the pipeline over previous
state-of-the-art.
Index Terms—connectomics, magnetic resonance imaging,
network theory, pipeline
I. INTRODUCTION
The ability to estimate a connectome, i.e. a description of
connectivity in the brain of an individual, promises advances
in many areas from personalized medicine to learning and
education, and even to intelligence analysis [1, 2]. A robust
analysis of these brain-graphs is on the horizon due to recent
efforts to collect large amounts of multimodal magnetic reso-
nance (M3R) imaging data [3, 4]. An ideal methodology would
enable scalable computing of graphs and functionals thereof
in a way that yields estimates that are reliable. Moreover, such
a tool would be open source, and make the data it processes
open source in a user friendly way.
Building such a tool, however, is challenging. The data for
each subject consists of about 1 gigabyte (GB) of M3R data.
Converting from raw data to graphs and functions thereof
requires daisy-chaining over 20 subroutines, each of which
implements a different transformation of the data. MRCAP is
an existing pipeline that we previously developed for inference
of graphs [5]. However, MRCAP has robustness and scalability
limitations; it requires about 10 hours per subject to generate a
final output, and has scheduler constraints. Moreover, MRCAP
only generates small graphs, with 70 vertices, rather than
voxel-wise graphs and functions thereof. Other pipelines (for
example, [6]) have similar problems.
The utility of the output brain-graphs is a function of its
scientific meaningfulness. Because such data currently lack
ground truth for the estimates, or even other gold standards,
investigators are left to assess the quality of estimates using
only the data itself. Test-retest datasets consist of multiple
subjects, each of whom have been scanned multiple times.
Most previous work on reliability has assessed parametric
reliability of features of the data. For example, it is standard to
compare the between and within variances of, say, the number
of edges [7]. However, these approaches are limited because
they make parametric assumptions, and test scalar functions
of the graphs.
We present here an MRI Graph Reliability Analysis and
INference for ConnEctomics (MIGRAINE). methodology and
associated software package. In addition to satisfying the
above two mentioned desiderata (scalability and reliability),
our pipeline, and much of our data, are provided in accor-
dance with open science. The tested data originate from a
wide assortment of institutions and projects, demonstrating
the robustness of MIGRAINE. We demonstrate the improved
reliability of our pipeline over the previous state-of-the-art,
in addition to its improved scalability. Moreover, we utilize
a notion of reliability related to the mean reciprocal rank
often used in the information retrieval community. Finally, a
useful metric for assessing pipeline and graph reliability is
constructed and demonstrated.
II. MIGRAINE PIPELINE
A. Raw Data
Table I provides summary statistics for the various datasets
processed via MIGRAINE. For each dataset, we collected
both diffusion and structural MRI (MPRAGE). The two test-
retest datasets (KKI–42 and NKI-24) were used to assess
reliability; the other datasets were processed because they
contain interesting phenotypic information (covariates) that we
will utilize in future studies.
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Fig. 1: MIGRAINE Pipeline Overview
TABLE I: Various datasets successfully processed via MI-
GRAINE. Key for covariates: S=standard (sex, age, handed-
ness), C=cognitive, B=behavioral, L=language, D=diagnostic
(e.g., bipolar). The COINS column indicates whether the
dataset will be made available via the Mind Research Network
COINS data exchange (http://coins.mrn.org/dx). *=available at
www.nitrc.org/projects/multimodal.
name # subjects covariates ref COINS
KKI–42 21 S [8] *
NKI–24 12 S [9] Y
MRN–111 111 C N/A Y
MRN–1313 1313 C,D N/A N
CASL–36 36 C,B,L N/A N
B. Inference of Brain-Graphs
1) LONI Processing Framework: The original Java Image
Science Toolkit (JIST)-based [10] pipeline, consisting of 22
Java modules, is wrapped and integrated within the LONI
pipeline framework [11]. Via swapping out some modules
with improved functions, reducing I/O and communication,
processing time is significantly reduced. MIGRAINE is flexi-
ble and can be modified using existing neuroimaging modules
already incorporated in LONI (e.g., [12]), or custom code that
is command-line executable.
2) Small Graph Generation: Our graph generation routines
(summarized in Figure 1) consist largely of the following
steps. Small graphs (e.g. 70 vertices and
(
70
2
)
= 2415 edges)
are computed as detailed in [5], except for additional steps to
register the structural and diffusion data for each subject to
a common template (e.g., the MNI atlas [13]). The voxels in
the template brain volume are labeled in accordance with the
Desikan atlas regions [14]. We estimate tensors and perform
deterministic tractography (FACT [15]) to estimate fibers in
the brain (note that both of these functions can easily be
swapped out for more sophisticated, but time consuming, op-
tions). Finally, an estimate of connectivity between each pair of
regions is recorded (e.g., the number of times each region pair
is connected by a fiber). Much of the connectome literature
uses region-wise graphs, rather than voxel-wise [16]. These
results therefore enable comparison with previous analysis,
allow for the assessment of reliability between pipelines, and
support existing classification methods.
3) Big Graph Generation: To generate big graphs, we
utilize the Magnetic Resonance One-Click Pipeline (MROCP)
code base as detailed in [17]. Initially a mask (e.g ROIs) is
applied to the fiber streamlines created during small graph
estimation. Each surviving voxel becomes a vertex in the
sparse column compressed graph. Here edges represent a
single fiber connecting a pair of vertices within the bounds
defined by the mask. Finally, we iterate over each fiber
streamline, recording an edge between every two vertices that
can be reached (i.e. that are connected) by a single fiber. The
entire codebase to generate the big graphs was developed and
written in Python.
All of these graphs are aligned, and for each MR scan
we obtain a big graph with ≈ 107 aligned vertices and
≈ 1010 edges. Because we are conservative with the mask,
many of these voxels are noise. We therefore reduce these
graphs to their largest connected component, which keeps
essentially all white matter voxels, consisting of ≈ 105
vertices and ≈ 108 edges.
C. Analysis of Brain-Graphs
Computing analytics (i.e., multivariate glocal invariants
[17]) on big graphs is a challenging endeavor due to the
computational intensity associated with processing graphs
with ≈ 108 edges. Equivalent computational tasks are thus
generally designated to specialized hardware like GPUs, graph
processing engines like GraphLab [18], or distributed solutions
like MapReduce. We utilize MROCP to efficiently compute
several multivariate graph analytics, including Latent Position
(LP-k), Number of Local 3-Cliques (NL-3), Clustering Coef-
ficient (CC), Scan Statistic-1 (SS-1), Degree and Edge count
(see [17] for details).
D. Graph Reliability
The literature on reliability focuses primarily on parametric
reliability of scalar functions of the graphs. In other words,
they (implicitly) assume that the graphs themselves are re-
liable, and then ask questions about particular features of
the graphs. Because the data collection and graph generation
processes are so noisy, we desire to assess the reliability
of their composition. Thus, given a fixed pipeline, we can
compare reliability of two different scanners or scanning
sequences. Alternatively, given a fixed scanner and sequence,
we can compare the reliability of two different pipelines.
Let ξ : Ω × T → Ξ be a brain-valued random variable. In
words, ω ∈ Ω denotes a particular person, and t ∈ Ω denotes a
particular time, and ξt(ω) ≡ ξ(ω, t) denotes person ω’s actual
brain at time t. Let ψ : Ξ → X be a particular M3R scanner
and scanner sequence, so xt(ω) = ψ(ξt(ω)) ∈ X is the output
from the scanner, and the input to MIGRAINE. MIGRAINE
converts x to graphs, φ : X → G. Therefore, the scanning and
pipeline together form the composition f = φ ◦ ψ : Ω×T →
G, and we can test the reliability of either φ or ψ over time
for a particular subject, as follows.
Let δ : G × G → R be a graph-value metric. For vertex
aligned graphs, we adopt the Frobenius norm of their adja-
cency matrices, δ(G,G′) = ‖A−A′‖F , due to its simplicity
and its theoretical properties (in particular, under that metric,
a k-nearest neighbor classifier is universally consistent for
graphs [19]). Thus, given n subjects, each with observations
at two different times, we obtain 2n x’s as input to MI-
GRAINE, and we compute
(
2n
2
)
distances (because distances
are symmetric). For each scan i ∈ [2n] = {1, . . . , 2n}, we
rank all remaining 2n − 1 scans using δ. Let i and i′ denote
the first and second scan of subject i, respectively, and let
ri ∈ [2n − 1] denote the rank of i′ relative to i. We define
reliability of f as R(f) = (2n−∑i∈[2n] ri)/(2n−1) ∈ (0, 1),
so R = 1 is maximally reliable and R = 0 is minimally
reliable. Note that this notion of reliability is not limited to
assessing f ’s or graphs – it is broadly applicable. Moreover,
it is nonparametric and robust to outliers, and makes no
distributional assumptions.
III. RESULTS
We successfully processed subjects from a variety of data
corpora (both existing and new), totaling over 1500 subjects
from multiple centers and acquisition paradigms. All of the
resulting graphs and analytics are currently being used to
develop classifiers, provide new insight into the way brains
are wired and to determine which aspects of the network are
informative in predicting cognitive properties.
A. Scalability
The current iteration of our software in the LONI Pipeline
results in significant improvements to both scalability and
processing time relative to the MRCAP baseline [5], which
produces a small graph in approximately 10 hours on our small
cluster (248 concurrent nodes, 1 TB total RAM). On average,
the MIGRAINE baseline takes approximately 3 hours/subject
to compute small graphs (i.e., the output from MRCAP),
an additional 5 hours/subject to produce big graphs, and
3.5 hours/subject for graph invariants, for a total of 11.5
hours/subject. Much of this improvement is obtained by utiliz-
ing a common registration template, allowing for anatomical
labels to be computed only once and then reused. Multi-node
capabilities only contribute marginally for a single subject
(in both pipelines) because the most intensive computations
occur serially. However, there are significant efficiencies in
scheduling when evaluating a large number of subjects, and
the number of nodes is the limiting factor. Run time for each
of our datasets is presented in Table II, including the results
of a dataset with over 1000 subjects. A univariate measure of
total fiber count per subject is shown in Figure 2.
TABLE II: Total and average run times for each dataset.
Time (Hours)
# Small Big Average/
Dataset scans Graphs Graphs Analytics Total Subject
KKI-42 42 2.9 4.7 3.9 11.5 11.2
CASL-36 36 3.1 4.6 3.7 11.3 11.0
NKI-TRT 24 3.2 5.2 3.4 11.8 11.6
MRN-111 111 1.5 6.1 3.0 10.5 9.8
MRN-1313 1313 9.9 37.3 18.3 65.5 10.2
Fig. 2: Box plots for each data set, showing total fiber count
for each dataset.
B. Reliability
A variety of tools have been developed to analyze inter-
mediate pipeline products, such as matrix comparison tools
and analysis of fiber counts. MIGRAINE leverages several
algorithmic improvements versus MRCAP, including changes
to data preprocessing and the registration to a common regis-
tration space as described previously. The results differed by
13% from the MRCAP baseline and produced better subject
separability as shown in Table III.
TABLE III: Validation showing improved discrimination
relative to MRCAP using the KKI–42 dataset [8].
Intra-Sub Inter-Sub Closest #
Pipeline Diff Mean Diff Inter-Sub Matches
MRCAP 26032 51584 38451 40/42
MIGRAINE 20378 56126 42663 42/42
To validate that our graphs produce a repeatable signal,
we used the KKI–42 Test-Retest Data [8] to analyze graph
estimation reliability, similar to [20]. We demonstrated that
the MIGRAINE pipeline produced a stable connectivity mea-
surement across multiple scans of the same subject.
For all 42 graphs, the most closely related graph (as com-
puted with the Frobenius norm) belonged to the same person,
scanned at a different time. A visualization of the graphs for
six test-retest pairs are shown in Figure 3, and the results of
all individual subject comparisons are shown in Figure 4.
IV. CONCLUSIONS
MIGRAINE is robust and has been utilized to process over
1500 subjects from a variety of datasets in a rapid, extensible,
automated framework. In addition to producing small graphs,
we have demonstrated additional processing capability through
the estimation of big graphs and analytics. The pipeline is
scalable and has internal validation and packaging scripts
to enable efficient analysis. Finally, we provide evidence of
classification signal in the estimated brain graphs.
Fig. 3: Six Test-retest graphs. Top (L-R): Male, 25 years old
(M25), F26, Middle: M25, F30, Bottom: M38, F61.
Fig. 4: KKI Test-Retest Results. Yellow boxes: Highest simi-
larity, Green dots: True pairs, White: Self-comparison.
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