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VISION-BASED FRAMEWORK FOR MONITORING OF EATING
BEHAVIOR OF PERSONS WITH ALZEHEIMER’S DISEASE

Haitham Asaad Al-Anssari, Ph.D.
Western Michigan University, 2018

Dementia is a syndrome used to describe an array of significant declines in cognitive
abilities due to progressive and irreversible loss of neurons and brain functioning. This
neurodegeneration seriously affects daily life activities like driving, shopping, working and
speaking. Among these, Alzheimer’s disease is the most common type of dementia, with
individuals experiencing loss of memory and thinking and reasoning skills. Due to cognitive
decline, individuals with Alzheimer’s often suffer from malnutrition, since they do not eat, even
when food is presented, and must be fed with assistance. This assistance presents a significant
burden of time to caregivers, and consequently to the public health costs of the disease. Past
approaches for food intake monitoring have involved sensors attached to the subject’s body. Such
systems are not suitable for persons with Alzheimer’s, who may simply remove these sensors or
refuse to wear them in the first place since they may perceive them as obtrusive. Therefore, using
a vision-based monitoring system is practical and has the significant advantage of monitoring food
intake without disturbing the individual. The system can also promote independent eating by
prompting the individual to eat on his/her own and can alert the caregiver when the individual has
stopped eating. Fostering independent eating for as long as possible reduces caregiver involvement
and enhances the dignity of the person with Alzheimer’s.
In this study, a vision-based framework for food-intake monitoring has been designed for
persons with Alzheimer’s disease. The proposed framework is based on recognizing skin color as

the main cue for region-of-interest-based segmentation and is designed with a built-in tracking
system that uses a controlled bounding boxes technique with the ability of tackling the hand-overface occlusion problem. Additionally, motion cue information is infused with skin information for
better detection of moving objects. The work also focuses on detecting eating and non-eating
gestures using feature extraction and classification methods. The Upper Body Region (UBR) is
detected using the Viola-Jones method while a histogram of oriented gradients (HOG) is used for
feature extraction and support vector machine (SVM) is used for classification. To reduce false
positive results, Haar-like feature detection is integrated with the combined template image (CTI)
technique. This unique integration allowed for the detection of hand movement within UBR with
higher accuracy. The framework, using any of the proposed techniques, can be custom-designed
for the person’s specifics and the eating environment to ensure optimal results.
The system has been tested using videos generated in the Digital Signal and Image
Processing Laboratory at Western Michigan University, with the MOBISERV-AIIA dataset. The
experimental results successfully demonstrate the effectiveness of the proposed framework in
monitoring food intake, and the capacity to provide timely feedback. This prototype will be tested
in an assisted living community in the Kalamazoo area. The proposed system has the capacity to
ease caregiver workload at mealtime, and also lay the groundwork for further work with
cognitively impaired populations. As prevalence rates for Alzheimer’s disease continue to rise
dramatically, further research on the efficacy of communicating with patients with Alzheimer’s
via human-computer interaction (HCI) systems, particularly in the realm of behavioral
modifications, is warranted.
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CHAPTER 1
INTRODUCTION AND MOTIVATION
1.1

Introduction
Event detection and behavior recognition are important and challenging areas in computer

vision. Event recognition gains a very important attention in computer vision applications such as
human computer interaction, security surveillance, gaming, assisted living, and video browsing.
Human behavior understanding combines image processing, features extraction, and machine
learning [1, 2].
It is important to understand the differences between action, activity, and event. Action can
be defined as a gesture like e.g. hand waving, while activity is a sequence of actions, and an event
is when several actions occur in sequence within the time frame. Figure 1.1 shows the hierarchy
of the three terms: action, activity, and event [2].

Figure 1.1: Hierarchy of action, activity, and event
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1.2

Motivation

1.2.1 Alzheimer’s Patients
Dementia is a term used to describe the failure in mental ability which could affect daily
life activities. It is a group of symptoms related with the decline in memory and reduces patient’s
ability to perform daily activities. Alzheimer’s is the most common known type of dementia which
is basically a memory loss that interferes daily activities. Over years, Alzheimer’s patients lose
their ability to respond to their environment. In the United States Alzheimer’s is considered as the
sixth cause of death. It has no cure yet, but available treatments are for reducing the dementia
symptoms and improve the quality of life for those with Alzheimer's and their caregivers [3].
Globally 44.4 million people are diagnosed with dementia and Alzheimer’s disease, a
number expected to rise to 131.5 million by 2050. Figure 1.2 shows the estimated number of people
who have or will have dementia and Alzheimer’s disease between 2018 and 2050 [4]. Alzheimer
’s disease International (ADI) 2016 reported that the number of dementia cases is increased by 9.9
million yearly around the globe [5, 6]. During the period 2017 to 2050, the number of affected
people in the US will expand from 5 to 16 million. It is expected that the number of Alzheimer’s
prevalence will increase in each state by 14%.
Table 1.1 shows the number of people over 65 who have or will have this disease between
2010 and 2050 [7]. For every 10 Americans over the age of 65 there is 1 has Alzheimer’s [5].
Approximately, there are 200,000 Americans under the age of 65 are diagnosed with early-onset
Alzheimer’s [3]. In 2015, the cost for the care of Alzheimer’s and dementia’s patients was
estimated to be $605 billion globally and $259 billion in the US. In 2050, the cost of care giving
will rise to more than $1 trillion. There are 15 million Americans providing unpaid care for their
2

relatives or friends with Alzheimer’s or dementias which provides approximately 18.2 billion of
unpaid hours [5].

Estimated No. of Peopole with Dementia in
million
152

160
140
120
100

82

80
60

46.8

40
20
0
2018

2030

2050

Estimated No. of Peopole with Dementia

Figure 1.2 : Estimated number of people with dementia

Table 1.1: Number of people who have and will have Alzheimer’s
Year

Age

Estimated No. of people with Alzheimer’s

2010

65+

4.7 million

2020

65+

5.8 million

2030

65+

8.4 million

2040

65+

11.6 million

2050

65+

13.8 million

Eating is essential to life and is one of the most important daily activities for managing
patients with dementia. There are some factors that led to a high risk of malnutrition for older
3

people including sensory losses, chewing or swallowing problems and anorexia. According to Kai
[8], eating is like bathing and toilet support where help is needed. Nutritional intake is a big
challenge for people with dementia disease. Approximately, 81.4% of Alzheimer’s patients
developed eating disorder behavior compared to 26.7% in normal elderly people [8].
Individuals with cognitive impairments may forget to eat or may not recognize how to eat.
Assistance of a family member or a caregiver is required to help individuals with cognitive
impairments even with the use of simple utensils (i.e. fork, spoon, or knife).
Another risk is malnutrition that results from a decreased appetite and an inability to
recognize food. Therefore, finding effective ways to support these feeding activities is essential
to assist them and improve their quality of life [9]. Providing the required level of food intake
assistance for Alzheimer’s patients is not a simple task, Johanssen and colleagues’ qualitative
study [10] illustrated that people with Alzheimer’s, particularly in the early stages, want to eat
independently as long as possible. Interventions are needed for both the person with dementia and
the caregiver to extend eating independently in eating. Assistive technologies are needed to
provide the necessary help to people with dementia for longer independency and to reduce the
burden from the caregiver [11].
1.2.2 Obesity

Obesity is a chronic disease that affects millions of people around the world. Obesity is
defined as excess adipose tissue. In the United States, obesity is a leading cause of mortality,
morbidity, disability, healthcare utilization and healthcare costs. It is considered as the fifth cause
of death, and in 2010 there were 3.4 million deaths due to obesity [12, 13]. There are more than
4

30 other chronic health conditions may the individual with obesity develop such as type 2
diabetes, high cholesterol, hypertension, gallstones, heart disease, fatty liver disease, sleep apnea,
stress incontinence, degenerative joint disease, birth defects, miscarriages, asthma and other
respiratory conditions, and numerous cancers [13]. It is estimated that there are 2.1 billion people
are overweighed or obese [12]. Today, 69 percent of U.S. adults are categorized as being affected
by obesity or having excess weight. Yearly, $190 billion is the healthcare costs of American adults
with obesity [13].

In 2016, 39.8% of adults were obese, the obesity is higher in women which is 41.1% than
in men 37.9%. Table 1.2 shows the percentage of adults and youths who are obese in the period
from 2005 to 2016. Also,

Table 1.3 shows the percentage of obesity among adults 20 or older between 2015 and
2016. The obesity treatment expenditure is estimated to be $190 billion a year which represents
21% of the United States [14].

Table 1.2: The percentage of adults and youth who are obese
Year

% of Adults

% of Youth

2005-2006

34.3

15.4

2007-2008

33.7

16.8

2009-2010

35.7

16.9

2011-2012

34.9

16.9

2013-2014

37.7

17.2

2015-2016

39.6

18.5

5

Table 1.3: The percentage of obesity among adults
aged 20 and more between 2015 and 2016
2015-2016
Age

Percentage

20+

39.6

20-39

35.7

40-59

42.8

60+

41

Obesity and overweight are usually caused by an eating behavior disorder, so those people
need help and support to maintain a healthy diet. Here comes the need for some kind of technology
to help people with obesity to monitor their eating behavior.
1.3

Research Goal
The main goal of in this work is to design a system that can successfully monitor the

feeding behavior of people suffering from dementia and eating disorders. The system is a visionbased system where a regular RGB 2-dimensions camera can be used and triggered when the food
is served. There will be set of audio and video prompts that are prerecorded for each individual
patient to remind them to eat when needed. The system must be able to successfully monitor and
track the eating events, the number of the eating events, and the duration between eating events.
When the food is served, and the person has stopped eating for a while, he/she are prompted to eat.

6

1.4

Research Questions

To achieve our goals for this work, this dissertation addresses the following questions:
 Can the eating event be detected successfully?
 What are the best methods to monitor the eating pattern?
 What are the best methods to detect and track the hand to mouth movement?
 What is the effect of illumination conditions, hand over face occlusion, cluttered
background, or other people moving around on the system?
 What are the effective parameters in proposed algorithms that can play a role in drawing
a robust monitoring system?
 What are the advantages of a proposed algorithm over the present techniques?
 What is the best detection accuracy that can be achieved by the proposed system?

1.5

Dissertation Outline

Chapter 1 introduces the objectives, the significance of the research, the target goals, and
the research questions of this project. Introduction to Alzheimer’s disease, obesity, and their
related symptoms and statistics. In Chapter 2, different methods used for object detection, hand
and face detection and tracking, and gesture recognition methods are presented. Chapter 3 explores
the pertinent literature of methods that have been used for eating detection and recognition.
Chapter 4 introduces the proposed vision-based eating detection framework, while Chapter 5
discusses the dissertation’s results followed by a conclusion and discussion of future work in
Chapter 6.

7

CHAPTER 2
PERTINENT LITERATURE
2.1 Human Behavior Detection and Recognition

Human behavior can be described as a set of temporally connected action primitives. By
modelling both actions and their relationships, a model of normal behavior can be developed to
detect unusual events and behavior [15]. Human behavior recognition is a challenging problem in
computer vision applications. Behavior or event recognition is basically implemented in three
phases: object segmentation, object classification, and tracking. Objects segmentation is done
using foreground from background separation. The background subtraction method can be used
for object segmentation but not all object relevant pixels could be extracted. The optical flow on
the other hand performs better in motion object segmentation. Next, object classification is
implemented to identify different moving objects for further analysis. Finally, object tracking is
implemented by first localizing the object of interest based on its characteristics extracted in step
two, and then tracking it over a sequence of frames [16]. Figure 2.1 is a demonstration of the event
recognition.
2.2 Object Detection, Recognition and Tracking
2.2.1 Skin Regions Segmentation Based on Skin Color

Skin color is a very important feature that can be used affectively in skin regions
segmentation and being implemented in many image processing applications like face detection,
hand detection and segmentation, and human computer interaction. However, skin regions
segmentation based on skin color is a challenging task because of several factors like the
8

illumination change, cluttered background, ethnicity, and camera features. Skin segmentation
based on skin color is a preferred method by many researches because it is invariant to rotations,
scaling and partial occlusions. There are several color space models that can be used for skin
regions segmentation. RGB which stands for red, green, and blue is the common color space in
image format [17].

Figure 2.1: Vision-based system structure of event recognition
2.2.1.1 RGB Based Color Model

To segment skin color pixels in an image based on the RGB color model, red, green, and
blue components must satisfy the following equations [18]

(R>95) & (G>40) & (B>20),

2.1

(max{R, G, B} - min{R, G, B}>15), and

(|R-G|>15) & (R>G) & (R>B)
9

under flashlight or daylight conditions the equations are:

(R>220) & (G>210) & (B>170) AND
(|R-G|≤15) & (R>B) & (G>B)

2.2

Figure 2.2 is an example for skin segmentation based on the RGB color space. Skin regions
segmentation based on the RGB model is very sensitive to the change in illumination due to the
mix of chrominance and illuminance components in this color space. However, normalized RGB
and several other color spaces such as HSV, YCbCr, and CIE-LAB are used for skin regions
detection because the color information is separated from the intensity information [19].

Figure 2.2: Skin detection based on RGB color space
Skin detection based on the RGB color space has been studied by many researchers, such
as the work of Samir, Buza, and Besic [20], for skin regions detection using the RGB ratios-based
method. The model based on ratios of red, green and blue components of the RGB color model.
Six ratios are defined as interesting: R/G, G/B, B/R, (R+G)/B, (B+R)/G, (G+B)/R. Three levels of
rules had been defined to accurately perform skin detection. The first level of rules was used to
10

detect pixels that are most likely a skin and that the second or third level of rules was used to detect
pixels that have a good possibility to be skin pixels. Another method for skin detection based on
the RGB vector space was presented by Aznaveh et al. [21] where RGB vector space and
neighborhood pixels (vectors) were used. There are two steps: to determine the skinness of each
pixel and, to apply a suitable threshold on the difference of neighborhood pixels. Youlian et al.
introduced a face detection method using the skin color, the hole feature and the template
matching. Firstly, the RGB color space was used for skin segmentation. Then, the hole feature was
used to realize the screening of facial regions. Finally, facial regions were matched with facial
templates to realize face detection [22].

2.2.1.2 Normalized RGB Color Space

The normalized RGB performs better in skin detection because it is based on generating
the pure color components [23]. Transformation from RGB to normalized RGB is implemented
using [24]

𝑟=

𝑅
𝑅+𝐺+𝐵

2.3

𝑔=

𝐺
𝑅+𝐺+𝐵

2.4

𝑏=

𝐵
𝑅+𝐺+𝐵

2.5

Note that r+g+b = 1. Skin regions segmentation is then performed using
0.360 ≤ r ≤ 0.465 and 0.280≤ g ≤ 0.363

2.6
11

Figure 2.3 is an example for skin segmentation based on Normalized RGB color space.

Figure 2.3: Skin detection based on normalized RGB color space
The normalized RGB has been used in many skin detection applications. Dargham and
Chekima [25] introduced a method for lips detection using normalized RGB color scheme. First,
the intensity of the color image was normalized using either the pixel or maximum intensity
normalization methods. Next, was locating the skin regions in the image using histogram
thresholding of the r-b and r-g chrominance components. Finally, the skin regions pixels were
classified to be lips or non-lips pixels. Determining the threshold was done using one of two
methods, threshold was determined using the minimum error of both classes, or threshold was the
value where the error of both classes was the same. Boussaid, Chai, and Bouzerdoum [26]
presented a current-mode VLSI architecture for skin detection on readout. Normalized RGB color
space was used to achieve pixels classification. Their proposed current-mode architecture was
programmable, means that external control of all classifier parameters to compensate for mismatch
and changing lighting conditions can be done easily. Soetedio and Yamada [27] proposed a method
for face segmentation using normalized RGB chromaticity diagram. A coarse skin region with
fixed boundaries followed by a fine skin region with variable boundaries was used to detect the
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face. Two histograms had been developed to adjust the boundaries of the skin region. Similarly,
Hsieh, Liou, and Lai [28] proposed an adaptive skin color model which was based on face
detection. First, independent Haar-like face detection was used for face detection, the skin colors
were sampled from extracted face region where non-skin color pixels like eyebrow or eyeglasses
could be excluded. Gaussian distributions of normalized RGB were then used to define the skin
color model for the detected person.

2.2.1.3 Hue, Saturation, and Value (HSV) Color Space

HSV is another color space that can be used effectively for skin region segmentation. The
advantage of using this color space is that the illumination component is separated from the color
components. The conversion from RGB color space to HSV color space is done by the following
equations [29, 30]

MAX = maximum(R,G,B)
MIN = minimum(R,G,B)
𝐺−𝐵
) ∗ 60˚,
𝑀𝐴𝑋 − 𝑀𝐼𝑁
𝐵−𝑅
𝐻 = (2 +
) ∗ 60˚,
𝑀𝐴𝑋 − 𝑀𝐼𝑁
𝑅−𝐺
(4
+
) ∗ 60˚,
{
𝑀𝐴𝑋 − 𝑀𝐼𝑁
(6 +

𝑖𝑓

𝑅 = 𝑀𝐴𝑋

𝑖𝑓

𝐺 = 𝑀𝐴𝑋

𝑖𝑓

𝐵 = 𝑀𝐴𝑋

2.7

𝑆 = 𝑀𝐴𝑋 − 𝑀𝐼𝑁

2.8

𝑉 = 𝑀𝐴𝑋

2.9

then the skin regions segmentation based on the HSV color model is done as follow [29, 31]
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0° ≤ 𝐻 ≤ 50° , and 0.2 ≤ 𝑆 ≤ 0.69

2.10

Figure 2.4 is an example for skin segmentation based on HSV color space.

Figure 2.4: Skin detection based on HSV color space

Rahman, Purnama, and Purnomo [32] proposed a method for human skin detection using
HSV and YCbCr. In the training phase, every pixel of image was converted to HSV and YCbCr
color model to generate a vector includes H, S, Cb, and Cr color information. Then these vectors
were combined into Nx4 matrix where N is the number of pixels from all training images. The
mean and the matrix covariance were calculated, Mahalanobis distance was applied to every pixel
in the training image to determine the threshold. In this testing stage every image was converted
into HSV and YCbCr color model. The image was divided into block size 5x5 and Mahalanobis
distance D for every corner and center pixel was calculated to determine if the block belongs to
skin region.
Another implementation for HSV color model in skin detection is the work presented by
Konwar, Borah, and Tuithung in an American Sign Language detection system via using HSV and
edge detection [33]. The human skin color was detected based on HSV color model. Then edge
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detection was applied to detect the hand shape from the image. Morphological operation was
applied to get a refined output.
Mokhtar M. Hasan, and Pramod K. Mishra [34] proposed a method for hand gesture
recognition. The system was implemented using HSV color model for skin segmentation. When
implementing skin segmentation using the HSV color model, there are some black spots in the
resulted image, so they had applied a segment filling strategy to fill out the segment before
applying the edge detection method. They suggested to use the brightness feature vector to extract
the features from each of the input gesture blocks, and they had tested the used of blocks with
different sizes. Similarly, Bapat and Kanhangad presented a method for hand segmentation in
cluttered background using skin detection and shape characteristics. The HSV and RGB color
spaces had been used in skin segmentation incorporated with color information from face. For
shape characteristics determination, two-steps of filtering were implemented. The first one used
shape characteristics such as solidity and eccentricity, while the second one was based on the
distribution of skin pixels for the hand [35].

2.2.1.4 YCbCr Color Space

The YCbCr color space is also used for skin color segmentation. In this color space format
Y represents the illumination information, and the Cb and Cr are the chrominance representation.
The following equations are used to get the Y, Cb, and Cr components from the captured RGB
colored image as follow [36]:

𝑌 = 0.299𝑅 + 0.587𝐺 + 0.114𝐵

2.11

𝐶𝑏 = 0.615𝑅 − 0.515𝐺 − 0.100𝐵

2.12
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𝐶𝑟 = −0.147𝑅 − 0.289𝐺 + 0.436𝐵

2.13

after many experiments, they found that the perfect range for skin color detection is

77 <= Cb <= 127 and 133 <= Cr <= 170

2.14

Figure 2.5 is an example for skin segmentation based on YCbCr color space.

Figure 2.5: Skin detection based on YCbCr color space

The YCbCr color space has been used in many skin regions detection applications like the
work presented by Endah, Wibawa, and Kusumaningrum [37] to detect pornographic contents in
images or videos. Images were converted to the YCbCr color space and then the color moment
includes mean, standard deviation and the variant amount of the YCbCr was calculated. The SVM
with Radial Basis Function kernel was used for the skin and non-skin classification. Kumar and
Malhorta [38] presented a method for the human computer interface (HCI) system using the
YCbCr color space. Skin color filter based on YCbCr was designed and used for skin pixels
detection. Morphological operation was applied to remove imperfection and noise resulting from
skin detection implementation. The bounding box was drawn around the detected skin region.
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Similarly, Zhongdong and Saichao [39] proposed a method for skin detection using YCbCr color
model. Two classification techniques had been proposed. First a lookup table using Cb-Cr skin
color information was used for skin classification. In the second technique the illumination
component Y had been added to the color information to create two lookup tables, and Gaussian
normalization and linear transformation were implemented to normalize the range of the threshold
value to [0,1].

Another application for the use of the YCbCr was in face detection as seen in the work
presented by Yan, Wang, and Zhou [40]. A light compensation algorithm based on the reference
white was applied first before doing the face detection. The elliptical skin color model in the
YCbCr color space was created, and the morphological operation (open - dilate-close) was
implemented to remove the noise and obtain a connected face area. Finally, the face area was
identified. Lee and Chun [41] presented a real-time method to manipulate the AR objects
dynamically in a developed 3D hand coordinate system. They used the YCbCr skin-color model
for hand shape detection and curvature-based fingertip detection from an input video images to
build the marker-less system. A pattern recognition system in a vision-based hand control interface
was developed to manipulate the movements of the virtual objects rendered on the marker-less AR
system dynamically.

2.2.1.5 CIE-Lab Color Space

The L*a*b color space is similarly used in skin regions segmentation. L stands for lightness
and, a and b for the color-opponent dimensions. The RGB captured image is converted to L*a*b
color space using equations (2.15 - 2.17) below, then the three L*a*b colors will be used as an
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input to a trained RCE neural network that will determine whether a pixel is a skin pixel or not
[42]
𝑌 1

∗

𝐿 ={

𝑌

116(𝑌 )3 − 16

𝑖𝑓 𝑌 > 0.008856

𝑛

𝑌

𝑌

903.3 (𝑌 ) − 16

𝑖𝑓 𝑌 ≤ 0.008856

𝑛

𝑋

𝑛

𝑌

2.16

𝑎∗ = 500[𝑓 (𝑋 ) − 𝑓 (𝑌 )]
𝑛

𝑌

𝑛

𝑍

2.17

𝑏 ∗ = 200[𝑓 (𝑌 ) − 𝑓 (𝑍 )]
𝑛

2.15

𝑛

𝑛

where
1

𝑓(𝑡) = {

𝑡3
7.787 ∗ 𝑡 +

𝑖𝑓 𝑡 > 0.008856
16
116

2.18

𝑖𝑓 𝑡 ≤ 0.008856

The values of X, Y, and Z are the tristimulus values and can be found from equations (2.19 - 2.21)
𝑋𝑛 , 𝑌𝑛 , and and 𝑍𝑛 are tristimulus values of a perfect reflecting diffuser and their values are selected
to be 237.448, 244.073 and 283.478 respectively [42]. Figure 2.6 is an example for skin
segmentation based on RGB color space.

𝑋 = 0.607𝑅 + 0.174𝐺 + 0.201𝐵

2.19

𝑌 = 0.299𝑅 + 0.587𝐺 + 0.114𝐵

2.20

𝑍 = 0.000𝑅 + 0.066𝐺 + 1.117𝐵

2.21

skin regions segmentation is done by implementing equation (2.22) below [43]
2 ≤ a ≤ 14 & 0.7 ≤ b ≤ 18

2.22
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Figure 2.6: Skin detection based on CIE-LAB color space

2.2.2 Segmentation of Moving Skin Regions
2.2.2.1 Image Differencing and Foreground/Background Subtraction

Image differencing is performed by subtracting each video frame from the one before, this
is done on pixel-by-pixel based depends on pixels’ intensity [44].

|(𝐼𝑛 (𝑥, 𝑦) − 𝐼𝑛−1 (𝑥, 𝑦))| ≥ 𝑇ℎ𝑟𝑒𝑠ℎ

2.23

where I(x,y) is the image frame, x and y are the spatial coordinates, n is number of current frame,
and Thresh is the threshold value assigned to detect motion. While background subtraction is
applied by subtracting current frame from a reference background image. An image pixel is
considered moving if the Euclidean distance between its intensity in the current frame from that in
the background is greater than or equal to a threshold [44]
⃗ 𝑛 (𝑥, 𝑦) − ⃗⃗⃗⃗
||𝐵
𝐶𝐼𝑛 (𝑥, 𝑦)|| ≥ 𝑇𝑛 (𝑥, 𝑦)

2.24
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where ⃗⃗⃗⃗
𝐵𝑛 (𝑥, 𝑦) is a vector represents the pixels model in the background, and ⃗⃗⃗⃗⃗⃗
𝐶𝐼𝑛 (𝑥, 𝑦) is a vector
that represents the pixels model in the current frame. The background model is determined using
equation below
⃗ (𝑥,
⃗ 𝑛+1 (𝑥, 𝑦) = {𝐵𝑛 𝑦),
𝐵
⃗⃗⃗⃗ 𝑛 (𝑥, 𝑦),
⃗ 𝑛 (𝑥, 𝑦) + (1 − 𝑎)𝐶𝐼
𝑎𝐵

if (x, y) ∈ 𝑚𝑜𝑡𝑅𝑂𝐼

2.25

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

where motROI is the largest object results from the difference between current frame and the
background reference image. Stergiopoulou et al. [44] recommended the time constant a is to be
0.7. The threshold 𝑇𝑛 (𝑥, 𝑦) is determined as follows:
𝑇𝑛+1 (𝑥, 𝑦),
if (x, y) ∈ 𝑚𝑜𝑡𝑅𝑂𝐼
𝑇𝑛 (𝑥, 𝑦) = {
⃗ 𝑛 (𝑥, 𝑦) − ⃗⃗⃗⃗
𝑎𝑇𝑛+1 (𝑥, 𝑦) + 5(1 − 𝑎)|𝐵
𝐶𝐼𝑛 (𝑥, 𝑦),
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

2.26

Stergiopoulou, E. et al. [44] proposed a system for real-time hand gesture recognition. Their
method is based on background subtraction and image differencing, and the skin detection is based
on skin color.

Background subtracting is done based on three images differences method described in equation
(2.27)

|(𝐼𝑛 (𝑥, 𝑦) − 𝐼𝑛−1 (𝑥, 𝑦))| ≥ 𝑇ℎ𝑟𝑒𝑠ℎ AND |(𝐼𝑛 (𝑥, 𝑦) − 𝐼𝑛−2 (𝑥, 𝑦))| ≥ 𝑇ℎ𝑟𝑒𝑠ℎ

2.27

In addition to motion detection, their algorithm was enhanced with skin regions
segmentation using a skin probability map (SPM). Offline and online training is required for this
method implementation. Finally, morphology features are also used to achieve robustness.
Experimental results show significant improvement in hand region detection with an average
accuracy of 98.75%.
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The combination of skin detection based on skin color and motion cue using background
subtraction has been used in many skin regions segmentation. Alvarez, S. et al. [45] used skin
detection by using skin color combined with background subtraction hand detection. Skin
detection was performed through three steps, lighting compensation, skin detection based on the
image histogram, and finally using a morphological operator to mask refinement. The background
subtraction was then implemented to detect moving objects in the sequence of video frames.

Prasertsakul, P. et al. proposed a method for hand segmentation based on the combination
of skin regions segmentation that used the HSV color space and the background subtraction was
based on modified unit gradient vectors (UGV) [46]. Khawla Benabderrahim, et al. [47] proposed
a method for detecting and tracking the hand to create an augmented reality system. They used
YCbCr color space for skin regions detection, while motion detection was also implemented to
moving objects in the scene. Background subtraction was used for motion detection. They
proposed the use of codebook method for background subtraction, where a dictionary of significant
features that was used for background modeling.

Musa, Z., Jumari, K., and Zainal, N. [48] proposed a method for human skin detection
based on background subtraction and color enhancement. Background subtraction was
implemented based on the Mixture of Gaussian (MoG) method which had been chosen because of
its simplicity, memory consumption and suitability for an outdoor environment. The method was
enhanced with skin region detection based on the YIQ color space.
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2.2.2.2 Optical Flow

Optical flow is the estimation of the apparent motion in consecutive video images. It is the
measure of the velocity for each pixel in the image [49].

The optical flow method is to determine the motion vectors between two consecutive
images at time t and time t +∆t based on the brightness consistency assumption [50], which is

𝐼(𝑥, 𝑦, 𝑡) = 𝐼(𝑥 + ∆𝑥, 𝑦 + ∆𝑦, 𝑡 + ∆𝑡)

2.28

where I is the image intensity and ∆𝑥 and ∆𝑦 are the changes in pixel location between the two
frames [50]. Now the expanded equation of 2.28 is below:
𝜕𝐼

𝜕𝐼

𝜕𝐼

2.29

𝐼(𝑥, 𝑦, 𝑡) = 𝐼(𝑥, 𝑦, 𝑡) + 𝜕𝑥 ∆𝑥 + 𝜕𝑦 ∆𝑦 + 𝜕𝑡 ∆𝑡
so
𝜕𝐼
𝜕𝑥

𝜕𝐼

𝜕𝐼

2.30

∆𝑥 + 𝜕𝑦 ∆𝑦 + 𝜕𝑡 ∆𝑡 = 0

or by dividing equation (2.30) by ∆𝑡 we get
𝜕𝐼
𝜕𝑥

𝜕𝐼

𝜕𝐼

2.31

𝑢 + 𝜕𝑦 𝑣 + 𝜕𝑡 = 0

where 𝑢 =

𝜕𝑥
𝜕𝑡

and 𝑣 =

𝜕𝑦
𝜕𝑡

𝜕𝐼

𝜕𝐼

𝜕𝐼

are the changes in 𝑥 and 𝑦 locations with respect to time 𝜕𝑥 , 𝜕𝑦 , and 𝜕𝑡

will be denoted as 𝐼𝑥 , 𝐼𝑦 , and 𝐼𝑡 respectively, then equation (2.31) can be rewritten as

𝐼𝑥 𝑢 + 𝐼𝑦 𝑣 + 𝐼𝑡 = 0

2.32

or
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𝐼𝑥 𝑢 + 𝐼𝑦 𝑣 = −𝐼𝑡

2.33

Equation (2.33) has two unknowns and cannot be solved easily. However, there are several
methods proposed to solve this equation, the Horn-Schunck method is one of these methods and
will be used in this work. Horn and Schunck wrote the following optimization equation to
determine the optical flow for each pixel [50]
2

2

𝐸 = ∬[ (𝐼𝑥 𝑢 + 𝐼𝑦 𝑣 + 𝐼𝑡 )2 +∝2 (||∇𝑢|| + ||∇𝑣|| )]𝑑𝑥𝑑𝑦

2.34

in equation (2.34) they added a smoothness constraint to the brightness constraint, where
𝜕2 𝑢

𝜕2 𝑢

𝜕2 𝑣

𝜕2 𝑣

∇2 𝑢 = 𝜕𝑥 2 + 𝜕𝑦 2 and ∇2 𝑣 = 𝜕𝑥 2 + 𝜕𝑦 2 which are the square of the Laplacians of x and y
components and can present the smoothness of the optical flow. Equation (2.34) can be minimized
and solved as follow
(𝐼𝑥 𝑢 + 𝐼𝑦 𝑣 + 𝐼𝑡 )𝐼𝑥 −∝2 ∆𝑢 = 0

2.35

(𝐼𝑥 𝑢 + 𝐼𝑦 𝑣 + 𝐼𝑡 )𝐼𝑦 −∝2 ∆𝑣 = 0

2.36

∆𝑢 and ∆𝑣 can be rewritten as follows
∆𝑢(𝑥, 𝑦) = 𝑢̅(𝑥, 𝑦) − 𝑢(𝑥, 𝑦)

2.37

∆𝑣(𝑥, 𝑦) = 𝑣̅ (𝑥, 𝑦) − 𝑣(𝑥, 𝑦)

2.38

where 𝑢̅ and 𝑣̅ are the weighted averages of the neighbor pixels around u and v respectively, so
equations (2.37) can be rewritten as follows:
(𝐼𝑥2 +∝2 )𝑢 + 𝐼𝑥 𝐼𝑦 𝑣 =∝2 𝑢̅ − 𝐼𝑥 𝐼𝑡

2.39

𝐼𝑥 𝐼𝑦 𝑢 + (𝐼𝑦2 +∝2 )𝑣 =∝2 𝑣̅ − 𝐼𝑦 𝐼𝑡

2.40
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This solution is based on the neighbors, so it must be repeated when neighbors’ values are changed,
and the following iterative scheme is used to solve the problem

𝑢𝑘+1 = 𝑢̅𝑘 −
𝑣 𝑘+1 = 𝑣̅ 𝑘 −

̅𝑘 +𝐼𝑦 𝑣̅ 𝑘 +𝐼𝑡 )
𝐼𝑥 (𝐼𝑥 𝑢

2.41

∝2 +𝐼𝑥2 +𝐼𝑦2
̅𝑘 +𝐼𝑦 𝑣̅ 𝑘 +𝐼𝑡 )
𝐼𝑦 (𝐼𝑥 𝑢

2.42

∝2 +𝐼𝑥2 +𝐼𝑦2

Optical flow has been applied in many of the computer vision applications like objects
tracking, motion segmentation, motion estimation, and image compression [51]. Lyu, Yang, and
Ru [52] developed a gesture motion detection algorithm based on the optical flow, and the skin
regions segmentation based on skin color. They used Lucas-Kanade optical flow method and the
ellipse skin model was based on the YCbCr color space for the gesture motion detection. Optical
flow motion vectors are used to determine the direction of the moving hand. In every four
consecutive frames, optical flow Lucas-Kanade method is implemented to determine the direction
of movement on the first and second frames and then on the third and fourth frames, if the
directions are consistent, hand movement direction is detected. Similarly, Ali and Morris [53]
combined skin color detection with optical flow algorithm for the detection and the tracking of
skin regions, they implement their work in gesture recognition. Normalized red and green color
spaces is used for skin regions detection and these results are combined with optical flow
information to determine moving skin regions. For skin regions tracking, Bayesian framework is
used. Also, Park and Lee [54] used optical flow algorithm combined with skin regions detection
based on the YCbCr color model for hand posture recognition, then for hand gesture recognition
they used Fourier descriptor to describe hand features, the Principal Component Analysis (PCA)
for hand features extraction, and the Hidden Markov Model (HMM) to examine the extracted
feature and determine whether this is a hand gesture or not.
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2.2.3 Object Detection Based on Features Extraction
2.2.3.1 Histogram of Oriented Gradient (HOG)

The histogram of oriented gradients (HOG) was first introduced by Dalal and
Triggs for pedestrian detection [55]. This technique counts the occurrences of gradient orientation
in localized portions of an image. The distribution of intensity gradients or edge gradients are used
to describe the local abject shape [56]. An image is divided into blocks; each block is further
divided into a set of small connected regions called cells [57]. The orientation for the maximum
gradient and the magnitude are calculated at each location with a mask like [58]
1-D centered
∇𝑥 = [−1 0 1] ,

∇𝑦 = [−1 0 1]𝑇

2.43

∇𝑦 = [−1 1]𝑇

2.44

1-D uncentered
∇𝑥 = [−1 1] ,
1-D cubic-corrected
∇𝑥 = [1 − 8 0 8 − 1] ,

∇𝑦 = [1 − 8 0 8 − 1]𝑇

2.45

3x3 Sobel
−1
∇𝑥 = [−2
−1

0
0
0

1
2] ,
1

−1
∇𝑦 = [ 0
1

−2
0
2

− 1
0]
1

2.46

Robert cross
∇𝑥 = [

1
0
],
0 −1

∇𝑦 = [

0
−1

1
]
0
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2.47

The simple one-dimensional centered mask worked the best with human detection. Across
each cell, and for each orientation bin the magnitudes are summed. Magnitude and orientation are
determined, magnitude describes how quickly the image is changing and the orientation describes
the direction in which the image is changing most rapidly. They are calculated as follows:
2.48

𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 = √∇𝑥 2 + ∇𝑦 2
𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 = arctan(

∇𝑦
)
∇𝑥

2.49

Orientations are either signed or unsigned, if signed, the gradient will be arrow-like feature
and the direction of the gradient is across the full 360˚, while the direction will be across the 180˚
range with the unsigned orientation [59]. Quantization is used to quantize orientations into even
spaced bins. For each pixel inside the cell will provide a vote weighted by its magnitude for the
bin that its orientation was quantized to. The vote represents the occurrence of the observed bin by
the magnitude of the pixel [58]. Linear interpolation is also implemented to distribute the vote, if
the orientation does not happen to be the same as one of the bin centers, between neighboring cell
histograms according to the vertical and horizontal distance to those cell centers. Figure 2.7 shows
magnitude and orientation representation for each pixel, an example of orientation quantization
using 6 bins, and example for the linear interpolation.
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(a)

(b)

(c)

Figure 2.7: (a) For each pixel orientation and magnitude are calculated, (b) 6 bins orientation
quantization, and (c) bilinearly interpolated between neighboring bins [58]
Orientation Binning is used to get better invariance to illumination, and the contrast of the
histograms are normalized. Dalal and Triggs compared four different methods for block
normalization: L2-norm, L2-Hys, L1-sqrt, and L1-norm. First three of these are used for good
performance, whereas L1-norm produced a little less reliable performance. L1-norm, L1- sqrt, and
L2-norm are defined in the following equations [58]:

𝐿1 − 𝑛𝑜𝑟𝑚 𝑜𝑓 𝑣 =

2.50

𝑣
||𝑣||1 + 𝜖

2.51

𝑣

𝐿1 − 𝑠𝑞𝑟𝑡 𝑜𝑓 𝑣 = √
||𝑣||1 + 𝜖

𝐿2 − 𝑛𝑜𝑟𝑚 𝑜𝑓 𝑣 =

2.52

𝑣
√||𝑣||22 + 𝜖 2

27

The overlapping of blocks ensures that there is no loss of local variations and there is a
consistency across the whole image. Figure 2.8 is an example of the HOG descriptors for 2x2, 4x4,
and 8x8 cell size.

Figure 2.8: Example for HOG descriptor, with 2x2, 4x4, and 8x8 cell size

Histogram of Oriented Gradients (HOG) has been used in many object detection and
recognition methods. Chowdhury, Kowsar, and Deb [60] proposed a framework for human
detection using the adaptive background mixture and an improved HOG. The region of interest
(ROI) is detected, then improved HOG is used for features extraction and the support vector
machine (SVM) is trained and implemented for human/non-human detection. The framework
achieved a precision of 93.7%. Zhao, Tian, and Guo [61] combined Haar-like features, AdaBoost
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algorithm, histogram of oriented gradients, and a support vector machine for pedestrian detection.
Haar was used for pedestrian detection while the HOG and SVM were used to classify pedestrians
from non-pedestrians. The detection rate for the proposed method was 95.14% compared to
76.73%, 93.42%, and 87% for HOG+AdaBoost+SVM, SVM+AdaBoost, and Haar+AdaBoost
respectively. Déniz, Bueno, Salido, and Torre [62] presented a method for face recognition using
the histogram of oriented gradients. In order to eliminate the errors resulting in facial features
extraction due to occlusion and illumination variation, they proposed to extract the HOG features
using a regular grid. They also showed that results were improved when using the HOG
descriptors extracted from the image patches with different sizes over selecting the best single
image patch. Similarly, Li and Huo [63] used the locality sensitive histogram of oriented gradients
(LSHOG) for face recognition under illumination variation. They used and compared subspace
learning algorithms as principal component analysis (PCA), locality preserving projection (LPP),
neighborhood preserving embedding (NPE), and marginal fisher analysis (MFA) to reduce
computational time and the dimension of the LSHOG feature vectors. Lin and Ding [64] proposed
a method for hand gesture recognition using HOG and motion trajectory. HOG and SVM were
used for hand localization over video frames. Gesture recognition is implemented using the
Mahalanobis distance between input gesture and the generated database.
Tian et al. [65] used Kinect to get depth information and generate a depth map for
foreground object detection. They used this information in addition to the HOG features of the
head and shoulder for human detection. The classification of human / non-human was done based
on extracted HOG features using a trained SVM. Similarly, Tribaldos et al. [66] proposed a method
for human detection in color and infrared videos using HOG and SVM. Takahashi et al. [67]
presented a system for human behaviors recognition such as running, meeting, or object put in
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crowded surveillance videos using HOG and SVM. Tracking of human region was done using the
Kalman filter. Motion cues were also involved to ensure robust behavior recognition, background
tracking was used to detect fast motion while optical flow was used for small motion detection.
Guo et al. [68] proposed a real-time hand detection method with a multi-stage HOG-SVM
classifier. The multi stages SVM was a combination of several SVM classifiers trained to classify
input divisions to either a background or a target. Skin segmentation based on skin color was the
first step where they used HSV color space for better segmentation. Integral image was involved
with skin segmentation algorithm to avoid double counting. Integral HOG is used for fast HOG
feature extraction. The backgrounds are divided into 5 categories including face, arm, simple
background, complex background and fist. A classifier was constructed using each of these
categories with respect to hand. If the detected window passes all the 5 SVM classifiers, then it is
a hand. Siddharth et al. [69] addressed the task of accurately localizing driver hands and classifying
the grasp state of each hand in-vehicular infotainment applications. This task was challenging due
to the fact that the hands were highly deformable objects and change in appearance frequently. To
extract local appearance-based features, they used RGB, HSV, and SIFT based features as they
proved to be calculated faster with good performance. A SIFT descriptor of 128 dimensional based
on gradient histograms is used to find local contours for skin or non-skin classification. For global
appearance modeling, they defined 10 illumination models indexed by a global color histogram
and used k-means clustering on the HSV to generate their global illumination. Next, they used the
YOLO based deep convolutional neural network for detection of hands in images. Finally, for
object grasp/no-grasp classification, HOG was used for features extraction, and a trained SVM
was used to distinguish object grasp or non-grasp. Similarly, Sasubilli and Sekhar [70] proposed a
system for hand gesture recognition using SVM, HOG and HMM. They used a HOG descriptor to
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detect hand regions, then a trained SVM was used to distinguish between hand and non-hand
regions. Hand gesture was the determined using Baum-Welch algorithm (BW), which was used
for training the initialized parameters of the HMM to provide the trained parameters. To get the
best path, the Viterbi algorithm was used. Using this best path and gesture database, the pure path
was determined hand gesture and was recognized over video frames.

2.2.3.2 Haar-Like Features

The Haar Classifier is a supervised learning technique that is very computationally fast in
detections. It was first implemented successfully in face detection, but it also proven a strong
performance in object detection and it is invariant to the change in illumination, color and scale
[71]. Sliding window is the technique used to detect objects in an image. The image is scanned
with the sliding window and thousands of sub-windows are generated. A classifier is then used to
decide whether each of these sub-windows is either positive or negative [72].

Haar-like features are digital images composed of two or three white and black rectangular
regions as shown in Figure 2.9. The white rectangular will represent the bright area in the image
while the black rectangular represents the dark area. Haar-like feature is found by subtracting the
summation of the pixels under the dark region from the summation of pixels under the white
rectangular. Each Haar-like descriptor is a weak classifier with high false-positive detections [73].
Weak classifiers are used and combined to result in a powerful discriminative classifier [71].
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Tilted

Figure 2.9: The extended set of Haar-like features

Integral image, which is also called summed area table (SAT), is implemented with the
Haar features extraction to speed up the process. It is determined for the input image and then the
Haar-like features is calculated for each rectangular region at a constant time independent from
the shape, size, and the position of the Haar-like feature [56, 73]. The value at each point (x,y) is
simply the sum of all the pixels above and to the left of the point location (x,y)
𝐼(𝑥, 𝑦) =

∑

2.53

𝑖(𝑥 ′ , 𝑦 ′ )

𝑥 ′ ≤𝑥,𝑦 ′ ≤𝑦

where 𝑖 is the original image and 𝐼 is the integral image [56]. Computing of the integral image is
done in a recursive way
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𝐼(𝑥, 𝑦)0≤𝑥≤𝑤𝑖𝑑𝑡ℎ,0≤𝑦≤ℎ𝑒𝑖𝑔ℎ𝑡 = 𝑖(𝑥, 𝑦) + 𝐼(𝑥 − 1, 𝑦) + 𝐼(𝑥, 𝑦 − 1) − 𝐼(𝑥 − 1, 𝑦 − 1)

2.54

Figure 2.10 is an example of the implementation of the integral image. The value of the integral
image at a point labeled as 1 is the summation of pixels’ intensities at region A. At point 2, is the
summation of pixels in regions A + B. Similarly, at point 3 is regions A + C. Finally, at point 4 is
A + B + C + D. Also, the sum of rectangular D is found by 4 + 1 – 2 – 3 [71]. An example of the
implementation of the integral image is presented in Figure 2.11

Figure 2.10: Integral image

a. Original image

b. Zero padding

c. Integral image

Figure 2.11: Example of the integral image implementation

The summation of pixels values under the Haar-like feature rectangular is time consuming
and not applicable for real-time implementation; therefore, integral image is used. Integral image
is determined for the input image and then the Haar-like features are calculated for each rectangular
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region at a constant time independent from the shape, size, and the position of the Haar-like feature.
Adaptive boosting is used to combine these weak descriptors as a weighted combination to produce
a strong classifier.

𝑆(𝑥) = 𝛼1 𝑤1 (𝑥) + 𝛼2 𝑤2 (𝑥) + ⋯ + 𝛼𝑛 𝑤𝑛 (𝑥)

2.55

Where 𝑤1 (𝑥), 𝑤2 (𝑥), … 𝑤𝑛 (𝑥) are the weak classifiers, 𝛼1 , 𝛼2 , … , 𝛼𝑛 are the weights, 𝑆(𝑥) is the
strong classifier, and n is the number of weak classifiers.
Gaussian distribution for each feature is used to determine a threshold that will be used to
decide whether a feature is selected as a weak classifier for the training of a strong one. Not all the
features are selected, only those with obvious threshold.
Initially the training samples are given a uniform distribution of weights. This training is a
supervised training means that every sample is labeled either positive or negative. The weak
classifiers are applied to classify training samples. When the classification is wrong, the weight is
updated by multiplying it by 𝑒 𝛽 , and by 𝑒 −𝛽 when it is right, which implied that samples with
wrong detection will have larger values and are difficult to be classified.
In every training iteration, the weak classifiers are evaluated again and the one with the
least total error is selected to be the best weak classifier and will be used to generate the strong
classifier. For m number of iterations
𝑆𝑚−1 (𝑥𝑖 ) = 𝛼1 𝑤1 (𝑥𝑖 ) + 𝛼2 𝑤2 (𝑥𝑖 ) + ⋯ + 𝛼𝑚−1 𝑤𝑚−1 (𝑥𝑖 )
Where α is the weight for the weak classifier, w is the weak classifier, and 𝑥𝑖 is the data
point. 2.66 can be rewritten as below:
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2.56

𝑆𝑚 (𝑥𝑖 ) = 𝑆𝑚−1 (𝑥𝑖 ) + 𝛼𝑚 𝑤𝑚 (𝑥𝑖 )

2.57

Total error is determined by
𝑁

2.58

𝐸 = ∑ 𝑒 −𝑦𝑖 (𝑆𝑚−1 (𝑥𝑖 )+𝛼𝑚𝑤𝑚 (𝑥𝑖 ))
𝑖=1

𝑦𝑖 is the i-th sample. The total error composed of two parts, one corresponds to samples with
correct classification while the other part corresponds to the misclassified samples.
𝐸=

(𝑚)

∑

𝛼𝑖

𝑒 −𝛼𝑚 +

𝑦𝑖 =𝑤𝑚 (𝑥𝑖 )
(𝑚)

Where 𝛼𝑖
𝑊𝑐 =

∑

(𝑚)

𝛼𝑖

𝑒 𝛼𝑚

2.59

𝑦𝑖 ≠𝑤𝑚 (𝑥𝑖 )

is the current weight for i-th sample. Given that

∑

(𝑚)

2.60

(𝑚)

2.61

𝛼𝑖

𝑦𝑖 =𝑤𝑚 (𝑥𝑖 )

𝑊𝑒 =

∑

𝛼𝑖

𝑦𝑖 ≠𝑤𝑚 (𝑥𝑖 )

Equation (2.59) can be written as
𝐸 = 𝑊𝑐 𝑒 −𝛼𝑚 + 𝑊𝑒 𝑒 𝛼𝑚

2.62

The multiplying both equation sides by 𝑒 𝛼𝑚 and rearrange the equation
𝑒 𝛼𝑚 𝐸 = (𝑊𝑐 + 𝑊𝑒 ) + 𝑊𝑒 (𝑒 2𝛼𝑚 − 1)

2.63

When the iterations are done and the m-th classifier is selected, the weight is given by
𝑑𝐸
= −𝑊𝑐 𝑒 −𝛼𝑚 + 𝑊𝑒 𝑒 𝛼𝑚
𝑑𝛼𝑚

2.64

Equalizing equation (2.64) by zero and multiplying both sides by 𝑒 𝛼𝑚
−𝑊𝑐 + 𝑊𝑒 𝑒 2𝛼𝑚 =0

2.65

Solving above equation to find 𝛼𝑚
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𝛼𝑚 =

1 𝑊𝑐
ln( )
2 𝑊𝑒

2.66

After calculating 𝛼𝑚 for the m-th classifier, 𝑒 −𝛼𝑚 is obtained and multiplied by the current weight
of the positive classified training sample and 𝑒 𝛼𝑚 is multiplied by the weight for misclassified
ones. When iterations are done, the strong classifier is generated and can be used successfully for
object detection. This is shown below:

𝑆(𝑥) = {1
0

𝛼1 𝑤1 (𝑥) + 𝛼2 𝑤2 (𝑥) + ⋯ + 𝛼𝑛 𝑤𝑛 (𝑥) ≥

1
(𝛼 + 𝛼2 + ⋯ + 𝛼𝑛 )
2 1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

2.67

The cascade of classifiers increases the positive detection rate with less computation time.
Smaller boosted classifiers are used to reject many negative samples and detect the positives. At
each stage of classification, the classifier is trained to detect positive samples and reject the
negatives. The positive detection from the first classifier triggers the second stage of classification.
The third stage of classification is triggered by the positive detection from the 2nd stage, and so
on as shown in Figure 2.12. At any stage, if any negative outcome results from the classification
it will be rejected directly. The task for the succeeding classifier is harder than the proceeding one,
therefore computation time is longer [71].

Input detected
samples

1st stage

May be

2nd stage

Negative

May be
...

Negative
Reject sample

Figure 2.12: Cascade of classifiers with n stages
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nth stage

Negative

Haar-like features method has been widely used in object detection. Hand gesture
recognition is one of the applications that could use of Haar features. Huang, Chao, and Kao [74]
proposed a system for hand gesture detection. First, hand region was detected using Haar-like
features, then hand tracking was implemented using the mean-shift algorithm and Kalman filter.
Similarly, Hsieh, Liou, and Lee [75] presented a real time hand gesture recognition using motion
history images. They used Haar-like features for dynamic hand gesture classification using motion
history image. The system was trained to detect four hand movement recognition, up, down, right,
and left in addition to the hand feast and waving hand gestures. Their method achieved an accuracy
of 94.1%. Chen, Georganas, and Petriu [76] proposed a method for hand gesture recognition based
on Haar-like features and the stochastic context-free grammar. The AdaBoost learning method was
used to speed the classification process and build a strong classifier, and stochastic context-free
grammar (SCFG) was used for hand gesture recognition. Huang, Chao, and Kao [77] proposed a
system for tracking, recognition, and distance detection of hand gesture for a 3-D interactive
display. Hand detection was implemented using Haar-like features, and hand tracking was
performed using the mean-shift and the Kalman filter. Depth information was collected using the
Hough-transform algorithm. Bilal et al. [78] combined Haar-like features and skin-color detection
for hand posture recognition. Hand was first detected over several frames, then skin color
distribution was extracted from the hand and then being used for skin regions detection for the
next frames. Hand and face blobs were being tracked using the Kalman filter.
Other implementations for the Haar-like features also proposed by Ehsan et al. [79] for
computer mouse operations using hand gesture recognition. The input image was first converted
from RGB to HSV, then the skin color filter under the HSV color space was applied to the image
to detect skin regions. A trained Haar-like feature and AdaBoost methods were used to classifier
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hand gesture. Zhang, Zhang, and Luo [80] developed an application for a wheelchair control
system using hand gesture recognition. Haar-like features combined with the AdaBoost learning
were used for hand gesture detection. Acay et al. [81] presented a real time application for an air
conditioner control system in smart homes using hand tracking. Hand recognition was
implemented using the Haar classifier, then Multi-Layer Perceptron (MLP) with back propagation
algorithm was used for five hand gestures recognitions.

2.2.3.3 Local Binary Patterns

The local binary pattern feature descriptor is a binary descriptor used to describe the texture
of an image. The LBP feature detection method thresholds the neighborhood pixels’ intensities
located around the center focus pixel to produce a binary representation. It converts each pixel into
a binary representation by thresholding the neighborhood pixels around the pixel under the focus.
The image is divided into blocks, and for each of these blocks center pixel intensity is considered
as a threshold value to threshold neighborhood pixels which are assigned either 0 or 1. These
values are multiplied by powers of two and then added together to generate the label for the center
pixel, therefore, for 3x3 block size there are 8 neighbors, then 2 to the power of 8 will be 256
labels. Figure 2.13 shows the resulting LBP implementation, label is 1+4+16+64=85 [82, 83].
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Figure 2.13: Example of LBP calculation
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For an arbitrary pixel (x,y) in an image I(x,y), let 𝑔𝑐 be the gray level at (x,y) and 𝑔𝑝 be the gray
value of P sampling point sampled evenly for circular neighborhood at radius R from the point
(x,y). It is shown as follows:
𝑔𝑝 = 𝐼(𝑥𝑝 , 𝑦𝑝 ),

2𝜋𝑝
)
𝑃

2.69

2𝜋𝑝
)
𝑃

2.70

𝑥𝑝 = 𝑥 + 𝑅𝑐𝑜𝑠(
𝑦𝑝 = 𝑦 − 𝑅𝑠𝑖𝑛(

2.68

𝑝 = 0,1, … , 𝑃 − 1

For I(x,y) the local texture representation can be represented by the joint distribution of gray values
of P+1 pixels
𝑇 = 𝑡(𝑔𝑐 , 𝑔0 , 𝑔1 , 𝑔2 , … , 𝑔𝑝−1 )

2.71

The center pixel gray value can be subtracted from the neighborhood pixels’ values with no
information loss
𝑇 = 𝑡(𝑔𝑐 , 𝑔0 − 𝑔𝑐 , 𝑔1 − 𝑔𝑐 , 𝑔2 − 𝑔𝑐 , … , 𝑔𝑝−1 − 𝑔𝑐 )

2.72

The joint distribution in equation (2.72) is more approximated by assuming the independency of
the central pixel from the differences
𝑇 ≈ 𝑡(𝑔𝑐 )𝑡( 𝑔0 − 𝑔𝑐 , 𝑔1 − 𝑔𝑐 , 𝑔2 − 𝑔𝑐 , … , 𝑔𝑝−1 − 𝑔𝑐 )

2.73

𝑡(𝑔𝑐 ) has no really useful information in the local texture pattern, only the joint distribution of the
differences is useful for the texture. Therefore,
𝑡( 𝑔0 − 𝑔𝑐 , 𝑔1 − 𝑔𝑐 , 𝑔2 − 𝑔𝑐 , … , 𝑔𝑝−1 − 𝑔𝑐 )
can be also rewritten as
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𝑡( 𝑠(𝑔0 − 𝑔𝑐 ), 𝑠( 𝑔1 − 𝑔𝑐 ), 𝑠( 𝑔2 − 𝑔𝑐 ), … , 𝑠(𝑔𝑝−1 − 𝑔𝑐 ))
Where s(z) is the thresholding step function, and
0,
𝑠(𝑧) = {
1,

𝑧<0
𝑧≥0

2.74

Therefore
𝑃−1

2.75
𝑝

𝐿𝐵𝑃𝑃,𝑅 (𝑥𝑐 , 𝑦𝑐 ) = ∑ 𝑠( 𝑔𝑝 − 𝑔𝑐 ) ∗ 2
𝑝=0

Thus, the texture for the image is
𝑇 ≈ 𝑡(𝐿𝐵𝑃𝑃,𝑅 (𝑥𝑐 , 𝑦𝑐 ))

2.76

Skin color is one of the solutions for hand detection. However, this method can’t
distinguish the hands from other objects having skin color, such as arms and face, in addition to
its sensitivity to illumination change. Xiao, Xu, and Mai presented a method for real time hand
detection using the AdaBoost learning algorithm and local the binary pattern (LBP) features. The
region of interest was defined in the current frame and then used for hand detection in the next
frame to reduce hand tracking time. The affine transformation was applied to improve the
performance of the hand tracking [84]. Similarly, Ding et al. [85] proposed a method for hand
gesture recognition. First, they introduced the texture descriptor of improved LBP, next handgesture images were extracted by using improved LBP descriptor and uniform patterns encoding.
Finally, an Adaboost classifier was applied to perform the hand-gesture recognition task. Megha,
Padmaja, and Doye presented a method for hand gesture recognition using LBP. They used the
HSV color space for hand segmentation. The next step was the use of Radial LBP to extract the
features of the detected hand. Finally, the SVM was used to classify hand gestures [86].
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2.2.4 Support Vector Machine (SVM)

Boser, Guyon, and Vapnik [87] first presented the Support Vector Machine (SVM) at
AT&T Bell Labs as a pattern classification algorithm for objects classification. SVM is a
supervised learning algorithm developed from the Statistical Learning Theory which models data
as a function estimation problem which receives input data and generates an output function used
to predict data features. SVM finds the best separating hyperplane or hypothesis that can be used
successfully to classify the given dataset. There could be a set of possible hyperplanes as shown
in Figure 2.14 but there is a one optimal hyperplane that ensures the maximum separation margin
and SVM aims to find it, see Figure 2.15 [82, 88]

Data samples
belongs to class 1
Data samples
belongs to class 2

Figure 2.14: Two class classification using SVM
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Data samples
belongs to class 1
Data samples
belongs to class 2
SVM vectors

margins

Figure 2.15: Example shows support vectors, margins, and decision boundaries

2.3 Hand Over Face Occlusion

In human behavior recognition, the ability of hand segmentation over a complex
background is important in many image processing applications as in HCI, sign language
recognition, hand pose recognition, and hand-based events like eating, coughing, or taking
medication. Hand over face occlusion is a challenging problem due to the fact that the face and the
hand have the same color and texture and the system might not be able to recognize them as two
objects [89].
The hand over face occlusion problem has been addressed by some researchers, Smith et
al. [87] presented a method for hand over face occlusion resolving based on the fact that the
regional structure of the image before occlusion is different from that when occlusion occurs, so
by quantifying the change in the regional structure in the image over time, they were able to address
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the occlusion problem. The regional image structure is determined using the mixture of Gaussian
method. The change in the image force field is the feature being used to detect the occlusion.
Wen et al. [90] proposed the use of structured occlusion coding (SOC) to address occlusion
problems in face recognition. They used the locality constrained dictionary (LCD) to estimate the
occlusion mask. The problem of occlusion detection was identified by comparing a structured
sparse solution to the occlusion-appended dictionary.
Sen et al. proposed a graphical model for hand and face detection and tracking by deduce
the location of key-points using the Bayesian method, and anthropomorphic constraints were used
for body parts formation. An interaction zone was created for each skin region. When occlusion
occurred, a switching from the dynamic Bayesian network to the corresponding graphical model
for occlusion reasoning is performed. The switching occurs when the distance between the two
objects exceeded a predefined threshold [91].
Mahmoud et al. [92] proposed the use of a multi-model fusion approach in the detection of
hand over face occlusion. Their work was mainly divided in two divisions, hand occlusion
detection, and hand gesture cue classification. Spatial and spatial-temporal features were extracted.
Features were then presented after implementing feature-specific dimensionality reduction
techniques and aggregation over a window of frames. A multi model classifier was used to detect
the hand over face occlusion.
Priya and Banu [93] proposed an occlusion invariant face recognition algorithm using the
mean-based weight matrix (MBWM). The work was done in two phases: occlusion detection, and
faced recognition using the MBWM. The face image was divided into several disjointed local
patches and features were extracted for each patch. The SVM classifier was used for occlusion
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detection for each patch, then the MBWM bases of occlusion-free image patches were used for
face recognition.
Gonzalez et al. presented a method that combined two features, pixel color and edges
orientation. Skin detection based on the RGB color model is used for locating the face before
occlusion occurs. Face position is being tracked using local gradient orientations. By merging pixel
color and edges orientation along with comparing the occluded image to the face template, hand
was detected [94].
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CHAPTER 3
FOOD INTAKE DETECTION SYSTEMS ALGORITHMS
3.1 Food Intake Detection Systems
Alzheimer’s, obesity and overweight among several other eating disorders are serious
problems that directly risk human health and life. There is a need for a system that monitors the
food intake behavior of Alzheimer’s patients and prompts them when food is served but they forget
to eat. On the other hand, people with obesity and overweight need a similar system that helps
them monitor their food intake habits and helps them manage them.

3.1.1 Food Intake Detection Based on Motion Sensors

One of the methods used for food intake monitoring is by using motion sensors. Figure 3.1
shows some examples of using such sensors. Farooq, M. et al. [95] presented a comparative study
for food intake detection based on the Artificial Neural Network (ANN) and the Support Vector
Machine (SVM). Food intake data were collected from 12 subjects for 24 hours under free-living
conditions using three types of sensors, a jaw motion sensor to collect the jaw motion signal, a
hand gesture sensor to collect the hand to mouth motion signal, and a tri-axial accelerometer to
detect body acceleration. ANN and SVM frameworks were trained from the collected data, then
these frameworks were tested. The results showed that the ANN outperformed the SVM with
72.72% detection rate compared to 63.63%. Similarly, Mendi, E. et al. [96] used a sensor mounted
on the subject’s wrist to collect acceleration data when food was served. The collected data was
sent to the smart phone via Bluetooth, and then the data was smoothed to reduce noise effect using
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Gaussian smoothing filter. Finally, peaks were detected in the smoothed signal which represent
bites taken.

Dong and Biswas [97] used two Respiratory Inductance Plethysmography (RIP) belts worn
on the chest and abdomen to detect the swallowing signature from the collected breathing signals.
Also, they used an accelerometer on the wrist of the subject to track hand movement and enhance
the RIP belts in the swallowing signature collection. The detection of the swallowing was
performed using the trained SVM and the Hidden Markov Model (HMM). The experiment was
done on 14 subjects who were requested to wear the belts and the wrist accelerometer, also they
were required to press a button with every swallow.
Kalantarian, H. et al. [98] design a necklace includes a piezoelectric sensor that captured
the motion of the throat to detect swallowing event. The classification of the swallowing signal
was performed using Bayes classiﬁer. The experiment was done on 30 subjects who had been
asked to wear the necklace and press a button when swallowing.

3.1.2 Food Intake Detection Based on Chewing and Swallowing Sounds Detection

Swallowing and chewing sounds are features that can be also used effectively to detect an
eating event. These sounds can be collected using microphones usually mounted on subject’s body
close to the mouth. Some researchers worked on this topic and they achieved good results in the
swallowing detection. Sazonov et al. [99] proposed to use the time-frequency decomposition based
on the mel-scale Fourier spectrum (msFS) and wavelet packets (WPD) for swallowing sounds
features extraction, while signal classification was implemented using SVM. The test was
performed on 20 human subjects with a recording of 64.5 hours. Average weighted epoch46

classification accuracy of 96.8% resulted in 84.7% average weighted accuracy in detection of
swallowing events. This study showed that the msFS decomposition outperformed the WPD in
recognition accuracy.

(b)

(a)

(d)

(c)

Figure 3.1: Food intake detection examples using wearing sensors
(a) © 2013 IEEE [95], (b) © 2013 IEEE [96], (c) [97], and (d) [98]
Similarly, Makeyev et al. [100] proposed a method for swallowing sounds detection using
mel-scale Fourier spectrum features and the classification was done based on the SVM. To
improve their results and get better swallowing detection, Principal Component Analysis (PCA)
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combined with a smoothing algorithm were used. The experiment was implemented on 12
subjects, and the accuracy was greater than 80% for intra-subjects. Makeyev et al [101] used the
limited receptive area neural classifier in combination with short-time Fourier transform and
continuous wavelet transform for swallowing sound detection and recognition. They used limited
receptive area LIRA-based image recognition technique to the “images” of time-frequency
decomposition spectrums obtained by the short-time Fourier transform (STFT) and the continuous
wavelet transform (CWT). The results achieved using this method show high efficiency and
reliability. Also, this study showed that the combination of the LIRA and the STFT has a better
performance than the combination of the CWT and the LIRA.

Meyer et al. [102] proposed the use of the Support Vector Machines (SVM) models to
detect periods of food intake using information extracted from the Instantaneous Swallowing
Frequency (ISF) signal and the binary indicators of chewing. In their study, they used the swallow
and chew records from 18 human subjects. First, they implemented a model based on only
swallowing sound. The accuracy achieved was 77.6%. They suggested the addition of the chewing
sensor to improve system accuracy and performance, and that model achieved an accuracy of 94%.
Yadollahi, A., and Moussavi, Z. [103] studied the features extracted from the time and
frequency domain characteristics of the swallowing signal as initial discrete sounds (IDS), bolus
transmission sounds (BTS) and the entire swallowing sounds signal (WHL). To do the
classification, it is important to choose the features that provide better results. This study examined
the features thoroughly and arranged by maximizing the Mahalanobis distances between normal
and dysphagic classes. The results indicated low and high frequency components represent the

48

main characteristics of the signals for the IDS segment of the swallowing sound, while the medium
frequency components play the principal role for the BTS segment.
Pabler, S., Fischer, J., and Kraljevski, I. [104] addressed the problem of high interindividual differences of food intake sounds. This challenge affected the classification accuracy.
They proposed the use of the Maximum a Posteriori (MAP) estimation to solve this problem. They
implemented and tested MAP on one user consuming eight types of food. The results were
promising with an overall recognition accuracy of 79 % using records of 10 intake cycles for every
food type of one subject. They performed the experiment on a second test subject and the results
showed an increase of overall classification accuracy.
Aboofazeli, M., And Moussavi, Z. [105] investigated the use of the Hidden Markov Model
(HMM) for the segmentation and classification swallowing sound. The test was done on 15 healthy
subjects and 11 subjects who have dysphagia. Trained HMMs were used for segmentation of the
swallowing sounds into three distinct phases: initial quiet period, initial discrete sounds (IDS), and
bolus transit sounds (BTS). Their study showed that the HMM based on the multi scale product of
the wavelet coefficients had better results compared to other HMMs. The HMM was used in this
study for classification as well. They showed that when the number of states of the HMM increased
from N=4 to 8, the error of the classification process was gradually decreased. When N=9, the
errors became more than that when N=8. This algorithm achieved accuracy was 85.5%. Figure 3.2
shows an example on the microphones used for capturing the chewing and swallowing sounds
[106, 107, 108].
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(b)

(a)

(d)

(c)

Figure 3.2: Examples of the microphones used for chewing and swallowing
sounds, (a) and (b) “© Institute of Physics and Engineering in
Medicine. Reproduced by permission of IOP Publishing. All rights reserved”
[106], (c) is © 2011 IEEE [107], and (d) is © 2009 IEEE [108]

3.1.3 Food Intake Vision-Based Monitoring Systems

Methods described before in sections 3.1.1 and 3.1.2 used sensors that are usually attached
to subject’s body, this is not applicable for some cases. People with Alzheimer’s for instance may
simply forget and remove these sensors, even for obese people they might not like being connected
to these devices. Therefore, designing and using a vision-based monitoring system could be the
best scenario.
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Aiming for food monitoring has been also proposed by some researchers such as the work
of Gao, J. et al. as they proposed a method to be used during dining activity in a nursing home.
They built a subspace for the individual based on the motion features. The optic flow is used for
motion objects segmentation, then track these objects within a specified time frame window
looking for moving objects with a consistent moving direction. Then tracked these certain features
such as the physical distance between moving regions and using a hidden Markov model (HMM)
based technique, they were able to detect the eating behavior. Their system achieved a good
accuracy rate with 23% wrong or missed detections [109].
Villalobos, G. et al. [110] developed a smart system that takes advantages of the smart
phones to monitor the amount of food intake for obesity patients. The patient would be asked to
take pictures of his food before eating where context must be accounted for in order to perform a
better prediction of consumed food qualities and quantities. Patient thump or a coin was used for
food calibration. Similarly, Sun, M. et al. [111] presented a method that estimated and determined
food portion size. A calibration checkboard card was used with pictures taken of the food before
eating to determine the focal length of the used camera and the food dimensions. Also, Cunhaa et
al. [112] used Microsoft Kinect (MSK) sensor to monitor the food intake behavior for elderly
people. They used the seated skeleton of the MSKinect to recognize the head and the hands and
focused on tracking them. To avoid the hands occlusion while eating, the MS Kinect sensor placed
at an approximate distance of 1.2 meters from the user, a 1.2 meter higher from the floor, and with
a tilt of -10 degrees. Food intake detection success rate was at least 74% for an isolated distance
and with an average of 89% success rate for all distances. Cippitellei, E. et al. [113] proposed a
system for elderly people food intake monitoring using RGB-Depth camera. The camera was
mounted on the room ceiling about 3 meters above the subject. Because of the top view, the
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formation subject’s Skelton was difficult. To overcome this problem, they suggested to use the
Self-Organized Map algorithm to a defined skeleton model and to track object’s movements.

52

CHAPTER 4
FOOD INTAKE VISION-BASED FRAMEWORK
4.1 Food Intake Vision-Based Monitoring System
The aim of this work is to propose a system that can successfully monitor dementia patients
during a meal service. This system can detect eating activity and is designed to prompt the patient
to initiate or to continue eating if they stop. The system will also alert the care giver. The system
uses a video-based recording of the patient at feeding time and with only the view of the upper
part of the patient. Figure 4.1 shows the proposed system which can easily be modified to address
patient’s needs such as prompting details such as coaching and cueing messages of encouragement
or any needed positive feedback for a range of additional applications and as needed per user
conditions.

4.1.1 Method 1: Vision-Based Monitoring System Using Skin Color and Controlled
Bounding Boxed Tracking
In this method, a food intake vision-based monitoring system for patients with reduced
cognitive abilities such as Alzheimer’s and dementia patients is presented. The skin regions
segmentation based on skin color for hand and face detection in each frame is used. In many
image processing applications, skin detection which is the process of separating skin regions
from other objects in the scene has been widely used. However, it’s difficult to be accomplished
because of changes in illumination, quality of data in terms of resolution, noise level, natural
changes in the color due to ethnicity, and the level of cluttered backgrounds [17].
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Figure 4.1: Proposed system for food intake monitoring
The purpose of this framework is to design an automated alert system to detect food
intake activity for people who are suffering from dementia. The system will monitor the food
intake behavior of the subjects and alert them to eat or alert the caregiver for the lack of eating.
Skin detection is being used to identify the hand and face while the controlled bounding boxes
is used for tracking the movement.
The focus is on detecting the face and hands and tracking their movement in very simple
but accurate method to detect eating behavior. The proposed system is composed of two phases,
the first is the segmentation of skin regions while in the second phase the bounding box will be
tracked to declare eating behavior or the lack of it. Figure 4.2 presents the different stages of our
proposed work.
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The method introduced by Priyal and Bora in [114] for hand and face segmentation based
on skin color was chosen. In this method, a combination of the YCbCr and the YIQ color spaces
is used for skin segmentation. This method is invariant to illumination variations since color
components Cb and Cr in the YCbCr space can be isolated from the illumination component Y.
The conversion to YCbCr from the original RGB color space of recorded video is accomplished
[44], using equation (4.1):
𝑌
16
65.481
[𝐶𝑏] = [128] + [−37.797
𝐶𝑟
128
112

128.553
−74.203
−93.786

24.966 𝑅
112 ] [𝐺 ]
−18.214 𝐵

4.1

after determining the Y, Cb, and Cr components of the frame, 𝜃 is determined based on the color
components of the YCbCr [114] using the equation in 4.2
𝐶𝑟

4.2

𝜃 = 𝑡𝑎𝑛−1 (𝐶𝑏)

while in-phase color component I is determined from the RGB components using equation (4.3)
𝐼 = 0.596𝑅 − 0.274𝐺 − 0.322𝐵

4.3

After the skin regions segmentation, the resulting image will contain only skin color objects.
Bounding boxes around these objects were created. The camera is placed in front of the subject
and the center bounding box is labeled to be the face of the object. For each of the detected
bounding boxes the following information are collected and stored


top left corner coordinates



width



height



centroid,
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Distances between the face labeled bounding box and other bounding boxes are determined
using Euclidean distance and stored for further analysis. If the centroid of the bounding box1 is
located at point (𝑥1 , 𝑦1 ) and the centroid for bounding box2 is located at (𝑥2 , 𝑦2 ), the Euclidean
distance is [115] as shown below:

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √(𝑥1 − 𝑥2 )2 + (𝑦1 − 𝑦2 )2

4.4

When moving bounding boxes overlap, they will be merged into one bounding box, tracking
will be affected, and leading to wrong detection. Therefore, a bounding box controlling
algorithm that will monitor moving boxes and prevent the merge is presented. This control
method can be summarized as follows:
 Let each frame be denoted by f(x,y,t), where x and y are the spatial coordinates, and t is
the frame number in the video. Bbox is defined as a vector that contains the bounding
box information, that is:

Bbox = [bounding box top left y coordinate, bounding box top left x coordinate,
bounding box height, bounding box width]
 If the overlap between first and second boxes denoted by Bbox1 and Bbox2
(overlap (Bbox1, Bbox2) > 0) in the current frame f(x,y,t) and it was 0 in the previous
frame f(x,y,t-1), then:


First, use the boxes coordinates for Bbox1 and Bbox2 from the previous frame
Bbox1(t) = Bbox1(t-1) and Bbox2(t) = Bbox2(t-1)
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Then determine whether Bbox2 is going up or down, this is performed by checking its
history of movement in the previous 6-8 frames. The Euclidean distance between the
centroids of the first and second bounding boxes is used in this step as follows:
i. If dist(t) > dist(t-1) then Bbox2 is moving away from the head
ii. Elseif dist(t) < dist(t-1) then Bbox2 is moving up toward the head



Similarly, the direction of the movement threshold by subtracting the row coordinates
of previous frame from the one before for Bbox2 is determined by the following
equation:
xthresh = Bbox2(bounding box top left x coordinate, t-1) –

4.5

Bbox2(bounding box top left x coordinate, t-2)


This threshold will be added or subtracted from the new row coordinate of Bbox2
based on whether the box is moving up or down



To prevent separation between bounding box and skin segment, skin detection is
performed when overlap occurs. Ifskin function is used to determine the ratio of the
“on” pixels (skin pixels) in the binary image to the number of “off” pixels. If this ratio
is less than a threshold, the previous row coordinates for Bbox2 is selected

 Since this algorithm is based on the descending order of the boxes, then it is possible now
after avoiding boxes overlapping to determine whether the hand contained in Bbox2 is
moving toward the face or in the other direction.
 Eating sequence is determined by tracking Bbox2 movement scenario, such as the:


Hand is moving up toward the face over few frames (number of frames can be
adjusted per patient’s conditions). If the distance between the first and second boxes
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is decreasing over 5 consecutive frames, then the hand in moving toward the face and
a hand up flag is set.


Hand is moving away from the face decision also can be made. If the hand up flag is
set and the distance between first two bounding boxes is increasing, then the hand is
moving away from the face and the eating sequence is detected.

Input frame

Skin areas segmentation
using skin color

Implement image
morphological erosion

Update frame objects
characteristics hsitory

If Bbox1 overlaps
with Bbox2

Bbox2 control
procedure initiation

Yes
For detected objects
determine bounding
boxes, centroids, and
boxes overlapping

Arrange boxes in
descending order from
the top
Find the Euclidean
distance between first
box and other boxes

No
If Bbox1 overlaps
with Bbox3

Yes

Eating sequence
detection procedure
initiation

No
Bbox2 and Bbox3
control procedure
initiation

Figure 4.2: Proposed food intake monitoring system structure based on
skin color detection and controlled bounding boxes technique
The proposed algorithm was implemented using a set of 10 videos recorded with male and
female subjects, with varying skin colors, and wearing both long and short sleeves. The values of
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𝜃 and I are selected such that 15°≤ 𝜃 ≤70° and 20≤ I ≤70 to allow for better skin region detection
while considering a variety skin tones. It is worth noting that since this will be used for a specific
patient at a time, setting custom values can be initialized upon first time use of the system to
enhance performance. Results usually have other patches that have a color similar to skin color.
The bounding boxes size is set to be between 1000 to 62440 pixels to eliminate small and very
large noise patches.

4.1.2 Method 2- Vision-Based Monitoring System Using Skin Color and Motion Cue:

One of the most important disadvantages of the previously described method is the noise
caused by skin-like color objects. These objects will be detected and considered as skin objects.
To eliminate this problem, optical flow algorithm for moving object detection is being combined
with skin regions segmentation based on color information to detect moving skin blobs. Skin
regions segmentation is done using two methods that are discussed below.

4.1.2.1 Skin Segmentation Based on HSV color space (SS-HSV)

In this work, HSV color model described in section 2.2.1.3 is used for the skin regions
segmentation in which hue and saturation components are separated from the illumination
component. The conversion from RGB color space to HSV color space is performed using
equations (2.7 - 2.9). Skin regions segmentation based on the HSV color model is performed using
equation (2.10). A pixel 𝑃(𝑥, 𝑦) is a skin pixel if the hue and the saturation values for this pixel
are within the range below:
0° ≤ 𝐻(𝑥, 𝑦) ≤ 50° 𝐴𝑁𝐷
𝑃(𝑥, 𝑦) = {
0.2 ≤ 𝑆(x, y) ≤ 0.69
𝑛𝑜𝑛 − 𝑠𝑘𝑖𝑛
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑠𝑘𝑖𝑛

59

4.6

Skin segmentation using SS-HSV method is shown in Figure 4.3 where skin regions are
detected based on the HSV color space. However, pixels and objects with skin-like color can affect
the performance of HSV color-based skin detection algorithm as shown in Figure 4.4.

(a)

(b)

Figure 4.3: (a) is the original image, and (b) is resulting image after HSV colorbased skin regions detection

Figure 4.4: Left side images are original images while right side are
resulting images after implementing SS-HSV method
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4.1.2.2 Skin Segmentation Based on Face Color Information (SS-FCI)

Face detection based on the Viola-Jones algorithm [116] is used to extract skin information
from the face and use it to develop a color model to detect other skin regions and specifically the
hands. After face detection, the K-mean clustering algorithm is implemented on the face region to
cluster the pixels based on their color as shown in Figure 4.5, where three clustered regions are
shown in Figure 4.5 (b), (c), and (d) respectively. The region with the highest number of ON pixels,
which are non-black color pixels, is selected as the sample of the face skin. Three-color vectors
for red (Rv), green (Gv), and blue (Bv) will be generated from this region and used for color filter.
First the histogram for each color vector is generated, the mean for each color vector histogram is
calculated and used to determine the minimum and maximum values for each color vector where
the minimum is the lowest value above the mean, while the maximum is the maximum value for
the color component. The three color components for each pixel is tested by the designed color
filter as in equation (4.7). Figure 4.6 is an example of the highest number of ON pixels, color
components histograms, and the mean value for each of the color components. This is shown
below:
𝑠𝑘𝑖𝑛

𝑅𝑚𝑖𝑛 ≤ 𝑅(𝑥, 𝑦) ≤ 𝑅𝑚𝑎𝑥 𝐴𝑁𝐷
𝐺𝑚𝑖𝑛 ≤ 𝐺(𝑥, 𝑦) ≤ 𝐺𝑚𝑎𝑥 𝐴𝑁𝐷
𝑃(𝑥, 𝑦) = {
𝐵𝑚𝑖𝑛 ≤ 𝐵(𝑥, 𝑦) ≤ 𝐵𝑚𝑎𝑥
𝑛𝑜𝑛 − 𝑠𝑘𝑖𝑛
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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4.7

(a)

(b)

(c)

(d)

Figure 4.5: (a) is the detected face, (b), (c), and (d) are color based clustered
regions using K-mean clustering

Figure 4.6: Example of the selection of the minimum and maximum
values for each of the color components

Alternatively, SS-FCI skin segmentation method based on color information extracted
from detected face also performs well as shown in Figure 4.7. Similar to SS-HSV, skin-like color
objects are challenging for this method.
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4.1.2.3 Detection of Moving Objects

Optical flow is the estimation of the apparent motion in consecutive video images, it is the
measure of the velocity for each pixel in the image [23]. The optical flow method allows for
estimating of the motion between two frames extracted from a video, that is two frames at time t
and time t +∆t. Optical flow calculations are based on the brightness consistency assumption.

(a)

(b)

(c)

(d)

Figure 4.7: Left side images are original images while right side
are resulting images after implementing SS-FCI method
In Figure 4.8, we show an example of the implementation of optical flow algorithm on a
video sequence for a person who is dinning. Unfortunately, optical flow alone resulted in poor
regions detection since optical flow is very sensitive to noise. To enhance our results, we proposed
to employ morphological operators to the resulting regions to better define moving-object blobs
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and thus enhance the results. Bounding boxes are created around each of the moving objects, as
shown in Figure 4.8 (c).
The bounding boxes might include the hands, the face, and other parts from the
background. This makes it difficult to track the hands for eating purposes. Therefore, we present
the combination of the segmented skin regions and the optical flow segmented blobs to allow for
the detection of the moving skin regions only, specifically the hands.

(a)

(b)

(c)
Figure 4.8: (a) and (b) object flow representation, (c) bounding boxes created around moving
objects based on optic flow algorithm
4.1.2.4 Information Fusion

Skin regions segmentation based on either SS-HSV or SS-FCI is not enough by itself
because of the skin-like color objects. Similarly, motion information can detect all the moving
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objects into video frames. We integrate motion detection with the regions of skin color. The benefit
of this is to detect moving skin regions and discard other false detected regions. Each pixel of the
input frame will be classified as a moving skin-color pixel or not as shown in equation (4.8) below:
1

(𝑃(𝑥, 𝑦) 𝑖𝑠 𝑠𝑘𝑖𝑛)𝐴𝑁𝐷
(𝑃(𝑥, 𝑦) 𝑖𝑠 𝑚𝑜𝑣𝑖𝑛𝑔)

4.8

𝑃(𝑥, 𝑦) =
{0

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

As shown in Figure 4.9, the systems can be described as follows:


Subject’s face detection using Viola-Jones method



The optical flow algorithm is then applied to detect moving objects in each frame



Apply thresholding and the morphological operator to the image to define moving object’s
blobs



Skin regions segmentation is applied using either SS-HSV or SS-FCI methods



Bounding boxes are created around moving skin color objects
The tracking procedure for eating, which can be custom design, occurs when a certain

sequence of hand movements is detected. Figure 4.9 shows an example of the eating process
tracking schematic description, where the cyan circle is the face, where the cyan circle is the face
detected using Viola-Jones algorithm [117], the red box is the hand, the large green box (fbext) is
the detected face bounding box, and the blue line is denoted by the tracking reference line which
is located below the bottom line of the face bounding box (fb), where fb is a vector contains face
bounding box coordinates. Eating is detected if subject’s hand moved within a defined sequence
or states. Four states mainly describe a success eating event, first the hand is located under the
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reference line, next, the top of the hand box is above the reference line, then the hand box overlaps
with the face bounding box, finally, the hand box moved back below the reference line.

Input frame
Face detection based on
V.J. algorithm

Skin regions detection
based on either SS-HSV
or SS-FCI

Apply optical flow
algorithm

Create bounding box on
each of the skin blobs

Thresholding and
morphological operator
implementation

Initiate eating event
tracking procedure

Audio statement
Figure 4.8: Proposed framework for the food
intake monitoring system showing components

fb = (top right corner y coordinate, top right corner x coordinate, width of face

4.9

bounding box, height of face bounding box)

fbext = [fb(1,1)-α, fb(1,2)-α, fb(1,3)+β, fb(1,4)+β]

4.10

for frame size of 192*256, α and β are chosen to be 10 and 15 respectively, which represent how
many pixels, wider and higher, fbext is bigger than fb. The blue line is denoted by the tracking
reference line (cntln) which is located below the bottom line of the face bounding box, the location
of this line is determined using the following equation,
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cntln = fb(1,2)+2*fb(1,4)-γ

4.11

γ is chosen to be 18 pixels. The difference between the cntln and the x coordinate of the top
bounding box in the current frame is determined and denoted by (dist)

(a)

(b)

(c)

(d)

Figure 4.9: Proposed method for the tracking of an eating process illustration, (a) the
hand is below the reference line, (b) the hand is crossing the reference line, (c) the hand
is above the reference line and overlap occurred, and (d) the hand is going back down

dist(nFrames) = cntln-centroids (1,2)

4.12

where centroids refer to the array of the centroids data of the bounding boxes, nFrames is the
number of the current frame, and centroids (1,2) returns the height of the first bounding box. The
overlap between the fbext and the top bounding box is determined in each frame. Eating process
is detected when the following sequence takes place:
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First, the top box, which is usually the hand, is first located below the tracking reference
line



Then, the box movement is recognized, as moving up crossing the cntln,



Next, check if there is an overlap between the top bounding box and the fbext,



Finally, this bounding box moves back below the cntln.

4.1.3 Method 3- Vision-Based Monitoring System Using Features Extraction:

The purpose of this framework is to develop an automated alert system to detect food intake
activity for people with Alzheimer’s disease. The system will monitor food intake behavior of the
participants, eating monitoring is performed using HOG for features detection and SVM to decide
whether the person is eating or no. To reduce the false positive detections and enhance eating
monitoring, hand is detected and located inside subject’s upper body region. Hand detection is a
complicated task itself due to the high number hand eating postures, therefore, three detection
method have been tested and results are compared, HOG, Harr, and Local Binary Patterns (LBP).
Experiment shows that Haar-like features detection method outperformed the other two methods.
Hand detection method is also enhanced with template matching where each of the hand or handlike detected region is matched with 30 different eating hand postures. Figure 4.10 shows the
schematic for the proposed framework. There are three stages for the implementation of the
proposed framework, upper body region detection, hand detection inside the upper body region,
and, HOG and SVM are used for eating monitoring.

68

4.1.3.1 Upper Body Detection

Upper body region (UBR) detection is the first step in the proposed method. When it is
detected, hand detection and the eating monitoring will be implemented on the UBR. Viola-Jones
algorithm [116] is used for the UBR detection. Once detected, hand detection is taking place to
detect hand existence inside UBR.

4.1.3.2 Hand Detection

In this work three method for hand features extraction were tested, HOG, Haar, and LBP.
These methods are used successfully in object detection and each method has its own feature
extraction procedure. Hand is detected and located inside subject’s upper body region. Hand
detection is a complicated task itself due to the high number hand eating postures, therefore, three
detection method have been tested and results are compared, HOG, Harr, and Local Binary
Patterns (LBP). Experiment shows that Haar-like features detection method outperformed the
other two methods. Hand detection method is also enhanced with template matching where each
of the hand or hand-like detected region is matched with 30 different eating hand postures. There
are three stages for the implementation of the proposed framework, upper body region detection,
hand detection inside the upper body region, and, HOG and SVM are used for eating monitoring.
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Figure 4.10: Proposed food intake monitoring system flowchart
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Example of LBP feature extraction is in Figure 4.11

Original grayscale image

Local binary
pattern

Histogram of
LBP image

Figure 4.11: Example of LBP features extraction
4.1.3.3 Combined Images Templates

Hand detection methods were tested with several videos for subjects while eating, results
show that hand detection based on Haar-like features outperform the other two methods.
Figure 4.12 and Figure 4.13 show a comparison of hand detection using features-based methods.
There are false positive detections results with hand detection process should to be eliminated. In
this method two filtering techniques are used to reduce the false positive detections, first any false
detection located above the head region inside UBR is discarded, second, each of the detected
region is matched to a template of 30 selected hand eating postures combined into one template
image as shown in Figure 4.14. Matching is computed using the normalized cross-correlation
between each detected region and the combined template image (CTI) which is much faster in the
computation compared to do the matching between each detected region and the 30 selected hand
eating posture by the factor of 2.86, CTI based method execution time was 71.688 ms while 30
template images matching execution time was 205.571 ms, therefore, to achieve real time
implementation CTI is chosen. After finding the maximum correlation value, the location of this
maximum value is also considered, if this location is located in between two neighbor hand posture
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images, then this value is discarded. This maximum correlation value is also compared to a
predefined threshold. Figure 4.15 shows example of using Haar like features, and then two stages
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Figure 4.12: Hand detection based on HOG features, Haar features, and LBP features using
video # 25
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Figure 4.13: Hand detection based on HOG features, Haar features, and LBP features using
video # 47
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Hand detection is performed on the UBR to detect hand regions candidates (HRC). Assume
that there are n detected HRCs, first stage of filtering is applied first to discard any HRC located
above subject’s head, m boxes are selected, and the second stage of filtering is applied where CTI
matching method is applied. Normalized cross correlation (NCC) is performed to find the
matching between two images
1st filtering stage:
𝐻𝑅𝐶𝑚 = 𝐻𝑅𝐶𝑛 𝑖𝑓 𝑙𝑜𝑐(𝐻𝑅𝐶𝑛 > 𝑟𝑒𝑓𝑃𝑜𝑖𝑛𝑡)

4.13

Where the
𝑟𝑒𝑓𝑃𝑜𝑖𝑛𝑡 = (𝑥 𝑐𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑜𝑝 𝑙𝑖𝑛𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑈𝐵𝑅 + 𝑈𝐵𝑅 𝑏𝑜𝑥 ℎ𝑒𝑖𝑔ℎ𝑡)/2

4.14

2nd filtering stage:
The normalized cross correlation between an HRC and the CTI is found by
̅̅̅̅̅|)
(∑𝑥,𝑦|𝐻𝑅𝐶(𝑥, 𝑦) − ̅̅̅̅̅̅
𝐻𝑅𝐶𝑢,𝑣 | |𝐶𝑇𝐼(𝑥 − 𝑢, 𝑦 − 𝑣) − 𝐶𝑇𝐼

𝑐(𝑢, 𝑣) =

4.15
1

̅̅̅̅̅̅ (𝑢, 𝑣)|2 ∑𝑥,𝑦|𝐶𝑇𝐼(𝑥 − 𝑢, 𝑦 − 𝑣) − 𝐶𝑇𝐼
̅̅̅̅̅|2 }2
{ ∑𝑥,𝑦|𝐻𝑅𝐶(𝑥, 𝑦) − 𝐻𝑅𝐶
̅̅̅̅̅ is the mean of the template, and ̅̅̅̅̅̅
Where 𝐶𝑇𝐼
𝐻𝑅𝐶𝑢,𝑣 is the mean of the 𝐻𝑅𝐶(𝑥, 𝑦)
The maximum cross correlation value and its location on CTI is found. The CTI size is 200x300
pixels, 5 horizontal images and 6 vertical, each of the HRCs is also resized to 40x50 pixels. The
matching method implemented in this framework will return two values, the maximum crosscorrelation, and the location where the maximum occurs. The maximum correlation value MaxCor
will be tested with predefined threshold corTh

𝑀𝑎𝑥𝐶𝑜𝑟 = {

𝑐(𝑢, 𝑣), 𝑐(𝑢, 𝑣) ≥ 𝑐𝑜𝑟𝑇ℎ
0
, 𝑥 < 𝑐𝑜𝑟𝑇ℎ

4.16
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To eliminate the error occurs when the location of the computed MaxCor is in the region in
between two hand images in the CTI, a location check is proposed where the location of MaxCor
is compared to a set of predefined points represents the locations of the images in the CTI using
Euclidean distance [115]

4.17

𝑑(𝑚) = √(𝑢 − 𝑥)2 + (𝑣 − 𝑦)2

The distances are then tested with a threshold dTh, if a distance is found less than dTh, the 𝑀𝑎𝑥𝐶𝑜𝑟
is considered, otherwise it will be discard.

Figure 4.14: Combined images template used in the proposed method
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Figure 4.15: Hand detection using Haar like features, and then after two filtering stages using
video # 47
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Figure 4.16: Hand detection using Haar like features, and then after two filtering stages using
video # 75
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4.1.4 Eating Monitoring Using HOG and SVM

Eating monitoring is performed using HOG for eating gesture features extraction and then
a trained SVM is used to decide whether this gesture is eating or not. Histogram of oriented
gradient is used for the features extraction for the eating and non-eating gestures. Figure 4.17
shows an example of HOG features extraction for eating and non-eating gestures using 2x2, 4x4,
and 8x8 cell size. When hand is detected inside UBR, HOG is performed for the UBR based on
4x4 cells size, and then the features vector will be send to the SVM trained classifier to decide
eating or non-eating gesture.

Figure 4.17: HOG features extraction for eating and non-eating gestures and with 2x2, 4x4, and
8x8 cell sizes
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CHAPTER 5
SIMULATION AND EXPERIMENTAL RESULTS

To validate the proposed framework in this dissertation, two sets of videos have been used


The first set is videos generated in the Digital Signal and Image Processing Laboratory at
Western Michigan University.



Second set is the MOBISERV-AIIA dataset [117] in which participants were recorded
while they were eating, drinking, talking, and reading a book. Other variations of specific
interest, naturally, is in clothing, which were considered such as wearing long and short
sleeves.

Each of the proposed methods was implemented on a set of videos chosen from these two datasets.
Experiments are accomplished using an Intel Core i5 2.30 GHz CPU with a 6 GB RAM using a
MATLAB environment. Input videos have been captured with a static camera with a resolution of
320 × 240 pixels.

5.1 Method 1: Vision-Based Monitoring System Using Skin Color and Controlled Bounding
Boxed Tracking Simulation Results
Table 5.1, shows implementation results on 10 videos for eating sessions of about 25
minutes. Correct detection rate is at a high 90.82% with errors in detection occurring when there
are other background objects detected as part of the head which impacted the size of its bounding
box or when the subject is wearing very short sleeves. A hand with short sleeves or worse
sleeveless, will result in bounding box that will be closer to subject’s shoulder and face, making
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the distance too short between the face and hand bounding boxes borders, causing more errors
in the distance calculations between boxes.

Table 5.1: Implementation results using 10 videos
No.

of Recording

Total

number

of Successful

Wrong

videos

time

frames

detections

detections

10

25 minutes

30196

178

18

The results from the different processes are giving in Figure 5.1 and Figure 5.2. In
Figure 5.1, the result for the segmentation process showing successful detection of the patient skin
blobs is shown.

(a)

(b)

(c)

Figure 5.1: Sample of processed video frames showing in (a) Original frame, in (b) Segmented
image using skin detection, and in (c) skin regions surrounding by bounding boxes
Figure 5.2 shows an example for the proposed control method where the hand is merged
with the face into one bounding box in (a) while in (b) results achieved using the proposed method.
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Figure 5.3 shows a sample of the results using a sequence of tracking of a person eating over
several frames.

(a)

(b)

Figure 5.2: (a) bounding boxes without and (b)
bounding boxes with control method proposed

Figure 5.3: show tracking over a sequence of frames
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Experimental results show that the proposed algorithm can successfully detect the eating
event activities for different people with low false detections. Objects with skin–like colors can
affect system performance especially when they are located in the area between the head and the
hands.

5.2 Method 2- Vision-Based Monitoring System Using Skin Color and Motion Cue
Simulation Results
The proposed method was implemented using a set of 27 videos. The bounding boxes
might include the hands, the face, and other parts from the background which makes it difficult to
track the hands for eating purposes. Therefore, we present the combination of the segmented skin
regions and the optical flow segmented blobs to allow for the detection of the moving skin regions
only, specially the hands.
The combination of the optical flow algorithm and skin regions detection based on SSHSV and SS-FCI methods show a good moving skin regions detection as shown in Figure 5.4. SSHSV method was implemented on the recorded videos to detect eating processes, the successful
detection rate was high at 92.12%, wrong detections occurred when subject’s face is moving a lot
and there were more than one bounding box resulting from this movement, and in the case of short
sleeves.
The combination of optical flow and our hand localization proposed method based on face
color also show good results with 94.29% success rate Wrong detection occurs mainly because
sometimes the hand illumination became inconsistent when the hand is moving in addition to the
case of short sleeves where hand segmented region will be bigger and affected detection rate. In
Table 5.2, we present a summary of the results for the two proposed frameworks.
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Figure 5.4: Results from the combination of optical flow and skin
detection showing successful moving hand detection methods

In Figure 5.5, we show samples of the implementation of our proposed method to track the
eating process for a person who is dining using spoon, bare hands, and drinking using a mug,
eating events were successfully detected.
To make the system a user-friendly for the caregiver whether at a nursing home or at the
family home, we have created a Graphical User Interface (GUI), which makes it easier to run, stop,
change the display, and or listen to the audio messages. Also, this GUI provides the number of
detected eating sequences and time consumed. Figure 5.6 includes some snapshots for this GUI.
This will allow caregivers to have a food intake history recorded and used for analysis or share
with the physician.
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Table 5.2: Implementation results summary
Implemented No. of
No. of
No. of
Missed+Wrong Recording Success
Method
Detections
Rate
Processed Processed Success
Time
Videos
Frames
Detections
(hh:mm:ss)
SS-HSV

841
27

SS-FCI

71

147702

92.12%
2:53:00

860

52

94.29%

Figure 5.5: Samples of the eating process tracking showing successful eating
event detection for a person who is dinning using bare hand and drinking using a
mug

84

Figure 5.6: Snapshots from the GUI designed for the proposed method with interactive custom
design choices to suit the needs of the patients and their care givers

5.3 Method 3- Vision-Based Monitoring System Using Features Extraction Simulation
Results
This section explains the experimental work performed to test method 3 for eating
monitoring. Three hand detection features based methods were tested and compared, each
classifier was trained with 2077 positive samples for hand while the subjects are eating and 1393
negative samples for images that do not include any hand from INRIA [55] person dataset.
Figure 5.7 is an example of Haar-like features extraction and then SVM classifier training. The
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values of the corTh and the dTh are chosen to be 0.7 and 15 respectively. Eating monitoring was
performed using HOG for features detection and SVM for eating monitoring. The SVM was
trained with 1129 positive samples for eating gestures and 892 negative samples for non-eating
gestures, example is shown in Figure 5.8.
The proposed framework was implemented on 33 videos totally of 163840 frames. Results
show that our proposed method for hand detection performs very well, results summary is sown
in Table 5.3, also eating monitoring was good with the successful detection rate was high at
90.65%, wrong detections occurred when hand is moving inside UBR and not detected, or it can
be wrong eating or non-eating monitoring. Figure 5.9 shows two examples of the implementation
of the proposed method where eating and non-eating gestures are successfully detected.
Figure 5.10 shows example of the number of detected hands using Haar like features, where n1 is
the number of detected boxes, n2 is the number of the boxes after 1st stage of filtering, n3 is the
number of boxes after 2nd filtration stage, and the detected number of eating events detection. And
finally, Figure 5.11 shows examples of the eating behavior for two people, each colored slot
represents the time (number of frames) between a successful eating sequences.
Table 5.3: Implementation results summary
No. of
No. of
Processed Processed
Videos
Frames

Total no. of No. of
eating
Success
events
Detections

Recording
Missed+Wrong
Accuracy
Time
Detections
(hh:mm:ss)

33

920

59

163840

893

86

02:57:34

90.65%

Positive hand samples
Extract Haar
features

Train Haar
detector

Hand/Nonhand

Negative samples

Figure 5.7: Haar detector training

Positive eating
gesture samples
Extract HOG
features

Train SVM

Eating/
Non-eating

Negative eating
gesture samples

Figure 5.8: Eating and non-eating HOG features extraction and SVM training
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Input frame

Upper Body
Region (UBR)
detection

Boxes after filtering,
non-eating example

Input frame

Detected
hand boxes

Boxes after filtering,
eating example

Upper Body
Region (UBR)
detection

Boxes after filtering,
eating example

Detected
hand boxes

Boxes after filtering,
non-eating example

Figure 5.9: Samples of the eating process detection and tracking showing successful eating
event detection for persons who is dinning
88

V_AB
Detected, and filtered boxes
40
30
20
10
0
1

3

5

7

9

11 13 15 17 19 21 23 25 27 29

n1

n2

n3

escnt

Figure 5.10: Example of the number of detected hands using Haar like features, n1 is the
number of detected boxes, n2 is the number of the boxes after 1st stage of filtering, n3 is the
number of boxes after 2nd filtration stage, and the detected number of eating events detection
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Figure 5.11: Show the eating behavior for two different people while eating
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CHAPTER 6
CONCLUSION AND FUTURE WORK

6.1 Summary

Behavior recognition and event detection are very still challenging problems in the area
of computer vision. Feeding, as a human activity, is a very serious problem for people who are
diagnosed with Alzheimer’s disease. Globally, 44.4 million of people are suffering from this
disease and the number of people with Alzheimer’s disease and other related dementia, continues
to increase rapidly. This disease requires care to be provided for daily-life activities for most of
the people within this population. In this dissertation, a vision-based framework is presented for
food-intake monitoring addressing specifically the needs of people with Alzheimer’s disease,
but also, it can be used for other people, such as people suffering from obesity with simple code
modifications. The system must be able to successfully detect the hand-to-mouth movement,
recognize eating event, and then friendly prompt the user to eat in case the food is served, and
the user is not eating. To achieve this, three methods are proposed, implemented and tested for
this framework.
Method 1- Vision-Based Monitoring System Using Skin Color and Controlled Bounding Boxed
Tracking:
Hand and face regions are detected based on skin color using a combination of the YCbCr
and the YIQ color spaces. This technique was designed to tackle the challenge other algorithms
face with partial occlusion of the hand-face regions. The proposed method is able to do so by
tracking the movement of the detected skin-region using the bounding boxes technique over
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several frames to allow the system to predict the location and the direction of hand movement
when the occlusion occurs. Correct detection rate is significantly high at 90.82% with errors
occurring when there are other background objects detected as part of the head or when the
subject is wearing short sleeves. This was mitigated by carefully selecting the size of handregion bounding box
Method 2- Vision-Based Monitoring System Using Skin Color and Motion Cue:
Motion cues determined using optical flow method is infused with the detected skin
regions to detect moving skin regions. Skin segmentation was performed using two algorithms:
1) Skin Segmentation Based on HSV color space (SS-HSV): The frame is converted from
RGB to HSV color space and then implemented by a skin color filter based on H and S values
to separate skin from non-skin pixels.
2) Skin Segmentation Based on Face Color Information (SS-FCI): face is detected using
Viola-Jones algorithm and then K-mean clustering is used to identify skin region in the face
detected region. Skin color information is extracted from the detected face skin region and skin
color filter is designed.
An integration between the detected skin region and motion detection is presented to
detect moving skin regions and eliminate the noise caused by skin-like color objects. The
proposed tracking procedure for this system is based on the detection of certain sequence of hand
movement. The experimental results show that the proposed methods can achieve an accuracy
of 92.12%, with the hybrid system of optical flow and SS-HSV. A high accuracy of 94.29% is
achieved when combining optical flow and the SS-FCI method. Eating events were successfully
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detected using the proposed system. Errors occur when wearing very short sleeves causing the
hand segmented region to be larger than the size of the actual hand.
Method 3- Vision-Based Monitoring System Using HOG and SVM:
HOG features are extracted from within ROIs which is the upper body region (UBR) in
this case. A trained support vector machine is used to distinguish between eating and non-eating
gestures. In order to reduce the false positive detections, hand detection using Harr-like features
is presented to detect hand movement inside upper body region. When hand is detected, HOG is
determined for the UBR and tested using SVM to decide whether this is an eating or non-eating
gesture. Proposed hand detection using Haar-like features also results in false positive detection
which will affect eating monitoring process. Therefore, two filtering stages are used to eliminate
these false detections. First, the detected regions above the head will be discarded; second, a
combined template images (CTI) matching method is proposed for hand and non-hand detection.
A high accuracy of 90.65% is achieved using the proposed algorithm with a very low failure
rate. Errors occur when hand is not detected successfully due to different hand gestures and fast
motion affect. Also, sometimes there are some wrong recognitions with the HOG and the SVM.
6.2 Contribution
Contributions of this dissertation are:


A framework for a real time vision-based monitoring system using different techniques is
presented.



A method addressing the hand over face partial occlusion problem using controlled
bounding boxes is presented.
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A hand segmentation method based on information extracted from a detected face is
presented.



A combined template image matching method is presented to reduce the false positive
results with Haar features.



Hand tracking methods that detect hand movement are investigated. These methods can be
used with other HCI applications after changing some parameters.

6.3 Future Research Directions
Extensions to this work could be


Investigating the use of deep learning methods to recognize eating from non-eating
pattern and compare the results with the HOG and SVM based method.



The detection of mouth region and jaw movement pattern while chewing the food can
be used as another cue that can be added to the system to improve the monitoring of
eating.



Implementing the proposed methods on hardware platform that may support this kind
of video processing like the Texas Instruments TDA2x Vision EVM Kit or the
Raspberry pi.
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