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Abstract
We study a discrete-time approximation for solutions of systems of decoupled
forward-backward stochastic differential equations with jumps. Assuming that the
coefficients are Lipschitz-continuous, we prove the convergence of the scheme when
the number of time steps n goes to infinity. When the jump coefficient of the first
variation process of the forward component satisfies a non-degeneracy condition
which ensures its inversibility, we obtain the optimal convergence rate n−1/2. The
proof is based on a generalization of a remarkable result on the path-regularity
of the solution of the backward equation derived by Zhang [28, 29] in the no-
jump case. A similar result is obtained without the non-degeneracy assumption
whenever the coefficients are C1b with Lipschitz derivatives. Several extensions of
these results are discussed. In particular, we propose a convergent scheme for the
resolution of systems of coupled semilinear parabolic PDE’s.
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1 Introduction
In this paper, we study a discrete time approximation scheme for the solution of a
system of decoupled Forward-Backward Stochastic Differential Equations (FBSDE in
short) with jumps of the form{
Xt = X0 +
∫ t
0
b(Xr)dr +
∫ t
0
σ(Xr)dWr +
∫ t
0
∫
E
β(Xr−, e)µ¯(de, dr) ,
Yt = g(XT ) +
∫ T
t
h (Θr) dr −
∫ T
t
Zr · dWr −
∫ T
t
∫
E
Ur(e)µ¯(de, dr)
(1.1)
where Θ := (X, Y, Z,Γ) with Γ :=
∫
E
ρ(e)U(e)λ(de). Here, W is a d-dimensional
Brownian motion and µ¯ an independent compensated Poisson measure µ¯(de, dr) =
µ(de, dr) − λ(de)dr. Such equations naturally appear in hedging problems, see e.g.
Eyraud-Loisel [13], or in stochastic control, see e.g. Tang and Li [26] and the recent
paper Becherer [4] for an application to exponential utility maximisation in finance. Un-
der standard Lipschitz assumptions on the coefficients b, σ, β, g and h, existence and
uniqueness of the solution have been proved by Tang and Li [26], thus generalizing the
seminal paper of Pardoux and Peng [21].
The main motivation for studying discrete time approximations of systems of the above
form is that they provide an alternative to classical numerical schemes for a large class
of (deterministic) PDE’s of the form
−Lu(t, x) + h (t, x, u(t, x), σ(t, x)∇xu(t, x), I[u](t, x)) = 0 , u(T, x) = g(x) , (1.2)
where
Lu(t, x) := ∂u
∂t
(t, x) +∇xu(t, x)b(x) + 1
2
d∑
i,j=1
(σσ∗(x))ij
∂2u
∂xi∂xj
(t, x)
+
∫
E
{u(t, x+ β(x, e))− u(t, x)−∇xu(t, x)β(x, e)}λ(de) ,
I[u](t, x) :=
∫
E
{u(t, x+ β(x, e))− u(t, x)} ρ(e)λ(de) .
Indeed, it is well known that, under mild assumptions on the coefficients, the component
Y of the solution can be related to the (viscosity) solution u of (1.2) in the sense that
Yt = u(t,Xt), see e.g. [2]. Thus solving (1.1) or (1.2) is essentially the same. In the so-
called four-steps scheme, this relation allows to approximate the solution of (1.1) by first
estimating numerically u, see [11] and [18]. Here, we follow the converse approach. Since
classical numerical schemes for PDE’s generally do not perform well in high dimension,
we want to estimate directly the solution of (1.1) so as to provide an approximation of
u.
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In the no-jump case, i.e. β = 0, the numerical approximation of (1.1) has already been
studied in the literature, see e.g. Zhang [29], Bally and Pages [3], Bouchard and Touzi
[6] or Gobet et al. [15]. In [6], the authors suggest the following implicit scheme. Given
a regular grid pi = {ti = iT/n, i = 0, . . . , n}, they approximate X by its Euler scheme
Xpi and (Y, Z) by the discrete-time process (Y¯ piti , Z¯
pi
ti
)i≤n defined backward by Z¯
pi
ti
= n E
[
Y¯ piti+1∆Wi+1 | Fti
]
Y¯ piti = E
[
Y¯ piti+1 | Fti
]
+ 1
n
h
(
Xpiti , Y¯
pi
ti
, Z¯piti
)
where Y¯ pitn := g(X
pi
tn) and ∆Wi+1 := Wti+1 −Wti . In the no-jump case, it turns out that
the discretization error
Errn(Y, Z) :=
{
max
i<n
sup
t∈[ti,ti+1]
E
[|Yt − Y¯ piti |2]+ n−1∑
i=0
∫ ti+1
ti
E
[|Zt − Z¯piti|2] dt
} 1
2
is intimately related to the quantity
n−1∑
i=0
∫ ti+1
ti
E
[|Zt − Z¯ti|2] dt where Z¯ti := n E [∫ ti+1
ti
Ztdt | Fti
]
.
Under Lipschitz continuity conditions on the coefficients, Zhang [27] was able to prove
that the later is of order of n−1. This remarkable result allows to derive the bound
Errn(Y, Z) ≤ Cn−1/2, i.e. the above approximation achieves the optimal convergence
rate n−1/2.
In this paper, we extend the approach of Bouchard and Touzi [6] and approximate the
solution of (1.1) by the backward scheme
Z¯piti = n E
[
Y¯ piti+1∆Wi+1 | Fti
]
Γ¯piti = n E
[
Y¯ piti+1
∫
E
ρ(e)µ¯(de, (ti, ti+1]) | Fti
]
Y¯ piti = E
[
Y¯ piti+1 | Fti
]
+ 1
n
h
(
Xpiti , Y¯
pi
ti
, Z¯piti , Γ¯
pi
ti
)
where Y¯ pitn := g(X
pi
tn). By adapting the arguments of Gobet et al. [15], we first prove
that our discretization error
Errn(Y, Z, U) :=
{
max
i<n
sup
t∈[ti,ti+1]
E
[|Yt − Y¯ piti |2]+ n−1∑
i=0
∫ ti+1
ti
E
[|Zt − Z¯piti|2 + |Γt − Γ¯piti|2] dt
} 1
2
converges to 0 as the discretisation step T/n tends to 0. We then provide upper bounds
on
max
i<n
sup
t∈[ti,ti+1]
E
[|Yt − Yti|2]+ n−1∑
i=0
∫ ti+1
ti
E
[|Zt − Z¯ti|2 + |Γt − Γ¯ti|2] dt ,
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where Γ¯ti := n E
[∫ ti+1
ti
Γtdt | Fti
]
. We first show that
max
i<n
sup
t∈[ti,ti+1]
E
[|Yt − Yti|2]+ n−1∑
i=0
∫ ti+1
ti
E
[|Γt − Γ¯ti|2] dt ≤ C n−1
whenever the coefficients are Lipschitz continuous. Under some additional conditions on
the inversibility of ∇β + Id, see H1, or on the regularity of the coefficient, see H2, we
then prove that
n−1∑
i=0
∫ ti+1
ti
E
[|Zt − Z¯ti|2] dt ≤ C n−1 .
This extends to our framework the remarkable result derived by Zhang [28, 29] in the
no-jump case and allows us to show that our discrete-time scheme achieves the optimal
convergence rate n−1/2.
Observe that, in opposition to algorithms based on the approximation of the Brownian
motion by discrete processes taking a finite number of possible values (see [1], [8], [9], [10]
and [17]), our scheme does not provide a fully implementable numerical procedure since
it involves the computation of a large number of conditional expectations. However, the
implementation of the above mentioned schemes in high dimension is questionable and,
in our setting, this issue can be solved by approximating the conditional expectation
operators numerically in an efficient way. In the no-jump case, Bouchard and Touzi
[6] use the Malliavin calculus to rewrite conditional expectations as the ratio of two
unconditional expectations which can be estimated by standard Monte-Carlo methods.
In the reflected case where h does not depend on Z, Bally and Pages [3] use a quantization
approach. Finally, Gobet et al. [15] have suggested an adaptation of the so-called
Longstaff and Schwartz algorithm based on non-parametric regressions, see [16], which
also works in the case where β 6= 0 but the driver does not depend on U .
Since this is not the main issue of this paper, we leave the theoretical study and numerical
implementation of such methods in our setting for further research.
The rest of the paper is organized as follows. In Section 2, we describe the approxi-
mation scheme and state our main convergence result. We also discuss several possible
extensions. In particular, we propose a convergent scheme for the resolution of systems
of coupled semilinear parabolic PDE’s. Section 3 contains some results on the Malliavin
derivatives of Forward and Backward SDE’s. Applying these results in Section 4, we
derive some regularity properties for the solution of the backward equation under ad-
ditional smoothness assumptions on the coefficients. We finally use an approximation
argument to conclude the proof of our main theorem.
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Notations : Any element x ∈ Rd will be identified to a column vector with i-th
component xi and Euclidian norm |x|. For xi ∈ Rdi , i ≤ n and di ∈ N, we define
(x1, . . . , xn) as the column vector associated to (x
1
1, . . . , x
d1
1 , . . . , x
1
n, . . . , x
dn
n ). The scalar
product on Rd is denoted by x · y. For a (m × d)-dimensional matrix M , we note
|M | := sup{|Mx|; x ∈ Rd , |x| = 1}, M∗ its transpose and we write M ∈ Md if m = d.
Given p ∈ N and a measured space (A,A, µA), we denote by Lp(A,A, µA;Rd), or simply
Lp(A,A) or Lp(A) if no confusion is possible, the set of p-integrable Rd-valued measur-
able maps on (A,A, µA). For p =∞, L∞(A,A, µA;Rd) is the set of essentially bounded
Rd-valued measurable maps. The set of k-times differentiable maps with bounded deriv-
atives up to order k is denoted by Ckb and C
∞
b := ∩k≥1Ckb . For a map b : Rd 7→ Rk, we
denote by ∇b is Jacobian matrix whenever it exists.
In the following, we shall use these notations without specifying the dimension when it
is clearly given by the context.
2 Discrete time approximation of decoupled FBSDE
with jumps
2.1 Decoupled forward backward SDE’s
Let (Ω,F ,F = (Ft)t≤T ,P) be a stochastic basis such that F0 contains the P-null sets,
FT = F and F satisfies the usual assumptions. We assume that F is generated by a
d-dimensional standard Brownian motion W and an independent Poisson measure µ
on [0, T ] × E where E = Rm for some m ≥ 1. We denote by FW = (FWt )t≤T (resp.
Fµ = (Fµt )t≤T ) the P-augmentation of the natural filtration of W (resp. µ).
We assume that the compensator ν of µ has the form ν(dt, de) = λ(de)dt for some
finite measure λ on E, endowed with its Borel tribe E , and denote by µ¯ := µ − ν the
compensated measure.
Given K > 0, two K-Lipschitz continuous functions b : Rd → Rd and σ : Rd → Md,
and a measurable map β : Rd × E → Rd such that
sup
e∈E
|β(0, e)| ≤ K and sup
e∈E
|β(x, e)− β(x′, e)| ≤ K|x− x′| ∀ x, x′ ∈ Rd , (2.1)
we define X as the solution on [0, T ] of
Xt = X0 +
∫ t
0
b(Xr)dr +
∫ t
0
σ(Xr)dWr +
∫ t
0
∫
E
β(Xr−, e)µ¯(de, dr) , (2.2)
for some initial condition X0 ∈ Rd. The existence and uniqueness of such a solution is
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well known under the above assumptions, see e.g. [14] and the Appendix for standard
estimates for solutions of such SDE.
Before introducing the backward SDE, we need to define some additional notations.
Given s ≤ t and some real number p ≥ 2, we denote by Sp[s,t] the set of real valued
adapted ca`dla`g processes Y such that
‖Y ‖Sp
[s,t]
:= E
[
sup
s≤r≤t
|Yr|p
] 1
p
< ∞ ,
Hp[s,t] is the set of progressively measurable R
d-valued processes Z such that
‖Z‖Hp
[s,t]
:= E
[(∫ t
s
|Zr|2dr
) p
2
] 1
p
< ∞ ,
Lpλ,[s,t] is the set of P ⊗ E measurable maps U : Ω× [0, T ]× E → R such that
‖U‖Lp
λ,[s,t]
:= E
[∫ t
s
∫
E
|Us(e)|pλ(de)ds
] 1
p
< ∞
with P defined as the σ-algebra of F-predictable subsets of Ω× [0, T ]. The space
Bp[s,t] := Sp[s,t] ×Hp[s,t] × Lpλ,[s,t]
is endowed with the norm
‖(Y, Z, U)‖Bp
[s,t]
:=
(
‖Y ‖pSp
[s,t]
+ ‖Z‖p
Hp
[s,t]
+ ‖U‖p
Lp
λ,[s,t]
) 1
p
.
In the sequel, we shall omit the subscript [s, t] in these notations when (s, t) = (0, T ).
For ease of notations, we shall sometimes write that an Rn-valued process is in Sp[s,t] or
Lpλ,[s,t] meaning that each component is in the corresponding space. Similarly an element
of Mm is said to belong to Hp[s,t] if each column belongs to H
p
[s,t] The norms are then
naturally extended to such processes.
The aim of this paper is to study a discrete time approximation of the triplet (Y, Z, U)
solution on [0, T ] of the backward stochastic differential equation
Yt = g(XT ) +
∫ T
t
h (Θr) dr −
∫ T
t
Zr · dWr −
∫ T
t
∫
E
Ur(e)µ¯(de, dr) , (2.3)
where Θ := (X, Y, Z,Γ) and Γ is defined by
Γ :=
∫
E
ρ(e)U(e)λ(de) ,
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for some measurable map ρ : E → Rm satisfying
sup
e∈E
|ρ(e)| ≤ K . (2.4)
By a solution, we mean an F-adapted triplet (Y, Z, U) ∈ B2 satisfying (2.3).
In order to ensure the existence and uniqueness of a solution to (2.3), we assume that
the map g : Rd 7→ R and h : Rd × R × Rd × Rm → R are K-Lipschitz continuous (see
Lemma 5.2 in the Appendix).
For ease of notations, we shall denote by Cp a generic constant depending only on p
and the constants K, λ(E), b(0), σ(0), h(0), g(0) and T . We write C0p if it also depends
on X0. In this paper, p will always denote a real number greater than 2.
Remark 2.1 For the convenience of the reader, we have collected in the Appendix
standard estimates for the solutions of Forward and Backward SDE’s. In particular,
they imply
‖(X, Y, Z, U)‖pSp×Bp ≤ Cp (1 + |X0|p) , p ≥ 2 . (2.5)
The estimate on X is standard, see (5.4) of Lemma 5.1 in the Appendix. Plugging this
in (5.8) of Lemma 5.2 leads to the bound on ‖(Y, Z, U)‖Bp . Using (5.5) of Lemma 5.1,
we also deduce that
E
[
sup
s≤u≤t
|Xu −Xs|p
]
≤ Cp (1 + |X0|p) |t− s| , (2.6)
while the previous estimates on X combined with (5.9) of Lemma 5.2 implies
E
[
sup
s≤u≤t
|Yu − Ys|p
]
≤ Cp
{
(1 + |X0|p) |t− s|p + ‖Z‖pHp
[s,t]
+ ‖U‖p
Lp
λ,[s,t]
}
. (2.7)
2.2 Discrete time approximation
We first fix a regular grid pi := {ti := iT/n, i = 0, . . . , n} on [0, T ] and approximate X
by its Euler scheme Xpi defined by{
Xpi0 := X0
Xpiti+1 := X
pi
ti
+ 1
n
b(Xpiti) + σ(X
pi
ti
)∆Wi+1 +
∫
E
β(Xpiti , e)µ¯(de, (ti, ti+1])
(2.8)
where ∆Wi+1 := Wti+1 −Wti . It is well known that
max
i<n
E
[
sup
t∈[ti,ti+1]
|Xt −Xpiti|2
]
≤ C02 n−1 . (2.9)
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We then approximate (Y, Z,Γ) by (Y¯ pi, Z¯pi, Γ¯pi) defined by the backward implicit scheme
Z¯pit := n E
[
Y¯ piti+1∆Wi+1 | Fti
]
Γ¯pit := n E
[
Y¯ piti+1
∫
E
ρ(e)µ¯(de, (ti, ti+1]) | Fti
]
Y¯ pit := E
[
Y¯ piti+1 | Fti
]
+ 1
n
h
(
Xpiti , Y¯
pi
ti
, Z¯piti , Γ¯
pi
ti
) (2.10)
on each interval [ti, ti+1), where Y¯
pi
tn := g(X
pi
tn). Observe that the resolution of the last
equation in (2.10) may involve the use of a fixed point procedure. However, h being
Lipschitz and multiplied by 1/n, the approximation error can be neglected for large
values of n.
Remark 2.2 The above backward scheme, which is a natural extension of the one
considered in [6] in the case β = 0, can be understood as follows. On each interval
[ti, ti+1), we want to replace the arguments (X, Y, Z,Γ) of h in (2.3) by Fti-measurable
random variables (X˜ti , Y˜ti , Z˜ti , Γ˜ti). It is natural to take X˜ti = X
pi
ti
. Taking conditional
expectation, we obtain the approximation
Yti
∼= E [Yti+1 | Fti]+ 1nh(Xpiti , Y˜ti , Z˜ti , Γ˜ti) .
This leads to a backward implicit scheme for Y of the form
Y¯ piti = E
[
Y¯ piti+1 | Fti
]
+
1
n
h
(
Xpiti , Y¯
pi
ti
, Z˜ti , Γ˜ti
)
. (2.11)
It remains to choose Z˜ti and Γ˜ti in terms of Y¯
pi
ti+1
. By the representation theorem, there
exist two processes Zpi ∈ H2 and Upi ∈ L2λ satisfying
Y¯ piti+1 − E
[
Y¯ piti+1 | Fti
]
=
∫ ti+1
ti
Zpis · dWs +
∫ ti+1
ti
∫
E
Upis (e)µ¯(ds, de) .
Observe that they do not depend on the way Y¯ piti is defined and that Z¯
pi and Γ¯pi defined
in (2.10) satisfy
Z¯piti = n E
[∫ ti+1
ti
Zpis ds | Fti
]
and Γ¯piti = n E
[∫ ti+1
ti
Γpisds | Fti
]
(2.12)
and therefore coincide with the bestH2[ti,ti+1]-approximations of (Z
pi
t )ti≤t<ti+1 and (Γ
pi
t )ti≤t<ti+1
:= (
∫
E
ρ(e)Upit (e)λ(de))ti≤t<ti+1 by Fti-measurable random variables (viewed as constant
processes on [ti, ti+1)), i.e.
E
[∫ ti+1
ti
|Zpit − Z¯piti|2dt
]
= inf
Zi∈L2(Ω,Fti )
E
[∫ ti+1
ti
|Zpit − Zi|2dt
]
E
[∫ ti+1
ti
|Γpit − Γ¯piti|2dt
]
= inf
Γi∈L2(Ω,Fti )
E
[∫ ti+1
ti
|Γpit − Γi|2dt
]
.
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Thus, it is natural to take (Z˜ti , Γ˜ti) = (Z¯
pi
ti
, Γ¯piti) in (2.11), so that
Y¯ piti = Y¯
pi
ti+1
+
1
n
h
(
Xpiti , Y¯
pi
ti
, Z¯piti , Γ¯
pi
ti
)− ∫ ti+1
ti
Zpis · dWs −
∫ ti+1
ti
∫
E
Upis (e)µ¯(ds, de) .
Finally, observe that, if we define Y pi on [ti, ti+1) by setting
Y pit := Y¯
pi
ti
− (t− ti)h(Xpiti , Y¯ piti , Z¯piti , Γ¯piti) +
∫ t
ti
Zpis dWs +
∫ t
ti
∫
E
Upis (e)µ¯(ds, de) ,
we obtain
nE
[∫ ti+1
ti
Y pit dt | Fti
]
= E
[
Y¯ piti+1 | Fti
]
+
1
n
h
(
Xpiti , Y¯
pi
ti
, Z¯piti , Γ¯
pi
ti
)
= Y piti = Y¯
pi
ti
.
Thus, in this scheme, Y¯ piti is the best H
2
[ti,ti+1]
-approximation of Y pi on [ti, ti+1) by Fti-
measurable random variables (viewed as constant processes on [ti, ti+1)). This explains
the notation Y¯ pi which is consistent with the definition of Z¯pi and Γ¯pi.
Remark 2.3 One could also use an explicit scheme as in e.g. [3] or [15]. In this case,
(2.10) has to be replaced
Z˜piti := n E
[
Y˜ piti+1∆Wi+1 | Fti
]
Γ˜piti := n E
[
Y˜ piti+1
∫
E
ρ(e)µ¯(de, (ti, ti+1]) | Fti
]
Y˜ piti := E
[
Y˜ piti+1 | Fti
]
+ 1
n
E
[
h
(
Xpiti , Y˜
pi
ti+1
, Z˜piti , Γ˜
pi
ti
)
| Fti
] (2.13)
with the terminal condition Y˜ pitn = g(X
pi
tn). The advantage of this scheme is that it does
not require a fixed point procedure. However, from a numerical point of view, adding
a term in the conditional expectation defining Y˜ piti makes it more difficult to estimate.
We therefore think that the implicit scheme may be more tractable in practice. The
convergence of the explicit scheme will be discussed in Remarks 2.6 and 2.8 below.
2.3 Convergence of the approximation scheme
In this subsection, we show that the approximation error
Errn (Y, Z, U) :=
{
sup
t≤T
E
[|Yt − Y¯ pit |2]+ ‖Z − Z¯pi‖2H2 + ‖Γ− Γ¯pi‖2H2} 12
converges to 0. Before to state this result, let us introduce the processes (Z¯, Γ¯) defined
on each interval [ti, ti+1) by
Z¯t := nE
[∫ ti+1
ti
Zs ds | Fti
]
and Γ¯t := nE
[∫ ti+1
ti
Γs ds | Fti
]
.
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Remark 2.4 Observe that Z¯ti and Γ¯ti are the counterparts of Z¯
pi
ti
and Γ¯piti for the original
backward SDE. They can also be interpreted as the best H2[ti,ti+1]-approximations of
(Zt)ti≤t<ti+1 and (Γt)ti≤t<ti+1 by Fti-measurable random variables (viewed as constant
processes on [ti, ti+1)), i.e.
E
[∫ ti+1
ti
|Zt − Z¯ti|2dt
]
= inf
Zi∈L2(Ω,Fti )
E
[∫ ti+1
ti
|Zt − Zi|2dt
]
E
[∫ ti+1
ti
|Γt − Γ¯ti|2dt
]
= inf
Γi∈L2(Ω,Fti )
E
[∫ ti+1
ti
|Γt − Γi|2dt
]
.
Proposition 2.1 We have
n−1∑
i=0
∫ ti+1
ti
E
[|Yt − Yti|2] dt ≤ C02 n−1 and ‖Z − Z¯‖H2 + ‖Γ− Γ¯‖H2 ≤ (n) (2.14)
where (n)→ 0 as n→∞.
Moreover,
Errn (Y, Z, U) ≤ C02
(
n−1/2 + ‖Z − Z¯‖H2 + ‖Γ− Γ¯‖H2
)
, (2.15)
so that
Errn (Y, Z, U) −→
n→∞
0 .
Proof. We adapt the arguments of [6]. Recall from Remark 2.2 that
Y pit = Y¯
pi
ti
− (t− ti)h(Xpiti , Y¯ piti , Z¯piti , Γ¯piti) +
∫ t
ti
Zpis · dWs +
∫ t
ti
∫
E
Upis (e)µ¯(ds, de)
on [ti, ti+1) and that Y¯
pi
ti
= Y piti . For L = Y, Z or U , we set δL := L−Lpi . It follows from
the definition of Z¯pi and U¯pi in (2.12), Jensen’s inequality and the bound on ρ that
E
[|Z¯ti − Z¯piti|2]+ E [|Γ¯ti − Γ¯piti|2] ≤ C2 n(‖δZ‖2H2[ti,ti+1] + ‖δU‖2L2λ,[ti,ti+1]
)
.(2.16)
For t ∈ [ti, ti+1), we deduce from Itoˆ’s Lemma, the Lipschitz property of h, (2.9) and
(2.16) that
E[|δYt|2] + ‖δZ‖2H2
[t,ti+1]
+ ‖δU‖2L2
λ,[t,ti+1]
≤ E[|δYti+1|2] + α
∫ ti+1
t
E[|δYs|2]ds
+
C02
α
(
n−2 + B¯i +Bpii
)
(2.17)
where α is some positive constant to be chosen later, and (B¯i, B
pi
t ) is defined as
B¯i :=
∫ ti+1
ti
(
E
[|Ys − Yti|2]+ E [|Zs − Z¯s|2]+ E [|Γs − Γ¯s|2]) ds
Bpii := n
−1E[|δYti|2] + ‖δZ‖2H2
[ti,ti+1]
+ ‖δU‖2L2
λ,[ti,ti+1]
.
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Using Gronwall’s Lemma, it follows that
E[|δYt|2] ≤
(
E[|δYti+1|2] +
C02
α
(
n−2 + B¯i +Bpii
))
eα/n . (2.18)
Plugging this inequality in (2.17) and taking α and n large enough leads to
E[|δYti|2] + η
(
‖δZ‖2H2
[ti,ti+1]
+ ‖δU‖2L2
λ,[ti,ti+1]
)
≤ (1 + C
0
2
n
)E[|δYti+1 |2] (2.19)
+ C02
(
n−2 + B¯i + n−1E[|δYti|2]
)
,
with η > 0. For n large enough, combining the last inequality with the identity δYtn =
g(XT )− g(XpiT ) and the estimate (2.9) leads to
E[|δYti|2] ≤ C02
(
n−1 + B¯
)
where B¯ :=
n−1∑
j=0
B¯j , (2.20)
which plugged into (2.19) implies
E[|δYti|2] + η
(
‖δZ‖2H2
[ti,ti+1]
+ ‖δU‖2L2
λ,[ti,ti+1]
)
≤ E[|δYti+1|2] + C02
(
n−2 +
B¯
n
+ B¯i
)
.
Summing up over i and using (2.18) and (2.20) , we finally obtain
Errn (Y, Z, U)
2 ≤ C02
(
n−1 + B¯
)
. (2.21)
Since Y solves (2.3),
E
[|Yt − Yti|2] ≤ C02 ∫ t
ti
E
[
|h(Xr, Yr, Zr,Γr)|2 + |Zr|2 +
∫
E
|Ur(e)|2λ(de)
]
dr .
Combining the Lipschitz property of h with (2.5), it follows that
n−1∑
i=0
∫ ti+1
ti
E
[|Yt − Yti|2] dt ≤ C02n .
This is exactly the first part of (2.14) which combined with (2.21) leads to (2.15). It
remains to prove the second part of (2.14). Since Z is F-adapted, there is a sequence of
adapted processes (Zn)n such that Z
n
t = Z
n
ti
on each [ti, ti+1) and Z
n converges to Z in
H2. By Remark 2.4, we observe that
‖Z − Z¯‖2H2 ≤ ‖Z − Zn‖2H2 ,
and applying the same reasoning to Γ concludes the proof. 2
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Remark 2.5 If σ = 0, which implies Z = 0, or h does not dependent on Z, the term
B¯i in the above proof reduces to
B¯i =
∫ ti+1
ti
(
E
[|Ys − Yti|2]+ E [|Γs − Γ¯s|2]) ds .
In this case, the assertion (2.15) of Proposition 2.1 can be replaced by
Errn (Y, Z, U) ≤ C02
(
n−1/2 + ‖Γ− Γ¯‖H2
)
. (2.22)
Remark 2.6 In this Remark, we explain how to adapt the proof of Proposition 2.1 to
the explicit scheme defined in (2.13). First, we can find some Zˆpi ∈ H2 and Uˆpi ∈ L2λ
such that
Y˜ piti+1 = E
[
Y˜ piti+1 | Fti
]
+
∫ ti+1
ti
Zˆpis · dWs +
∫ ti+1
ti
∫
E
Uˆpis (e)µ¯(de, ds) .
We then define Yˆ pi on [ti, ti+1] by
Yˆ pit = Y˜
pi
ti
− (t− ti)E
[
h
(
Xpiti , Y˜
pi
ti+1
, Z˜piti , Γ˜
pi
ti
)
| Fti
]
+
∫ t
ti
Zˆpis · dWs +
∫ t
ti
∫
E
Uˆpis (e)µ¯(de, ds) .
Observe that Yˆ piti+1 = Y˜
pi
ti+1
and
Z˜piti = n E
[∫ ti+1
ti
Zˆpis ds | Fti
]
, Γ˜piti = n E
[∫ ti+1
ti
Γˆpisds | Fti
]
,
for all i < n. Moreover
h(Xs, Ys, Zs,Γs) = E
[
h(Xti , Yti+1 , Z¯ti , Γ¯ti) | Fti
]
+ E
[
h(Xti , Yti , Z¯ti , Γ¯ti)− h(Xti , Yti+1 , Z¯ti , Γ¯ti) | Fti
]
+
(
h(Xs, Ys, Zs,Γs)− h(Xti , Yti , Z¯ti , Γ¯ti)
)
where by the Lipschitz continuity of h and (i) of Theorem 2.1 below
E
[(
E
[
h(Xti , Yti , Z¯ti , Γ¯ti)− h(Xti , Yti+1 , Z¯ti , Γ¯ti) | Fti
])2] ≤ C02/n ,
and
E
[∫ ti+1
t
(
h(Xs, Ys, Zs,Γs)− h(Xti , Yti , Z¯ti , Γ¯ti)
)2
ds
]
≤ C02
(
n−2 +
∫ ti+1
t
E
[|Zs − Z¯ti|2]+ E [|Γs − Γ¯ti|2] ds)
by (i) of Theorem 2.1 and (2.6). Using these remarks, the proof of Proposition 2.1 can
be adapted in a straightforward way. This implies that the approximation error due to
the explicit scheme is also upper-bounded by C02
(
n−1/2 + ‖Z − Z¯‖H2 + ‖Γ− Γ¯‖H2
)
.
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2.4 Path-regularity and convergence rate under additional as-
sumptions
In view of Proposition 2.1, the discretization error converges to zero. In order to control
its speed of convergence, it remains to study ‖Z − Z¯‖2H2 + ‖Γ − Γ¯‖2H2 . In this section,
we shall appeal to one of the additional assumptions :
H1 : For each e ∈ E, the map x ∈ Rd 7→ β(x, e) admits a Jacobian matrix ∇β(x, e)
such that the function
(x, ξ) ∈ Rd × Rd 7→ a(x, ξ; e) := ξ′(∇β(x, e) + Id)ξ
satisfies one of the following condition uniformly in (x, ξ) ∈ Rd × Rd
a(x, ξ; e) ≥ |ξ|2K−1 or a(x, ξ; e) ≤ −|ξ|2K−1 .
H2 : σ, b, β(·, e), h and g are C1b functions with K-Lipschitz continuous derivatives,
uniformly in e ∈ E.
Remark 2.7 Observe for later use that the condition H1 implies that, for each (x, e) ∈
Rd × E, the matrix ∇β(x, e) + Id is invertible with inverse bounded by K. This ensure
the inversibility of the first variation process ∇X of X, see Remark 3.2. Moreover, if q
is a smooth density on Rd with compact support, then the approximating functions βk,
k ∈ N, defined by
βk(x, e) :=
∫
Rd
kdβ(x¯, e)q(k[x− x¯])dx¯
are smooth and also satisfy H1.
We can now state the main result of this paper.
Theorem 2.1 The following holds.
(i) For all i < n
E
[
sup
t∈[ti,ti+1]
|Yt − Yti|2
]
≤ C02 n−1 and E
[
sup
t∈[ti,ti+1]
|Γt − Γti|2
]
≤ C02 n−1 (2.23)
so that ‖Γ− Γ¯‖2S2 ≤ C02 n−1 and ‖Γ− Γ¯‖2H2 ≤ C02 n−1.
(ii) Assume that H1 holds. Then
n−1∑
i=0
∫ ti+1
ti
E
[|Zt − Zti|2] dt ≤ C02 n−1 . (2.24)
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so that ‖Z − Z¯‖2H2 ≤ C02 n−1.
(iii) Assume that H2 holds. Then, for all i < n and t ∈ [ti, ti+1],
E
[|Zt − Zti|2] ≤ C02 n−1 , (2.25)
so that ‖Z − Z¯‖2H2 ≤ C02 n−1.
This regularity property will be proved in the subsequent sections. Combined with
Proposition 2.1 and Remark 2.5, it provides an upper bound for the convergence rate of
our backward implicit scheme.
Corollary 2.1 Assume that either H1 holds, or H2 holds, or σ = 0, or h is independent
of Z. Then,
Errn (Y, Z, U) ≤ C02 n−1/2 .
Remark 2.8 In view of Remark 2.6, the result of Corollary 2.1 can be extended to the
explicit scheme defined in (2.13).
2.5 Possible Extensions
(i) It will be clear from the proofs that all the results of this paper hold if we let the
maps b, σ, β, and h depend on t whenever these functions are 1/2-Ho¨lder in t and the
other assumptions are satisfied uniformly in t. In this case, the backward scheme (2.10)
is modified by setting
Y¯ piti = E
[
Y¯ piti+1 | Fti
]
+
1
n
h(ti, X
pi
ti
, Y¯ piti , Z¯
pi
ti
, Γ¯piti) .
(ii) The Euler approximation Xpi of X could be replaced by any other adapted approx-
imation satisfying (2.9).
(iii) Let M be the solution of the SDE
Mt = M0 +
∫ t
0
bM(Mr)dr +
∫ t
0
∫
E
βM(Mr−, e)µ¯(de, dr)
where bM : Rk 7→ Rk and βM(·, e) : Rk 7→ Rk, k ≥ 1, are Lipschitz continuous uniformly
in e ∈ E with |βM(0, ·)| bounded, and consider the system{
Xt = X0 +
∫ t
0
b(Mr, Xr)dr +
∫ t
0
σ(Mr, Xr)dWr +
∫ t
0
∫
E
β(Mr−, Xr−, e)µ¯(de, dr)
Yt = g(MT , XT ) +
∫ T
t
h (Mr,Θr) dr −
∫ T
t
Zr · dWr −
∫ T
t
∫
E
Ur(e)µ¯(de, dr)
(2.26)
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where b, σ, β(·, e) and h are K-Lispchitz, uniformly in e ∈ E and |β(0, ·)| is bounded.
Here, the discrete-time approximation of Y is given by
Y¯ pitn = g(M
pi
tn , X
pi
tn) , Y¯
pi
ti
= E
[
Y¯ piti+1 | Fti
]
+
1
n
h
(
Mpiti , X
pi
ti
, Y¯ piti , Z¯
pi
ti
, Γ¯piti
)
,
where (Mpi, Xpi) is the Euler scheme of (M,X). Considering (M,X) as an Rk+d dimen-
sional forward process, we can clearly apply the results of Proposition 2.1. Moreover,
we claim that Theorem 2.1 (i) holds as well as (ii) (resp. (iii)) if H1 (resp. H2) holds
for b(m, ·), σ(m, ·), β(m, ·), g(m, ·) and h(m, ·) as functions of (x, y, z, γ) uniformly in
m ∈ Rk. This comes from the fact that the dynamics of M are independent of X and
that the Malliavin derivative of M with respect to the Brownian motion equals zero.
This particular feature implies that the proofs of Section 3.3 and Section 4 work without
any modification in this context.
(iv) In [22], see also [25], the authors consider a system of the form{
Xt = X0 +
∫ t
0
b(Mr, Xr)dr +
∫ t
0
σ(Mr, Xr)dWr
Yt = g(MT , XT ) +
∫ T
t
h (Mr,Θr) dr −
∫ T
t
Zr · dWr −
∫ T
t
∫
E
Ur(e)µ¯(de, dr)
(2.27)
where M is an Fµ-adapted purely discontinuous jump process. In [22], it is shown that
a large class of systems of (coupled) semilinear parabolic partial differential equations
can be rewritten in terms of systems of BSDE of the form (2.27), where the backward
components are decoupled. However, their particular construction implies that b, σ, h
and g are not Lipschitz in their first variable m. In this remark, we explain how to
consider this particular framework.
Hereafter, we assume that the path of M can be simulated exactly, which is the case in
[22]. Then, recalling that λ(E) <∞ so that µ has a.s. only a finite number of jumps on
[0, T ], we can include the jump times of M in the Euler scheme Xpi of X. Thus, even if
b and σ are not Lipschitz in their first variable m, we can still define an approximating
scheme Xpi of X such that
E
[
sup
t∈[ti,ti+1]
|Xt −Xpiti|2
]
≤ C02 |ti+1 − ti|
whenever b(m, ·) and σ(m, ·) are Lipschitz in x and |b(m, 0)| + |σ(m, 0)| is bounded,
uniformly in m. We now explain how to construct a convergent scheme for the backward
component even when g and h are not Lipschitz inm. We assume that h(m, ·) is Lipschitz
and h(m, 0) is bounded, uniformly in m. We make the same assumption on g(m, ·). The
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approximation is defined as follows:
Z¯pit := n E
[
Y¯ piti+1∆Wi+1 | Fti
]
Γ¯pit := n E
[
Y¯ piti+1
∫
E
ρ(e)µ¯(de, (ti, ti+1]) | Fti
]
Y¯ pit := E
[
Y¯ piti+1 | Fti
]
+ E
[∫ ti+1
ti
h
(
Ms, X
pi
ti
, Y¯ piti+1 , Z¯
pi
ti
, Γ¯piti
)
ds | Fti
] (2.28)
for t ∈ [ti, ti+1), with the terminal condition Y¯ pitn = g(Mtn , Xpitn). With this scheme the
proof of Proposition 2.1 can be modified as follows. We keep the same definition for Zpi
and Upi but we now define Y pi as
Y pit = Y¯
pi
ti
− (t− ti)E
[
n
∫ ti+1
ti
h
(
Ms, X
pi
ti
, Y¯ piti+1 , Z¯
pi
ti
, Γ¯piti
)
ds | Fti
]
+
∫ t
ti
Zpis · dWs +
∫ t
ti
∫
E
Upis (e)µ¯(ds, de) .
Let us introduce the processes (Ht)t≤T and (H¯t)t≤T defined, for t ∈ [ti, ti+1], by
Ht := h(Mt, Xti , Yti , Z¯ti , Γ¯ti) , H¯t := E
[
n
∫ ti+1
ti
h
(
Ms, Xti , Yti , Z¯ti , Γ¯ti
)
ds | Fti
]
.
Observe that h(Mt,Θt)−E
[
n
∫ ti+1
ti
h
(
Ms, Xti , Yti+1 , Z¯ti , Γ¯ti
)
ds | Fti
]
can be written as
h(Mt,Θt)−Ht +Ht − H¯ti + H¯ti − E
[
n
∫ ti+1
ti
h
(
Ms, Xti , Yti+1 , Z¯ti , Γ¯ti
)
ds | Fti
]
.
Recall from (iii) of this section that (i) of Theorem 2.1 holds for (2.27). Following the
arguments of Remark 2.6, we get
E
[∣∣∣∣H¯ti − E [n ∫ ti+1
ti
h
(
Ms, Xti , Yti+1 , Z¯ti , Γ¯ti
)
ds | Fti
]∣∣∣∣2
]
≤ C
0
2
n
.
By (i) of Theorem 2.1 and (2.6),∫ ti+1
ti
E
[|h(Mt,Θt)−Ht|2] dt ≤ C02 (n−2 + ∫ ti+1
ti
E
[|Zt − Z¯ti|2 + |Γt − Γ¯ti|2] dt) .
We then deduce from the same arguments as in the proof of Proposition 2.1 that
Errn (Y, Z, U) ≤ C02
(
n−1/2 + ‖Z − Z¯‖H2 + ‖Γ− Γ¯‖H2 + ‖H − H¯‖H2
)
,
where
‖Z − Z¯‖H2 + ‖Γ− Γ¯‖H2 + ‖H − H¯‖H2 ≤ (n)
for some map  such that (n) → 0 when n → ∞. This shows that the approximation
scheme is convergent. Recall from (iii) of this section that the results of Theorem 2.1
for this system. Since here β = 0, it follows that ‖Z − Z¯‖H2 + ‖Γ− Γ¯‖H2 ≤ C02n−
1
2 , see
(iii) of this section. We leave the study of ‖H − H¯‖H2 to further research.
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3 Malliavin calculus for FBSDE
In this section, we prove that the solution (Y, Z, U) of (2.3) is smooth in the Malliavin
sense under the additional assumptions
CX1 : b, σ and β(·, e) are C1b uniformly in e ∈ E
CY1 : g and h are C
1
b .
We shall also show that their derivatives are smooth under the stronger assumptions
CX2 : b, σ and β(·, e) are C2b with second derivatives bounded by K, uniformly in e ∈ E
CY2 : g and h are C
2
b with second derivatives bounded by K.
This will allow us to provide representation and regularity results for Y , Z and U in
Section 4. Under CX1 -C
Y
1 , these results will immediately imply (i) of Theorem 2.1,
while (ii) of Theorem 2.1 will be obtained by adapting the arguments of [29] under the
additional assumption H1. Under C
X
2 -C
Y
2 , these results will also directly imply (iii) of
Theorem 2.1. The proof of Theorem 2.1 will then be completed by appealing to an
approximation argument.
This section is organized as follows. First we derive some properties for the Malliavin
derivatives of stochastic integrals with respect to µ¯. Next, we recall some well known
results on the Malliavin derivatives of the forward process X. Finally, we discuss the
Malliavin differentiability of the solution of (2.3).
3.1 Generalities
We start by introducing some additional notations. We denote by D the Malliavin
derivative operator with respect to the Brownian motion and by ID1,2 the space of random
variables H ∈ L2(Ω,FT ,P;R) such that DtH exists for all t ≤ T and satisfy
‖H‖2ID1,2 := E
[
H2
]
+ E
[∫ T
0
|DsH|2ds
]
< ∞ .
As usual we extend these notations to vector or matrix valued processes by taking the
Malliavin derivative componentwise and by considering the suitable norm.
We then define H2(ID1,2) as the set of elements ξ ∈ H2 such that ξt ∈ ID1,2 for almost
all t ≤ T and such that, after possibly passing to a measurable version,
‖ξ‖2H2(ID1,2) := ‖ξ‖2H2 +
∫ T
0
‖Dsξ‖2H2ds < ∞ .
We also define L2λ(ID
1,2) as the completion of the set
L
′2
λ (ID
1,2) := Vect
{
ψ = ξϑ : ξ ∈ H2(ID1,2,FW ), ϑ ∈ L2λ(Fµ), ‖ψ‖L2λ(ID1,2) <∞
}
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for the norm
‖ψ‖2L2λ(ID1,2) := ‖ψ‖
2
L2λ
+
∫ T
0
‖Dsψ‖2L2λds .
Here, H2(ID1,2,FW ) (resp. L2λ(Fµ)) denotes the set of FW -adapted (resp. Fµ-adapted)
elements of H2(ID1,2) (resp. L2λ). Moreover, we extend the definition of ‖·‖H2 and ‖·‖L2λ
to processes with values in Md and Rd in a natural way.
The two following Lemmas are generalizations of Lemma 3.3 and Lemma 3.4 in [22]
which correspond to the case where E is finite, see also Lemma 2.3 in [21] for the case
of Itoˆ integrals.
Lemma 3.1 Assume that ψ ∈ L2λ(ID1,2). Then,
H :=
∫ T
0
∫
E
ψt(e)µ¯(de, dt) ∈ ID1,2
and
DsH :=
∫ T
0
∫
E
Dsψt(e)µ¯(de, dt) for all s ≤ T .
Proof. Assume that ψ = ξϑ where ξ ∈ H2(ID1,2,FW ), ϑ ∈ L2λ(Fµ) and ‖ψ‖L2λ(ID1,2) <∞.
Then, ∫ T
0
∫
E
ψt(e)µ¯(de, dt) =
∫ T
0
∫
E
ξtϑt(e)µ(de, dt)−
∫ T
0
ξt
∫
E
ϑt(e)λ(de)dt .
Since λ(E) <∞, we obtain by conditioning by µ that
Ds
∫ T
0
∫
E
ξtϑt(e)µ(de, dt) =
∫ T
0
∫
E
(Dsξt)ϑt(e)µ(de, dt) ,
while, see [20],
Ds
∫ T
0
ξt
∫
E
ϑt(e)λ(de)dt =
∫ T
0
Dsξt
∫
E
ϑt(e)λ(de)dt =
∫ T
0
∫
E
(Dsξt)ϑt(e)λ(de)dt .
This proves the required result when ψ ∈ L′2λ (ID1,2). For the general case, we con-
sider a sequence (ψn)n in L
′2
λ (ID
1,2) which converges in L2λ(ID
1,2) to ψ. Then Hn :=∫ T
0
∫
E
ψnt (e)µ¯(de, dt) is a Cauchy sequence in ID
1,2 which converges to H. Thus, H ∈
ID1,2. Since (DsH
n)s≤T converges in H2 to (
∫ T
0
∫
E
Dsψt(e)µ¯(de, dt)))s≤T , this proves the
required result. 2
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Lemma 3.2 Fix (ξ, ψ) ∈ H2 × L2λ and assume that
H :=
∫ T
0
ξt · dWt +
∫ T
0
∫
E
ψt(e)µ¯(de, dt) ∈ ID1,2 .
Then, (ξ, ψ) ∈ H2(ID1,2)× L2λ(ID1,2) and
DsH := ξ
∗
s +
∫ T
0
d∑
i=1
Dsξ
i
t dW
i
t +
∫ T
0
∫
E
Dsψt(e)µ¯(de, dt) ,
where ξ∗ denotes the transpose of ξ.
Proof. Let S(W ) denote the set of random variables of the form
HW = φ
(∫ T
0
f 1(t) · dWt, . . . ,
∫ T
0
fκ(t) · dWt
)
with κ ≥ 1, φ ∈ C∞b and f i : [0, T ] 7→ Rd is a bounded measurable map for each i ≤ κ.
Then, the set
H := Vect{HWH µ¯ : HW ∈ S(W ) , H µ¯ ∈ L∞(Ω,FµT ) , E [HWH µ¯] = 0}
is dense in ID1,2 ∩ {H ∈ L2(Ω,F ,P) : E [H] = 0} for ‖ · ‖ID1,2 . Thus, it suffices to
prove the result for H of the form HWH µ¯ where HW ∈ S(W ), H µ¯ ∈ L∞(Ω,FµT ) and
E
[
HWH µ¯
]
= 0. By the representation theorem, there exists ψ ∈ L2λ such that
H µ¯ = E [H µ¯] +
∫ T
0
∫
E
ψt(e)µ¯(de, dt)
and by Ocone’s formula, see e.g. Proposition 1.3.5 in [19],
HW = E
[
HW
]
+
∫ T
0
E
[
DtH
W | FWt
]
dWt .
Thus it follows from Itoˆ’s Lemma that
H =
∫ T
0
H µ¯t E
[
DtH
W | FWt
]
dWt +
∫ T
0
∫
E
HWt ψt(e)µ¯(de, dt)
where H µ¯t = E [H µ¯ | Ft] and HWt = E
[
HW | Ft
]
. Furthermore the two integrands
belong respectively to H2(ID1,2) and L2λ(ID
1,2). Thus, Lemma 3.1 above and (1.46) in
[20] conclude the proof. 2
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3.2 Malliavin calculus on the Forward SDE
In this section, we recall well-known properties concerning the differentiability in the
Malliavin sense of the solution of a Forward SDE. In the case where β = 0 the following
result is stated in e.g. [19]. The extension to the case β 6= 0 is easily obtained by
conditioning by µ, see e.g. [24] for explanations in the case where E is finite, or by
combining Lemma 3.1 with a fixed point procedure as in the proof of Theorem 2.2.1. in
[19], see also Proposition 3.2 below.
From now on, given a matrix A, we shall denote by Ai its i-th column. For k ≤ d, we
denote by Dk the Malliavin derivative with respect to W k.
Proposition 3.1 Assume that CX1 holds, then Xt ∈ ID1,2 for all t ≤ T . For all s ≤ T
and k ≤ d, DksX admits a version χs,k which solves on [s, T ]
χs,kt = σ
k(Xs−)+
∫ t
s
∇b(Xr)χs,kr dr+
∫ t
s
d∑
j=1
∇σj(Xr)χs,kr dW jr+
∫ t
s
∫
E
∇β(Xr−, e)χs,kr−µ¯(dr, de) .
If moreover CX2 holds, then D
k
sXt ∈ ID1,2 for all s, t ≤ T and k ≤ d. For all u ≤ T and
` ≤ d, D`uDksX admits a version χu,`,s,k which solves on [u ∨ s, T ]
χu,`,s,kt = ∇σk(Xs−)χu,`s− +∇σ`(Xu−)χs,ku−
+
∫ t
s
(
∇b(Xr)χu,`,s,kr +
d∑
i=1
∇(∇b(Xr))iχu,`r (χs,kr )i
)
dr
+
∫ t
s
d∑
j=1
(
∇σj(Xr)χu,`,s,kr +
d∑
i=1
∇(∇σj(Xr))iχu,`r (χs,kr )i
)
dW jr (3.1)
+
∫ t
s
∫
E
(
∇β(Xr−, e)χu,`,s,kr− +
d∑
i=1
∇(∇β(Xr−, e))iχu,`r−(χs,kr−)i
)
µ¯(dr, de) .
Remark 3.1 Fix p ≥ 2 and r ≤ s ≤ t ≤ u ≤ T . Under CX1 , it follows from Lemma 5.1
applied to X and χs that
‖χs‖pSp ≤ Cp (1 + |X0|p) (3.2)
E [|χsu − χst |p] ≤ Cp |u− t| (1 + |X0|p) (3.3)
‖χs − χr‖pSp ≤ Cp |s− r| (1 + |X0|p) . (3.4)
If moreover CX2 holds then similar arguments show that
‖χr,s‖pSp ≤ Cp (1 + |X0|2p) , (3.5)
where χr,s = (χr,`,s,k)`,k≤d.
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Remark 3.2 Under CX1 , we can define the first variation process ∇X of X which solves
on [0, T ]
∇Xt = Id +
∫ t
0
∇b(Xr)∇Xrdr +
∫ t
0
d∑
j=1
∇σj(Xr)∇XrdW jr
+
∫ t
0
∫
E
∇β(Xr−, e)∇Xr−µ¯(dr, de) . (3.6)
Moreover, under H1, see Remark 2.7, (∇X)−1 is well defined and solves on [0, T ]
(∇X)−1t = Id −
∫ t
0
(∇X)−1r
[
∇b(Xr)−
d∑
j=1
∇σj(Xr)∇σj(Xr)
]
dr
+
∫ t
0
(∇X)−1r
∫
E
∇β(Xr, e)λ(de)dr −
∫ t
0
d∑
j=1
(∇X)−1r ∇σj(Xr)dW jr
−
∫ t
0
∫
E
(∇X)−1r− (∇β(Xr−, e) + Id)−1∇β(Xr−, e)µ(de, dr) . (3.7)
This can be checked by simply applying Itoˆ’s Lemma to the product ∇X(∇X)−1, see
[19] p. 109 for the case where β = 0.
Remark 3.3 Fix p ≥ 2. Under H1-CX1 , it follows from Remark 2.7 and Lemma 5.1
applied to ∇X and (∇X)−1 that
‖∇X‖Sp + ‖(∇X)−1‖Sp ≤ Cp . (3.8)
Remark 3.4 Assume that H1-C
X
1 holds and observe that χ
s = (χs,k)k≤d and ∇X solve
the same equation up to the condition at time s. By uniqueness of the solution on [t, T ],
it follows that
χsr = ∇Xr(∇Xs−)−1σ(Xs−)1s≤r for all s, r ≤ T . (3.9)
3.3 Malliavin calculus on the Backward SDE
In this section, we generalize the result of Proposition 3.1 in [22]. Let us denote by
B2(ID1,2) the set of triples (Y, Z, U) ∈ B2 such that Yt ∈ ID1,2 for all t ≤ T and (Z,U) ∈
H2(ID1,2)× L2λ(ID1,2).
Proposition 3.2 Assume that CX1 -C
Y
1 holds.
(i) The triples (Y, Z, U) belongs to B2(ID1,2). For each s ≤ T and k ≤ d, the equation
Υs,kt = ∇g(XT )χs,kT +
∫ T
t
∇h(Θr)Φs,kr dr−
∫ T
t
ζs,kr ·dWr−
∫ T
t
∫
E
V s,kr (e)µ¯(de, dr) (3.10)
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with Φs,k := (χs,k,Υs,k, ζs,k,Γs,k) and Γs,k :=
∫
E
ρ(e)V s,k(e)λ(de), admits a unique solu-
tion. Moreover, (Υs,kt , ζ
s,k
t , V
s,k
t )s,t≤T is a version of (D
k
sYt, D
k
sZt, D
k
sUt)s,t≤T .
(ii) Assume further that CX2 -C
Y
2 holds. Then, for each s ≤ T and k ≤ d, (DksY,DksZ,DksU)
belongs to B2(ID1,2). For each u ≤ T and ` ≤ d, the equation
Υu,`,s,kt =
(
χu,`T
)′
[Hg](XT )χ
s,k
T +∇g(XT )χu,`,s,kT
+
∫ T
t
[
∇h(Θr)Φu,`,s,k +
(
D`uΘr
)′
[Hh](Θr)D
k
sΘr
]
dr
−
∫ T
t
ζu,`,s,k · dWr −
∫ T
t
V u,`,s,kr (e)µ¯(de, dr) (3.11)
where Φu,`,s,k := (χu,`,s,k,Υu,`,s,k, ζu,`,s,k,Γu,`,s,k) with Γu,`,s,k :=
∫
E
ρ(e)V u,`,s,k(e)λ(de),
and [Hg] (resp. [Hh]) denotes the Hessian matrix of g (resp. h), admits a unique solu-
tion. Moreover, (Υu,`,s,kt , ζ
u,`,s,k
t , V
u,`,s,k
t )u,s,t≤T is a version of (D
`
uD
k
s (Yt, Zt, Ut))u,s,t≤T .
Proof. For ease of notations, we only consider the case d = 1 and omit the indexes k
and ` in the above notations.
(i) We proceed as in Proposition 5.3 in [12]. Combined with C1X-C
1
Y and (3.2), Lemma
5.2 implies that (Υs, ζs, V s) is well defined for each s ≤ T and that we have
sup
s≤T
‖(Υs, ζs, V s)‖pBp ≤ Cp (1 + |X0|p) for all p ≥ 2 . (3.12)
We now define the sequence Θn := (X,Y n, Zn,Γn) as follows. First, we set (Y 0, Z0, U0) :=
(0, 0, 0). Then, given Θn−1, we define (Y n, Zn, Un) as the unique solution in B2 of
Y nt = g(XT ) +
∫ T
t
h(Θn−1r )dr −
∫ T
t
Znr dWr −
∫ T
t
∫
E
Unr (e)µ¯(de, dr)
and set Γn =
∫
E
ρ(e)Un(e)λ(de). From the proof of Lemma 2.4 in [26], (Y n, Zn, Un)n is
a Cauchy sequence in B2 which converges to (Y, Z, U).
Moreover, using Lemma 3.2 and an inductive argument, one obtains that (Y n, Zn, Un)
∈ B2(ID1,2). For s ≤ T , set
(Υs,n, ζs,n, V s,n) := (DsY
n, DsZ
n, DsU
n) , Φs,n := (χs,Υs,n, ζs,n,Γs,n) ,
Ξs,n := (χs,Υs,n, ζs,n, U s,n) and Ξs := (χs,Υs, ζs, U s) ,
where Γs,n :=
∫
E
ρ(e)V s,n(e)λ(de). By Lemma 3.2 again, we have
Υs,nt = ∇g(XT )χsT+
∫ T
t
∇h(Θn−1r )Φs,n−1r dr−
∫ T
t
ζs,nr dWr−
∫ T
t
V s,nr (e)µ¯(de, dr) . (3.13)
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Fix I ∈ N to be chosen later, set δ := T/I and τi := iδ for 0 ≤ i ≤ I. By (5.10) of
Lemma 5.2, we have
Gs,ni := ‖Ξs − Ξs,n‖4S4×B4
[τi,τi+1]
≤ C4
(
E
[
|Υsτi+1 −Υs,nτi+1|4
]
+ As,n−1i +B
s,n−1
i
)
(3.14)
where
As,n−1i :=
∥∥{∇h(Θn−1)−∇h(Θ)}Φs∥∥4
H4
[τi,τi+1]
Bs,n−1i := E
[(∫ τi+1
τi
∇h(Θn−1r ){Φsr − Φs,n−1r }dr
)4]
.
Recalling that ρ and the derivatives of h are bounded, we deduce from Cauchy-Schwartz
and Jensen’s inequality that
Bs,n−1i ≤ C4δ2 Gs,n−1i , (3.15)
which combined with an inductive argument and (3.12)-(3.14) leads to
sup
s≤T
Gs,ni < ∞ for all n ≥ 0 . (3.16)
Since the derivatives of h are also continuous and Θn−1 converges to Θ in S2 × B2, we
deduce from (3.2)-(3.12) that, after possibly passing to a subsequence,
lim
n→∞
sup
s≤T
As,n−1i = 0 . (3.17)
It follows from (3.14)-(3.15)-(3.17) that for I large enough there is some α < 1 such that
for any ε > 0 we can find N ′ ≥ 0, independent of s, such that
Gs,ni ≤ C4E
[
|Υsτi+1 −Υs,n−1τi+1 |4
]
+ ε+ αGs,n−1i for n ≥ N ′ . (3.18)
Since ΥsT = Υ
s,n−1
T , we deduce that for i = I − 1 and n ≥ N ′
sup
s≤T
Gs,nI−1 ≤ ε+ αn−N
′
sup
s≤T
Gs,N
′
I−1 .
By (3.16), it follows that sups≤T G
s,n
I−1 → 0 as n→∞. In view of (3.18), a straightforward
induction argument shows that, for all i ≤ I − 1, sups≤T Gs,ni → 0 as n → ∞ so that,
summing up over i, we get
sup
s≤T
‖(Ξs − Ξs,n)‖S4×B4 −→
n→∞
0 . (3.19)
Since (Y n, Zn, Un) converges to (Y, Z, U) in B2, this shows that (Y, Z, U) ∈ B2(ID1,2)
and that there is a version of (DY,DZ,DU) given by (Υ, ζ, V ).
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(ii) In view of (3.2)-(3.5)-(3.12) andCX2 -C
Y
2 , it follows from Lemma 5.2 that (Υ
u,s, ζu,s, V u,s)
is well defined for u, s ≤ T and that we have
sup
u,s≤T
‖(Υu,s, ζu,s, V u,s)‖pBp ≤ Cp
(
1 + |X0|2p
)
for all p ≥ 2 . (3.20)
Using Lemma 3.2, (3.13) and an inductive argument, we then deduce that (DY n, DZn,
DUn) ∈ B2(ID1,2) and
Υu,s,nt = χ
u
T [Hg](XT )χ
s
T +∇g(XT )χu,sT +
∫ T
t
∇h(Θn−1r )Φu,s,n−1r dr
+
∫ T
t
Φu,n−1r [Hh](Θ
n−1
r )Φ
s,n−1
r dr −
∫ T
t
ζu,s,nr dWr −
∫ T
t
V u,s,nr (e)µ¯(de, dr) ,
where (Υu,s,n, ζu,s,n, V u,s,n,Φu,s,n) := Du(Υ
s,n, ζs,n, V s,n, Φs,n). By (i), (Y n, Zn, Un) goes
to (Y, Z, U) in B2 and (Υs,n, ζs,n, V s,n) converges to (Υs, ζs, V s) in B4. Moreover, (3.19)
implies
sup
n≥1
sup
s≤T
‖(Υs,n, ζs,n, V s,n)‖4B4 < ∞ , (3.21)
so that, by dominated convergence, CY2 and (3.20),
‖Φu,n[Hh](Θn)Φs,n − Φu[Hh](Θ)Φs‖H2 + ‖(∇h(Θn)−∇h(Θ))Φu,s‖H2 −→n→∞ 0 ,
after possibly passing to a subsequence. The rest of the proof follows step by step the
arguments of (i) except that we now work on S2 × B2 instead of S4 × B4. 2
Proposition 3.3 Assume that CX1 -C
Y
1 holds. For each k ≤ d, the equation
∇Y kt = ∇g(XT )∇XkT +
∫ T
t
∇h(Θr)∇Φkrdr−
∫ T
t
∇Zkr · dWr −
∫ T
t
∫
E
∇Ukr (e)µ¯(de, dr)
(3.22)
with ∇Φk = (∇Xk,∇Y k,∇Zk,∇Γk) and ∇Γk := ∫
E
ρ(e)∇Uk(e)λ(de), admits a unique
solution (∇Y k,∇Zk,∇Uk). Moreover, there is a version of (ζs,kt ,Υs,kt , V s,kt )s,t≤T given by
{(∇Yt,∇Zt,∇Ut)(∇Xs−)−1σk(Xs−)1s≤t}s,t≤T where ∇Yt is the matrix whose k-column
is given by ∇Y kt and ∇Zt,∇Ut are defined similarly.
Proof. In view of Proposition 3.2 and (3.9), this follows immediately from the unique-
ness of the solution of (3.10). 2
Remark 3.5 It follows from Lemma 5.2 and (3.8) that
‖(∇Y,∇Z,∇U)‖Bp ≤ Cp for all p ≥ 2 . (3.23)
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4 Representation results and path regularity for the
BSDE
In this section, we use the above results to obtain some regularity for the solution of the
BSDE (2.3) under CX1 -C
Y
1 -H1 or C
X
2 -C
Y
2 . Similar results under H1 or H2 will then be
obtained by using an approximation argument.
Fix (u, s, t, x) ∈ [0, T ]3×Rd and k, ` ≤ d. In the sequel, we shall denote by X(t, x) the so-
lution of (2.2) on [t, T ] with initial conditionX(t, x)t = x, and by (Y (t, x), Z(t, x), U(t, x))
the solution of (2.3) with X(t, x) in place of X. We define similarly (Υs,k(t, x), ζs,k(t, x),
V s,k(t, x)), (∇Y (t, x),∇Z(t, x),∇U(t, x)) and (Υu,`,s,k(t, x), ζu,`,s,k(t, x), V u,`,s,k(t, x)).
Observe that, with these notations, we have (X(0, X0), Y (0, X0), Z(0, X0), U(0, X0)) =
(X, Y, Z, U).
4.1 Representation
We start this section by proving useful bounds for the (deterministic) maps defined on
[0, T ]× Rd by
u(t, x) := Y (t, x)t , ∇u(t, x) := ∇Y (t, x)t , vs,k(t, x) := Υs,k(t, x)t
and wu,`,s,k(t, x) := Υu,`,s,k(t, x)t ,
where (u, s) ∈ [0, T ]2 and k, ` ≤ d.
Proposition 4.1 (i) Assume that CX1 and C
Y
1 hold, then,
|u(t, x)|+ |vs,k(t, x)| ≤ C2 (1 + |x|) and |∇u(t, x)| ≤ C2 (4.1)
for all s, t ≤ T , k ≤ d and x ∈ Rd.
(ii) Assume that CX2 and C
Y
2 hold, then,
|wu,`,s,k(t, x)| ≤ C2 (1 + |x|2) , (4.2)
for all u, s, t ≤ T , `, k ≤ d and x ∈ Rd.
Proof. When (t, x) = (0, X0), the result follows from (2.5) in Remark 2.1, (3.12), (3.20)
and (3.23). The general case is obtained similarly by changing the initial condition on
X. 2
Proposition 4.2 Assume that CX1 and C
Y
1 hold.
(i) There is a version of Z given by (Υtt)t≤T which satisfies
‖Z‖pSp ≤ Cp (1 + |X0|p) . (4.3)
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(ii) Assume further that CX2 and C
Y
2 hold, then, for each k ≤ d, there is a version of
(ζs,k)t)s,t≤T given by ((Υ
t,`,s,k
t )`≤d)s,t≤T which satisfies
‖ sup
s≤T
|ζs,k| ‖pSp ≤ Cp (1 + |X0|2p) . (4.4)
Proof. Here again we only consider the case d = 1 and omit the indexes k, `. By
Proposition 3.2, (Y, Z, U) belongs to B2(ID1,2) and it follows from Lemma 3.2 that
DsYt = Zs −
∫ t
s
∇h(Θr)DsΘrdr +
∫ t
s
DsZr dWr +
∫ t
s
DsUr(e)µ¯(de, dr) , (4.5)
for 0 < s ≤ t ≤ T . Taking s = t leads to the representation of Z. Thus, after possibly
passing to a suitable version, we have Zt = DtYt = Υ
t
t. By uniqueness of the solution
of (2.2)-(2.3)-(3.10) for any initial condition in L2(Ω,Ft) at t, we have Υtt = vt(t,Xt).
The bound on Z then follows from Proposition 4.1 combined with (2.5) of Remark 2.1.
Under CX2 and C
Y
2 , the same arguments applied to (Υ
s, ζs, V s) instead of (Y, Z, U) leads
to the second claim, see (ii) of Proposition 3.2, (ii) of Proposition 4.1 and recall (2.5). 2
Proposition 4.3 (i) Define U˜ by
U˜t(e) := u (t,Xt− + β(Xt−, e))− lim
r↑t
u (r,Xr) .
Then U˜ is a version of U and it satisfies
‖ sup
e∈E
|U(e)| ‖pSp ≤ Cp (1 + |X0|p) . (4.6)
(ii) Assume that CX1 and C
Y
1 holds. Define ∇U˜ by
∇U˜t(e) := ∇u (t,Xt− + β(Xt−, e))− lim
r↑t
∇u (r,Xr) .
Then ∇U˜ is a version of ∇U and it satisfies
‖ sup
e∈E
|∇U(e)| ‖pSp ≤ Cp . (4.7)
(iii) Assume that CX1 and C
Y
1 holds, then, for each k ≤ d, there is a version of (V s,kt )s,t≤T
given by (V˜ s,kt )s,t≤T defined as
V˜ s,kt (e) := v
s,k (t,Xt− + β(Xt−, e))− lim
r↑t
vs,k (r,Xr) .
It satisfies
‖ sup
e∈E
sup
s≤T
|V s,k(e)| ‖pSp ≤ Cp (1 + |X0|p) . (4.8)
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Remark 4.1 We will see in Proposition 4.4 below that u is continuous under CX1 and
CY1 so that
Ut(e) := u (t,Xt− + β(Xt−, e))− u (t,Xt−) .
One could similarly show that vs,k and ∇u are continuous under CX2 and CY2 so that
V s,kt (e) := v
s,k (t,Xt− + β(Xt−, e))− vs,k (t,Xt−)
∇U˜t(e) := ∇u (t,Xt− + β(Xt−, e))−∇u (t,Xt−) .
However, since this result is not required for our main theorem, we do not provide its
proof.
Proof of Proposition 4.3. By uniqueness of the solution of (2.2)-(2.3) for any initial
condition in L2(Ω,Ft,P;Rd) at time t,∫
E
Ut(e)µ(de, {t}) = Yt − Yt− =
∫
E
U˜t(e)µ(de, {t}) .
Hence, ∫ T
0
∫
E
∣∣∣U˜t(e)− Ut(e)∣∣∣2 µ(de, dt) = 0 ,
which, by taking expectation, implies
E
[∫ T
0
∫
E
∣∣∣U˜t(e)− Ut(e)∣∣∣2 λ(de)dt] = 0 .
The bound on U follows from (4.1) and (2.5). The two other claims are proved similarly
by using (4.1). 2
4.2 Path regularity
Proposition 4.4 Assume that CX1 and C
Y
1 hold. Then,
|u(t1, x1)− u(t2, x2)|2 ≤ C2
{
(1 + |x1|2) |t2 − t1|+ |x1 − x2|2
}
for all 0 ≤ t1 ≤ t2 ≤ T and (x1, x2) ∈ R2d.
Proof. For A denoting X,Y ,Z or U we set Ai := A(ti, xi) for i = 1, 2 and δA := A
1−A2.
By (5.6) of Lemma 5.1, we derive
‖δX‖2S2
[t2,T ]
≤ C2
{|x1 − x2|2 + (1 + |x1|2)|t2 − t1|} . (4.9)
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Plugging this estimate in (5.10) of Lemma 5.2 leads to
‖(δY, δZ, δU)‖2B2
[t2,T ]
≤ C2
{|x1 − x2|2 + (1 + |x1|2)|t2 − t1|} . (4.10)
Now, observe that
|u(t1, x1)− u(t2, x2)|2 = |Y 1t1 − Y 2t2|2 ≤ C2 E
[∣∣Y 1t2 − Y 1t1∣∣2 + ∣∣Y 1t2 − Y 2t2∣∣2] .
Plugging (4.3) and (4.6) in (2.7), we get
E
[∣∣Y 1t2 − Y 1t1∣∣2] ≤ C2 (1 + |x1|2) |t2 − t1| ,
which, combined with (4.10), leads to the first claim. 2
Corollary 4.1 Assume that CX1 and C
Y
1 hold.
(i) There is a version of (Y, U) such that
E
[
sup
r∈[s,t]
|Yr − Ys|2
]
+ E
[
sup
e∈E
sup
r∈[s,t]
|Ur(e)− Us(e)|2
]
≤ C2 (1 + |X0|2) |t− s| ,
for all s ≤ t ≤ T .
(ii) If moreover CX2 and C
Y
2 hold, then there is a version of Z such that
E
[|Zt − Zs|2] ≤ C2 (1 + |X0|4) |t− s| ,
for all s ≤ t ≤ T .
Proof. (i) Observe that Yt = u(t,Xt) by uniqueness of the solution of (2.2)-(2.3). Thus,
plugging (2.5) and (2.6) in Proposition 4.4 gives the upper-bound on E
[
supr∈[s,t] |Yr − Ys|2
]
.
The upper-bound on E
[
supe∈E supr∈[s,t] |Ur(e)− Us(e)|2
]
is obtained similarly by using
the representation of U given in Remark 4.1.
(ii) By Proposition 4.2, a version of (Zt) is given by (Υ
t
t) so that
E
[|Zt − Zs|2] ≤ C2 (E [|Υtt −Υst |2]+ E [|Υst −Υss|2]) .
By (5.9) of Lemma 5.2, (3.2), (4.4) and (4.8), we have
E
[|Υst −Υss|2] ≤ C2 (1 + |X0|4)|t− s| .
By plugging (3.4) in (5.10) of Lemma 5.2, we then deduce that
E
[|Υtt −Υst |2] ≤ C2(1 + |X0|2)|t− s| .
2
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Proposition 4.5 Assume that H1-C
X
1 -C
Y
1 hold. Then for all n ≥ 1
n−1∑
i=0
∫ ti+1
ti
E
[|Zt − Zti|2] ≤ C02 n−1 .
Proof. 1. We denote by ∇xh (resp. ∇yh, ∇zh, ∇γh) the gradient of h with respect to its
x variable (resp. y, z, γ). We first introduce the processes Λ and M defined by
Λt := exp
(∫ t
0
∇yh(Θr) dr
)
, Mt := 1 +
∫ t
0
Mr ∇zh(Θr) · dWr .
Since h has bounded derivatives, it follows from Itoˆ’s Lemma and Proposition 4.2 that
ΛtMtZt = E
[
MT
(
ΛT∇g(XT )χtT +
∫ T
t
(∇xh(Θr)χtr +∇γh(Θr)Γtr) Λr dr) | Ft] .
By Remark 3.4 and Proposition 3.3, we deduce that
ΛtMtZt = E
[
MT
(
ΛT∇g(XT )∇XT +
∫ T
t
Fr Λr dr
)
| Ft
]
(∇Xt−)−1σ(Xt−)
where the process F is defined by
Fr = ∇xh(Θr)∇Xr +∇γh(Θr)∇Γr for r ≤ T .
It follows that
ΛtMtZt =
{
E [G | Ft]−
∫ t
0
Fr Λr dr
}
(∇Xt−)−1σ(Xt−) (4.11)
where
G := MT
(
ΛT∇g(XT ) ∇XT +
∫ T
0
Fr Λr dr
)
.
By (3.8) and (4.7), we deduce that
E [|G|p] ≤ C0p for all p ≥ 2 . (4.12)
Set ms := E [G | Fs] and let (ζ˜ , V˜ ) ∈ H2×L2λ (with values in Md×Rd) be defined such
that
ms = G−
∫ T
s
ζ˜rdWr −
∫ T
s
∫
E
V˜r(e)µ¯(de, dr) .
Applying (4.12) and Lemma 5.2 to (m, ζ˜, V˜ ) implies that
‖(m, ζ˜, V˜ )‖Bp ≤ C0p for all p ≥ 2 . (4.13)
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Using CX1 , (3.8), (4.7), (4.13), applying Lemma 5.1 to M
−1 and using Itoˆ’s Lemma, we
deduce from the last assertion that
Z˜ := (ΛM)−1
(
m−
∫ ·
0
Fr Λr dr
)
(∇X)−1
can be written as
Z˜t = Z˜0 +
∫ t
0
µ˜rdr +
∫ t
0
σ˜rdWr +
∫ t
0
∫
E
β˜r(e)µ¯(de, dr) ,
where
‖Z˜‖pSp ≤ C0p for all p ≥ 2 , (4.14)
and µ˜, σ˜ and β˜ are adapted processes satisfying
Ap[0,T ] ≤ C0p for all p ≥ 2 (4.15)
where
Ap[s,t] := ‖µ˜‖pHp
[s,t]
+ ‖σ˜‖p
Hp
[s,t]
+ ‖β˜‖p
Lp
λ,[s,t]
, s ≤ t ≤ T .
2. Observe that
Zt = Z˜t σ(Xt) P− a.s.
since the probability of having a jump at time t is equal to zero. It follows that, for all
i ≤ n and t ∈ [ti, ti+1],
E
[|Zt − Zti|2] ≤ C2 (I1ti,t + I2ti,t) (4.16)
where
I1ti,t := E
[
|Z˜t − Z˜ti|2|σ(Xti)|2
]
and I2ti,t := E
[
|σ(Xt)− σ(Xti)|2|Z˜t|2
]
Observing that
I1ti,t = E
[
E
[
|Z˜t − Z˜ti|2 | Fti
]
|σ(Xti)|2
]
≤ C2E
[(∫ ti+1
ti
[
|µ˜r|2 + |σ˜r|2 +
∫
E
|β˜r(e)|2λ(de)
]
dr
)
|σ(Xti)|2
]
we deduce from Ho¨lder inequality, (2.5) and the linear growth assumption on σ that
n−1∑
i=0
∫ ti+1
ti
I1ti,tdt ≤ C2 n−1 E
[(∫ T
0
[
|µ˜r|2 + |σ˜r|2 +
∫
E
|β˜r(e)|2λ(de)
]
dr
)
sup
t≤T
|σ(Xt)|2
]
≤ C02(A4[0,T ])
1
2 n−1 . (4.17)
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Using the Lipschitz continuity of σ, we obtain
I2ti,t ≤ C2E
[
|Xt −Xti|2|Z˜t|2
]
. (4.18)
Now observe that for each k, l ≤ d
E
[
(Xkt −Xkti)2(Z˜ lt)2
]
≤ C2
(
E
[
(Z˜ lt − Z˜ lti)2(Xkti)2
]
+ E
[
(Xkt Z˜
l
t −XktiZ˜ lti)2
])
.(4.19)
Arguing as above, we obtain
n−1∑
i=0
∫ ti+1
ti
E
[
(Z˜ lt − Z˜ lti)2(Xkti)2
]
≤ C02
(
1 + (A4[0,T ])
1
2
)
n−1 . (4.20)
Moreover, we deduce from the linear growth condition on b, σ, β and (2.5), (4.14) and
(4.15) that XkZ˜ l can be written as
Xkt Z˜
l
t = X
k
0 Z˜
l
0 +
∫ t
0
µˆklr dr +
∫ t
0
σˆklr dWr +
∫ t
0
∫
E
βˆklr (e)µ¯(de, dr)
where µˆkl, σˆkl and βˆkl are adapted processes satisfying ‖µˆkl‖H2+‖σˆkl‖H2+‖βˆkl‖L2λ ≤ C02 .
It follows that
n−1∑
i=0
∫ ti+1
ti
E
[
(Xkt Z˜
l
t −XktiZ˜ lti)2
]
≤ C2 n−1
(
‖µˆkl‖2H2 + ‖σˆkl‖2H2 + ‖βˆkl‖2L2λ
)
which combined with (4.18), (4.19) and (4.20) leads to
n−1∑
i=0
∫ ti+1
ti
I2ti,tdt ≤ C02(1 + (A4[0,T ])
1
2 ) n−1 . (4.21)
The proof is concluded by plugging (4.17)-(4.21) in (4.16) and recalling (4.15). 2
We now complete the proof of Theorem 2.1.
Proof of Theorem 2.1. 1. We first prove (ii). Observe that the second assertion is a
direct consequence of (2.24) and Remark 2.4.
We first show that (2.24) holds under H1 and C
Y
1 . We consider a C
∞
b density q on Rd
with compact support and set
(bk, σk, βk(·, e))(x) = kd
∫
Rd
(b, σ, β(·, e))(x¯) q (k[x− x¯]) dx¯ .
For large k ∈ N, these functions are bounded by 2K at 0. Moreover, they areK-Lipschitz
and C1b . Using the continuity of σ, one also easily checks that σ
k is still invertible. By
H1 and Remark 2.7, for each e ∈ E and x ∈ Rd, Id + ∇βk(x, e) is invertible with
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uniformly bounded inverse. We denote by (Xk, Y k, Zk, Uk) the solution of (2.2)-(2.3)
with (b, σ, β) replaced by (bk, σk, βk). Since (bk, σk, βk) converges pointwise to (b, σ, β),
one easily deduces from Lemma 5.1 and Lemma 5.2 that (Xk, Y k, Zk, Uk) converges to
(X, Y, Z, U) in S2 × B2. Since the result of Proposition 4.5 holds for (Xk, Y k, Zk, Uk)
uniformly in k, this shows that (ii) holds under H1 and C
Y
1 .
We now prove that (2.24) holds under H1. Let (X, Y
k, Zk, Uk) be the solution of (2.2)-
(2.3) with hk instead of h, where hk is constructed by considering a sequence of molifiers
as above. For large k, hk(0) is bounded by 2K. By Lemma 5.2, (Y k, Zk, Uk) converges
to (Y, Z, U) in S2 × B2 which implies (ii) by arguing as above.
2. The same approximation argument shows that (i) of Corollary 4.1 holds true without
CX1 -C
Y
1 . Since ρ is bounded and λ(E) <∞, this leads to (2.23). Now observe that
E
[
sup
t∈[ti,ti+1]
|Γt − Γ¯ti|2
]
≤ 2E
[
sup
t∈[ti,ti+1]
|Γt − Γti|2
]
+ 2E
[|Γti − Γ¯ti|2]
where, by Jensen’s inequality and the fact that Γti is Fti-measurable,
E
[|Γti − Γ¯ti|2] ≤ E
[∣∣∣∣n ∫ ti+1
ti
(Γti − Γs)ds
∣∣∣∣2
]
≤ n
∫ ti+1
ti
E
[|Γti − Γs|2] ds .
Thus, (2.23) implies ‖Γ− Γ¯‖2S2 ≤ C02 n−1 and ‖Γ− Γ¯‖2H2 ≤ C02 n−1.
3. Item (iii) is proved similarly by using (ii) of Corollary 4.1. 2
5 Appendix: A priori estimates
For sake of completeness, we provide in this section some a priori estimates on solutions
of forward and backward SDE’s with jumps. The proofs being standard, we do not
provide all the details.
Proposition 5.1 Given ψ ∈ L2λ, letM be defined on [0, T ] byMt =
∫ t
0
∫
E
ψs(e)µ¯(ds, de).
Then, for all p ≥ 2,
kp ‖ψ‖pLp
λ,[0,T ]
≤ ‖M‖pSp
[0,T ]
≤ Kp ‖ψ‖pLp
λ,[0,T ]
. (5.1)
where kp, Kp are positive numbers that depend only on p, λ(E) and T .
Proof. 1. We first prove the left hand-side. Observe that for a sequence (ai)i∈I of
non-negative numbers we have
∑
i∈I
aαi ≤
(
max
i∈I
ai
)α−1∑
i∈I
ai ≤
(∑
i∈I
ai
)α
for all α ≥ 1 . (5.2)
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It follows that
‖ψ‖p
Lp
λ,[0,T ]
= E
[∫ T
0
∫
E
|ψs(e)|pµ(de, ds)
]
≤ E
[∣∣∣∣∫ T
0
∫
E
|ψs(e)|2µ(de, ds)
∣∣∣∣
p
2
]
,
since p/2 ≥ 1, and the result follows from Burkholder-Davis-Gundy inequality (see e.g.
[23] p. 175).
2. We now prove the right hand-side inequality for p ≥ 1. We follow the inductive
argument of [5]. For p ∈ [1, 2], we deduce from Burkholder-Davis-Gundy inequality and
(5.2) that
E
[
sup
s≤T
|Ms|p
]
≤ Kp E
[(∫ T
0
∫
E
|ψs(e)|2µ(de, ds)
) p
2
]
≤ Kp E
[∫ T
0
∫
E
|ψs(e)|pµ(de, ds)
]
since 2/p ≥ 1. This implies the required result.
We now assume that the inequality is valid from some p > 1 and prove that it is
also true for 2p. Set M˜t =
∫ t
0
∫
E
ψs(e)
2µ¯(de, ds) for t ∈ [0, T ]. Then, [M,M ]T =
M˜T +
∫ T
0
∫
E
ψs(e)
2λ(de)ds. Applying Burkholder-Davis-Gundy inequality, we obtain
E
[
sups≤T |Ms|2p
] ≤ E [ [M,M ]pT ] where
E [ [M,M ]pT ] ≤ Kp E
[
|M˜T |p +
(∫ T
0
∫
E
ψs(e)
2λ(de)ds
)p]
and Kp denotes a generic positive number that depends only on p. Applying (5.1) to
M˜ , we obtain
E
[
|M˜T |p
]
≤ Kp E
[∫ T
0
∫
E
|ψs(e)|2pλ(de)ds
]
.
On the other hand, it follows from Ho¨lder inequality that∫ T
0
∫
E
ψs(e)
2λ(de)ds ≤
(∫ T
0
∫
E
|ψs(e)|2pλ(de)ds
) 1
p
(Tλ(E))
1
q
where q = p/(p− 1), recall that p > 1. Combining the two last inequalities leads to the
required result. 2
We now consider some measurable maps
b˜i : Ω× [0, T ]× Rd 7→ Rd
σ˜i : Ω× [0, T ]× Rd 7→Md
β˜i : Ω× [0, T ]× Rd × E 7→ Rd
f˜ i : Ω× [0, T ]× R× Rd × L2(E, E , λ;R) , i = 1, 2 .
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Here L2(E, E , λ;R) is endowed with the natural norm (∫
E
|a(e)|2λ(de)) 12 .
Omitting the dependence of these maps with respect to ω ∈ Ω, we assume that for each
t ≤ T
b˜i(t, ·) , σ˜i(t, ·) , β˜i(t, ·, e) and f˜ i(t, ·) are a.s. K-Lipschitz continuous
uniformly in e ∈ E for β˜i. We also assume that t 7→ (f˜ i(t, ·), b˜i(t, ·)) is F-progressively
measurable, and t 7→ (σ˜i(t, ·), β˜i(t, ·)) is F-predictable, i = 1, 2.
Given some real number p ≥ 2, we assume that |b˜i(·, 0)|, |σ˜i(·, 0)| and |f˜ i(·, 0)| are in
Hp, and that |β˜i(·, 0, ·)| is in Lpλ.
For t1 ≤ t2 ≤ T , X˜ i ∈ L2(Ω,Fti ,P;Rd) for i = 1, 2, we now denote by X i the solution
on [ti, T ] of
X it = X˜
i +
∫ t
ti
b˜i(s,X is)ds+
∫ t
ti
σ˜i(s,X is)dWs +
∫ t
ti
∫
E
β˜i(s, e,X is−)µ¯(de, ds) .(5.3)
Lemma 5.1
‖X1‖pSp
[t1,T ]
≤ Cp
{
E[|X˜1|p] + ‖b˜1(·, 0)‖p
Hp
[t1,T ]
+ ‖σ˜1(·, 0)‖p
Hp
[t1,T ]
+ ‖β˜1(·, 0, ·)‖p
Lp
λ,[t1,T ]
}
.
(5.4)
Moreover, for all t1 ≤ s ≤ t ≤ T ,
E
[
sup
s≤u≤t
|X1u −X1s |p
]
≤ Cp A1p |t− s| , (5.5)
where A1p is defined as
E[|X˜1|p] + E
[
sup
t1≤s≤T
|b˜1(s, 0)|p + sup
t1≤s≤T
|σ˜1(s, 0)|p + sup
t1≤s≤T
{∫
E
|β˜1(s, 0, e)|pλ(de)
}]
,
and, for t2 ≤ t ≤ T ,
‖δX‖pSp
[t2,T ]
≤ Cp
(
E|X˜1 − X˜2|p + A1p |t2 − t1|
)
+ Cp
(
E
(∫ T
t2
|δb˜t|dt
)p
+ ‖δσ˜‖p
Hp
[t2,T ]
+ ‖δβ˜‖p
Lp
λ,[t2,T ]
)
(5.6)
where δX := X1 −X2, δb˜ = (b˜1 − b˜2)(·, X1· ) and δσ˜, δβ˜ are defined similarly.
Lemma 5.2 (i) Let f˜ be equal to f˜ 1 or f˜ 2. Given Y˜ ∈ Lp(Ω,FT ,P;R), the backward
SDE
Yt = Y˜ +
∫ T
t
f˜(s, Ys, Zs, Us)ds+
∫ T
t
Zs · dWs +
∫ T
t
∫
E
Us(e)µ¯(de, ds) (5.7)
34
has a unique solution (Y, Z, U) in B2. It satisfies
‖(Y, Z, U)‖pBp ≤ Cp E
[
|Y˜ |p +
(∫ T
0
|f˜(t, 0)|dt
)p]
. (5.8)
Moreover, if Ap := E
[
|Y˜ |p + supt≤T |f˜(t, 0)|p
]
<∞, then
E
[
sup
s≤u≤t
|Yu − Ys|p
]
≤ Cp
{
Ap |t− s|p + ‖Z‖pHp
[s,t]
+ ‖U‖p
Lp
λ,[s,t]
}
. (5.9)
(ii) Fix Y˜ 1 and Y˜ 2 in Lp(Ω,FT ,P;R) and let (Y i, Zi, U i) be the solution of (5.8) with
(Y˜ i, f˜ i) in place of (Y˜ , f˜), i = 1, 2. Then, for all t ≤ T ,
‖(δY, δZ, δU)‖pBp
[t,T ]
≤ Cp E
[
|δY˜ |p +
(∫ T
t
|δf˜r|dr
)p]
(5.10)
where δY˜ := Y˜ 1 − Y˜ 2, δY := Y 1 − Y 2, δZ := Z1 − Z2, δU := U1 − U2 and
δf˜· := (f˜ 1 − f˜ 2)(·, Y 1· , Z1· , U1· ) .
Proof of Lemma 5.1. Applying Burkholder-Davis-Gundy inequality (see e.g. [23] p
175) and using Proposition 5.1, we get
E
[
sup
s∈[t1,T ]
|X1s |p
]
≤ Cp E
[
|X˜1|p +
(∫ T
t1
|b˜1(s,X1s )|ds
)p]
+ Cp
(
‖σ˜1(·, X1· )‖pHp
[t1,T ]
+ ‖β˜1(·, X1· , ·)‖pLp
λ,[t1,T ]
)
.
The estimate (5.4) is then deduced by using the Lipschitz properties of b˜1, σ˜1, β˜1 and
Gronwall’s Lemma. The estimate (5.5) is obtained by applying the same arguments to
the process |X1. − X1s |p on [s, t]. To obtain the last assertion (5.6), we first apply the
above argument to δX = X1−X2 on [t2, T ]. Then, decomposing b˜1(·, X1)− b˜2(·, X2) as
δb˜ + b˜2(·, X1) − b˜2(·, X2) and doing the same for σ˜ and β˜i, the Lipschitz properties of
b˜2, σ˜2, β˜2 combined with Gronwall’s lemma leads to
E
[
sup
s∈[t2,T ]
|δXs|p
]
≤ Cp
(
E|X1t2 − X˜2|p + E
(∫ T
t2
|δb˜t|dt
)p
+ ‖δσ˜‖p
Hp
[t2,T ]
+ ‖δβ˜‖p
Lp
λ,[t2,T ]
)
.
We then conclude by using the (5.5). 2
Proof of Lemma 5.2. See [26] and [2] for existence and uniqueness.
(i) We divide [0, T ] in N intervals [τi, τi+1] of equal length δ := T/N . For τi ≤ t ≤ s ≤
τi+1
|Ys| ≤ E
[
|Yτi+1|+
∫ τi+1
t
|f˜(r, Yr, Zr, Ur)|dr | Fs
]
,
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which, by Doob and Jensen’s inequalities, implies
E
[
sup
t≤s≤τi+1
|Ys|p
]
≤ Cp E
[
|Yτi+1|p +
(∫ τi+1
t
|f˜(r, Yr, Zr, Ur)|dr
)p]
.
Moreover, it follows from Burkholder-Davis-Gundy inequality (see e.g. [23] p. 175) and
Proposition 5.1 that
‖Z‖p
Hp
[t,τi+1]
+ ‖U‖p
Lp
λ,[t,τi+1]
≤ Cp E
[
|Yτi+1 |p +
(∫ τi+1
t
|f˜(r, Yr, Zr, Ur)|dr
)p
+ sup
t≤s≤τi+1
|Ys|p
]
.
Thus, using Ho¨lder and Jensen’s inequalities, we obtain
‖(Y, Z, U)‖pBp
[t,τi+1]
≤ Cp E
[
|Yτi+1|p +
(∫ τi+1
t
|f˜(r, Yr, Zr, Ur)|dr
)p]
≤ Cp
{
E
[
|Yτi+1|p +
(∫ T
0
|f˜(t, 0)|dt
)p]
+
∫ τi+1
t
‖Y ‖pSp
[u,τi+1]
du
+ δp/2
(
‖Z‖p
Hp
[t,τi+1]
+ ‖U‖p
Lp
λ,[t,τi+1]
)}
by the Lipschitz continuity assumption on f˜ . For δ smaller than (2Cp )
−2/p, we then get
‖(Y, Z, U)‖pBp
[t,τi+1]
≤ Cp
{
E
[|Yτi+1 |p]+ (∫ T
0
|f˜(t, 0)|dt
)p
+
∫ τi+1
t
‖Y ‖pSp
[u,τi+1]
du
}
.
Using Gronwall’s Lemma, we deduce that
‖Y ‖pSp
[τi,τi+1]
≤ Cp
{
E
[|Yτi+1|p]+ (∫ T
0
|f˜(t, 0)|dt
)p}
.
Plugging this estimate into the previous upper bound, we finally get
‖(Y, Z, U)‖pBp
[τi,τi+1]
≤ Cp E
[
|Yτi+1|p +
(∫ T
0
|f˜(t, 0)|dt
)p]
.
This leads to (5.8).
By Burkholder-Davis-Gundy inequality and Proposition 5.1, we have
E
[
sup
s≤u≤t
|Yu − Ys|p
]
≤ Cp E
[(∫ t
s
|f˜(r, Yr, Zr, Ur)|dr
)p]
+ Cp
{
‖Z‖p
Hp
[s,t]
+ ‖U‖p
Lp
λ,[s,t]
}
.
Using the Lipschitz continuity assumption on f˜ together with (5.8) leads to (5.9).
(ii) The estimate (5.10) is obtained by applying similar arguments to (δY, δZ, δU). 2
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