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Abstract 
In this paper, we propose an effective clustering method, HRK (Hierarchical agglomerative and 
Recursive K-means clustering), to predict the short-term stock price movements after the release of 
financial reports. The proposed method consists of three phases. First, we convert each financial 
report into a feature vector and use the hierarchical agglomerative clustering method to divide the 
converted feature vectors into clusters. Second, for each cluster, we recursively apply the K-means 
clustering method to partition each cluster into sub-clusters so that most feature vectors in each sub-
cluster belong to the same class. Then, for each sub-cluster, we choose its centroid as the 
representative feature vector. Finally, we employ the representative feature vectors to predict the 
stock price movements. The experimental results show the proposed method outperforms SVM in 
terms of accuracy and average profits. 
Keywords: stock price prediction, financial report, document clustering. 
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1 INTRODUCTION 
Nowadays, a large amount of information is available for investment and research analysis. 
Researchers and investors can easily get access to such valuable information through various channels 
on the Internet. For example, a company’s financial report, which provides accounting items and 
financial ratios, is an important indicator of financial performance. More importantly, within stock 
market research, it is believed that the information from quarterly reports and annual reports can 
influence the price of a stock, especially for unexpected earnings or unexpected loss surprises 
(Magnusson et al. 2005). The information is likely to be in different formats, which are numeric and 
textual data. In particular, a company’s quarterly and annual reports are good examples of documents 
that contain both formats (Kloptchenko et al. 2004). 
Stock market prediction is an appealing topic not only for research but also for commercial 
applications. In stock market research, the random walk theory (Malkiel 1973) suggested that short-
term stock price movements were governed by the random walk hypothesis and thus were 
unpredictable. On the other hand, the efficient market hypothesis (Fama 1964) stated that the stock 
price was a reflection of complete market information and the market behaved efficiently so that 
instantaneous price corrections to equilibrium would make stock prediction useless. However, prior 
researches (Brown & Jennings 1989; Abarbanell & Bushee 1998) made use of a variety of methods to 
gain future price information. They proposed two types of stock market analysis. First, the 
fundamental analysis derives stock price movements from financial ratios, earnings, and management 
effectiveness. Second, the technical analysis identifies the trends of stock prices and trading volumes 
based on historical prices and volumes. 
Stock market prediction based on structured data such as price, trading volume and accounting items 
has been widely employed on numerous researches (Chan et al. 2002; Lin et al. 2009). However, it is 
much more difficult to predict stock price movements based on unstructured textual data. One kind of 
unstructured textual data for stock market prediction is collected from financial news published on the 
newspapers or Internet. The methods used news articles to predict stock prices in a short period after 
the release of news articles (Schumaker & Chen 2009). Another kind of unstructured textual data is 
gathered from financial reports, which contain not only textual data but also numerical data. The 
numerical data provides quantitative information and the textual data contains a large amount of 
qualitative information related to the company performance and future financial movements. 
Moreover, incorporating the quantitative and qualitative information into stock market analysis can 
improve the prediction ability (Chen et al. 2009; Kogan et al. 2009). Thus, we propose a method and 
use both quantitative and qualitative information in financial reports to predict stock price movements. 
The K-means clustering method (K-means for short) is a widely-used clustering method. However, its 
major disadvantages can be described in two aspects. First, the number of clusters is often unknown in 
different datasets but it is required to be specified in advance. Second, randomly choosing initial 
centroids of the clusters makes it impossible to obtain reliable results. On the other hand, HAC 
(Hierarchical Agglomerative Clustering method) produces better resultant clusters and provides a 
more interpretative hierarchical understanding of the document collection (Steinbach et al. 2000). 
However, as the size of a cluster grows, the centroid of a cluster might no longer be adequate to 
represent any feature vectors in the cluster. This drawback makes further investigation into the 
characteristics of the clusters difficult. Numerous hybrid methods have been made to mitigate the 
disadvantages in both approaches. Cheu et al. (2004) combined the K-means, HAC or SOM (Self-
Organizing Maps) for the two-level clustering. In the first level of clustering, the prototypes of vectors 
are generated to reduce the number of samples for the second level of clustering. Chen et al. (2005) 
and Hu et al. (2007) presented a hybrid clustering method by using HAC to divide the data into 
clusters and then using K-means to group the clusters generated by HAC. Han et al. (2009) proposed 
the parameter-free hybrid clustering algorithm, which uses HAC to generate initial clustering and then 
iteratively uses K-means to choose the best number of centroids. 
Therefore, in this paper, we propose an effective clustering method, which combines the advantages 
of K-means and HAC, to perform stock market prediction. Unlike the previous hybrid clustering 
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methods, we first utilize HAC to do the initial clustering and then recursively perform K-means to do 
the second clustering. The proposed method consists of three phases. First, we convert each financial 
report into a feature vector and use HAC to divide them into clusters. Second, for each cluster, we 
recursively apply K-means to partition each cluster into sub-clusters so that most feature vectors in 
each sub-cluster belong to the same class. Then, for each sub-cluster, we choose its centroid as the 
representative feature vector. Finally, we employ the representative feature vectors to predict the stock 
price movements. 
The contributions of this paper are listed as follows. First, we use a weight to consolidate both 
qualitative and quantitative features to analyze financial reports. Second, we combine the advantages 
of the K-means and HAC methods to develop an effective clustering method to cluster financial 
reports and select the representative feature vectors. Third, we employ the proposed method to 
investigate the relationships between financial reports and short-term stock price movements. Finally, 
the experimental results show the proposed method outperforms SVM (Support Vector Machine) in 
terms of accuracy and average profits. 
2 LITERATURE REVIEW 
The methods used unstructured textual data to predict stock prices or market indices have to extract 
relevant information from a large number of text documents. LeBaron et al. (1999) suggested that the 
relationships between news articles and stock prices do exist. They developed a stock trading system 
with simulated traders and discovered a lag between the release of information and the price 
movements. Lavrenko et al. (2000) employed naïve Bayes and language model to predict forthcoming 
trends in stock price. Schumaker & Chen (2009) employed SVM to predict stock prices at the time of 
news release and showed that their model containing both article terms and stock price had the best 
performance on predicting the stock prices of twenty minutes later. 
Public companies are required to file periodic financial reports through the EDGAR database pursuant 
to section 13 or 15(d) of the Securities Exchange Act of 1934. Thus, the financial reports are 
important data sources for stock market prediction. Many methods used the numerical information of 
the financial reports to predict stock price movements (Carnes 2006; Chen & Zhang 2007). Besides, 
Kloptchenko et al. (2004) suggested that the textual information in the financial reports contains not 
only the description of events, but also explains why they have happened and how long the effect of 
such events will continue. Chen et al. (2009) built an earning prediction model by incorporating the 
textual information about the risk sentiment contained in financial reports, which significantly 
improved the accuracy of earning prediction. Moreover, the textual information holds some forward-
looking statements about the future performance of the company. Exploiting the related textual 
information in addition to the numeric information should increase the quality of prediction. 
Back et al. (2001) used SOMs to cluster the companies based on the quantitative and qualitative 
information in the annual reports. They compared the resultant clusters and suggested that the 
performance of considering both quantitative and qualitative information is better than that of using 
just quantitative or qualitative information. Kloptchenko et al. (2004) combined SOMs and prototype-
matching methods to analyze the quantitative and qualitative information of quarterly reports. The 
experimental results suggested that the quantitative part reflects the past financial performance, but 
the qualitative part holds some messages about the future performance of the companies. Magnusson 
et al. (2005) analyzed the effects of seven financial ratios by SOMs and the effects of the qualitative 
data by collocational networks (Williams 1998). They concluded that: (1) a change in the textual data 
usually indicates a change in the financial data of the following quarter; and (2) the relationship is a 
consequence of the fact that the texts reflect the plans and future expectations, whereas the ratios 
reflect the current financial situation of the company. 
Many stock prediction methods based on SVM have been proposed (Qiu et al. 2006; Schumaker & 
Chen 2009). Qiu et al. (2006) built SVM-based predictive models with different feature selection 
methods from ten years of annual reports. The results showed that document frequency threshold is 
efficient in reducing feature space while maintaining the same classification accuracy compared with 
other feature selection methods. Furthermore, the results showed the feasibility of using text 
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classification on current year’s annual reports to predict next year’s company financial performance, 
namely the return on equity ratio. 
It has been shown that the performance of considering both quantitative and qualitative information is 
better than that of using just quantitative or qualitative information. However, quantitative and 
qualitative information of financial reports are considered separately in the previous studies (Back et 
al. 2001; Kloptchenko et al. 2004; Magnusson et al. 2005). In this paper, we use a weight to combine 
both qualitative and quantitative information together and propose an effective clustering method to 
predict the stock price movements. 
3 PROPOSED FRAMEWORK 
We first extract a feature vector for each financial report. Each feature vector comprises two parts, 
namely qualitative and quantitative. The qualitative part is extracted from the textual contents of the 
financial reports. To obtain the qualitative part, we first transform financial reports into bag of words 
by the stemming algorithm (Porter 1980) and removing stop words. Then, we compute the TF-IDF 
weight of each term by multiplying the term frequency and the inverse document frequency. The term 
frequency tft,d represents the number of occurrences of term t in the financial report d. The inverse 
document frequency idft is defined as log2(n/dft), where n is the total number of financial reports in the 
collection, and dft is the number of financial reports containing term t in the collection. We select the 
terms with top k TF-IDF weights to form the qualitative part of a feature vector. 
In addition, the quantitative part of a feature vector comprises some ratios about the performance of 
the company. Based on the prior research (Magnusson et al. 2005), we select five important financial 
ratios regarding company performance, namely operating margin, return on equity (ROE), return on 
total assets (ROTA), equity to capital, and receivables turnover. Incorporating the qualitative 
information with the quantitative information of the financial reports may generate more valuable 
information to explain the stock price dynamics. 
Thus, each feature vector contains k qualitative features and five quantitative features. The similarity 
between two feature vector, f1 and f2, is defined by α times the Euclidean distance of qualitative 
features plus 1-α times the Euclidean distance of quantitative features of f1 and f2, where the 
combination weight α is used to measure the relative importance of qualitative and quantitative 
features. 
 
Figure 1. The proposed framework for stock market prediction. 
To distinguish the influence of financial reports on the direction of stock price movements, we 
classify the financial reports into three categories: “rise”, “no movement”, and “drop”, which are 
represented by 1, 0, and -1, respectively. Specifically, we follow the categorization scheme used in 
Mittermayer (2004). We define the time window for a financial report from the release day to one 
trading day after the release. Then, we label a financial report as “rise” if it leads to a peak, with an 
increase of at least 3% and triggers a shift of average price at least 2% above the open price of the 
release day during the defined time window. Similarly, we label a financial report as “drop” if it leads 
to a drop, with a decrease of at least 3% and triggers a shift of average price at least 2% below the 
open price of the release day during the defined time window. 
Financial reports Stock quotes 
Preprocess text and extract qualitative and quantitative features. 
Use HAC to cluster the training feature vectors and divide them into several clusters. 
Perform recursively K-means clustering and find the representative features vectors. 
Use these representative feature vectors to predict the stock price movements. 
348
Next, we propose an effective clustering method, HRK (Hierarchical agglomerative and Recursive K-
means clustering), for stock market prediction as shown in Figure 1. The proposed method consists of 
three phases. First, we apply HAC to cluster the training feature vectors and divide them into clusters. 
Second, from the clusters generated by HAC, we recursively perform K-means to accomplish further 
clustering until the purity of the cluster exceeds a predefined purity threshold p, where the purity is 
defined as the number of feature vectors of the dominant class divided by the total number of feature 
vectors in the cluster. Then, we compute the centroid for each cluster. The centroids are called the 
representative feature vectors of the clusters. Finally, we use these representative feature vectors to 
predict the stock price movements. 
3.1 Hierarchical Agglomerative Clustering 
First, we perform HAC to do initial clustering and construct a dendrogram, where the centrioid 
clustering is used and the similarity is computed by the Euclidean distance between feature vectors. 
The clustering process of HAC is described as follows. Let us consider a document collection consist 
of nine financial reports {d1, d2, …, d9}, where the incidence matrix is shown in Table 1. The feature 
vector of the financial report di is illustrated in the ith column. The last five values are the quantitative 
features. After applying HAC, the resultant dendrogram is shown in Figure 2, where each financial 
report is represented by a node, and two merged clusters is linked by an edge. 
 
Financial report d1 d2 d3 d4 d5 d6 d7 d8 d9 
efficient 1 1 0 1 0 0 1 0 0 
growth 1 1 0 0 0 0 0 0 0 
advantage 1 1 1 0 0 0 0 0 0 
improvement 1 0 0 0 0 0 0 0 0 
deficient 0 0 0 1 1 0 0 0 0 
reorganize 0 0 0 1 1 0 0 1 1 
difficulty 0 0 0 1 1 1 1 0 0 
Qualitative 
features 
complaint 0 0 0 1 0 0 0 0 1 
operating margin 0.4 0.38 0.37 0.1 0.07 0.08 0.05 0.06 0.03
ROE 0.3 0.28 0.27 0.01 0.04 0.04 0.07 0.02 0.05
ROTA 0.25 0.23 0.22 0.02 0.05 0.07 0.04 0.01 0.04
equity to capital 0.8 0.78 0.77 0.45 0.4 0.5 0.45 0.5 0.55
Quantitative 
features 
receivables turnover 2.5 2.4 2.45 1.4 1.3 1.5 1.2 1.1 1.5
Class label 1 1 0 -1 -1 -1 0 -1 -1 
Table 1. An example dataset. 
Next, we divide the dendrogram constructed in the above step into s groups. If we want to split it into 
s groups, we remove the s-1 longest links, where the s-1 longest links refer to the links that merge two 
clusters in the last s-1 iterations in HAC. The reason why we could remove the longest links is that the 
longest links must merge clusters which are most dissimilar. Each group forms a cluster, which will 
be input to the K-means clustering method. In the example shown in Figure 2, if we want to obtain 
three clusters after the initial clustering, we just need to remove the two longest links. Consequently, 
we obtain three clusters: {d1, d2, d3}, {d4, d5, d6, d7}, and {d8, d9}. 
 
Figure 2. The dendrogram constructed by HAC and the clusters formed after removing the links. 
3.2 K-means Clustering Method 
We perform recursively the K-means clustering method to divide each cluster into sub-clusters until 
most feature vectors in each sub-cluster belong to the same class. However, to avoid the over-fitting 
problem, we use a purity threshold p in the recursive K-means clustering. When the purity of a cluster 
exceeds p, the recursion is finished. In addition, the class label of the resultant sub-cluster is set to the 
label of the majority class. In the proposed method, we modify the K-means clustering method in two 
d1     d2     d3     d4     d5     d6     d7     d8     d9 d1     d2     d3     d4     d5     d6     d7     d8     d9
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aspects. First, the number of sub-clusters is determined by the number of different classes within a 
cluster. Second, the centroid of each sub-cluster is determined by averaging the features vectors 
belonging to the same class. We employ these two modifications to overcome the inherent 
weaknesses of the K-means clustering method. 
For each cluster (or sub-cluster), we first examine how many different classes within the cluster (or 
sub-cluster), where the centroid of each class is determined by averaging the feature vectors which 
belong to the class. For example, there are two classes within the cluster {d1, d2, d3}, namely class 0 
and class 1. Thus, the number of sub-clusters in the K-means clustering method is set to 2. The 
centroid of class 0 is (0, 0, 1, 0, 0, 0, 0, 0, 0.37, 0.27, 0.22, 0.77, 2.45), which is the average of the 
feature vectors of d1 and d2, and the centroid of class 1 is (1, 1, 1, 0.5, 0, 0, 0, 0, 0.39, 0.29, 0.24, 0.79, 
2.45). That is, the cluster {d1, d2, d3} is further divided into two sub-clusters: {d1, d2}, and {d3}. The 
purity of each cluster obtained is 1.0. Thus, the recursion is finished. 
Next, let us consider the cluster {d4, d5, d6, d7}. After the first iteration of the K-means clustering 
method, the cluster is divided into two sub-clusters: {d4, d5}, and {d6, d7}. However, there are two 
classes within the sub-cluster {d6, d7}. Thus, the sub-cluster is further divided into two sub-clusters: 
{d6}, and {d7}. Since the purity of each cluster obtained is 1.0, the recursion is finished. Moreover, 
there is only one class in the cluster {d8, d9}, and thus we don’t need to perform the K-means 
clustering method. Finally, we obtain six clusters: {d1, d2}, {d3}, {d4, d5}, {d6}, {d7}, and {d8, d9}. 
For each resultant sub-cluster, its centroid is computed by averaging the feature vectors within the 
sub-cluster. These centroids are regarded as the representative feature vectors of the resultant sub-
clusters, which is used to predict the stock price movements. 
3.3 Stock Price Movements Prediction 
When a financial report is released, we will transform it into a feature vector f according to the steps 
described in Section 3. Next, we assign f to the nearest representative feature vector. Then, we predict 
the direction of the stock price movement according to the class label of the nearest representative 
feature vector. For example, if the transformed feature vector f is assigned to the representative feature 
vector of cluster {d1, d2}, we predict the direction of the stock price movement to be “rise”. Hence, we 
make a buy stock decision based on the prediction. On the other hand, if the prediction is “drop”, we 
make a short stock decision. We don’t make any trading decision if the prediction is “no movement”. 
4 ANALYSIS 
We conducted the experiments to compare HRK with SVM. HRK was implemented by Microsoft 
Visual C++ 2008 and SVM was implemented by LIBSVM (Chang & Lin 2001). We chose the 
polynomial kernel and set all its other parameters to their default values since the polynomial kernel 
outperformed the others for the dataset. All the experiments were performed on an IBM Compatible 
PC with Intel Pentium 4 @ 3.40GHz, 2.0GB main memory, running on Windows XP Professional. 
4.1 Dataset and Evaluation Metrics 
We gathered financial reports and financial ratios from the EDGAR database. We focused on the 
companies listed in the S&P 500 index as of Sep. 30, 2008, and collected all available quarterly and 
annual reports released from Jan. 1, 1995 to Dec. 31, 2008. Besides, the daily open and close stock 
quotes were gathered. We also conducted the GICS (Global Industrial Classification System) 
experiments to investigate the performance of company groups based on their industry sectors, where 
the GICS was developed by Morgan Stanley in 1999. Therefore, we classified the companies into ten 
industry sectors according to the definition of their principal business activity. The codes and 
corresponding industry sectors are described in Table 2. In the experiments, we used the financial 
reports before Jan. 1, 2006 as the training reports. The remaining financial reports were testing reports. 
There are 20,884 training reports and 5,371 testing reports. In the GICS experiments, the numbers of 
training and testing reports are shown in Table 2. 
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Code Industry sector Number of training reports Number of testing reports 
10  Energy 1,710 442 
15  Materials 1,226 329 
20  Industrials 2,688 651 
25  Consumer discretionary 3,519 887 
30  Consumer staples 1,890 442 
35  Health care 2,361 585 
40  Financials 2,684 743 
45  Information technology 3,118 831 
50  Telecommunication services    355 100 
55  Utilities 1,333 361 
Table 2. The GICS dataset. 
We use two matrices to evaluate the performance in the experiments. One is the accuracy of the 
prediction. The other is the average profit per trade, which simulates the buy and short trading based 
on the predictions in the short-term stock market. If the prediction is “rise” (or “drop”), we make a 
buy (or short) decision at the open of the day of the financial report releases and even up at the close 
of the next trading day. Based on the prior research (Lavrenko et al. 2000; Schumaker & Chen 2009), 
we assume the transaction cost is zero since the trading costs are absorbed if the trading volume is 
large. The average profit per trade is calculated by averaging the profit rate of each trade. 
4.2 Experimental Results 
To decide the value of each parameter, we randomly sampled 10% of the data from each industry 
sector to conduct a series of experiments and found that HRK have the best performance when the 
number of qualitative features is 1,000 and the number of clusters generated by HAC is 10. Then, we 
used the rest data of each industry sector to evaluate the performance of HRK and SVM. Figure 3(a) 
shows the accuracy and average profit versus the combination weight, where the purity is 0.9. The 
experimental result shows that we have the highest average profits when the weight is set to 0.5. 
Moreover, Figure 3(b) illustrates the accuracy and average profit versus the purity, where the purity is 
from 0.8 to 1.0. The experimental result shows that HRK is most profitable when the purity is 0.9. 
Hence, we set the purity to 0.9 in the following experiments. Note that the accuracy decreases slightly 
and the average profit increases sharply when the purity varies from 0.8 to 0.9. When the purity 
threshold is low, the feature vectors of class 0 dominate some clusters. Hence, the feature vectors of 
class -1 and class 1 in these clusters would be merged into class 0. That makes the prediction bias 
toward class 0. Therefore, the average profit is low since fewer trades are executed. On the other hand, 
the accuracy decreases slightly and the average profit decreases sharply when the purity varies from 
0.9 to 1. When the purity threshold is high, the resultant clustering becomes over-fitted. Therefore, the 
accuracy and average profit are lower. 
        
 (a) (b) 
Figure 3. The accuracy and average profit: (a) combination weight and (b) purity. 
Next, we compare HRK with SVM, HAC, and K-means methods, where the combination weight is 
set to 0.5 and the purity is set to 0.9 in HRK. The experimental results are shown in Figure 4. In this 
experiment, we adopt two settings of K-means clustering, namely K-means (avg_seed) and K-means 
(rand_seed). The difference between them is in the process of seed initialization. The seeds of K-
means (avg_seed) are calculated as the average of the feature vectors of each class within a cluster, 
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while the seeds of K-means (rand_seed) are randomly selected among the feature vectors within a 
cluster. Note that both of them are recursively performed until the purity of each cluster exceeds the 
purity threshold. Besides, we adopt three settings of HRK: HRK (with ratio) includes 1,000 
qualitative features retrieved from financial reports and five financial ratios, HRK (w/o ratio) excludes 
the financial ratios, and HRK (ratio) only includes the financial ratios in the feature vectors. 
 
Figure 4. Comparing HRK with the K-means, HAC, and SVM methods. 
By comparing two settings of the K-means clustering, we find that K-means (avg_seed) has better 
average profit. That is, initializing the seeds as the average of the feature vectors of each class within 
a cluster contributes to the better quality of the clustering. By comparing three settings of HRK, we 
could confirm that the performance of considering both qualitative and quantitative features in 
financial reports is better than that of only considering the qualitative or quantitative features. 
Moreover, HRK (with ratio) outperforms K-means (avg_seed). Since HRK uses HAC to divide the 
feature vectors into several clusters and HAC localizes the resultant clusters, the average profit is 
better than K-means (avg_seed). Besides, HRK (with ratio) outperforms HAC method as well. The 
results show that HRK combines the advantages of two clustering methods and the performance is 
better than that of using K-means clustering or HAC method only. Furthermore, HRK (with ratio) 
performs better than SVM in terms of accuracy and average profits. 
        
 (a) (b) 
Figure 5. The (a) accuracy and (b) average profit of the GICS experiment. 
Figure 5 shows the accuracy and average profit of the GICS experiment. For the accuracy, HRK 
outperforms SVM in nine industry sectors. By employing paired t-test over the results at 95% 
confidence level, the results show HRK performs significantly better than SVM with p-value 0.0027. 
For the average profit, HRK outperforms SVM in eight industry sectors. Furthermore, the total 
average profit of 10 industry sectors of HRK is 3.95%, while the total average profit of SVM is 1.46%. 
The results of the GICS experiment further validate that HRK is better than SVM. 
In summary, HRK outperforms SVM in terms of accuracy and average profit. HRK can attribute its 
better performance to three aspects. First, we consider both qualitative and quantitative features in 
financial reports. Second, we combine the advantages of two clustering methods to propose an 
effective clustering method. Third, choosing an appropriate number of splits in HAC can localize the 
clusters generated and thus improve the quality of the clustering generated by the K-means clustering. 
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5 CONCLUSIONS AND FUTURE WORK 
In this paper, we have proposed an effective method, HRK, to predict the short-term stock price 
movements after the release of financial reports. We combine the advantages of HAC and K-means 
clustering methods to propose a hybrid clustering method. The experimental results show that HRK 
outperforms SVM. Besides, the performance of considering both qualitative and quantitative features 
in financial reports is better than that of only considering the qualitative or quantitative features.  
We have focused our research on financial reports dataset to predict the short-term stock price 
movements after the release of financial reports. In addition to financial reports, the proposed method 
may also be applied to predict the stock price movements on financial news articles immediately after 
the article release. Besides, we may also consider incorporating more financial ratios, accounting 
items, and technical indicators into quantitative features in the future. Prior researches (Mittermayer 
2004) suggested that integrating with domain knowledge is effective in extracting textual information. 
It is worthy of consulting with domain experts to find the keywords which may influence the stock 
price movements. On the other hand, we will investigate the effect of using industry specific feature 
set for each industry sector instead of a global feature set. Finally, in the phase of predicting stock 
price movements, it will be worthwhile using the representative feature vectors to build a 
classification model such as the decision tree classification model in the future. 
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