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The incidence matrix A of a (8, k, A)-design satisfies 
AA= = (K - A) I ;- h J, 
where AT denotes the transpose of A. The matrix I is the identity matrix and 
the matrix J is the matrix of 1’s. This equation occurs repeatedly in one form 
or another throughout the literature on combinatorial designs. In the present 
paper we alter the left side of the equation drastically and investigate 
XY = (K -h)I+XJ, 
where X and Y are nonnegative integral matrices of sizes n by m and m by 
rz, respectively. We take n > 1 and K + A. The new equation is still open to 
a purely set theoretic interpretation. We also observe that the Fisher inequality 
wr > n remins valid. But we then deal exclusively with the case of equality. 
Under the additional assumption that K and X are relatively prime we are able 
to prove that the matrices X and Y of order n have constant line sums r and S, 
respectively, where YS = k $ (rz -- 1) A. Moreover, the matrices X and Y 
commute so that we preserve the analogue of normality in the classical case. 
This theorem has various implications. For example, if the incidence matrix A 
of a finite projective plane is written as a product of square (0, 1)-matrices, 
then all of the factors of A except one must be permutation matrices. The 
theorem also motivates the study of new combinatorial configurations called 
binary (n, K, X)-systems on Y and S. These systems for n = 2: and r = s = K 
are essentially the same as the (v, K, A)-designs. We study binary (n, h, h)- 
systems on K and K + 1 and prove a nonexistence theorem for these systems. 
We also show that these systems are closely related to previously studied 
combinatorial objects called symmetric C-matrices. 
* The work of the second author was supported in part by ONR Contract Number 
N00014-67-A-0094-0010. 
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We begin Section 1 with the set theoretic interpretation of our matrix 
equation and then g&e precise statements of our two main results. The 
essential content of our first result is stated in both set theoretic and matrix 
terminology. In Section 2 we discuss the Fisher inequality m > n. We devote 
Sections 3 and 4 to the proofs of our main results and a discussion of some 
of their implications. 
Let 
a: :::x ( a 1, a, ,*.*, %) (1.1) 
be a fixed ordered m-tuple of m > 0 distinct elements. A p-selection of this 
fixed 01 is an m-tuple of nonnegative integers 
such that 
P -== (Pl , Pz >..., Plllj 
70 
pi = P- 
(1.2) 
(I 2) 
We call pi the multiplicity of ut in P and p the cardinality of the selection P. 
We write 
p=;pj. (1.4j 
Let P := (pl ,p, ,..., pm) bc a p-selection of a and let Q = (qI , q2 ,.. ., qlll) 
be a g-selection of 01. Then the product of these sclcctions is the t-selection of a: 
where 
(1.5) 
(1 .i,j 
It is clear that with the p-selection P = ( p1 , p, ,..., pm) of 01 we may 
associate in a natural way an unordered collection of p not necessarily distinct 
elements of the m-set (a, , n, ,..., a,,), namely 
P’ y--- {al:, ) Li p , . . . , q, (1.7) 
where P’contains aj exactlypj times (aj is not included in P’wheneverpj = 0). 
In the event that the components of the p-selection P are O’s and I’s, then 
it follows that P’ is a subset of p distinct elements of {a, , a2 ,..., a,]. Moreover, 
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if the components of both P and ,O are O’s and 1 ‘s, then so are those of the 
product selection P_O, and, indeed, we may write 
(P&l)’ = P’ n Q’, (1.8) 
where n denotes the customary set intersection. 
Our first main conclusion is the following. 
TIIEOXEM 1.1. Let 01 =I (a,, , a, ,..., ar,,) be a jtired ordered m-tuple on 
distinct elements. Let g = (R, , H, ,..., R,} and Y = {SI , S, ,..., A’,} be two 
families of selections of 01, uhere Hi is an r,-selection OJr LY. and Sj is an +selection 
of a (i,j = 1, 2 ,..., n). We take m > 0 and n > 1. Suppose now that the 
product selections of 01 sati@y 
1 R,SI 1 = k (i = 1, 2,..., n) (1.9) 
and 
1 R,Sj! = h (ifj; i,j = 1,2 ,..., IZ), (1.10) 
where k and X are nonnegatize integers such that k # A. Then 
m 25 n. (1.11) 
Moreover, if equality holds in (1.11) and if the integers k and h are relatively 
prime, then there exist positive integers r and s such that 
yi r= y (i = 1, 2 ,...) n), (1.12) 
sj = s (j = 1, 2 ,..., n), (1.13) 
and 
rs = k + (n - I) A. (1.14) 
We may characterize configurations of the type described in Theorem I .I 
by a pair of nonnegative integral matrices X and Y as follows. We regard the 
Ri as row vectors and the Sj as column vectors. Then RI x= 5 [*I (1.15) kz
is of size n by m and 
Y = [S, , s, )..., SJ (1.16) 
is of size m by n, where 
Xl’ =: [I R,S, I] (i,j = 1, 2 )..., n). (1.17) 
The preceding remarks imply that Theorem 1.1 has an exact analogue for 
nonnegative integral matrices. The following even stronger result holds for 
vz 7:~ n. (Throughout the discussion a line of a matrix designates either a row 
or a column of the matrix.) 
THEOREM 1.2. Let X und Y be nonnegative iztegral matrices of order n > I 
SllClZ that 
XY = (k -- A) I -+ .‘iJ, (1.:8) 
where 1’ is the identity matrix of order n and J i.s the matrix of l’s of order K 
Let k f h and let the integers k and X be relatively $vime. Then thme exist 
positice integers r and s such that X has constant line sums r and Y has constant 
line sums s, where 
Moreover, 
rs=k-+(n-1)h. (1.19) 
YX := XY = (k - A) I -I- h J. (1.20) 
The preceding discussion suggests the existence of interesting combinato- 
rial systems and we now proceed to formalize their definition. Let m -= n > 1 
and let z =:= (a, , a2 ,..., a,) bc a fixed ordered n-tuple on distinct elements. 
Let W = {R, , A, ,..., R,) and 9’ = {S, , S, ,..., S,} be two families of 
selections of a. Then RI .x’= H2) i-1 Y == [Sl , s,)...) S,](1.21) k 
are nonnegative integral matrices of order n. Suppose nom that the matrices 
X and Y have constant line sums Y and s, respectively, and that 
XY = (k - A) I -+ A], (1.22) 
where k # A. Then we call the two families 5%’ and Y of selections of z an 
(n, k, A)-system on Y and s, and u-e say that the matricesx and Y arc a re$resenta- 
tion of the system. Furthermore, if the matrices X and Y of the rcpresenta- 
tion arc (0, 1)-matrices, then we call the (n, k, A)-system on r and s binary. 
An elementary calculation tells us that for an (n, k, A)-system on Y and s 
we have 
rs==k+(n-1)A. (1.23) 
Also, the proof of ‘Theorem 1.2 will tell us that the matrices X and Y of the 
representation commute. It is clear that for a biriary (11, k, A)-system on r and s 
we have 
r >, k, s 3 k. (I .24) 
48x/13/3-10 
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The minimal case of a binary (n, K, X)-system on K and k is especially impor- 
tant. Here it follows immediately that the (0, I)-matrices X and Y of the 
representation satisfy 
Y=xT, (1.25) 
where XT is the transpose of X. Thus if we set 71 = z, these systems (apart 
from unimportant degeneracies) are precisely the same as the classical 
(er, k, A)-designs ([I], [3], [6]). Our second main conclusion is a nonexistence 
theorem for binary (n, k, A)-systems on k and k + 1. 
THEOREM 1.3. Let there be given a binary (n, k, A)-system on k and k + 1, 
where 1 -+ 4(k -- A) is not an integral square. Then we must haze n = 4h -k 1 
and k = 2h, where n is the sum of two integral squares. 
2. THE FISHER INEQUALITY 
Let 2, , Z, ,..., 2, denote a sequence of matrices, where each Zi is of 
size ni by YZ~+~ (i = 1,2,..., t). The product of these matrices 
yields a matrix X of size n, by nl+r and 
rank(Z) < ni (i = 1, 2 ,..., t + 1). (2.2) 
The inequality (2.2) provides the algebraic basis for a variety of combina- 
torial inequalities of Fisher type [q. We begin with a derivation of the 
inequality 
man (2.3) 
of Theorem 1.1. Let n > 1 and let X and Y be nonnegative integral matrices 
of sizes n by m and m by n, respectively. Suppose further that 
XY = (k -A)I+XJ, (2.4) 
where I is the identity matrix of order n and _T is the matrix of 1’s of order n. 
Then by an elementary calculation we have 
det(XY) = (k + (n - 1) h)(k - X)*-I. (2.5) 
Now if we assume that k f X then it follows that rank(XY) = n. Thus (2.2) 
reduces to the inequality (2.3) of Theorem 1.1. Notice that if in (2.4) we 
restrict X to a (0, 1)-matrix and let Y = XT, where XT is the transpose of 
X, then (2.3) is the Fisher inequality in its familiar form. 
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The inequality (2.2) also provides the algebraic basis for a restriction 
on the size of a subconfiguration of a given configuration. We henceforth 
let K and h denote arbitrary scalars and write 
B(n, k, A) = (k - A) I -j- hJ (2.6) 
for the matrix of order 71 with k in the main diagonal positions and X elsewhere. 
Now let X and Y be square matrices of order n > 1 such that 
XY = B(n, k, A). (2.7) 
Let X contain a proper submatrix Xi of order n, formed by the intersecti,on 
of rows ii , ia ,..., i rrl and columns j, , j, ,..., jnl . Let Y1 be the corresponding 
submatrix of Y formed by the intersection of rowsjr ,jn ,...,j,,, and columns 
il , 2.2 ,. . . , in, . Suppose further that 
X,Y, = .B(n, , k, ) A,) (2.8) 
and 
det(B(n, , k - k, , h - 5)) + 0. (2.9j 
Then we assert that 
n, < n/2. (2.1Oj 
In order to prove this assertion WC may without loss of generality assume that 
the matrices X and Y of (2.7) are of the form 
x=[Z 21, Y=[2 21. 
Then by (2.7) and (2.8) we have 
X,Y, = B(n, , k, A) - B(n, , k, , Al) 
= B(n, , k - k1 , X - A,), 
(2.12) 
where X2 is of size n, by n - fzr and Yz is of size IZ -- n1 by n, , The matrix 
B(n, : k .- k, , h - A,) is nonsingular by assumption, and the inequality 
(2.10) is now an immediate consequence of (2.2). 
We may apply the preceding discussion directly to a variety of combinatorial 
configurations. These include (n, k, A)-systems. We single out for special 
attention Hadamard matrices and (0, k, X)-designs. 
Let H be a Hadunzard matrix of order n and let H1 be a proper Hadamard 
submatrix of 11. of order nl . Then n1 < n/2. The result follows by the non- 
singularity of B(n, , n -- n1 , 0). Notice that equality holds in n1 < $2 for E-;T 
the direct product of I1i and a Hadamard matrix of order 2. 
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Let a (v, k, A)-des@z contain a (vr , kI , A,)-subdesign with v1 < v. Then 
or < v/2. We first remark that in the definition of a (v, k, A)-design we exclude 
degeneracies and require 0 < h < k < v - 1. If k -- k, f h - A, then the 
result follows by the nonsingularity of B(vl, k - k, , h - A,). Consider now 
the cast k - 12, = h - A, . The design and subdesign are both closed under 
complementation so that without loss of generality ‘we may assume that 
k < v/2. Suppose that vr > v/2, Then (2.12) assumes the form 
Xc&= = (k - k,) J, (2.13) 
where X, is of size v1 by a - vr . But by (2.13) we see that X, consists of 
a single (0, I.)-row vector repeated or times. This row vector cannot contain 
a 1 because it would then follow that k > vI >. v/2, contrary to our assump- 
tion. Thus X, is the zero matrix, k = k, , h = A, , and this contradicts the 
fact that v, < v. 
3. THE CASE OF EQUALITY 
We first restate Theorem 1.2 and then proceed with its proof. 
'I~OREM 3.1. Let X and Y be nonnegative integral matrices of order 
n > 1 such that 
XY = B(n, k, A). P-1) 
Let k f h alad let the integers k and h be relatively prime. Then there exist 
positive integers r and s such that X has constant line swns r and Y has constant 
line sums s, where 
rs=k$(n-1)X. (3.2) 
Moreover, 
YX == XY = B(n, k, A). (3.3) 
Proof. Let 
A =k+(n-1)X (3.4) 
and 
B = B(n, k, A). (3.5) 
The matrix B is nonsingular and by a straightforward calculation we may 
verify that 
‘-I = (k 1 A) ’ - A(,+: A) 1. (3.6) 
Hence by (3.1) it follows that 
X( YB-1) = (YB-1) x =- I. (3.7) 
A substitution of (3.6) into the second of the equations in (3.7) implies 
.LetfL d.enote the sum of row i of Y and let ej denote the sum of columnj of X. 
This notation allows us to rewitc (3.8) in the form 
YX =: (12 - A) I -!_- .; [f&J (3.9) 
Nom the hvpothesis (h, A.) = 1 implies (A, A) := 1. The matrix YX has d 
integral elements and hence if h + 0 it follows from (3.9) that 
A lfiej (i,j = 1,2 ,..., z). (3.10) 
We note that (3.10) is also valid for h = 0 because in this case (h! A) = I 
implies k -= A = 1. The nonnegative matrices Y and X are nonsingular, 
and henccf, > 0 and ej > 0. Thus (3.10) implies 
fieg > A (i,j = 1,2 ,..., n). (3.11) 
We next calculate the tracts of the matrices XY and YX from (3. I) and (3.9)? 
respectively, and equate their values. Then for h f 0 we obtain the equation 
glfiei = nd. (3.12) 
We note that (3.12) is also valid for X = 0 because in this case me have 
XY = I and the result follows from JXYJ -= sJ. Now (3.12) and (3.1 1) 
imply 
fie, = A. (3.13) 
But then (3.1 I) and (3.13) imply e, < ei , whence e, = ej E 1’ and, similarIyz 
we have fl =-r: fj = s, where 
rs = A. (3.14) 
Thus (3.9) becomes 
YX=B, (3.15) 
and we may now interchange the roles of X and k;. It follows that X has 
constant row sums and Y has constant column sums. But the matrices X 
and Y are square, and hence they have constant line sums T and s, respectively.. 
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One is tempted to modify the proof of Theorem 3.1 in order to remove 
or relax the requirement that (K, A) = I. But we assert that this condition is 
an essential part of the hypothesis of the theorem. This is already evident 
for A = 0 and K >. 1 because B(n, K, 0) = k1 may be factored into a product 
of two nonnegative integral diagonal matrices without constant line sums in 
various ways. The following much more significant example avoids the 
degeneracy condition imposed by h = 0. Let A, be the incidence matrix of 
a (r+ ,, k, , A,)-design on the Hadamard parameters @I = 4t - 1,1z, = 2t - 1, 
A,.=t--l,t>l.Define 
(3.16) 
Then it follows that 
AA’ = B(n, k, h) = B(4t, t”, t(t - 1)). 
The nonnegative integral matrix A does not have constant line sums and 
AS” + ATA. Morcovcr, we have (K, A) = t and thus Theorem 3.1 is not 
valid, for example, under the weaker assumption of (K, A) squarefree. 
However, the following observation concerning Theorem 3.1 follows from 
its proof and is independent of (K, A) = 1. Let X f 0 and XY :-= B(n, k, h). 
Then YX z= R(n, k, h) if and only if both X and I’ haze constant line sums. 
It is this remark that allows us to conclude that the matrices X and Y of the 
representation of an arbitrary (n, k, A)-system commute. 
COROLLARY 3.2. Let Xl , X, ,..., X, denote a sequence oft > 1 nonnegative 
integral matrices of order n > 1 such that 
b Xi = B(n, k, X). (3.17) 
Let k # h and let the integers k and h be relatively ,prime. Then there exist 
positive integws rl , rg ,..., Ye such that Xi has constant line sums r, and 
i yi LX= k + (n -- 1) A. (3.18) 
Proof. We write (3.17) in the form 
X1(X2 *** X,) = B, (3.19) 
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and bq’ Theorem 3.1 we have that X1 has constant line sums r,, and 
(X2 *** X,) Xl = B. (3.20) 
Repeated applications of Theorem 3.1 tell us that X, has constant line sums 
Pi (i 7::: 1, 2,..., 2). We now multiply (3.17) on the left (or right) bji J and 
thereby obtain (3.18). 
COROTLARY 3.3. Let X and Y be nonnegative integral matrices of order 
n2 j.ri -i- I (n > i) such that 
XY = B(n” f n -j- I, n + i., l), (3.21 j 
und let this factorization be proper in the Sense thnt neither X nor I’ is a permutn- 
don matrix. Then X = F is the incidence matrix qf a projective plune of order ri 
.Proof. It follows from Theorem 3.1 that t.he matrices X and Y have 
constant line sums r and s, respectively, where rs = (n +- 1)” and YX :== 
XY =- .13. Suppose that the matrix X contains an element x’,~ > 1. Then 
row ,F of 1’ is a row of O’s apart from the elcmcnt yfJ on the main diagonal 
of Y. If yff :=: i then s =1 1 and Y is a permutation matrix. Thus we have 
yff :> 1. Rut now YX = 3 is impossible and hence X is a (0, 1 j-matrix. 
Dv interchanging the roles of X and Y we see that I’ is also a (0, I)-matrix. 
Since X and Y are (0, l)-matrices with constant line sums Y and s, respecti.vclp, 
we must have 1” > n -+ 1 and s 3 ~2 + 1. I3u.t then. r --_-: ~1 --;--- I and 
s :--: n -:-- 1. Thus X = Yr is the incidence matrix of a projective plane of 
order n. 
We next make some comments concerning Corollary 3.3. The hypothesis 
that requires the matrices X and Y to be nonnegative is very essential. There 
is in fact a well known integral matrix A of order 111 that satisfies the matrix 
equation 
AA’= B(ll1, 11, I). (3.22) 
But the matrix A is many stages removed as a possible candidate for the 
incidence matrix of a projective plane of order 10 ([3], [6]). The choice of 
the integral parameters in Corollary 3.3 is also critical. We iilustrate this by 
two simple examples. Let C be the circulant permutation matrix of order n 
with 1 ‘s in positions (1,2), (2, 3) ,..., (n, 1) and 0 ‘s c sewhcre. 1 Let r and s be 
positive integers such that 
and define 
rs = n -I- 1 (3.23) 
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It is clear that the matrices X and Y have constant lint sums Y and s, respec- 
tivcly, and by a straightforward matrix calculation we may verify that 
x1’= k-x:---+JEB(n,2, J). (3.25) 
Thus if n $- I is not a prime and if me select Y > 1 and s > 1, then the 
matrices X and Y are a representation of a binary (q2, 1)-system. on r and s. 
Now let rz. = 4t -.- 1, T = 2, and s == 2t. Then for these parameters the 
matrices tX and Y both have constant line sums 2r and are a reprcscntation 
of a (4t - 1,21, t)-system on 2t and 2t. But these two families of (n, k, X)- 
systems on r and s are not at all projective planes or Hadamard designs. 
Thus far we have discussed the factorization of the matrix B(n, K, A) into 
a product of nonnegative integral matrices. The following corollary deals 
with the related problem of the factorization of the incidence matrix of a 
(v, k, A)-design. WC remark at the outset that if A is an arbitrary nonsingular 
(0, 1)-matrix of order rz and if A := A,A, , where A, and A, are nonnegative 
integral matrices of order rz, then it is entirely elementary to verify that 
the factors A, and A, are automatically (0, 1)-matrices. 
COROLLARY 3.4. Let the incidence matrix A of a (0, k, X)-design be written 
as a product of (0, I )-matrices of order w 
(3.26) 
Let the inte,ners k and h be relatively prime and let k > X2. Then t - 1 of the 
factors of A. are permutation matrices and the remaining factor Aj is of the form 
PAQ, cohere P and Q are permutation matrices. 
7’roof. We first prove the assertion for the special case t = 2. Then 
since A is the incidence matrix of a c74 lc, A)-design we have 
AA= = A,,4,R,=A,’ = I?@, k, h). (3.27) 
It follows from Corollary 3.2 that A, and A, have constant line sums r1 and 
rg , respectively, where rirs =: k. Furthermore, by the proof of Corollary 3.2 
we have 
.12AxTAlTA, = B(w, k, A). (3.28) 
The matrices A, and A, are (0, I)-matrices so that r1 occupies the main 
diagonal positions of ,4irA, and ry occupies the main diagonal positions of 
A,A,T. Suppose that r1 > A. Then we must have A,A,= = TJ and r8s = r2 , 
whence A, is a permutation matrix. Similarly, ra >. X implies that A, is a 
permutation matrix. But ri < X and ra :< h imply rira = k :.< A”, and this 
is contrary to our hypothesis. Hence 4, or A, is a permutation matrix. 
We now prove the general result by induction on 1 and write 
(3.29) 
Wc have just shown that A,A, *a* A, or .&,.r is a permutation matrix. In the 
former case we may apply Corollary 3.2 with h 7: 1 and h .= 0 and conclude 
that each A, (i = 1, 2,..., t) is a permutation matrix. In the latter case we have 
But AA;., is again the incidcncc matrix of a (w, h, X)-design, and by the 
induction hypothesis some A, = PAA& (I ::<i << t) and the remaining 
A, (including A, J are permutation matrices. 
4. &XARY (n, k, A)-SE-STEMS ON k AND k + 1 
We restate Theorem 1.3 in matrix terminology and then proceed with 
its proof. 
TICOHEM 4. I. Let X and Y be (0, I)-matrices of order n > 1 mith constmt 
line sum k a?td k -+ 1, respectiwi$. Let these matrices sati@ 
XY = .R(n, k, A), (4.1) 
where k f X and 1 -;-. 4(k .-- A) is not an integral square. Then .ze must have 
n == 4h + 1 and k :== 2h, zhere n is the sum of taco integral squares. 
Proof. \Vc note at the outset that the basic relationship (1.23) for (12, k, A)- 
systems on Y and s now assumes the form 
k2 == (n - I) A. (4.2j 
The matrices X and Y are (0, I)-matrices with c0nstan.t line sums k and 
k -+- 1, respectively, and these matrices satisfy (4.1). Hence it follows that 
each position in XT occupied by a 1 has its corresponding position in F 
also occupied by a 1. Thus we may rewrite (4. I) in the form 
X(X~ -.I-. l’j = B(n, k, h), (4.3) 
where P is a permutation matrix. WC next !ct 
and (4.3) bccomcs 
Z(Z’ -.I- 1) = B(n, k, A). (4.5) 
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The (0, I)-matrix 2 in (4.5) is the difference of two symmetric matrices and 
is therefore a symmetric matrix. Thus we may write 
Z(Z -j- I) = B(n, k, A). (4.6) 
Moreover, Za has k in its main diagonal positions. Thus 2 has 0 in its main 
diagonal positions and the trace of Z satisfies 
w(X) = 0. (4.7) 
Let Z have characteristic roots CQ (i = 1,2,..., n). Then Z((x +1) has 
characteristic roots ai(ai $- I) (i = 1,2,..., n). Glut the characteristic roots 
of B(n, k, A) are k -I- (n - 1) h of multiplicity 1 and h - X of multiplicity 
n - 1. Now 2 has constant line sums ?z so that we may let zr = h. Then 
by (4.2) we have 01r(oir + 1) = k(k + 1) .=I k + (n - 1) h and it follows 
from (4.6) that 
ol, = -1 +dK4= 
2 2 
(i = 2, 3 )...) n). (4.8) 
But by assumption 1 +- 4(k - A) is not an integral square. Thus the two 
characteristic roots of Z of the form (4.8) occur with equal multiplicities, 
and by (4.7) and (4.8) we have k = (n --.- 1),/2, whence by (4.2) we have 
n = 4h + 1 and k = 2X. 
In order to verify our final assertion we recall a portion of a lemma on 
rational matrix congruences that plays a central role in the nonexistence 
theorems for combinatorial designs [4]. Let A be a matrix of order n with 
rational elements such that 
AAT = R(n, k, A), (4.9) 
where 0 < h < k and n is odd. Then the Diophantine equation 
x.2 = (k - h)y2 -I.. (-l)‘“-I’/* ..2 (4.10) 
possesses a solution in integers X, y, and z, not all zero. We return now to the 
matrix equation (4.6) and write 
(22 ;- 7)” = 4B(n, k, A) -I- I. (4.1 I) 
In (4.11) we let n = 4X -I- 1 and k = 2h. Then 
(22 -I-- I)* = B(n, 8h $ 1,4h) (4.12) 
and by the lemma 
x2 = ny* + n.$ (4.13) 
possesses a solution in integers X, y, and x, not all zero. Thus x f 0 and n 
is the sum of two rational (and hence integral) squares. 
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The first portion of the proof of Thcorcm 4.1 t.ells us that a f~inary (n, h, A)- 
system on k and k -f- I is characterized hy il: symmetric (0, I)-matrix .Z of order 
n :> I z&h colt&ant line sums k and with O’s i?T its main diagor.al positions such 
that 
Z(Z + I) = B(n, k, A), (4.14) 
ZC#UY~ k f A. At this point it is convenient to replace the (0, I)-matrix % 
by the (1, .- -’ I)-matrix 
w = 2Z - J. (4.15) 
Evidently W is a symmetric (1, ---l)-matrix of order n > 1 with constact 
line sums 2k --- n and with -1’s in its main diagonal positions such that 
(14 + I)’ = [I -+- 4(k - A)] 1 + [n -- 2 -- 4.(k .-- A)] J, (4.16) 
where k r# h. Furthermore, ?Z also characterizes the binary (n, k, X)-system 
on k ad k -+ I. 
Certain special choices of the parameters n, k, and h allow us to write (4.16) 
in an unusually simple form. One such choice is n == 4h -:- I and k := 2h, 
where h is a positive integer. Then. W -!-- I has constant line sums 0 and 
(W+1)” --. rz- J, (4.17) 
Another is 
g = 2” ..j.. ] k _ t(t + ‘) 
2 ’ 
and 
where t is an odd intcgcr and t f + I. Then W $- I has constant line sums t 
and 
(rvj:-I)2 -- (n - 1)I. (4.19) 
Let C be a symmetric matrix of order n > 2 with O’s in its main diagonal 
positions and with &l’s in its off diagonal positions such that 
C” = (71 - 1) I. (4.20) 
-4 matrix fulfilling these requirements is called a symmetric C-matrix (We 
exclude from this discussion the degenerate symmetric C-matrices of orders 1 
and 2.) We summarize briefly a few of the known facts concerning restrictions 
on the orders of symmetric C-matrices [2]. A symmetric C-matrix must have 
order n LG 2 (mod 4), where n -. 1 is the sum of two integral squares. 
Symmetric C-matrices have been constructed for various values of 12, in 
particular, for n I-: 2 (mod 4), where n --- 1 is the power of a prime. Also of 
interest are symmetric C-matrices with constant !ine sums t. These matrices 
must satisfy 
p := n . 1 (4.21) 
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and their construction has likewise been carried out for various values of n. 
But the precise ranges of permissible orders for symmetric C-matrices and 
for symmetric C-matrices with constant line sums are both undetermined. 
We may now intcrprct the preceding discussion in the light of Theorem 4.1. 
We assert that cl: binary (4h -.I I, 2h, A)-system on 2h and 2X + 1 is equivalent 
to a symmetric C-matrix of order 4X -I- 2. The matrix LV + I of (4.17) has 
constant line sums 0. The construction of the symmetric C-matrix of order 
4h + 2 is an immediate consequence of the simple bordering device 
(4.22) 
Convcrscly, we may normalize a symmetric C-matrix of order 4X -.I.. 2 by 
simultaneous multiplications of rows and columns by --- l’s in order to bring 
the matrix into the form (4.22). Thus WC see that the binary (n, 12, X)-systems 
on k and K --- I not excluded by ‘I’heorem 4. I arc actually possible for certain 
values of n. 
Tn conclusion we assert that a binary (n, R, A)-system on k and k {- 1 for 
the parameters (4.18) is equivalent to a symmetric C-matrix of order n = t” + 1 
with constant line SWIZS t. ‘l?lw matrix W -.:- I of (4.19) is in fact a symmetric 
C-matrix with constant line sums t. This establishes the existence of binary 
(n, k, A)-systems on K and K ). 1 with 1 + 4(/z - A) = t”. But the paramctcrs 
(4.18) are never of the form n -1~ 4X -’ 1 and k = 2X. ‘l’hus we see that the 
nonsquare assumption on 1 4(/z ‘- A) in ‘l’heorem 4. I is an essential part 
of the hypothesis. 
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