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Abstract
This paper is devoted to study the Cauchy problem for the fractional growth-dissipative BO
equations ut +Huxx − (D
α
x − D
β
x )u + uux = 0. For a wide class of parameter β > 1 and 0 < α <
β, taking into account dispersive and dissipative effects, we establish sharp well-posedness results
in Sobolev spaces Hs(R) and Hs(T) which yield new well-posedness conclusions for some physical
relevant equations. In addition, we study the behavior of solutions as α→ β.
Keywords: Benjamin-Ono equation, dissipative-dispersive effects, Locally and Global well-posedness.
1 Introduction and main results
We study the initial value problem (IVP) for the following fractional growth-dissipative Benjamin-Ono
(fDBO) equations{
ut +Huxx − (Dαx −Dβx)u+ uux = 0, x ∈ R (or x ∈ T) , t > 0,
u(x, 0) = u0(x),
(1.1)
where u = u(x, t) is a real valued function, the third and the fourth terms in (1.1) will be considered as
the growth and dissipation respectively, satisfying 0 < α < β, the operator Dsx is defined via the Fourier
transform by D̂sxϕ(ξ) = |ξ|sϕ̂(ξ) and H denotes the usual Hilbert transform given by
Hϕ(x) = 1
π
p.v.
∫ ∞
−∞
ϕ(y)
x− y dy =
(−i sgn(ξ)ϕ̂(ξ))∨(x), for ξ ∈ R, ϕ ∈ S(R).
When α = β, fDBO corresponds to the well-known Benjamin-Ono (BO) equation derived by Ben-
jamin [2] and Ono [20] as a model for long internal gravity waves in deep stratified fluids. The IVP
associated to BO equation has been widely studied, see [28, 12, 26, 19, 15, 14, 30, 11, 16, 17] and re-
ferences therein. Several authors have searched the minimal regularity, measured in the Sobolev scale
Hs(R), which guarantees that the IVP for BO is locally or globally wellposed (LWP and GWP, resp.). We
say that an IVP is LWP in a functional space X provided that for every initial data u0 ∈ X there exists
T = T (‖u0‖X) > 0 and a unique solution u ∈ XT ⊂ C([0, T ];X) of the IVP such that the flow-map data
solution is locally continuous from X to XT . If the above properties are true for any T > 0, we say that
the IVP is GWP. Let us recall some of them for the BO equation: in [28] LWP for s > 3 was established,
in [12] and [26] GWP for s ≥ 3/2, in [30] GWP when s ≥ 1, and finally in [11, 17] GWP when s ≥ 0
was proven. All these results have been obtained by compactness methods. This is a consequence of the
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results of Molinet, Saut and Tzvetkov in [19] who proved for all s ∈ R that the flow map u0 7→ u is not of
class C2 at the origin from Hs(R) to Hs(R). In other words, they showed that one cannot solve the IVP
for BO equation by a Picard iterative method implemented on its integral formulation for initial data in
the Sobolev space Hs(R), s ∈ R.
The fDBO equations (1.1) generalize the Chen-Lee (CL) equation{
ut +Huxx − (Hux + uxx) + uux = 0, x ∈ R (or x ∈ T) , t > 0,
u(x, 0) = u0(x),
(1.2)
which corresponds to the case α = 1 and β = 2 in fDBO. The model (1.2) was first introduced by Chen
and Lee in [6] to describe fluid and plasma turbulence and as a model for internal waves in a two-fluid
system.
When α = 1 and β = 3, (1.1) becomes the following nonlocal perturbation of the BO (npBO) equa-
tion {
ut +Huxx − (Hux +Huxxx) + uux = 0, x ∈ R (or x ∈ T) , t > 0,
u(x, 0) = u0(x).
(1.3)
Another physically relevant equation within the class (1.1) is obtained by choosing α = 1 and β = 4,{
ut +Huxx − (Hux − uxxxx) + uux = 0, x ∈ R (or x ∈ T) , t > 0,
u(x, 0) = u0(x).
(1.4)
The models (1.2), (1.3) and (1.4) have been used in fluids and plasma theory, see (40) in [27].
The form of these equations and the dispersive and dissipative effects involved have motivated us to
define the fDBO model, in which we address well-posedness issues in the spaces Hs(R) and Hs(T) for
arbitrary β > 0 and 0 < α < β. In addition, the structure of (1.1) allows us to consider the behavior of
solutions as α→ β−.
Let us now state our results. Initially, we set dissipation order 1 < β < 2 with growth order 0 < α < β.
Our first consequence determinates LWP by means of a fixed-point argument on some Bourgain type
spaces Xb,s adapted to the dispersive-dissipative part of fDBO (see (1.8) below). The advantage of using
these spaces lies in the fact that they incorporate dispersion effects which seem to be stronger than those
of dissipation and growth previously fixed.
Theorem 1.1. Let 1 < β < 2 with 0 < α < β fixed and u0 ∈ Hs(R), s > −β/4. Then for any time
T > 0 there exists a unique solution u of the integral equation (1.11) in
ZT = C([0, T ];H
s(R)) ∩X1/2,sT .
Moreover, the flow map u0 7→ u(t) is smooth from Hs(R) to ZT and u belongs to C((0, T ], H∞(R)).
Next we consider the case with dissipation order β ≥ 2 and growth order 0 < α < β. Here the
fDBO behaves as a pure dissipative model and so we can implement techniques relaying mostly on the
dissipative term.
Theorem 1.2. Let β ≥ 2 and 0 < α < β fixed. Consider u0 ∈ Hs(R) where s > max {3/2− β,−β/2}.
Then for any time T > 0 there exists a unique solution u of the integral equation (1.11) in
WT = C([0, T ];H
s(R)) ∩ Y sT .
Moreover, the flow map u0 7→ u(t) is smooth from Hs(R) to WT and u belongs to C((0, T ], H∞(R)).
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The proof of Theorems 1.1 and 1.2 is based on the ideas in [31, 29] and in [7] respectively. A main
difference in our arguments is the inclusion of the growth term in (1.1) which yields additional difficulties
due to its iteration with the dissipation. For instance, one has that the operatorDαx−Dβx is not completely
dissipative since its Fourier symbol |ξ|α − |ξ|β is non-negative for frequencies |ξ| ≤ 1.
Remark 1.1. Considering β > 1 fixed, we have that the results in Theorems 1.1 and 1.2 are independent
of the growth term in the sense that the Sobolev regularity attained only depends on the dissipation order β.
Actually, our conclusions are similar to those achieved by Vento in [31] for the dissipative Benjamin-Ono
equations (obtained by removing Dαx from (1.1)).
As it has been determined for other dispersion-dissipative models (see for instance [25, 22, 5]), one may
ask for optimally for the results in Theorem 1.1 and 1.2 measured by the regularity of the data-solution
mapping associated to (1.1). In this direction we provide the following result.
Theorem 1.3. (i) Let β ≥ 1, 0 < α < β and assume that s < −β/2. Then there does not exist
any time T > 0 such that the Cauchy problem (1.1) admits a unique local solution defined on
the interval [0, T ] and such that the flow-map u0 7→ u is C2 differentiable at zero from Hs(R) to
C ([0, T ];Hs(R)).
(ii) Let β ≥ 1, 0 < α < β and assume that s < min {3/2− β,−β/4}. Then there does not exist
any time T > 0 such that the Cauchy problem (1.1) admits a unique local solution defined on
the interval [0, T ] and such that the flow-map u0 7→ u is C3 differentiable at zero from Hs(R) to
C ([0, T ];Hs(R)).
(iii) Let 0 < α < β < 1, and s ∈ R. There does not exist T > 0 such that the IVP (1.1) admits a unique
local solution defined on the interval [0, T ] and such that the flow map u0 7→ u is of class C2 in a
neighborhood of the origin from Hs(R) to Hs(R).
The proof of Theorem 1.3 is inspired by the results in [31] with several modifications dealing with the
inclusion of the term Dαx . Theorem 1.3 establishes that Theorem 1.1 and 1.2 are sharp in the sense that
the flow map of the IVP (1.1) fails to be C2 in Hs(R) for s < −β/2 and it fails to be C3 in Hs(R) when
s < min {3/2− β,−β/4}. In addition, Theorem 1.3 (iii) determines that whenever 0 < α < β < 1, we
cannot obtain solutions of (1.1) via a contraction argument. Finally, we remark that at the end-point
β = 1, our proof of Theorem 1.3 (iii) fails. However, Theorem 1.3 (ii) provides ill-posedness in Hs(R) for
s < −1/4. As a consequence it is still not clear what happens to fDBO when β = 1, α < β and s ≥ −1/4.
Another interesting property that can be determined by the structure of the (1.1) equations is the
behavior of solutions as the growth order α converges to the dissipation order β, i.e., when the effect of
dissipation and growth cancel each other. In this respect we have:
Proposition 1.1. Let β > 1 and u0 ∈ Hs0(R). If s0 > 3/2, then there exist T > 0 and a function
g ∈ C([0, T ]; [0,∞)), such that for all 0 < α ≤ β there are solutions uα ∈ C([0, T ];Hs0(R)) of (1.1) with
growth order α, dissipation order β and initial data u0 such that
‖uα(t)‖Hs0 ≤ g(t), t ∈ [0, T ]. (1.5)
Moreover, if s0 > 3/2 + max {β/2, 1}, then for each s < s0 −max {β/2, 1} the mapping
α ∈ (0, β] 7−→ uα ∈ C([0, T ];Hs(R)) (1.6)
is continuous.
The first conclusion of Proposition 1.1 asserts that there exists a common time T > 0 at which
sufficiently regular solutions of (1.1) are uniformly bounded independent of 0 < α ≤ β. In addition,
Proposition 1.1 establishes some strong convergences between solutions of the growth-dissipation prob-
lem uα to solutions of the dispersive Benjamin-Ono equation uβ.
Concerning the periodic fDBO equations, our conclusions are summarized in the following theorem.
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Theorem 1.4. Assume that β > 3/2 with 0 < α < β fixed. Then the conclusion of Theorem 1.2 and
Theorem 1.3 part (i) and Proposition 1.1 still hold in the periodic case with Hs(R) replaced by Hs(T) and
Y sT replaced by Y˜
s
T . In particular the consequent GWP results established for the periodic fDBO equations
are sharp whenever β ≥ 3.
Remark 1.2. Theorem 1.4 establishes GWP for the IVP (1.1) in Hs(T), with s > max{3/2− β,−β/2}
if β > 3/2, and for β ≥ 1 it shows that the flow map u0 7→ u fails to be C2 in Hs(T) for s < −β/2. This
implies that the GWP result is sharp for β ≥ 3. It is not clear what happens to the IVP associated to
the periodic fDBO equations for either 3/2 < β < 3 and −β/2 ≤ s ≤ 3/2 − β or for 0 < β ≤ 3/2 and
s ≥ −β/2.
Let us now discuss some consequences of our results restricted to the particular cases (1.2), (1.3) and
(1.4). Here we reprove the conclusions in [24, 22, 23] for the IVP associated to the CL equation (1.2).
Thus, for this problem, we obtain GWP in Hs(R) and in Hs(T) when s > −1/2, we also show that the
flow map data-solution for (1.2) fails to be C3 at the origin of Hs(R) when s < −1/2, and it lacks C2
regularity at the origin of Hs(T) if s < −1.
Regarding the IVP for the npBO equation (1.3), we obtain the same GWP in Hs(R) established in
[8] and we deduce new global results in periodic Sobolev spaces. More specifically, we deduce GWP in
Hs(R) and Hs(T) for s > −3/2 and sharp results in the sense that the flow map u0 7→ u for npBO fails
to be C2 at zero from Hs(R) to Hs(R) or from Hs(T) to Hs(T) when s < −3/2.
Finally, in the case of the IVP associated to (1.4) which had not been studied before, we deduce GWP
in Hs(R) and in Hs(T) when s > −2, and we find that its flow map data-solution lacks of C2 regularity
at the origin of Hs(R) and Hs(T) when s < −2. In this manner, our conclusions for the equations (1.3)
and (1.4) are sharp in both contexts real and periodic.
The organization of the paper is as follows. We begin by introducing some notation and functional
spaces to be employed in our arguments. In section 2, under the assumptions that 1 < β < 2 with
0 < α < β, we deduce the crucial bilinear estimates on the Xb,s spaces, which ultimately leads to the
conclusion of Theorem 1.1. In the following section we set β ≥ 2 and 0 < α < β to prove Theorem 1.2. In
the fourth section we show the ill-posedness results stated in Theorem 1.3. The fifth section is aimed to
deduce Proposition 1.1. We conclude the paper studying the periodic fDBO equations, that is, we prove
Theorem 1.4.
1.1 Notation and Preliminaries
The notation we will employ is quite standard. A . B (for A and B nonnegative) means that there
exists C > 0 independent of A and B such that A ≤ CB. Similarly define A & B and A ∼ B. Given
p ∈ [1,∞], we define its conjugate p′ ∈ [1,∞] from the relation 1 = 1p + 1p′ . For such values of p, we define
the Lebesgue spaces Lp(R) by its norm by
‖f‖Lp =
(∫
R
|f(x)|p dx
)1/p
,
with the usual modification when p =∞. We also consider space-time Lebesgue spaces
‖f‖LqtLpx =
∥∥‖f(·, t)‖Lpx∥∥Lqt and ‖f‖LqTLpx = ∥∥‖f(·, t)‖Lpx∥∥Lqt ([0,T ]) .
The usual Fourier transform is given by
f̂(ξ) = Ff(ξ) = 1√
2π
∫
R
e−ix·ξf(x) dx.
The factor 1/
√
2π in the definition of the Fourier transform does not alter our analysis, so will omit it.
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Given s ∈ R, the L2-based Sobolev spaces Hs(R) are defined by
Hs(R) = {f ∈ S′(R) : ‖f‖Hs <∞} ,
where
‖f‖Hs =
∥∥∥〈ξ〉sf̂(ξ)∥∥∥
L2
= ‖Jsu‖L2 ,
with 〈·〉 = (1 + | · |2)1/2 and Js defined by the Fourier symbol 〈ξ〉s.
Similarly we define H˙s(R) by its norm ‖f‖H˙s =
∥∥∥|ξ|sf̂(ξ)∥∥∥
L2
. Recall that for λ > 0,
‖f(λ·)‖Hs ≤ (λ−1/2 + λs−1/2) ‖f‖Hs and ‖f(λ·)‖H˙s ∼ λs−1/2 ‖f‖H˙s . (1.7)
We also consider space-time spaces Hb,s(R2) endowed with the norm
‖f‖Hb,s =
∥∥∥〈τ〉b〈ξ〉sf̂(ξ, τ)∥∥∥
L2τL
2
ξ
.
Let U(·) be the unitary group in Hs(R), s ∈ R associated to the linear Benjamin-Ono equation, i.e.,
Fx(U(t)ϕ)(ξ) = e−itξ|ξ|ϕ̂(ξ),
for t ∈ R and ϕ ∈ Hs(R).
We denote by S(·) the Hs(R) semigroup generated by the operator H∂xx − (Dαx − Dβx), which is
equivalently defined via the Fourier transform by
Fx(S(t)ϕ)(ξ) = e−i|ξ|ξt+(|ξ|
α−|ξ|β)tϕ̂(ξ), t ≥ 0.
We extend S(·) to a linear operator on the whole real axis by setting
Fx(S(t)ϕ)(ξ) = e−i|ξ|ξt+(|ξ|
α−|ξ|β)|t|ϕ̂(ξ), t ∈ R.
When the dissipation order satisfy 1 < β < 2 with order growth 0 < α < β, we introduce the function
space Xb,s in the sense of Bourgain [4] and Molinet and Ribaud [18] to be the completion of the Schwartz
space S(R2) on R2 endowed with the norm
‖u‖Xb,s =
∥∥〈i(τ + ξ|ξ|) − (|ξ|α − |ξ|β)〉b〈ξ〉sû(ξ, τ)∥∥
L2(R2)
, (1.8)
or equivalently,
‖u‖Xb,s =
∥∥〈|τ + ξ|ξ||+ ||ξ|α − |ξ|β |〉b〈ξ〉sû(ξ, τ)∥∥
L2(R2)
.
For T > 0, we consider the localized spaces Xb,sT endowed with the norm
‖u‖Xb,sT = inf {‖w‖Xb,s : w(t) = u(t) on [0, T ]} . (1.9)
Next, we consider the restrictions β ≥ 2 with 0 < α < β. In this case, we can rely on pure dissipative
methods to deduce well-posedness results. Thus, given s ∈ R and 0 < t ≤ T ≤ 1 fixed, we denote by
Y sT =
{
u ∈ C([0, T ];Hs(R)) : ‖u‖Y sT <∞
}
,
where
‖u‖Y sT := supt∈(0,T ]
(
‖u(t)‖Hs + t|s|/β ‖u(t)‖L2
)
. (1.10)
Note that when s ≥ 0, Y sT = C([0, T ];Hs(R)) and ‖u‖Y sT ∼ ‖u‖L∞T Hs .
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We mainly work on the integral formulation of (1.1) denoted by
u(t) = S(t)u0 − 1
2
∫ t
0
S(t− τ)∂xu2(τ) dτ, t ≥ 0, (1.11)
valid for any sufficiently regular solution. When the dissipation β < 2 it will be convenient to replace
the local-in-time integration (1.11) with a global-in-time truncated equation. Let ψ be a cutoff function
such that
ψ ∈ C∞0 (R), supp(ψ) ⊂ [−2, 2], ψ ≡ 1 on [−1, 1],
and set ψT (·) = ψ(·/T ) for all T > 0. Thus we can replace (1.11) on time interval [0, T ], T < 1 by the
equation
u(t) = ψ(t)
[
S(t)u0 − χR+(t)
2
∫ t
0
S(t− τ)∂x(ψ2T (τ)u2(τ)) dτ
]
, t ≥ 0. (1.12)
2 Well-Posedness case 1 < β < 2.
In this section we establish Theorem 1.1 when the dissipative order lies in 1 < β < 2 and the growth
order 0 < α < β. In this case, we see that the dispersive part of (1.1) has an important role to obtain
low regularity solutions. Consequently, we will apply a contraction argument on the integral equation
(1.11) on the Xb,sT spaces, which consider these effects. The main ingredient to apply this technique is
the derivation of a key bilinear estimate (see Proposition 2.1 below).
2.1 Linear estimates
In this part we estimate the operator ψ(·)S(·) as well as the linear operator L defined by
L : f 7→ χR+(t)ψ(t)
∫ t
0
S(t− τ)f(τ) dτ.
We first study the action of the semigroup {S(t)}t≥0 on Hs(R), s ∈ R.
Proposition 2.1. Let 0 < α < β and
ψα,β(t) = exp
((
2α
β
) α
β−α (β − α)
β
t
)
, t ∈ R. (2.1)
Consider δ ≥ 0 and s ∈ R. Then for all t > 0 it follows
‖S(t)φ‖Hs+δ . ψα,β(t)
(
1 + t−δ/β
)
‖φ‖Hs , (2.2)
where φ ∈ Hs(R) and the implicit constant depends on δ and β. Moreover, the map t 7→ S(t)φ belongs
to C((0,∞);Hs+δ(R)).
Proof. Noting that for all 0 < α < β and t > 0,∥∥∥e(|ξ|α−|ξ|β/2)t∥∥∥
L∞
= exp
((
2α
β
) α
β−α (β − α)
β
t
)
= ψα,β(t),
we derive the bound
|e(|ξ|α−|ξ|β)t| ≤ ψα,β(t)e−|ξ|
βt/2. (2.3)
From this and setting w = t1/βξ, we see that∥∥∥〈ξ〉δe(|ξ|α−|ξ|β)t∥∥∥
L∞
≤ ψα,β(t)
∥∥∥〈t−1/βw〉δe−|w|β/2∥∥∥
L∞
. (2.4)
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Since
(1 + t−2/β |w|2)δ/2 . 1 + t−δ/β|w|δ ,
we find
‖S(t)φ‖Hs+δ ≤
∥∥∥〈ξ〉δe(|ξ|α−|ξ|β)t∥∥∥
L∞
‖φ‖Hs
. ψα,β(t)
(
1 + t−δ/β
)
‖φ‖Hs .
This establish (2.2). The continuity of the map t 7→ S(t)φ is deduced arguing as in [3, Proposition
2.2].
Lemma 2.1. For all s ∈ R and all ϕ ∈ Hs(R)
‖ψ(t)S(t)ϕ‖X1/2,s . ‖ϕ‖Hs . (2.5)
Proof. By definition of the ‖·‖X1/2,s-norm, we find the following upper-bound
‖ψ(t)S(t)ϕ‖X1/2,s .
∥∥∥∥〈ξ〉sϕ̂(ξ)∥∥∥〈τ〉1/2Ft(gξ(t))∥∥∥L2τ (R)
∥∥∥∥
L2ξ(R)
+
∥∥∥〈ξ〉s〈|ξ|α − |ξ|β〉1/2ϕ̂(ξ) ‖gξ(t)‖L2t (R)∥∥∥L2ξ(R) .
(2.6)
where we have set gξ(t) := ψ(t)e
(|ξ|α−|ξ|β)|t|. Therefore, in view of (2.6), it is enough to estimate ‖gξ‖Hbt
for b ∈ {0, 1/2}. First assume that |ξ| ≥ 2 1β−α , then
‖gξ‖Hbt =
∥∥∥〈τ〉b ψ̂ ∗ Ft(e(|ξ|α−|ξ|β)|t|)∥∥∥
L2
.
∥∥∥〈τ〉bψ̂(τ)∥∥∥
L1τ
∥∥∥e(|ξ|α−|ξ|β)|t|∥∥∥
L2t
+
∥∥∥ψ̂(τ)∥∥∥
L1τ
∥∥∥e(|ξ|α−|ξ|β)|t|∥∥∥
H
1/2
t
,
(2.7)
so that (1.7) yields to
‖gξ‖Hbt . (||ξ|
α − |ξ|β |b−1/2 + ||ξ|α − |ξ|β |−1/2). (2.8)
Note that ||ξ|α − |ξ|β | ∼ |ξ|β when |ξ| ≥ 2 1β−α , and so ‖gξ‖H1/2t . 1 in this case. On the other hand,
when |ξ| < 2 1β−α ,
‖gξ‖Hbt =
∥∥∥ψ(t)e(|ξ|α−|ξ|β)|t|∥∥∥
Hbt
.
∞∑
n=0
||ξ|α − |ξ|β |n
n!
‖|t|nψ(t)‖Hb .
Since n ≥ 1, ‖|t|nψ(t)‖Hb ≤ ‖|t|nψ(t)‖H1 . n, it follows
‖gξ‖Hbt . 2
β
β−α
∞∑
n=1
2
β(n−1)
β−α
(n− 1)! . 1. (2.9)
Hence combining (2.8) and (2.9) we arrive at
‖gξ‖Hbt . 〈|ξ|
α − |ξ|β〉b−1/2,
for b ∈ {0, 1/2}. The desire estimate now follows substituting the above inequality in (2.6).
A simple inspection to the proof of Lemma 2.1 shows that our arguments were divided according to
the regions ||ξ|α− |ξ|β | ∼ |ξ|β and ||ξ|α − |ξ|β | ∼ |ξ|α. In this manner, following this same procedure and
adapting the ideas in [24] and [18], it is not difficult to deduce the following conclusions:
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Proposition 2.2. Let s ∈ R
(i) There exists C > 0 such that, for all v ∈ S(R2),∥∥∥∥χR+(t)ψ(t)∫ t
0
S(t− τ)v(τ) dτ
∥∥∥∥
X1/2,s
≤ C
‖v‖X−1/2,s +
(∫
〈ξ〉2s
(∫ |ŵ(τ)|
〈iτ − (|ξ|α − |ξ|β)〉 dτ
)2
dξ
)1/2 . (2.10)
(ii) For any 0 < δ < 1/2 there exists Cδ > 0 such that for all v ∈ X−1/2+δ,s∥∥∥∥χR+(t)ψ(t)∫ t
0
S(t− τ)v(τ) dτ
∥∥∥∥
X1/2,s
≤ Cδ ‖v‖X−1/2+δ,s . (2.11)
Proposition 2.3. Let s ∈ R and δ > 0. For all T > 0 and each f ∈ X−1/2+δ,s,
t 7→
∫ t
0
S(t− τ)f(τ) dτ ∈ C([0, T ];Hs+βδ(R)). (2.12)
Moreover, if (fn) is a sequence with fn →
n→∞
0 in X−1/2+δ,s, then
∥∥∥∥∫ t
0
S(t− τ)fn(τ) dτ
∥∥∥∥
L∞([0,T ];Hs+βδ)
→ 0. (2.13)
We conclude this subsection with the following result which will be used in the proof of Theorem 1.1
and is proved following a similar reasoning in [9, Lemma 2.5]
Lemma 2.2. Let s ∈ R. For any ǫ > 0 and T ∈ (0, 1], the following estimate follows
‖ψTu‖X1/2,s . T−ǫ ‖u‖X1/2,s . (2.14)
2.2 Bilinear estimates
To deduce the crucial bilinear result we will apply the dyadic block estimates deduced by Vento in [31].
We first introduce some notation and results to be employed in our arguments which are based on
Tao’s [k;Z]-multiplier theory [29]. Let Z be any abelian additive group with an invariant measure dη.
For any integer k ≥ 2 we define the hyperplane
Γk(Z) =
{
(η1, . . . , ηk) ∈ Zk : η1 + · · ·+ ηk = 0
}
,
which is endowed with the measure∫
Γk(Z)
f =
∫
Zk−1
f(η1, . . . , ηk−1,−(η1 + · · ·+ ηk−1)) dη1 . . . dηk−1.
A [k;Z]-multiplier is defined to be any function m : Γk(Z)→ C. The norm of the multiplier ‖m‖[k;Z] is
defined to be the best constant such that the inequality∣∣∣∣∣∣
∫
Γk(Z)
m(η)
k∏
j=1
fj(ηj)
∣∣∣∣∣∣ ≤ ‖m‖[k;Z]
k∏
j=1
‖fj‖L2(R) , (2.15)
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holds for all test function f1, . . . , fk on Z. In other words,
‖m‖[k;Z] = sup
fj∈S(Z)
‖fj‖L2(Z)≤1
∣∣∣∣∣∣
∫
Γk(Z)
m(η)
k∏
j=1
f(ηj)
∣∣∣∣∣∣ . (2.16)
Following the notation in [29], capitalized variables such as Nj , Lj, H are presumed to be dyadic, i.e.
these variables range over numbers of the form 2l for l ∈ Z. Let N1, N2, N3 > 0. we define the quantities
Nmax ≥ Nmed ≥ Nmin to be the maximum, median, and minimum of N1, N2, N3 respectively. Similarly,
we define Lmax ≥ Lmed ≥ Lmin whenever L1, L2, L3 > 0. The quantities Nj will measure the magnitude
of frequencies of our waves, while Lj measures how closely our waves approximate a free solution.
We adopt the following summation conventions. Any summation of the form Lmax ∼ . . . is a sum
over the three dyadic variables L1, L2, , L3 & 1, thus for instance∑
Lmax∼H
:=
∑
L1,L2,L3&1:Lmax∼H
Similarly, any summation of the form Nmax ∼ . . . sum over the three dyadic variables N1, N2, N3 > 0,
hence ∑
Lmax∼H
:=
∑
L1,L2,L3&1:Lmax∼H
Due to the nonlinear term in (1.1), we will consider [3;R×R]-multipliers and the variables will be set
as η = (ξ, τ) with the usual Lebesgues measure dη = dξ dτ . We let
h0(θ) = −θ|θ|, λj = τj − h0(ξj), j = 1, 2, 3,
and the resonance function
h(ξ) = h0(ξ1) + h0(ξ2) + h0(ξ3), ξ = (ξ1, ξ2, ξ3).
By a dyadic decomposition of the variables ξj , λj , h(ξ), we will lead to estimate
‖XN1,N2,N3,H,L1,L2,L3‖[3;R×R] , (2.17)
where XN1,N2,N3,H,L1,L2,L3 is the multiplier
XN1,N2,N3,H,L1,L2,L3 = χ|h(ξ)|∼H
3∏
j=1
χ|ξj |∼Njχ|λj |∼Lj . (2.18)
From the identities
ξ1 + ξ2 + ξ3 = 0 (2.19)
and
λ1 + λ2 + λ3 + h(ξ) = 0, (2.20)
on the support of the multiplier, we see that (2.18) vanish unless
Nmax ∼ Nmed (2.21)
and
Lmax ∼ max(H,Lmed). (2.22)
As a consequence it is not difficult to deduce the following result.
Lemma 2.3. On the support of XN1,N2,N3,H,L1,L2,L3, one has
H ∼ NmaxNmin. (2.23)
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Our arguments depend on the following dyadic blocks estimates.
Lemma 2.4. ([31]) Let N1, N2, N3, H, L1, L2, L3 > 0 satisfying (2.21), (2.22) and (2.23).
(i) In the high modulation case Lmax ∼ Lmed ≫ H, we have
(2.17) . L
1/2
minN
1/2
min. (2.24)
(ii) In the low modulation case Lmax ∼ H,
(a) ((++) coherence) if Nmax ∼ Nmin then
(2.17) . L
1/2
minL
1/4
med. (2.25)
(b) ((+-) coherence) If N2 ∼ N3 ≫ N1 and H ∼ L1 & L2, L3, then for any γ > 0
(2.17) . L
1/2
minmin(N
1/2
min, N
1/2−1/2γ
max N
−1/2γ
min L
1/2γ
med . (2.26)
Similar for any permutations of indexes {1, 2, 3}.
(c) In all other cases, the multiplier (2.17) vanishes.
The main goal of this section is to derive the following key bilinear estimate.
Theorem 2.1. Let 1 < β ≤ 2, 0 < α < β and s > −β/4. For all T > 0, there exists δ, ν > 0 such that
for all u, v ∈ X1/2,s with compact support (in time) in [−T, T ]
‖∂x(uv)‖X−1/2+δ,s . T ν ‖u‖X1/2,s ‖v‖X1/2,s . (2.27)
Actually, we will consider the following bilinear estimate, which is a direct consequence of Theorem
2.1, together with the triangle inequality
∀s ≥ s+c , 〈ξ〉s
+
c ≤ 〈ξ〉s+c 〈ξ1〉s−s
+
c + 〈ξ〉s+c 〈ξ − ξ1〉s−s
+
c . (2.28)
Proposition 2.4. Given s+c > −β/4, there exist ν, δ > 0 such that for any s ≥ s+c and u, v ∈ X1/2,s
with compact support in [−T, T ],
‖∂x(uv)‖X−1/2+δ,s . T ν
(
‖u‖
X1/2,s
+
c
‖v‖X1/2,s + ‖u‖X1/2,s ‖v‖X1/2,s+c
)
. (2.29)
The next lemma gives the contraction factor T ν in our estimates (see [21]).
Lemma 2.5. Let f ∈ L2(R2) with compact on [−T, T ]. For any θ > 0, there exists ν = ν(θ) such that∥∥∥∥∥F−1
(
f̂(ξ, τ)
〈τ + ξ|ξ|〉θ
)∥∥∥∥∥
L2ξτ
. T ν ‖f‖L2xt . (2.30)
Proof of Theorem 2.1. By duality and Lemma 2.5, it is enough to show∥∥∥∥ ξ3〈ξ3〉s〈ξ1〉−s〈ξ2〉−s〈|λ1|+ ||ξ1|α − |ξ1|β |〉1/2〈|λ2|+ ||ξ2|α − |ξ2|β |〉1/2〈|λ3|+ ||ξ3|α − |ξ3|β|〉1/2−δ
∥∥∥∥
[3;R×R]
. 1. (2.31)
By a dyadic decomposition of the variables ξj , λj and h(ξj), we may assume |ξj | ∼ Nj , |λj | ∼ Lj and
|h(ξ)| ∼ H . By the translation invariance of the [k;Z]-multiplier (see [29, Lemma 3.4]) we may restrict
the multiplier to the region Lj & 1 and Nmax & 1. Furthermore, to consider the particular structure of
the operator Dαx −Dβx in the frequency domain, we define
I(Nj) := inf
|ξj |∼Nj
||ξj |α − |ξj |β |,
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and analogously we set I(N). Noting that if |ξj | ≥ 2
1
β−α , ||ξj |α − |ξj |β | = |ξj |β − |ξj |α ≥ |ξj |β/2, we
deduce  I(Nj) . max
{
Nαj , N
β
j
}
, when Nj . 1,
I(Nj) ∼ Nβj , when Nj ≫ 1.
(2.32)
In view of (2.32), we shall consider separately the cases N ≫ 1 and N ∼ 1. Gathering the results in [29]
(Schur’s test, comparison principle and orthogonality), it is deduced that (2.31) is bounded by one of the
following inequalities∑
Nmax∼Nmed∼N
∑
L1,L2,L3&1
N3〈N3〉s〈N1〉−s〈N2〉−s
〈L1 + I(N1)〉1/2〈L2 + I(N2)〉1/2〈L2 + I(N2)〉1/2−δ
× ‖XN1,N2,N3,Lmax,L1,L2,L3‖[3;R×R] ,
(2.33)
and ∑
Nmax∼Nmed∼N
∑
Lmax∼Lmed
∑
H≪Lmax
N3〈N3〉s〈N1〉−s〈N2〉−s
〈L1 + I(N1)〉1/2〈L2 + I(N2)〉1/2〈L2 + I(N2)〉1/2−δ
× ‖XN1,N2,N3,H,L1,L2,L3‖[3;R×R] .
(2.34)
Therefore, we are reduced to bound the above expressions for all N & 1. We will divide our arguments
according to Lemma 2.4.
High modulation case. Here Lmax ∼ Lmed ≫ H , and so we must show that (2.34) . 1. In fact,
this result follows under the weaker assumption that s > −1/2. It easily seen
N3〈N3〉s〈N1〉−s〈N2〉−s . 〈Nmin〉−sNmax,
then (2.24) yields
(2.34) .
∑
Nmax∼Nmed∼N
∑
Lmax∼Lmed&NNmin
〈Nmin〉−sNL1/2minN1/2min
〈L1 + I(N1)〉1/2〈L2 + I(N2)〉1/2〈L2 + I(N2)〉1/2−δ
. (2.35)
Note that for fixed Nmax, Nmin the sum over H ≪ Lmax in (2.34) is finite, since H ∼ NmaxNmin in
virtue of (2.23). Assuming that N ∼ 1, we have Nmax ∼ Nmed ∼ 1, Nmin . 1 and Lmax ∼ Lmed & Nmin.
Estimating under these assumptions one gets
〈L1 + I(N1)〉1/2〈L2 + I(N2)〉1/2〈L3 + I(N3)〉1/2−δ & L1/2minLδmaxN1/2−δmin . (2.36)
Thus, it follows
(2.34) .
∑
Nmin.1
∑
Lmax∼Lmed&1
〈Nmin〉−sL1/2minN1/2min
L
1/2
minL
δ
maxN
1/2−δ
min
.
∑
Nmin.1
N δmin . 1.
(2.37)
Now suppose that N ≫ 1. In this case, Nmax ∼ Nmed ∼ N ≫ 1, Lmax ∼ Lmin & NNmin, and so from
(2.32) we obtain
〈L1+I(N1)〉1/2〈L2+I(N2)〉1/2〈L3+I(N3)〉1/2−δ & L1/2minLδmax(NNmin+Nβ)1/2−δ(NNmin)1/2−δ. (2.38)
Then,
(2.34) .
∑
Nmax∼N
∑
Lmax∼Lmed&NNmax
〈Nmin〉−sNL1/2minN1/2min
L
1/2
minL
δ
max(NNmin +N
β)1/2−δ(NNmin)1/2−δ
.
∑
Nmin>0
〈Nmin〉−sNN1/2min
(NNmin +Nβ)1/2−δ(NNmin)1/2−δ
.
(2.39)
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Consequently,
(2.34) .
∑
Nmin.1
NN
1/2
min
Nβ/2−βδ(NNmin)1/2−δ
+
∑
Nmin&1
N
1/2−s
min N
(NNmin)1−2δ−ǫNβǫ
.
∑
Nmin.1
N δminN
(1−β)/2+(β+1)δ +
∑
Nmin&1
N
−1/2−s+2δ+ǫ
min N
2δ−ǫ(β−1)
. 1,
which holds when β > 1, δ ≪ 1, ǫ = 2δ/(β − 1) > 0 and s > −1/2. This completes the estimate
(2.34) . 1.
Low modulation case: (++) coherence. Now we will show that (2.33) . 1, assuming that
Lmax ∼ H and the contribution (2.25). In this case, Nmin ∼ Nmid ∼ Nmax ∼ N . If N ≫ 1, (2.32) gives
〈L1 + I(N1)〉1/2〈L2 + I(N2)〉1/2〈L3 + I(N3)〉1/2−δ
& L
1/2
minL
δ
max(Lmed +N
β)1/2(Lmax +N
β)1/2−2δ
& L
1/2
minL
δ
maxL
1/4
medN
β/4L1/2−2δmax .
(2.40)
Consequently, since Lmax ∼ N2, we deduce
(2.33) .
∑
Lmax∼N2
N1−sL
1/2
minL
1/4
med
L
1/2
minL
δ
maxL
1/4
medN
β/4L
1/2−2δ
max
.
N1−s
Nβ/4N1−4δ
. N−s−β/4+4δ . 1,
(2.41)
when s > −β/4 and δ ≪ 1. Now, assume that N ∼ 1, thus we find
〈L1 + I(N1)〉1/2〈L2 + I(N2)〉1/2〈L3 + I(N3)〉1/2−δ
& L
1/2
minL
δ
maxL
1/4
medL
1/2−2δ
max .
(2.42)
A similar reasoning as in the previous case leads to
(2.33) . N1−sN−1+2δ ∼ N−s+2δ ∼ 1. (2.43)
Low modulation case: (+-) coherence. We will show that (2.33) . 1, when (2.26) holds. By sym-
metry it suffices to treat the cases
N1 ∼ N2 ≫ N3, and H ∼ L3 & L1, L2,
N2 ∼ N3 ≫ N1, and H ∼ L1 & L2, L3.
(2.44)
In the first case, by letting γ = 1 in (2.26), it is easily seen
(2.17) . L
1/2
minmin(N
1/2
min, N
−1/2
min L
1/2
med) . L
1/2
minL
1/4
med. (2.45)
Then, when N ≫ 1,
〈L1 + I(N1)〉1/2〈L2 + I(N2)〉1/2〈L3 + I(N3)〉1/2−δ
& L
1/2
minL
δ
maxN
β/4L
1/4
med(NmaxNmin)
1/2−2δ,
(2.46)
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so that
(2.33) .
∑
N3>0
∑
Lmax∼NN3
N3〈N3〉sN−2sL1/2minL1/4med
L
1/2
minL
δ
maxN
β/4L
1/4
med(NN3)
1/2−2δ
.
∑
N3>0
N3〈N3〉sN−2s
Nβ/4+1/2−2δN
1/2−2δ
3
.
∑
N3>0
N
1/2+2δ
3 〈N3〉sN−2s−β/4−1/2+2δ.
(2.47)
Since −2s− β/4− 1/2 + 2δ < 0 the above inequality allow us to deduce
(2.33) .
∑
N3.1
N
1/2+2δ
3 +
∑
N3&1
N
−s−β/4+4δ
3 . 1, (2.48)
which holds for δ ≪ 1 and s > −α/4. When N ∼ 1 one gets
〈L1 + I(N1)〉1/2〈L2 + I(N2)〉1/2〈L3 + I(N3)〉1/2−δ
& L
1/2
minL
δ
maxL
1/2
med(NmaxNmin)
1/2−2δ,
(2.49)
so since Lmin & 1, N ∼ 1 and δ ≪ 1 we arrive at
(2.33) .
∑
N3.1
∑
Lmax∼N3
N3〈N3〉sN−2sL1/2minL1/4med
L
1/2
minL
δ
maxL
1/2
med(NN3)
1/2−2δ
.
∑
N3
N
1/2+2δ
3 〈N3〉sN−1/2−2s+2δ
.
∑
N3.1
N
1/2+2δ
3 . 1.
(2.50)
Next we consider the second restriction in (2.44), i.e., N2 ∼ N3 ≫ N1, and H ∼ L1 & L2, L3. Let
0 < γ ≪ 1. We first suppose that N1/2min . N1/2−1/2γmax N−1/2γmin L1/2γmed , which shows Lmed & N1−γmaxN1+γmin .
One has the following lower bound
〈L1 + I(N1)〉1/2〈L2 + I(N2)〉1/2〈L3 + I(N3)〉1/2−δ
& L
1/2
minL
δ
maxL
1/2−δ
max 〈Lmed + I(N)〉1/2−δ.
(2.51)
Thus, (2.26) and (2.51) imply
(2.33) .
∑
N1.N
∑
Lmax∼NN1
〈N1〉−sNL1/2minN1/21
L
1/2
minL
δ
maxL
1/2−δ
max 〈Lmed + I(N)〉1/2−δ
.
∑
N1.N
〈N1〉−sNN1/21
(NN1)1/2−δ〈N1−γN1+γ1 + I(N)〉1/2−δ
.
∑
N1.N
N δ1 〈N1〉−sN1/2+δ
〈N1−γN1+γ1 + I(N)〉1/2−δ
.
(2.52)
When N ∼ 1, (2.52) shows
(2.33) .
∑
N1.1
N δ1 〈N1〉−s . 1. (2.53)
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Suppose that N ≫ 1, so I(N) ∼ Nβ. Then when N1 . 1, (2.52) implies
(2.33) .
∑
N1.1
N δ1N
(1−β)/2+δ(1+β) . 1,
(2.54)
for δ ≪ 1 and β > 1. If N1 & 1, from (2.52) we find
(2.33) .
∑
N1&1
N−s+δ1 N
1/2+δ
(N1−γN1+γ1 )
1/2−δ−ǫNβǫ
.
∑
N1&1
N
−s−1/2+(1+γ)(δ+ǫ)+δ−γ/2
1 N
γ(1/2−δ)+2δ−ǫ(β−1+γ) . 1
(2.55)
for δ, γ ≪ 1, s > −1/2 and ǫ = (2δ + γ(1/2− δ))/(β − 1 + γ) > 0.
Now, we consider the case N
1/2
min & N
1/2−1/2γ
max N
−1/2γ
min L
1/2γ
med , i.e., Lmed . N
1−γ
maxN
1+γ
min . First we assume
that N ∼ 1. Since the right-hand side of (2.51) is bounded below by L1/2minLδmax for 0 < δ < 1/2, one gets
(2.33) .
∑
N1.1
∑
Lmax∼NN1
〈N1〉−sNL1/2minN1/2−1/2γN−1/2γ1 L1/2γmed
L
1/2
minL
δ
max
.
∑
N1.1
〈N1〉−sNN1/21 . 1.
(2.56)
Now we assume that N ≫ 1. Inequality (2.51) allow us to deduce
(2.33) .
∑
N1>0
∑
Lmax∼NN1
〈N1〉−sNL1/2minN1/2−1/2γN−1/2γ1 L1/2γmed
L
1/2
minL
δ
maxL
1/2−δ
max 〈Lmed +Nβ〉1/2−δ
.
∑
N1>0
∑
L1,L2,L3&1:Lmed.N1−γN
1+γ
1
N
−1/2γ−1/2+δ
1 〈N1〉−sN1−1/2γ+δL1/2γmed
Lδmax〈Lmed +Nβ〉1/2−δ
.
(2.57)
So when N1 . 1, δ ≪ 1 and β > 1, we have
(2.33) .
∑
N1.1
N
−1/2γ−1/2+δ
1 N
1−1/2γ+δN−β/2+βδ(N1−γN1+γ1 )
1/2γ
.
∑
N1.1
N δ1N
(1−β)/2+δ(1+β) . 1.
(2.58)
When N1 & 1,
(2.33) .
∑
N1&1
N
−s−1/2−1/2γ+δ
1 N
1−1/2γ+δ(N1−γN1+γ1 )
1/2γ−1/2+δ+ǫN−βǫ
.
∑
N1&1
N
−s−1/2+(1+γ)(δ+ǫ)+δ−γ/2
1 N
γ(1/2−δ)+2δ−ǫ(β−1+γ) . 1.
(2.59)
This concludes the estimates regarding the low modulation case. Thus, the proof of Theorem 2.1 is now
completed.
We are in condition to deduce Theorem 1.1.
Proof of Theorem. We divide the proof in three main steps.
1. Local well-posedness. Let u0 ∈ Hs(R), s > −β/4. We consider the Banach space
Z =
{
u ∈ X1/2,s : ‖u‖Z = ‖u‖X1/2,s+c + γ ‖u‖X1/2,s <∞
}
,
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where s+c ∈ (−β/4,min {0, s}) and γ is defined for all nontrivial u0,
γ =
‖u0‖Hs+c
‖u0‖Hs
.
Given 0 < T ≤ 1 to be chosen later, we define the integral map
Ψ(u) = ψ(t)
[
S(t)u0 − χR+(t)
2
∫ t
0
S(t− τ)∂x(ψT (τ)u(τ))2 dτ
]
, (2.60)
for each u ∈ Z. In view of Lemmas 2.1, 2.2, estimate (2.11), Theorem 2.1 and Proposition 2.4 there exist
some constants c, ν > 0 such that
‖Ψ(u)‖Z ≤ c
(
‖u0‖Hs+c + γ ‖u0‖Hs
)
+ cT ν ‖u‖2Z , (2.61)
‖Ψ(u)−Ψ(v)‖Z ≤ cT ν ‖u− v‖Z ‖u+ v‖Z , (2.62)
for all u, v ∈ Z. Thus, recalling the definition of γ, we consider 0 < T ≤ min
{
1, (16c2 ‖u0‖Hs+c )−1/ν
}
.
Then (2.61) and (2.62) imply that Ψ is a contraction on the ball
{
u ∈ Z : ‖u‖Z ≤ 4c ‖u0‖Hs+c
}
. Con-
sequently the fixed-point Theorem assures the existence of a solution u ∈ X1/2,s of (1.11) on the time
interval [0, T ], with u(0) = u0.
The continuity with respect to the initial data follows directly from Proposition 2.3. Moreover, the above
contraction argument yields uniqueness of solution to the truncated integral equation (1.12). The proof
of uniqueness for the integral equation (1.11) can be derived following the same arguments in [18] and [31].
2. Regularity. Now we establish that u ∈ C ((0, T ], H∞(R)) ∩ X1/2,sT and the flow map data solu-
tion is smooth. Indeed, in view of Proposition 2.1, S(·)u0 ∈ C([0,∞);Hs(R))∩C([0,∞);H∞(R)). Then
it follows from Theorem 2.1, Proposition 2.3 and the local well-posedness that
u ∈ C ([0, T ];Hs(R)) ∩ C ((0, T ];Hs+βδ(R)) ,
where T = T (‖u0‖Hs+c ). Thus, an inductive argument, the uniqueness result and the fact that the time
of existence of solutions depends uniquely on the Hs
+
c (R)-norm of the initial data yield
u ∈ C ([0, T ];Hs(R)) ∩ C ((0, T ];H∞(R)) .
The smoothness of the flow-map is a consequence of the implicit function theorem (see for instance [1,
Remark 3]).
3. Global well-posedness. We define
T ∗ = sup
{
T > 0 : ∃! solution of (1.11) in C ([0, T ];Hs(R)) ∩X1/2,sT
}
.
Let u ∈ C ([0, T ∗);Hs(R)) ∩ C ((0, T ∗);H∞(R)) be the local solution of the integral equation associated
to (1.1) on the maximal interval [0, T ∗). We will prove that T ∗ <∞ implies a contradiction. Since u is
smooth by the above step, we have that this function solves (1.1) in a classical sense. Therefore, we can
multiply (1.1) by u and integrating over R to obtain
1
2
d
dt
‖u(t)‖2L2 −
∥∥∥Dα/2u(t)∥∥∥2
L2
+
∥∥∥Dβ/2u(t)∥∥∥2
L2
= 0,
given that 0 < α < β the above expression shows
1
2
d
dt
‖u(t)‖2L2 ≤ ‖u(t)‖2L2 .
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Let t0 ∈ (0, T ∗) fixed. Integrating the above inequality between t0 and t and applying Gronwall’s
inequality to the resulting expression one gets
‖u(t)‖L2 ≤ ‖u(t0)‖L2 e(T
∗−t0) ≡M, ∀t ∈ [t0, T ∗).
Recalling that s+c ≤ 0, it follows
‖u(t)‖
Hs
+
c
≤M, ∀t ∈ [t0, T ∗).
Since the time of existence T (·) is a nonincreasing function of the Hs+c (R)-norm, there exists a time T˜ > 0,
such that for all u˜0 ∈ Hs(R) with ‖u˜0‖Hs+c ≤ M , there exists a function u˜ ∈ C([0, T˜ ];Hs(R)) ∩ X
1/2,s
T ′
solution of the integral equation (1.11) with u˜(0) = u˜0. Let 0 < ǫ < min
{
T˜ , (T ∗ − t0)
}
, applying this
result to u˜0 = u(T
∗ − ǫ), we define
v(t) =
{
u(t), when 0 ≤ t ≤ T ∗ − ǫ,
u˜(t− T ∗ + ǫ), when T ∗ − ǫ ≤ t ≤ T ∗ + T˜ − ǫ. (2.63)
Hence, v(t) is a solution of the integral equation (1.11) on [0, T ∗ + T˜ − ǫ] with initial data u0. Clearly,
T ∗ + T˜ − ǫ > T ∗, which leads to a contradiction to the definition of T ∗. This proves the global result.
3 Well-Posedness case β ≥ 2.
This section is devoted to prove local and global well-posedness for the equation (1.1) when the dissipation
order satisfies β ≥ 2 and growth order 0 < α < β. Our approach is based on the methods introduced in [7],
which rely on the dissipation of the equation. Mainly, the strategy to obtain local existence is to construct
a contraction mapping from the integral equation (1.11) acting on the Banach spaces Y sT defined by (1.10).
We first recall the results in Proposition 2.1 where it was established
‖S(t)φ‖Hs . ψα,β(t) ‖φ‖Hs , (3.1)
for all φ ∈ Hs(R), s ∈ R and with
ψα,β(t) = exp
((
2α
β
) α
β−α (β − α)
β
t
)
, t ∈ R. (3.2)
To evaluate the action of the integral equation (1.11) on the Y sT spaces, we require the following
proposition.
Proposition 3.1. Let β > 3/2, 0 < α < β fixed and ψα,β given by (2.1).
(i) For all s ≥ 0 and t > 0 ∥∥∥|ξ|se(|ξ|α−|ξ|β)t∥∥∥
L2
. ψα,β(t) t
−s/β−1/2β . (3.3)
(ii) Let s ∈ R. Then for any 0 < t ≤ 1 it follows that∥∥∥|ξ|〈ξ〉se(|ξ|α−|ξ|β)t∥∥∥
L2
. ψα,β(t) t
−r/2 (3.4)
for all r > max {(3 + 2s)/β, 0}.
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Proof. In view of inequality (2.3) and changing variables by w = t1/βξ, we find∥∥∥|ξ|se(|ξ|α−|ξ|β)t∥∥∥
L2
≤ ψα,β(t)
∥∥∥|w|se−|w|β/2∥∥∥
L2
. t−s/β−1/2β. (3.5)
This establish (i). Next, we show (3.5) when 0 < t ≤ 1. We recall the inequality
tre−|ξ|
βt ≤
(
r
|ξ|β
)r
e−r, (3.6)
which is valid for all ξ 6= 0 and r > 0. Then, dividing in low and high frequencies, from (3.6), we deduce
ψα,β(−2t)
∥∥∥|ξ|〈ξ〉se(|ξ|α−|ξ|β)t∥∥∥2
L2
.
∫
|ξ|≤1
|ξ|2(1 + |ξ|2)s dξ + t−r
∫
|ξ|>1
|ξ|2+2s−βr dξ . t−r,
where r > max {(3 + 2s)/β, 0}. This completes the proof of (3.4).
Now we can estimate the integral equation (1.11) on the spaces Y sT .
Proposition 3.2. Let 0 < α < β, 0 < T ≤ 1 and ψα,β defined by (2.1).
(i) Let s < 0 and φ ∈ Hs(R). Then
‖S(t)φ‖Y sT . ψα,β(T ) ‖φ‖Hs .
(ii) Let β > 3/2 and s ≥ 0. Then for all u, v ∈ C([0, T ];Hs(R)) it follows∥∥∥∥∫ t
0
S(t− τ)∂x(uv)(τ) dτ
∥∥∥∥
L∞T H
s
x
. ψα,β(T )T
1
2β (2β−3) ‖u‖L∞T Hsx ‖v‖L∞T Hsx . (3.7)
(iii) Assume that β > 3/2 and max {3/2− β,−β/2} < s < 0. Given u, v ∈ Y sT it follows∥∥∥∥∫ t
0
S(t− τ)∂x(uv)(τ) dτ
∥∥∥∥
Y sT
. ψα,β(T )T
1
2β (2β−rβ+4s) ‖u‖Y sT ‖v‖Y sT , (3.8)
for some max {(3 + 2s)/β, 0} < r < 2(β + 2s)/β.
Proof. Part (i) is a direct consequence of (2.2) (with δ = 0) and using that 0 ≤ t ≤ T ≤ 1. To deduce
(ii), we consider s ≥ 0 and the inequality∥∥〈ξ〉sF(u2(τ))(ξ)∥∥
L∞
. ‖u(τ)‖2Hs . ‖u‖2L∞T Hs .
Thus, in view of the above estimate and (3.3),∥∥∥∥∫ t
0
S(t− τ)∂x(uv)(τ) dτ
∥∥∥∥
Hs
≤
∫ t
0
ψα,β(τ)
∥∥∥|ξ|e(|ξ|α−|ξ|β)(t−τ)∥∥∥
L2
‖〈ξ〉sF(uv(τ))(ξ)‖L∞ dτ
. ψα,β(T )
(∫ t
0
τ−
3
2β dτ
)
‖u‖L∞T Hs ‖v‖L∞T Hs
. ψα,β(T )T
1
2β (2β−3) ‖u‖L∞T Hs ‖v‖L∞T Hs .
(3.9)
This shows (ii). To deduce (iii), we consider s < 0. The definition of the norm on the space Y sT yields
the following estimate
‖u(τ)v(τ)‖L1 ≤
‖u‖Y sT ‖v‖Y sT
τ
2|s|
β
, (3.10)
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so that in view of (3.4) and performing the change of variables σ = τ/t, we deduce∥∥∥∥∫ t
0
S(t− τ)∂x(uv)(τ) dτ
∥∥∥∥
Hs
≤
∫ t
0
ψα,β(τ)
∥∥∥|ξ|〈ξ〉se(|ξ|α−|ξ|β)(t−τ)∥∥∥
L2
‖u(τ)v(τ)‖L1 dτ
≤ ψα,β(T )
∫ t
0
∥∥∥|ξ|〈ξ〉se(|ξ|α−|ξ|β)(t−τ)∥∥∥
L2
τ
2|s|
β
dτ ‖u‖Y sT ‖v‖Y sT
. ψα,β(T )T
1
2β (2β−rβ+4s)
(∫ 1
0
(1− σ)−r/2σ−2|s|β dσ
)
‖u‖Y sT ‖v‖Y sT ,
(3.11)
where r > max {(3 + 2s)/β, 0} and 0 ≤ t ≤ T . Arguing in a similar manner, we have for all 0 ≤ t ≤ T
that
t
|s|
β
∥∥∥∥∫ t
0
S(t− τ)∂x(uv)(τ) dτ
∥∥∥∥
L2
≤ t |s|β
∫ t
0
ψα,β(τ)
∥∥∥|ξ|e(|ξ|α−|ξ|β)(t−τ)∥∥∥
L2
‖u(τ)v(τ)‖L1 dτ
. ψα,β(T ) t
|s|
β
∫ t
0
∥∥∥|ξ|e(|ξ|α−|ξ|β)(t−τ)∥∥∥
L2
τ
2|s|
β
dτ ‖u‖Y sT ‖v‖Y sT
. ψα,β(T )T
1
2β (2β+2s−3)
(∫ 1
0
(1− σ)− 32β σ−2|s|β dσ
)
‖u‖Y sT ‖v‖Y sT .
(3.12)
Consequently the right-hand side of inequalities (3.11) and (3.12) impose the conditions
β > 3/2, and s > max {3/2− β,−β/2} ,
with max {(3 + 2s)/β, 0} < r < 2(β + 2s)/β. This remark completes the proof of Proposition 3.2.
Proposition 3.3. Let β > 3/2, 0 < α < β, s > max {3/2− β,−β/2} and 0 < T ≤ 1. Then there exists
δ = δ(s, β) > 0 such that the application
t→
∫ t
0
S(t− τ)∂x(u2)(τ) dτ
is in C
(
[0, T ];Hs+δ(R)
)
, for every u ∈ Y sT .
Proof. The proof is similar to that in [25, Proposition 4].
We are in condition to prove Theorem 1.2.
Proof of Theorem 1.2. We consider β ≥ 2 and 0 < α < β fixed. Let u0 ∈ Hs(R) with s > max {3/2− β,−β/2},
we define the integral map
Ψ˜(u) = S(t)u0 − 1
2
∫ t
0
S(t− τ)∂x(u2(τ)) dτ,
for each u ∈ Y sT . By Proposition 3.2 there exists a positive constant c = c(β, α) such that∥∥∥Ψ˜(u)∥∥∥
Y sT
≤ c
(
‖u0‖Hs + T gβ(s) ‖u‖2Y sT
)
, (3.13)∥∥∥Ψ˜(u)− Ψ˜(v)∥∥∥
Y sT
≤ cT gβ(s) ‖u− v‖Y sT ‖u+ v‖Y sT , (3.14)
for all u, v ∈ Y sT , 0 < T ≤ 1 and s > max {3/2− β,−β/2}. Here the map gα(s) is defined accord-
ing to Proposition 3.2, i.e., gβ(s) =
1
2β (2β − 3) for all s ≥ 0, and gβ(s) = 12β (2β − rβ + 2s), when
max {3/2− β,−β/2} < s < 0, for some fixed r such that max {(3 + 2s)/β, 0} < r < 2(β + 2s)/β.
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We consider R = 2c ‖u0‖Hs and 0 < T ≤ min
{
1, (4cR)
− 1
gβ(s)
}
. Then estimates (3.13) and (3.14)
imply that Ψ˜ is a contraction on the complete metric space
{
u ∈ Y sT : ‖u‖Y sT ≤ R
}
. Therefore, the fixed-
point Theorem implies the existence of a solution u to the integral equation (1.11).
The continuity with respect to the initial data is deduced following the same arguments in [23]. To
verify uniqueness, we let u, v ∈ Y sT solutions of equation (1.11) on the time interval [0, T ] with the same
initial data u0 ∈ Hs(R). Then, arguing as in the deduction of Proposition 3.2, we have that there exists
a constant c = c(α, β, s), such that for all 0 < T1 ≤ T2 ≤ T ,∥∥(u− v)χ{t≥T1}∥∥Y sT2 ≤ cK(T2 − T1)gβ(s) ‖u− v‖Y sT2 , (3.15)
where K := ‖u‖Y sT + ‖v‖Y sT . Thus, taking T2 ∈
(
0, (cK)
− 1
gβ (s)
)
and T1 = 0, we deduce from (3.15) that
u ≡ v on [0, T2]. Therefore, in view of (3.15), we can iterate this argument (a number of steps ≥ T/T2),
until we extend the uniqueness result to the whole interval [0, T ].
Following the arguments involved in the proof of Theorem 1.1 together with Propositions 2.1 and 3.3, one
deduces that u ∈ C ((0, T ], H∞(R)) and the flow map data solution is smooth. Finally, GWP is obtained
by the same reasoning in the proof of Theorem 1.1.
4 Ill-posedness result.
In this section we prove Theorem 1.3. Let us suppose that there exists a time T > 0 such that the
Cauchy problem (1.1) is locally well-posed in Hs(R) on the interval [0, T ] and such that the flow-map
data solution
Φ : Hs(R) −→ C ([0, T ];Hs(R)) , u0 7−→ u (t)
is Ck (k = 2 and k = 3) at the origin. Then, for each u0 ∈ Hs(R) we have that Φ(·)u0 is a solution of
the integral equation
Φ(t)u0 = S(t)u0 − 1
2
∫ t
0
S(t− τ)∂x(Φ(τ)u0)2 dτ.
Since Φ(t)(0) = 0, it follows that
u1(t) := d0Φ(t)(u0) = S(t)u0,
u2(t) := d
2
0Φ(t)(u0, u0) = −
∫ t
0
S(t− τ)∂x (u1(τ)u1(τ)) dτ,
u3(t) := d
3
0Φ(t)(u0, u0, u0) = −3
∫ t
0
S(t− τ)∂x (u1(τ)u2(τ)) dτ.
Assuming that the solution map is of class Ck, k = 2 and k = 3, we must have
‖uk(t)‖Hs . ‖u0‖kHs , ∀u0 ∈ Hs(R). (4.1)
In the sequel we will prove that (4.1) does not hold in general when k = 2, assuming that s < −β/2, and
when k = 3 for s < min {3/2− β,−β/4}. These results establish Theorem 1.3.
4.1 C2-regularity.
We divide our arguments according to parts (i) and (iii) in Theorem 1.3.
Case dissipation β ≥ 1. Let 0 < α < β and s < −β/2 fixed. When k = 2, we will show that (4.1)
fails for an appropriated function u0. We define u0 by its Fourier transform as follows
û0(ξ) = N
−sω−
1
2 (χIN (ξ) + χIN (−ξ)) , (4.2)
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where N ≫ 1, 0 < ω ≤ 1 fixed and IN = [N,N + 2ω]. A simple calculation shows that ‖u0‖Hs ∼ 1.
Now, taking the Fourier transform in the space variable and changing the order of integration, it follows
for all ξ ∈ [−ω/2, ω/2] that
û2(ξ, t) ∼ ξe−i|ξ|ξt+(|ξ|
α−|ξ|β)t
∫
R
û0 (ξ − ξ1) û0 (ξ1) e
σ(ξ,ξ1)t − 1
σ(ξ, ξ1)
dξ1
∼ N−2sω−1ξ e−i|ξ|ξt+(|ξ|α−|ξ|β)t
∫
Kξ
eσ(ξ,ξ1)t − 1
σ(ξ, ξ1)
dξ1,
(4.3)
where
Kξ = {ξ1 : ξ − ξ1 ∈ IN , ξ1 ∈ −IN} ∪ {ξ1 : ξ1 ∈ IN , ξ − ξ1 ∈ −IN}
and σ is defined by
σ(ξ, ξ1) = i(|ξ|ξ − |ξ − ξ1|(ξ − ξ1)− |ξ1|ξ1)
+
(−|ξ|α + |ξ|β + |ξ − ξ1|α − |ξ − ξ1|β + |ξ1|α − |ξ1|β) . (4.4)
Now, if ξ ∈ [−ω/2, ω/2] and ξ1 ∈ Kξ, we claim
|σ(ξ, ξ1)| ∼ Nβ . (4.5)
Indeed, simple computations show
|ℑσ(ξ, ξ1)| . wN.
On the other hand, when ξ ∈ [−ω/2, ω/2] and ξ1 ∈ Kξ we observe
ℜσ(ξ, ξ1) ≤ |2ω|β + 2(N + 2ω)α − 2Nβ
and
ℜσ(ξ, ξ1) ≥ −|2ω|α + 2Nα − 2(N + 2ω)β.
In this manner, claim (4.5) follows for N large after collecting the above inequalities.
Therefore, taking a fixed time tN = N
−β−ǫ ∈ (0, T ), ǫ > 0 small (but arbitrary), it follows from the
Taylor expansion of the exponential function and (4.5) that∣∣∣∣eσ(ξ,ξ1)tN − 1σ(ξ, ξ1)
∣∣∣∣ = 1Nβ+ǫ +O (N−β−2ǫ) . (4.6)
Then, since |Kξ| & ω, (4.6) yields
|û2(ξ, tN )|χ[−ω/2,ω/2] & N−2s−β−ǫe−|w/2|
βN−β−ǫ |ξ|χ[−ω/2,ω/2](ξ),
& N−2s−β−ǫ|ξ|χ[−ω/2,ω/2](ξ),
where we used that for fixed ω, taking N large, e−|w/2|
βN−β−ǫ & 1. Thus, we get a lower bound for the
Hs(R)-norm of u2(x, tN ),
‖u2(tN )‖2Hs &
∫ ω/2
−ω/2
〈ξ〉2s|ξ|2N−4s−2β−2ǫ dξ & N−4s−2β−2ǫ. (4.7)
The above inequality contradicts (4.1) (k = 2) for N large enough, since s < −β/2 and ‖u0‖Hs ∼ 1.
Case dissipation 0 < β < 1. Let 0 < α < β and s ∈ R. We define u0 by its Fourier transform
û0(ξ) = ω
− 12χI1(ξ) + ω
− 12N−sχI2(ξ), (4.8)
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with I1 = [ω/2, ω], I2 = [N,N+ω] and N ≫ 1, ω ≪ N to be chosen later. Then ‖u0‖Hs ∼ 1. Computing
the Fourier transform of u2(t) leads to
û2(ξ, t) ∼ ξe−i|ξ|ξt+(|ξ|
α−|ξ|β)t
∫
R
û0 (ξ − ξ1) û0 (ξ1) e
σ(ξ,ξ1)t − 1
σ(ξ, ξ1)
dξ1,
where σ(ξ, ξ1) was defined in (4.4). By support considerations, we have ‖u2(t)‖Hs ≥ ‖v2(t)‖Hs where
v̂2(ξ, t) ∼ N−sω−1ξe−i|ξ|ξt+(|ξ|
α−|ξ|β)t
∫
Kξ
eσ(ξ,ξ1)t − 1
σ(ξ, ξ1)
dξ1
and
Kξ = {ξ1 : ξ1 ∈ I1, ξ − ξ1 ∈ I2} ∪ {ξ1 : ξ1 ∈ I2, ξ − ξ1 ∈ I1} .
We see that if ξ1 ∈ Kξ, then ξ ∈ [N + ω/2, N + 2ω] and
|ℜσ(ξ, ξ1)| . Nβ
ℑσ(ξ, ξ1) = 2ξ1(ξ1 − ξ) ∼ ωN.
We deduce for ω = Nβ−1 ≪ N that |σ(ξ, ξ1)| ∼ Nβ . Consider tN = (N + 2β)−β−ǫ ∼ N−β−ǫ. By a
Taylor expansion of the exponential function,
eσ(ξ,ξ1)t − 1
σ(ξ, ξ1)
= tN +R(tN , ξ, ξ1)
and
|R(tN , ξ, ξ1)| .
∑
k≥2
tkN |σ(ξ, ξ1)|k−1
k!
. N−β−2ǫ.
Since |Kξ| ∼ ω, we have that
|v̂2(tN )(ξ)| & N−s+1ω−1e−(N+2ω)
−ǫ
ωN−β−ǫχ[N+ω/2,N+2ω](ξ)
& N−s+1−β−ǫχ[N+ω/2,N+2ω](ξ).
Then, the lower bound for the Hs-norm of u2(x, tN )
‖u2(tN )‖Hs & N−s+1−β−ǫ
(∫ N+2ω
N+ω/2
(1 + |ξ|2)s dξ
)1/2
∼ N1−β−ǫω1/2 ∼ N (1−β)/2−ǫ.
This inequality contradicts (4.1) (k = 2) for N large enough, ǫ≪ 1 and β < 1.
4.2 C3-regularity.
Suppose that s < min {3/2− β,−β/4}. When k = 3, we will show that (4.1) fails for an appropriated
function u0. We consider u0 as in (4.2), i.e.,
û0(ξ) = N
−sω−1/2 (χIN (ξ) + χIN (−ξ)) ,
N ≫ 1, IN = [N,N + 2ω] and here ω ≪ N to be chosen later. Observe that ‖u0‖Hs ∼ 1. Computing
the Fourier transform of u3(t) for each ξ ∈ R one gets
û3(t)(ξ) ∼ ξ
∫ t
0
e−i|ξ|ξ(t−τ)+(|ξ|
α−|ξ|β)(t−τ)û1(τ) ∗ û2(τ)(ξ) dτ. (4.9)
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Therefore, in view of (4.3) and Fubini’s Theorem one finds
û3(t)(ξ) ∼ ξe−i|ξ|ξt+(|ξ|
α−|ξ|β)t
∫
R2
û0(ξ1)û0(ξ2 − ξ1)û0(ξ − ξ2) ξ2
σ(ξ2, ξ1)
×
(
eη(ξ,ξ1,ξ2)t − 1
η(ξ, ξ1, ξ2)
− e
σ(ξ,ξ2)t − 1
σ(ξ, ξ2)
)
dξ1 dξ2,
(4.10)
where σ(ξ, ξ1) is given by (4.5) and we have set
η(ξ, ξ1, ξ2) := σ(ξ, ξ2) + σ(ξ2, ξ1).
By support considerations,
|û3(t)(ξ)| & N−3sω−3/2
∣∣∣∣∣ ξe(|ξ|α−|ξ|β)t
∫
Kξ
ξ2
σ(ξ2, ξ1)
(
eη(ξ,ξ1,ξ2)t − 1
η(ξ, ξ1, ξ2)
− e
σ(ξ,ξ2)t − 1
σ(ξ, ξ2)
)
dξ1 dξ2
∣∣∣∣∣ , (4.11)
where Kξ = K
1
ξ ∪K2ξ ∪K3ξ and
K1ξ = {(ξ1, ξ2) : ξ1 ∈ IN , ξ2 − ξ1 ∈ IN , ξ − ξ2 ∈ −IN} ,
K2ξ = {(ξ1, ξ2) : ξ1 ∈ IN , ξ2 − ξ1 ∈ −IN , ξ − ξ2 ∈ IN} ,
K3ξ = {(ξ1, ξ2) : ξ1 ∈ −IN , ξ2 − ξ1 ∈ IN , ξ − ξ2 ∈ IN} .
We will restrict the values of ξ to the interval [N + 3ω,N + 4ω]. Then, under this condition and using
that ω ≪ N , it follows for (ξ1, ξ2) ∈ Kξ that
ℑη(ξ, ξ1, ξ2) ∼ ω2, and |ℜη(ξ, ξ1, ξ2)| ∼ Nβ . (4.12)
We will divide our arguments in two cases subcases depending on the dissipation parameter β.
Case dissipation 1 ≤ β < 2. In view of (4.12), we are led to choose ω = Nβ/2 ≪ N with N ≫ 1.
Hence |η(ξ, ξ1, ξ2)| ∼ Nβ and since 1 ≤ β < 2,∣∣∣∣ ξ2σ(ξ2, ξ1)
∣∣∣∣ ∼ N−1. (4.13)
Next, we consider
tN := N
−β−ǫ, (4.14)
with 0 < ǫ≪ 1. We divide the estimate of |û3(tN )|(ξ) on [N + 3ω,N + 4ω] as follows
|û3(tN )(ξ)|χ[N+3ω,N+4ω](ξ) & N−3s+1ω−3/2
∣∣∣∣∣
∫
Kξ
ξ2
σ(ξ2, ξ1)
(
eη(ξ,ξ1,ξ2)tN − 1
η(ξ, ξ1, ξ2)
)
dξ1 dξ2
∣∣∣∣∣χ[N+3ω,N+4ω](ξ)
−N−3s+1ω−3/2
∣∣∣∣∣
∫
Kξ
ξ2
σ(ξ2, ξ1)
(
eσ(ξ,ξ2)tN − 1
σ(ξ, ξ2)
)
dξ1 dξ2
∣∣∣∣∣χ[N+3ω,N+4ω](ξ)
= B1 −B2.
To estimate B1, we observe
eη(ξ,ξ1,ξ2)tN − 1
η(ξ, ξ1, ξ2)
= tN +O(N
−β−2ǫ).
This yields in view of (4.13) and |Kξ| ∼ ω2 to
B1 & N
−3s+1ω−3/2N−1ω2N−β−ǫχ[N+3ω,N+4ω](ξ)
∼ N−3s−3β/4−ǫχ[N+3ω,N+4ω](ξ).
(4.15)
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To deal with B2, we observe |σ(ξ, ξ2)| & ωN for (ξ, ξ2) ∈ Kξ and ξ ∈ [N + 3ω,N + 4ω]. Thus, since
|σ(ξ, ξ2)tN | . 1, we get
B2 . N
−3s+1ω−3/2N−2ωχ[N+3ω,N+4ω](ξ)
∼ N−3s−1−β/4χ[N+3ω,N+4ω](ξ).
(4.16)
Since −3s− β/4− 1 < −3s− 3β/4− ǫ given that β < 2, we conclude
B1 −B2 & N−3s−3β/4−ǫχ[N+3ω,N+4ω](ξ),
for N ≫ 1. Thus, from this fact we derive the following lower bound for the Hs-norm of u3(x, tN ),
‖u3(tN )‖Hs & N−3s−3β/4−ǫω1/2Ns ∼ N−2s−β/2−ǫ.
The above inequality contradicts (4.1) (k = 3) for N large given that ‖u0‖Hs ∼ 1, s < −β/4 and
0 < ǫ≪ 1.
Case dissipation β ≥ 2. In this case the contributions of B1 and B2 are equivalent and so we
require of a different estimate to bound (4.11). Let ω = ǫ1N with 0 < ǫ1 ≪ 1 to be chosen later. We first
observe that (4.12) shows that η(ξ, ξ1, ξ2) ∼ Nβ. Moreover, we claim
|σ (ξ, ξ2)| ∼ Nβ, (4.17)
|σ (ξ2, ξ1)| ∼ Nβ, (4.18)
for ǫ1 > 0 small enough, N sufficiently large and (ξ1, ξ2) ∈ Kξ with ξ ∈ [N + 3ω,N + 4ω]. For the sake
of brevity, we will only give a proof to (4.17), since (4.18) follows in a similar manner. On these terms,
since the imaginary part of σ(ξ, ξ2) is of order O(N
2), we are reduced to show that |ℜσ(ξ, ξ1)| ∼ Nβ .
Suppose that (ξ1, ξ2) ∈ K1ξ . So, since 2N ≤ ξ2 ≤ 2N + 4ω, we deduce
ℜσ(ξ, ξ2) ≤ Nα((2 + 4ǫ1)α + (1 + 2ǫ1)α − (1 + 3ǫ1)α)−Nβ((2 + 3ǫ1)β + 1− (1 + 4ǫ1)β),
and
ℜσ(ξ, ξ2) ≥ Nα((2 + 3ǫ1)α + 1− (1 + 4ǫ1)α)−Nβ((2 + 4ǫ1)β + (1 + 2ǫ1)β − (1 + 3ǫ1)β),
which clearly leads to |ℜσ(ξ, ξ1)| ∼ Nβ for ǫ1 small enough.
On the other hand, when (ξ1, ξ2) ∈ K2ξ ∪K3ξ , we have ω ≤ ξ2 ≤ 2ω and it follows
ℜσ(ξ, ξ2) ≤ −Nα((1 + 3ǫ1)α − (1 + 2ǫ1)α − (2ǫ1)α) +Nβ((1 + 4ǫ1)β − 1− ǫβ1 )
and
ℜσ(ξ, ξ2) ≥ −Nα((1 + 4ǫ1)α − 1− ǫα1 ) +Nβ((1 + 3ǫ1)β − (1 + 2ǫ1)β − (2ǫ1)β).
Note that in this case the constants with factor Nβ tend to zero as ǫ1 → 0 and they are always positive
if ǫ1 > 0. To see this, the mean value inequality yields
(1 + 4ǫ1)
β − 1− ǫβ1 ≥ (1 + 3ǫ1)β − (1 + 2ǫ1)β − (2ǫ1)β
≥ βǫ1
(
(1 + 2ǫ1)
β−1 − 2
β
(2ǫ1)
β−1
)
> 0,
(4.19)
given that β ≥ 2 and ǫ1 > 0.
Therefore, gathering the above estimates, we can choose ǫ1 > 0 small to fix the sign of the constants
involving Nβ . Consequently, we take N large to absorb the terms with Nα. At the end, we will find that
|ℜσ(ξ, ξ2)| ∼ Nβ as claimed.
Next, we consider tN as in (4.14) with 0 < ǫ≪ 1. By the Taylor expansion of the exponential function
we find
1
σ(ξ2, ξ1)
(
eη(ξ,ξ1,ξ2)tN − 1
η(ξ, ξ1, ξ2)
− e
σ(ξ,ξ2)tN − 1
σ(ξ, ξ2)
)
=
1
N2β+2ǫ
+R(ξ, ξ1, ξz), (4.20)
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where
|R(ξ, ξ1, ξz)| ≤
∞∑
k=3
∣∣∣∣η(ξ, ξ1, ξ2)k−1 − σ(ξ, ξ2)k−1σ(ξ2, ξ1) k!
∣∣∣∣ tkN ≤ O( 1N2β+3ǫ
)
.
In view of the above inequality the main contribution of (4.20) is given by N−2β−2ǫ. Thus, for N
large,
ℜ
(
1
σ(ξ2, ξ1)
(
eη(ξ,ξ1,ξ2)tN − 1
η(ξ, ξ1, ξ2)
− e
σ(ξ,ξ2)tN − 1
σ(ξ, ξ2)
))
& N−2β−2ǫ. (4.21)
Since ξ2 ∼ N and |Kξ| ∼ ω2, we get from (4.21) that∣∣∣û3(tN )(ξ)∣∣∣
& N−3sω−3/2|ξ|e(|ξ|α−|ξ|β)tN
∣∣∣∣∣
∫
Kξ
ξ2
σ(ξ2, ξ1)
(
eη(ξ,ξ1,ξ2)t − 1
η(ξ, ξ1, ξ2)
− e
σ(ξ,ξ2)t − 1
σ(ξ, ξ2)
)
dξ1 dξ2
∣∣∣∣∣
& N−3sω−3/2N
∣∣∣∣∣ℜ
(∫
Kξ
ξ2
σ(ξ2, ξ1)
(
eη(ξ,ξ1,ξ2)t − 1
η(ξ, ξ1, ξ2)
− e
σ(ξ,ξ2)t − 1
σ(ξ, ξ2)
)
dξ1 dξ2
)∣∣∣∣∣
& N−3s+2ω−3/2N−2β−2ǫω2.
The above inequality gives the following lower bound for the Hs-norm of u3,
‖u3(tN )‖2Hs ≥
∫
R
〈ξ〉2s
∣∣∣û3(tN )(ξ)∣∣∣2 χ[N+3ω,N+4ω](ξ) dξ
& ω2N−4s+4−4β−4ǫ
∼ N−4s+6−4β−4ǫ,
which in turn contradicts (4.1) for N large given that ‖u0‖Hs ∼ 1, s < 3/2− β and ǫ > 0 is arbitrary.
5 Proof of Proposition 1.1
This section is aimed to establish Proposition 1.1 in which we consider the limit behavior of the family
(1.1) when α→ β−. We first introduce some notation and preliminaries. Since our arguments are based
on energy estimates, we require the following commutator relation deduced by Kato and Ponce in [13].
Lemma 5.1. If s > 0 and 1 < p <∞, then
‖[Js, f ]g‖Lp(R) . ‖∂xf‖L∞(R)
∥∥Js−1g∥∥
Lp(R)
+ ‖Jsf‖Lp(R) ‖g‖L∞(R) , (5.1)
where
[Js, f ]g = Js(fg)− fJsg.
As it was stated in Proposition 1.1, for fixed β > 1 and u0 ∈ Hs0(R), we denote by uα the solutions
of the IVP (1.1) with growth order 0 < α ≤ β, dissipation order β and initial datum uα(0) = u0, that is,{
uαt +Huαxx − (Dαx −Dβx)uα + uαuαx = 0, x ∈ R , t > 0,
uα(x, 0) = u0(x),
(5.2)
In particular uβ denotes the solution of the Benjamin-Ono equation. Regarding existence of solutions,
since s0 > 3/2, when 0 < α < β, the results in Theorem 1.1 if 1 < β < 2 or in Theorem 1.2 if β ≥ 2
establish that there exists
uα ∈ C([0,∞);Hs0(R)) (5.3)
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solution of (5.2). This same conclusion holds when α = β due to the GWP theory established in [12, 26].
For the sake of brevity, in what follows we may assume that uβ is sufficiently regular to perform all of the
subsequent estimates. Indeed, this remark can be justified approximating u0 by smooth functions, using
the continuous dependence of the solution flow associated to BO and taking the limit in our arguments.
Notice that in contrast Theorem 1.1 and 1.2 assure that uα(t) is smooth whenever 0 < α < β and t > 0.
We are in condition to prove the first part of Proposition 1.1 in which we establish some point-wise
bound for solutions of (5.2).
Lemma 5.2. Let β > 1, u0 ∈ Hs0(R) with s0 > 3/2. For each α ∈ (0, β], let uα ∈ C([0,∞);Hs0(R))
be the corresponding solutions of (5.2) with initial data u0. Then there exist T > 0 and a function
g ∈ C([0, T ]; [0,∞)) such that
‖uα(t)‖Hs0 ≤ g(t), t ∈ [0, T ].
Proof. Applying the operator Js0 to (5.2) and multiplying the resulting expression by Js0uα yields
d
dt
‖uα(t)‖2Hs0 =
∫
(Dαx −Dβx)Js0uα(t)Js0uα(t) dx −
∫
Js0(uα(t)∂xu
α(t))Js0uα(t) dx (5.4)
In view of Plancherel’s identity∫
(Dαx −Dβx)Js0uα(t)Js0uα(t) dx ≤
∫
|ξ|≤1
(|ξ|α − |ξ|β)|〈ξ〉s0 ûα(ξ, t)|2 dξ ≤ 2 ‖uα(t)‖2Hs0 . (5.5)
From the above expression, Lemma 5.1 to deal with second term on the right-hand side of (5.4) and
Sobolev’s embedding ‖uαx‖L∞ . ‖uα‖Hs0 , there exists a constant c > 0 independent of α such that
d
dt
‖uα(t)‖2Hs0 ≤ c
( ‖uα(t)‖2Hs0 + ‖uα(t)‖3Hs0 ). (5.6)
Letting h(t) = ‖uα(t)‖2Hs0 e−ct, (5.6) yields the differential inequality
− d
dt
(
1
h(t)1/2
)
≤ c
2
ect/2, h(0) = ‖u0‖2Hs0 . (5.7)
Integrating the above expression between 0 and t we find
1
h(0)1/2
− 1
h(t)1/2
≤ (ect/2 − 1) (5.8)
and so replacing h(t) by ‖uα(t)‖2Hs0 e−ct and solving for ‖uα(t)‖Hs0 we arrive at
‖uα(t)‖Hs0 ≤
‖u0‖Hs0 ect/2
1− ‖u0‖Hs0 (ect/2 − 1)
=: g(t). (5.9)
Consequently the above inequality concludes the proof of the lemma after taking any fixed time T in the
interval (0, 2c log
( 1+‖u0‖Hs0
‖u0‖Hs0
))
.
Next we prove (1.6). Here we assume that s0 > 3/2 + max {β/2, 1} and s < s0 −max {β/2, 1}. By
continuity of the Sobolev embedding, it is sufficient to establish (1.6) when 3/2 < s < s0 −max {β/2, 1}.
In this manner, by Lemma 5.2, there exist T > 0, M > 0 such that
sup
0<α≤β
sup
t∈[0,T ]
‖uα(t)‖Hs0 ≤M, (5.10)
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where uα ∈ C([0, T ];Hs0(R)). Let us first establish continuity at the left-hand side of β. Let 0 < α < β
and define w = w(α, β) = uα − uβ, we find that w solves{
wt +Hwxx − (Dαx −Dβx)w − (Dαx −Dβx)uβ + wuαx + uβwx = 0, x ∈ R, 0 < t < T,
w(0) = 0.
(5.11)
After applying Js to the equation in (5.11) and multiplying the resulting expression by Jsw it is deduced
1
2
d
dt
‖w(t)‖2Hs =
∫
(Dαx −Dβx)JswJsw dx+
∫
(Dαx −Dβx)JsuβJsw dx
−
∫
Js(wuαx)J
sw dx−
∫
Js(uβwx)J
sw dx
=:Iα + IIα + IIIα + IVα.
(5.12)
Let us estimate the contribution of each term on the right-hand side of the above equation. By Plancherel’s
identity and (5.10), we find
Iα ≤
∫
|ξ|≤1
(|ξ|α − |ξ|β)|Ĵsw(ξ, t)|2 dξ ≤ max
0<|ξ|≤1
{|ξ|α − |ξ|β} ‖w(t)‖2Hs0
.
(α
β
)α/(β−α)(β − α
β
)
M2,
(5.13)
where we have used that the function f(x) = xα − xβ on [0, 1] reaches its maximum at xmax =
(α/β)
1/(β−α)
. Using that |ξ|α/2 + |ξ|β/2 . 〈ξ〉β/2 and that s0 > s+ β/2,
|IIα| =
∣∣ ∫ (|ξ|α/2 − |ξ|β/2)Ĵsuβ(|ξ|α/2 + |ξ|β/2)Ĵsw dx∣∣
.
∥∥∥(|ξ|α/2 − |ξ|β/2)Ĵsuβ∥∥∥
L2
‖w‖Hs+β/2 .M
∥∥∥(|ξ|α/2 − |ξ|β/2)Ĵsuβ∥∥∥
L2
.
(5.14)
Writing
IIIα = −
∫
[Js, w]uαxJ
sw dx−
∫
wJsuαxJ
sw dx,
we can use the above display, Lemma 5.1, Sobolev embedding ‖wx‖L∞ . ‖w‖H3/2+ , the fact that s0 >
s+ 1, s > 3/2 and (5.10) to infer
|IIIα| . ‖wx‖L∞ ‖uα‖Hs ‖w‖Hs + ‖uαx‖L∞ ‖w‖2Hs + ‖w‖L∞ ‖uα‖Hs+1 ‖w‖Hs
.M ‖w‖2Hs .
(5.15)
Integration by parts shows
IVα = −
∫
[Js, uβ]wxJ
sw dx−
∫
uβJswxJ
sw dx = −
∫
[Js, uβ]wxJ
sw dx+
1
2
∫
uβx |Jsw|2 dx,
which together with Lemma 5.1 and (5.10) imply
|IVα| .
∥∥uβx∥∥L∞ ‖w‖2Hs + ∥∥uβ∥∥Hs ‖wx‖L∞ ‖w‖Hs .M ‖w‖2Hs . (5.16)
Plugging (5.13), (5.14), (5.15) and (5.16) on the right-hand side of (5.12), there exists a constant c = c(M)
depending on M as in (5.10) and independent of α such that
d
dt
‖w(t)‖2Hs ≤ c
(α
β
)α/(β−α)(β − α
β
)
+ c
∥∥∥(|ξ|α/2 − |ξ|β/2)Ĵsuβ(t)∥∥∥
L2
+ c ‖w(t)‖2L2 .
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or equivalently
d
dt
( ‖w(t)‖2Hs e−ct) ≤ c(αβ )α/(β−α)
(
β − α
β
)
e−ct + c
∥∥∥(|ξ|α/2 − |ξ|β/2)Ĵsuβ(t)∥∥∥
L2
e−ct.
Integrating the last inequality between 0 and t and recalling that w(0) = uα(0)− uβ(0) = 0, we get
∥∥uα(t)− uβ(t)∥∥2
Hs
≤ (α
β
)α/(β−α)(β − α
β
)
ecT + cecT
∫ T
0
∥∥∥(|ξ|α/2 − |ξ|β/2)Ĵsuβ(τ)∥∥∥
L2
dτ. (5.17)
Therefore, to obtain continuity as α → β−, the right-hand side of (5.17) reduces our considerations to
establish ∫ T
0
∥∥∥(|ξ|α/2 − |ξ|β/2)Ĵsuβ(τ)∥∥∥
L2
dτ → 0 as α→ β. (5.18)
Using again that ||ξ|α/2 − |ξ|β/2| . 〈ξ〉β/2,∣∣∣(|ξ|α − |ξ|β)Ĵsuβ(ξ, τ)∣∣∣2 . ∣∣∣ ̂Js+β/2uβ(ξ, τ)∣∣∣2 (5.19)
and so given that s0 > s+ β/2,∥∥∥(|ξ|α/2 − |ξ|β/2)Ĵsuβ(τ)∥∥∥
L2
. sup
t∈[0,T ]
∥∥uβ(t)∥∥
Hs+β/2
.M. (5.20)
In this manner, since point-wise |ξ|α − |ξ|β → 0 as α → β−, (5.19) and Lebesgue dominated conver-
gence theorem yield
∥∥∥(|ξ|α/2 − |ξ|β/2)Ĵsu(τ)∥∥∥
L2
→ 0, τ ∈ (0, T ). This conclusion, (5.20) and Lebesgue
dominated convergence theorem (on the time variable τ) imply (5.18). From this, we get continuity as
α → β− for the function α ∈ (0, β) 7→ uα ∈ C([0, T ];Hs(R)). A similar reasoning as above, using that
||ξ|α/2 − |ξ|α′/2| . 〈ξ〉β/2 whenever α, α′ ∈ (0, β] establishes continuity when α ∈ (α, β). The proof of
(1.6) is now completed.
6 fDBO on the Torus
In this section we briefly indicate the modifications needed to prove Theorem 1.4. The periodic Sobolev
spaces Hs(T) are endowed with the norm
‖φ‖2Hs =
∑
k∈Z
〈k〉2s|φ̂(k)|2.
Let s ∈ R and 0 < t ≤ T ≤ 1 fixed. We consider the spaces
Y˜ sT =
{
u ∈ C([0, T ];Hs(T)) : ‖u‖Y˜ sT <∞
}
,
where
‖u‖Y˜ sT := supt∈(0,T ]
(
‖u(t)‖Hs(T) + t|s|/β ‖u(t)‖L2(T)
)
. (6.1)
Note that when s ≥ 0, Y˜ sT = C([0, T ];Hs(T)) and ‖u‖Y˜ sT ∼ ‖u‖L∞T Hsx , since 0 < T ≤ 1.
Comparing with the real line case, here the semigroup {S(t)}t≥0 on Hs(T) is contractive which clearly
follows from the fact that |k|α − |k|β ≤ 0 for all integer k and so e(|k|α−|k|β)t ≤ 1 for all t ≥ 0.
On the other hand, since the proof of Proposition 2.1 and 3.2 depends on some change of variables,
we must proceed with a bit more care.
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Proposition 6.1. The results in Proposition 2.1 and those in Proposition 3.1 setting 0 < t ≤ 1 are still
valid in the periodic case.
Proof. Let m ≥ 0 and s ∈ R. Since |k|α − |k|β ≤ |k|β/2 when |k| ≥ 2 1β−α , and |k|α − |k|β ≤ 0 for all
integer k, we find∥∥∥|k|m〈k〉se(|k|α−|k|β)t∥∥∥2
l2(Z)
.
∑
0≤k≤2
1
β−α
|k|2m〈k〉2s +
∑
k>2
1
β−α
|k|2m〈k〉2se−|k|βt
.
∑
0≤k≤2
1
β−α
|k|2m〈k〉2s +
∑
k>2
1
β−α
∫ k
k−1
|ξ + 1|2m〈ξ〉2se−|ξ|βt dξ
. 1 +
∥∥∥∥〈ξ〉se− |ξ|β2 t∥∥∥∥2
L2(R)
+
∥∥∥∥|ξ|m〈ξ〉se− |ξ|β2 t∥∥∥∥2
L2(R)
.
(6.2)
Therefore, inequality (6.2) allow us to argue exactly as in the proof of Propositions 2.1 and 3.1 to derive
analogous time decay estimates. Furthermore one can see that the factor ψα,β(t) is not needed to bound
the exponential term e−
|ξ|β
2 t in each of these estimates. Finally, since 0 < t ≤ 1, the constant term on
the right-hand side of (6.2) can be bounded by t−r, for any r > 0.
Gathering the above results we deduce that Proposition 3.2 is valid in the periodic setting. Thus,
for the range β > 3/2 with growth order 0 < α < β, we can repeat the same arguments in the proof of
Theorem 1.2 changing Hs(R) and Y sT , respectively by H
s(T) and Y˜ sT . This concludes the GWP part of
Theorem 1.4.
Next we show Theorem 1.3 (i) for the periodic case. Here, we define the function u0 via its Fourier
series by
û0(k) =
{
N−s, if k = N or k = 1−N,
0, otherwise,
(6.3)
for N ≫ 1. Noting that σ(1, N) = σ(1, 1−N) (with σ defined by (4.4)), it is deduced that
û2(1, t) = N
−2se−it
eσ(1,N)t − 1
σ(1, N)
. (6.4)
Therefore since |σ(1, N)| ∼ Nβ for N large, we can follow the ideas behind (4.6) with tN = N−β−ǫ to
obtain
‖u2(tN )‖Hs & |û2(1, tN)| & N−2s−β−ǫ. (6.5)
Thus, (6.5) contradicts (4.1) (k = 2) given that ‖u0‖Hs ∼ 1 and s < −β/2 with 0 < ǫ≪ 1.
Finally, we discuss how to extend the conclusions of Proposition 1.1 to the periodic setting. In this
context one can follow the same ideas dealing with the real line case, employing the periodic Kato-Ponce
type inequality deduced in [10] and replacing Lebesgue dominated convergence theorem by Weierstrass
M-test. It is worth to emphasize that since |k|α − |k|β ≤ 0 for all integer k ∈ Z some of the estimates in
the proof of Proposition 1.1 are simplified in the present case. For instance, the corresponding equation
to (5.5) satisfies ∫
T
(Dαx −Dβx)Js0uα(t)Js0uα(t) dx =
∑
k
(|k|α − |k|β)|Ĵs0uα(k, t)| ≤ 0 (6.6)
and in a similar way, the estimate (5.13) adapted to Hs(T) assures that Iα ≤ 0. This encloses all the
conclusions stated in Theorem 1.4.
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