approach, by John R. Dormand, CRC Press, Boca Raton, FL, 1996, x+368 pp., 24 cm, hardcover, $69.95
The motivation behind this book is to present numerical methods for ODEs from a practical, computational point of view, in a fashion readable by a wide audience including undergraduate students and engineers. (The author is well-known for his scientific work in this field, in particular concerning Runge-Kutta methods.) The book contains a very readable and practically oriented introduction to the relevant classes of one-step and multistep methods, including practically important topics like dense output, stepsize control, variation of stepsize in the multistep context and global error estimation. Stiff equations, second order equations and some PDE aspects are discussed in separate chapters. Quite a number of numerical examples are included.
I agree with the author's position that complete mathematical rigor is not the essential criterion for such a text. However, sometimes a deeper discussion would be desirable. Concerning one-step schemes, for instance, stability is mentioned only in the context of stiff problems. (We all know that stability for sufficiently small stepsizes is a simple and natural property of one-step methods. Nevertheless, such a text should more clearly explain this fact.) Concerning the stiffness phenomenon, I suspect that the author's explanation will not be very helpful to the beginner. On the other hand, lengthy derivations of various Runge-Kutta coefficient sets could rather be omitted.
A floppy disc with Fortran 90 sample programs is included. These are not designed to be very general or especially robust but are perfectly applicable (after some modifications, if necessary) to a wide range of standard problems. By the way, these codes illustrate how to make use of powerful Fortran 90 features like array operations or modules.
Notwithstanding the above comments, one may say the author has achieved his goal: The book gives a fairly complete overview on the relevant methods; it clearly explains how they behave and how they can be implemented and controlled. As the author writes in the Preface to the English Edition: "The book contains the methods and bases of functional analysis that are directly adjacent to the problems of numerical mathematics and its applications". The book reflects a course given by the author to students at the Moscow Institute for Physics and Technology over several years, and is readily accessible to anyone with a course in real analysis, in ODEs, and in numerical analysis.
Winfried Auzinger
The material is organized into just three chapters. Chapter 1 brings the basics of linear metric spaces, using best approximation (and some other extremal problems) to illustrate their use. Chapter 2 covers linear operators and linear functionals, bringing the standard functional analysis material (uniform boundedness principle, Hahn-Banach, though not open mapping/closed graph, but also eigenstructure and resolvent of an operator), and applying it to variational methods for the minimization of quadratic forms, and culminating in a discussion of generalized solutions to second-order elliptic equations. The final chapter deals with iterative methods for the solution of operator equations, including convergence acceleration, solving a corresponding variational problem, and, of course, Newton's method, all in a Banach or Hilbert space setting.
Although the book is based on a course, there are no problems. There are no references given for results which are stated but not proved, but the bibliography is rich enough to supply everything needed (largely from standard Russian books).
This book could easily be improved materially by having it copy-edited by someone wholly conversant with English and English mathematical terminology. While 'Minkowskii' and 'Boltsano' are still recognizable, 'quadrature functional' (for 'quadratic functional') is trickier, as is 'complement' (for 'completion') of a metric space, or 'reversible' (for 'invertible'), or 'diagram' (for 'graph') of a function, and 'Relay ratio' (for 'Rayleigh quotient') or 'Pyphagor' (for 'Pythagoras') is simply unacceptable. There is also the understandable, but often mathematically misleading, haphazard use of the articles 'the' and 'a'. In contrast, the preference for the standard Russian attribution of results, reflected in the names given them, might help to broaden the horizons of students not raised there. tation using standard techniques, and the books describe the algorithms in some detail and list the programs in full. Thorough and quite different reviews were given by F. N. Fritsch, Reviews 3 During the last 30 years, the linear-quadratic optimal control problems in both continuous-time and discrete-time have belonged to the most studied problems in systems and control theory. The theory is now very mature and it is well-known that the optimal control for these problems in case of an infinite-time interval under standard assumptions is obtained via particular solutions of certain algebraic Riccati equations (AREs). In case of continuous-time systems this is an equation of the form
while for discrete-time systems we have
In both cases, A, Q, X ∈ R n×n , B ∈ R n×m , R ∈ R m×m , and Q, R as well as the sought-after solution X are assumed to be symmetric. (Throughout the book it is also assumed that Q is positive semidefinite, and most of the time that R is positive definite.) Equation (1) In recent years, the attention of the control community has been drawn more and more to the field of robust control where the performance index is given by constraints for the closed-loop system rather than by minimizing a quadratic cost functional as in the case of linear-quadratic optimal control problems. It turns out that many methods in this field also lead to the solution of AREs.
Therefore, AREs have been solved and are solved quite frequently in computeraided control system design (CACSD). This explains the large effort spent on developing algorithms to solve AREs, leading to a variety of computational methods having different benefits and shortcomings. Although still many important problems have not been solved, the field of numerical algorithms for AREs has matured. A textbook treatment giving some advice on which method to use under which circumstances will certainly be most welcome by control engineers. An in-depth treatment of the methods will be appreciated by numerical analysts working in the field of computational methods in control and systems theory. The present book is to the best of my knowledge the first one devoted completely to these goals. The topic has been treated in many survey papers and textbooks, most recently the state of the art is described in [4, 5, 6] , but a detailed study of implementation details of the algorithms in question has been missing so far. The author, Vasile Sima, who has implemented himself many of the numerical algorithms considered in the book, addresses this issue using the full power of the fertile field of numerical linear algebra. He provides templates as building blocks for all the considered algorithms in an easy to comprehend pseudo-code that is mostly based on MAT-LAB notation. The core computations of all algorithms are based on LAPACK or LAPACK-style subroutines. As the discussion of computations goes down to the lowest levels of computations, this enables the reader to implement all discussed algorithms in MATLAB or, using the public domain BLAS and LAPACK packages, in FORTRAN.
The first chapter of this book gives an overview of the theoretical background of linear-quadratic optimization problems as well as of the numerical linear algebra algorithms necessary for the algorithms to be discussed in later chapters. First, the standard linear-quadratic optimal control problem is discussed in the general setting of time-variant systems and arbitrary time intervals. Its solution by Riccati differential equations (RDEs) is derived using the Hamilton-Jacobi equations before specializing the results to time-invariant problems for the interval [0, ∞] such that the RDE reduces to an ARE. The dual problem of estimation is discussed for the discrete-time case showing that this problem can also be solved via AREs. Next, some extensions are considered that are also reducible to the standard problem before turning to topics in robust control where the outlined approach to the H 2 optimal control problem again leads to the solution of AREs. Section 1.4 gives an overview of the available numerical software for linear algebra computations (which are at the heart of any ARE solver!), using some basic algorithms to introduce the description and presentation of algorithmic templates used throughout the book. The remainder of Chapter 1 deals with some special algorithms for difference Riccati equations and sequential state estimation. Somewhat hidden at the end of the first chapter, defect correction for AREs is discussed. As all numerical methods to solve AREs have substantial shortcomings, this technique is of major importance and should always be used to improve an approximate solution computed by any ARE solver. Therefore, a more emphasized presentation of this topic would have been appropriate.
The rest of the book deals with numerical algorithms for AREs, thereby acknowledging the outstanding role played by AREs in linear-quadratic optimization. In Section 2, the Newton iteration for continuous-time and discrete-time AREs is discussed. As AREs can be considered as sets of nonlinear equations, it is not surprising that Newton's method is one of the oldest methods studied for their solution. Used as a solver for AREs, Newton's method requires a stabilizing initial guess which leads the author to describing various techniques for stabilizing constant linear systems (an important topic itself!). At the core of these techniques as well as the Newton iteration itself, Lyapunov equations (i.e., sets of linear matrix equations) must be solved. Well-known algorithms for this problem and also for the solution of the more general Sylvester equations are discussed. The wellknown Bartels-Stewart algorithm for the numerical solution of Lyapunov equations requires an initial transformation of the coefficient matrix to Schur form which is usually accomplished using the QR algorithm. This leads the author to describing the QR algorithm in a very detailed way that gives much insight into the tricky implementation issues that lie far beneath the standard textbook treatments as for instance given in [1] . The presentation reveals the enormous amount of work necessary to make a rather simple looking algorithm work on a computer. A criticism of this section evolves around the fact that the author follows the folklore approach followed in the literature concerning Newton's method for AREs. The erroneous or incomplete proofs for its properties are taken over from several sources. Fortunately, in [3] , a correct and complete proof using only minimal assumptions on the underlying system is given that shows that Newton's method really has all the properties attributed to it.
Chapters 3 and 4 approach the solution of AREs exploiting the connection of AREs and certain eigenvalue problems. The solution of the ARE (1) can be found by computing the stable invariant subspace of the corresponding Hamiltonian matrix while the ARE (2) can be solved by determining the stable invariant subspace of the corresponding symplectic matrix or, if A is singular, via the stable deflating subspace of the corresponding symplectic matrix pencil. Here stable subspace means that in case of (1) The standard approaches to compute the required invariant/deflating subspaces are the computation of the (generalized) Schur form of the matrix (matrix pencil) in question followed by a re-ordering of eigenvalues. These approaches, called the (generalized) Schur vector methods, are outlined in Chapter 3, making use of the already described QR iteration (Chapter 2) and the QZ algorithm for matrix pencils. The implementation details of the latter algorithm are again given and a special emphasis is laid on the necessary eigenvalue re-ordering routines.
The last chapter of the book deals with methods that are also based on the invariant/deflating subspace approach just described but also exploit the given structure of the matrices/matrix pencils. As a satisfactory structure-exploiting/preserving method for symplectic matrices/pencils is yet not known, the author restricts himself to the more advanced field of structured methods for the continuous-time ARE (1) . The methods presented are the matrix sign function method, the Hamiltonian SR algorithm based on symplectic (but non-orthogonal) similarity transformations, and the multishift method which uses only orthogonal and symplectic similarity transformations.
An appendix with a comparison of all solvers for the ARE (1) and another appendix with notation and abbreviations complete the book.
The presentation of methods is very clear. The mathematical background is discussed before presenting the method. Implementation issues are described in a very detailed manner and are put together to provide an algorithmic template for each method. Every algorithm is accompanied by several examples illustrating the use of the discussed algorithm. (Most of the examples are taken from the control literature and provide data from "real" control problems which makes the book a valuable source of examples for testing ARE solvers.) Also, applications and limitations of each algorithm are discussed, where a special emphasis is given to numerical robustness and reliability of the presented methods. For the algorithms discussed in Chapters 3 and 4 it is pointed out that it is usually necessary to iteratively improve the algorithm by the defect correction method presented in Chapter 1, and the results of such improvements are reported. This part of the book benefits from the long experience of the author in implementing and testing the various algorithms available for the numerical solution of AREs.
One criticism of the book is that often referencing is not consistent or up to date. For instance, the fundamental paper describing the matrix sign function method by Roberts dating from 1971 [7] is not mentioned but the method is attributed to later sources. Another example is the optimal scaling problem for discrete-time AREs for which ". . . it is not yet clear how the problem could be scaled." (page 246, footnote). The solution of this problem has already been published in 1992 [2] . As research around AREs is still very active, many recent publications, particularly new algorithmic developments and results concerning sensitivity and conditioning of AREs, could not be incorporated into the book.
Altogether, Sima's book provides a valuable reference for scientists and engineers working in the field of CACSD and other areas where the numerical solution of linear-quadratic optimization problems and AREs is an issue. It helps choosing the right algorithm and gives detailed guidance how to implement the proposed methods. This book provides Fortran software on an included diskette for computing numerical values of important special functions. The scope of coverage is a subset of the functions found in Abramowitz and Stegun [1] . Among the omissions are Coulomb wave and Weierstrass elliptic functions, but this hardly alters the fact that the authors undertook a giant task in coding original programs and writing documentation for them in this book. The programs are all encoded in double precision, and the text implies (without making any explicit statement) that results are good to single precision.
What is the audience for this book? Numerical analysts? Unlikely, since there is almost no mathematical development of the mostly standard methods that are used or quantitative derivation of bounds or estimates for rounding and truncation errors. Library developers? Probably not, because a lot of additional work would be required to bring the programs up to current standards of software engineering with respect to accuracy, portability and error handling. Educators? Possibly. As an auxiliary resource in a technical course of study, or for a person interested in selfstudy, the book gives a realistic flavor of how functions are computed. Engineers and scientists? Maybe. The authors are professors of engineering, and the book does provide an inexpensive source of tolerable software for many functions, some of which are not easy to find elsewhere. However, those who use special functions regularly in computation will be aware of libraries such as IMSL, NAG and SLATEC, engineering packages such as Mathcad, symbolic systems such as Macsyma, Maple and Mathematica, and software repositories such as Netlib, all of which provide considerable support for special functions. Also, the recent books [2, 3, 4] , similar in content and style to the book under review here, can be consulted.
Consider a typical chapter, say the one on J ν (z) and Y ν (z) (other Bessel functions are treated in separate chapters). The chapter has 9 sections. The first gives a collection of basic formulae accompanied by sketchy commentary and a few simple figures. The next four sections are devoted to computation of J ν (z), Y ν (z) in the cases (1) z real and ν ∈ {0, 1}, (2) z real and ν a positive integer, (3) z complex and ν a positive integer, (4) z complex and ν real and positive. This arrangement, which reflects algorithmic conveniences, is consistent with other software packages and libraries. Each of these sections discusses a computational approach and relates it to a program listed in full in the text. Mathematical details are kept to a minimum in these discussions, though the authors do not neglect the basic requirements of successful numerical computation of special functions, such as choosing crossover points wisely and running recurrence processes in the stable direction. A feature that may tilt the orientation of the book toward educators is the development of alternative methods and programs in each of cases (1) through (4) . Section 6 assesses accuracy and validity using consistency and comparison checks. The software of Section 7 computes zeros of the functions by Newton's method. The use of asymptotic expansions, illustrated in [1, p. 387] , would avoid unnecessary loss of precision through cancellation but is not considered. Section 8 shows how to apply the previous software to compute lambda functions, and the final section gives 15 pages of numerical values in tables computed by the authors' software.
I have enjoyed reading this book. Indeed once I picked it up, I found it hard to put down until I had gone through it. This book has a truly panoramic view of the subject, beginning with elementary ideas, and then proceeding to the most advanced aspects of the material. It is thorough in its treatment of the various topics. The first chapter Fundamentals of Ocean Acoustics is a very nice introduction of the material from a historical perspective, and also presents a large number of facts in a very economical manner. The Normal Modes method is treated in chapter 5. Here the homogeneous Helmholtz equation is investigated using separation of variables. The usual modal expansion of the Green's function is derived. A generalized derivation including the possibility of a continuous spectrum is given. It is shown that in the case of the Perkeris waveguide, which has a finite depth iso-velocity region over a semiinfinite iso-velocity region, one obtains a singular eigenvalue problem. A spectral representation is then used to represent the acoustic pressure. One obtains a representation including a sum of residues plus a branch-line integral. One method for solving the modal equations is by finite difference techniques, which are then used. Various other numerical approaches such as shooting methods, layer methods, etc. are considered. An extension of these methods to range-dependent environments is also included in this chapter.
Chapter 6 is devoted to parabolic approximation methods. The authors begin with a derivation in the case of the Helmholtz equation and proceed to give several parabolic wave equations based on various expansions of the square-root operator. For the elastic seabed they present Collin's parabolic approximation of the Navier equations. This work was completed just prior to publication of the book. Hence, the book is very much up-to-date. This work, however, has been recently extended to the case of poro-elastic seabeds; see for example, Collins [2] , Buchanan-Gilbert-Lin [1] , [3] and the references therein. In order to obtain the correct far-field by the parabolic approach it is necessary to have a proper starting field; hence, there are sections on analytic starters, and generalized Gaussian sources etc. Chapter 7 begins with a general introduction to finite difference methods for second order equations in two independent variables. Then a general introduction to finite-element methods is given for two-and three-dimensional partial differential equations. Chapter 8 Broadband Modeling contains material on fast Fourier transforms, sampling, complex frequency integration, spectral techniques, etc.
Chapter 9 on Ambient Noise treats surface noise. A derivation of the crossspectral density is given. In the appendix to this chapter the cross-spectral density is calculated from noise sources on a circular area. The last chapter, 10, on Signals in Noise deals with beamforming, linear beamforming, adaptive beamforming, matched-field processing, etc.
All-in-all this is a very nice book. If I were to recommend a book to someone starting in ocean acoustics, who wished to get a modern overview of ocean acoustics quickly, it would be this book. It is complete, up-to-date, has a historical perspective, and explains rather complicated issues in a straightforward and clear manner. There is a detailed bibliography after each chapter for pointers to further reading. This book certainly belongs on the shelf of every person working in ocean acoustics. In 1990, SIAM (the Society for Industrial and Applied Mathematics) began a regular column in its newsletter to explore current applications and methods in parallel computing and other advanced-architecture computing. The column, which still exists, provides a place for people to describe how they are using highperformance computers to solve very large and difficult real-world problems, or to review research in relevant algorithms. The first 30 columns are reprinted in this book. Together, they provide a useful picture of this fast-moving field. A few of the applications are: electronic structure, molecular dynamics, combustion chemistry, financial modeling, and electromagnetic scattering. The algorithmic articles cover ordinary and partial differential equations, optimization, computational geometry, load balancing, and other areas. The editor's own article, Advanced Architectures: Current and Future, does a good job of setting the stage for the other articles. It was rewritten completely to account for architectural developments since its original appearance in 1990.
Daniel W. Lozier

