Introduction
Holonomy theory is a very rich field of research between differential geometry and algebra for about a century. When Cartan classified Riemannian symmetric spaces in 1926 [5] , he thereby also classified the irreducible holonomy groups of such spaces. Irreducible here means that the natural representation of the holonomy group on the tangent space, the holonomy representation, does not leave invariant any proper subspaces. Thirty years later Berger classified simply-connected semi-Riemannian manifolds with irreducible holonomy which are not locally symmetric [3] . The result is the well known Berger list for Riemannian and pseudo-Riemannian manifolds. In 1987, Bryant finally showed that manifolds with holonomy G 2 and Spin(7) exist [4] . Thus, in the Riemannian case each group on Berger's list is indeed realizable by a metric, i.e. there exists a Riemannian metric such that its holonomy group is equal to that one on Berger's list. It follows that the (reduced) holonomy groups of irreducible, not locally symmetric Riemannian manifolds are completely classified.
In the case of pseudo-Riemannian manifolds the situation is more complicate. Since the holonomy representation can have degenerate subspaces, it is not sufficient to classify only irreducible holonomy groups. It is necessary to consider indecomposable ones as well, where indecomposability means that the holonomy representation does not leave invariant any proper, non-degenerate subspace.
While the holonomy of irreducible pseudo-Riemannian manifolds is also classified by Berger's list, little is known about the holonomy of the indecomposable ones, especially about those with index greater than 2. Holonomy groups of Lorentzian manifolds were classified by Leistner [18, 11] , while Galaev classified those of pseudoKählerian manifolds of index 2 [12] and Einstein not Ricci-flat pseudo-Riemannian manifolds [13] . Beside these classifications only some results associated with certain special geometries are known (cf. [14, 17, 9] ).
This article treats of pseudo-Riemannian manifolds with signature (4, 3) and their holonomy. Throughout this article, manifolds are assumed to be simplyconnected such that holonomy coincide with reduced holonomy and Berger's results are applicable. If a manifold with signature (4, 3) has irreducible holonomy, then it is either generic SO(4, 3) or G and G c 2 . For any real vector space V one can thus describe G * 2 as the stabiliser of a generic real 3-form ω ∈ Λ 3 V * on V . Before elaborating the details, notice some other characterisations based on stabiliser properties of G * 2 . It is also the stabiliser of a non-isotropic element of the real spinor representation of Spin (4, 3) or of an specific cross product on R 4, 3 . Each of these approaches correspond to each other, see [15] for a detailed description. Furthermore, G * 2 is the automorphism group of the split octonion algebra, which is a more classical characterisation approach. Now, let V be a 7-dimensional real vector space on which G * 
where ι is the interior product. See [4] for details. With respect to this inner product consider G * 2 as a subgroup of SO (4, 3) , now under the identification V ∼ = R 
with s i ∈ R. The Lie algebra g * 2 also exhibit the structure of a |3|-graded Lie algebra. Thus, it exists a direct sum vector space decomposition
The commutator of two elements h(A, v A , y A ) and h(B, v B , y B ) is given by
It is appropriate to introduce some further notation at this point, which is adapted from [8] . First, define the Lie algebras
Then, under the identification
consider the algebra h III as a semi-direct product
where elements A ∈ gl(2, R) act on m by
Furthermore, identify GL(2, R) with a subgroup of diagonal block-matrices in G * 2 using the map
and note the adjoint action on h III given by
Later on, elements of h are conjugated several times with elements of the form exp(h(0, v, y)). The adjoint action is given by
The classification theorem for Type III algebras was already proven in [7] , but it is restated here as it becomes more simple when dealing with Type III algebras alone. First of all, it is a well known fact that every holonomy algebra is a Berger algebra, i.e. h ⊂ h III has to satisfy Berger's first criterion. Next, consider
the space of algebraic curvature endomorphisms, and define the space
Berger's first criterion now implies h = h for h being a holonomy algebra. A parametrisation for the space K(h) is given in the case of Type I algebras by [8] .
Since h III ⊂ h I , in principle the same parametrisation is used for Type III algebras.
Lemma 1. In the case of Type III algebras the space K(h) can be parametrised by a 1 , a 2 , a 3 , d 1 , d 2 ∈ R, c k , j k ∈ R with k = 1, . . . , 4 and v 1 , v 2 , t ∈ R, where R = h(A, v, y) is given by the data in Table 1 .
Proof. The Lemma follows directly from Proposition 2.8 in [8] and the fact that
Some last piece of notation is necessary before stating the main theorem from [8] for Type III holonomy algebras. Therefore, define the following matrix algebras
Theorem 2 ([9], Type III holonomy algebras). If h is of Type III, then there exists a basis of V such that we are in one of the following cases
Proof. Let b i be the basis chosen as in (2), with dual basis b i as in (1) . By [8] the three-dimensional socle S of h is spanned by b 1 , b 2 , b 3 , where the line spanned by R·b 1 is isotropic. The socle splits under the semi-simple action of h into S = R·b 1 ⊕Ŝ, whereŜ = span{b 2 , b 3 } (cf. [8] ). Since h acts semi-simply onŜ, a acts semi-simply on R 2 . Thus, a ∈ {0, gl(2, R), sl(2, R}) or it is conjugated to one of the algebras
First, exclude a = R · C a . By Table 1 this implies the system of linear equations
for an arbitrary parameter α ∈ R. The system has only the trivial solution, which is a contradiction to Berger's first criterion h(C a , v 0 , y 0 ) ∈ h, for some v 0 ∈ R and y 0 ∈ R 2 . Next, note that in the remaining cases v = v ∈ R h(0, v, y) ∈ h, y ∈ R 2 = 0. In order to see this assume v = 0 and consider first the case a = sl(2, R). By indecomposability of the holonomy representation the kernel of h is necessarily isotropic. Then, for each A ∈ a there exists a unique element v a such that h(A, v a , y) ∈ h for some y ∈ R 2 . Otherwise the non-isotropic vector b 4 would be in ker h. The map ω : A → v A is a cocycle with respect to the representation ρ : a → gl(R) ∼ = R, ρ(A)v = tr(A) · v, which is just the trivial representation in the case of sl(2, R). This can be seen easily seen by calculating
By semi-simplicity of sl(2, R) and Whitehead's first lemma ω is a coboundary such that v A = tr(A) ·v for somev ∈ R. Now, conjugating with the element exp(h(0,v, 0)) according to (4) , the projection to {h(0, v, 0) | v ∈ R} is trivial. This implies b 4 ∈ ker h which is a contradiction to ker h being necessarily isotropic. Hence, v = 0.
For the other algebras one can argue similarly. Again, assume v = 0 and by indecomposability ker h is isotropic which implies the existence of a unique v A for each A ∈ a such that h(A, v a , y) ∈ h for some y ∈ R 2 . The map ω : A → v A is still a cocycle. Now, there are two subcases: Firstly, for the unit I ∈ a, by above considerations,
After conjugation with exp(h(0, 2 · v I , 0) the projection to {h(0, v, 0) | v ∈ R} is again trivial and the contradiction follows as before. Secondly, for a = R · diag(1, µ) choose I ′ = diag(1, µ). Then, the same argument holds using I ′ instead of the unit I. For a = 0 the proposition follows directly from indecomposability. Next, by v = 0 and Table 1 obtain v 1 = 0 or v 2 = 0, hence one find that y = y ∈ R 2 h(0, 0, y) ∈ h = 0. Now, if a ∈ {0, gl(2, R), sl(2, R), co(2)} one has y = R 2 , as there is no onedimensional, invariant subspace of R 2 . Thus, a ⊂ h and h ∩ m = m(1, 2), which implies h = a ⋉ m (1, 2) .
Assuming a ⊂ d, it follows that the parameters in column A of Table 1 
Finally, in the case a = 0 follows y = R 2 or y = (1, 0) ⊤ by Table 1 after suitable conjugation. 
Local Type III metrics
In this section a procedure is developed in order to construct (quasi-)normal forms for the metric induced by the G * 2 -invariant 3-form ω (cf. (1)). Then, these (quasi-)normal forms are used to find metrics which realize each of the algebras in Theorem 2. This will prove Theorem 1. The appraoch is fairly the same used by Fino and Kath for Type I algebras [7] .
Assume M has holonomy H ⊂ G * 2 . Then, M admits a torsion-free H-structure. Holonomy is here considered with respect to the metric g and the Levi-Civita connection ∇ induced by the G in Section 2. Note, every torsion-free H-structure is 1-flat [4] and Cartan's first structure equation is given by
where η : T P → R n and θ : T P → h is the connection form associated with the Levi-Civita connection. Here, the principal bundle P is the reduction of the frame bundle along H ֒→ G * 2 ֒→ GL(7, R). Choosing a local frame (b i ) in P the components of the connection form are given by θ
The construction 'machinery' now consists of three steps. First, choose a local frame (b i ) and write down the structure equations as an exterior differential system, where the connection form takes values in the holonomy algebra h. Choosing local coordinates x i on M , the frame is expressible in terms of local functions using exterior differential calculus methods, i.e. Frobenius theorem and suitable transformations of the local frame by elements of H. As the second step, use this adapted frame and calculate the components of the connection form, which reformulates as a PDE system for the local functions on M . With respect to this system lastly use Ambrose-Singer holonomy theorem [2] and calculate the components of the curvature tensor (and their covariant derivatives, if necessary; cf. [20] ) such that they span the holonomy algebra h.
In the relevant case of manifolds (M, g) with holonomy contained in G * 2 the connection form takes values in the algebras of Theorem 2. Applying the approach described above, main Theorem 1 is proven in the following subsections by calculating a metric for each of the 8 cases.
Remark 2. Below bold letters denote differential 1-forms. Since the procedure is quite the same in each case, detailed calculations are provided in the first and most general one while omitting some details of these somewhat laborious calculations later on. Furthermore, note that all metrics finally turn out to be real analytic. This guarantees that the infinitesimal holonomy calculated in the following subsections coincide with the holonomy. 
where
with functions r 5 , r 6 , r 7 , s 7 given by
for arbitrary functions F 5 , F 6 , F 7 and functions u, s 6 , t 6 , t 7 , F 4 satisfying the differential equations
Proof. The structure equation
implies that coordinates exist such that b 6 , b 7 lie in the ideal I 0 = I(dx 6 , dx 7 ) generated by dx 6 , dx 7 . Transforming the basis pointwise with an appropriate element
yields b 6 = dx 6 and b 7 = dx 7 . This implies a 1 , . . . , a 4 ∈ I 0 , since db 6 = ddx 6 = 0 and db 7 = ddx 7 = 0. Furthermore, by db 5 ∈ I(b 5 ) the structure equation implies b 5 = e u · dx 5 for a suitable local function u and coordinate x 5 . Since a 1 , a 4 ∈ I 0 , one has u = u(x 5 , x 6 , x 7 ). Using the exponential of u here and in comparable cases has practical reasons, as it slightly simplifies some calculations.
From the structure equation deduce db 4 ∈ I(dx 5 ), the ideal generated by dx 5 . Thus, b 4 = dx 4 + q · dx 5 and after a change of basis by an element exp(h(0, v, 0)) follows b 4 = dx 4 . Then, db 4 = 0 implies v ∈ I(dx 5 ). Since a 1 , . . . , a 4 ∈ I 0 and v ∈ I(dx 5 ), it follows from the structure equation that db 2 , db 3 ∈ I 1 = I(dx 5 , dx 6 , dx 7 ), the ideal generated by dx 5 , dx 6 , dx 7 . This allows the assumption
Transforming the basis with an appropriate element exp(h(0, 0, (y 1 , y 2 ) ⊤ )) yields
Then,
and y 1 , y 2 ∈ I 1 . Using the latter, a 1 , . . . , a 4 ∈ I 0 , v ∈ I(dx 5 ) and the equation for db 1 , by an analogue consideration obtain
with functions
. Now, with respect to the local coordinates and the metric defined above, the holonomy is contained in G * 2 and of Type III 1a if and only if the following relations between the components of the local connection form are satisfied:
The remaining relations are either fulfilled trivially or identically zero, i.e. they do not contain any further information. The relations mentioned above lead to a system of partial differential equations given by
After some substitutions and integrations this system give rise to the dependencies of r 5 , r 6 , r 7 , s 7 on local coordinates as proposed in the theorem. The functions F 4 , F 5 , F 6 , F 7 are appropriate 'integration constants' and the Eqs. (6) - (9) are equivalent to the system of conditional equations for u, s 6 , t 6 , t 7 , F 4 as stated. 
satisfy the Eqs. (6) - (9), and the metric defined by them has holonomy h = gl(2, R) ⋉ m(1, 2) ⊂ h III .
3.2.
Holonomy of Type III 1b.
Proposition 2. The holonomy of (M 4,3 , g) is contained in G * 2 and is of Type III 1a if and only if there are local coordinates x 1 , . . . , x 7 such that g = 2(
with functions r 5 , s 7 given by
for arbitrary functions F 5 , r 6 , r 7 and functions s 6 , t 6 , t 7 , F 4 satisfying the differential equations
Proof. The proof is essentially the same as in case 1a. The structure equation
implies the choice of b 5 = dx 5 , since db 5 = 0. Thus, set u ≡ 0 in the proof of Proposition 1. Apart from that, following the same considerations as before proves Proposition 2.
Example 2. One can easily check that the functions
(1 + e x5 ) 2 satisfy the conditional equations of the theorem and the metric defined that way has holonomy h = sl(2, R) ⋉ m(1, 2) ⊂ h III . 
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with functions r 5 , r 6 , r 7 , t 6 , s 6 , s 7 , t 7 given by
for arbitrary functions F 5 , F 6 , F 7 and functions u, v, F 1 , . . . , F 4 satisfying the differential equations
implies the existence of local coordinates y 6 , x 7 such that b 6 , b 7 lie in the ideal generated by dy 6 , dx 7 . Thus, assume
for suitable functions k 1 , . . . , k 4 . Transforming the basis pointwise by an appropriate element
yields b 7 = dx 7 and b 6 = g 1 · dy 6 + g 2 · dx 7 for some new functions g 1 , g 2 . Since db 7 = ddx 7 = 0, a and b lie in I(dy 6 , dx 7 ), the ideal generated by dy 6 and dx 7 , and g 1 , g 2 depend on y 6 , x 7 only. Therefore, it is possible to introduce a new local coordinate x 6 by
with an appropriate function v. Consequently, one has a, b ∈ I(dx 6 , dx 7 ).
The structure equation for db 5 allows the choice b 5 = e u · dx 5 for a suitable local function u and coordinate x 5 . Since a ∈ I(dx 6 , dx 7 ), it follows u = u(x 5 , x 6 , x 7 ).
From the structure equation deduce b 4 = dx 4 + q · dx 5 . After a change of basis using a suitable element exp(h(0, v, 0)) obtain b 4 = dx 4 and db 4 = 0. Hence, v ∈ I(dx 5 ).
Next, the structure equation implies db 2 , db 3 ∈ I(dx 5 , dx 6 , dx 7 ), as a, b ∈ I(dx 6 , dx 7 ), v ∈ I(dx 5 ) and b 5 = e u · dx 5 . It follows
which reduces to
after transforming the basis with a suitable element exp(h(0, 0, (y 1 , y 2 ) ⊤ )). Comparing both sides of the equations
yields y 1 , y 2 ∈ I(dx 5 , dx 6 , dx 7 ) and
An analogue consideration for b 1 , keeping y 1 , y 2 ∈ I(dx 5 , dx 6 , dx 7 ) in mind, leads to
Again, the metric g is used, with respect to the local coordinates x 1 , . . . , x 7 considered so far, in order to calculate the components of the local connection form θ. The holonomy of g is contained in co(2) ⋉ m(1, 2) if and only if the following relations between the components hold
The remaining relations are either trivial or identically satisfied. The relations give rise to the following system of partial differential equations
The system can be solved by substitution and integration. Along with the integration one has to introduce new function F 1 , . . . , F 7 . Finally the system is equivalent to the form of the functions r 5 , r 6 , r 7 , t 6 , t 7 , s 6 , s 7 as stated in the proposition, except the Eqs. (13) and (14) which are equivalent to the conditional equations (10) and (11) .
Example 3. It is easy to verify that the functions given by the choice
satisfy the conditional equations, and that the holonomy, with respect to the metric g as defined, is h = co(2) ⋉ m(1, 2). 
with functions r 5 , r 6 , r 7 , s 6 , t 7 given by
for arbitrary functions F 1 , F 2 , F 4 , . . . , F 7 and a function u satisfying the equations
where K 1 , K 2 are arbitrary functions.
allows the choice of b 6 = dx 6 and b 7 = dx 7 after changing the basis with a suitable element
Therefore, a ∈ I(dx 6 ) and d ∈ I(dx 7 ). The equation for db 5 implies b 5 = e u · dx 5 for a suitable local function u and coordinate x 5 . Then, (a + d) ∈ I(dx 6 , dx 7 ) implies u = u(x 5 , x 6 , x 7 ).
Next, the equation for db 4 implies b 4 = dx 4 + q · dx 5 , and with a transformation using a suitable element exp(h(0, v, 0)) one arrives at
Since a ∈ I(dx 6 ), d ∈ I(dx 7 ), v ∈ I(dx 5 ) and b 5 = e u · dx 5 , from the structure equation follows db 2 ∈ I(dx 5 , dx 6 ) and db 3 ∈ I(dx 5 , dx 7 ). Thus, choose
and after a change of basis with an appropriate element exp(h(0, 0, (y 1 , y 2 ) ⊤ )) obtain
Comparing both sides of the equations
yields y 1 , y 1 ∈ I(dx 5 , dx 6 , dx 7 ), s 6 = s 6 (x 2 , x 5 , x 6 ) and t 7 = t 7 (x 3 , x 5 , x 7 ). Finally the structure equation implies db 1 ∈ I(dx 5 , dx 6 , dx 7 ) so that the assumption
is possible. Comparing the expressions for db
leads to the dependencies
Using the metric g with respect to the local coordinates allows the calculation of the components of the local connection form. The holonomy of g is contained in d ⋉ m(1, 2) if and only if the following relations are satisfied:
These relations are equivalent to the following partial differential system:
which can be easily integrated and yield the form of the functions r 5 , r 6 , r 7 , s 6 , t 7 as stated in the proposition. Since s 6 and t 7 depend on x 5 , x 6 and x 5 , x 7 respectively, equations (15) and (16) give rise to the constraints on the derivatives of u.
Example 4. With the choice u(x 5 , x 6 , x 7 ) = e x5·(x6+x7)
the conditional equations are fulfilled and the holonomy with respect to the metric defined by that functions is h = d ⋉ m(1, 2).
3.5.
Holonomy of Type III 2a.
Proposition 5. The holonomy of (M 4,3 , g) is contained in G * 2 and is of Type III 2a if and only if there are local coordinates x 1 , . . . , x 7 such that g = 2(
with functions r 5 , r 6 given by
and F 5 , F 6 are arbitrary.
Proof. Obviously, the structure equation
allows the choice of b 7 = dx 7 . Furthermore, it implies b 5 = u · dx 5 and b 6 = v ′ · dx 6 for appropriate functions u, v ′ and local coordinates x 5 , x 6 . Changing the basis by an element
one obtains b 5 = dx 5 and b 6 = dx 5 + v · dx 5 with a new function v. Since db 5 = 0, it follows that x ∈ I(dx 5 ). Thus, v = v(x 5 , x 6 ).
Next, the structure equation allows the choice
Transforming with a suitable element exp(h(0, v, 0)) results in b 4 = dx 4 and therefore v ∈ I(dx 5 ). Similar, the equation for db 3 implies db 3 ∈ I(dx 5 ), since v ∈ I(dx 5 ), which is why it is possible to choose b 3 = dx 3 + t 5 · dx 5 . Comparing both sides of
gives t 5 = t 5 (x 5 , x 6 ). From the structure equation deduce db 2 ∈ I(dx 5 ), as x, v ∈ I(dx 5 ). This allows the choice
and transforming the basis with an appropriate element exp(h(0, 0, (y 1 , 0) ⊤ )) leads to b 2 = dx 2 . Finally, the structure equation implies, since b 6 ∈ I(dx 5 , dx 6 ) and x, v ∈ I(dx 5 ), db 1 ∈ I(dx 5 , dx 6 ) such that the choice
is allowed. The dependencies of the functions r 5 , r 6 on the local coordinates are due to
and result in r 5 = r 5 (x 1 , x 2 , x 4 , x 5 , x 6 , x 7 ) and r 6 = r 6 (x 2 , x 5 , x 6 , x 7 ). Now, the metric g, with respect to the local coordinates, is used to calculate the components of the local connection form. The holonomy of g is contained in R · diag(1, 0) ⋉ m(1, 1) if and only if the following relations between the components are satisfied
These relations form a system of partial differential equations given by
Straightforward substitution and integration lead to expressions for r 5 , r 6 as stated in the theorem, while v, t 5 and the functions F 5 , F 6 , which arise by integration, are arbitrary.
Example 5. It is easy to verify that with the choice
F 5 , F 6 arbitrary. 
with functions r 5 , r 6 of the form
for arbitrary functions v, F 5 , F 6 .
allows the choice of b 7 = dx 7 . Next, the equations for db 5 and db 6 imply b 5 = u·dx 5 and b 6 = v ′ · dx 6 . Transforming the basis with an element
From the structure equation deduce db 4 ∈ I(dx 5 ), which is why the choice b 4 = dx 4 + q · dx 5 is feasible. A change of basis with an appropriate element exp(h(0, v, 0)) leads to b 4 = dx 4 . Consequently, one has v ∈ I(dx 5 ), as db 4 = 0. Next, the structure equation implies db 2 , db 3 ∈ I(dx 5 ), since x, v ∈ I(dx 5 ) and b 5 = dx 5 . Then,
and after transforming with a suitable element exp(h(0, 0, (y 1 , y 2 ) ⊤ )) obtain b 2 = dx 2 and b 3 = dx 3 . This implicates y 1 ∈ I(dx 2 , dx 5 , dx 6 ) and y 2 ∈ I(dx 5 , dx 6 ). Finally, as v ∈ I(dx 5 ), y 2 ∈ I(dx 5 , dx 6 ) and b 6 = dx 6 + v · dx 5 , one has db 1 ∈ I(dx 5 , dx 6 ) by the structure equation. Thus,
and from the equation
obtain r 5 = r 5 (x 1 , x 2 , x 4 , x 5 , x 6 , x 7 ) and r 6 = r 6 (x 2 , x 5 , x 6 , x 7 ). Consider the metric g with respect to the local coordinates given as above. The holonomy of g is contained in R · diag(1, 0) ⋉ m(1, 2) if and only if the following relations between the components of the local connection form hold:
The system of partial differential equations associated with these relations is given by
Again, the system can be solved straightforward by substitution and integration in order to obtain the form of the functions r 5 , r 6 as stated in the theorem. The new functions F 5 , F 6 , arising due to integration, and the function v are arbitrary.
Example 6. By simple calculations one can check that the choice
leads to a metric with holonomy h = R · diag(1, 0) ⋉ m(1, 2). 
with functions r 5 , r 7 given by
for arbitrary functions t 5 , F 5 , F 7 which fulfil
Proof. Obviously, the structure equation . Using the latter, the structure equation implies db 3 ∈ I(dx 5 ). Thus, choose b 3 = dx 3 + t 5 · dx 5 and by comparing the expressions for db 3 we have t 5 = t 5 (x 5 , x 6 ). Next, from the structure equation deduce db 2 ∈ I(dx 5 ) which leads to b 2 = dx 2 + s 5 · dx 5 . After a transformation with a suitable element exp(h(0, 0, (y 1 , 0) ⊤ )) obtain b 2 = dx 2 and y 1 ∈ I(dx 5 , dx 7 ). Lastly, db 1 ∈ I(dx 5 , dx 7 ) by the structure equation and y 1 ∈ I(dx 5 , dx 7 ). Thus,
and by comparing both sides of
leads to r 5 = r 5 (x 4 , x 5 , x 6 , x 7 ) and r 7 = r 7 (x 5 , x 6 , x 7 ). With respect to the local coordinates, the metric g has holonomy contained in m(1, 1) if and only if the following relations between the components of the local connection form are satisfied:
This is equivalent to the partial differential system 
it is simple to check that the holonomy of the corresponding metric g is h = m(1, 1). 
with r 5 is of the form
for arbitrary functions r 6 and F .
Proof. The structure equation , since db 4 = 0. Next, using v ∈ I(dx 5 ), the structure equation implies db 2 , db 3 ∈ I(dx 5 ) such that the assumption b 2 = dx 2 + s 5 · dx 5 and b 3 = dx 3 + t 5 · dx 5 is possible. After a transformation using an appropriate element exp(h(0, 0, (y 1 , y 2 ) ⊤ )) obtain b 2 = dx 2 and b 3 = dx 3 . Consequently, y 1 ∈ I(dx 5 , dx 7 ) and y 2 ∈ I(dx 5 , dx 7 ) by the structure equation.
Finally, this implies db 1 ∈ I(dx 5 , dx 6 ), since v ∈ I(dx 5 ) and b 6 = dx 6 . Thus,
and comparing both sides of
