Abstract. In the almost periodic context, any H 2 0 −space cannot be generated by one of its elements. Together with cocycle argument, this derives that there exist all kinds of invariant subspaces without single generator, from which we can answer some questions on invariant subspace theory.
Introduction
The theory of invariant subspaces has been developed in the context of compact abelian groups with ordered duals, which is a natural generalization of such a theory on the unit circle T. Many classical results extend to these cases, nevertheless, one also meets new difficulties. The purpose of this paper is to resolve a longstanding problem formulated by H. Helson in the 1950's.
Let Γ be a countable dense subgroup of the real line R, endowed with the discrete topology. Then the dual group K of Γ is a compact abelian group that is metrizable. For λ in Γ, it is customary to denote by χ λ the character on K defined by χ λ (x) = x(λ). Let σ be the normalized Haar measure on K. A function φ in L 1 (σ) is analytic if its Fourier coefficients (1) a λ (φ) = K φ χ λ dσ vanish for all negative λ in Γ. The Hardy space H p (σ), 1 ≤ p ≤ ∞, is defined to be the space of all analytic functions in L p (σ). For technical reasons, it is useful to define H [4, Chapter V, Section 6] for details). This fact assures that there is a one-to-one correspondence between the invariant subspaces in L p (σ) and those in L q (σ). Therefore, in dealing with invariant subspaces, we may restrict our attention to the case of p = 2, in which Hilbert space theory works well. It follows from Szegö's theorem that φ is a single generator of H 2 (σ) if and only if φ is outer in H 2 (σ). However, it has been unknown for a long time whether every simply invariant subspace is singly generated or not. In the literature this has come to be known as the single generator problem (refer to [6, §5.4] , [3, Remark, p. 158] and [4, p. 138 and p. 177]). The difficulty seems to center on the case of invariant subspace H 2 0 (σ). In [9, p. 183] , it is raised in an equivalent form in connection with stochastic processes.
Our objective in this note is to show a negative answer to this problem in the almost periodic settings: Theorem. The invariant subspace H 2 0 (σ) cannot be generated by one of its elements.
To the best of author's knowledge, H 2 0 (σ) is the first known example of invariant subspace which cannot be singly generated. On the other hand, by [6, §5.3, Theorem 33] , it was shown that every invariant subspace is generated by two of its elements. In more general setting, we can artificially make H 2 0 -space have a single generator. For each t in R, let us denote by e t the element of K defined by e t (λ) = e iλt for λ in Γ. The map sending t to e t embeds R continuously onto a dense subgroup of K. Define a one-parameter group {T t } t∈R of homeomorphisms on K by (2) T t x = x + e t , x ∈ K.
Then the pair (K, {T t } t∈R ) is a strictly ergodic flow, for which σ is the unique invariant probability measure. The flow (K, {T t } t∈R ) is called an almost periodic flow, because if φ is continuous on K, then t → φ(x + e t ) is a uniformly almost periodic function with exponents in Γ. Let H ∞ (dt/π(1+t 2 )) be the space of all boundary functions of bounded analytic functions in the upper half-plane H, and let
). For a function u(x, t) on K × R, the phrase " t → u(x, t) for σ − a.e. x in K " is sometimes abbreviated to "almost every
). This fact enables us to define Hardy spaces on every ergodic flow (see the end of the next section).
Let M be a simply invariant subspace of L 2 (σ). We denoted by M λ = χ λ M for each λ in Γ. Define
Since these spaces are at most one dimension apart, M coincides with either or both its versions
is simply invariant if and only if
It is well-known that there is a function φ in L 2 (σ) satisfying the inequality (3), while log |φ| does not belong to L 1 (σ). Our Theorem asserts that any such function φ must satisfy
A unitary Borel function A(x, t) on K × R is said to be a cocycle on K if A(x, t) satisfies the cocycle identity
We identify two cocycles which differ only on a set of dσ×dt−measure zero in K ×R. A one-to-one correspondence is established between normalized invariant subspaces and cocycles (as discussed in [6, §2.3] ). More precisely, let M be a simply invariant subspace of L 2 (σ) with cocycle A(x, t). Then a function φ in L 2 (σ) lies in M + if and only if almost every t → A(x, t)φ(x + e t ) lies in H 2 (dt/π(1 + t 2 )) (see [6, §3.2] ). It is easy to see that M + = M − if and only if M + = qH 2 (σ) for some unitary function q on K. Then the cocycle of M has the form q(x) · q(x + e t ), which is called a coboundary. If a cocycle is a coboundary multiplied by exp iαt for some α in R, then such a cocycle is said to be trivial. A trivial cocycle exp iαt is not a coboundary only if α lies in R \ Γ.
We have already known by [8] and [12] that some singly generated subspaces have nontrivial cocycles, but we can strengthen this fact by noting the following: It would be helpful to understand the basic idea behind our proof of Theorem. On the one hand, we claim that if φ is a single generator of H 2 0 (σ), then φ must have a very special form. Assume that Γ is the smallest group determined by the nonzero Fourier coefficients of φ (see below for details). Similarly, we choose such group Λ with respect to |φ|. Since Λ is a subgroup of Γ, the dual group of Λ is represented as K/H, where H is the annihilator of Λ in K. Let τ be the normalized Haar measure on K/H, and fix an element α in Γ with a α (φ) = 0. Then it can be shown that χ α φ lies in L 2 (τ ) and generates the simply invariant subspace of L 2 (τ ) with trivial cocycle exp iαt. We also see that α is independent of Λ, meaning that nα lies in Λ only for n = 0 in the integer group Z. This implies that K and dσ are respectively identified with K/H × T and dτ × dθ/2π, since H is regarded as T. Thus, for each single generator φ of H In the next section, we establish some notation and elementary facts about invariant subspaces in the almost periodic setting. Using group characters, we develop certain properties of single generators of H 2 0 -spaces in Section 3. In Section 4, the proof of our Theorem is provided and then Corollaries are proved by preparing a lemma on cocycles. We close with some remarks in Section 5.
We refer the reader to [1] , [4, Chapter VII], [6] and [16, Chapter VIII] for further details on analyticity on compact abelian groups. Basic results concerning the Hardy space theory based on uniform algebras can be found in [4, Chapter IV] and [13] .
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Extension of almost periodic functions
It is easy to show that a function φ in H 2 (σ) is outer if and only if a 0 (φ) = 0 and almost every t → φ(x + e t ) is outer in H 2 (dt/π(1 + t 2 )). A weak version of this fact stated below is often used in what follows:
is singly generated by φ if and only if a 0 (φ) = 0 and almost every t → φ(x + e t ) is outer in H 2 (dt/π(1 + t 2 )).
. Let B(x, t) be the analytic cocycle defined by the inner part of t → A(x, t)φ(x + e t ). Let N be the invariant subspace with cocycle AB(x, t). By [6, §3.2, Theorem 21], we see that N − is contained in M − . On the other hand, since almost every t → AB(x, t)ψ(x + e t ) lies in
This shows that φq lies in H 1 (σ), so almost every t → φq(x+e t ) lies in
and since t → A(x, t)φ(x + e t ) is outer in H 2 (dt/π(1 + t 2 )), we see that almost every t → A(x, t)q(x + e t ) is also in H 2 (dt/π(1 + t 2 )). This shows that t → A(x, t)q(x + e t ) is constant for σ−a.e. x in K, and so is t → |q(x+e t )|. It follows from the ergodic theorem that |q(x)| is constant. We then assume q is a unitary function on K. Therefore, A(x, t) is the coboundary q(x)q(x + e t ) and M − = qH 2 0 (σ). Thus q does not lie in M − , which is a contradiction.
The last part of assertion follows from the fact that the cocycle of H 2 (σ) equals 1. Under the assumption that almost every t → φ(x + e t ) is outer in H 2 (dt/π(1 + t 2 )), we see easily a 0 (φ) = 0 if and only if log |φ | does not lie in
where the integral is a Bochner integral. When p = ∞, the convolution φ * f is defined in the same way as the weak*-convergent integral. Under the operation of convolution,
The Fourier transformf of f is defined by the formula
, then the convolution φ * P ir is considered as the Poisson integral of t → φ(x + e t ), that is, To show (b), we observe that t → (φ * P ir )(x + e t ) as well as t → φ n (x + e t ) is outer in
We next introduce a local product decomposition of K, which is useful for studying analytic functions on K. Fix a positive γ in Γ, and let K γ be the closed subgroup of all x in K such that χ γ (x) = 1. Then K γ × [0, 2π/γ) is identified with K via the map (y, s) → y + e s . Let σ 1 be the normalized Haar measure on K γ . Then the probability measure (γ/2π)dσ 1 × dt on K γ × [0, 2π/γ) is carried by the map to dσ on K. The one-parameter group {T t } t∈R given by (2) is represented as
is the largest integer not exceeding t. Define the homeomorphism T on K γ by T y = y + e 2π/γ . We denote by O(ω, T ) the orbit of a point ω in (K γ , T ), that is, the set of all T n ω for n in Z. Since O(ω, T ) is dense in K γ , the discrete flow (K γ , T ) is also a strictly ergodic flow, on which σ 1 is the unique invariant probability measure. Since Γ is countable, K γ is metrizable (see [16, 2.2 
.6]).
A function φ on K has the automorphic extension
The following is due to a property of Lebesgue sets.
Proof. Recall that the metric density of E 1 is 1 at σ 1 − a.e. ω in E 1 , meaning that
where B(ω, δ) is the open ball with center ω and radius δ > 0. Define E to be the closure of the set of points of E 1 at which the metric density of E 1 is 1. Apparently, we have
is strictly ergodic every orbit O(ω, T ) is dense in E. Assume that 0 < σ 1 (E) < 1. It follows from the ergodic theorem that there is a σ 1 −null set N in K γ outside which
where I E denotes the characteristic function of E. Let H ω be the closure of O(ω, T ) ∩E in K γ . We claim that if E = H ω , then ω lies in N. Indeed, we see that σ 1 (E \H ω ) > 0, since the metric density of E does not vanish identically on E\H ω . Let p be a continuous function on K γ such that 0 ≤ p ≤ 1, p ≡ 1 on H ω , and Kγ p dσ < σ 1 (E). Since
Thus ω has to lie in the null set N.
For each φ in H ∞ (σ), there is a σ 1 -null set of K γ outside which z → φ ♯ (y, z) is analytic and uniformly bounded on the upper half plane H. Recall that if a family of analytic functions is uniformly bounded, then it forms a normal family. The next proposition may be regarded as a strengthened form of Lusin's theorem for analytic functions on K, so that it has some interest of its own. Here we denote by cl(H) the closure of H in R 2 .
Proposition 1. Let φ be a function in H ∞ (σ), and let ǫ > 0. Then there is a closed subset E of K γ with σ 1 (E) > 1 − ǫ having the following properties:
Proof. Since φ * P ir lies in H ∞ (σ), Lusin's theorem asserts that there is a compact subset F of K with σ(F ) > 1 − ǫ 2 on which φ * P ir is continuous. Regarding F as a subset of K γ × [0, 2π/γ), we choose a compact subset E of K γ with σ 1 (E) > 1 − ǫ such that E satisfies the property of Lemma 3 and
In addition, we assume that z → (φ ♯ * P ir/2 )(y, z) is analytic on H and
Then the family F = (φ ♯ * P ir/2 )(y, z) ; y ∈ E forms a normal family on H. Let {y n } be a sequence in E tending to y. Since F is normal, there is a subsequence {y j } of {y n } such that (φ ♯ * P ir/2 )(y j , z) converges uniformly on compact subsets of H to a bounded analytic function f (z) on H. Let us show that f (z) = (φ ♯ * P ir/2 )(y, z). Indeed, we observe by (5) that F ∩ ({y}×[0, 2π/γ)) contains an infinite compact set of the form {y} × J. Since
it follows from the uniqueness principle that f (z) = (φ ♯ * P ir/2 )(y, z). This shows that if (y n , t n ) tends to (y, t), then (φ ♯ * P ir )(y n , t n ) tends to (φ ♯ * P ir )(y, t). Thus (a) holds. We notice that (φ ♯ * P ir/2 )(y, z) is also continuous on E × H. On the other hand, by Lemma 3 
We make some remarks on Proposition 1.
n E also satisfies the properties (a) and (b) and σ 1 (E ∪T E ∪· · · ∪T n E) converges to 1, as n → ∞, by the recurrence theorem (see [15, §2.3, Theorem 3.2] ). However, to obtain φ itself, we need a version of Fatou's theorem as discussed in [14, Theorem II] . Denote by O(x, {T t } t∈R ) the orbit of x in (K, {T t } t∈R ). With the notation above, when
For x in K, we say that t → (φ * P ir )(x + e t ) extends to φ * P ir if, for each ǫ > 0, there is a compact subset F = F (ǫ, φ) of K with σ(F ) > 1 − ǫ such that φ * P ir is continuous on F and O(x, {T t } t∈R ) ∩ F is dense in F . The above proof may be modified so as to apply to functions in H 1 (σ) as well. The next lemma is an immediate consequence of Proposition 1.
Lemma 4. Let φ be a function in H
∞ (σ), and let r > 0. Then there is an invariant σ−null set N = N(φ) in K outside which t → (φ * P ir )(x + e t ) extends to φ * P ir .
Proof.
, then the σ−null set N satisfies the desired property.
Let Ω be a compact metric space on which R acts as a Borel transformation group. This means that there is a one-parameter group {U t } t∈R of Borel isomorphisms on Ω such that the map (ω, t) → U t ω of Ω × R to Ω is a Borel map. The pair (Ω, {U t } t∈R ) is referred to a Borel flow. Especially, (Ω, {U t } t∈R ) is called a continuous flow, if U t is a homeomorphism on Ω and the map (ω, t) → U t ω is continuous on Ω × R. We often write ω + t for the translate U t ω of ω by t. Let µ be an invariant probability measure on (Ω, {U t } t∈R ) which is ergodic, meaning that µ(E) = 1 or 0 for each invariant subset
) for µ − a.e. ω in Ω. Then the ergodic Hardy space H p (µ), 1 ≤ p ≤ ∞, is defined to be the space of all analytic functions in L p (µ). It follows from [13, Theorem I] that µ is a representing measure for H ∞ (µ), for which H ∞ (µ) is a weak*-Dirichlet algebra in L ∞ (µ). This fundamental result enables us to apply the Hardy space theory based on uniform algebras, and most of the machinery of invariant subspaces on an almost periodic flow (K, {T t } t∈R ) can be reconstructed (see [2] , [13] and [14] for related topics). As we mentioned earlier, the H 2 0 −spaces may be singly generated in the situation of ergodic flows other than almost periodic flows (see [18] and §5 (b)).
Let A(x, t) be a cocycle on an almost periodic flow (K, {T t } t∈R ) and define the Borel flow (K × T, {S t } t∈R ) by
which is called the skew product of K and T induced by A(x, t). Then dσ × dθ/2π is an invariant probability measure on K×T.
where the coefficients φ n are in L 2 (σ). From this fact, it follows easily that dσ × dθ/2π is ergodic on (K × T, {S t } t∈R ) if and only if A(x, t) n is a coboundary only for n = 0 (see [6, §6.2] for details).
Approximation to generators
We now turn to the structure of compact group K, under the assumption that H 2 0 (σ) is singly generated by φ in H 2 0 (σ). By multiplying a suitable outer function, if necessary, φ is a function in L ∞ (σ) with 1 ≤ φ ∞ < ∞. Furthermore, we assume that Γ is the smallest group containing all λ such that a λ (φ) = 0, that is, the smallest group over which Fourier series,
holds. Similarly, denote by Λ the smallest group containing all λ such that a λ (|φ|) = 0. Since |φ| lies in L ∞ (σ), Λ is a subgroup of Γ. Let us make a few remarks on K and Γ. If w in K satisfies φ(x) = φ(x + w) for σ − a.e. x in K, then w = 0. Indeed, we see that a λ (φ) = χ λ (w)a λ (φ) for each λ in Γ. Then χ λ (w) = 1, if a λ (φ) = 0, so that w = 0 by our assumption of Γ. Observe that K cannot be isomorphic to T. This implies that Γ as well as Λ is a countable dense subgroup of R, endowed with discrete topology. Let H be the annihilator of Λ, meaning that H is the closed subgroup of all x in K such that χ λ (x) = 1 for all λ in Λ. Then the dual group of Λ is identified with the quotient group K/H (see [16, 2.1] ). We denote by τ the normalized Haar measure on K/H. Let π be the canonical homomorphism of K onto K/H. For each x in K, we writex for π(x) = x + H. When a function ψ on K is represented as ψ =ψ • π for a functionψ on K/H, we usually identify ψ withψ, so that ψ(x) = ψ(x). Then we say descriptively that ψ is generated by a function on K/H. If 1 ≤ p ≤ ∞, then L p (τ ) and H p (τ ) are subspaces of L p (σ) and H p (σ), respectively. Since almost every t → φ(x + e t ) is outer in H ∞ (dt/π(1 + t 2 )) by Lemma 1, we see that −∞ < log |(φ * P ir )(x)| = (log |φ| * P ir )(x) for a given r > 0. Notice that log |φ| is not in L 1 (σ) and log |φ| ≤ φ ∞ . It then follows from Fubini's theorem that
Let g = φ * P ir . Then Lemma 1 shows that g is also a bounded generator of H 2 0 (σ). SinceP ir (λ) = e −r|λ| by (4), we obtain a λ (g) = a λ (φ * P ir ) = a λ (φ)e −r|λ| , hence a λ (φ) = 0 if and only if a λ (g) = 0. Thus the generator g plays the same role as φ. For n = 1, 2, . . . , we then denote by φ n the outer function in H ∞ (σ) with |φ n | = max(1/n, |φ|). Since − log n ≤ log |φ n | ≤ φ ∞ , each φ −1 n is also an outer function in H ∞ (τ ). Putting g n = φ n * P ir , we obtain a sequence {g n } of outer functions in H ∞ (τ ) with g n ∞ ≤ φ ∞ . Introducing g and g n makes it clear the boundary behavior on each orbit, since t → g(x + e t ) and t → g n (x + e t ) extend analytically up to {Re z > −r}. Let us look into the relation between g and g n . Since |g n (x)| = exp{(log |φ n | * P ir )(x)} , we obtain
for σ −a.e. x in K. Although g may not be in L ∞ (τ ), we observe that |g n (x)| = |g n (x)| and |g(x)| = |g|(x). By (7), it is easy to see that almost every t → |(g/g n )(x + e t )| converges pointwise to 1 on R. Put G x n (t) = g n (x+e t ) and G x (t) = g(x+e t ). Let N 0 be an invariant null set in K outside which the property of Lemma 4 holds simultaneously for φ and all φ n . Moreover, for x in K \ N 0 , we may assume G Proof. Let {δ k } be a decreasing sequence tending to 0. Then there is a sequence
, wherê f k is the Fourier transform of f k defined by (4) . Since a λ (g) = a λ (φ)e −r|λ| , we see that χ α φ lies in L 2 (τ ) if and only if so does χ α g. Thus we may replace φ with g in our argument. Since a λ (g * f k ) = a λ (g)f k (λ), we observe that
by the Parseval theorem and that
From these facts, we conclude that if each (g * f k )g lies in L ∞ (τ ), then so does χ α g. Since the outer function φ n lies in L ∞ (τ ), so do g n and
from which we obtain that (g * f k )g lies in L ∞ (τ ). Indeed, in the notation above, if we fix an x in K \ N 0 , there is a subsequence {g m } of {g n } such that {G x m (t)} converges strongly to e iγ G x (t) in H 2 (dt/π(1 + t 2 )) with 0 ≤ γ < 2π, where γ depends on x and {g m }. This implies that
). Note that every subsequence of {g n } contains such a subsequence {g m }. Since e −iγ e iγ = 1, the sequence {g n } itself satisfies
it follows from the bounded convergence theorem that
. Therefore, χ α g as well as χ α φ is generated by a function on K/H. On the other hand, it follows from the property of Γ that each element in Γ has the form λ + nα for λ in Λ and n in Z, thus the proof is complete.
Recall that K/H coincides with the dual group of Λ. Let α be as in Lemma 5 and let C(x, t) be the trivial cocycle on K/H defined by C(x, t) = exp iαt. Since α is positive C(x, t) is an analytic cocycle. We denote by (K/H × T, {S t } t∈R ) the skew product of K/H and T induced by C(x, t), which is the continuous flow obtained by
Then dτ × dθ/2π is the invariant probability measure on K/H × T (see the end of the preceding section). Let us represent the generator g and all the limits of subsequences of {g n } on K/H × T, which is the smallest product group with such property. Each function ψ on K/H extends naturally to the one on K/H × T by setting ψ(x, e iθ ) = ψ(x). Since |g| and g n are functions on K/H, they belong to L ∞ (dτ × dθ/2π). With the above notation, we fix a w in K \ N 0 . Since G w n (t) and G w (t) are outer functions in H 2 (dt/π(1 + t 2 )) which extend analytically to {Re z > −r}, we may assume that G w n (t) converges pointwise to G w (t) on R, by multiplying each g n by a suitable constant of modulus one. By regarding Lemma 4, the functions G w n (t) and G w (t) extend to g n and g, respectively. However, we obtain the following:
Lemma 6. For σ − a.e. x in K, G x n (t) never converges pointwise on R. Consequently, we find two subsequences {g m } and {g k } of {g n } such that G x m (t) and G x k (t) converge to e iβ G x (t) and e iγ G x (t) with 0 ≤ β < γ < 2π, respectively.
n is also an outer function in H ∞ (σ). This implies that almost every t → (g/g n )(x + e t ) is an outer function in H ∞ (dt/π(1 + t 2 )). Furthermore, since
Lemma 1 assures that each g/g n is also a single generator of H 2 0 (σ). Denote by F the invariant set of all x in K for which {G x n (t)} itself converges. Suppose that F has positive measure. By (7) and the ergodic theorem, (g/g n )(x) converges to an invariant function on F , so to a constant of modulus one on K. Then the bounded convergence theorem shows that a 0 (g/g n ) = 0 for large n. Such g/g n cannot be a single generator of H 2 0 (σ), which contradicts the above observation. Let us mention a few remarks derived from Lemma 6. When 0 ≤ β < 2π, Z(β) denotes the subgroup of T generated by e iβ , that is,
If β/2π is rational, then the order of Z(β) is finite. Fix two points w and x in K \ N 0 . We assume by Lemma 6 that a subsequence {g k } of {g n } satisfies that G w k (t) and G x k (t) converge respectively to e ijβ G w (t) and e i(j+1)β G x (t) for j in Z, by multiplying each g k by a suitable constant of modulus one. Denote by O(w) the orbit O(w, {T t } t∈R ) ofw in (K/H, {T t } t∈R ). Then g is determined naturally on O(w) × Z(β) and O(x) × Z(β) to represent the limits of the subsequence {g k } of {g n } on them. For each m in Z, we see also that every limit of {g m k } is represented on these product subsets. If ℓ is a positive integer, then g ℓ as well as φ ℓ is also a bounded generator of H 2 0 (σ) by Lemma 2. We choose an invariant null set N(ℓ) including N 0 outside which a subsequence {G
is dense in T. Therefore, to represent g and all the limits of subsequences of {g n } on each orbit, the product group K/H × T is the smallest one. Let us explain the meaning more precisely. Under the assumption of Lemma 5, we put h α = χ α g. Then h α lies in L 2 (τ ). Define the group character P α of K/H × T by the projection P α (x, e iθ ) = e iθ . Since
iθ )) for some θ with 0 ≤ θ < 2π. In order to represent consistently all kinds of limits of subsequences {G x k (t)}, we require the family of all outer functions t → (h α P α )(S t (x, e iθ )) with 0 ≤ θ < 2π.
Lemma 7. Let Γ and Λ be as above. Then Λ cannot be equal to Γ.
Proof. Let α be as in Lemma 5. Then α lies in Λ if and only if Λ = Γ. We suppose, for the contrary, that α lies in Λ. Since K/H = K, let us consider the skew product (K × T, {S t } t∈R ) of K and T induced by the cocycle C(x, t) = e iαt . We use freely the notation above. Since
is an invariant function that is not constant, dσ × dθ/2π is not an ergodic measure on (K × T, {S t } t∈R ). Now K is represented as the local product decomposition
holds, since e i(θ+αt) χ α (y + e s + e t ) = e i(θ−αs) and h α = χ α g. By regarding T as the
Then E is a closed invariant set in (K × T, {S t } t∈R ), for which (K, {T t } t∈R ) is isomorphic to (E, {S t } t∈R ) via the map (y, s) → (y, s, s) . We see also that the ergodic measure dσ is carried to (α/2π)dσ 1 × ds on E by this map, where σ 1 is the normalized Haar measure on K α . We regard g n , g and h α as the functions on (K × T, {S t } t∈R ). Recall that G x n (t) and G x (t) are outer functions in H ∞ (dt/π(1 + t 2 )). Let x be in K \ N 1 and let {g k } be a subsequence of {g n } such that G x k (t) converges pointwise to t → e iαβ e iαt h α (x + e t ) with 0 ≤ β < 2π/α. Notice that t → e iαβ e iαt h α (x + e t ) is an outer function in H ∞ (dt/π(1 + t 2 )) and that |h α (x + e t )| = |g(x + e t )|. Let
. Since x may be replaced by any point in the orbit O(x) of x, we consider x as a function of s on [ 0, 2π/α). It follows from (8) that
Putting t = 0 and replacing y with y + e [sα/2π] , if necessary, we observe that
This shows that G y k (s) converges pointwise to s → e iαβ (χ α g)(y + e s ), which cannot be an outer function in H ∞ (dt/π(1 + t 2 )). Hence any subsequence of {G x n (t)}cannot converge to an outer function in H ∞ (dt/π(1 + t 2 )) for σ − a.e. x in K, thus we have a contradiction.
In view of Lemma 7, we know that there are two possibilities in relation to α and Λ. Either nα lies in Λ only for n = 0 or ℓα lies in Λ for an integer ℓ ≥ 2. We claim that the latter case cannot occur, meaning that α is independent to Λ. Proof. Suppose that ℓα lies in Λ for some ℓ ≥ 2. By Lemma 2, φ ℓ is also a bounded generator of H 2 0 (σ). It follows from Lemma 6 that χ ℓα and (χ α φ) ℓ lie in L 2 (τ ), so does φ ℓ itself. Let Λ ℓ and Γ ℓ be the smallest groups determined by the nonzero Fourier coefficients of φ ℓ and |φ ℓ | as above. Since
each λ in Γ with a λ (|φ|) = 0 lies in Γ ℓ . This implies that Λ = Λ ℓ , so that Λ ℓ = Γ ℓ .
Replacing φ with φ ℓ in Lemma 7, we obtain a contradiction. Thus nα lies in Λ if and only if n = 0.
Since C(x, t) n is a coboundary only for n = 0, the measure dτ × dθ/2π is ergodic on (K/H × T, {S t } t∈R ). Define the isomorphism of Λ × Z onto Γ by
Then the conjugate map ̺ * of ̺ is given by ̺ * (x) = (x, e iθ ) on K, where χ α (x) = e iθ . Indeed, we observe that
for each (λ, n) in Λ×Z. Via the map ̺ * , K is identified with K/H ×T, and dτ ×dθ/2π is carried by the map to dσ on K.
We notice that the annihilator H of Λ is isomorphic to T, and |g(x)| as well as |φ(x)| is constant on almost every cosetx = x + H in K/H.
Contradiction to existence
we may now offer our proof of the main result stated in Section 1.
Proof of Theorem. Suppose, for the contrary, that a bounded function φ generates H 2 0 (σ). Let Γ and Λ be the dense subgroups of R defined as in Section 3 with respect to φ and |φ|, respectively. Choose an α in Γ with a α (φ) = 0. It follows from Lemma 8 that α is independent of Λ and Γ is generated by α and Λ. Let 0 < β < 1. Since the function
2 is an outer function in H ∞ (σ). Define φ 1 = (1 + βχ α ) 2 φ . In view of Lemma 1, φ 1 is also a bounded generator of H 2 0 (σ). As above, let Γ 1 and Λ 1 be the smallest groups determined by the nonzero Fourier coefficients of φ 1 and |φ 1 |, respectively. Notice that Γ 1 is a subgroup of Γ. We claim that the generator φ 1 may not satisfy the property of Lemma 7. Indeed, since |φ 1 | = (1 + β 2 + βχ α + βχ α ) |φ| , we obtain by (1) that
Since α does not lie in Λ, if λ is in Λ, then a λ+α (|φ|) = a λ−α (|φ|) = 0. Then we have
for each λ in Λ. These facts imply that Λ 1 contains Λ and α, so that Γ = Λ 1 = Γ 1 , which contradicts Lemma 7.
The next proof is of independent interest, because it suggests that our Theorem is regarded essentially as the converse to Corollary 1.
Proof of Corollary 1. We consider the case where the cocycle C(x, t) of M has the form C(x, t) = e iαt . Then M − is the space of all ψ in L 2 (σ) satisfying that
Suppose that M − has a generator φ. Then log |φ| does not lie in L 1 (σ) and we may assume that φ is bounded. If ℓα is in Γ for a positive integer ℓ, then the bounded
ℓ is a single generator of H 2 0 (σ) by Lemma 1, which is contrary to our Theorem. We next consider the case that
n is a coboundary only for n = 0, the measure dσ × dθ/2π is ergodic on the skew product (K × T, {S t } t∈R ) induced by C(y, t), that is,
Let Γ 1 be the discrete group generated by Γ and α, and let K 1 be the dual group of Γ 1 . Since ̺(λ, n) = λ + αn is an isomorphism of Γ × Z onto Γ 1 , the almost periodic flow on K 1 is identified with (K × T, {S t } t∈R ). Then, via the dual map ̺ * of ̺, the normalized Haar measure dµ on Proof of Corollary 2. Denote by C(x, t) the real cocycle of M. Suppose that M − has a generator φ, for which log |φ| does not lie in L 1 (σ). It follows from Lemma 1 that almost every t → C(x, t)φ(x + e t ) is outer in H 2 (dt/π(1 + t 2 )). We may assume that φ is bounded. Since C(x, t) 2 ≡ 1, φ 2 is a single generator of H 2 0 (σ) by Lemma 1, which is contrary to our Theorem.
By the same way as above, we may show that if C(x, t) takes only finite values, then M − cannot be singly generated. Indeed, by the cocycle identity, the set of values of C(x, t) forms a group of order k,
Then if φ generates M − , then φ k is a generator of H 2 0 (σ). Let M be the normalized simply invariant subspace of L 2 (σ) with cocycle A(x, t). Recall that ψ lies in M if and only if almost every t → A(x, t)ψ(x + e t ) lies in 
Proof of Corollary 3.
(a) Let M be a simply invariant subspace with nontrivial cocycle A(x, t). It follows from [11] that M is singly generated if and only if A(x, t) is cohomologous to a singular cocycle. On the other hand, by [6, §4.6, Theorem 26], every cocycle is cohomologous to a Blaschke cocycle. By virtue of Lemma 9, we obtain easily a desired Blaschke cocycle.
(b) From Lemma 9, we choose a Blaschke cocycle B(x, t) such that the invariant subspace N having the cocycle B(x, t) is not singly generated. We claim that B(x, t) satisfies the desired property. Suppose, for the contrary, that some function ψ in H 2 (σ) has exactly the same zeros as B(x, t). Then ψ generates the invariant subspace with cocycle B(x, t)S(x, t), where S(x, t) is the singular cocycle determined by the inner part of t → B(x, t)ψ(x+ e t ) in H 2 (dt/π(1 + t 2 )). By virtue of Lemma 1, we assume that ψ is bounded. On the other hand, it follows from [11] and Lemma 1 that there is a function h in L 2 (σ) such that almost every t → S(x, t)h(x + e t ) is outer in H 2 (dt/π(1 + t 2 )). Observe that (hψ)(x + e t ) = B(x, t) · S(x, t)h(x + e t )B(x, t)S(x, t)ψ(x + e t ) .
Since the inner part of t → (hψ)(x + e t ) is t → B(x, t), the subspace N is singly generated by hψ, thus we have a contradiction.
In the proof of (b) above, if the singular cocycle S(x, t) is a coboundary, then h is taken as a unitary function, otherwise log |h| does not lie in L 1 (σ).
Remarks
(a) It is sometimes useful for studying the spectral measures associated with invariant subspaces. Let M be a simply invariant subspace of L 2 (σ) and put
for each λ in R. Denote by P λ the orthogonal projection of L 2 (σ) onto M λ . By the property that −∞<λ<∞ M λ = {0} and
we obtain the spectral resolution of identity {I −P λ } λ∈R of L 2 (σ) being left continuous, where I is the identity map on L 2 (σ). Let A(x, t) be the cocycle of M. By Stone's theorem, a unitary group {V t } t∈R on L 2 (σ) is defined as
where T t φ(x) = φ(x + e t ). For a nonzero function φ in L 2 (σ), −d(P λ φ, φ) is a finite positive measure on R. On almost periodic flows, by comparing with Lebesgue measure dλ, the type of such measures is uniquely determined. We then say that each of M, A(x, t) and {V t } t∈R is of absolutely continuous, or singular continuous, or discrete type (as discussed in [6, §2.4] ). This fact plays an important role to classify invariant subspaces in this special context. It is easy to observe that A(x, t) and A(x, t) have the same spectral type, so the following is a immediate consequence of Lemma 9. (b) By a suitable cocycle, we may construct a skew product on which H 2 0 −space is singly generated. Indeed, let w be a bounded function as above and let A(x, t) be the cocycle of M [w] . By Lemma 1 we see that almost every t → A(x, t)w(x + e t ) is outer in H 2 (dt/π(1 + t 2 )). Denote by (K × T, {S t } t∈R ) the skew product induced by A(x, t). If A(x, t) n , n ≥ 1, is a coboundary q(x)q(x + e t ) with unitary function q on K, then qw n is a single generator of H 2 0 (σ). It then follows from Theorem that A(x, t) n is a coboundary only for n = 0. Hence dµ = dσ × dθ/2π is an ergodic measure on (K × T, {S t } t∈R ). If we set φ(x, e iθ ) = w(x)e iθ , (x, e iθ ) ∈ K × T , then φ is a single generator of H 2 0 (µ), since log |φ| does not lie in L 1 (µ) and almost every t → φ(S t (x, e iθ )) is outer in H 2 (dt/π(1 + t 2 )) (see [18] for another construction).
(c) We have a bit of information on the distribution of zeros of functions in H 2 (σ) which are connected with Dirichlet series (refer to [19] for related topics). Let {λ n } be a sequence in Γ such that 0 ≤ λ 1 < λ 2 < · · · < λ n −→ λ , n → ∞ , for some λ in Γ. Define a function ψ in H 2 (σ) by ψ = ∞ n=1 a n χ λn with ∞ n=1 |a n | 2 < ∞. Observe that almost every t → ψ(x + e t ) extends to an entire function.
Proposition 3. Let ψ be as above and let δ > 0. Then there is a decreasing sequence {m n } with m n → −∞ such that the number of zeros of z → ψ(x + e z ) in the strip S n = { z = t + iu ; m n > u > m n − δ} is infinite, for σ − a.e. x in K.
Proof. Putting ν n = λ − λ n , we let φ = ∞ n=1 a n χ νn . Since z → e iλz has no zero, z → ψ(x + e z ) has zero at z if and only if so does z → φ(x + e z ) atz. For each r > 0, t → φ * P ir (x + e t ) cannot be an outer function in H 2 (dt/π(1 + t 2 )), even if log |φ | does not lie in L 1 (σ). Since φ has no weight at infinity, the inner part of t → φ * P ir (x + e t ) derives a Blaschke cocycle being not constant. From this fact, we may choose easily a desired decreasing sequence {m n }.
