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Abstract
The consideration of non-functional properties in the component-oriented approach to software
development is important for its success. The COMQUAD project deﬁnes a system architecture
and a development methodology for component-based software with quantitative properties and
adaptivity, thereby respecting non-functional properties from design to provision at runtime. Based
on an elementary model of software components, we show how response time as an exemplary
property is treated: Its relation to available resources is investigated and it is shown how resource
requirements of the whole system can be derived from knowledge about the constituent components.
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1 Introduction
A component-oriented approach to software development allows to construct
software from already existing, well-tested and documented parts, and there-
fore fosters reuse. While there are many diﬀerent deﬁnitions of a component,
none is commonly agreed upon. Here, the deﬁnition of Szyperski in [22] is used:
“A software component is a unit of composition with contractually speciﬁed
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interfaces and explicit context dependencies only. A software component can
be deployed independently and is subject to composition by third parties.”
Therefore, software components are expected to be suitable units of reuse
that have no implicit dependencies and thus ease application development.
While the functionality is the most important factor in selecting a com-
ponent for an application that is being developed, non-functional properties
(NFPs) are becoming more and more important, too. These NFPs should not
be determined afterwards, but must be considered in the design process from
the beginning and thus inﬂuence the selection of components. The designer
should be able to estimate the NFPs of the system being built at any point
in time.
The COMQUAD project 4 deﬁnes a system architecture and a develop-
ment methodology for component-based software with quantitative properties
and adaptivity. The speciﬁcation of NFPs is used in the design phase to select
components not only on the basis of an expected interface or function, but
also on the basis of the NFPs. The runtime system is constructed in order to
ensure that the system being build (the so-called “assembly”) later actually
has the speciﬁed NFPs. It is not detailed any further in this paper; for details
see [6,14].
The term “non-functional property” can relate to many diﬀerent things,
e.g. performance, quality of service (being itself a set of properties), security,
safety, robustness, portability, etc. In the context of component software,
catalogs of such properties have already been published, e.g. [3]. They present
a limited set of properties and categorize them. However, it seems to be
impossible to treat all properties in a similar fashion 5 . Therefore, a few of
these properties should be selected to start with, of course striving to extend
the approach to more properties in the future. For the purpose of this paper,
the well-known property of response time is selected, as its signiﬁcance for
most applications is commonly understood. Note however, that there are
several ways to deﬁne response time (see [17]). In this paper, an elementary
component model is introduced as a basis, focusing on imported and exported
interfaces of a component and the methods contained in them. The invocation
relation among exported and imported interfaces is represented in form of a
matrix. Response time has the particular property of being additive, which
4 “COMponents with QUantitative properties and ADaptivity” is a project funded by
the German Research Council. It started October 1, 2001, at Dresden University
of Technology and Friedrich-Alexander University of Erlangen and Nuremberg - see
http://www.comquad.org.
5 A reason could be that they diﬀer strongly in their nature. Think of e.g. transactional
behavior having a nominal scale in contrast to throughput or response time having a ratio
scale.
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means that the response time of a component is determined by the response
times of all the other components it imports and by its own processing. The
latter part is further determined by the available resources.
Resources that inﬂuence the response times are primarily memory and
processor time. Given a certain availability of these resources on a platform,
response times can be calculated. In the opposite direction, resource require-
ments could be derived from a given response-time requirement. Then the
resources can be reserved, and appropriate scheduling algorithms can be ap-
plied.
These calculations can only be done if the expected resource usage of each
component is known a priori, that is, its CPU and memory usage. This paper
assumes a model that describes the resource usage of components. With that,
the cumulative resource requirements of the whole system can be derived.
2 Related work
A couple of projects address similar problems. In an overview paper, [18]
Sitaraman describes many fundamental problems that have to be considered
when performance of component-based systems is to be speciﬁed and reasoned
about. The speciﬁcation must be “value-based”, that is, it must be based on
the values of objects involved, not just on their sizes 6 . The consequence is
that performance speciﬁcation needs a functional speciﬁcation as its basis to
determine the values of objects involved. The need for so-called point-wise
speciﬁcation giving precise statements based on input and output values is
stated, because otherwise only very coarse worst-case estimates can be used.
Regarding the question at which level of precision the performance should be
speciﬁed, there is no general answer. The author proposes to specify perfor-
mance at diﬀerent levels, enabling users to select the most appropriate one for
a given context. In general, the paper gives some hints on which directions to
follow, but does not go into the details of the solutions.
The RESOLVE framework deals with many aspects of component-oriented
software, including performance. In [19] the authors present their approach to
the performance speciﬁcation of software components. They do not constrain
themselves to a speciﬁc component model, but indicate behavior in terms of
runtime and memory consumption in the context of the functional speciﬁca-
tion, which is expressed in a dialect of the RESOLVE language [23]. Upper
bounds for the execution time that depend on parameter values and types are
deﬁned using predicates like Is O, which resembles the “big-O” notation. For
6 Processing complex objects (e.g. trees) may take much longer than processing simple
objects (e.g. strings) of the very same size.
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storage, another predicate Is RO is used which is more strict in expressing
upper bounds. These predicates are in fact valued-based, as has been indi-
cated above. Hence, the resource speciﬁcations approximate the bounds using
predicates, but rely on a detailed functional speciﬁcation that exhibits the
concrete implementation. They must be supplied by the developer of a com-
ponent and obviously need a white-box view of the component. Furthermore,
how to obtain the base values used in the speciﬁcations (e.g. initialization of
an entry in the stack example) is not clearly stated.
In an earlier paper, Sreerama et al. show how to implement component-
based software engineering in an object-oriented context, using C++ tem-
plates as building blocks for performance tuning [21]. In this approach, layered
components can be “plugged” together without source-code modiﬁcation, us-
ing diﬀerent implementations for the same functionality that exhibit diﬀerent
performance behaviors. Obviously, one prerequisite for this is a performance
speciﬁcation of the diﬀerent implementations to guide the selection of the ap-
propriate component. This speciﬁcation used only the big-O notation and
thus remained rather imprecise. Also, it is not yet value-based.
The RASC project [15] uses a contractual approach for resource-aware
software components, associating a precise speciﬁcation with each component
and monitoring access and consumption at runtime [8]. Using an extension to
the Java runtime environment, all resources are reiﬁed through objects which
are either speciﬁc to the system (e.g. CPU) or just alternative implementations
of the standard Java API (e.g. Socket). The notion of component in RASC
is limited to standard Java programs or applets. To specify their resource
usage, a speciﬁc abstract method must be implemented that returns so-called
“resource utilization proﬁles.” These proﬁles use a given set of classes and
interfaces to model resource usage [20] and are read by resource monitors
which are consulted by the reiﬁed resource objects to make sure that the
component does not exceed speciﬁed usage. As the reiﬁcation of resources
like memory and especially CPU is a diﬃcult task, they are modelled and
monitored through information supplied by the /proc pseudo-ﬁlesystem of
the underlying Linux operating system. Furthermore, these resources cannot
be monitored synchronously as resources accessed via a reiﬁcation object, but
have to be polled asynchronously giving some kind of “status” report. To
summarize, the speciﬁcation is done at a rather low level, and it has to be
provided by the implementer as part of a component. The expected resource
usage is speciﬁed statically, it cannot refer to parameter values of the oﬀered
methods. Furthermore, it is not discussed how these values can be obtained,
especially how CPU usage can be expressed independently of the properties
of the runtime system.
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The speciﬁcation of components in the context of embedded appliances
is investigated in [5]. It not only includes provided and required interfaces,
but also the resources needed by each operation. Additionally, for each op-
eration a list of the used operations from the required interfaces is provided
together with a path expression that indicates the sequence of the calls. The
resource usage is modelled at a coarse level, just specifying what is claimed by
an operation before execution and what is released afterwards. The speciﬁca-
tion is again static and does not address parameters or return values of the
operation. Using the speciﬁcations, the authors predict memory usage for a
complete application, relying on the developer-supplied knowledge of plausible
call sequences, called “scenarios.” They turn the arbitrary number of calls in
the path expressions (“*”) into a particular number. It is not documented
how the developer obtains those numbers. Also, CPU usage is left to further
work. The goal is only to estimate total resource usage, response times of the
system are not considered.
The COMPAS project [10] uses a matrix to describe the import-export
relation of components. This matrix indicates for each pair of methods in the
system the probability that method 1 calls method 2 in a particular transac-
tion, that is, a particular workload. The information is extracted from traces.
So the system must be complete before the evaluation can start. The purpose
is to predict the behavior of the same system under new workloads from the
measurements. But the development process itself is not modiﬁed to take care
of performance issues while building the system.
So none of the approaches covers the full spectrum of including NFPs in
the development process and the runtime support. Ideas from all the projects
can however be used and combined in a new fashion.
3 Models
So the challenge still is to create models that integrate all the approaches
presented so far and that go into more detail to allow for resource reservation
and scheduling.
3.1 Component Model
For the purpose of this paper a quite general component model can be used.
This model describes components mainly as software building blocks having
declared interfaces of services a component oﬀers and interfaces a component
imports, that is the interfaces of other components it will call to implement
its own functionality. An interface is a set of methods. We come from an
Enterprise-Java-Beans-like [12] component model, focusing on the main prop-
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erties and modeling the container as the runtime enviroment similar to a com-
ponent. This is possible, as we do not model any of the middleware services
the container oﬀers but for the purpose of this model are just interested in
inter-component and component-to-container method calls.
The assumed communication between components is synchronous method
invocation; we do not cover e.g. multi-party communication or event models.
Furthermore, we disallow cyclic call-graphs 7 .
Let C denote the set of all components c available for the system under
construction, be it from a component repository, be it newly developed. Each
software component c is a reusable unit of software, subject to deployment and
composition, that oﬀers a speciﬁc service described and accessible by a set of
exported interfaces. A component itself may depend on other components,
which is described as a set of imported interfaces. The set of interfaces ex-
ported or imported by any of these components is called I = {Ij|1 ≤ j ≤ p}.
A relation Rexp ⊆ C × I states the fact that a particular component c ex-
ports interface Ij: (c, Ij) ∈ Rexp. It is useful to have an associated predicate
exp(c, Ij) ≡ (c, Ij) ∈ Rexp. Then Ic,exp = {Ij|exp(c, Ij)} is the set of all
interfaces exported by component c. Similarly, relation Rimp ⊆ C × I de-
scribing that c imports interface Ij: (c, Ij) ∈ Rimp ≡ imp(c, Ij) and Ic,imp =
{Ij|imp(c, Ij)}. Note that Ic,exp must not be empty, but Ic,imp can be, for
component c having no dependencies. Then we deﬁne
Iexp := {Ij|∃c ∈ C : exp(c, Ij)}
=
⋃
c∈C
Ic,exp
as the set of all exported interfaces and
Iimp := {Ij|∃c ∈ C : imp(c, Ij)}
=
⋃
c∈C
Ic,imp
as the set of all imported interfaces, with I = Iimp ∪ Iexp. As an integrity
constraint, we require that all imported interfaces must be exported by at
least one component:
∀Ij ∈ Iimp : ∃c ∈ C : exp(c, Ij)
or Iimp ⊆ Iexp. It is not forbidden, however, that a component imports an
7 However, while this might be a drawback, recursive method implementation is still allowed
as we only capture method invocations between component instances. We do not count
component internal method calls and therefore a recursive implementation will appear as a
method not calling other business methods of other components.
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interface that it itself exports.
Each interface Ij consists of a set of methods mj,k, that is
Ij = {mj,k|1 ≤ k ≤ nj}. Please note that this means that methods belong
to exactly one interface. Interfaces of our component model do not share
methods. So a method always identiﬁes the interface it belongs to. For easier
handling in the following 8 , we collect all methods of the several interfaces
exported or imported by the same component in two sets:
Mc,exp =
⋃
Ij∈Ic,exp
Ij
= {mk|1 ≤ k ≤ qc,exp}with qc,exp =
∑
Ij∈Ic,exp
nj
is the set of all exported methods of a component c and
Mc,imp =
⋃
Ij∈Ic,imp
Ij
= {mk|1 ≤ k ≤ qc,imp}with qc,imp =
∑
Ij∈Ic,imp
nj
the set of all imported methods 9 of a component c.
Then Mexp =
⋃
c∈C
Mc,exp is the set of all exported, and Mimp =
⋃
c∈C
Mc,imp
the set of all imported methods of all components, respectively. Finally, M :=
Mimp ∪Mexp.
The interfaces a component oﬀers are deﬁned before the component exists,
so they must be accepted as they are. The imported interfaces, however, are se-
lected by the implementation of a component. In more detail, it decides which
methods of the imported interfaces are called by any method of an exported in-
terface. This decision is captured in form of a relationRimpl ⊆Mexp×C×Mimp,
with (mj1,k1, c,mj2,k2) ∈ Rimpl saying that method mj1,k1 (of interface Ij1) is
implemented in component c by calling method mj2,k2 (of interface Ij2). Rimpl
can be seen as a call graph as known from interprocedural analysis algorithms
like e.g. [11]. However, Rimpl is not determined by static analysis but is de-
termined by the explicit speciﬁcation of imported components that has to
accompany a software component. Static analysis can be done to derive Rimpl
8 In the following presentation, we mostly consider the component level; therefore we omit
the index j of mj,k for ease of reading. Of course one should have in mind that methods
are grouped into interfaces.
9 Please note that this deﬁnition implies a one-to-many relationship between interfaces and
methods. This appears to be suﬃcient to capture reality. Overlapping of interfaces does
not oﬀer any additional beneﬁt, since it unnecessarily restricts the implementation of the
interfaces.
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if all implementations are at hand, but usually components are developed in-
dependently from each other and therefore an implementer decides only which
interfaces to import from other components. The application assembler uses
this information to provide an implementation for the interfaces imported. Of
course, for Rimpl it must hold that:
Ij1 ∈ Ic,exp
Ij2 ∈ Ic,imp
To have this information is crucial when addressing the NFPs of components.
The relation at the moment does not show the dependence on the parameters
of the methods. That would be even more useful, but it would make the
relation much more complex. So we start with the elementary form with the
clear intension to later extend it.
So for a given component c, each exported method mk1 ∈ Mc,exp calls a
subset Mc,imp,k1 ⊆Mc,imp with
Mc,imp,k1 := {mk ∈Mc,imp|mk1 ∈Mc,exp ∧ (mk1, c,mk) ∈ Rimpl}
With that, we can specify imported and exported interfaces diﬀerently:
Ic,imp = {Ij|∃mk ∈Mc,exp : (mk, c,mk1) ∈ Rimpl ∧mk1 ∈ Ij}
and
Ic,exp = {Ij|∃mk ∈Mc,exp : mk ∈ Ij}
A simple example should clarify these concepts: Component SquareRoot
in ﬁgure 1 oﬀers just one service, namely the calculation of the square root of
its input parameter (using Newton’s method for square roots [9]). It imports
an interface Math that oﬀers calculation of mean and square. Component
BasicMath is an example of a component oﬀering that interface Math; that
component itself does not need any other component.
Fig. 1. Components SquareRoot and BasicMath
In IDL notation [13], the deﬁnition of components, interfaces, and methods
would look like this:
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interface Root { interface Math {
double squareRoot(double); double square(double);
} double mean(double);
}
component SquareRoot { component BasicMath {
provides Root root; provides Math math;
uses Math math; }
}
Using the notation introduced above, we have C = {SquareRoot, BasicMath}
and M = {square,mean, squareRoot}. Looking at component SquareRoot,
we have
ISquareRoot,imp = {Math} ,
MSquareRoot,imp = {square,mean} ,
ISquareRoot,exp = {Root} ,
MSquareRoot,exp = {squareRoot}
The relation Rimpl among the methods indicating which imported methods a
exported method calls is deﬁned as
Rimpl = {(squareRoot, SquareRoot, square), (squareRoot, SquareRoot,mean)}
3.2 Non-functional Properties
It has just been said that the implementor of a component decides which
interfaces to import. In our setting, components and their exported methods
are subject to annotations regarding NFPs. These NFPs must be consistent
with the NFPs of the components that oﬀer the imported interfaces [19]. As
mentioned above, we use response time as an example here.
Components always need resources when being executed. Many NFPs are
also determined by those resources, and the relationship must be known if
NFPs are to be derived. So this relationship must be identiﬁed and made part
of the component speciﬁcation.
For response time, the resources considered to be most important are CPU
and memory 10 . In general, their usage depends on the platform and on the
data processed. The data must be included if the relationship of resource
usage and an NFP is to be identiﬁed. These data can be of a simple type like
integer with its limited value range, or of more complex types like video or
10This assumes that the components are not distributed; otherwise the network would be
the third kind of resource.
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image. Value-based speciﬁcation [18] may be feasible for the simple types, but
for the complex types data values are much too large and too detailed, so the
salient properties must be used instead, e.g. frame rate, compression format,
and size in case of video. Both is denoted by data in the following, meaning
either values or properties depending on the type.
So there is a function like:
NFPmk = fmk(resources, data)
rtmk = fmk(CPU,MEM, data)
with rtmk denoting the response time of method mk and CPU standing for
the CPU capacity actually used, irrespective of the reason—it can be just
the available CPU, or it can be all the method mk asked for. The same
applies to MEM for the memory used. fmk denotes an arbitrary formula
“calculating” the NFP of method mk, depending on the resource usage and
the data processed. By the way, state dependence of a component can be
modelled as just another input parameter to fmk and thus is included in data
already.
Such a formula could be supplied by the developer of the component, know-
ing its internal implementation and its relationship to the available resources.
But even when the implementation is known, for complex components it can-
not be expected that a developer is able to formulate such a formula precisely
and correctly. So it is obvious that having such a function would be the ideal
situation, but usually we may not able to derive a “sharp” function returning
a ﬁxed value for a given resource usage and data values or properties.
Taking a black-box view at a component or being – even as developer
– not able to state a formula, the behavior of the component can still be
measured under diﬀerent conditions, that is with diﬀerent input parameters
and diﬀerent resources. As the state space is usually much too large even for
simple parameter types, an exhaustive measurement is not feasible. Instead,
the state space can be split into regions and the NFPs are measured for each
region. With additional knowledge, proﬁles of expected usage of common
parameter values or properties, resp., can be stated and the component can
be measured for these proﬁles only. Such an approach leads to a table of
measured values, and therefore fmk is implemented as a table lookup (see
table 1 with the example of response time).
Of course, these measurements are platform-dependent. To make them
useful, they have to be transformed into numbers that are at least to some
extent platform-independent. Details are still to be deﬁned, however, the
direction is the following: Given the processor speed and the CPU usage, the
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Response time Data CPU MEM
30ms 3,475,984 15 MIPS 100 KB
10ms 4,987 5 MIPS 50 KB
. . . . . . . . . . . .
Table 1
Lookup table for resource usage, response time, and data
number of instructions executed by the method can be approximated 11 . So
on a diﬀerent platform with a diﬀerent processor speed, the CPU usage can
be estimated.
The table includes some simpliﬁcations. The values produced by measure-
ments will usually not produce exact numbers, but intervals. It would be
more appropriate to use these intervals as table entries. For the purpose of
this presentation, we use only individual numbers.
For provision of resources, it is necessary to derive the resource usage of
a component from a given NFP that this component should have. The data
are either not speciﬁed, meaning that the NFP should be guaranteed for any
data, or it can deﬁned in terms of an exact value/property, a region, or a
proﬁle. This asks for inverse “functions” f−1mk . Obviously, as the functions fmk
are not bijective, the inverse functions yield sets of values for resource usage.
In the case of the table lookup introduced above, the result is a relation for
each mk containing tuples (CPU,MEM) that state the resource usage for a
given response time rt.
f−1mk(NFP, data)= {(resources1), (resources2), . . .}
f−1mk(rt, data)= {(CPU1,MEM1), (CPU2,MEM2), . . .}
Obviously, if the same response time results from diﬀerent resource usages 12 ,
the minimum for either resource can be chosen.
In the COMQUAD project, an extension of CQML [1] is used to describe
the resource usages of NFPs (for details see [16,24]). In addition to the qual-
ities and proﬁles of CQML, CQML+ allows to specify the resource demands
a component has. Although in this paper we focus on CPU and memory us-
age, the extension is ﬂexible enough to add arbitrary resource types, as the
semantics are deﬁned by the underlying resource manager [2].
11Assuming as a simpliﬁcation that each CPU instruction has a constant execution time.
12Assume, for example, that a component uses caching. If more cache is available, the
response time should decrease. However, at some point search in the cache plays such a
signiﬁcant role that it increases response time. So a smaller cache and a very large cache
could indeed lead to the same response time.
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Using again the simple example of SquareRoot, the following CQML+
code shows how annotations of NFPs could look like.
quality low_response_time (op: Operation)
{ response_time (op) < 2; }
quality med_response_time (op: Operation)
{ response_time (op) >= 5
and response_time (op) < 7; }
quality high_error_bound (op: Operation)
{ square_error (op) < 0.000000001; }
quality memory_high (r: Resource)
{ size (r).minimum > 100; }
quality cpu_med (r: Resource)
{ instructions (r) = [100000,150000]; }
profile service_quality for SquareRoot {
profile good {
uses low_response_time (math.square);
uses low_response_time (math.mean);
provides med_response_time (root.squareRoot);
provides high_error_bound (root.squareRoot);
resources memory_high(memory);
resources cpu_med(cpu);
}
}
This deﬁnition requests a maximum response time and a speciﬁc error
bound referring to the approximation. Of course, in order to be able to re-
spond within the given time bound, SquareRoot must rely on the methods
contained in the imported interface math of type Math, which themselves have
to return their answers within a given (smaller) bound. Based on deﬁnitions
of the quality characteristics response_time and square_error 13 , three dif-
ferent qualities are deﬁned, constraining response_time and square_error,
respectively. Two further qualities constrain the resource usage using inter-
vals. Finally, a proﬁle associates those qualities with the component. As the
component itself needs certain resources to oﬀer medium response time and
high error bound, this is stated in the resources clause of CQML+.
With such a speciﬁcation, application designers can select a proﬁle for
13These are actually user-deﬁned types with a domain and optionally semantics coded in
OCL—for brevity, they are omitted here. Examples can be found in [1,24].
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Square- Root that ﬁts their non-functional requirements. This then generates
other requirements on imported interfaces, in this case on Math, regarding the
response time of their methods. The next chapter will address the issue of
plugging components together to form an assembly.
4 Assembly Structure
The previous chapter has focused on an individual component. This compo-
nent shows some behavior which can be turned into resource demands. Such
information should either be delivered by the developer of the component or
has to be discovered by the user of the component through measurements.
Furthermore, if the process and the parameters of measurement are known, a
user (e.g. the application assember) can also check whether the speciﬁed prop-
erties are correct. Obviously, as the resource usage is platform speciﬁc it might
be necessary anyway to measure the component for a new platform that the
component vendor does not oﬀer property descriptions for. Therefore, meth-
ods should be developed that enable the platform-independent description of
such properties. The NFP’s do not only depend on the resources, but also on
the NFP’s of other components which export the interfaces that the regarded
component imports. So the composition (the assembly) of components must
also be taken into account.
4.1 Establishing Relationships Among Components
To select the components needed for a particular system under construction
(suc), the set of interfaces that this system is to export must be given: Isuc ⊆ I.
We assume here that new interfaces have already been introduced by the de-
sign process and that components supplying these interfaces have been deﬁned.
They must be implemented anyway before any evaluation of non-functional
properties can take place. The job of the designer (assembler) is then to se-
lect components that oﬀer these interfaces. Selecting such a component may
lead to new interfaces that must be supplied, namely those imported by the
selected component. This process continues until no further interfaces are
named by any of the selected components.
The designer creates component instances. The same component can be
instantiated more than once in an assembly. This is not for load balancing or
parallel processing, but if an interface is imported by several components, they
should not be forced to use the same instance. In particular, both instances
could have some diﬀerent NFP’s, because they can rely on diﬀerent instances,
too (see ﬁgure 2, where two possible assemblies are shown; assembly #1 uses
two instances of component c3 having each a diﬀerent subtree, while assembly
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Fig. 2. two assemblies with diﬀerent instances
#2 refers to one instance of c3, imported by two other instances). The set
of component instances in an assembly is called CI. A function f : CI → C
identiﬁes the component for each instance. A relation Rassemb ⊆ CI ×CI × I
states that an instance calls the other using an interface. The graph deﬁned
by the ﬁrst two parts must be acyclic. Tupel (ci1, ci2, I1) ∈ Rassemb requires:
f(cii) = ci, i = 1, 2
I1 ∈ Ic1,imp ∧ I1 ∈ Ic2,exp
∃m1 ∈Mf(ci1),exp,m2 ∈Mf(ci2),exp : (m1, f(ci1),m2) ∈ Rimpl
Please note that c1 = c2 is allowed.
Coming with the component instances are method instances. The set of
all these method instances is denoted by MI. There is a function f1 : MI →
CI that identiﬁes the component instance that a particular method instance
belongs to. A second function f2 : MI → M identiﬁes the method the
instance belongs to. For f1(mi1) = ci1 and f2(mi1) = m1 it must hold:
f(ci1) = c1
m1 ∈Mc1,exp
To be useful, Rassemb must follow some restrictions:
∀Ij ∈ Isuc : ∃ci ∈ CI : Ij ∈ If(ci),exp
∀ci ∈ CI : ∀Ij ∈ If(ci),imp : ∃ci1 ∈ CI : (ci, ci1, Ij) ∈ Rassemb
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The ﬁrst condition states that each interface needed for the overall system is
provided by a component instance. The second condition requests that for
each component instance ci selected there is also for each imported interface
Ij a component instance ci1 in the assembly that oﬀers this interface, and ci
calls methods of Ij of ci1.
The container as the execution environment can be seen as another com-
ponent instance, oﬀering its services through well-deﬁned interfaces. The only
diﬀerence is that the container does not import any interface and there is just
one instance of it. If we – without loss of generality – make the container the
last component instance cin, this is expressed by If(cin),imp = {} and for any
mk1 ∈Mf(cin),exp and mk2 ∈M , we have (mk1, f(cin),mk2) /∈ Rimpl.
In our simple example of Math, relation Rassemb selecting components for
the imported interfaces simply states the fact that in this example there are
no choices, but at least we have a component for each required interface:
Rassemb = {(:SquareRoot, :BasicMath,Math)}
Fig. 3. Components BasicMath selected for imported interface Math of component SquareRoot
4.2 Assembly Matrix
As the goal is to reason about non-functional properties of the whole sys-
tem under construction, the properties of all components must be considered.
Taking again response time as a simple example, each component will have
a response time for each of its methods (which depends on the available re-
sources; see above). If one component calls another, the response time of
the called method becomes part of the response time of the calling method.
In total, the latter response time is accumulated from all calls to imported
methods and the time used in the component itself.
As a consequence, it is necessary to additionally include the number of
times a method is called into the model, not just the fact that it is called.
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This is tricky, because it may (and often will) depend on the parameters of
the call, sometimes also on the system state (in the form of return values of
called methods). For a moment, we ignore this fact and simply assume an
average number of calls.
Starting from the model of imported and exported interfaces introduced
above, the relation Rimpl must be extended so that it also tells how many
calls of each imported method are caused by one call of a given exported
method. This is similar to the lambda expressions for the sequenced operator
calls in [5]. Omitting dependencies on internal state and parameter values and
therefore assuming a constant number of calls for each method, this can be
expressed by a matrix A = (aij), 1 ≤ i, j ≤ |MI|, aij ∈ N where each aij gives
the number of calls of the imported method instance mij for a single call of
exported method instance mii. It is understood that
aij = 0 ⇔ (
mi︷ ︸︸ ︷
f2(mii),
ci︷ ︸︸ ︷
f(f1(mii)),
mj︷ ︸︸ ︷
f2(mij)) /∈ Rimpl
aij > 0 ⇔ (f2(mii)︸ ︷︷ ︸
mi
, f(f1(mii))︸ ︷︷ ︸
ci
, f2(mij)︸ ︷︷ ︸
mj
) ∈ Rimpl
Assuming that there are no cycles, we can determine an ordering of all method
instances mi ∈ MI such that the matrix has the form shown below. Each
method calls only methods coming later in the ordering.
A =


0
0 0 aij
0 0 0
0 0 0 0
0 0 0 0 0


In the ﬁrst approach, no parameter dependency is represented. In reality,
the entries of Rimpl would more look like (mi, datai, c,mj, dataj). Even if the
instances of data were again grouped into intervals and regions, this would
signiﬁcantly enlarge the matrix. Thus it is postponed to subsequent work.
For a given load (that is a vector L = (lj), where each lj gives the number
of end-user calls to method instance mij) (potentially per time unit, so giving
a rate), we can easily calculate the total number of calls (TL for total load)
of each method instance in the system:
TL =
|MI|∑
i=1
(Ai · L) + L
Please note that this also includes the number of calls to the method instances
of the container, which most likely will be found towards the end of the list of
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mij. Having an average memory and CPU demand for each method, the total
CPU consumption can already be estimated by vector multiplication of TL
and a “CPU vector”. However, this is only a very rough approximation, since
the demand is only characterized by a single value, independent of parameters,
and no intervals, distributions, or bounds are used. More work is required here.
This formal notion deﬁnes some kind of a “scaﬀolding” that we can now use
to derive non-functional properties of the whole system under development.
4.3 Testing Non-functional Properties
In general, there will be more than one choice of Rassemb, because the same
interface can be oﬀered by diﬀerent components. Furthermore, even with the
same component, there can be several choices of instantiation (see ﬁgure 2).
Given the matrix A (based on the number of calls as an additional information
to Rimpl), each choice can be evaluated. This can be done by the application
assembler or by the runtime system. In the ﬁrst case the assembler builds
an application referring to ﬁxed components, while in the second case the
assembler only builds an application by referring to interfaces, leaving the
selection of implementations to the runtime system. Of course, the available
information is diﬀerent in both cases, for example the runtime system has also
the information of actual memory or load.
Let us assume that the user of the system requests an upper bound of tmax
for the response time of one call to method instance mi1. Using the formula
introduced above we now just look at method instance mi1 and use a load
vector L1 expressing one call to mi1. We calculate the induced load TL1 on
the whole system. Knowing for each method instance mii its local calculation
time 14 , we derive an inequation that must be fulﬁlled for mi1 if its response
time t1 ≤ tmax.
L1 = (1, 0, . . . , 0)
TL1 =
|MI|∑
i=1
(Ai · L1) + L1
tmax≥ t1,local +
|MI|∑
j=2
TL1,j · tj,local
Now it is required that each component can name its resource requirements to
achieve a given local processing time tj,local. Here, we can refer to the formula
that we introduced in Sect. 3.2.
14 I.e. the time the method consumes without calls to other imported methods.
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The formula above for tmax deﬁnes a search problem, as the values tj,local
are not given, but are only constrained by the inequation. So, in a ﬁrst step,
values for the tj,local have to be chosen that fulﬁll the inequation
15 . The choice
is based on the values recorded in table 1. The response times of a method
cannot be arbitrary, but usually are from an interval. Even with an abundance
of resources, they will not pass a lower bound. So, if the minimum values for
all tj,local do not fulﬁll the inequation, this assembly cannot oﬀer the requested
response time. Otherwise, we must check whether the resources needed for
the tj,local chosen are available. This information can be obtained by using the
functions f−1mk that have been derived above in section 3.2.
f−1f2(mij)(tj,local, )= {(CPU1,MEM1), (CPU2,MEM2), . . .}
(The  stands for empty data, that is, the resources should be determined
for any parameter value.) We choose one tuple according to any criteria, i.e.
arbitrarily or with aim of minimizing the demands for one of the resources.
Asking a resource manager (e.g. the operation system which is responsible
for resource reservation), it can be decided whether the resource demands can
be met or not. If they can be met, the NFP response time ≤ tmax can be
achieved, and the resources required for that are known. If not, another tuple
from the result of f−1f2(mij)(tj,local, ) must be chosen. If the set of tuples has
been exhausted, and the sum of the tj,local is not equal to tmax, at least one
of the response times can still be increased, and the testing of the resources
can be repeated. If all that fails, the assembly chosen exceeds the resources
available or a given resource limit for the assembly. So a alternative assembly
has to be constructed.
That means, diﬀerent components supplying the imported interfaces have
to be searched, yielding a new Rassemb, which has to be evaluated with the
process described above. This process ends, when an assembly is found that
meets the given constraints or all possible assemblies have been evaluated;
then it has been ascertained, that for the given platform and with the given
components the response time demanded can´t be achieved.
The formalism also allows to go the other way. That means to enquire
the available resources and then use ff2(mij) to calculate the values of tj,local
and ﬁnally the response time of method instance mi1. However, this is con-
sidered to be less interesting, because the available resources are known only
at runtime.
15Note, that this inequation is based on the assumption of a constant number of calls for
each method (what can also be seen as an average number of calls derived from many
diﬀerent working conditions for a component); introducing parameter value dependency
would complicate this equation severely.
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5 Conclusion
A model has been developed that allows to describe components, their in-
terfaces, methods, and the structure of a component assembly. Components
oﬀer interfaces and import interfaces, each of which is a set of methods. A
component implementation decides which exported method calls which im-
ported methods. The assembly consists of component instances that call each
other. Their wiring is deﬁned in terms of interfaces that one instance oﬀers
and another one imports. This information together with the frequency of
imported-method calls is combined into a matrix. This matrix allows to test
NFPs of an assembly, mapping them to resource requirements. If the resources
are available, the NFPs can be achieved. If not, diﬀerent assemblies must be
constructed and again be tested.
Many extensions must be addressed in subsequent work: As mentioned
several times, NFPs of methods depend on the parameters and the internal
state, if it exists. Both of them can be of complex types, so their speciﬁca-
tion and modeling must be investigated in more detail. Whatever technique
is used to derive the resource functions, complete knowledge can hardly be
achieved (e.g. for a blackbox view, it would require exhaustive measurement).
Instead, intervals for parameters should be identiﬁed where similar behavior
can be observed. Then the resource functions can be deﬁned in terms of these
intervals. Matrix entries could be intervals, too.
Another goal is to achieve platform-independence of the resource speciﬁ-
cation. While this looks easy for memory, CPU needs a feasible unit like some
kind instruction count or path length.
Obviously, NFPs other than response time must also be considered. At the
moment, they must be investigated one by one, before a common treatment
can be identiﬁed. Their nature is very diﬀerent, so most likely a common
treatment can only be achieved for classes of similar NFPs. However, we
believe that the approach presented here is applicable to NFPs other than
time and space as well, as long as they are additive. We will investigate this
issue in further work.
Currently, we are developing a framework for determining the resource
usage and selected NFPs of Enterprise Java Beans (EJB [12]) based on the
open-source application server JBoss [7]. Additionally, a repository for storage
and retrieval of component implementations and their descriptions – both
functional and non-functional – is in a ﬁrst development phase. In the end,
this repository should be included in the design process, enabling the selection
of components not only based on functions, but also based on NFPs.
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