A novel method for illumination-invariant face representation is presented based on the orthogonal decomposition of the local image structure. One important advantage of the proposed method is that image gradients and corresponding intensity values are simultaneously used with our decomposition procedure to preserve the original texture while yielding the illumination-invariant feature space. Experimental results demonstrate that the proposed method is effective for face recognition and verification even with diverse lighting conditions.
Introduction
With the notable improvement of the technology in the modern multimedia society, a huge amount of images can be easily captured and stored in daily life. To successfully handle a substantial number of images, many researchers have focused on developing face-based managing systems. However, they still have challenging issues under real-world scenarios. Illumination effects on the face is one of the most frequently encountered problems in image acquisition and processing procedures. For example, the presence of varying illumination often leads to undesirable effects such as spurious edges from shadows and dark pixels by the lowlevel light. To resolve this problem, the majority of previous approaches have devoted considerable efforts to construct the illumination-invariant feature space (i.e., estimating the reflectance) in a data-driven manner. Most predominantly, reflectance has been successfully computed by utilizing the ratio between the original image I and its smoothed version [1] . This method has inspired many researchers to employ various image smoothing techniques for removing illumination effects both in spatial and frequency domains since it does not require any assumption of parameters for light and camera conditions [2] - [5] . On the other hand, illumination-invariant features have been actively exploited to cope with various lighting conditions. The main idea of these models is to adopt the contrast equalization based on the center-surround relationship [6] - [8] . Even though these approaches are conceptually simple, they still suffer from losing the textural information of the original face, which leads to the significant performance drop in face recognition and verification systems. In this Letter, we propose a novel method to consistently represent the face under varying illuminations. The key idea of our approach is to reveal the underlying structure of a given face by exploiting the orthogonal decomposition of the intensity-gradient distribution, which is obtained from the local region of a given image. It is worth noting that the combined intensity efficiently integrates the textural information into our feature space, which is helpful to improve the performance of verification as well as recognition. Since the variation of this combined distribution is mostly generated by illuminations (see Fig. 1 ), the normalized energy along the dominant orientation can be successfully employed to represent face components regardless of lighting conditions. To do this, we propose to adopt the singular value decomposition (SVD)-based scheme since it has an ability to clearly factorize the given distribution while efficiently revealing the dominant orientation and the corresponding energy. The technical details will be explained in the following sections.
Proposed Method
The heart of our work lies the insight that the illumination variation on the same image structure yields the change of the energy along the dominant orientation in the intensitycombined gradient distribution as shown in Fig. 1 and the orthogonal decomposition of this distribution enables normalizing such energy using the simple scalar operation.
Specifically, the image gradients of horizontal and vertical directions are firstly obtained from the small local region (e.g., 3 × 3 pixels). Then, we construct the intensitygradient combined M × 3 matrix as follows:
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where I(k) denotes the intensity while g x (k) and g y (k) are image gradients of horizontal and vertical directions at each pixel position (x k , y k ), respectively. M denotes the number of pixels belonging to the local region whose size is 3 × 3 pixels, for example, as mentioned. It should be emphasized again that the combined intensity value in (2) plays an important role to project the texture information (e.g., skin textures) into the orthogonal space while gradients efficiently preserve the shape information. In the following, we conduct SVD of C as follows:
where U is a M × M unitary matrix and S is a M × 3 matrix containing energies on directions of v 1 , v 2 , and v 3 , respectively. V is a 3 × 3 matrix in which the column vector v 1 represents the dominant orientation of the given distribution. Therefore, we can estimate the illumination-invariant underlying structure based on the normalized singular value s 1 as follows:
For the gray-scale representation, R values are finally scaled from [0, 255]. From Fig. 1 , it is easy to see that the same structure (e.g., eyelid) yields the same dominant direction even under different lighting conditions and thus can be equally represented by normalizing the energy along the dominant direction. Moreover, the proposed method is robust to the structured light (see Fig. 2 ). We also show the distribution of R values obtained under varying illuminations as shown in Fig. 3 . Even though the same faces are captured under different lighting conditions, which yield quite different distributions of intensity values (see the top of Fig. 3 (b) ), those of the corresponding R values are similar each other as shown in the bottom of Fig. 3 (b) .
Experimental Results
We first evaluate the performance of face recognition by the proposed method. To do this, we employ two representative datasets, which are Yale B and its extended version (Yale B Ext.) [9] . Those are composed of frontal faces captured under 64 different lighting conditions, which are obtained from 10 and 38 subjects, respectively. To evaluate the recognition performance, we first select images captured under the neutral condition as the gallery and the others are utilized as probes. The cosine similarity with the nearest neighbor rule is employed to determine the identity of the given face. We compared the proposed method with eight competitive approaches widely employed for this task, which are self-quotient image-based (SQI) [1] , DCTbased (DCT) [2] , logarithmic total variation model-based (LTV) [3] , small and large scale-based (SL) [4] , gradient face-based (GF) [6] , pipeline processing-based (PP) [5] , weber face-based (WF) [7] , and intensity lattice-based (SF) [8] methods. Some examples of illumination-invariant face representations on the Yale B dataset are shown in Fig. 4 . It is easy to see that our approach greatly eliminates various illumination effects while keeping the original textures of the given face compared to previous methods. Note that we checked the performance of face recognition according to varying M values (i.e., the size of the window) as shown in Table 1 and set 3 × 3 pixels as the baseline window throughout the entire experiments. The results of the quantitative Fig. 4 Examples of illumination-invariant face representation on the Yale B dataset. evaluation are also shown in Table 2 . From Table 2 , we confirm that the proposed method has an ability to significantly improve the recognition performance even under diverse lighting conditions.
In the following, we tested the performance of the proposed method for face verifiation, which determines whether two face images belong to the same person or not. For this experiment, we extract the local binary pattern (LBP) from the illumination-invariant face image, which is known as the most powerful feature and widely employed in this field [10] , and those are fed into the PCA-LDA classifier [9] in our experiments. We evaluated the proposed method based on the illuminated faces (IF) dataset [8] , which is composed of total 2,216 pairs for matching and mismatching pairs respectively, captured from total 350 persons. The quantitative results are shown in Fig. 5 . We also evaluated the area under the ROC (AUC) and the equal error rate (EER) in Table 3 . As can be seen, the proposed method achieves the best performance at the low-level of false positive. It should be emphasized that the verification rate at the low level of the false positive is important in the security viewpoint since non-valid users need to be strongly blocked for the robust authentication system.
Conclusion
In this Letter, we have proposed a simple yet powerful method for illumination-invariant face representation. The key idea of the proposed method is to reveal the underlying structure of a given face by exploiting the orthogonal decomposition of the intensity-gradient distribution obtained from the local region of a given image. Based on experiments using various datasets, we confirm that the proposed method yields meaningful improvement for face recognition and verification.
