This paper tests various scenarios of feature selection and feature reduction, with the objective of building a real-time anomaly-based intrusion detection system. These scenarios are evaluated on the realistic Kyoto 2006+ dataset. The influence of reducing the number of features on the classification performance and the execution time is measured for each scenario. The so-called HVS feature selection technique detailed in this paper reveals many advantages in terms of consistency, classification performance and execution time.
Introduction
For Intrusion Detection Systems (IDS), ranking the importance of input features is a problem of significant interest, since the elimination of irrelevant or useless inputs leads to a simplification of the problem and may allow faster and more accurate detection. For that aim, machine learning techniques play a very important role in information security to classify data as legitimate or normal data, and to select the most relevant features. A machine learning-based approach is one of the feasible heuristic methods to solve complicated problems for which a human designer is unable to define the appropriate rules or control laws in an explicit form. This is especially critical for the construction of an efficient real-time IDS which is able to comply with the constraints of high speed networks. In this work, we compared several feature selection or feature reduction techniques, organized in multistep scenarios. Their evaluation is based on assessing the loss of accuracy yielded by a classifier using the information of the reduced set of inputs, compared to a classifier using the full information of all original features. The evaluation was made over the realistic Kyoto 2006+ network traffic dataset.
Dataset

Original Dataset: Kyoto 2006+
The Kyoto 2006+ [1] is an evaluation dataset of network detection mechanism obtained from diverse honeypots from November 2006 to August 2009. This dataset captures the real network traffic without any human alteration or deletion. It encompasses the recent trends of network attacks distinguished from normal traffic via the use of honeypots. It consists of 24 statistical features where 14 conventional features are extracted from KD-DCUP'99 dataset [2] , and 10 additional features are added that may enable to investigate more effectively what kind of attacks happened in the networks. In the present study, we have discarded the features of IDS_detection, Malaware_detection and Ashula_detection since they are prediction labels. We have also discarded IP_source and IP_destination since they are network-dependent and have extremely large range of values. This gives us 18 input features that are summarized in Annex I.
The Kyoto dataset is labeled; the label indicates whether the session is an attack or not. In the original database, there are three labels: "1" (normal session); "−1" (known attack), and "−2" (unknown attack). Nevertheless, since the unknown attacks in the database are extremely rare (0.7%), which makes them very difficult to detect for a machine learning model, we attribute a same label for known and unknown attacks, so that the problem becomes a binary classification.
Randomly Extracted Learning and Validation Datasets
We randomly extracted 70 samples from each day, using a simple random sampling, out of the original Kyoto database, which constitutes 78,400 samples. Then we subdivided this database into 3 randomly extracted sets: -Learning dataset: 20% (15,680 samples). The learning dataset is used to train the neural networks, through an iterative modification of the connection weights, using the back-propagation algorithm. -Single-split validation dataset: 20% (15,680 samples), used for validating the learning, in order to avoid over-fitting (fitting to noise). The classification error on the validation database is calculated at each training iteration. When this error increases, the training process is stopped, even if the error on the learning dataset continues to decrease. The validation database does not participate, however, to the modification of the connection weights. After the training, the performance on the validation dataset is used to select the best neural network architecture (see Section 3.4.1). -Testing dataset: 60% (47,040 samples). These samples do not participate to the training process in any way.
They are only used for the final performance assessment. Thus, they give a closest insight into the real performance and generalization capability of the model on new unseen data.
Machine Learning Models
Increasing interest in machine learning has led to the development of numerous learning algorithms, most of which are designed with the aim of improving the existing ones. A learning machine uses data to find the approximating function (in regression problems) or the separation boundary (in classification and pattern recognition problems). In order to optimize the performance of the machine learning model used for classifying the network traffic, in terms of accuracy and execution time, we present in this section different techniques for reducing the number of features on the input of the classification models.
Preprocessing
Normalization: Raw data generally need to be preprocessed before being fed to the input of a machine learning model. The most used preprocessing technique is normalization; for each feature i, mean value m i and standard deviation s i are calculated on the set of learning and validation datasets (31,360 samples). Then, for each sample j of the three databases (learning, validation and test), 
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The main advantage of normalization is to avoid attributes in greater numeric ranges artificially dominating those in smaller numeric ranges. The values ranges of the attributes are scaled to give all features an equal a priori weight.
PCA
Principal component analysis (PCA) is a multivariate statistical technique used for feature reduction. PCA aims at:
(1) extracting the most important information from the dataset; (2) compressing the size of the data set by keeping only the most important information (feature reduction); (3) simplifying the description of the data set by means of a set of statistically uncorrelated features; (4) analyzing the structure of the observations and the variables [3] . In order to achieve these goals, PCA computes new variables called principal components which are obtained as linear combinations of the original variables. The first principal component is required to have the largest possible variance (i.e. inertia and therefore this component will "explain" or "extract" the largest part of the inertia of the dataset). The second component is computed under the constraint of being orthogonal to the first component and to have the largest possible inertia. The other components are computed likewise. The values of these new variables for the observations are called factor scores and can be interpreted geometrically as the projections of the observations onto the principal components [3] .
Before applying PCA, data must be centered (to mean 0), and is also generally normalized in order to avoid attributes in greater numeric ranges artificially dominating those in smaller numeric ranges.
Despite its popularity, PCA suffers from a lack of interpretability of the principal components since they are linear combinations of the original features, and generally do not have any physical meaning, especially when large numbers of features are involved.
Weighted PCA
The main idea of the weighted PCA is to give the original features different weights according to their importance, measured by a feature ranking technique, in the scope of solving the binary classification problem of distinguishing normal traffic from attacks.
The input feature contributions ( i c ) are measured using HVS technique (see Section 3.4). Then for each sample j of the three databases (learning, validation and test), ˆi j x (normalized value of the feature i for the sample j) is replaced by: î
Neural Networks
The development of artificial neural networks (ANN or simply NN) arose from the attempt to simulate biological nervous systems by combining many simple computing elements (neurons) into a highly inter-connected system. The alleged intelligence of artificial neural networks is, however, a matter of dispute. An artificial neural network consists of an interconnected group of artificial neurons, and it processes information using a connectionist approach to computation. In most cases, an ANN is an adaptive system that changes its parameters based on external or internal information that flows through the network during the learning phase. Neural networks are usually used to model complex relationships between inputs and outputs or to find patterns in data. We used a feed-forward neural network (also called multi-layer perceptron (MLP)) trained by a back propagation algorithm. An MLP is an artificial neural network where connections between the units do not form a directed cycle. In this network, the information moves in only one direction, forward, from the input nodes, through the hidden nodes to the output nodes. There are no cycles or loops in the network. Except for the input nodes, each node is a neuron (or processing element) with a nonlinear activation function. Generally, the units of these networks (including the output neuron) apply a sigmoid function (hyperbolic tangent) as an activation function. MLP utilizes back propagation for training the network. Back propagation algorithm is a supervised learning method which can be divided into two phases: propagation and weight update. The two phases are repeated until the performance of the network is good enough, or until convergence. In back propagation algorithms, the output values are compared with the correct answer to compute the value of some predefined error-function. The error is then fed back through the network. Using this information, the algorithm adjusts the weights of each connection in order to reduce the value of the error function by some small amount. After repeating this process for a sufficiently large number of training cycles, the network will usually converge to some state where the error of the calculations is small.
The number of input nodes is N f + 1, where N f is the number of input features, while the output is a single neuron for the present binominal classification problem.
To get a more accurate classification model from MLP, input features are normalized. Normalization is a preprocessing step performed before learning. The main advantage of this step is to avoid attributes in greater numeric ranges artificially dominating those in smaller numeric ranges.
The MLP classifier cannot handle nominal attributes, it can only classify using numerical attributes. Thus, nominal attributes such as port number is considered as a numerical value.
Neural Networks' Architecture
In the following experiments, we used networks with only one hidden layer. In fact, [4] have shown that "multilayer feed-forward networks with as few as one hidden layer using arbitrary squashing functions are capable of approximating any Borel measurable function from one finite dimensional space to another to any desired degree of accuracy, provided sufficiently many hidden units are available. In this sense, multilayer feed-forward networks are a class of universal approximators", and they can form disjoint decision regions with arbitrary shapes in multidimensional cases [5] .
Various numbers of hidden neurons, in the single hidden layer, have been tested for each scenario, and the number that maximizes the accuracy over the validation dataset has been retained.
Post-Processing: Discretization
Since the transition function of the output neuron is a sigmoid, the raw prediction will be a real value between −1 and 1. This value is then discretized to obtain a binary prediction (−1: attack or 1: normal). This is simply made using a threshold, which is generally chosen to be 0, unless one wants to obtain a different trade-off between false positives and false negatives; to reduce the false positive rate (at the expense of a higher false negative rate), the threshold should be less than 0, and vice versa. In all the following experiments, the threshold has been fixed to 0.
NN-Based HVS Feature Selection Technique
The method we proposed for selecting connection features is based on feed-forward neural networks. It has been first applied in geoscience by [6] and was theoretically formulated by [7] who called it HVS (Heuristic for Variable Selection).
We introduce the features that need to be ranked as inputs of a feed-forward neural network (with a single hidden layer) used as a classifier that distinguishes attacks from normal traffic. After the training process on a representative learning database, we assess the relative contribution of each feature as follows.
We calculate the contribution C js of a neuron j of the hidden layer to the output s according to the following formula:
where W ks is the weight of the connection between a hidden neuron k and the output s and N h is the number of hidden neurons. Then, we obtain the contribution of an input neuron i to the output according to the following formula:
where W ij is the weight of the connection between the input neuron i and a hidden neuron j, and N i is the number of inputs. The sum of input contributions is therefore equal to 1.
Note that (3) and (4) can be generalized to multiple outputs and multiple hidden layers and reduced to a single recursive formula if we define the contribution of output neurons as being equal to 1, according to the following algorithm:
Contribution(neuron_i, layer_j) // neuron_i belongs to layer_j
If layer_j=number_of_layers then return 1; // Output layer C=0; For k=1 to number_neurons(layer_i+1) // Layers are numbered ascendingly from input to output C = C + weight(neuron_i, neuron_k) / sum_weights(layer_i, neuron_k) * Contribution(neuron_k, layer_i+1); End Return C; End
Note that the inputs features must be normalized before applying HVS in order to avoid attributes in greater numeric ranges artificially dominating those in smaller numeric ranges.
Partial Least Squares Regression (PLS)
3.6.1. Principle PLS is a bilinear statistical method that was first introduced by [8] . It focuses on maximizing the variance of the dependent variables explained by the independent ones instead of reproducing the empirical covariance matrix. A PLS model consists of a structural part, which reflects the relationships between the latent variables, a measurement component, which shows how the latent variables and their indicators are related, and a third component, which is the weight relations used to estimate case values for the latent variables. First, the weight relations, which link the indicators to their respective unobservable variables, are estimated. Second, case values for each unobservable variable are calculated, based on a weighted average of its indicators, using the weight relations as an input. Finally, these case values are used in a set of regression equations to determine the parameters for the structural relations [9] .
Post-Processing: Discretization
PLS is primarily used for regression problems. In order to apply it to our binominal classification problem, a threshold is applied in the same way as explained in Section 3.4.2.
Modeling Scenarios
In order to compare the machine learning techniques described above in various configurations, we have tested 13 different scenarios. Letter "a" refers to a model that takes the whole 18 inputs, letter "b" indicates a model using a reduced feature set of 5 inputs, and letter "c" is a model using a reduced feature set of only 3 inputs.
• Scenario 1a: Original 18 features
A Neural Network is trained with the original 18 features as inputs. Pre-processing: Normalization only.
• Scenario 1b: 5 features selected by HVS
After training following Scenario 1a, the input feature contributions are measured using HVS technique. We select the 5 features having the highest contributions to put as inputs of a new neural network. Pre-processing: Normalization only.
• Scenario 2a: 18 PCA components
A Neural Network is trained using the 18 PCA components as inputs (no information loss). Pre-processing: Normalization, followed by a PCA.
• Scenario 2b: 5 first PCA components A Neural Network is trained using the 5 first PCA components (having the highest variance) as inputs. Pre-processing: Normalization, followed by a PCA.
• Scenario 3b: 5 PCA components selected using HVS After training following Scenario 2a, the contributions of the inputs (the 18 PCA components) are measured using HVS technique. We select the 5 features having the highest contributions to put as inputs of a new neural network. Pre-processing: Normalization, followed by a PCA.
• Scenario 4a: 18 weighted PCA components After training following Scenario 1a, the input feature contributions are measured using HVS technique. Then the normalized features are multiplied by the contributions following Equation 2. Then a PCA is applied to the 18 transformed features. Finally, the 18 PCA components are inputted to a new neural network. Pre-processing: Normalization, followed by a weighting, followed by a PCA.
• Scenario 4b: 5 first weighted PCA components
Following the same pre-processing steps of Scenario 4a, instead of keeping all 18 PCA components, only the 5 first PCA components (having the highest variance) are inputted to the neural network. Pre-processing: Normalization, followed by a weighting, followed by a PCA.
• Scenario 5a: PLS regression with 18 components
Pre-processing: Normalization only.
• Scenario 5b: PLS regression with 5 components
Pre-processing: Normalization only. Finally, scenarios 1c, 2c, 3c, 4c, 5c are identical to 1b, 2b, 3b, 4b, 5b, respectively, but with 3 features instead of 5.
Results
The experiments were conducted on a laptop with Intel core i7-3630QM processor (2.4 Ghz), 16 GB RAM. The software used is Matlab (R2012a) Neural Networks Toolbox. Table 1 shows the classification performance (in terms of accuracy, false positive and false negative rates: FPR and FNR) on the testing database, and execution time (for training and test) for each tested scenario, which includes the pre-processing phase execution time. We can single out the following observations: -We notice that the number of hidden neurons in the neural network classifier has a direct incidence on the execution time.
-Scenario 1b (5 features selected by HVS) gives the best performance for a reduced feature set, according to all criteria (accuracy, FPR, FNR, and testing execution time), except for the learning time, which is not a critical criterion, since the learning process is made off-line once for all. Compared to scenario 1a (complete feature set), the reduction of the number of features by 72% (from 18 to 5) yields a decrease in accuracy by only 0.2% (from 0.9847 to 0.9828). This good performance may be explained by the coherence of the two phases (feature selection and classification both based on neural networks). The figures of scenario 1c show that an acceptable performance is kept even with only input features. Scenario 2c slightly outperforms it, however, in accuracy, FPR and execution time.
-All scenarios present a higher FPR than the FNR. This is the case of most anomaly-based detectors. Nevertheless, the ratio between FPR and FNR can be modified by changing the threshold used for the post-processing discretization.
-In terms of execution time, during the testing phase, the best scenarios are 1b (5 features selected by HVS), 1c (3 features selected by HVS) and 5b (PLS with 5 components). In all cases, the reduction of the input space markedly reduces the testing execution time (from 17%, for scenario 3b compared to 2a, up to 61%, for scenario 1b compared to 1a).
-Scenario 4c presents a high degradation of the classification performance, compared to 4a and 4b. It means that the weighted PCA technique, as described above, is sensitive to the number of retained components.
-PLS regression is a completely deterministic procedure, while the training procedure of NN needs a random initialisation of weights, and may need several runs to minimize the risk of getting a local optimal. Nevertheless, when applied during the testing phase, a trained NN becomes also a deterministic function (giving always the same output for a given output).
Related Works
There exist other feature selection methods that also based on neural networks, which are theoretically described in [10] . Nevertheless, to the best of our knowledge, none of these techniques has been yet applied to network features for solving the intrusion detection problem. We should consider and compare these techniques to the HVS method in future works. We need to thoroughly compare the HVS method to other feature selection methods, such as SVDF-based method or information gain-based method proposed by [11] .
Besides, several recent papers presented various feature selection techniques applied to network features. [12] proposed a hybrid approach combining the information gain ratio (IGR) and the k-means classifier. While [13] proposed a feature selection method based on Rough Sets, improved Genetic Algorithms and clustering. Then, they used the SVM classifier for performance evaluation on the KDD database. [14] proposed a clustering-based classifier selection method. This method selects the best classifier on similar clusters, compares it with the best classifier on the nearest cluster and then chooses the better one to make the system decision. It showed better results than the Clustering and Selection (CS) method. [15] constructed binary classifiers at local sensors to distinguish each class from the remaining classes. The authors used both a synthetic and the KDD99 datasets to confirm the improved performance of the pairwise feature subset selection algorithm for multiclass classification problems. [16] applied Artificial Bee Colony algorithm (ABC) to determine free parameters of support vector machine (SVM) and to achieve the optimum feature selection for IDSs. Reference [17] proposed a feature selection approach based on Bayesian Network classifier. The authors compared the performance of the proposed approach with other commonly used feature selection methods, and they demonstrated through empirical results that features selected by their approach have decreased the time to detect attacks and increased the classification accuracy as well as the true positive rates significantly. In a comparative study, [18] applied various types of classification techniques on NSL-KDD data, both for the two class problem as binary classification (normal and attack), and for a five class problem as multiclass classification. Then they applied feature selection techniques on random forest tree model, which was found to be the best model in both problems. The model produced the highest accuracy with 15 features in case of binary classification. Most of these works used KDD or NSL-KDD benchmark dataset. None of them used the more recent Kyoto 2006+ realistic dataset, as we did in this work.
On the other hand, various techniques in the literature are called "weighted PCA", including weighting the original features before applying PCA, like we did in this paper, but also weighting the observations [19] , or us-ing a weighted sum of the first k principal components of interest [20] .
Conclusion
In this paper, we have tested various feature selection and feature reduction scenarios, for the aim of classification of network traffic, using Kyoto 2006+ realistic dataset. We have measured the influence of reducing the number of features on the classification performance and the execution time. Among the tested scenarios, the HVS feature selection and the traditional PCA are revealed to be the most appealing, with an advantage of consistence and interpretability for the HVS feature, since the same learning algorithm (NN) is used for feature selection and for classification, and given the fact that PCA suffers from a lack of interpretability of the principal components since they are linear combinations of the original features, and generally do not have any physical meaning, especially when large numbers of features are involved. In future work, we will consider testing these different scenarios on other network datasets, such as DARPA and ISCX, to assess the consistency of our comparative study.
