In today's global competitive environment, it is important to be able to evaluate the efficient use of a firms' resources. The aim of this study is to predict the discard rate for headlight frames before the project of an automotive sub-industry firm in Bursa. For this prediction, the multilayer perceptron model, the radial basis function network model and multiple linear regression models were used. Matlab R2010b software was used for the multilayer perceptron model and radial basis function network solutions, and SPSS 13 packet software was used to solve the multiple linear regressions. Comparing the three models, the multilayer perceptron model was identified as the best predictive model. 
INTRODUCTION
Aggressive competition in demand-driven global markets forces firms to produce fewer faulty products. To achieve this firms use methods such as lean production, Six Sigma, benchmarking, total quality management, and * vesa@uludag.edu.tr (Corresponding author) just-in-time production (Arıkan Kargı,2015) .
As with every industry, the plastics industry aims to produce quality products in the shortest possible time and with lowest possible cost. The project firm for this study in Bursa employs a lean production system. Lean production is defined as a system in which wastage with no added value, such as faults, costs, inventory, labour, development processes, prodution area wastage, or customer dissatisfaction is minimised (Womack et al, 1990 ). The quality of production is an essential condition for a firm applying lean principles. In lean production "product quality" requires a discard rate of 3,4 per million to 0.
Plastic goods such as toys, automobile parts, various electronic parts, or the home appliances we encounter in daily life, are mostly produced by using injection molding techniques. Plastic injection molding is a process for producing parts by injecting molten thermoplastic material into a mold and removing the part after it has hardened on cooling (Özek and Çelik, 2011) . Thermoplastics materials are used in the injection molding process. Thermoplastics structurally become soft and fluent under heat, and harden when cooled down only undergo physical change. For this reason injection molding is used for shaping thermoplastics (Chang et al, 2007) .
LITERATURE REVIEW
One of the prediction tools used for plastic injection molding is artificial neural networks. In the literature Rewal and Toncich (1998) used artificial neural networks to predict part weights and improve part quality. Lau et al. (1999) used artificial neural networks and fuzzy logic for mold manufacturing for plastic injection molding. Artificial neural networks were used to study the effect of input parameters such as injection time, cooling time, clamping time and clamping pressure on parts that are molded. Sadeghi (2000) used back-propagation techniques for predicting ideal injection pressure and injection time for high density polyethylene materials. Zhu and Chen (2006) predicted flashes (excess material attached to the finished product) in injection molding operations by analyzing data with a fuzzy neural network algorithm, using injection speed, melting temperature and clamping pressure as input parameters, to create a multiple regression model. Öktem et al. (2006) used neural networks and genetic algorithms to determine cutting parameters, such as cutting speed, feeding amount, axial and radial cutting depths, and machining tolerances, for the minimization of surface hardness. The genetic algorithm and the neural network were able to determine the optimal cutting parameters for minimum surface hardness without any constraints. It can be seen that the values from this technique and measurements done for the experiments are very close to each other. Changyu et al. (2007) examined how injection molded parts are affected by process conditions. They indicated that a combination of artificial networks and genetic algorithms for optimization of injection molding processes produced satisfactory results. Karataş et al. (2007) using artificial neural networks, devised a new formula that is based on various injection parameters, for determining flow length in injection molding of commonly used commercial plastics. Tsai and Luo (2015) used artificial neural networks and response surface methodology to obtain a prediction model for lens form correctness.
Our study is applied in a automotive sub-industry company which manufactures headlight frame parts by plastic injection molding in Bursa. In conclusion of the meeting which was held with the executives, it was stated that a new project will be started. In this new project, we were demanded that determining optimal parameters of headlight frame production for minimizing discard rates. To solve the problem faced by this automotive subindustry firm, it was decided that using a multiple linear regression model, artificial neural network types multilayer perceptron model and radial basis function networks would be the most suitable due to the knowledge we attained. The main purpose of our study is predicting the discard rate before the project for headlight frames that are produced by plastic injection molding and determine which one of the three models that was used for the prediction is the most effective.
DATA AND METHOD
Data used in the study consist of 205 data points that were collected at the automotive sub-industry firm in January 2015. The data was used for determine the discard rate of headlight frame products and the parameters that lead to discards. Input parameters that cause discards are: injection pressure, mold temperature, injection speed, clamping pressure, counter-pressure, clamping time and screw-barrel unit temperature. The output parameter is the headlight frame discard rate.
This study used a multilayer perceptron model, a radial basis function network model, and a multiple linear regression model to predict the headlight frame discard rate.
Artificial Neural Network Models
Artificial neural networks (ANN), are information processing structures inspired by the human brain. They are parallelly distributed computer programs consisting of computing elements that are related to each other with weighted relations and that each have their own memory. In other words, ANNs are computer programs which mimic biological neural Networks (Elmas,2011) .
ANNs simulating the performance of human brain have many features such as learning from data, generalizing, tolerating errors and working with unlimited number of variables. The smallest units forming the basis of ANN are called artificial neurons or computing elements. As in Figure 1 , the simplest artificial neuron consists of five main components including inputs, weights, combination function, transfer function and output. Figure 1 shows that inputs (x1,x2,.., xn) are obtained from outside the artificial neuron. These data can be provided by samples which the network will use to learn from -by another neuron or by the neuron itself. Weights (w1,w2,..wn) are values indicating the effects on sets of inputs or a computing element of previous layers. Each input is combined with a combination function through multiplication with weights, connecting input to computing element. The output (y) is determined by passing the result of the combination function through linear or nonlinear derivative transfer functions.
To date, many artificial neural network models have been developed. The most commonly used, and the ones that were used in this study, are the multilayer perceptron (MLP) model and radial basis function network (RBFN) model.
Multilayer Perceptron Model
Multilayer perceptron (MLP) is a type of artificial neural network which uses at least one layer between the input and output layers. Contrary to single layer perceptron, MLP can produce solutions to non-linear problems, making MLPs the most popular type of artificial neural network, with widespread usage. The structure of an artificial neural network using one hidden layer between input and output layers is given below in Figure  2 (Lippmann, 1987) . An artificial neural network learns from training samples and acquires the ability to make generalizations. The power of a neural network is closely dependent on how well it can make generalizations using sample data sets. The learning process of an artificial neural network takes place with the calculation of link weights between layers. Weights are altered with the selected learning algorithm. In the learning phase of MLP networks, a backpropagation algorithm is generally chosen which aims to reduce and distribute errors from output to input layers. This is the most common type of algorithm in practice and has a supervised learning structure where a sample data set consisting of input and target values is given to train the network. In the learning phase of this supervised learning algorithm, weights are updated with the equation given below and a minimization of error function (Öztemel, 2003) .
In Equation 2, Bm represents the output produced by the network, ym represents real output value. To minimize the total error, link weights are recalculated and updated, making the network produce values closest to the real values. When the weights are updated correctly, the neural network correctly predicts the results for the newly input data.
Radial Basis Function Network Model
Radial basis function networks (RBFN) consist of three layers -one input layer, a single hidden layer used as transfer function and giving a name to the network, and one output layer [16] . Inputs of the network are non-linear, while the output is linear.
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The Journal of Operations Research, Statistics, Econometrics and Management Information Systems ISSN 2148-2225 httt://www.alphanumericjournal.com/ RBFNs were initially applied to the solution of multivariate interpolation † problems. The first RBF studies were carried out by Powell (1985) and then by Light (1992) . At present, RBF is one of the principal fields of numeric analysis research. On the other hand, Broomhead and Lowe (1988) were the first researchers who used RBF for neural network design (Haykin,1999) . RBF networks take a shorter period of time in training compared to MLP and they can approach the best solution without getting stuck on local minimums. Therefore, RBF networks have started to be used in applications involving prediction, curve fitting and function approximation as an alternative neural network to MLP (Kaynar et al, 2010) . The structure of radial basis function network is given in Figure 3 . In this network type, inputs are directly transferred to a hidden layer without multiplication with weights, unlike MLPs. Then, as shown in the equation below, an output ( ) is produced based on the distance between input vector and the reference vectors (uj) indicating the center of radial functions in the hidden layer. Although many distance measures are defined, generally the Euclidian distance, measuring the linear distance between two points, is used as the distance measure. And, although there are many radial basis functions suggested for hidden layers, Gauss function, as shown below, is the most preferred. give the output of the network, as is shown in the below equation.
In equation 4, L is the number of nodes in the hidden layer, y k is the output (w kj ) for k th input of j th node, b k is the weight between kth RBF unit and j th output node and threshold of k th node.
In designing an RBF network, many different training approaches are proposed in the literature for determining the radial basis functions' central vector. Some of these approaches are: fixed centres selected at random, selforganised selection of centres, and supervised selection of centres (Haykin, 1999) .
Multiple Linear Regression Model
The multiple linear regression method is used to investigate the linear relation between one dependent variable and two or more independent variables. It is generally shown as a model demonstrating the relation between dependent variable (output) and n-independent variables (input) (Tso and Yau, 2007) .
In Equation 5, y is the output variable, x i (i=1,2..n) are the input variables, parameter is the regression coefficient, coefficients of x which are i  (i=1,2..n) are partial regression coefficients, and u is the random error term. Multiple linear regression analysis makes use of least squares method. This method minimizes the sum of the differences between real and predicted y values.
Comparing artificial neural networks and the multiple regression model, the criteria are: determination coefficient (R 2 ), mean squared error (MSE), root mean squared error (RMSE), mean absolute error (MAE). According to these criteria, the better fitted model with higher R 2 and lower MSE, RMSE ve MAE values is chosen. The equations of subject and terms used in these equations are given below. In the equation y i is the target (actual) output value, ˆi y is the output value produced by the network (predicted), n is the number of data and k is the numbers of variables used in the model.
COMPARISON OF THE MODELS AND RESULTS
In this section, the models used to predict the factory's headlight frame discard rates and the results are discussed.
Multilayer Perceptron Model and Results
The data that is used in the study consists of 205 items that is collected on January 2015. Matlab R2010b program has been used in order to construct and solve the model. The data is divided such that 80% is the training data and 20% is the test data. 25% of the training data is separated as the verification data, thus, The whole dataset is divided randomly into three parts so that 60% of data is for training (123 items), 20% verification (41 items), and the remaining 20% is for the test (41 items).
The multilayer perceptron model constructed for training had an input layer consisting of 7 neurons (injection pressure, mold temperature, injection speed, clamping pressure, counter-pressure, clamping time and screw design unit temperature), and a single neuron at the output layer represented the discard rate for plastic headlight frame production. The hidden layer architecture was determined by trial and error and there was only one hidden layer in the model used in this study. In order to determine the number of neurons in the hidden unit, cases from 1 neuron to 50 neurons were tried so that each model was tested 10 times to determine the best model for our study. The hyperbolic tangent sigmoid (tansig) transfer function was used between the input and hidden layers in the model. A linear (pureline) transfer function was used between the hidden and output layers. While searching for the most suitable model, a Levenberg-Marquardt (LM) back-propagation algorithm was used for training. The maximum number of iterations (epoch) during training in the program was 1000. The performance criteria were MSE, RMSE and MAE. The program sets the learning rate as 0.001 in the beginning and changes it automatically by increasing or decreasing as the performance degrades.
After a model suitable for the parameters was constructed and trained, the most suitable variant was determined by testing the results. The lowest MSE, RMSE and MAE values and the highest R 2 value was obtained with the model having 8 hidden neurons. Therefore, a 7-8-1 network model is the most suitable having 7.30 MSE, 2.70 RMSE, 2.12 MAE and 0.75 R 2 values. The high determination coefficient, R 2 , demonstrates that the prediction is correct.
The change of the error values for training, verification and test sets for each iteration is given in Figure 4 . Best performance was obtained on iteration (epoch) 11. 
Radial Basis Function Network Model and Results
As in the multilayer perceptron model, the dataset for the radial basis function network model was divided into 60% training data, 20% verification data, and 20% test data. The RBF network model had 7 neurons in its input layer and a single neuron in its output layer. Spread and center-value parameters that needed to be determined for this network structure were found by trial and error. The spread parameter was determined as 8. The values for these parameters are 1, 10, 100, 1000, 10,000, 100,000, 1,000,000, 10,000,000. Trials were made for the number of neurons from 50 to 250 by increasing by 50. Therefore, in this study the neuron numbers were taken as 50, 100, 150, 200 and 250. The transfer function between the input layer and the hidden layer is a radial based Gaussian function. The transfer function between the hidden layer and the output layer is a linear (pureline) function. The performance criteria is MSE, RMSE and MAE values as in the MLP model.
After the model suitable for the parameters was constructed and trained, the most suitable variant is determined by testing the results. Using the Matlab R2010b program the results determined a 50-1 network
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The change of the error values of training, verification and test sets after training is given in Figure 5 . As seen in Figure 5 , training of the network reached an optimum value at iteration (epoch) 164. 
Multiple Linear Regression Model and Results
After determining that the distribution of the data obtained from the company is normal, and there are no multicollinearity problems among the independent variables, a multiple linear regression model was applied to the abovementioned discard rate problem. More than half (61%) of the company's discard rate is explained through independent variables such that injection pressure, mold temperature, injection rate, clamping pressure, counter-pressure, clamping time and screwbarrel unit temperature. F table values obtained from the variance analysis table demonstrated that the model is meaningful as a whole. Then, coefficients of independent values were found by predictions about the model and a t test was conducted to determine whether each variable affected the discard rate on its own. A significance level of 0.05 was used and 3 of 7 independent variables were found as significant in the analysis. Therefore, the multiple linear regression model for the firm included in the study was determined to be equation 10. 
This concluded that injection pressure (X 1 ), injection speed (X 3 ) and counter-pressure (X 5 ) variables affect the discard rate with 1 bar of increase in injection pressure resulting in a 0.11 decrease in the discard rate, and a 1 second increase in injection speed resulting in a 0.034 decrease in the discard rate. An increase of 1 bar in counter-pressure results in a decrease of 0.645 in the discard rate.
Comparing the prediction performances of the MLP, RBF and MLR models, this study demonstrates that MLP is the best model for the company as it achieves the highest coefficient of determination (R 2 ) and lowest error performance criteria as seen in Table 1 . Therefore, the company will be 75% successful in predicting the discard rates of the headlight frame piece if the MLP model is used before the project. 
CONCLUSION
This study demonstrates that when managers use artificial neural network models, it is possible to produce a minimum quantity of defective items by determining the properties of the product before producing orders requested by the customer. Moreover, by taking measures based on information obtained from the model, the company can channel its resources better by making the right decisions and providing the supply of raw materials needed for production in advance. This also enables the company to deliver customer orders on time, with fast, high-quality production by reducing scrap costs resulting from production and supply delays.
This study developed three models that help determine what percentage of items are going to be discarded on average by changing some of the input variables of the headlight frame parts to be produced. Comparing three models, this study concluded that the MLP model is the best for predicting headlight frame part discard rates. As such, this study is expected to contribute to the company's production quality and efficiency, a reduction of "safety stock" needed to be held in reserve, and an increase in the company's revenue. 
