Using Krein's theory of strings, we penalize here a large class of positively recurrent diffusions by an exponential function of their local time. After a brief study of the processes so penalized, we show that on this example the principle of penalization can be iterated, and that the family of probabilities we get forms a group. We finally conclude by an application to Bessel processes of dimension δ ∈]0, 2[ which are reflected in 1. §1. Introduction 1. Let b ∈]0, +∞]. We consider a linear regular diffusion X taking values in I = [0, b), on natural scale, and with 0 an instantaneously reflecting boundary. Let P x and E x denote, respectively, the probability measure and the expectation associated with X when started from x ≥ 0. We assume that X is defined on the canonical space Ω := C(R + → R + ) (where R + := [0, +∞[) and we denote by (F t , t ≥ 0) its natural filtration, with
§1. Introduction 1. Let b ∈]0, +∞]. We consider a linear regular diffusion X taking values in I = [0, b), on natural scale, and with 0 an instantaneously reflecting boundary. Let P x and E x denote, respectively, the probability measure and the expectation associated with X when started from x ≥ 0. We assume that X is defined on the canonical space Ω := C(R + → R + ) (where R + := [0, +∞[) and we denote by (F t , t ≥ 0) its natural filtration, with F ∞ := t≥0 F t .
Let us start by giving a definition of penalization (see also Theorem 3.1): Definition 1.1.
Let (Γ t , t ≥ 0) be a measurable process taking postive values, and such that 0 < E x [Γ t ] < ∞ for any t > 0 and every x ∈ I. We say enunciating our main results, we need a few notations. Let m denote the speed measure of X. We assume that m is strictly positive in the vicinity of 0 and does not have atoms. (See A.N. Borodin and P. Salminen [BS02] , chapter II, for a definition of the main attributes of a linear diffusion.) It is known that X admits a transition density p(t, x, y) (with respect to m) jointly continuous, and symmetric in x and y (See [IM74] , chapter 4, p. 149). We also introduce its resolvent kernel:
(1.1) R λ (x, y) = We can now give our first theorem:
Theorem 1.1. Let α > 0 and r 2 , ρ 2 be defined by equations (1.2) and ii) Under Assumption 3.1 we have (See Subsection 3.5):
(1.5)
This result will enable us to obtain our penalization principle, under the assumption that m(dx) = m(x)dx: a family of probabilities defined on (Ω, F ∞ ) such that:
for all u ≥ 0 and all Λ u ∈ F u .
We now study the law of the coordinate process under P (±α) :
Theorem 1.3. Let α > 0, r 2 , ρ 2 defined by equations (1.2) and (1.3) and suppose that Assumptions 2.1 and 3.1 hold. Then:
i) Under P (±α) , the coordinate process X is a diffusion with infinitesimal generator respectively given by:
(1.6)
f (x) + 2 m(x)R −r 2 (0, x) ∂R −r 2 (0, x) ∂x f (x),
defined on the domain:
ii) Under P (±α) , the density of the Lévy measure of the subordinator τ is given by: n (−α) (u) = e r 2 u n(u),
where n is the density of the Lévy measure of τ under P.
iii) L ∞ = ∞ P (±α) −a.s.
We must stress the fact that point iii) is quite surprising. Indeed, in [SVO9] , the authors prove that for a (large class of) null recurrent diffusions, the penalization principle holds with (e −αLt , t ≥ 0), (α > 0), and that the so-penalized process is (as expected) transient. This is no longer the case for a positively recurrent diffusion as shows Theorem 1.3, see also Subsection 3.4.
Some other quantities, such as the speed measure or the scale function of the penalized diffusion will also be computed during the proof, see Section 3. Note that the expressions in both cases are very similar, and can be deduced formally one from the other by replacing α by −α (resp. −α by α) and ρ by ir (resp. r by iρ). A natural idea then is to consider a double penalization: first we penalize P with (e αLt , t ≥ 0). Second, we penalize P (α) with (e βLt , t ≥ 0).
The result is very simple, and can be summarized by a commutative diagram, as shows the following theorem:
Theorem 1.4. Let α, β ∈ R. We suppose that Assumptions 2.1 and 3.1 hold. Then, the following penalization diagram is commutative:
In particular, P (α)(−α) = P.
Note that this Theorem looks like conditioned diffusions in the sense of Pitman-Yor, see [PY81] , Proposition 3.2.
Remark. If (X t , t ≥ 0) is a linear diffusion whose scale function s is a strictly increasing C 1 function such that s(0) = 0, we have, from the occupation
. Then:
and, for Λ u ∈ F u :
Therefore, we shall always consider in the sequel the equivalent probability under which (X t , t ≥ 0) is a linear diffusion on natural scale.
3. The remainder of the paper will be decomposed into 5 parts:
• In Section 2, we prove Theorem 1.1, dealing only with the asymptotic of E e −αLt (α > 0). The pattern of the proof relies on an analytic continuation of the Laplace transform of t → E e −αLt , and on the residue theorem.
• In Section 3, we prove Theorems 1.2 and 1.3, still in the case of the penalization by e −αLt , t ≥ 0 . The penalization by e αLt , t ≥ 0 being very similar, we shall only give, in Subsection 3.5, a few elements of proof.
• In Section 4, we prove Theorem 1.4, i.e. the iteration principle.
• In Section 5, we derive explicit formulae when X is a Brownian motion reflected at 0 and 1, and more generally when X is a Bessel process of dimension δ ∈]0, 2[ reflected at 1.
• And finally, in Section 6, we briefly deal with the cases of null recurrent and transient diffusions. §2. Proof of Theorem 1.1
Let α > 0. We present in the following the full proof of the penalization by e −αLt , t ≥ 0 . A short proof of the penalization by e αLt , t ≥ 0 is given in Subsection 3.5. Let us recall that X is a positively recurrent diffusion reflected
Our approach is based on the study of the Laplace transform of t → E x e −αLt . Indeed, this quantity can be expressed explicitely in terms of the resolvent of X, as shows the following result:
Lemma 2.1. We have:
Proof. Let λ > 0. We have:
−λt e −αLt dL t after an integration by parts,
Since X is a Markov process, τ is a subordinator and the following identities hold:
where T 0 := inf{u ≥ 0; X u = 0} is the first hitting time of 0 by X. Applying the Markov property, (2.3) implies in particular that:
Therefore, using (2.2) and (2.4), we get:
. We now determine the limit of
−αLt dt as λ → 0. As shows Lemma 2.1, we have to determine the rate of decay of λ → R λ (0, 0) and λ → R λ (0, x). Let us introduce then the infinitesimal generator of X:
and, for λ ∈ C, the 2 eigenfunctions Φ(·, λ) and Ψ(·, λ), respectively solutions of:
(2.6) can be rewritten, equivalently as:
where x ∈ [0, b]. Φ and Ψ are entire functions in λ, differentiable in x on [0, b] since m has no atoms, and positive if λ is positive. According to ([DM76] , Chapter V p.162), the resolvent kernel admits the representation:
Lemma 2.2. We have the following asymptotic behaviours:
Consequently,
Taking the x derivation in (2.7) leads to:
Then, identity (2.8) implies that:
As a result, using (2.10), (2.11) and (2.1) we get:
Remark. Note that Lemma 2.2 implies that we cannot apply the Tauberian theorem (See Section 6) since the rate of decay of λ →
is not polynomial. Indeed, we will prove in Theorem 1.1 that it is in fact exponential.
Our approach now consists in extending (2.1) to λ in the complex plane, in order to apply the inverse Fourier transform. To this end, we set some notation. We shall denote by C * := C\{0} the complex plane without 0, N * := N\{0} the strictly positive integers, and R − (resp. R * − ) the interval ] − ∞, 0] (resp. ] − ∞, 0[). For a complex z ∈ C, we denote by Re(z) the real part of z and Im(z) its imaginary part. Let us now define:
From Lemma 2.2, we see that L 1 is well-defined on {z ∈ C; Re(z) ≥ 0}, and holomorphic on {z ∈ C; Re(z) > 0}. Let us introduce next:
Obviously:
Consequently, L 2 is once again well-defined on {z ∈ C; Re(z) ≥ 0} and holomorphic on {z ∈ C; Re(z) > 0}. According to Lemma 2.2, f belongs to L 1 (R), and therefore admits a Fourier transform:
Our aim is to prove that f ∈ L 1 (R). This will permit to invert this transform.
Let us start by rewriting L 2 with the help of (2.1). Using z = λ > 0 in (2.14)
gives:
H 2 is a meromorphic function on C, whose poles all belong to the negative real axis R * − . We denote by −r 2 the one of smallest modulus, which is solution of the equation:
Proof. Recall ([KK74], Lemma 2.3 p.35 and Point 11.8 p.77) that λ → R λ (0, 0) admits an meromorphic extension to C, whose poles (−γ 2 n ) n∈N and zeros (−ω 2 n ) n∈N * are all negative. Then, identity (2.8) implies that λ → R λ (0, x) also admits an meromorphic extension to C, whose poles are (−γ 2 n ) n∈N . Futhermore, from the identity ([KK74] Lemma 2.2, p. 34): is meromorphic on C with all its poles belonging to the negative real axis.
Finally, it is clear that the part z → − 1 − e z z 2 is holomorphic on C * and that 0 is not a pole of H 2 (from Lemma 2.2), so we can conclude that H 2 is a meromorphic function on C whose only pole in {z ∈ C; Re(z) > −ω 2 1 } is −r 2 .
Remark. An analytic continuation argument implies that the equality L 2 (z) = H 2 (z) holds for all z ∈ {z ∈ C; Re(z) ≥ 0}. In particular, from (2.15), we have
We now add the following technical Assumption, which will ensure that f is in L 1 (R):
Assumption 2.1. We assume that there is β > 0 and c ∈]r 2 , ω 2 1 [ such that, for z ∈ {z ∈ C; −c ≤ Re(z) ≤ 0}: ii) H 2 is bounded on the domains {z
Proof. i) First, it is clear from Lemma 2.3 that, in the domain {z ∈ C; −c ≤ Re(z) ≤ 0}, H 2 is a meromorphic function whose only pole is −r 2 . Therefore, for a ∈
is continuous on R, and we only have to check its integrability in the vicinity of ±∞. (2.17)
On one hand, using the first identity in (2.3), we have:
On the other hand, thanks to Assumption 2.1,
Gathering (2.18) and (2.19), it holds that:
Consequently, (2.17) and (2.20) imply that v → H 2 (−a + iv) belongs to L 1 (R).
ii) More generally, (2.20) can be written, for z ∈ {z ∈ C, −c ≤ Re(z) ≤ 0}:
We only prove that H 2 is bounded on {z ∈ C, −c ≤ Re(z) ≤ 0, Im(z) ≥ 1}. The same pattern of proof applies for the other case. Let ε > 0. From (2.21), there exists M > 0 such that, for all z ∈ {z ∈ C, −c ≤ Re(z) ≤ 0} satisfying |z| ≥ Im(z) ≥ M , we have:
This ends the proof of Lemma 2.4.
In particular, for a = 0, we obtain that f ∈ L 1 (R). We can therefore apply the inverse Fourier transform to get:
To obtain an equivalent to f (t) when t tends toward infinity, we consider the integration contour Figure 2 , on which we will apply the residue theorem to the meromorphic function z → e tz H 2 (z). (2.23)
where ∆ 3 ∞ is the axis −c + iR.
ii) There is a constant K(x) independent from t such that :
Proof. We study each side of the rectangle separately:
2) Let {z = −a + iR; 0 ≤ a ≤ c} be a parametrization of ∆ 2 R . Then:
According to Lemma 2.4, the function z → H 2 (z) is bounded on {z ∈ C, −c ≤ Re(z) ≤ 0, Im(z) ≥ 1}, and lim R→∞ H 2 (−a + iR) = 0. Then, we can apply the dominated convergence theorem to obtain:
3) We parametrize ∆ 4 R with z = −a − iR; 0 ≤ a ≤ c. The proof on this segment is the same as the one on ∆ 2 R , so we get :
where
is finite. This shows (2.24). Moreover:
It is then clear that (2.23) is a direct consequence of (2.25), (2.26), (2.27) and (2.28).
Proof of Theorem 1.1 From (2.16), we have:
The only pole of z → e tz H 2 (z) inside the contour ∆ R is −r 2 , and it is a simple one. The part e tz 1 − e z z 2 has no contribution since it is holomorphic at −r 2 . In consequence, the residue of e tz H 2 (z) at −r 2 reduces to:
Applying the residue theorem and (2.23) lead to:
Since c > r, using (2.24) we get:
which ends the proof of Theorem 1.1. §3. Proof of Theorem 1.2 and Theorem 1.3
As in the previous Section, we shall only deal with the case of the penalization by (e −αLt , t ≥ 0). Some comments about the case (e αLt , t ≥ 0)
will be given in Subsection 3.5. We assume from now on that m is absolutely continuous with respect to the Lebesgue measure: m(dx) = m(x)dx. §3.1. A preliminary lemma Lemma 3.1. Let α > 0, and r 2 be the unique solution in ]0, ω
is a continuous, strictly positive P x -martingale which converges towards 0 as t → ∞.
Proof. 1) Relation (2.8) implies that:
We have noticed in the proof of Lemma 2.
is holomorphic on the domain {z ∈ C; Re(z) > −ω 2 1 }. An analytic continuation argument applied to the first identity in (2.3) leads to:
This implies that M (−α) is continuous and strictly positive. We now assume that x = 0 to simplify the notations. According to ([RW00], Chapter V, Theorem 47.1 p.277), there is a Brownian motion (B t , t ≥ 0) reflected at 0 and b such that:
where:
is the local time at z of the process (B t , t ≥ 0),
is a continuous additive functional,
. Here, since we have assumed that m has a density, we have, from the occupation times formula:
As a result, A is continuous and strictly increasing, so that γ is equally continuous, strictly increasing, and A γt = γ At = t.
2) Let us apply Itô's formula. In the following, all the derivatives are taken with respect to the first variable. For example:
We then substitute t by γ t and make the time change s = γ u , following the Proposition 1.5, p.181, from D. Revuz and M. Yor [RY99] . This entails:
where, in (3.4), we have used the fact that Φ and Ψ are eigenfunctions of the operator G (cf. (2.6)). Then differentiating the equality A γt = t, we get from (3.2):
As a result, the terms related to du ((3.4) and (3.5)) cancel. Let us now examine the coefficients with respect to dL t (X) and dL
where β is a standard Brownian motion, we have by
where β γ is a (F γt )-local martingale.
i) From (2.6), Φ (0, −r 2 ) = 0 and Ψ (0, −r 2 ) = 1. Then (3.3) and (3.6) give:
ii) (3.3) gives:
Finally, (3.3) reduces to:
This implies that M (−α) is a continuous local martingale. But, from (3.1), we have:
since x → E x e r 2 T0 is clearly increasing.
As a result, M (−α) is a positive P-martingale, and therefore converges almost surely.
3) Using (3.1), let us write:
From an ergodic theorem (see [IM74] , Chapter 6, p. 229), we know that:
a.s.
Let us apply Jensen's inequality with the convex functions x → x k (k ∈ N):
With k = 2, it is clear from the case of equality in the Cauchy-Schwarz inequality that:
Therefore, summing (3.9) with respect to k, we obtain:
and this inequality is strict. Now, it is known from ([BS02], p.22), that:
Hence, plugging (3.11) and (2.3) (with λ = −r 2 ) in (3.10), we get:
since R −r 2 (0, 0) = −1/α < 0. Consequently, using (3.8) and (1.2):
(3.12) lim
Finally, letting t tend to +∞ in (3.7) and using (3.12) end the proof of Lemma 3.1. §3.2. Proof of Theorem 1.2
We will use in the sequel the following general penalization principle (see [RVY06] ):
Theorem 3.1.
Let (Γ t , t ≥ 0) be a stochastic process satisfying 0 < E[Γ t ] < +∞. Suppose that, for any s ≥ 0:
exists a.s., and,
Then, i) for any s ≥ 0 and Λ s ∈ F s :
ii) there exists a probability measure Q on (Ω, F ∞ ) such that for any s > 0:
In our framework, we have, for s < t, using the Markov property and Theorem 1.1:
Note that from Lemma 3.1, M
Proof of point i) of Theorem 1.3 1) We start by proving that the coordinate process X is still a Markov process under P (−α) x . Let Λ s ∈ F s , and f be a Borel function with compact support. We have, for s ≤ t:
Therefore, we obtain:
This proves that X is Markov under P
2) Let us calculate its infinitesimal generator. Let f be a bounded function defined on R + , and of class C 2 . Then :
is an eigenfunction of the operator G associated to the eigenvalue −r 2 . Using the definition of G (cf. 2.5), we finally get:
3) Let us determine the domain of G (−α) . Applying ([RY99], Exercice 3.20, p.311) to the expression (3.13), we see that the scale function of X under
(3.14)
and the speed measure m (−α) :
, it is clear that:
which means that 0 is a non-singular boundary (see [BS02] , p.14). Since, m
admits a density, we have m (−α) ({0}) = 0 and 0 is a reflecting boundary. The same is true for the endpoint b, and :
Proof of point ii) of Theorem 1.3 Let us introduce n the density of the Lévy measure of τ under P. Since τ is a subordinator, it is known, using (2.3) that:
Then, to obtain the Lévy measure of τ under P (−α) , we start by computing its Laplace transform. Since under
Doob's Optional Stopping Theorem gives for λ ≥ 0:
Then, letting t tend towards +∞ in (3.17) and applying the monotone convergence theorem, we get:
Now, for x = 0, formula (3.16) yields:
(1 − e −λu )e r 2 u n(u)du since α + 1 R −r 2 (0, 0) = 0, which shows point ii).
Proof of point iii) of Theorem 1.3
To evaluate P
, we rewrite (3.18) with λ = 0:
using (2.4). As a result, we have P 
Then, since x → E x e r 2 T0 is an increasing function, we have, for ε ≤ b:
But, using the first mean integral formula, there is δ ∈]0, b[ such that:
This implies:
Therefore, plugging (3.20) in (3.19), we see that, for ε < δ:
Heuristically, this means that the penalized diffusion spends less time in the vicinity of 0 than the original one.
2) For this class of diffusions, the penalization by a decreasing exponential function is not sufficient to make the local time at 0 finite. A quite natural idea is to let r tend towards ω 1 (i.e. α towards +∞). In this case, for x = 0, identity (1.4) has to be replaced by:
The penalization by (1 {T0>t} , t ≥ 0) yields then the martingale:
and we have actually:
(L ∞ = 0) = 1. This time, the penalization is too strong. An intermediary case would be probably given by a penalization with (1 {Lt<l} , t ≥ 0) for l ∈]0, +∞[, but we are not able to do it yet. §3.5. Short proof of the penalization by (e αLt , t ≥ 0)
Let us mention first that, formally, the formulae of the penalization with (e αLt , t ≥ 0) can be deduced from the ones with (e −αLt , t ≥ 0) on replacing −α by α and r by iρ. In this case, Assumption 2.1 has to be replaced by:
Assumption 3.1. We assume that for every d > 0, there is β > 0 such that, for z ∈ {z ∈ C, 0 ≤ Re(z) ≤ d}:
The guideline of the proof in this case is very close to the one given in the previous sections. However we must take care of integrability problems. First, for λ ∈ R + , λ → R λ (0, 0) = ∞ 0 e −λt p(t, 0, 0)dt is a continuous and strictly decreasing function, which tends towards +∞ at 0 according to Lemma 2.2, and towards 0 at +∞ by the monotone convergence theorem. It is thus a bijection from R * + to R * + , and the equation 1 R λ 2 (0, 0) = α admits a unique positive solution, which we denote by ρ. Then, note that, applying Jensen's inequality
and following the same sequence of identities as (3.9)-(3.12) gives:
Note that (3.21) and the fact that λ → λR ρ 2 (0, 0)m[0, b] is an increasing function of λ imply that, for λ > ρ 2 :
Let λ > ρ 2 . Consequently:
Integrating this identity with respect to dP x on Ω, and applying the FubiniTonelli theorem leads to:
We deduce in particular that ∀t ≥ 0, E x e αLt < ∞ a.s. In the sequel, to mimic the proof of Theorem 1.1, we have to overcome the integrability problem of t → E e αLt (which is no longer integrable on R + ). We choose a real d > ρ, and we study the asymptotic of the function t → e
−d
2 t E e αLt (which now belongs to L 1 (R + )). This comes to translating the Laplace transform towards the negative reals:
We then apply the residue theorem around the pole λ = −(d 2 − ρ 2 ) < 0 and notice that the artificial weight e Let α > 0, β > 0, and r 2 defined by (1.2). In this Section, we shall only make the proof of the penalization of the measure P (−α) by (e ±βLt , t ≥ 0).
From Theorem 1.3, under P (−α) x , the coordinate process (X t , t ≥ 0) is still a positively recurrent diffusion reflected on [0, b]. We still write P (−α) x for the equivalent probability under which (X t , t ≥ 0) is on natural scale.
Hence, Theorem 1.2 applies and we can perform the penalization of P
-martingale given by:
where R (−α) is the resolvent kernel of X under P (−α) and σ 2 the solution of smallest modulus of the equation a family of probabilities defined on (Ω, F ∞ ) such that:
But, for λ ≥ 0:
from Doob's optional stopping theorem. Then, letting t tends to +∞ in both sides, and applying the monotone convergence theorem, we obtain, from (2.3):
and, for Λ s ∈ F s , we have:
Now, the comparison of (2.3) and (3.18) gives:
, which yields to:
. 
by e βLt , t ≥ 0 Now, if we penalize P (−α) x by e βLt , t ≥ 0 , we obtain the family of proba-
defined on (Ω, F ∞ ) by:
for all u ≥ 0 and all Λ u ∈ F u ,
with η 2 the unique solution of the equation 1
From (4.5), η 2 − r 2 is solution of the equation:
Thus, if β ≥ α, then η 2 −r 2 = ζ 2 ≥ 0 is the unique solution of α−β+ 1 R ζ 2 (0, 0) = 0, and
On the other hand, if β ≤ α, the same proof as above shows that η 2 − r 2 = −ζ 2 ≤ 0 is the smallest solution of α − β + 1 R −ζ 2 (0, 0) = 0 and
The other cases can be dealt with in the same way. Its speed measure and its scale function are given by:
We define (
. Then X is a diffusion on natural scale. Its infinitesimal generator G is given, for f a bounded function defined on R + and of class C 2 , by
Then, its speed measure equals m(dx) = 1 2ν 2 x −2−1/ν dx. We now determine the 2 eigenfunctions Φ and Ψ solutions of (2.6). Let us introduce:
the modified Bessel function of the first kind, and
the MacDonald's function. It is known, (see N. N. Lebedev [Leb72] , Chapter 5.7, p. 110) that these 2 functions generate the set of solutions of the linear differential equation:
It is then not too difficult to verify that
generate the set of eigenfunctions of G associated with the eigenvalue λ. The boundary conditions (2.6) yield next:
Hence, we deduce:
We also introduce, for ν ∈] − 1, 0[, the Bessel function of the first kind, which is defined on C by:
Then, for z ∈ C such that −π/2 < arg(z) < π, it holds: 
where c − (α, ν, r) = 1
.
ii) Let ρ 2 be the unique solution in R + of −α + 1 R ρ 2 (0, 0) = 0. Then:
where c + (α, ν, r) = 1
Note that to simplify the presentation, we used the identity (2.8): R λ (x, y) = Φ(x, λ) (R λ (0, 0)Φ(y, λ) − Ψ(y, λ)) in the above formulas. Likewise, the computation of ∂ ∂z R z (0, 0) can be significantly lightened upon using the following identity for the Wronskian of I ν and K ν :
Proof of Theorem 5.1
We only need to check that Assumptions 2.1 and 3.1 are satisfied in this set-up, in order to apply Theorem 1.1. Let us denote (ω n ) n≥1 the zeroes of R −λ 2 (0, 0), and let c, d
1 , +∞[, and z ∈ {z ∈ C; z = a + iv, c ≤ a ≤ d}. We are looking for u ∈ C such that u 2 = 2z = 2(a + iv). In trigonometrical form, u can be written: 
Therefore, we have:
Second, when v → −∞, we can prove similarly that R z (0, 0) = O(|v| ν ). Therefore Assumptions 2.1 and 3.1 hold.
Of course, the above proof shows that the penalization Theorems 1.2 and 1.3 also hold for Bessel processes of index ν ∈] − 1, 0[ reflected at 1. We shall not state them once again since all the terms in this framework have already been computed. Instead, we will particularize this set-up to the fundamental example of the Brownian motion reflected on [0, 1]. §5.2. Brownian motion reflected on [0, 1] The resolvent kernel (5.3) and the eigenfunctions (5.1) and (5.2) of the infinitesimal generator G reduce significantly when ν = −1/2, (i.e. the Brownian motion case). Indeed, as show the following calculations:
we get, by substituting in (5.1), (5.2) and (5.3) :
and
In this particular setting, we have: [ of the equation α = √ 2r tan( √ 2r) Then:
ii) Let ρ be the unique solution in ]0, +∞[ of the equation α = √ 2ρ tanh( √ 2ρ). Then: i) The processes
and,
are continuous, strictly positive P x -martingales which converge towards 0 as t → ∞.
ii) Let s > 0 and x ∈ [0, 1]. For all Λ s ∈ F s , we have:
the family of probabilities defined on (Ω, F ∞ ) by:
Then, under P (±α) x
, the coordinates process X is solution of the stochastic differential equation:
where B is a P (±α) x -Brownian motion started from 0 and:
iv) Under P (±α) , the density of the Lévy measure of the subordinator τ is given by:
where a n := π 2 √ 2 (2n − 1).
Proof of Theorem 5.3
The proof of point iii) is a direct consequence of (1.6) and merely relies on an application of Girsanov's theorem. Next, to prove iv), we need to determine the Lévy measure of τ under P. We use the following expansion of √ 2λ tanh( √ 2λ):
where a n = π 2 √ 2 (2n − 1), (see for example H. Cartan [Car61] , p.155). We write then, from (2.3):
Hence, the density of the Lévy measure of τ is given by: 
(applying the occupation time formula)
where B is a standard Brownian motion and Z a squared Bessel process of dimension 0 started from l. Besides, according to P. Carmona, F. Petit and M.
Yor [CPY01] , we have the equality in law:
where γ is a Brownian motion independent from τ and ξ is the Lévy process associated by Lamperti's relation with the absolute value of a Cauchy process, whose generator is:
In fact, a better knowledge of the law of τ l (in particular the asymptotic behavior of its distribution) would enable us to penalize the Brownian motion reflected on [0, 1] with (1 {Lt≤l} , t ≥ 0). §6. Other cases
We have so far studied the penalization of a positively recurrent diffusion reflected on [0, b] by an exponential function of its local time. We shall now briefly deal with null recurrent diffusions and transient diffusions. As previously, the following study will mainly rely on the expressions of the resolvent kernel, as given by Krein's theory. See for example [DM76] , Chapter V, p.162 for an introduction to the Green function, and its expressions in the different situations we shall deal with, or [KK74] 
where η is a slowly varying function i.e ∀x, η(tx)
We shall give below, in each cases, an equivalent at 0 of (2.1), and then apply the Tauberian theorem to get an equivalent of t → E x e −αLt at +∞. 
where η is another slowly varying function.
Proof of Theorem 6.2
The resolvent kernel takes the form:
This implies that X is null recurrent (since m([0, +∞[) = +∞). We have:
Therefore, plugging (6.3) in (2.1), we obtain the equivalent:
Let us now introduce ν the Lévy measure of the subordinator τ . ν is absolutely continuous with respect to the Lebesgue measure, with density n which is the Laplace transform of some Borel measure σ associated to m (See S. Kotani and S. Watanabe [KW82] and F. B. Knight [Kni81] ). Then, the following identity holds:
Let a > 0. We write:
The two terms being positive, we can deduce, letting a → 0: 
is not integrable at 0. But this contradicts the fact that ν is the Lévy measure of a subordinator, i.e.
+∞ 0 (u ∧ 1)ν(du) < ∞. Therefore, we obtain from (6.4) and (6.7):
and it remains to find an equivalent of the RHS of (6.8). From (6.5), applying Fubini's theorem, we have: Note that, from (6.8), we have also proven that: Note that if ν = −1/2 (i.e. the Brownian motion case) we get: The Tauberian theorem can be applied, and we finally obtain: . Consequently:
It is then easy to deduce the law of L ∞ :
Example 2. We consider the Brownian motion reflected at 0 and killed at 1 for which: m(dx) = 2dx, b = 1 and k 0 = 0. Here, I = [0, 1[ and we obtain:
and P x (L ∞ ∈ du) = xδ 0 (du) + (1 − x)e −u du.
Let us remark that, since L ∞ = L T1 a.s., this entails that under P 0 , L T1 has an exponential law of parameter 1.
