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1. Introduction
Our starting point is the classical linear boundary value problem modelling the
deformation of a homogeneous isotropic elastic body,
−∇ · σ = f in Ω (equilibrium of forces), (1.1a)
u = g on ∂Ω (essential boundary condition), (1.1b)
where Ω ⊂ R2 is a bounded Lipschitz polygon. Here, the deformation is written in
terms of the stress tensor σ : R2 → R2×2 and the body force f : R2 → R2, where
σ = 2µε(u) + λ(∇ · u)I,
I is the 2 × 2 identity matrix, ε : R2 → R2×2 is the strain tensor, u : R2 → R2
is the displacement, and ε(u) = 12 (∇u + (∇u)>). The Lame´ coefficients µ and λ
satisfy 0 < µ1 < µ < µ2 < ∞ and 0 < λ < ∞ and can be written in terms of the
Young’s modulus E and the Poisson ratio ν as
µ =
E
2(1 + ν)
, λ =
Eν
(1 + ν)(1− 2ν) .
The coefficient λ becomes unbounded in the incompressible limit ν → 1/2, leading
to the well-known phenomenon of locking for standard finite element methods. A
popular remedy is to introduce an additional unknown, rewrite (1.1a)–(1.1b) as a
system and then apply an appropriate mixed finite element method.
We consider mixed approximation methods that are robust with respect to the
Lame´ coefficients which arise from the Herrmann or Hydrostatic formulations 4,11
of (1.1a)–(1.1b). Introducing p = −κ∇ · u we rewrite the problem as
−∇ · σ = f in Ω, (1.2a)
∇ · u+ p
κ
= 0 in Ω, (1.2b)
u = g on ∂Ω, (1.2c)
where either κ = λ (in the Herrmann formulation) or κ = µ+λ (in the Hydrostatic
formulation in two dimensions). The stress tensor can then be written as
σ(u, p) =
{
2µε(u)− pI (Herrmann),
2µ(ε(u)− 12 (∇ · u)I)− pI (Hydrostatic).
(1.3)
There is an extensive literature on finite element approximation of elasticity
problems; see Boffi et al.3 and Hughes13 for a comprehensive overview and Houston
et al.12 and Kouhia & Stenberg17 for specific details. In Ref. 16, the authors provide
a posteriori error analysis for conforming mixed finite element approximations of the
Herrmann formulation using stable rectangular elements. A variety of local problem
error estimators for the energy error are considered and proved to be robust when
ν → 1/2. Those results can be extended to the Hydrostatic formulation whenever
the chosen finite element spaces satisfy minimal conditions, as discussed by Boffi
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& Stenberg4. In this work, we extend the analysis in Ref. 16 to cover the lowest-
order P1–P0 approximation defined on triangular elements. An important issue
that will be addressed is the requirement for pressure stabilisation. While pressure
stabilisation of the lowest order mixed methods for the Stokes equations has been
extensively studied (for example by Dohrmann & Bochev8, Burman & Ferna´ndez5
and Barrenechea & Valentin2) the application of stabilised methods to elasticity
equations appears to be a new development.
In Section 2 we review the weak formulation of (1.2). In Section 3, we discuss
P1–P0 approximation, review our local stabilisation strategy and establish an a
priori error bound. The stabilisation strategy that is adopted was developed in
Refs. 14, 15 in the context of the Stokes equations. The distinctive feature of this
contribution is the identification of a suitable energy norm—which removes the
requirement to specify (or “tune”) a stabilisation parameter. In Section 4 we discuss
a conventional residual-based a posteriori error estimator and we introduce a local
Poisson problem estimator. Both estimators are shown to be robust in the sense
that the material parameters do not appear in the error bounds. This robustness is
significantly more challenging to achieve than for the Stokes problem, which only
involves a single (viscosity) parameter. Some numerical results that reinforce the
theory are discussed in Section 5. In the rest of the paper we will use the symbols .
and & to denote bounds that are valid up to positive constants that are independent
of the Lame´ coefficients and the mesh parameters.
2. Weak Formulation
Our notation is standard: Hs(ω) denotes the usual Sobolev space with norm || · ||s,ω
for s ≥ 0. When ω = Ω, we use || · ||s instead of || · ||s,Ω and we denote vector-valued
Sobolev spaces by boldface letters Hs(ω) = Hs(ω;R2). We also define
H1E(Ω) :=
{
v ∈H1(Ω) ∣∣ v|∂Ω = g}, H 12 (∂Ω) := {v |v = u|∂Ω,u ∈H1(Ω)},
and the test spaces V = H10 (Ω) :=
{
v ∈H1(Ω) ∣∣ v|∂Ω = 0} and Q = L2(Ω).
The standard weak formulation of (1.2) is: find (u, p) ∈H1E ×Q such that
a(u,v) + b(v, p) = f(v) ∀v ∈ V , (2.1a)
b(u, q)− c(p, q) = 0 ∀q ∈ Q, (2.1b)
where
b(v, p) = −
∫
Ω
p∇ · v, c(p, q) = 1
κ
∫
Ω
pq, f(v) =
∫
Ω
f v,
and either
a(u,v) = aH(u,v) = 2µ
∫
Ω
ε(u) : ε(v),
(in the Herrmann formulation) or
a(u,v) = aS(u,v) = 2µ
(∫
Ω
ε(u) : ε(v)− 1
2
∫
Ω
(∇ · u)(∇ · v)
)
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(in the Hydrostatic formulation). Note that, where it is necessary to make a distinc-
tion, we will use the notation aH(·, ·) and aS(·, ·), but where a stated result holds
for both, we will simply use a(·, ·). We assume f ∈ (L2(Ω))2 and that g ∈H 12 (∂Ω)
is a polynomial of degree at most one in each component so that no error is incurred
in approximating the essential boundary condition. As usual, we define
B(u, p;v, q) = a(u,v) + b(v, p) + b(u, q)− c(p, q), (2.2)
so as to express (2.1) in the more compact form: find (u, p) ∈H1E ×Q such that
B(u, p;v, q) = f(v), ∀(v, q) ∈ V ×Q. (2.3)
Finally, we define the following energy norm for the error analysis
|||(u, p)|||2 = 2µ ||∇u||20 + (2µ)−1||p||20 + κ−1||p||20. (2.4)
One can establish the well-posedness of the weak formulation for ν ∈ (0, 1/2) by
considering (2.1) or (2.3). We will work with the latter. Note that when ν = 1/2,
c(·, ·) disappears from (2.1) and the problem can be analysed as a saddle point
problem in the standard way (similar to Stokes problems). However, since we impose
u = g on the whole boundary, the pressure solution is only unique up to a constant
in that case. We start by reviewing some useful results. For both formulations, it is
is easy to show that
a(u,v) ≤ 2µ ||∇u||0 ||∇v||0 ∀u,v ∈ V . (2.5)
It is also known that that there exists an (inf-sup) constant CΩ > 0 such that
sup
06=v∈V
b(v, q)
||∇v||0 ≥ CΩ||q||0, ∀q ∈ Q, q 6= constant, (2.6)
see, for example, p. 128 of Ref. 10. Next, in the Herrmann formulation, we know
that
aH(v,v) ≥ CK2µ ||∇v||20 ∀v ∈ V , (2.7)
by Korn’s inequality, so that aH(·, ·) is coercive on V . Similarly, in the Hydrostatic
case4 we have that
aS(v,v) ≥ (1/2)2µ ||∇v||20 ∀v ∈ V . (2.8)
We note in passing that the coercivity estimate (2.8) does not hold if ∂Ω =
∂ΩD ∪ ∂ΩN , where ∂ΩN 6= ∅ is a portion of the boundary where σn = 0. (This
case requires a separate treatment, exploiting the fact that aS(·, ·) is coercive on an
appropriate nullspace V0 ⊂ V .)
The following stability result ensures well-posedness of (2.3).
Lemma 2.1. Let Q0 :=
{
q ∈ L2(Ω), ∫
Ω
q = 0
}
. For any (u, p) ∈ V × Q0, there
exists a pair of functions (v, q) ∈ V ×Q0, with |||(v, q)||| . |||(u, p)|||, satisfying
B(u, p;v, q) & |||(u, p)|||2.
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Proof. For the Herrmann case, the result follows from (2.5), (2.6) and (2.7); see
Lemma 3.3 in Ref. 16. In the Hydrostatic case, the same proof can be applied, using
(2.8) instead of (2.7) (which is the same result with CK = 1/2). Since the energy
norm (2.4) is defined with respect to κ, the constant in the bound & is the same
(up to the value of CK).
Remark 2.1. To check the uniqueness of the pressure solution for ν ∈ (0, 1/2) we
test (2.1b) with a constant function q = 1 and use the divergence theorem. This
gives
1
κ
∫
Ω
p = −
∫
Ω
∇ · u = −
∫
∂Ω
u · n ds, thus
∫
Ω
p = −κ
∫
∂Ω
g · n ds. (2.9)
The characterisation (2.9) guarantees the uniqueness of the pressure satisfying (2.3)
using either of the two formulations.
3. Stabilised P1–P0 approximation
Let {Th} denote a family of shape-regular triangular meshes of Ω into triangles K
of diameter hK . For each mesh Th, we let Eh denote the set of all edges and hE
denote the length of an edge E ∈ Eh. Next, we introduce finite-dimensional subsets
XhE ⊂ H1E , Xh0 ⊂ V and Qh ⊂ Q. The discrete weak formulation of (2.1) is as
follows: find (uh, ph) ∈XhE ×Qh such that
a(uh,vh) + b(vh, ph) = f(vh) ∀vh ∈Xh0 , (3.1a)
b(uh, qh)− c(ph, qh) = 0 ∀qh ∈ Qh. (3.1b)
Specifically, we choose Xh0 to be the space of vector-valued functions that are piece-
wise linear in each component and globally continuous (P1), and we choose Q
h to
be the subset of Q that contains piecewise constant functions (P0). The solution
space XhE is obtained from X
h
0 by construction in the usual way, by augmenting
the basis with additional P1 functions associated with Dirichlet boundary nodes
(where g 6= 0). For more details about P1–P0 approximation, see Refs. 10, 14, 3,
15, 18. We note that, while the simplicity of the low-order scheme is very attractive
from a computational point of view, stabilisation of the underlying approximation
is essential when working with values of ν close to 1/2.
Given a mesh Th, to define our stabilisation strategy, we first select a macroele-
ment partitioning Mh which satisfies:
(1) Each macroelement M ∈Mh is a connected set of adjoining elements from Th.
(2) Mi ∩Mj = ∅ for all Mi,Mj ∈Mh, i 6= j.
(3) For any two neighboring macroelements M1 and M2 with
∫
M1∩M2 ds 6= 0, there
exists v ∈Xh0 such that supp v ⊂M1 ∪M2 and
∫
M1∩M2 v · n ds 6= 0.
(4) ∪M∈MhM = Ω. For each M ∈ Mh, the set of interior interelement edges will
be denoted by ΓM . That is,
ΓM = {E ∈ Eh \ ∂Ω, E ⊂M}.
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With the above definition, a locally stabilised version of the discrete weak problem
(3.1) is as follows: find (uh, ph) ∈XhE ×Qh such that
a(uh,vh) + b(vh, ph) = f(vh) ∀vh ∈Xh0 , (3.2a)
b(uh, qh)− c(ph, qh)− Cloc(ph, qh) = 0, ∀qh ∈ Qh, (3.2b)
where
Cloc(ph, qh) = 1
2µ
∑
M∈Mh
∑
E∈ΓM
hE
∫
E
JphKJqhKds, ph, qh ∈ Qh,
and J·K denotes the jump across E ∈ ΓM .
Remark 3.1. The choice of the stabilisation parameter (1/2µ) in the definition of
Cloc(·, ·) is motivated by the a priori error analysis presented next.
The discrete pressure ph ∈ Qh that solves (3.2) is not uniquely defined in the
limiting case ν = 1/2. The associated linear algebra system is singular in this case.a
Define the constrained pressure approximation space Qh0 = Q
h∩Q0. We will assume
that for any partitioningMh, each macroelement M ∈Mh belongs to one of a finite
number of possible equivalence classes EMˆ1 , . . . , EMˆN . The next result immediately
follows from Lemma 3.1 in Ref. 15.
Lemma 3.1. Let Πh be the L
2 projection operator from Qh0 onto the subspace
Q
h
= {q ∈ Q0, q|M is constant ∀M ∈Mh}. (3.3)
Then, there exists α1 > 0 independent of h and the Lame´ coefficients satisfying
Cloc(q, q) ≥ α1 1
2µ
||(I −Πh)q||20 ∀q ∈ Qh0 .
The stabilised discrete formulation (3.2) can also be written as: find (uh, ph) ∈
XhE ×Qh such that
BS(uh, ph;vh, qh) = f(vh), ∀(vh, qh) ∈Xh0 ×Qh, (3.4)
which involves the stabilised bilinear form
BS(uh, ph;vh, qh) = a(uh,vh) + b(vh, ph) + b(uh, qh)− c(ph, qh)− Cloc(ph, qh).
We are now ready to prove a stability result for (3.4).
Lemma 3.2. For any (u, p) ∈ Xh0 × Qh0 , there exists a pair of functions (v, q) ∈
Xh0 ×Qh0 with |||(v, q)||| . |||(u, p)||| satisfying
BS(u, p;v, q) & |||(u, p)|||2.
aIn the generation of the computational results with ν = 0.49999 (discussed later in Section 5)
the near-singular linear algebra systems were solved using \ within MATLAB.
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Proof. A consequence of (2.6) is that there exists a constant α2, independent of h
and the Lame´ coefficients, and a function w ∈Xh0 satisfying
(Πhp,∇ ·w) = (2µ)−1||Πhp||20, (2µ)1/2||∇w||0 ≤ α2(2µ)−1/2||Πhp||0. (3.5)
Since (u, p) ∈ Xh0 × Qh0 and Xh0 ⊂ V , Qh0 ⊂ Qh, using the definition of BS(·, ·)
gives,
BS(u, p;u,−p) ≥ CK2µ||∇u||20 + κ−1||p||20 + Cloc(p, p), (3.6)
by (2.7) (Herrmann case) or (2.8) (Hydrostatic case). Next, using (3.5) and (2.5),
for any  > 0 we have,
BS(u, p;−w, 0) = −a(u,w)− b(w, (I −Πh)p)− b(w,Πhp)
≥ −(2µ) 12 ||∇u||0 (2µ) 12 ||∇w||0
− (2µ)− 12 ||(I −Πh)p||0(2µ) 12 ||∇w||0 + (2µ)−1||Πhp||20
≥ −(2µ)1/2||∇u||0 α2(2µ)−1/2||Πhp||0
− (2µ)−1/2||(I −Πh)p||0(2µ)−1/2α2||Πhp||0 + (2µ)−1||Πhp||20,
≥ −(2µ)||∇u||20 − 2−1α22(2µ)−1||Πhp||20
− (2µ)−1||(I −Πh)p||20 + (2µ)−1||Πhp||20. (3.7)
Now we introduce a parameter δ. Using Lemma 3.1, (3.6) and (3.7) we have,
BS(u, p;u− δw,−p) = B(u, p;u,−p) + δB(u, p;−w, 0)
≥ CK2µ||∇u||20 + κ−1||p||20 + Cloc(p, p) + δ(2µ)−1||Πhp||20
− 2µδ||∇u||20 − 2δ−1α22(2µ)−1||Πhp||20 − δ(2µ)−1||(I −Πh)p||20,
≥ (CK − δ)2µ||∇u||20 + κ−1||p||20 + δ
(
1− 2α22−1
)
(2µ)−1||Πhp||20
− δ(2µ)−1||(I −Πh)p||20 + α1(2µ)−1||(I −Πh)p||20,
≥ (CK − δ)2µ||∇u||20 + κ−1||p||20 + δ
(
1− 2α22−1
)
(2µ)−1||Πhp||20
+ (α1 − δ)(2µ)−1||(I −Πh)p||20.
Making the specific choices  = 4α22 and δ =
1
4α22
min{CK/2, α1/2}, it follows:
BS(u, p;u− δw,−p) ≥ C
(
2µ||∇u||20 +
1
κ
||p||20 + (2µ)−1
(||Πhp||20 + ||(I −Πh)p||20)) ,
≥ C
(
2µ||∇u||20 +
1
κ
||p||20 + (2µ)−1||p||20
)
, (3.8)
where C = min
{
1, CK2 ,
α1
2 ,
δ
2
}
. Hence, the result holds with v = u−δw and q = −p.
Finally, using the definition of ||| · ||| and (3.5) gives
|||(v, q)|||2 = 2µ‖∇ (u− δw) ‖20 + (2µ)−1‖p‖20 + κ−1‖p‖20
≤ 2(2µ)||∇u||20 + 2(2µ)δ2||∇w||20 +
(
κ−1 + (2µ)−1
) ||p||20,
≤
(
2 +
δ2α22
2
)
|||(u, p)|||2. (3.9)
November 14, 2018 9:9
8 A. KHAN, C. E. POWELL and D. J. SILVESTER
The constants in (3.8) and (3.9) are independent of the Lame´ coefficients.
We can now establish an a priori bound for the energy norm of the error asso-
ciated with the stabilised P1–P0 approximation.
Theorem 3.1. Let (u, p) ∈H1E ×Q be the solution to (2.1) and let (uh, ph) ∈
XhE ×Qh satisfy (3.2). Suppose that
∫
∂Ω
g ·n ds = 0 so that ∫
Ω
p = 0 =
∫
Ω
ph from
(2.9). If u ∈H2(Ω) and p ∈ H1(Ω), then
|||(u− uh, p− ph)||| . h
(
(2µ)1/2|u|2 +
(
(2µ)−1/2 + κ−1/2
)
|p|1
)
. (3.10)
Proof. Let u˜ ∈ XhE represent the piecewise linear interpolant of u ∈ H1E and let
p˜ ∈ Qh0 be the piecewise constant projection of p ∈ Q with mean value zero. Using
the triangle inequality gives
|||(u− uh, p− ph)||| . |||(u− u˜, p− p˜)|||+ |||(u˜− uh, p˜− ph)|||, (3.11)
and the interpolation error satisfies
|||(u− u˜, p− p˜)||| . h
(
(2µ)1/2|u|2 +
(
(2µ)−1/2 + κ−1/2
)
|p|1
)
. (3.12)
Now, for all (v, q) ∈Xh0 ×Qh, using (2.3) and (3.4), gives
BS(uh − u˜, ph − p˜;v, q) = BS(uh, ph;v, q)− B(u˜, p˜;v, q) + Cloc(p˜, q)
= B(u, p;v, q)− B(u˜, p˜;v, q) + Cloc(p˜, q)
= B(u− u˜, p− p˜;v, q) + Cloc(p˜, q).
Since (uh − u˜, ph − p˜) ∈Xh0 ×Qh0 , applying Lemma 3.2 in the usual way gives
|||(uh − u˜, ph − p˜)||| . ||| (u− u˜, p− p˜) |||+ sup
q∈Qh0 ,(2µ)−1/2||q||0=1
Cloc(p˜, q).
If p ∈ H1(Ω), then Cloc(p, q) = 0 and the Cauchy–Schwarz inequality gives
Cloc(p˜, q) = Cloc(p˜− p, q) .
( ∑
K∈Th
hK
2µ
||p− p˜||20,∂K
)1/2( ∑
K∈Th
hK
2µ
||q||20,∂K
)1/2
.
Following the proof of Theorem 3.1 in Ref. 15, it follows that( ∑
K∈Th
hK
2µ
||q||20,∂K
)1/2
. 1√
2µ
||q||0,
( ∑
K∈Th
hK
2µ
||p− p˜||20,∂K
)1/2
. h√
2µ
|p|1,
and hence
|||(uh − u˜, ph − p˜)||| . ||| (u− u˜, p− p˜) |||+ h√
2µ
|p|1. (3.13)
Combining (3.11) with (3.12) and (3.13) gives the final result.
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4. A posteriori error analysis
Two alternative a posteriori energy error estimation strategies will be discussed here.
Both estimation strategies are robust in the sense that material parameters do not
appear in the error bounds. The proofs are presented here for completeness—they
are a minor extension of the results established in Ref. 16.
4.1. Residual error estimation
We discuss a residual-based error estimator first. The definition involves three dis-
tinct parameters:
ρK = hK(2µ)
− 12 , ρE = hE(2µ)−1, ρd = 1/(κ−1 + (2µ)−1). (4.1)
Let (uh, ph) ∈ XhE × Qh satisfy (3.2) and let fh be the L2-projection of f onto
the space of piecewise constant functions. For each element K in the finite element
mesh Th, we define the local data oscillation error ΘK satisfying
Θ2K = ρ
2
K ||f − fh||20,K , (4.2)
and a local error indicator ηK satisfying η
2
K = η
2
RK
+ η2EK + η
2
JK
, where
η2RK = ρ
2
K ||RK ||20,K , η2JK = ρd||RK ||20,K and η2EK =
∑
E∈∂K
ρE ||RE ||20,E . (4.3)
The two element residuals associated with (1.2) are given by
RK = fh
∣∣
K
, RK =
{
∇ · uh + ph
κ
} ∣∣∣
K
, (4.4)
and the edge residual RE is associated with the normal stress jump. That is,
RE =
{
1
2J−σ(uh, ph)nKE E ∈ Eh \ ∂Ω,
0 E ∈ ∂Ω, (4.5)
where σ(uh, ph) is defined via (1.3). Note that since uh ∈ P1 and ph ∈ P0, ∇ · uh
and RK are constant on each element, as is the normal stress jump on each edge
(in both formulations). Hence, ηK is straightforward to compute. Finally, we sum
the element contributions to give the residual error estimator and data oscillation
error respectively,
η =
( ∑
K∈Th
η2K
)1/2
and Θ =
( ∑
K∈Th
Θ2K
)1/2
. (4.6)
Remark 4.1. The nonuniqueness of the pressure solution in the incompressible
limit is not seen by the error estimator (ph drops out of Rk when λ→∞ and RE
measures inter-element jumps in the pressure).
Theorems 4.1 and 4.2 show that η is a reliable and efficient estimator for the
energy error associated with locally stabilised P1–P0 approximations of (2.1). The
following standard result is needed for Theorem 4.1.
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Lemma 4.1 (Cle´ment interpolation). Given v ∈ V , let vh ∈Xh0 be the quasi-
interpolant of v defined by averaging7. For any K ∈ Th,
ρ−1K ||v − vh||0,K . (2µ)1/2|v|1,ωK ,
where | · |1,ωK is the H1(ωK) seminorm. Moreover, for all E ∈ ∂K we have
ρ
−1/2
E ||v − vh||0,E . (2µ)1/2|v|1,ωK ,
where ωK is the set of triangles sharing at least one vertex with K.
Theorem 4.1. Suppose that (u, p) ∈H1E ×Q is the weak solution satisfying (2.1)
and (uh, ph) ∈ XhE × Qh satisfies (3.2). Suppose further that
∫
∂Ω
g · n ds = 0 so
that
∫
Ω
p = 0 =
∫
Ω
ph from (2.9). Defining η and Θ as in (4.6), we have
|||(u− uh, p− ph)||| . η + Θ. (4.7)
Proof. Since (u− uh, p− ph) ∈ V ×Q0, from Lemma 2.1, we have
|||(u− uh, p− ph)|||2 . B(u− uh, p− ph;v, q)
for some (v, q) ∈ V ×Q0 with |||(v, q)||| . |||(u− uh, p− ph)|||. For this v, choose
vh ∈Xh0 to be defined as in Lemma 4.1. Then, we have B(u−uh, p−ph,vh, 0) = 0
by (2.1a) and (3.2a). Hence, since ∇ · u+ κ−1p = 0 and using (2.1a) again,
B(u− uh, p− ph;v, q) = B(u− uh, p− ph;v − vh, q),
= (f ,v − vh)− a(uh,v − vh) + (ph,∇ · (v − vh))
− (q,∇ · u) + (q,∇ · uh)− κ−1(q, p) + κ−1(q, ph),
= (f ,v − vh)− a(uh,v − vh) + (ph,∇ · (v − vh))
+ (q,∇ · uh + κ−1ph),
= (f − fh,v − vh) +
∑
K∈Th
{(
fh, (v − vh)
)
0,K
+
∑
E∈∂K
〈
RE ,v − vh
〉
E
+
(
q,RK
)
0,K
}
(4.8)
where
〈
RE ,v − vh
〉
E
=
∫
E
RE · (v − vh). Applying Cauchy–Schwarz to (4.8) and
then using Lemma 4.1 gives
|||(u− uh, p− ph)|||2 . B(u− uh, p− ph;v, q)
. |||(v, q)|||
( ∑
K∈Th
(
η2K + Θ
2
K
)) 12
. (4.9)
Theorem 4.2. Suppose that (u, p) ∈H1E ×Q is the weak solution satisfying (2.1)
and (uh, ph) ∈XhE ×Qh satisfies (3.2). Defining η and Θ as in (4.6), we have
η . |||(u− uh, p− ph)|||+ Θ. (4.10)
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To establish the bound (4.10), we need to establish efficiency bounds for each
of the component residual terms η2RK , η
2
JK
and η2EK defined in (4.3).
Lemma 4.2. Let K be an element of Th. The local equilibrium residual satisfies
η2RK .
(
2µ |u− uh|21,K + (2µ)−1||p− ph||20,K + Θ2K
)
.
Proof. The proof follows the same lines as that of Lemma 3.5 in Ref. 16, here
using RK = fh = fh + ∇ · σ(uh, ph) (since uh ∈ P1 and ph ∈ P0) and noting
that (f +∇ · σ(u, p)) |K = 0 for a classical solution (u, p) (in both the Herrmann
and Hydrostatic formulations). In the Hydrostatic formulation, equation (3.22) in
Ref. 16 has the additional term µ(∇ · (u − uh),∇ · w)K . Applying the Cauchy–
Schwarz inequality to this term as well as the others, leads to the stated result.
Lemma 4.3. Let K ∈ Th. The local mass conservation residual satisfies
η2JK .
(
2µ |u− uh|21,K + (2µ)−1||p− ph||20,K + κ−1||p− ph||20,K
)
.
Proof. Noting that (∇ · u+ κ−1p)|K = 0 for a classical solution (u, p), we have
ρd||∇ · uh + κ−1ph||20,K = ρd||∇ · (u− uh) + κ−1(p− ph)||20,K
. ρd||∇ · (u− uh) ||20,K +
ρd
κ2
||(p− ph)||20,K
. 2µ |u− uh|21,K + κ−1||(p− ph)||20,K ,
where the last line follows from the definition of ρd in (4.1).
Lemma 4.4. Let K ∈ Th. The stress jump residual satisfies
η2EK .
∑
E∈∂K
(
2µ |u− uh|21,ωE + (2µ)−1||p− ph||20,ωE + Θ2ωE
)
,
where Θ2ωE =
∑
K∈ωE Θ
2
K is the localised data oscillation term and ωE is the patch
of elements that share the edge E.
Proof. The proof follows the same lines as that of Lemma 3.7 in Ref. 16, but with
RE defined as in (4.5), replacing J(phI − 2µε(uh))nKE with J−σ(uh, ph)nKE and
choosing Λ = ρEJ−σ(uh, ph)nKE χE . We again exploit the fact that the classical
solution (u, p) satisfies −∇·σ(u, p) = f and ∇·σ(uh, ph) = 0. To obtain the upper
bound for ρE‖RE‖20,E in the proof of Lemma 3.7 there is an additional term to
bound for each of the terms T1 and T3. However the same upper bounds hold.
The desired local lower bound (4.10) follows by consolidating the estimates from
Lemma 4.2, Lemma 4.3 and Lemma 4.4.
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4.2. A Poisson problem local error estimator
Having established that the residual error estimator η in (4.6) is reliable and ef-
ficient, the framework established by Verfu¨rth20 makes it straightforward to con-
struct equivalent local problem estimators that are equally reliable but potentially
more efficient. For the Herrmann formulation with Q2 (biquadratic) displacement
approximation, four local problem error estimators were discussed in Ref. 16. Of
these, the so-called Poisson problem estimator proved to be the most attractive
from a computational perspective.
This strategy will be extended to cover stabilised P1–P0 approximation herein.
We compute a local estimator eP,K ∈ (P(K))2 for the displacement error that
is super-quadratic in each component and a local estimator S,K ∈ P1(K) for the
pressure error that is linear. More specifically, for the displacement error, we define
P(K) = span{ψE , E ∈ ∂K ∩ (Eh \ ∂Ω)} ⊕BT , (4.11)
where ψE is a quadratic bubble function associated with an interior edge E and
BT is the space spanned by the cubic bubble function that is zero on the three
boundary edges. We assume that every triangle K ∈ Th has at least two edges in
the interior of Ω. See Kay & Silvester14 (and references therein) where the same error
estimation strategy is applied to Stokes problems. The Poisson problem estimator
is now defined by
ηP =
√∑
K∈Th
η2P,K ,
where the local contributions are given by
η2P,K = 2µ ||∇eP,K ||20,K + ρ−1d ||P,K ||20,K , (4.12)
and (eP,K , S,K) ∈ (P(K))2 × P1(K) is the solution to the following problem
2µ (∇eP,K ,∇v)K = (RK ,v)K −
∑
E∈∂K
〈RE ,v〉E , ∀v ∈ (P(K))2, (4.13a)
ρ−1d (P,K , q)K = (RK , q)K , ∀q ∈ P1(K). (4.13b)
Recall that ρd is defined in (4.1), RK and RK are defined in (4.4) and RE is defined
in (4.5). With the exception of RK , these quantities are slightly different depending
on which mixed formulation is used. In both cases, (4.13a) decouples into a pair
of local 4 × 4 Poisson problems and since RK ∈ P1(K), the solution of (4.13b) is
immediate: P,K = ρdRK = ρd(∇ · uh + κ−1ph). Hence, (4.12) simplifies to
η2P,K = 2µ ||∇eP,K ||20,K + ρd||∇ · uh + κ−1ph||20,K .
We note that this strategy of decoupling the components of local problem error
estimators in a mixed setting it not new; it was pioneered by Ainsworth & Oden1.
Using the arguments that are sketched in Ref. 16, the equivalence result
ηP,K . ηK . ηP,K , K ∈ Th,
is easily established.
November 14, 2018 9:9
Robust Error Estimation for Nearly Incompressible Elasticity 13
5. Computational results
In this section we compare the performance of the estimators η and ηP for the Her-
rmann and Hydrostatic formulations of three test problems. All results were com-
puted using locally stabilised P1–P0 approximation with software adapted from the
MATLAB toolbox TIFISS19. To define the stabilisation term, we group the elements
in the meshes into disjoint macroelements consisting of four neighbouring triangles,
with a central element connected to three neighbours15. In some experiments we
use uniform meshes and in others we use the local contributions ηK and ηP,K to
drive adaptive mesh refinement. More precisely, starting with an initial mesh T0,
we apply the iterative refinement loop
Solve→ Estimate→ Mark→ Refine
to generate a sequence of (nested) regular meshes {T`} with mesh size h`. For each
T` and the associated finite element approximation, we compute η2` =
∑
K∈T` η
2
K (if
using the residual estimator), or else replace ηK with ηP,K (if using the Poisson es-
timator). Then, in the usual way9, using a bulk parameter θ ∈ (0, 1) (here θ = 1/2),
we determine a minimal subsetM` of marked triangles such that
∑
K∈M` η
2
K ≥ θη2`
(and similarly with ηP,K). Mesh refinement is then done using the red-green-blue
strategy20. We denote the number of degrees of freedom associated with the mesh
T` by N`. Hence, for uniform meshes we have O(N−r` ) ≈ O(h2r` ) where r > 0. From
Theorem 3.1 we know that, if the solution (u, p) is sufficiently smooth, then the
energy error e = |||(u− uh, p− ph)||| will decay to zero with rate r = 0.5.
5.1. An analytic solution
The first test problem is taken from Ref. 6. We choose Ω = (0, 1)× (0, 1) and a zero
essential boundary condition; that is, g = 0 on ∂Ω. In addition,
f =
(−2µpi3 cos(piy) sin(piy)(2 cos(2pix)− 1)
2µpi3 cos(pix) sin(pix)(2 cos(2piy)− 1)
)
.
The exact solution is p = 0 and u = (u1, u2)
> where
u1 = pi cos(piy) sin
2(pix) sin(piy), u2 = −pi cos(pix) sin2(piy) sin(pix).
Figures 1 and 2 show the convergence behaviour of the exact error e as well as the
estimated errors obtained with ηP and η, respectively, using adaptively generated
meshes. (The initial mesh T0 was generated with N0 = 1, 090 degrees of freedom.)
Here, µ is fixed and we consider two values of the Poisson ratio ν. The estimated
errors converge to zero at the optimal rate (r = 0.5). While both estimators are
obviously efficient and reliable for either formulation, the results in Figure 1 show
that the Poisson estimator is the more accurate of the two—the effectivity indices
for the Poisson estimator are close to unity even when ν → 1/2. Identical results
(not reported) were obtained when the experiments were repeated with µ = 1 and
µ = 0.01. We conclude that both estimation strategies are robust with respect to
variations in the parameters µ and ν.
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Fig. 1. Exact (e) and estimated (using the local Poisson estimator ηP ) energy errors computed
using adaptive meshes, for Herrmann (top) and Hydrostatic (bottom) formulations of test problem
1, with µ = 100 and ν = 0.4 (left); µ = 100 and ν = 0.49999 (right).
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Fig. 2. Exact (e) and estimated (using the residual estimator η) energy errors computed using
adaptive meshes, for Herrmann (top) and Hydrostatic (bottom) formulations of test problem 1,
with µ = 100 and ν = 0.4 (left); µ = 100 and ν = 0.49999 (right).
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5.2. A nonsmooth solution
The second test problem is taken from Ref. 21. Again, Ω = (0, 1) × (0, 1) but now
f = 0 and we impose the condition u = (g, 0)> on ∂Ω, where
g =
{ (1− 4(x− 12 )2) 12+α, on [0, 1]× {1},
0, elsewhere on ∂Ω.
If α ∈ (0, 12 ), then the displacement exhibits H
3
2+α–regularity. Specifically, there
are singularities at the top two corners of the domain. We set the specific value
α = 0.1 so that u ∈ H1.6(Ω). This lack of smoothness is reflected in the conver-
gence behaviour of the estimated energy error. Results obtained with the Poisson
estimator ηP on uniformly refined meshes are shown in Figure 3. Our results suggest
that for both the Herrmann and Hydrostatic formulations, the error converges to
zero at the anticipated suboptimal rate (r = 0.3). However, when we use adaptively
refined meshes, for both the Herrmann and Hydrostatic formulations, we recover
the optimal convergence rate of r = 1/2, as shown in Figure 4. Starting from an
initial mesh with N0 = 1, 090 degrees of freedom, the singular solution behaviour
is detected and strong refinement occurs near the top corners. Figure 5 shows the
meshes that are generated at the first refinement step where N` ≥ 104.
5.3. A singular solution
To conclude, we discuss a test problem that is considered in Refs. 6 and 21. The
problem is posed in an L-shaped domain Ω = (−1, 1) × (−1, 1) \ (−1, 0] × (−1, 0].
In polar coordinates, the exact displacement is
u =
rα
2µ
(−(α+ 1) cos((α+ 1)φ) + (C2 − α+ 1)C1 cos((α− 1)φ)
(α+ 1) sin((α+ 1)φ) + (C2 + α− 1)C1 sin((α− 1)φ)
)
,
where α = 0.544483736782 is a positive solution of α sin(ω) + sin(2ωα) = 0 with
ω =
3pi
4
, C1 = −cos((α+ 1)ω)
cos((α− 1)ω) , C2 =
2(λ+ 2µ)
λ+ µ
.
The body force is f = 0 and the nonzero essential boundary data g is represented
by the piecewise linear interpolant of the given solution. Note that
∫
∂Ω
g ·n ds 6= 0.
To compute the Lame´ constants λ and µ, we choose E = 105 and set ν = 0.4 or
0.49999. Note that the exact displacement u is analytic inside the domain Ω but
∇u is singular at the origin, so u /∈ H2(Ω). This lack of smoothness is reflected
in the convergence behaviour of the estimated energy error. Results computed with
the Poisson estimator ηP on uniform meshes are shown in Figure 6. As in the
second test problem, we observe the estimated errors converge at a suboptimal rate
(here r ≈ 0.27). Moreover, when we use adaptively refined meshes, we recover the
optimal rate of convergence of r = 0.5. This is shown in Figure 7. The singular
solution behaviour is detected and strong refinement is generated around the re-
entrant corner. While the effectivity indices in Figure 7 are not quite as impressive
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Fig. 3. Estimated energy errors (using the estimator ηP ) computed with uniform meshes, for
Herrmann (left) and Hydrostatic (right) formulations of test problem 2 with µ = 1, ν = 0.4.
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Fig. 4. Estimated energy errors (using ηP ) computed using adaptive meshes, for Herrmann (top)
and Hydrostatic (bottom) formulations of test problem 2 with µ = 1 and ν = 0.4 (left); µ = 1 and
ν = 0.49999 (right).
as those in Figure 1 they remain close to unity (approximately 1.35 when ν = 0.4
and 1.6 when ν = 0.49999). We infer from these results that ηP provides an efficient
and reliable error estimate for both Herrmann and Hydrostatic formulations.
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Fig. 5. Adaptive meshes generated using ηP for Herrmann (left) and Hydrostatic (right) formula-
tions of test problem 2 with ν = 0.49999. N` = 12, 762 (left), and N` = 11, 846 (right).
6. Concluding remarks
There are two important contributions in this paper. First, we have developed a
low-order mixed finite element method for computing locking-free approximations
of linear elasticity problems. The method is computationally cheap and challenges
the conventional wisdom that it is necessary to start from an inf-sup stable pair
of finite element spaces. The stabilisation term is weighted by the problem specific
factor of 1/2µ but is otherwise parameter-free. Our a priori error analysis shows
that the method provides a robust approximation of the energy error. That is, the
constants in the error bounds do not depend on the Lame´ coefficients. Second, we
have described a practical error estimation strategy—based on solving uncoupled
Poisson problems for each displacement component—that give effectivity indices
that are close to unity in all cases that have been tested. Ensuring robustness in
the error estimation process is fundamentally important when solving problems
with large variability in the measurement of material parameters. Extending this
work to enable the adaptive solution of elasticity problems with uncertain material
parameters is the subject of ongoing research.
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