An investigation into the parametric and non-parametric modelling of a two dimensional flexible plate structure is presented in this paper. The parametric approaches obtaining linear parametric models of the system using recursive least squares and genetic algorithms. The non-parametric models of the system are developed using a non-linear AutoRegressive process with eXogeneous input model with multi-layered perceptron neural networks, Elman recurrent neural networks and adaptive neuro-fuzzy inference systems. The models are validated using several validation tests including input-output mapping, mean squares of error and correlation tests. A comparative assessment of the techniques used is presented and discussed in terms of accuracy, efficiency and performance in estimating the modes of vibration of the system.
control the physical system or to predict its behaviour under different operating conditions Soft computing is a practical alternative for solving computationally complex and mathematically intractable problems (Zadeh, 1997) . The reason that lies behind this understanding is the fact that through the use of soft computing methodologies, one can easily combine the natural system dynamics and an intelligent machine. In this respect, the intelligence stems from the combination of an expert's knowledge and massively parallel, and adaptive data processing architecture of the computationally intelligent approach adopted. At this juncture, the principal components of soft computing are genetic algorithms (GAs), neural networks (NN), fuzzy logic (FL), probabilistic reasoning (PR), chaos theory and parts of learning theory. Soft computing offers new perspectives by providing a set of techniques to solve real world problems in which qualitative information, imprecision or uncertainty, prevail (Zadeh, 1997) .
A number of techniques have been devised by researchers to determine models that best describe the input output behaviour of a system. The two principal classes of system identification techniques are parametric and non-parametric identification. Parametric identification of a system comprises two main steps. The first step is qualitative operation, which defines the structure of the system for example, type and order of the (differential/difference) equation relating the input to the output This is known as characterization, which means selection of a suitable model structure, for example, AutoRegressive with eXogeneous inputs (ARX), Auto Regressive Moving Average with eXogeneous inputs (ARMAX) etc. The second step, namely identification, consists of determination of the numerical values of the structural parameters which minimize the distance between the system to be identified and its model. Ordinary estimation methods are least squares (LS), recursive least squares (RLS), instrumental-variables (IV), maximum-likelihood and prediction-error. In simple terms, this is a curve fitting exercise. Genetic algorithm (GA) based parametric identification techniques have been utilised in many applications, recently. Nevertheless, it is evident from the literature that little has been reported on the use of GA-based optimisation in modelling flexible structures.
In the case of (non-linear) non-parametric models, the most popular members of soft computing methodologies, neural networks (NNs) and fuzzy logic, are commonly utilised. Neural networks possess a variety of attractive features such as massive parallelism, distributed representation and computation, generalization ability, adaptability and inherent contextual information processing. Owing to the efficient nature of their working principles and other attractive characteristics, attempts are now made to use neural networks extensively in various identification and control applications. Among the diverse types of NNs, the multi-layered perceptron neural network (MLP-NN) and Elman recurrent neural network (ENN) are commonly used in identification and control of dynamic systems. The most interesting applications offer an appropriate combination of two soft computing approaches, NN and FL resulting in a hybrid system, ANFIS, that both operate on linguistic descriptions of the variables and the numeric values through a parallel and fault tolerant architecture (Efe and Kaynak, 2000) .
In this investigation parametric and non-parametric modelling of a twodimensional flexible plate structure is considered using soft computing methodologies. The resulting models are subjected to several validation methods, and a comparative assessment of the results is presented and discussed.
THE FLEXIBLE PLATE SYSTEM
Dynamic modelling and simulation of a flexible plate structure using finite difference method have been developed by Mat Darus and Tokhi (2002) , where a flat, square plate with all edges clamped has been considered. The schematic diagrams of the flexible plate structure used in this study are shown in Figures 1 and 2. A simulation algorithm characterising the dynamic behaviour of the plate is developed through discretisation of the governing partial differential equation of the Parametric and Non-Parametric Identification of a Two Dimensional Flexible Structure plate into several sections, where a linear relation for the deflection of each section is then developed using finite difference approximations.
Figure 1:
A two-dimensional plate structure with moments
Figure 2:
A two dimensional plate structure with shear forces.
The thin plate is assumed to undergo a small deflection, w. Considering all the forces including the effect of shear forces Q x and Q y , in terms of the moments M x , M y and M xy on bending, the classical dynamic equation of motion of the plate is obtained as:
( 1) where w is the lateral deflection in the z direction, is the mass density per unit area, q = q (x, y) is the transverse external force at point (x, y) and has dimensions of force per unit area, is the acceleration in the z direction, is the flextural rigidity, with v representing the Poisson ratio, h the thickness of the plate and E the Young's modulus. A simulation algorithm characterising the dynamic behaviour of the plate is developed through discretisation of the partial differential equation of the plate into several sections, where a linear relation for the deflection of each section is then developed using finite difference approximations. The x-axis is represented with the reference index i and the y-axis with the reference index j, where x = i∆x and y = j∆y. In the case of a 2D plate structure, a three dimensional coordinate system is considered. The additional dimension is time t, which is represented with a reference index k, where t = k∆t. For each nodal point in the interior of the grid ( x i ,y j , t k ), ( i = 0,1,...,n; j = 0,1,...,m; and k = 0,1,..., p ) series expansion is used to generate the central difference formulae for the partial derivative terms of the response (deflection), w(x,y,t) = w i,j,k Of the plate at point x = i∆x, y = j∆y and t = k∆t . Thus, using first-order approximations at the mesh points inside the plate, and second-order approximation at the boundaries, a general solution of the PDE in equation (1) can be obtained in the discrete form as (Mat Darus and Tokhi, 2002) :
( 2) where w i j k+1 is the deflection of nodal point (x i ,y j ) of the plate at time step k + 1 The boundary condition along a clamped edge, say y = a, is
Using equation (2), a difference equation corresponding to each nodal point is obtained. The algorithm is then developed using an iterative scheme within the Matlab environment, and it allows application and sensing of a disturbance signal at any mesh point on the plate. Such a provision is desirable for further design and development of control techniques for the system. The simulation algorithm thus developed and validated will be used in this paper as test and verification platform in the investigations for development of parametric and non-parametric models of flexible plate structures.
PARAMETRIC IDENTIFICATION TECHNIQUES
Parametric system identification is to build mathematical models of a dynamic system based on measured data. In most model-based control approaches it is essential to build a good model. When model structure is determined, the main task of identification is to estimate model parameters, which are usually determined on the basis of a global minimum criterion function. Parametric identification methods are techniques to estimate parameters in given model structures essentially by finding (by numerical search) those numerical values of the parameters that give the best agreement between the model's simulated or predicted output and the measured one. In this context there are well-established linear model (Ljung and Soderstrom, 1983) and non-linear model (Vandersteen et. al, 1996) types that can be used. The ARMAX (autoregressive moving average model with exogenous inputs) model is one of the most popular linear models and NARMAX (Non-linear ARMAX) is the most renowned for non-linear models. Both identification problems are well discussed in the literature.
Least Squares
The method of least squares (LS) is perhaps the oldest estimation procedure, going back to Gauss in 1809, (Haykin, 1986) . It was already being used in the 1920s to solve curve-fitting problems mathematically. It is used extensively in statistics (Weisberg, 1980) ; in system identification (Ljung and Soderstrom, 1983) ; in spectrum estimation (Tufts and Kumaresan,1982) ; and in speech processing (Markel and Gray, 1976) .
The LS estimation is used to identify the system parameters and hence establish a mathematical model of the system by analysing the input and output data of the system. The LS criterion provides a best-fit estimate for a set of static data.
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Considering an idealised case as shown in Figure 3 , the relation between input and output of the system is (4) multiplying out:
giving (6) For convenience, equation (6) is shifted in time n steps ahead, giving:
For data samples, k = N, it can be shown that equation (7) can be written in a matrix form as (8) where
The LS estimation of the parameters, ␤ is thus given by Idealised case of an input-output system
Recursive Least Squares
In many science and engineering applications it is not always possible to have complete knowledge of all the parameters of a dynamic system. To provide accurate modeling or control of such a system, the unknown parameters must be estimated during real-time operations. Adaptive algorithms are able to provide a complete model of a system based on known parameters and previous history (e.g., inputs, outputs). Adaptive algorithms use an iterative refinement technique to continuously tune estimated parameters using knowledge of some existing parameters as well as information obtained from the continuous operation of the system.
One example of an adaptive filtering algorithm is the RLS algorithm, which is based on the mathematical weighted LS criterion. While the weighted LS criterion provides a best-fit estimate for a set of static data, the RLS algorithm creates a continuous estimate for a set of unknown system parameters. The RLS algorithm is described by the following set of equations:
A diagrammatic representation of the RLS algorithm is given in Figure 4 , which describes the relationship between the regression vector x(i), the unknown parameter vector , and the system output y(i). At each iteration of the algorithm, a new estimate (i) is calculated based on the recent values x(i) and y(i). It is noted that the system output y(i) is one time step behind the input x(i) and the parameter vector (i) . It is also noted that , defined as the (constant) forgetting factor, is used to give a higher weight for the new measurements in the system. This is very important for applications of a dynamic nature in which past measurements have less influence on how the system behaves currently or in the future. The purpose of using a forgetting factor is to help the algorithm converge to the global minimum. However, the use of a forgetting factor could cause the predicted values of parameters to tend to fluctuate rather than to converge to a certain value. The level of fluctuation depends on the value of , the smaller the value of the larger the fluctuation in the parameter values. The computational cost of the RLS algorithm Parametric and Non-Parametric Identification of a Two Dimensional Flexible Structure may be reduced by defining (14) Therefore, using this equation, equations (11) and (12) Kirkpatrick et al. (1983) have described Simulated Annealing as "an example of an evolutionary process modelled accurately by purely stochastic means", but this is more literally true of another class of new optimization routines known collectively as GAs. The phenomenon of natural evolution was first observed by Darwin (1959) and later elaborated by Dawkins (1986) . In natural evolution each species searches for beneficial adaptations in an ever-changing environment. As species evolve these new attributes are encoded in the chromosomes of individual members. This information does change by random mutation, but the real driving force behind evolutionary development is the combination and exchange of chromosomal material during breeding. Although sporadic attempts to incorporate these principles in optimisation routines have been made since the early 1960s (Goldberg, 1989) , GA was first established on a sound theoretical basis by Holland (Holland, 1975) . The two key axioms underlying this innovative work were that complicated nonbiological structures could be described by simple bit strings and that these structures could be improved by the application of simple transformations to these strings.
Genetic algorithms
Since their introduction as evolutionary algorithms that mimic the natural evolutionary process for problem solving (Holland, 1975) , there has been growing interest among scientists and engineers in the use of GAs in various applications such as signal processing, robotics, active noise cancellation, system identification and modelling, adaptive control, engineering design, planning and scheduling, and pattern recognition (Goldberg and Smith 1987; Katz and Thrift, 1994; Mackle et al., 1995; Man et al., 1996; Roth and Levine 1994; Wang and Kowk, 1994) . A GA is a global, natural and data independent search technique (Chipperfield et al., 1994) .
GAs form one of the prominent members of the broader class of evolutionary algorithms. They are inspired by the mechanism of natural biological evolution, i.e., the principles of survival of the fittest (Holland, 1975) . From an operational perspective, a GA comprises two basic elements-a set of individuals, i.e., potential solutions (the population) and a set of biologically inspired operators active over the 
population.
A new set of approximations/ solutions is created at each generation, by the process of selecting individuals according to their level of fitness in the problem domain and breeding them together using the operators. This process leads to the evolution of populations of individuals that are better suited to their environment than the individuals that they were created from, just as in natural adaptation (Chipperfield and Fleming, 1994) . In fact, individuals or current approximations are encoded as strings (typically represented in binary), chromosomes, and then the most promising strings are manipulated using the GA operators for better and better approximation to a solution. The operating mechanism of a GA can be described through the following stages: 1.
Creation of initial set of potential solutions (population) as strings 2.
Evaluation of each solution and selection of the best ones: 3.
Genetic manipulation to create new population: 4.
Go back to step 2. These stages are shown in Figure 5 . At the first stage, an initial population of potential solutions is created. Each element of the population is mapped onto a set of strings (the chromosome) to be manipulated by the genetic operators. In the second stage, the performance of each member of the population is assessed through an objective function imposed by the problem. This establishes the basis for selection of pairs of individuals that will be mated together during reproduction. For reproduction, each individual is assigned a fitness value derived from its raw performance measure, given by the objective function. This value is used in the selection to bias towards more fit individuals. Highly fit individuals, relative to the whole population, have a high probability of being selected for mating, whereas less fit individuals have a correspondingly low probability of being selected (Chipperfield and Fleming, 1994) .
Figure 5:
Working principles of GAs.
In the manipulation phase, genetic operators such as crossover and mutation are used to produce a new population of individuals (offspring) by manipulating the "genetic information" usually called genes, possessed by the members (parents) of the current population. The crossover operator is used to exchange genetic information between pairs, on larger groups, of individuals. Mutation is generally considered to be a background operator, which ensures that the search process is not trapped at a local minimum, by introducing new genetic structures in the population.
After manipulation by the crossover and mutation operators, the individual strings are then, if necessary, decoded, the objective function evaluated, a fitness value assigned to each individual and individuals selected for mating according to their fitness, and so the process continues through subsequent generations. In this way, the average performance of individuals in a population is expected to increase, as good individuals are preserved and breed with one another and the less fit individuals die out. The GA is terminated when some criteria are satisfied, e.g., a certain number of generations completed or when a particular point in the search Parametric and Non-Parametric Identification of a Two Dimensional Flexible Structure space is reached.
In this investigation, randomly selected parameters are optimized for different, arbitrarily chosen order to fit to the system by applying the working mechanism of GAs as described above. The fitness function utilized is the mean-squared error between the actual output, y(n), of the system and the predicted output, ŷ (n)
where n is the number of input/output samples. With the fitness function given above, the global search technique of the GA is utilised to obtain the best set of parameters among all the attempted orders for the system.
NON-PARAMETRIC IDENTIFICATION TECHNIQUES
Various modelling techniques can be used with neural networks to identify nonlinear dynamical systems. These include the state-output model, recurrent state model and nonlinear autoregressive moving average process with exogenous (NARMAX) input model. However, it is evident from the literature that if the plant's input and output data are available, the NARMAX model is a suitable choice, for modelling systems having nonlinearities, with standard backpropagation learning algorithms. Mathematically the model is given by: (17) where ŷ (t) is the output vector determined by the past values of the system input vector, output vector and noise with maximum lags n y , n u and n e respectively, f( . ) is the system mapping constructed through MLP or Elman neural networks with an appropriate learning algorithm. The model is also known as NARMAX equation error model. However, if the model is good enough to identify the system without incorporating the noise term or considering the noise as additive at the output the model can be represented in a NARX form (Luo and Unbehauen, 1997; Sze, 1995) as: (18) Non-parametric identification methods are techniques to estimate model behaviour without necessarily using a given parameterised model set. Typical nonparametric methods include correlation analysis, which estimates a system's impulse response, spectral analysis, which estimates a system's frequency response and the most renowned technique is the neural network, which estimate the model of the system using black box identification method.
Multi-layered perceptron neural networks
Multi-layered perceptron NNs are extensively used in numerous applications including pattern recognition, function approximation, system identification, prediction and control, speech and natural language processing. An MLP-NN is capable of forming arbitrary decision boundaries and representing Boolean functions (Minsky and Papret, 1969) . The network can be made up of any number of layers with a reasonable number of neurons in each layer, based on the nature of the application. The layer, to which the input data is supplied, is called the input layer and the layer from which the output is taken is known as the output layer. All other intermediate layers are called hidden layers. The layers are fully interconnected which means that each processing unit (neuron) is connected to every neuron in the previous and succeeding layers. However, the neurons in the same layer are not connected to each other. A neuron performs two functions, namely, combining and activation. Different types of function such as threshold, piecewise linear, sigmoid, tansigmoid and Gaussian are used for activation. A basic element of the network, a neuron j of layer m is as shown in Figure 6 .
Figure 6:
A neuron j of layer m .
The backpropagation learning algorithm is commonly used with MLP neural networks. According to the back-propagation algorithm the connection weights between the layers of the multilayered NN are adapted in accordance with the following rules:
where, for tansigmoid function,
where O k , O j and O i are output values at the output, hidden and input layers respectively. w kj is a connection weight from neuron j in the hidden layer to neuron k in the output layer. Similarly w ji is a connection weight from neuron i at the input layer to neuron j in the hidden layer. Derivation of the algorithm can be found in a number of books (Luo and Unbehauen, 1997, Omatu et al., 1996) . The derivation mainly involves determining the error function and the criteria for the adaptation of the weight, which is proportional to the ratio of the derivative of the error measure with respect to each weight.
With standard backpropagation, the NN training may get stuck in a shallow local minimum. However, the learning parameters, number of hidden neurons, or initial values of the connecting weights could be changed in order to avoid entering the local minimum. The learning rate is a proportionality constant. The larger this constant, the larger the changes in the connection weights. Usually, a learning rate is selected as large as possible without leading to oscillations. It is noted that increasing the learning rate could solve the problem of shallow local minimum Parametric and Non-Parametric Identification of a Two Dimensional Flexible Structure associated with the standard backpropagation algorithm. In order to increase the learning rate, without leading to oscillation in the output response, equations (10) and (11) can be modified to include a momentum term. This can be accomplished by the rule (23) (24) where t indexes the presentation time, is the learning rate, and ␣ is a constant which determines the effect of past connection weight changes on the current direction of movement in the connection weights space.
The shallow local minimum problem associated with standard backpropagation can alternatively be solved by using the Marquardt-Levenberg modified version of the backpropagation. While backpropagation is a steepest descent algorithm, the Marquardt-Levenberg algorithm is an approximation to Newton's method (Luo and Unbehauen, 1997) .
Elman recurrent neural networks
Among the several NN architectures found in the literature, recurrent neural networks (RNN) involving dynamic elements and internal feedback connections have been considered as more suitable for modeling and control of non-linear systems than feedforward networks (Linkens and Nyongesa, 1996) . The Elman neural network (ENN) is one kind of globally feedforward locally recurrent network model proposed by Elman (Elman, 1990) . It occupies a set of context nodes to store the internal states. Thus, it has certain unique dynamic characteristics over static neural networks, such as the MLP neural network and RBF networks (Moody and Darken, 1989) . The connections are mainly feedforward but also include a set of carefully chosen feedback connections that let the network remember cues from the recent past. The input layer is divided into two parts, the true input units and the context units that hold a copy of the activations of the hidden units from the previous time step. As the feedback connections are fixed, backpropagation can be used for training of the feedforward connections. The network is able to recognize sequences and also to produce short continuations of known sequences (Elman, 1990) .
Figure 7:
Structure of the Elman neural network model.
The structure of the ENN is illustrated in Figure 7 , where z -1 is a unit delay. It is easy to observe that the Elman network consists of four layers: input layer, hidden layer, context layer, and output layer. There are adjustable weights connecting each two adjacent layers. Generally, it can be considered as a special type of feedforward (Sastry et. al., 1994) . The distinct self-connections of the context nodes in the Elman network make it sensitive to the history of input data, which is essentially useful in dynamical system modeling (Elman, 1990) . Derivation of the algorithm can be found in a number of books (Elman, 1990) .
Adaptive Neuro-Fuzzy Inference System
The most popular members of the soft-computing methodologies are the neural networks and fuzzy inference systems. Neural networks provide the mathematical power of the brain whereas the fuzzy logic based mechanisms employ the verbal power. The latter allows the linguistic manipulation of input-state-output data. The most interesting applications offer an appropriate combination of these two approaches resulting in a hybrid system that both operates on linguistic descriptions of the variables and the numeric values through a parallel and fault tolerant architecture. An Adaptive Neuro-fuzzy Inference System (ANFIS) constitutes an appropriate combination of neural and fuzzy systems. This hybrid combination enables it to deal with both the verbal and the numeric power of intelligent systems. As is known from the theory of fuzzy systems, different fuzzification and defuzzification mechanisms with different rule base structures can propose various solutions to a given task.
For simplicity, the fuzzy inference system under consideration is assumed to have two inputs x and y and one output z. Suppose that the rule base contains two fuzzy if-then rules of Tagaki and Sugeno's type as follows (Tagaki and Sugeno, 1983) : then the type-3 fuzzy reasoning and the corresponding equivalent ANFIS architecture are shown in Figure 8 and 9, respectively. The node functions in the same layer are of the same function family as described below:
Layer 1 Every node i in this layer is a square node with a node function (25) where x is the input to node i, and A i is the linguistic label (small, large etc.) associated with this node function. In other words, O 1 i is the membership function of A i and it specifies the degree to which the given x satisfies the quantifier A i . Ai (x) is usually chosen to be bell-shaped or gaussian-shaped with the maximum equal to 1 and minimum equal to 0.
Layer 2 Every node in this layer is a circle node labelled b which multiplies the incoming signals and sends the product out. For instance,
Each node output represents the firing strength of a rule.
Layer 3 Every node in this layer is a circle node labelled N. The i-th node calculates the ratio of the i-th rule's firing strength to the sum of all rules' firing strengths:
Outputs of this layer are known as normalized firing strengths.
Rule 1: IF x is A 1 and y is B 1 THEN f 1 = p 1 x + q 1 y + r 1 , Rule 2: IF x is A 2 and y is B 2 THEN f 2 = p 2 x + q 2 y + r 2 .
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Layer 4 Every node i in this layer is a square node with a node function (28) wherew i , is the output of layer 3, and {p i , q i , r i ) is the parameter set. Parameter in this layer is known as consequent parameter.
Layer 5 The single node in this layer is a circle node labelled ∑ that computes the overall output as the summation of all incoming signals, i.e., The details of an ANFIS structure can be found in the literature (Jang et. al., 1997) . ANFIS is proposed as a core neuro-fuzzy model that can incorporate human expertise as well as adapt itself through repeated learning. This architecture has revealed a high performance in many applications. This work considers the ANFIS structure for the identification of a flexible plate structure. 
MODEL VALIDATION
Once a model of the system, parametric or non-parametric, is obtained, it is required to validate whether the model is good enough to represent the system. The most common methods of validation is to utilise the mean-squared error between the actual output, y(n), of the system and the predicted output, ŷ (n), produced from the input to the system and the optimised parameters: (30) where n represents the number of input/output samples.
An ordinary measure of the predictive accuracy used in control and system identification is to compute the one step-ahead (OSA) prediction of the system output. This is expressed as:
( 31) where f( . ) is a non-linear function, u and y are the inputs and outputs respectively. The residual or prediction is given by:
(32) Often ŷ (t) will be a relatively good prediction of y(t) over the estimation set, even if the model is biased, because the model was estimated by minimising the prediction error (Tokhi and Veres, 2002) .
If the fitted model behaves well for the OSA, this does not necessarily imply that the model is unbiased. The prediction over a different set of data often reveals that the model could be significantly biased.
One way to overcome this problem is by splitting the data set into two sets, estimation set and test set. The first half is used to train the NN and the output computed. The NN usually tracks the system output well and converges to a suitable error minimum. New inputs are presented to the trained NN and the predicted output is observed. If the fitted model is correct, i.e., correct assignment of lagged u's and y's then the network will predict well for the test set.
A more convincing method of model validation is to use correlation tests. If a model of a system is adequate, then the residuals or prediction errors (t) should be unpredictable from all linear and non-linear combinations of past inputs and outputs. The derivation of simple tests which can detect these conditions is complex, but it can be shown that the following conditions should hold (Billings and Voon, 1995) :
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where u (τ) indicates the cross-correlation function between u(t) and (t), u(t) = (t + l)u(t + 1), ␦(τ) = an impulse function.
Ideally the model validity tests should detect all the deficiencies in algorithm performance including bias due to internal noise. Consequently the full five tests defined by equation (33) should be satisfied. In practice normalised correlations are computed. The sampled correlation function between two sequences 1 (t) and 2 (t) is given by:
Normalisation ensures that all the correlation functions lie in the range -1 Յ 1 2 (τ) Յ 1 irrespective of the signal strengths. The correlation's will never be exactly zero for all lags and the 95% confidence bands defined as 1.96 / are used to indicate if the estimated correlations are significant or not, where N is the data length. Therefore, if the correlation functions are within the confidence intervals the model is regarded as adequate.
IMPLEMENTATION AND RESULTS
Results of modelling the flexible plate structure with parametric and non-parametric techniques are presented in this section. To investigate variations in the detected vibration modes, modelling was carried out with the flexible plate simulated algorithm responses to a uniformly distributed white noise input, shown in Figure  10 . This type of input is chosen to ensure that all the non-linearities present in the simulated plate system are captured. The optimisation function utilised is the meansquared error between the actual output, y(n), of the system and the estimated output, ŷ (n), The correlation tests are carried out for validating the results. The simulation data is obtained from the plate simulation algorithm where the flexible plate is modelled from the input applied at the centre of the plate to the deflection of the plate in response to this input. 
PARAMETRIC MODELLING
For identification with the RLS and GAs, the ARX structure was considered. This is given as:
( 35) where, a i and b i , are the parameters to be identified The modelling exercise was carried out with different model orders, m and n. For modelling using GAs, randomly selected parameters are optimised for different, arbitrarily chosen order to fit to the system by applying the working mechanism of GA as described earlier based on OSA prediction. Investigation was carried out by realising the GA with different initial values and operator rates. The fitness function utilised is the mean-squared error between the actual output, y(n), of the system and the predicted output, ŷ (n), produced from the input to the system and the optimised parameters as in equation (30). With the given fitness function, the global search technique of the GA is utilised to obtain the best set of parameters among all the attempted orders for the system. The output of the system is thus simulated using the best sets of parameters. From the work carried out it was found that satisfactory results is achieved with the following set of parameters:
Generation gap: 0.9 Crossover rate: 0.06 Mutation rate: 0.001 The deflection model was observed with different orders. The best result was achieved with an order 12. The GA was designed with 100 individuals in each generation. The maximum number of generations was set to 1000.
The algorithm achieved the best mean-squared error level of 0.0020588 in the 1000 th generation. Figure 11 shows the algorithm convergence and the simulated output with the best parameter set resulting in the 1000 th generation in both time and frequency domains. The first five vibration modes, as found from me GA simulated output were at 10.73786 rad/s, 36.81553 rad/s, 61.35923 rad/s, 84.36894 rad/s and 102.77671 rad/s. These results are the same as the actual vibration modes of the plate obtained through simulation studies. The accuracy of the results is also confirmed by the correlation tests results shown in Figure 12 , which are within the 95% confidence levels. Correlation tests of GA with distributed random input.
For identification using RLS, the best result was achieved with model order 12. The RLS algorithm achieved the best mean-square error level of 0.0037719101 with distributed random white noise. The simulated output of the system, in both time and frequency domains, thus obtained is shown in Figure 13 . The first five dominant modes of vibration of the plate found from the spectral density of the predicted output of the model were at 10.73786 rad/s, 36.81553 rad/s, 61.35923 rad/s, 84.36894 rad/s and 102.77671 rad/s. These results are the same as the actual vibration modes of the plate obtained through simulation. The corresponding correlation tests results are shown in Figure 14 , which are within the 95% confidence levels thus confirming the accuracy of the results. Correlation tests of RLS with distributed random input.
Non parametric modelling
For non-parametric modelling,techniques MLP NN, ENN and ANFIS were used for modelling the flexible plate. In each case the prediction using OSA prediction technique was utilised. The predicted vibration modes of the system were recorded and compared. Model validation tests, including mean-squared error, training and test validation and correlation tests were carried out to validate the models. Figure 15 shows the one-step ahead prediction of the centre deflection of the flexible plate using MLP neuro modelling. An MLP network with two hidden layers, each having 12 tansigmoid neurons, and one output layer with linear neuron and model orders, n u = n y = 14, was trained to characterise the plate. The data set, comprising 4000 data points, was divided into two sets of 3000 data points and 1000 data points. The first set was used to train the network and the model was validated with the whole 4000 points including me 1000 points that had not been used in the training process. The model reached the mean-squared error level of 0.0000241400 with 100 training passes. As noted the error between the actual and the predicted output of the model is very insignificant. The first five dominant modes of vibration of the plate found from the spectral density of the predicted output of the model were at 10.73786 rad/s, 36.81553 rad/s, 61.35923 rad/s, 84.36894 radv/s and 102.77671 rad/s, which are the same as the theoretical values. The corresponding results of correlation tests performed on the whole data set are shown in Figure 16 . It is noted that results of all the tests are within 95% confidence interval indicating an adequate model fit. Investigations were also conducted with Elman recurrent neuro modelling using distributed random white noise input. An Elman recurrent network with two hidden layers, each having 10 tansigmoid neurons, and one output layer with a linear neuron and model orders, n u = n y = 12, was trained to characterise the plate. As before, the data set was divided into two sets of training and test data. The algorithm convergence and the one-step ahead prediction of the flexible plate in both time and frequency domains are shown in Figure 17 . As noted the network has predicted the system output very well. The model reached the mean-squared error level of 0.0000182378 with 100 training passes. The error between the actual and the predicted output of the model is very insignificant and 32% better than the performance of MLP networks. The convergence of the ENN algorithm is much faster than MLN-NN. The ENN model achieved a mean squared error of 0.00019348 within only 8 training passes compared to 24 training passes with MLP-NN algorithm. The first five dominant modes of vibration of the plate found from the spectral density of the predicted output of the model were at 10.73786 rad/s, 36.81553 rad/s, 61.35923 rad/s, 84.36894 rad/s and 102.77671 rad/s, which are the same as the theoretical values. Figure 18 shows the results of the correlation tests performed on the whole data set. It is noted that results of all the tests are within 95% confidence interval indicating highly accurate and unbiased performance of the non-parametric model in approximating the flexible plate system. 
Parametric and Non-Parametric Identification of a Two Dimensional Flexible Structure

A hybrid algorithm, ANFIS was also used to model the flexible plate structure. As before, the plate was modelled from the input to the centre deflection of the plate structure using OSA prediction. An ANFIS network with structure as shown in Figure 19 and model orders, n u = n y = 8, was trained to characterise the plate. The ANFIS structure with first-order Sugeno model containing 36 rules was considered. Gaussian membership functions with product inference rule were used at the fuzzification level. The fuzzifier outputs the firing strengths for each rule. The vector of firing strengths is normalized. The resulting vector is defuzzified by utilizing the first-order Sugeno model. At the identification of the flexible plate, the fuzzifier possessed two inputs, the rule base contained 36 rules and the defuzzifier had one output. The data set, comprising 4000 data points, was divided into two sets-one consisting 3000 data points and another consisting of 1000 data points. The first set was used to train the network and the model was validated with the whole 4000 points including the 1000 points that had not been used in the training process. The convergence of the ANFIS algorithm and the output prediction of the centre deflection of the flexible plate using ANFIS modelling in both time and frequency domains are shown in the Figure 20 . As noted the ANFIS network has predicted the system output very well. The model reached the mean-squared error level of 0.0000000816 using distributed random white noise input with 100 training passes. The mean squared error between the actual and the predicted output of the model is very insignificant and far better than mean-squared error achieved using MLP-NN and ENN. The first five dominant modes of vibration of the plate found from the spectral density of the predicted output of the model were at 10.73786 rad/s, 36.81553 rad/s, 61.35923 rad/s, 84.36894 rad/s and 102.77671 rad/s. These results are the same as the theoretical values. Figure 21 shows results of the correlation tests performed on the whole data set. It is noted that results of all the tests are within 95% confidence interval indicating highly accurate and unbiased performance of the non-parametric model in approximating the flexible plate system. Correlation tests of ANFIS with distributed random input.
COMPARATIVE ASSESSMENT
It follows from input/output mapping as presented in the previous section that both parametric and non-parametric models have performed very well. Validations through training and test procedures have been done to the RLS, GA, MLP-NN, ENN and ANFIS based models. All sets of correlation tests have also been carried out. It is noted from the results of all such tests that different modelling techniques considered in this study have performed sufficiently well. Comparative performance of parametric and non-parametric modelling approaches in term of the mean-squared of error and estimation of the resonance modes of the system is summarised in Table I It is noted that all the techniques have been able to detect the first five vibration modes of the system successfully.
From the performance of GA and RLS modelling in Table I it is proven that the GA based parametric modelling technique gives better approximation to the system response compared to RLS technique, as the GA uses a global search process in finding the parameters. It was also noted in the correlation tests results that the GA performed better than RLS. However, a major advantage of the RLS is that the algorithm is simple. Also, the execution time of the GA based algorithm is much more than that of the conventional scheme with the same computing platform. However, high performance computing techniques could provide appropriate solutions for the real-time implementation of the GA based identification.
By comparing the mean-squared of errors with the techniques in Table I it is noted that non-parametric identification techniques have performed far better than the parametric identification methods in characterising the flexible plate structure.
From the results of the non-parametric modelling techniques, it is revealed that ENN was faster in convergence compared to MLP-NN. The performance of ENN in terms of mean-squared error is also better than the MLP-NN by 32%. The unique feature of Elman network is that beside the main feedforward connections like MLP-NN, it also includes a set of carefully chosen feedback connections that let the network remember cues from the recent past. Furthermore, the distinct selfconnections of the context nodes in the Elman network make it sensitive to the history of input data, which is essentially useful in dynamical system modeling. All Parametric and Non-Parametric Identification of a Two Dimensional Flexible Structure these improve the Elman network performance in system identification compared to MLP networks.
Proposed as a core neuro-fuzzy model that can incorporate human expertise as well as adapt itself through repeated learning, ANFIS architecture has demonstrated the best performance in modelling the flexible plate structure as compared to other algorithms. In this paper, it is also noticed that by introducing Fuzzy Inference System (FIS) into the adaptive neural network, i.e. ANFIS, the system identification works far better than the other techniques. The best feature of ANFIS is that it preprocesses all the data with several membership functions before feeding the data into the adaptive neuro structure. This pre-processing feature of ANFIS leads to faster and better convergence. 
CONCLUSION
Parametric and non-parametric modelling techniques using different soft computing methodologies of a flexible plate structure have been presented. Results of various modelling techniques have been validated through a range of tests including input/output mapping, training and test validation, mean-squared error and correlation tests. It is noted that all the modelling techniques have performed very well in approximating the system response. The vibration modes of the system have been detected successfully with all modelling techniques considered in this investigation. Among the parametric modelling approaches, the conventional RLS is extensively used in many real-time applications. However, from the investigations carried out it can be concluded that soft computing techniques such as GAs, NNs work better in the modelling and identification of flexible plate structures as compared to the RLS technique. Furthermore, by introducing a combination of soft computing techniques (Neuro-Fuzzy), i.e. ANFIS, the performance achieved is far better than NN alone. In conclusion, it is noted that soft computing as a partnership of GA, NN and FL, where each of the partners contributes to a distinct need of the problem performs better than each partner alone. In this respect, the principal contributions of GA, NN and FL are complementary rather than competitive. The parametric and non-parametric models of the flexible plate structure based on soft computing methodologies thus developed and validated will be used in subsequent investigations for the development of vibration control strategies of flexible plate structures. 
