Dimensionality reduction is a fundamental and important research topic in the field of machine learning. This paper focuses on a dimensionality reduction technique that exploits semi-supervising information in the form of pairwise constraints; specifically, these constraints specify whether two instances belong to the same class or not. We propose two dual linear methods to accomplish dimensionality reduction under that setting. These two methods overcome the difficulty of maximizing between-class difference and minimizing within-class difference at the same time, by transforming the original data into a new space in such a way that the bi-objective problem is (almost) equivalently reduced to a single objective problem. Empirical evaluations on a broad range of public datasets show that the two proposed methods are superior to several existing methods for semi-supervised dimensionality reduction.
High-dimensional data are common in various machine learning applications, from text document and image processing [1] [2] [3] to biological data analysis [4] , [5] . Because of the curse of dimensionality [6] , dimensionality reduction methods are fundamental to the success of many machine learning algorithms. Classical and simple dimensionality reduction techniques, such as Principal Component Analysis (PCA) [7] and Fisher Linear Discriminant (FLD) [8] , are widely used in the preprocessing of data. PCA is an unsupervised technique that does not make use of any label information for dimensionality reduction, whereas FLD is a supervised technique that requires full information of labels. However, labelled data are rare, and are also expensive to acquire in practical applications. Semi-supervised techniques [9] were thus invented to overcome this difficulty for machine learning tasks.
Dimensionality reduction with semi-supervising information is an active research branch. There are various types
The associate editor coordinating the review of this manuscript and approving it for publication was Donato Impedovo . of semi-supervising information, including pairwise constraints and incomplete class labels. Based on the type of semi-supervising information, methods for dimensionality reduction can be categorised as label-based, pairwise constraint-based, and other types. For each type, there are linear and non-linear methods. Representative label-based linear methods include: Semi-Supervised Probabilistic Principal Component Analysis (S2PPCA) [10] , which exploits probabilistic PCA [11] to model the difference between feature space and label space; Semi-supervised Discriminant Analysis (SDA) [12] , which is like FLD, but uses labelled data to maximize between-class difference and unlabelled data to infer intrinsic geometric structure of all the data; and many more [13] [14] [15] . Representative pairwise constraintbased linear methods include: constraints based Fisher Linear Discriminant (cFLD) [16] , which is similar to FLD or SDA, but where the within-class difference is obtained by checking must-link constraints (i.e., pairs of instances that are known to belong to the same class or have the same label); Semi-Supervised Dimensionality Reduction (SSDR) [17] , which considers differences of both must-link and cannot-link constraints (i.e., pairs of instances that are known to belong to different classes or have different labels); and many more [18] , [19] . Non-linear methods are usually either kernel based methods [12] , [18] [19] [20] [21] , or embedding methods [22] [23] [24] [25] , which assume data to have a manifold structure and, consequently, try to embed the data into a lower dimensional space that maintains that structure. Compared to non-linear ones, linear methods are usually easier to compute and produce more understandable results. This paper focuses on linear methods.
There are many different objectives for dimensionality reduction. For example, PCA tries to maximize the separability of data projected into some subspace. For supervised and semi-supervised methods, naturally the objective would be to either maximize the difference between data points with different labels or minimize the difference between data points with the same label. However, the bi-objective problem, i.e. maximizing difference between classes (J B ) and minimizing difference within classes (J W ), usually does not have a feasible solution [26] . Therefore, methods have been proposed to balance the two different objectives. For example, FLD seeks to maximize J B J W , because when J B J W is maximized, J B would be relatively large and J W would be relatively small. This is also the case for cFLD, where J B and J W are defined over pairwise constraints instead of data points with classes. Similarly, SSDR considers αJ B − βJ W as the objective to maximize, which can also be seen as obtaining a balance between the two objectives of maximizing J B and minimizing J W .
A. CONTRIBUTION
In this paper, we consider another idea to bypass the dilemma of the bi-objective problem for semi-supervised dimensionality reduction. Basically, the idea is to first transform the data in such a way that one of the objectives is achieved trivially after the transformation, and then naturally treat the resulting reduced problem as a single objective problem. For example, Fig. 1a shows two sets of data points. Based on our idea, we can first embed the original data into another space, where the within-class difference on any direction is a constant, as shown on Fig. 1b . After this transformation, it can be seen in the figure that the objective of minimizing within-class difference is trivially satisfied, because the resulting within-class difference on any direction is the same. Then one only needs to find directions maximizing betweenclass difference, reducing the bi-objective problem into a single-objective problem.
Based on this idea, two dual algorithms are proposed to accomplish semi-supervised dimensionality reduction. Theoretically, we show that after the proposed transformation, either the between-class difference on any direction will be a constant or the within-class difference on any direction will be relatively small (up to a constant). Based on these results, we also show that any solution of a specific single objective problem is (almost) a solution of the bi-objective problem corresponding to the transformed data. As illustrated in our experiments, these two algorithms can make classification and clustering tasks work well on various datasets, which means that important structural information in the data is well preserved by the proposed algorithms.
In the sequel, we first introduce some necessary preliminaries, then describe and analyse the two new algorithms, and then evaluate them in several experiments.
II. PRELIMINARIES
In this paper, a vector is always a column vector. An instance x i is a p-dimensional vector, i.e. x i ∈ R p . A label y i is a scalar in R. Pairwise constraints are more general than labels and provide semi-supervising information for machine learning tasks through a set C and a set M of cannot-link and must-link constraints respectively. In particular, given a set of instances {x 1 , . . . , x n }, the set C of cannot-link constraints consists of pairs of instances, each of which indicates that the two instances have different labels (or, equivalently, belong to different classes); and the set M of must-link constraints consists of pairs of instances, each of which indicates that the two instances have the same label (or, equivalently, belong to the same class).
Common objectives of dimensionality reduction include maximizing between-class difference (J B ) and minimizing within-class difference (J W ). J B and J W can be measured in several ways. With fully supervising information, methods like FLD consider the sum of distances between instances within a class and the centroid of this class, as the measure of J W , and consider the sum of distances between centroids of classes as the measure of J B . With semi-supervising information, methods like cFLD consider using must-link constraints to form connected components, and use the components as classes; J B and J W can then be measured similarly as in the fully supervising case. However, this is not the only way for semi-supervising information. Methods like SSDR choose to directly add up the distances between pairs in mustlink constraints as J W , and add up the distances between pairs in cannot-link constraints as J B . Compared to the one used by cFLD, this measure does not need to construct connected components and exploits both must-link and cannot-link information. We follow this convention in this article. Formally, between-class difference J B is measured by
where C is the set of cannot-link constraints. Within-class difference J W is measured by
where M is the set of cannot-link constraints.
It is clear that between-class difference and within-class difference can be rewritten as tr(S B ) and tr(S W ), where tr(A) (the trace of A) for a square matrix A calculates the sum of main diagonal elements of A, i.e., tr(A) = n i=1 a ii for A being an n × n matrix. Linear transformation is a common way to reduce dimensionality of a dataset. Denote by X = (x 1 , . . . , x n ) T the original data, and by U = (u 1 , . . . , u K ) a transformation matrix. Each x i is transformed into U T x i when X is transformed by U to a subspace. For the transformed data by U, the betweenclass difference can be calculated with (3) and the within-class difference can be calculated with
Dimensionality reduction with linear transformation can be formally characterized by the following optimization problem:
However, the above bi-objective problem usually does not have a solution, because a direction that results in large between-class difference is unlikely to have a small withinclass difference, or vice versa. Therefore, over the years researchers proposed approximations to such optimization problems, where the goal is to find a sub-optimal U such that the total between-class difference is relatively large, while the total within-class difference remains relatively small. One should note that the measurements of differences in these models are not precisely the ones defined here, but the essential idea is the same, as mentioned above. For example, cFLD considers the ratio of between-class difference to within-class difference as the objective function that approximates the above bi-objective functions, i.e. max U J B (U)/J W (U), while SSDR considers the weighted subtraction of within-class difference from between-class difference as the approximation,
Unfortunately, the objective functions of cFLD and SSDR can only find directions that result in a relatively small total within-class difference and a relatively large between-class difference, i.e. a compromise between both objectives. The result of dimensionality reduction by them is thus sometimes unsatisfactory [17] (we also demonstrate this in our experimentation).
In this paper, we consider a different idea to approximate the bi-objective problem. The idea consists of two steps. The first step is to compress or stretch the data with respect to some directions. In this way, we show that either the betweenclass difference or the within-class difference of the transformed data becomes (almost) the same for any direction. Since after the first step one of the objective functions will have obtained an (almost) constant value, the bi-objective problem is reduced to a single-objective problem that is much easier to solve. Then, the second step is to find directions that result in either smallest within-class difference or largest between-class difference (depending on which of the objective functions was replaced by a constant value) for the transformed data. Dimensionality reduction is achieved by adjusting the number of selected directions in the second step.
In what follows, we introduce two dual methods based on this idea.
III. APPROACH A. INCREASING BETWEEN-CLASS DIFFERENCES
This method first projects the data by some directions, so that the between-class difference becomes the same for every direction after projection.
Suppose the eigenvalues of S B are λ 1 ≥ . . . ≥ λ p and the corresponding unit eigenvectors are e 1 , . . . , e p . To make between-class difference constant for every direction, we construct projection directions by adjusting the eigenvectors. First, we choose the eigenvectors corresponding to the first i largest eigenvalues as projecting directions, and discard the others. This is because large eigenvalues indicate large differences in the data, and are thus more likely to correspond to directions that can distinguish between-class instances well; on the other hand, directions with too small eigenvalues are more likely to be directions with noise, and we would not want data to be projected into those directions. Secondly, we construct projection directions as
Here, V S is a matrix where columns are stretched eigenvectors. In fact, V S gives a linear transformation from R n to R i . The coordinates of the transformed data XV S on each direction are magnified because of the coefficient λ 1 λ j e j (λ j ≤ λ 1 ). Therefore, the value of between-class difference on each direction e j also becomes larger by λ 1 λ j times. Let us denote by
the between-class difference on the direction of w for XV S . The following proposition shows that, after projection by V S , the between-class difference becomes the same for every direction in space R i .
Proposition 1: For any unit vector w
Proof:
In order to find directions with largest between-class difference and smallest within-class difference in the new space R i , we rewrite the bi-objective problem (5) as the following projected bi-objective problem.
Here, J B (U, V S ) and J W (U, V S ) are the total between-class difference and the total within-class difference, respectively, on directions U for the projected data XV S . Note that by Proposition 1, for each direction w of R i , the difference J B (w, V S ) is the same. Then, the value of the first objective in (7) is always a constant, as shown in the following proposition.
Therefore, the bi-objective optimization problem (7) is equivalent to the following single-objective problem for projected within-class difference.
The theorem below formalizes the observation. Theorem 3: Any solution U of the optimization problem (8) is a solution of the optimization problem (7) .
. Therefore, the optimization problem (8) is a typical eigenvalue problem [27] , and it can be easily and efficiently solved by computing the unit eigenvectors of V T S S W V S corresponding to the largest eigenvalues. The algorithm BWDR shown in Algorithm 1 shows the detailed steps for dimensionality reduction based on the above idea. Note that in the first step, the first i largest eigenvalues are selected by computing the aggregated contribution ratio α i of e i as follows
With this notion, for a given threshold t 0 , we consider the first i directions with α i ≤ t 0 and α i+1 > t 0 to have relatively larger differences and thus contain useful betweenclass information.
Algorithm 1 BWDR: Dimensionality Reduction by Increasing Between-Class Differences
Input: dataset X; must-link M; cannot-link C; t 0 ∈ (0, 1); required lower dimensionality K . Output: lower-dimensional representation X . 
Compute the eigenvalues of S W : µ 1 ≤ . . . ≤ µ i , and the corresponding unit eigenvectors: u 1 , . . . , u i ; 9 X ← (u 1 , . . . , u K ) T X; 10 return X .
B. DECREASING WITHIN-CLASS DIFFERENCES
The dual of the previous method is to decrease the withinclass differences first. Suppose all the eigenvalues of S W are λ 1 ≥ λ 2 ≥ . . . ≥ λ p , and the corresponding unit eigenvectors are e 1 , e 2 , . . . , e p . This time we decrease the within-class differences on some directions, so that after projection the within-class difference becomes almost constant for every direction. To this end, we construct the projection matrix as a collection of compressed eigenvectors:
When X is transformed to XV C , the difference on the direction e j with 1 ≤ j ≤ i becomes smaller, as the coordinate of the projection on e j is decreased by λ i λ j times.
be the within-class difference on the direction of w for the transformed data XV C . Then the within-class difference of XV C on any direction will be no larger than λ i , as ensured by the following proposition.
Proposition 4: For any unit vector
From the above proof, we can easily observe the following conclusion.
Corollary 5: For V C = ( λ i λ 1 e 1 , . . . , λ i λ i e i , e i+1 , . . . , e p ), if i = p, then for any unit vector w ∈ R p , J W (w, V C ) = λ i .
For the transformed data XV C , the optimization problem of finding directions with largest between-class differences and smallest within-class differences can be written as a projected bi-objective problem:
Note that by Proposition 4, the within-class difference on each direction is no larger than λ i , and these differences are not all the same. This case is different from the former between-class one. However, the total within-class difference on any K collection of orthonormal directions is bounded by a (small) constant, as asserted by the following proposition.
Proof: By Proposition 4, we know for any unit vector
With that property, when K and λ i are small, the withinclass difference given any U will also be small, and different U will result in similar within-class difference. Therefore, ignoring the objective max U J B (U, V C ) will not change the quality of a solution significantly. In other words, the biobjective problem (11) can be approximated by the following projected single-objective problem:
The theorem below formalizes the aforementioned observation. Theorem 7: Any solution U of the optimization problem (12) is an approximation of a solution U of the optimization problem (11) , in the sense that J B (U,
i.e. U is a solution of (11) .
Therefore, in order to find better directions for dimensionality reduction, we solve (12) instead of (11). By Theorem 7, the effect of the solution to (12) will be similar to that of (11) for producing large between-class difference and small within-class difference. Note that (12) is again an eigenvalue problem, and can be solved by finding K unit eigenvectors of V C S B V T C corresponding to the largest K eigenvalues. Algorithm 2 shows the detailed steps for dimensionality reduction based on the above idea.
Remark 1: For both BWDR and WBDR, here we choose to stretch or to compress eigenvectors, so that the eigenvalues are increased or decreased respectively to some value λ 1 or λ i . In practice, one can choose any positive value that is appropriate instead of λ 1 or λ i . For example, considering computation error, we might prefer a larger value like 1.0 over a small value like 10 −6 as the target value.
In the algorithm, to determine the first i directions whose within-class difference is to be decreased, we can again use
Algorithm 2 WBDR: Dimensionality Reduction by Compression of Within-Class Differences
Input: Dataset X, Must-link M; Cannot-link C; t 0 ∈ (0, 1), Required Dimensionality K . Output: Lower-dimensional representation X . 1 Compute the difference matrices S W and S B ; 2 Compute all the eigenvalues of S W : λ 1 ≥ . . . ≥ λ p , and the corresponding unit eigenvectors: e 1 , . . . , e p ;
Compute the eigenvalues of S B : µ 1 ≥ . . . ≥ µ i , and the corresponding unit eigenvectors: u 1 , . . . , u i ; 9 X ← (u 1 , . . . , u K ) T X; 10 return X .
the aggregated contribution ratio α j : given a threshold t 0 , if α i ≤ t 0 and α i+1 > t 0 , then the first i directions will be selected.
IV. EXPERIMENTS A. DATASETS
In the experiments, we used 16 UCI datasets [28] , and two image datasets, viz., the Extended Yale Face Database B (YaleB) [29] and a subset of MNIST [30] . The information of these datasets are listed in Table 1 . In all of the figures, C represents the percentage of constraints that are used for semi-supervised dimensionality reduction. The constraints are created by randomly sampling pairs of instances and checking their labels (if they have the same label then mustlink constraints are created, and cannot-link constraints otherwise).
B. EFFECTS OF THE THRESHOLD
In the two proposed algorithms, there is a parameter t 0 .
Here we briefly discuss the choice of the value for t 0 . A representative result on one UCI dataset with different values of the threshold t 0 is shown in Fig. 2 . The results on the other chosen datasets are similar. From this result, we can see how the accuracy of both methods is affected by the value of the threshold. When t 0 is small, the accuracy is relatively low. With t 0 increasing, the accuracy first becomes higher but then drops before it rises again. This is expected, as the threshold might exclude some projection directions that are useful or include directions that are harmful. On the other hand, when BWDR takes t 0 = 0.95 or WBDR takes t 0 = 1, the performance is relatively good for this dataset. This is also usually the case for the other datasets used in this article. Therefore, in all of the following experiments, we fix the value of t 0 for BWDR at 0.95 and for WBDR at 1.0. 
C. EFFECTS OF THE NUMBER OF CONSTRAINTS
As we are considering semi-supervised dimensionality reduction, the number of constraints used for finding proper projection directions affects the performance of the methods. To illustrate this, we show the results of varying the number of constraints on two UCI datasets in Fig. 3 . As we can see from Fig. 3 , the overall trend is that the more semisupervising information is available, the better the performance is. Moreover, relatively good performance is achieved with only a small portion of semi-supervising information, e.g., the performance becomes stable when 0.002% mustlink and cannot-link constraints are available for dataset 12, and for dataset 2 that portion is about 0.04%. These results indicate that the performance of the two proposed methods would be positively affected by just a small number of semi-supervising constraints, or, in other words, that the methods can achieve relatively good results with only limited supervising information. In all the following evaluations, if not specified otherwise, we will set C = 30%.
D. RESULTS ON UCI DATASETS 1) 1-NN CLASSIFICATION
A usual measurement for the performance of dimensionality reduction methods is to perform 1-NN classification with the data after dimensionality reduction. In all experiments of 1-NN classification, results are averaged over 3 runs of 5-fold cross validation. Specifically, for each run, 4 folds of data are used to learn the projections, and the other fold is used to test the 1-NN classifier trained with the 4 folds of projected data. The target dimensionalities of data are 1 to 9, that is, we reduce data to one dimension, two dimensions, . . . , and nine dimensions, respectively. Table 2 shows the accuracy results of 1-NN classification on UCI datasets after dimensionality reduction. For conciseness, for each dataset and each method, we only report the maximal accuracy for the resulting dimensionalities of 1 to 9.
For almost all of the tested datasets, either BWDR or WBDR achieves the best result. For the one dataset on which neither of the two methods is the best, viz., dataset 10, we can see that the difference with the best result is actually small. Particularly, the best accuracy is 0.90 while BWDR has 0.88. It is also worth noting that for dataset 1 and dataset 7, the difference between the performance of BWDR and WBDR is quite large. This indicates that the selected projecting directions of BWDR and WBDR can be very different. Fig. 4 shows the more detailed results for three of these datasets, viz., dataset 7, dataset 9, and dataset 11. Interestingly, the two proposed methods can sometimes have a much higher accuracy in low dimensionality (e.g., 1 or 2), compared to the other methods. In most cases, as the resulting dimensionality increases, the accuracy of each of the methods also increases and quickly becomes stable. The two proposed methods have dominating accuracy for most of the resulting dimensionalities. As opposed to the two proposed methods, cFLD is not good for all cases and it can even fail in some cases (e.g., the third dataset in the figure, and SSDR and PCA usually have low accuracy in low dimensionality.
2) K -MEANS CLUSTERING RESULTS
Clustering is another measurement for the performance of dimensionality reduction methods. To measure the accuracy of clustering, following [31] , we use the normalized ''rand index'':
where m is the number of clusters, 1{True} = 1 and 1{False} = 0, and c i andĉ i are the real class and the predicted class for the i-th instance, respectively. Intuitively, it measures how many pairs of instances are clustered correctly (same class instances are clustered as same class and different class instances are clustered as different class). It is normalized so that the number of different-class pairs is equal to the number of same-class pairs. The results of clustering on UCI datasets after dimensionality reduction are shown shown in Table 3 . The number of clusters was chosen to be the same as the number of classes in the dataset. The numbers denote maximal clustering accuracy for the resulting dimensionalities. The other settings are the same as in 1-NN classification.
Again, BWDR and WBDR are dominant for most of the datasets and there is sometimes large improvement over the other methods, e.g., for dataset 12 WBDR has a measure of 0.95 while the highest measure of any of the other methods except BWDR is only 0.79.
E. RESULTS ON YALEB AND MNIST DATASETS
We also conducted 1-NN classification tests on the two popular image datasets YaleB and MNIST; the settings are the same as in 1-NN classification for UCI datasets. The results are shown in Fig. 5 . For these datasets, it is interesting to see that the proposed methods have the best performance comparatively to the rest of the methods when the features are reduced to low dimensionalities. Comparing these two methods, for YaleB, WBDR is better than BWDR, while for MNIST BWDR becomes better than WBDR. This again implies that the performance of these two methods on different types of data can vary significantly. Also, BWDR and WBDR are relatively more stable compared to SSDR across datasets. In fact, SSDR performs well on YaleB but has the worst performance on MNIST, while the two proposed methods achieve accuracy of more than 0.8 on both datasets. From the results on MNIST, we can see that as the dimensionality becomes larger, PCA can capture most of the important information in the original features and consequently it has the best performance; the two proposed methods have performance that is close to PCA, whereas the other two methods, especially SSDR, are worse. The aforementioned observations could be explained by the fact that PCA uses the total difference of data, while the other methods consider the between-class difference and the within-class difference separately, and that the two proposed methods can balance the effects of between-class difference and withinclass difference better. We also measured cumulative purity [16] for dimensionality reduction on these two datasets. Cumulative purity measures the correctness of neighbours after projecting data into lower dimensional space. The purity here is defined as the percentage of correct neighbours (neighbours with the same label as the current data point) for each data point averaged over the whole data. The target dimensionality is set to 15, and all of the data are used to obtain a projection matrix. The results are shown in Fig. 6 . For YaleB, WBDR has always higher purity than the others. For MNIST, at first WBDR has lower purity but, as the number of neighbours increases, WBDR becomes better than all the other methods. BWDR has low purity for both datasets, but it is far from being the worst one. These results indicate that WBDR and BWDR can maintain correct neighbours for each data points, which can therefore improve the results of both classification and clustering.
V. CONCLUSION
In this paper, we proposed two dual methods, called BWDR and WBDR, for semi-supervised dimensionality reduction. These two methods make use of the idea of first transforming the data to make the between-class or the within-class difference (almost) constant on any directions. In that way, the bi-objective optimization problem of finding directions with largest between-class differences and smallest withinclass differences is reduced to a single-objective optimization problem, and good projection directions for dimensionality can be more easily obtained as a consequence. Experiments show that these two methods work very well on several standard datasets, improving classification and clustering performance over several existing methods. In the future, we would like to explore non-linear versions of the proposed methods, e.g., based on kernel trick [32] . Also, investigating how to overcome inconsistent pairwise constraints or to deal with noisy pairwise information [33] under the current framework is another interesting direction for future work.
