Solvers for semidefinite programming (SDP) have evolved a great deal in the last decade, and their development continues. In order to further support and encourage this development, we present a new test set of SDP instances. These instances arise from recent applications of SDP in coding theory, computational geometry, graph theory and structural design. Most of these instances have a special structure that may be exploited during a pre-processing phase, e.g. algebraic symmetry, or low rank in the constraint matrices.
Introduction
Since interior point algorithms were extended from linear to semidefinite programming (SDP) in the early 1990's by Nesterov and Nemirovski [25] and others, several interior point codes for SDP have been developed and maintained. The list includes DSDP [4] , CSDP [6] , SDPA [31] , SDPT3 [30] , and SeDuMi [29] .
For SDP instances that are too large for the interior point approach, there are also lower order algorithms available, including PENSDP [18] , SBmethod [11] , and SDPLR [9] .
Sets of SDP benchmark problems are instrumental to the development of these codes. There currently exist three standard test sets of SDP instances, namely SDPLIB [7] and the DIMACS test sets [26] , and an extended set of SDP benchmark problems maintained by Hans Mittelmann at http://plato.asu. edu/ftp/sparse_sdp.html. The main SDP codes are regularly benchmarked on the web site of Hans Mittelmann with respect to these test sets; see [22] as well as http://plato.asu.edu/bench.html.
The goal of this paper is to augment these test sets with some recent problems from interesting applications of SDP. The new problems mostly have additional structure that could potentially be exploited by a new generation of solvers.
These instances were chosen with the following guidelines:
• all instances correspond to (relaxations of) optimization problems of independent interest, i.e. no random instances;
• several instances have special structure that may be exploited during preprocessing;
• the sizes range from moderate to large-scale. Thus the difficulty does not always lie in the size of the instances, but may also be due to poor numerical conditioning.
Thus the goal is to stimulate further development of codes for semidefinite programming, including more sophisticated pre-processing techniques for problems with special structure. Moreover, we list the SDP models explicitly where possible, or supply detailed references to enable researchers to investigate better modeling of the SDP problems in cases of numerical ill-conditioning. Our instances come from the following, recent applications of SDP:
• Estimation of the crossing number in graphs (see §2);
• Computing the Lovász ϑ-function of certain graphs with large symmetry groups, e.g. the Erdös-Renyi graphs (see §3);
• Computing bounds in coding theory (see §4);
• Computing bounds on kissing numbers in various dimensions (see §5);
• SDP relaxations of quadratic assignment problems (QAP's) (see §6);
• SDP relaxations of the traveling salesman problem (see §7);
• Two types of structural optimization problems, namely truss topology design problems (see §8.1) and free material optimization problems (see §8.2).
SDP and structures in the data
We will consider SDP problems in the standard form:
where the data matrices A i ∈ R n SDP ×n SDP are symmetric, and X 0 means X is positive semi-definite.
This standard form is used by most SDP input formats, including the sparse SDPA input format (see [31] for details), that we have used for the new problem library.
There are currently three types of structures (apart from general sparsity) that may be exploited in SDP.
Chordal structure
Here the matrices A i (i = 0, . . . , m SDP ) have a common sparsity pattern, and this pattern is the same as the sparsity pattern of the adjacency matrix of some chordal graph. (Recall that a graph is called chordal if it does not contain a cycle of length 4 or more as an induced subgraph.) This structure is already exploited by the solver SDPA-C [24] .
Low rank
Here the matrices A i (i = 0, . . . , m SDP ) have low rank. This structure is already exploited by the solvers DSDP [4] and the latest version of SDPT3 [30] .
Algebraic symmetry
Here the matrices A i (i = 0, . . . , m SDP ) belong to a matrix * -algebra of low dimension. (Recall that a matrix * -algebra (over R) is a subspace of R n×n that is also closed under matrix multiplication and taking transposes.)
This structure is not yet exploited in any SDP software, but some preprocessing techniques have been suggested in [23] .
Several instances in the new library have algebraic symmetry, in order to encourage the development of techniques to exploit this structure.
Location of the problem libary
The sparse SDPA input files for the new library are available from the web site:
http://lyrawww.uvt.nl/~sotirovr/library/ 2 Bounding the crossing number of complete bipartite graphs
The crossing number cr(G) of a graph G is the minimum number of intersections of edges (at a point other than a vertex) in a drawing of G in the plane. In the earliest known instance of a crossing number question, Paul Turán raised the problem of calculating the crossing number of the complete bipartite graph K m,n .
Zarankiewicz published a paper [32] in 1954, in which he claimed that cr(K m,n ) = Z(m, n) for all positive integers m, n, where
However, several years later it became clear that there was a mistake in Zarankiewicz's argument. A comprehensive account of the history of the problem, including a discussion of the gap in Zarankiewicz's argument, is given by Guy [10] . Figure 2 shows a drawing of K 4,5 with 8 crossings. As Zarankiewicz observed, such a drawing strategy can be naturally generalized to construct, for any positive integers m, n, drawings of K m,n with exactly Z(m, n) crossings. This implies that cr(K m,n ) ≤ Z(m, n).
No one has yet exhibited a drawing of any K m,n with fewer than Z(m, n) crossings, and the following is therefore commonly known as Zarankiewicz's Crossing-Number Conjecture:
for all positive integers m, n.
A lower bound on cr(K m,n ) via SDP
De Klerk et al. [13] showed that one may obtain a lower bound on cr(K m,n ) via the optimal value of a suitable SDP problem.
where Q is a certain (given) matrix of order (m − 1)!, and J is the all-ones matrix of the same size.
De Klerk and al. [13] could solve the SDP problem for m = 7 by exploiting the algebraic structure of the matrix Q, to obtain the bound:
Using an averaging argument, the bound for cr(K 7,n ) implies the following asymptotic bound on cr(K m,n ):
Thus loosely speaking, asymptotically, Z(m, n) and cr(K m,n ) do not differ by more than 17%. In subsequent, related work, De Klerk, Schrijver and Pasechnik [14] improved the constant 0.83 to 0.859 by solving the SDP for m = 9. This was possible by exploiting the algebraic structure of Q in a more sophisticated way. Nevertheless, the final SDP formulation had more than 4 × 10 7 nonzero data entries.
Instances in the test set
The test set instances have names of the form crossing_K_mn for m = 7, 8, 9.
The optimal values correspond to the values min X≥0, X 0 {trace(QX) | trace(JX) = 1} mentioned above, and the formulations of the SDP instances are those described in [14] .
The largest instance crossing_K_9n is truly large-scale, and all three instances have algebraic symmetry that may be exploited during pre-processing.
The Lovász ϑ and Schrijver ϑ numbers
The Lovász ϑ number of a graph G = (V, E), introduced in [21] ,
gives an upper bound on the stability number α(G) of G. The related Schrijver ϑ -number [27] is defined as:
These SDP problems have an interesting structure if the graph G has a large automorphism group.
An example of such a graph is the Erdös-Rényi graph ER(q) (where q > 2 is a given prime number), that has q 2 + q + 1 vertices; q + 1 of the vertices have degree q and the remaining vertices have degree q + 1; for more details, see [17] .
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Instances in the test set
The test set includes the SDP problems to calculate the ϑ and ϑ values of ER(q) for various prime values of q up to 31.
The following instances compute −ϑ(ER(q)), where the value of q is clear from the name of the instance: ThetaER23_red, ThetaER23_full, ThetaER29_red, ThetaER29_full, ThetaER31_red, and ThetaER31_full.
All of these instances have algebraic symmetry that may be exploited. The symmetry in the instances with names ending in 'red' have already been partially exploited; details of the reduced formulations are given in [17] .
Similarly, the analogous instances for computing −ϑ (ER(q) have names of the form ThetaPrimeERq_red, or ThetaPrimeER2q_full, where q again takes the values 23, 29, or 31.
Bounds from binary codes
A classical problem in coding theory is to find the largest set (or library) of binary words with n letters, such that the Hamming distance between two words is at least some given value d.
One may reformulate this as a maximum stable set problem by defining the Hamming graph H(n, d) on 2 n vertices indexed by the binary words of length n, and connecting two vertices if their Hamming distance is less than d. Note that the maximum stable set in H(n, d) corresponds to the largest possible library, and α(H(n, d)) is the number of words in this library. It is usual in coding theory to use the notation A(n, d)) := α(H(n, d)).
Thus ϑ (H(n, d)) gives a lower bound on A(n, d), but the resulting SDP reduces to the well-known Delsarte LP bound, as shown by Schrijver in the seminal work [27] .
More recently, Schrijver [28] suggested a stronger SDP-based bound for minimal distance codes, that is at least as good as the ϑ bound, and still of size polynomial in n. Like the ϑ bound, it is given as the optimal value of an SDP problem.
In order to introduce this bound we require some notation. For i, j, t ∈ {0, 1, . . . , n}, and X, Y ∈ {0, 1} n define the matrices
where d H denotes the Hamming distance. The upper bound is given as the optimal value of the following semidefinite program: 
n and the SDP problem is therefore too large to solve if, say n ≥ 10. Schrijver pointed out that these matrices form a basis of the Terwilliger algebra of the Hamming scheme, and worked out the details for computing the irreducible block diagonalization of this (non-commutative) matrix algebra of dimension O(n 3 ). Thus, the constraint i,j,t
where Q is an orthogonal matrix that gives the irreducible block diagonalization. For details the reader is referred to Schrijver [28] . Since SDP solvers can exploit block diagonal structure, this reduces the sizes of the matrices in question to the extent that computation is possible in the range n ≤ 32. Laurent [20] suggested a refinement of the Schrijver relaxation that takes the following form: This SDP problem may be block-diagonalised as before to obtain an SDP of size O(n 3 ).
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Instances in the test set To obtain the upper bounds on A(n, d), the optimal values of the Laurent instances have to be multiplied by −2 n . For the Schrijver instances, one should add +1 to minus the optimal value.
These instances are badly conditioned numerically, and it is difficult to obtain their optimal values to high accuracy.
SDP bounds on kissing numbers
The kissing number of R n is defined as the maximum number of unit balls that can simultaneously touch a unit ball centered at the origin, without any overlap.
Thus the kissing number of R 2 is 6 and in R 3 it is 12. (There was a famous disagreement between Newton and Gregory on whether the correct answer is 12 or 13).
Not much is known about kissing numbers for general values of n, and it is interesting to compute upper bounds for fixed n.
In a seminal paper by Bachoc and Vallentin [2] , the authors introduce new SDP relaxations of this problem, and succeeded to compute the improved upper bounds on the kissing number in the dimensions n = 5, 6, 7, 9 and 10.
The statement of the SDP problem may be found in Theorem 4.2 in [2]; we do not reproduce it here because of the amount of extra notation required.
Instances in the test set
The names of the test set instances are of the form kissing_n_d_N, where n indicates the dimension. The parameters d and N are used in constructing the SDP relaxation and their meaning is explained in §5 of [2] . An upper bound on the kissing number of R n may be obtained from the optimal value of each instance by multiplying it by −1 and adding one to the answer.
The instances are all badly conditioned numerically, and it is therefore difficult to obtain accurate solutions. The last two instances are unsolved at the time of writing. Solving them may well provide improved upper bounds on the kissing numbers of R 11 and R 12 respectively.
SDP relaxation of the quadratic assignment problem
The quadratic assignment problem (QAP) may be stated in the following form:
where A and B are given symmetric n × n matrices, and Π n is the set of n × n permutation matrices. The QAP has many applications in facility location, circuit design, graph isomorphism and other problems, but is NP-hard in the strong sense, and hard to solve in practice for n ≥ 30; for a review, see Anstreicher [1] .
An SDP relxation of (QAP) from [33] and [16] takes the form:
It is easy to verify that this is indeed a relaxation of QAP, by noting that setting Y = vec(X)vec(X)
T and y = diag(Y ) gives a feasible solution if X ∈ Π n . These SDP problems form challenging test instances, since the matrix variable Y is nonnegative and of order n 2 .
Instances in the test set
The SDP instances in the test set correspond to the SDP relaxation (6) of two QAP instances from the QAPLIB [8] library, namely Esc16e and Esc64a. The names of the SDP instances start with QAP and if the name ends with red it means that the algebraic symmetry has been (partially) exploited (see [16] for details).
The traveling salesman problem
It is well-known that the QAP contains the symmetric traveling salesman problem (TSP) as a special case. To show this, we denote the complete graph on n vertices with edge lengths (weights)
, where D is called the matrix of edge lengths (weights). The TSP is to find a Hamiltonian circuit of minimum length in K n (D). The n vertices are often called cities, and the Hamiltonian circuit of minimum length the optimal tour. To see that TSP is a special case of QAP, let C 1 denote the adjacency matrix of the standard circuit on n vertices:
Now the TSP problem is obtained from the QAP problem (5) by setting A = 1 2 D and B = C 1 . To see this, note that every Hamiltonian circuit in a complete graph has adjacency matrix XC 1 X T for some X ∈ Π n . Thus we may concisely state the TSP as
It was shown by De Klerk et al. [15] that the SDP relaxation (6) reduces to the following problem for the special case of TSP. min 1 2 trace DX (1) subject to
where d = 1 2 n . Note that this problem only involves matrix variables X (1) , . . . , X (d) of order n as opposed to the matrix variable of order n 2 in (6), i.e. the problem size is reduced by a factor n in this sense. Nevertheless, these SDP problems are of a challenging size if n ≥ 30.
Instances in the test set
The SDP relaxation (7) of the TSPlib 1 instances eil51 and bays29 are given by the SDP instances TSPeil51 and TSPbays29 respectively.
Structural optimization 8.1 Truss topology design problems
We consider a truss defined by a ground structure of nodes and bars. Let m be the number of bars.
Let b ∈ R m be the vector of bar lengths, and z ∈ R m the vector of crosssectional areas. A specific topology optimization problem, introduced in [12] , is to find a truss of minimum volume such that the fundamental frequency of vibration is higher than some prescribed critical value :
1 http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/ whereΩ is a lower bound on the (squared) fundamental frequency of vibration of the truss, and M 0 the so-called non-structural mass matrix. The matrices x i K i and x i M i are called the stiffness and mass matrices of bar i respectively. The order of these matrices is the number of free nodes in the structure times the degrees of freedom.
If the ground structure of nodes and bars has isometries, then the SDP problem has algebraic symmetry that may be exploited. An example of such a truss is shown in Figure 2 . 
Instances in the test set
The test set includes instances that generalize the truss in Figure 2 to have D n symmetry, where D n is the dihedral symmetry group of a regular n-gon. Thus the outer ring of nodes form a regular n-gon as opposed to the hexagon in the figure. Thus these instances have algebraic symmetry. The names of the instances start with Truss followed by the value of n (502 or 1002). The algebraic symmetry has been partially exploited for the instances with names ending in no_blocks, as described in [3] .
Free material optimization
Free material optimization refers to structural design problems where the material properties are allowed to change continuously in the final design.
A recent "real world application" of free material optimization was in the conceptual design phase of the leading edge rib of the Airbus A380. This project is reviewed in the recent paper [19] , and is illustrated in Figure 3 . The SDP model that was used is not reproduced here due to the amount of notation required, but may be found in Theorem 3.1 in [5] .
Instances in the test set
The instances r3_l, r3_m, and r3_s correspond to three different versions (discretizations and loading scenarios) of worst-case multiple load scenarios. These instances have a structured block sparsity that may be extended to a chordal sparsity structure.
Summary of the instances
In Table 1 we provide detailed information on the new SDP instances. The column 'size' refers to the size of the (uncompressed) sparse SDPA input file of the instance. The column 'optimal value' lists the optimal value to the accuracy within which it is known for each instance.
The values n SDP and m SDP refer to parameters for the standard form SDP (1), and n max refers to the largest block in the matrix variable in case of block diagonal structure. The final column 'Structure' indicates known structure(s) in the problem data, e.g. algebraic symmetry or low rank in the data matrices. Thus, for example, 'symmetry' means that it is possible to reduce the problem size by exploiting algebraic symmetry. 
