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GRAND ENSEMBLES OF DETERMINISTIC OPERATORS.
II. LOCALIZATION FOR GENERIC ‘HAARSH’ POTENTIALS
VICTOR CHULAEVSKY
Abstract. We consider a particular class of lattice Schro¨dinger operators with de-
terministic potentials depending upon an infinite number of parameters in an aux-
iliary measurable space. We prove exponential dynamical localization for generic
families in the strong disorder regime, using a variant of the Multi-Scale Analysis.
In our model, the potential is generated by a function on a torus which is discon-
tinuous (‘haarsh’) and constructed with the help of an expansion which reminds
Haar’s wavelet expansions.
NOTE: This text is a reduced version of the original manuscript, originally
uploaded in 2009 and revised in 2011. It is is kept in arXiv to avoid broken
references in earlier works. In a recent preprint
”Uniform Anderson localization, unimodal eigenstates and simple spectra in a
class of “haarsh” deterministic potentials”
[math-ph/1307.7047], we added new results on the unimodality of the eigen-
states, uniform dynamical localization and simplicity of p.p. spectra.
1. Introduction. Formulation of the results.
In this paper, we study spectral properties of finite-difference operators, usually
called lattice Schro¨dinger operator (LSO), of the form
(Hf)(x) =
∑
y: ‖y−x‖=1
f(y) + gV (x)f(x), x, y ∈ Zd, (1.1)
where the function V : Zd → R is usually referred to as the potential; the amplitude
g will be assumed positive for the sake of notational brevity. From both physical and
purely mathematical point of view, it makes sense to study not an individual operator,
but an entire family of operators H(ω) labeled by the points of the phase space of
a dynamical system on some probability space. Moreover, it is convenient to assume
the ergodicity of the dynamical system in question. To define an ergodic family of
operators, one needs:
(i) a probability space (Ω,F ,P);
(ii) an ergodic dynamical system T with discrete time Zd, d ≥ 1, i.e. a representation
T : Zd × Ω→ Ω of the additive group Zd into the group of isomorphisms of (Ω,F ,P),
T x+y = T x ◦ T y, T x, T y ∈ Aut(Ω,F ,P),
such that any T -invariant measurable function on Ω is a.e. constant;
(iii) a measurable mapping H of the space Ω into the algebra of bounded operators
acting in the Hilbert space H = l2(Zd) verifying for every x ∈ Zd:
H(T x(ω)) = U−xH(ω)Ux,
1
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where (Uxf)(y) = f(y − x). The conventional lattice Schro¨dinger operator (LSO) is
obtained by setting
H(ω) = ∆+ gV (x;ω),
where ∆ is the nearest-neighbor discrete Laplacian and V (x;ω) is the operator of
multiplication by the function
V (x;ω) = v(T xω),
with some function v : Ω→ R, which we will call the hull of the potential V .
An interesting class of quasi-periodic potentials, e.g., in one dimension, is obtained
when Ω is a torus Tr of dimension r ≥ 1 endowed with the Haar measure P and the
dynamical system on Ω is given by
T x : ω 7→ ω + xα ∈ Tr, α ∈ Tr.
As is well-known, this dynamical system is ergodic whenever the frequency vector α has
incommensurable (rationally independent) coordinates. Taking a function v : Tr → R,
we can define an ergodic family of quasi-periodic potentials V : Z → R by V (x;ω) :=
v(T xω). Multi-dimensional quasi-periodic potentials on Zn can be constructed in a sim-
ilar way (with the help of n incommensurate frequency vectors αj ∈ Rr, j = 1, . . . , n).
In this paper, we do not intend to give an extensive review of prior works on lo-
calization properties of quasi-periodic operators. Among the first mathematically rig-
orous results on the localization phenomenon featured by a one-dimensional discrete
Schro¨dinger equation with the single-frequency quasi-periodic potential of the form
cosαx, α ∈ R \ Q, (also known as Almost Mathieu equation and Harper’s equation)
we refer to the papers by Sinai [10] and Fro¨hlich, Spencer and Wittwer [8]. Later,
Bourgain, Goldstein and Schlag considered potentials generated by various dynami-
cal systems on a torus Ω = Tν , where the hull v(ω) was assumed analytic; see, e.g.,
[1], [3], [2]. Recently, Chan [5] proved the Anderson localization for single-frequency
quasi-periodic operators with the hull v of class C3(T1), using a parameter exclusion
technique which is different from presented in this paper.
Below we encapsulate the requirements for the dynamical system in one, mild con-
dition – that of ”uniformly slow” returns of any trajectory
{
T xω, x ∈ Zd
}
to small
neighborhoods of its starting point ω ∈ Ω; cf. Sect. 1.1.
1.1. Requirements for the dynamical system. We assume that the underlying
dynamical system T on the phase space Ω, endowed with a distance distΩ(·, ·), satisfies
the following condition of uniformly slow return (USR, in short):
(USR): ∃A,C ∈ (0,∞) ∀ω ∈ Ω ∀ 〈x, y〉 ∈ Zd
distΩ(T
xω, T yω) ≥ 4C‖x− y‖−A, (1.2)
Actually, this condition can be further relaxed so as to admit the lower bound of
the form Ce−‖x−y‖
β
, with some β ∈ (0, 1) and C > 0.
In this paper, we consider mainly the case where Ω = Tν , ν ≥ 1, and it is technically
convenient to define the distance distΩ[ω
′, ω′′] ≡ distTν [ω
′, ω′′] as follows:
distTν [(ω
′
1, . . . , ω
′
ν), (ω
′′
1 , . . . , ω
′′
ν )] = max
1≤i≤ν
distT1 [ω
′
i, ω
′′
i ],
where distT1 is the conventional distance on the unit circle T
1. With this definition,
the diameter of a cube of sidelength r in Tν equals r, for any dimension ν ≥ 1. The
reason for the choice of the phase space Ω = Tν is that many parametric families of
ensembles of potentials V (x;ω; θ) can be made fairly explicit in this case.
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We will sometimes work with the balls
Br(ω) := {ω
′ ∈ Ω : distΩ(ω, ω
′) ≤ r},
which are actually cubes in Ω, since distω is induced by max-norm.
For ergodic rotations of the torus Tν ,
T xω = ω + x1α1 + · · ·+ xdαd, x ∈ Z
d, αj ∈ T
ν , 1 ≤ j ≤ d,
the USR property reads as a Diophantine condition for the frequency vectors αj , which
we always assume below.
We will need the following simple consequence of the pointwise separation property
(USR) of the trajectories in the phase space Ω.
Lemma 1.1. Assume the condition (USR) and let L > 0 be an integer. Consider a
cube ΛL(u), u ∈ Z
d then for any r ≤ C|ΛL(u)|
−A
inf
ω∈Ω
min
〈x,y〉∈ΛL(u)
distΩ (T
xBr(ω), T
yBr(ω)) ≥ 2C|ΛL(u)|
−A. (1.3)
We also assume a polynomial bound on the rate of divergence of trajectories of the
underlying dynamical system.
(DIV): ∃A′, C′ ∈ (0,∞) ∀ω, ω′ ∈ Ω ∀x ∈ Zd
distΩ(T
xω, T xω′) ≤ C′‖x‖A
′
distΩ(ω, ω
′). (1.4)
This condition is obviously fulfilled for the rotations of the torus, as well as for the
skew shifts, e.g.,
(ω1, ω2) 7→ (ω1 + α1, ω2 + ω1 + α2).
Strongly mixing dynamical systems, like hyperbolic toral automorphisms, require a
different approach and have different mechanisms of localization; this subject is beyond
the scope of the present manuscript.
1.2. A general form of Randelette Expansions. In [6,7] we have introduced para-
metric families of ergodic ensembles of operators {H(ω; θ), ω ∈ Ω} depending upon a
parameter θ ∈ Θ in an auxiliary space Θ. It is convenient to endow Θ with the struc-
ture of a probability space, (Θ,B,P(θ)) in such a way that θ be, in fact, an infinite
family of IID random variables on Θ, providing an infinite number of auxiliary param-
eters allowing to vary the hull v(ω; θ) locally in the phase space Ω. We called such
parametric families Grand Ensembles.
In the framework of lattice Schro¨dinger operators, we gave in [6, 7] a more specific
construction where H(ω; θ) = H0 + V (·;ω; θ), with V (x;ω; θ) = V (T
xω; θ) and
v(ω; θ) =
∞∑
n=1
an
Kn∑
k=1
θn,kϕn,k(ω), (1.5)
where the family of random variables θ := (θn,k, n ≥ 1, 1 ≤ k ≤ Kn) on Θ is IID, and
ϕn,k := (ϕn,k), n ≥ 1, 1 ≤ k ≤ Kn < ∞) are some functions on the phase space Ω of
the underlying dynamical system T x. Representations of the form (1.7) were called
randelette expansions.
Further, for the purposes of the MSA, it is convenient to assume that
• θn,k have a probability density; e.g. θn,k are uniformly distributed in [−1, 1];
• the amplitudes an of ”generations” (θn,k, 1 ≤ k ≤ Kn) satisfy
⋄ an upper bound, to ensure the convergence of the randelette expansion
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⋄ an appropriate lower bound, to ensure that the contribution of the n-
th generation of θn,k is sufficient to wriggle the values of the potential
V (T xω; θ) via the randelettes θn,kϕn,k to avoid strong resonances;
• diam suppϕn,k decay rapidly as n→∞.
Putting the amplitude of the ϕn,k in the coefficient an, it is natural to assume
|ϕn,k(ω)| to be bounded. Further, in order to control the potential V (T
xω; θ) at any
lattice site x ∈ Zd or, equivalently, at every point ω ∈ Ω, it is natural to require that
for every n ≥ 1, Ω be covered by the union of the sets where at least one function ϕn,k
is nonzero (and, preferably, not too small).
Notice that the dynamics T x leaves θ invariant.
1.3. Description of haarsh randelette expansions. A very particular, yet interest-
ing case is where randelettes are piecewise constant functions used in the construction
of Haar wavelets1. For example, if Ω = T1 = R/Z, we set
ϕn,k(ω) = 1Cn,k(ω), Cn,k =
[
2−n(k − 1), 2−nk
)
, n ≥ 1, 1 ≤ k ≤ Kn = 2
n.
On a torus of higher dimension, one has to replace intervals of length 2−n by cubes of
side length 2−n. Specifically, given an integer n ≥ 1, for each integer vector (l1, . . . , lν)
with 1 ≤ lj ≤ 2
n, consider the cube[
2−n(l1 − 1), 2
−nl1
)
× · · · ×
[
2−n(lν − 1), 2
−nlν
)
⊂ Tν .
These cubes can be numbered, e.g., in the lexicographical order of vectors (r1, . . . , rν),
and their total number equals Kn = 2
nd. We will denote these cubes by Cn,k, k =
1, . . . ,Kn.
Next, introduce a countable family of functions on the torus,
ϕn,k(ω) = 1Cnk(ω), n ≥ 1, k = 1, . . . ,Kn,
and a countable family of IID random variables θn,k on an auxiliary probability space
Θ,B,P(θ), uniformly distributed in [−1, 1].
Finally, pick a positive number b ≥ 3d and set
an = 2
−2bn2 , n ≥ 1. (1.6)
Now define a function v(ω; θ) on Ω×Θ,
v(ω; θ) =
∞∑
n=1
an
Kn∑
k=1
θn,kϕn,k(ω), (1.7)
which can be viewed as a family of functions v(·; θ) on the torus, parameterized by
θ ∈ Θ, or as a particular case of a ”random” series of functions, expanded over a given
system of functions ϕn,k with ”random” coefficients.
Observe that the functions ϕn,k of the same ”generation” n and different values of the
”cibling index” k are disjoint, in the particular case of ”haarsh” randelette expansion,
while |θn,k| ≤ 1, so that∥∥∥∥∥
Kn∑
k=1
θn,kϕn,k(·)
∥∥∥∥∥
L∞(Ω×Θ
≤ max
k
‖ϕn,k(·)‖L∞(Ω) = 1. (1.8)
1In fact, the main results of this paper remain true for expansions over the orthogonal Haar wavelets,
but we would like to stress that the orthogonality is not relevant here.
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As a result, the convergence of the randelette expansion is determined by that of the
series
∑
n an.
We will call such expansions ”haarsh”, making reference to Haar’s (Haarsche, in Ger-
man) wavelets and to the ”harsh” nature of the resulting potentials. Constructing a
potential ”out of flat pieces” is rather unusual in the framework of the localization the-
ory, where, starting from the pioneering mathematical works by Goldsheid, Molchanov
and Pastur, all efforts were usually made to avoid ”flatness” of the potential considered
as a function on the phase space of the underlying dynamical system. Yet, with an
infinite number of flat components θn,k ϕn,k(ω), each modulated by its own parameter
θn,k, we proved in [6,7] an analog of Wegner bound for the respective Grand Ensembles
H(ω; θ). This was the first indication that such parametric ensembles may feature the
phenomenon of Anderson localization.
We use a variant of the Multi-Scale Analysis and study first the spectral properties of
finite-volume approximants of the operatorH(ω; θ) obtained by its restriction on lattice
cubes ΛLj(u) =
{
x ∈ Zd : ‖x− u‖ ≤ Lj
}
, with Dirichlet boundary conditions on the
”external boundary” ∂+ΛLj (u) =
{
x ∈ Zd : ‖x− u‖ = Lj + 1
}
. Here and below, we
use the max-norm for vectors x ∈ Rd: ‖x‖ := max
1≤i≤d
|xi|.
The main result of this paper is the following
Theorem 1.1. Consider a family of lattice Schro¨dinger operators of the form (1.1)
with potential V (x;ω; θ) = v(T xω; θ), where v(ω; θ) is given by the expansion (1.7), and
the dynamical system T x satisfies conditions (USR) and (DIV) for some A,C <∞.
For sufficiently large g ≥ g0(C,A), there exists a subset Θ
(∞)(g) ⊂ Θ of measure
µ
{
Θ(∞)(g)
}
≥ 1 − c(C,A) g−1 with the following property: if θ ∈ Θ(∞), then for
any ω ∈ Ω the operator H(ω; θ) has pure point spectrum with exponentially decaying
eigenfunctions ψj(·;ω; θ):
∀x ∈ Zd |ψj(x;ω; θ)| ≤ Cj(ω; θ)e
−m‖x‖, m = m(g, C,A) > 0.
Moreover, there exists L∗ ∈ N such that for any bounded measurable function f and all
x, y ∈ Zd with ‖x− y‖ ≥ L∗
|〈δx | f(H(ω, θ)) | δy〉| ≤ e
−m‖x−y‖/2 ‖f‖∞.
2. Partitions and separation bounds for the potential
2.1. Partitions. For every n ≥ 1, the supports Cn,k = suppϕn,k, 1 ≤ k ≤ Kn}
generate a partition of the phase space Ω:
Cn = {Cn,k, 1 ≤ k ≤ Kn }.
These partitions form a monotone sequence: Cn+1 ≺ Cn, i.e., each element of Cn is a
union of some elements of the partition Cn+1. In the probabilistic language, the (finite)
sigma-algebras Bn canonically generated by (the elements of) the partitions Cn form a
monotone family: Bn ⊂ Bn+1.
To each element Cn,k of the partition Cn corresponds a unique finite sequence of
indices κ(n, k) = (k1, . . . , kn) with kn = k labeling n elements Ci,ki ⊃ Cn,k, 1 ≤ i ≤ n,
of partitions preceding or equal to Cn. Further, we associate with the element Cn,k a
random variable ξn,k = ξn,k(θ) relative to the probability space Θ,
ξn,k(θ) :=
n∑
i=1
aiθi,ki , with (k1, . . . , kn = k) = κ(n, k).
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Introduce the approximants of the hull v(ω; θ) given by (1.7),
vn(ω; θ) =
n∑
i=1
ai
Kn∑
k=1
θn,kϕn,k, n = 1, 2, . . . (2.1)
and the corresponding approximants of the potential, Vn(x;ω, θ) = vn(x;ω, θ). Observe
that
‖V − Vn‖∞ ≡ ‖V − Vn‖L∞(Zd×Ω×Θ) ≤ ‖v − vn‖L∞(Ω×Θ). (2.2)
The random variables ξn,k(θ) with different k are strongly correlated via the values
θn′ with n
′ < n. Nevertheless, the variables θn,k(θ), independent for different k, bring
enough ”innovation” and allow to mimick, albeit weakly, various properties of ”gen-
uinely random” potentials V (x;ω) with IID values.
In this paper, we consider only functions ϕn,k(ω) which are indicators of their re-
spective supports, i.e. indicators of the respective partition elements Cn,k. Therefore,
an approximant vn(ω; θ) can be expressed as follows:
vn(ω; θ) =
Kn∑
k=1
ξn,k(θ)ϕn,k(ω) =
Kn∑
k=1
ξn,k(θ)1Cn,k(ω).
In other words, if T xω ∈ Cn,k and T
yω ∈ Cn,k′ with k 6= k
′, then
vn(T
xω; θ)− vn(T
yω; θ) = ξn,k(θ) − ξn,k′(θ) (2.3)
so that
|V (x;ω; θ)− V (y;ω; θ)| ≥ g (|ξn,k(θ) − ξn,k′(θ)| − ρn). (2.4)
where ρn := ‖v − vn‖L∞(Ω×Θ).
Lemma 2.1. For any N ≥ 0,
ρN ≤ ρ˜N := 2
−2bNaN . (2.5)
Proof. Since b > 1, for any N ≥ 1 we have
∞∑
n=N+1
an =
∞∑
n=N+1
2−bn
2
= 2−b(2N+1)2−bN
2
∞∑
i=1
2−b[(N+i)
2+b(N+1)2]
≤ 2−b(2N+1)aN
∞∑
i=1
2−i = 2−2bNaN .
Applying (1.8), we conclude that
‖v − vN‖∞ ≤
∞∑
n=N+1
an ≤ 2
−2bNaN .

Notice that, for N large, the RHS is much smaller than the width 2aN of the dis-
tribution of random coefficients aNθN,k, 1 ≤ k ≤ KN (recall that θN,k ∼ Unif [−1, 1]).
This fact plays an important role in our analysis. Observe also that, since b > 2d ≥ 2,
we have, for all N ≥ 1,
2−bNaN ≥ 4 aN2
−2bN .
3. Separation of finite-volume spectra
3.1. Initial scale bounds.
Subsection removed. See more complete results in math-ph/1307.7047.
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3.2. An arbitrary scale.
Subsection removed. See more complete results in math-ph/1307.7047.
3.3. A deterministic Minami-type estimate. For each given integer L ≥ 1 we will
consider again two partitions of the torus used in the proof of Lemma ??:
• into cubes Q′j(r), r = [L
−A−A′/2] with centers ωi of the form
ωi =
[
l1r
−1, . . . , lνr
−1
)
, l1, . . . , lν ∈ [[0, (2r)
−1 − 1]];
• into cubes Qj(R) of radius 3R, with R = [L
−A′/6], each partitioned into 3ν
adjacent cubes of radius R.
The notations Qj(R) and Q
′
j(r) will be used throughout this section.
Recall that, for any x ∈ ΛL(0), if T
xωi ∈ Qi,1(R) and ω ∈ Q
′
i(r), then T
xω ∈ Qi(R).
Lemma 3.1. Let A,C > 0 be the constants from Eqn (1.2) and A′ > 0 be the constant
from Eqn (1.4). Fix a cube Q′k(r) ⊂ T
ν , a lattice cube ΛL(u), and consider the operators
H(L)(ω; θ) = HΛL(u)(ω; θ) with ω ∈ Q
′
k(r) and their eigenvalues Ei = Ei(ω; θ). Then
for any s ≥ 2g · 2−bn˜(L)an˜(L)
µ
{
θ : ∃ω ∈ Q′k(r) min
〈i,j〉
|Ei − Ej | ≤ s
}
≤ Const g−1L2de2A ln
2 Ls. (3.1)
For any integer L ≥ L0 and any s > 0, introduce the subset of the space Θ,
R(L, s) =
{
θ : ∃ω min
〈i,j〉
|Ei(ω; θ)− Ej(ω; θ)| ≤ s
}
. (3.2)
Lemma 3.2. Under the assumptions of Lemma 3.1,
µ {R(L, s) } ≤ Const(C,A) g−1LA+A
′+2d e2A ln
2 L s. (3.3)
If, in addition, L ≥ L0 ≥ e
(A+A′+2d)/A, then
µ {R(L, s) } ≤ Const(C,A) g−1 e3A ln
2 L s. (3.4)
3.4. Recursive construction of ”good” parameter subsets Θ(j). Introduce the
following events relative to the probability space Θ:
Θ˜(j) = {θ : D(Lj−1, θ) ≥ 4δj} \ R(Lj , ǫj), j ≥ 0,
and, recursively,
Θ(j) = Θ˜(j) ∩Θ(j−1), Θ(∞) =
∞⋂
j=0
Θ(j).
Now we can formulate to the key result on spectral spacings in finite volumes.
Lemma 3.3. Let j ≥ 1 and consider the scales Lj, Lj+1 defined in Eqn (3.2). Then
µ
{
Θ(j) \Θ(j+1)
}
≤ Const e− ln
2 Lj (3.5)
and, therefore,
µ
{
Θ(∞)
}
−→
L0→∞
1. (3.6)
4. Decay of Green functions in finite boxes
[This section is removed. See more complete results in math-ph/1307.7047.
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