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Abstrat: We provide an overview of some reent tehniques involving the Malliavin alulus
of variations and the so-alled Stein's method for the Gaussian approximations of probability
distributions. Speial attention is devoted to establishing expliit onnetions with the lassi
method of moments: in partiular, we use interpolation tehniques in order to dedue some new
estimates for the moments of random variables belonging to a xed Wiener haos. As an illus-
tration, a lass of entral limit theorems assoiated with the quadrati variation of a frational
Brownian motion is studied in detail.
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1 Introdution
This survey deals with the powerful interation of two probabilisti tehniques, namely
the Stein's method for the normal approximation of probability distributions, and the
Malliavin alulus of variations. We will rst provide an intuitive disussion of the theory,
as well as an overview of the literature developed so far.
1.1 Stein's heuristi and method
We start with an introdution to Stein's method based on moments omputations. Let
N ∼ N (0, 1) be a standard Gaussian random variable. It is well-known that the (integer)
moments of N , noted µp := E(N
p) for p > 1, are given by: µp = 0 if p is odd, and
µp = (p− 1)!! := p!/(2p/2(p/2)!) if p is even. A little inspetion reveals that the sequene
{µp : p > 1} is indeed ompletely determined by the reurrene relation:
µ1 = 0, µ2 = 1, and µp = (p− 1)× µp−2, for every p > 3. (1.1)
Now (for p > 0) introdue the notation fp(x) = x
p
, so that it is immediate that the relation
(1.1) an be restated as
E[N × fp−1(N)] = E[f ′p−1(N)], for every p > 1. (1.2)
By using a standard argument based on polynomial approximations, one an easily prove
that relation (1.2) ontinues to hold if one replaes fp with a suiently smooth funtion
f (e.g. any C1 funtion with a sub-polynomial derivative will do). Now observe that a
random variable Z verifying E[Zfp−1(Z)] = E[f ′p−1(Z)] for every p > 1 is neessarily suh
that E(Zp) = µp for every p > 1. Also, reall that the law of a N (0, 1) random vari-
able is uniquely determined by its moments. By ombining these fats with the previous
disussion, one obtains the following haraterization of the (standard) normal distribu-
tion, whih is universally known as Stein's Lemma: a random variable Z has a N (0, 1)
distribution if and only if
E[Zf(Z)− f ′(Z)] = 0, (1.3)
for every smooth funtion f . Of ourse, one needs to better speify the notion of smooth
funtion  a rigorous statement and a rigorous proof of Stein's Lemma are provided at
Point 3 of Lemma 3.1 below.
A far-reahing idea developed by Stein (starting from the seminal paper [36℄) is the fol-
lowing: in view of Stein's Lemma and given a generi random variable Z, one an measure
the distane between the laws of Z and N ∼ N (0, 1), by assessing the distane from zero
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of the quantity E[Zf(Z) − f ′(Z)], for every f belonging to a suiently large lass of
smooth funtions. Rather surprisingly, this somewhat heuristi approah to probabilisti
approximations an be made rigorous by using ordinary dierential equations. Indeed, one
of the main ndings of [36℄ and [37℄ is that bounds of the following type hold in great
generality:
d(Z,N) 6 C × sup
f∈F
|E[Zf(Z)− f ′(Z)]|, (1.4)
where: (i) Z is a generi random variable, (ii) N ∼ N (0, 1), (iii) d(Z,N) indiates an
appropriate distane between the laws of Z and N (for instane, the Kolmogorov, or the
total variation distane), (iv) F is some appropriate lass of smooth funtions, and (v) C
is a universal onstant. The ase where d is equal to the Kolmogorov distane, noted dKol,
is worked out in detail in the forthoming Setion 3.1: we antiipate that, in this ase,
one an take C = 1, and F equal to the olletion of all bounded Lipshitz funtions with
Lipshitz onstant less or equal to 1.
Of ourse, the ruial issue in order to put Stein-type bounds into eetive use, is
how to assess quantities having the form of the RHS of (1.4). In the last thirty years,
an impressive panoply of approahes has been developed in this diretion: the reader is
referred to the two surveys by Chen and Shao [7℄ and Reinert [33℄ for a detailed disussion
of these ontributions. In this paper, we shall illustrate how one an eetively estimate
a quantity suh as the RHS of (1.4), whenever the random variable Z an be represented
as a regular funtional of a generi and possibly innite-dimensional Gaussian eld. Here,
the orret notion of regularity is related to Malliavin-type operators.
1.2 The role of Malliavin alulus
All the denitions onerning Gaussian analysis and Malliavin alulus used in the Intro-
dution will be detailed in the subsequent Setion 2. Let X = {X(h) : h ∈ H} be an
isonormal Gaussian proess over some real separable Hilbert spae H. Suppose Z is a
entered funtional of X , suh that E(Z) = 0 and Z is dierentiable in the sense of Malli-
avin alulus. Aording to the Stein-type bound (1.4), in order to evaluate the distane
between the law of Z and the law of a Gaussian random variable N ∼ N (0, 1), one must
be able to assess the distane between the two quantities E[Zf(Z)] and E[f ′(Z)]. The
main idea developed in [18℄, and later in the referenes [19, 20, 22, 23℄, is that the needed
estimate an be realized by using the following onsequene of the integration by parts
formula of Malliavin alulus: for every f suiently smooth (see Setion 2.3 for a more
preise statement),
E[Zf(Z)] = E[f ′(Z)〈DZ,−DL−1Z〉H], (1.5)
where D is the Malliavin derivative operator, L−1 is the pseudo-inverse of the Ornstein-
Uhlenbek generator, and 〈·, ·〉H is the inner produt of H. It follows from (1.5) that, if the
derivative f ′ is bounded, then the distane between E[Zf(Z)] and E[f ′(Z)] is ontrolled by
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the L1(Ω)-norm of the random variable 1− 〈DZ,−DL−1Z〉H. For instane, in the ase of
the Kolmogorov distane, one obtains that, for every entered and Malliavin dierentiable
random variable Z,
dKol(Z,N) 6 E|1− 〈DZ,−DL−1Z〉H|. (1.6)
We will see in Setion 3.3 that, in the partiular ase where Z = Iq(f) is a multiple Wiener-
It integral of order q > 2 (that is, Z is an element of the qth Wiener haos of X) with
unit variane, relation (1.6) yields the neat estimate
dKol(Z,N) 6
√
q − 1
3q
× |E(Z4)− 3|. (1.7)
Note that E(Z4)− 3 is just the fourth umulant of Z, and that the fourth umulant of N
equals zero. We will also show that the ombination of (1.6) and (1.7) allows to reover
(and rene) several haraterizations of CLTs on a xed Wiener haos  as reently proved
in [26℄ and [27℄.
1.3 Beyond the method of moments
The estimate (1.7), speially when ombined with the ndings of [23℄ and [31℄ (see Setion
4), an be seen as a drasti simpliation of the so-alled method of moments and umu-
lants (see Major [13℄ for a lassi disussion of this method in the framework of Gaussian
analysis). Indeed, suh a relation implies that, if {Zn : n > 1} is a sequene of random
variables with unit variane belonging to a xed Wiener haos, then, in order to prove
that Zn onverges in law to N ∼ N (0, 1), it is suient to show that E(Z4n) onverges to
E(N4) = 3. Again by virtue of (1.7), one also has that the rate of onvergene of E(Z4n) to
3 determines the global rate onvergene in the Kolmogorov distane. In order to further
haraterize the onnetions between our tehniques and moments omputations, in Propo-
sition 3.14 we will dedue some new estimates, implying that (for Z with unit variane and
belonging to a xed Wiener haos), for every integer k > 3 the quantity |E[Zk] − E[Nk]|
is ontrolled (up to an expliit universal multipliative onstant) by the square root of
|E[Z4]− E[N4]|. This result is obtained by means of an interpolation tehnique, reently
used in [22℄ and originally introdued by Talagrand  see e.g. [38℄.
1.4 An overview of the existing literature
The present survey is mostly based on the three referenes [18℄, [22℄ and [23℄, dealing with
upper bounds in the one-dimensional and multi-dimensional approximations of regular
funtionals of general Gaussian elds (stritly speaking, the papers [18℄ and [22℄ also ontain
results on non-normal approximations, related e.g. to the Gamma law). However, sine
the appearane of [18℄, several related works have been written, whih we shall now shortly
desribe.
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- Our paper [19℄ is again based on Stein's method and Malliavin alulus, and deals
with the problem of determining optimal rates of onvergene. Some results bear
onnetions with one-term Edgeworth expansions.
- The paper [3℄, by Breton and Nourdin, ompletes the analysis initiated in [18, Setion
4℄, onerning the obtention of Berry-Esséen bounds assoiated with the so-alled
Breuer-Major limit theorems (see [5℄). The ase of non-Gaussian limit laws (of the
Rosenblatt type) is also analyzed.
- In [20℄, by Nourdin, Peati and Reinert, one an nd an appliation of Stein's
method and Malliavin alulus to the derivation of seond order Poinaré inequalities
on Wiener spae. This also renes the CLTs on Wiener haos proved in [26℄ and [27℄.
- One should also mention our paper [16℄, where we dedue a haraterization of non-
entral limit theorems (assoiated with Gamma laws) on Wiener haos. The main
ndings of [16℄ are rened in [18℄ and [22℄, again by means of Stein's method.
- The work [24℄, by Nourdin and Viens, ontains an appliation of (1.5) to the estimate
of densities and tail probabilities assoiated with funtionals of Gaussian proesses,
like for instane quadrati funtionals or suprema of ontinuous-time Gaussian pro-
esses on a nite interval.
- The ndings of [24℄ have been further rened by Viens in [40℄, where one an also
nd some appliations to polymer utuation exponents.
- The paper [4℄, by Breton, Nourdin and Peati, ontains some statistial applia-
tions of the results of [24℄, to the onstrution of ondene intervals for the Hurst
parameter of a frational Brownian motion.
- Referene [2℄, by Beru, Nourdin and Taqqu, ontains some appliations of the results
of [18℄ to almost sure CLTs.
- In [21℄, by Nourdin, Peati and Reinert, one an nd an extension of the ideas
introdued in [18℄ to the framework of funtionals of Rademaher sequenes. To this
end, one must use a disrete version of Malliavin alulus (see Privault [32℄).
- Referene [29℄, by Peati, Solé, Taqqu and Utzet, onerns a ombination of Stein's
method with a version of Malliavin alulus on the Poisson spae (as developed by
Nualart and Vives in [28℄).
- Referene [22℄, by Nourdin, Peati and Reinert, ontains an appliation of Stein's
method, Malliavin alulus and the Lindeberg invariane priniple, to the study
of universality results for sequenes of homogenous sums assoiated with general
olletions of independent random variables.
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2 Preliminaries
We shall now present the basi elements of Gaussian analysis and Malliavin alulus that
are used in this paper. The reader is referred to the monograph by Nualart [25℄ for any
unexplained denition or result.
2.1 Isonormal Gaussian proesses
Let H be a real separable Hilbert spae. For any q > 1, we denote by H⊗q the qth
tensor produt of H, and by H⊙q the assoiated qth symmetri tensor produt; plainly,
H⊗1 = H⊙1 = H.
We write X = {X(h), h ∈ H} to indiate an isonormal Gaussian proess over H. This
means that X is a entered Gaussian family, dened on some probability spae (Ω,F , P ),
and suh that E [X(g)X(h)] = 〈g, h〉H for every g, h ∈ H. Without loss of generality, we
also assume that F is generated by X .
The onept of an isonormal Gaussian proess dates bak to Dudley's paper [10℄. As
shown in the forthoming ve examples, this general notion may be used to enode the
struture of many remarkable Gaussian families.
Example 2.1 (Eulidean spaes) Fix an integer d > 1, set H = Rd and let (e1, ..., ed)
be an orthonormal basis of R
d
(with respet to the usual Eulidean inner produt). Let
(Z1, ..., Zd) be a Gaussian vetor whose omponents are i.i.d. N (0, 1). For every h =∑d
j=1 cjej (where the cj are real and uniquely dened), set X (h) =
∑d
j=1 cjZj and dene
X =
{
X (h) : h ∈ Rd}. Then, X is an isonormal Gaussian proess over Rd endowed with
its anonial inner produt.
Example 2.2 (Gaussian measures) Let (A,A, ν) be a measure spae, where ν is posi-
tive, σ-nite and non-atomi. Reall that a (real) Gaussian random measure over (A,A),
with ontrol ν, is a entered Gaussian family of the type
G = {G (B) : B ∈ A, ν(B) <∞} ,
satisfying the relation: for every B,C ∈ A of nite ν-measure, E[G(B)G(C)] = ν(B ∩
C). Now onsider the Hilbert spae H = L2 (A,A, ν), with inner produt 〈h, h′〉H =∫
A
h(a)h′(a)ν(da). For every h ∈ H, dene X (h) = ∫
A
h(a)G(da) to be the Wiener-It
integral of h with respet to G. Then, X = {X (h) : h ∈ L2 (Z,Z, ν)} denes a entered
Gaussian family with ovariane given by E[X(h)X(h′)] = 〈h, h′〉H, thus yielding that X
is an isonormal Gaussian proess over L2 (A,A, ν). For instane, by setting A = [0,+∞)
and ν equal to the Lebesgue measure, one obtains that the proess Wt = G([0, t)), t > 0,
is a standard Brownian motion started from zero (of ourse, in order to meet the usual
denition of a Brownian motion, one has also to selet a ontinuous version of W ), and X
oinides with the L2(Ω)-losed linear Gaussian spae generated by W .
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Example 2.3 (Isonormal spaes derived from ovarianes) Let Y = {Yt : t > 0} be
a real-valued entered Gaussian proess indexed by the positive axis, and set R (s, t) =
E [YsYt] to be the ovariane funtion of Y . One an embed Y into some isonormal Gaus-
sian proess as follows: (i) dene E as the olletion of all nite linear ombinations of
indiator funtions of the type 1[0,t], t > 0; (ii) dene H = HR to be the Hilbert spae given
by the losure of E with respet to the inner produt
〈f, h〉R :=
∑
i,j
aicjR (si, tj) ,
where f =
∑
i ai1[0,si] and h =
∑
j cj1[0,tj ] are two generi elements of E ; (iii) for h =∑
j cj1[0,tj ] ∈ E , set X (h) =
∑
j cjYtj ; (iv) for h ∈ HR, set X (h) to be the L2 (P ) limit
of any sequene of the type X (hn), where {hn} ⊂ E onverges to h in HR. Note that
suh a sequene {hn} neessarily exists and may not be unique (however, the denition of
X (h) does not depend on the hoie of the sequene {hn}). Then, by onstrution, the
Gaussian spae {X (h) : h ∈ HR} is an isonormal Gaussian proess over HR. See Janson
[12, Ch. 1℄ or Nualart [25℄, as well as the forthoming Setion 3.4, for more details on this
onstrution.
Example 2.4 (Even funtions and symmetri measures) Other lassi examples of
isonormal Gaussian proesses (see e.g., [6, 11, 13℄) are given by objets of the type
Xβ = {Xβ (ψ) : ψ ∈ HE,β} ,
where β is a real non-atomi symmetri measure on (−pi, pi] (that is, β (dx) = β (−dx)),
and
HE,β = L
2
E ((−pi, pi] , dβ) (2.8)
stands for the olletion of all real linear ombinations of omplex-valued even funtions
that are square-integrable with respet to β (reall that a funtion ψ is even if ψ (x) =
ψ (−x)). The lass HE,β is a real Hilbert spae, endowed with the inner produt
〈ψ1, ψ2〉β =
∫ pi
−pi
ψ1 (x)ψ2 (−x) β (dx) ∈ R. (2.9)
This type of onstrution is used in the spetral theory of time series.
Example 2.5 (Gaussian Free Fields) Let d > 2 and let D be a domain in Rd. Denote
by Hs(D) the spae of real-valued ontinuous and ontinuously dierentiable funtions on
R
d
that are supported on a ompat subset of D (note that this implies that the rst
derivatives of the elements of Hs(D) are square-integrable with respet to the Lebesgue
measure). Write H(D) in order to indiate real Hilbert spae obtained as the losure of
Hs(D) with respet to the inner produt 〈f, g〉 =
∫
Rd
∇f(x) · ∇g(x)dx, where ∇ is the
gradient. An isonormal Gaussian proess of the type X = {X(h) : h ∈ H(D)} is alled
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a Gaussian Free Field (GFF). The reader is referred to the survey by Sheeld [35℄ for a
disussion of the emergene of GFFs in several areas of modern probability. See e.g. Rider
and Virág [34℄ for a onnetion with the irular law for Gaussian non-Hermitian random
matries.
Remark 2.6 An isonormal Gaussian proess is simply an isomorphism between a entered
L2(Ω)-losed linear Gaussian spae and a real separable Hilbert spae H. Now, x a generi
entered L2(Ω)-losed linear Gaussian spae, say G. Sine G is itself a real separable Hilbert
spae (with respet to the usual L2(Ω) inner produt) it follows that G an always be
(trivially) represented as an isonormal Gaussian proess, by setting H = G. Plainly, the
subtlety in the use of isonormal Gaussian proesses is that one has to selet an isomorphism
that is well-adapted to the spei problem one wants to takle.
2.2 Chaos, hyperontrativity and produts
We now x a generi isonormal Gaussian proess X = {X(h), h ∈ H}, dened on some
spae (Ω,F , P ) suh that σ(X) = F .
Wiener haos. For every q > 1, we write Hq in order to indiate the qth Wiener haos of
X . We reall that Hq is the losed linear subspae of L2(Ω,F , P ) generated by the random
variables of the type Hq(X(h)), where h ∈ H is suh that ‖h‖H = 1, and Hq stands for the
qth Hermite polynomial, dened as
Hq(x) = (−1)qex
2
2
dq
dxq
e−
x2
2 , x ∈ R, q > 1. (2.10)
We also use the onvention H0 = R. For any q > 1, the mapping
Iq(h
⊗q) = q!Hq(X(h)) (2.11)
an be extended to a linear isometry between the symmetri tensor produt H⊙q equipped
with the modied norm
√
q! ‖·‖
H⊗q
and the qth Wiener haos Hq. For q = 0, we write
I0(c) = c, c ∈ R.
Remark 2.7 When H = L2 (A,A, ν), the symmetri tensor produt H⊙q an be identied
with the Hilbert spae L2s (A
q,Aq, νq), whih is dened as the olletion of all symmetri
funtions on Aq that are square-integrable with respet to νq. In this ase, it is well-known
that the random variable Iq(h), h ∈ H⊙q, oinides with the (multiple)Wiener-It integral,
of order q, of h with respet to the Gaussian measure B 7→ X(1B), where B ∈ A has nite
ν-measure. See [25, Chapter 1℄ for more details on this point.
Hyperontrativity. Random variables living in a xed Wiener haos are hyperontra-
tive. More preisely, assume that Z belongs to the qth Wiener haos Hq (q > 1). Then,
Z has a nite variane by onstrution and, for all p ∈ [2,+∞), one has the following
estimate (see [12, Th. 5.10℄ for a proof):
E
(|Z|p) 6 (p− 1)pq/2E(Z2)p/2. (2.12)
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In partiular, if E(Z2) = 1, one has that E
(|Z|p) 6 (p − 1)pq/2. For future use, we also
observe that, for every q > 1, the mapping p 7→ (p−1)pq/2 is stritly inreasing on [2,+∞).
Chaoti deompositions. It is well-known (Wiener haos deomposition) that the spae
L2(Ω,F , P ) an be deomposed into the innite orthogonal sum of the spaes Hq. It follows
that any square-integrable random variable Z ∈ L2(Ω,F , P ) admits the following haoti
expansion
Z =
∞∑
q=0
Iq(fq), (2.13)
where f0 = E(Z), and the kernels fq ∈ H⊙q, q > 1, are uniquely determined. For every
q > 0, we also denote by Jq the orthogonal projetion operator on Hq. In partiular, if
Z ∈ L2(Ω,F , P ) is as in (2.13), then Jq(Z) = Iq(fq) for every q > 0.
Contrations. Let {ek, k > 1} be a omplete orthonormal system in H. Given f ∈ H⊙p
and g ∈ H⊙q, for every r = 0, . . . , p∧ q, the ontration of f and g of order r is the element
of H⊗(p+q−2r) dened by
f ⊗r g =
∞∑
i1,...,ir=1
〈f, ei1 ⊗ . . .⊗ eir〉H⊗r ⊗ 〈g, ei1 ⊗ . . .⊗ eir〉H⊗r . (2.14)
Notie that f ⊗r g is not neessarily symmetri: we denote its symmetrization by f⊗˜rg ∈
H⊙(p+q−2r). Moreover, f ⊗0 g = f ⊗g equals the tensor produt of f and g while, for p = q,
one has that f ⊗q g = 〈f, g〉H⊗q . In the partiular ase where H = L2(A,A, ν), one has
that H⊙q = L2s(A
q,Aq, νq) (see Remark 2.7) and the ontration in (2.14) an be written
in integral form as
(f ⊗r g)(t1, . . . , tp+q−2r) =
∫
Ar
f(t1, . . . , tp−r, s1, . . . , sr)
× g(tp−r+1, . . . , tp+q−2r, s1, . . . , sr)dν(s1) . . . dν(sr).
Multipliation. The following multipliation formula is well-known: if f ∈ H⊙p and
g ∈ H⊙q, then
Ip(f)Iq(g) =
p∧q∑
r=0
r!
(
p
r
)(
q
r
)
Ip+q−2r(f⊗˜rg). (2.15)
Note that (2.15) gives an immediate proof of the fat that multiple Wiener-It integrals
have nite moments of every order.
2.3 The language of Malliavin alulus
We now introdue some basi elements of the Malliavin alulus with respet to the isonor-
mal Gaussian proess X .
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Malliavin derivatives. Let S be the set of all ylindrial random variables of the type
Z = g (X(φ1), . . . , X(φn)) , (2.16)
where n > 1, g : Rn → R is an innitely dierentiable funtion with ompat support and
φi ∈ H. The Malliavin derivative of Z with respet to X is the element of L2(Ω,H) dened
as
DZ =
n∑
i=1
∂g
∂xi
(X(φ1), . . . , X(φn))φi.
By iteration, one an dene the mth derivative DmZ, whih is an element of L2(Ω,H⊙m),
for every m > 2. For m > 1 and p > 1, Dm,p denotes the losure of S with respet to the
norm ‖ · ‖m,p, dened by the relation
‖Z‖pm,p = E [|Z|p] +
m∑
i=1
E
(‖DiZ‖p
H⊗i
)
.
The hain rule. The Malliavin derivative D veries the following hain rule. If ϕ : Rd →
R is ontinuously dierentiable with bounded partial derivatives and if Z = (Z1, . . . , Zd)
is a vetor of elements of D
1,2
, then ϕ(Z) ∈ D1,2 and
Dϕ(Z) =
d∑
i=1
∂ϕ
∂xi
(Z)DZi. (2.17)
A areful appliation e.g. of the multipliation formula (2.15) shows that (2.17) ontinues
to hold whenever the funtion ϕ is a polynomial in d variables. Note also that a random
variable Z as in (2.13) is in D1,2 if and only if
∑∞
q=1 q‖Jq(Z)‖2L2(Ω) < ∞ and, in this
ase, E (‖DZ‖2H) =
∑∞
q=1 q‖Jq(Z)‖2L2(Ω). If H = L2(A,A, ν) (with ν non-atomi), then
the derivative of a random variable Z as in (2.13) an be identied with the element of
L2(A× Ω) given by
DxZ =
∞∑
q=1
qIq−1 (fq(·, x)) , x ∈ A. (2.18)
The divergene operator. We denote by δ the adjoint of the operator D, also alled the
divergene operator. A random element u ∈ L2(Ω,H) belongs to the domain of δ, noted
Domδ, if and only if it veries |E〈DZ, u〉H| 6 cu ‖Z‖L2(Ω) for any Z ∈ D1,2, where cu is a
onstant depending only on u. If u ∈ Domδ, then the random variable δ(u) is dened by
the duality relationship
E(Zδ(u)) = E
(〈DZ, u〉H), (2.19)
whih holds for every Z ∈ D1,2.
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Ornstein-Uhlenbek operators. The operator L, known as the generator of the Ornstein-
Uhlenbek semigroup, is dened as L =
∑∞
q=0−qJq. The domain of L is
DomL = {Z ∈ L2(Ω) :
∞∑
q=1
q2 ‖Jq(Z)‖2L2(Ω) <∞} = D2,2.
There is an important relation between the operators D, δ and L (see e.g. [25, Proposition
1.4.3℄): a random variable Z belongs to D2,2 if and only if Z ∈ Dom(δD) (i.e. Z ∈ D1,2
and DZ ∈ Domδ) and, in this ase,
δDZ = −LZ. (2.20)
For any Z ∈ L2(Ω), we dene L−1Z = ∑∞q=1−1qJq(Z). The operator L−1 is alled the
pseudo-inverse of L. For any Z ∈ L2(Ω), we have that L−1Z ∈ DomL, and
LL−1Z = Z − E(Z). (2.21)
An important string of identities. Finally, let us mention a hain of identities playing
a ruial role in the sequel. Let f : R→ R be a C1 funtion with bounded derivative, and
let F, Z ∈ D1,2. Assume moreover that E(Z) = 0. By using suessively (2.21), (2.20) and
(2.17), one dedues that
E
(
Zf(F )
)
= E
(
LL−1Z × f(F )) = E(δD(−L−1Z)× f(F ))
= E
(〈Df(F ),−DL−1Z〉H)
= E
(
f ′(F )〈DF,−DL−1Z〉H
)
. (2.22)
We will shortly see that the fat E
(
Zf(F )
)
= E
(
f ′(F )〈DF,−DL−1Z〉H
)
onstitutes a
fundamental element in the onnetion between Malliavin alulus and Stein's method.
3 One-dimensional approximations
3.1 Stein's lemma for normal approximations
Originally introdued in the path-breaking paper [36℄, and then further developed in the
monograph [37℄, Stein's method an be roughly desribed as a olletion of probabilis-
ti tehniques, allowing to haraterize the approximation of probability distributions by
means of dierential operators. As already pointed out in the Introdution, the two surveys
[7℄ and [33℄ provide a valuable introdution to this very ative area of modern probability.
In this setion, we are mainly interested in the use of Stein's method for the normal approx-
imation of the laws of real-valued random variables, where the approximation is performed
with respet to the Kolmogorov distane. We reall that the Kolmogorov distane between
the laws of two real-valued random variables Y and Z is dened by
dKol(Y, Z) = sup
z∈R
∣∣P (Y 6 z)− P (Z 6 z)∣∣.
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The reader is referred to [18℄ for several extensions of the results disussed in this
survey to other distanes between probability measures, suh as e.g. the total variation
distane, or the Wasserstein distane. The following statement, ontaining all the elements
of Stein's method that are needed for our disussion, an be traed bak to Stein's original
ontribution [36℄.
Lemma 3.1 Let N ∼ N (0, 1) be a standard Gaussian random variable.
1. Fix z ∈ R, and dene fz : R→ R as
fz(x) = e
x2
2
∫ x
−∞
(
1(−∞,z](a)− P (N 6 z)
)
e−
a2
2 da, x ∈ R. (3.23)
Then, fz is ontinuous on R, bounded by
√
2pi/4, dierentiable on R\{z}, and veries
moreover
f ′z(x)− xfz(x) = 1(−∞,z](x)− P (N 6 z) for all x ∈ R \ {z}. (3.24)
One has also that fz is Lipshitz, with Lipshitz onstant less or equal to 1.
2. Let Z be a generi random variable. Then,
dKol(Z,N) 6 sup
f
|E[Zf(Z)− f ′(Z)]|, (3.25)
where the supremum is taken over the lass of all Lipshitz funtions that are bounded
by
√
2pi/4 and whose Lipshitz onstant is less or equal to 1.
3. Let Z be a generi random variable. Then, Z ∼ N (0, 1) if and only if E[Zf(Z) −
f ′(Z)] = 0 for every ontinuous and pieewise dierentiable funtion f verifying the
relation E|f ′(N)| <∞.
Proof: (Point 1) We shall only prove that fz is Lipshitz and we will evaluate its onstant
(the proof of the remaining properties is left to the reader). We have, for x > 0, x 6= z:∣∣f ′z(x)∣∣ = ∣∣∣∣1(−∞,z](x)− P (N 6 z) + xex22 ∫ x−∞ (1(−∞,z](a)− P (N 6 z))e− a22 da
∣∣∣∣
=
(∗)
∣∣∣∣1(−∞,z](x)− P (N 6 z)− xex22 ∫ +∞
x
(
1(−∞,z](a)− P (N 6 z)
)
e−
a2
2 da
∣∣∣∣
6
∥∥1(−∞,z](·)− P (N 6 z)∥∥∞(1 + xex22 ∫ +∞
x
e−
a2
2 da
)
6 1 + e
x2
2
∫ +∞
x
ae−
a2
2 da = 2.
Observe that identity (∗) holds sine
0 = E
(
1(−∞,z](N)− P (N 6 z)
)
=
1√
2pi
∫ +∞
−∞
(
1(−∞,z](a)− P (N 6 z)
)
e−
a2
2 da.
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For x 6 0, x 6= z, we an write∣∣f ′z(x)∣∣ = ∣∣∣∣1(−∞,z](x)− P (N 6 z) + xex22 ∫ x−∞ (1(−∞,z](a)− P (N 6 z))e− a22 da
∣∣∣∣
6
∥∥1(−∞,z](·)− P (N 6 z)∥∥∞(1 + |x|ex22 ∫ x−∞ e− a22 da
)
6 1 + e
x2
2
∫ x
−∞
|a|e− a
2
2 da = 2.
Hene, we have shown that fz is Lipshitz with Lipshitz onstant bounded by 2. For the
announed renement (that is, the onstant is bounded by 1), we refer the reader to Chen
and Shao [7, Lemma 2.2℄.
(Point 2) Take expetations on both sides of (3.24) with respet to the law of Z. Then,
take the supremum over all z ∈ R, and exploit the properties of fz proved at Point 1.
(Point 3) If Z ∼ N (0, 1), a simple appliation of the Fubini theorem (or, equivalently, an
integration by parts) yields that E[Zf(Z)] = E[f ′(Z)] for every smooth f . Now suppose
that E[Zf(Z)− f ′(Z)] = 0 for every funtion f as in the statement, so that this equality
holds in partiular for f = fz and for every z ∈ R. By integrating both sides of (3.24)
with respet to the law of Z, this yields that P (Z 6 z) = P (N 6 z) for every z ∈ R, and
therefore that Z and N have the same law.
✷
Remark 3.2 Formulae (3.24) and (3.25) are known, respetively, as Stein's equation and
Stein's bound. As already evoked in the Introdution, Point 3 in the statement of Lemma
3.1 is ustomarily referred to as Stein's lemma.
3.2 General bounds on the Kolmogorov distane
We now fae the problem of establishing a bound on the normal approximation of a entered
and Malliavin-dierentiable random variable. The next statement ontains one of the main
ndings of [18℄.
Theorem 3.3 (See [18℄) Let Z ∈ D1,2 be suh that E(Z) = 0 and Var(Z) = 1. Then,
for N ∼ N (0, 1),
dKol(Z,N) 6
√
Var
(〈DZ,−DL−1Z〉H). (3.26)
Proof. In view of (3.25), it is enough to prove that, for every Lipshitz funtion f with
Lipshitz onstant less or equal to 1, one has that the quantity |E[Zf(Z)− f ′(Z)]| is less
or equal to the RHS of (3.26). Start by onsidering a funtion f : R→ R whih is C1 and
suh that ‖f ′‖∞ 6 1. Relation (2.22) yields
E
(
Zf(Z)
)
= E
(
f ′(Z)〈DZ,−DL−1Z〉H
)
,
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so that∣∣E(f ′(Z))−E(Zf(Z))∣∣ = ∣∣E(f ′(Z)(1−〈DZ,−DL−1Z〉H))∣∣ 6 E∣∣1−〈DZ,−DL−1Z〉H∣∣.
By a standard approximation argument (e.g. by using a onvolution with an approxi-
mation of the identity), one sees that the inequality
∣∣E(f ′(Z)) − E(Zf(Z))∣∣ 6 E∣∣1 −
〈DZ,−DL−1Z〉H
∣∣
ontinues to hold when f is Lipshitz with onstant less or equal to 1.
Hene, by ombining the previous estimates with (3.25), we infer that
dKol(Z,N) 6 E
∣∣1− 〈DZ,−DL−1Z〉H∣∣ 6√E(1− 〈DZ,−DL−1Z〉H)2.
Finally, the desired onlusion follows by observing that, if one hooses f(z) = z in (2.22),
then one obtains
E(〈DZ,−DL−1Z〉H) = E(Z2) = 1, (3.27)
so that E
[(
1− 〈DZ,−DL−1Z〉H
)2]
= Var
(〈DZ,−DL−1Z〉H).
✷
Remark 3.4 By using the standard properties of onditional expetations, one sees that
(3.26) also implies the ner bound
dKol(Z,N) 6
√
Var
(
g(Z)
)
, (3.28)
where g(Z) = E[〈DZ,−DL−1Z〉H|Z]. In general, it is quite diult to obtain an expliit
expression of the funtion g. However, if some rude estimates on g are available, then one
an obtain expliit upper and lower bounds for the densities and the tail probabilities of
the random variable Z. The reader is referred to Nourdin and Viens [24℄ and Viens [40℄ for
several results in this diretion, and to Breton et al. [4℄ for some statistial appliations of
these ideas.
3.3 Wiener haos and the fourth moment ondition
In this setion, we will apply Theorem 3.3 to haoti random variables, that is, random
variables having the speial form of multiple Wiener-It integrals of some xed order q > 2.
As announed in the Introdution, this allows to reover and rene some reent hara-
terizations of CLTs on Wiener haos (see [26, 27℄). We begin with a tehnial lemma.
Lemma 3.5 Fix an integer q > 1, and let Z = Iq(f) (with f ∈ H⊙q) be suh that Var(Z) =
E(Z2) = 1. The following three identities are in order:
1
q
‖DZ‖2H− 1 = q
q−1∑
r=1
(r − 1)!
(
q − 1
r − 1
)2
I2q−2r(f⊗˜rf), (3.29)
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Var
(
1
q
‖DZ‖2H
)
=
q−1∑
r=1
r2
q2
r!2
(
q
r
)4
(2q − 2r)!‖f⊗˜rf‖2H⊗2q−2r , (3.30)
and
E(Z4)− 3 = 3
q
q−1∑
r=1
rr!2
(
q
r
)4
(2q − 2r)!‖f⊗˜rf‖2H⊗2q−2r . (3.31)
In partiular,
Var
(
1
q
‖DZ‖2H
)
6
q − 1
3q
(
E(Z4)− 3). (3.32)
Proof. Without loss of generality, we an assume that H is equal to L2(A,A, ν), where
(A,A) is a measurable spae and ν a σ-nite measure without atoms. For any a ∈ A, we
have DaZ = qIq−1
(
f(·, a)) so that
1
q
‖DZ‖2H = q
∫
A
Iq−1
(
f(·, a))2ν(da)
= q
∫
A
q−1∑
r=0
r!
(
q − 1
r
)2
I2q−2−2r
(
f(·, a)⊗r f(·, a)
)
ν(da) by (2.15)
= q
q−1∑
r=0
r!
(
q − 1
r
)2
I2q−2−2r
(∫
A
f(·, a)⊗r f(·, a)ν(da)
)
= q
q−1∑
r=0
r!
(
q − 1
r
)2
I2q−2−2r(f ⊗r+1 f)
= q
q∑
r=1
(r − 1)!
(
q − 1
r − 1
)2
I2q−2r(f ⊗r f).
= q!‖f‖2H⊗q + q
q−1∑
r=1
(r − 1)!
(
q − 1
r − 1
)2
I2q−2r(f ⊗r f).
Sine E(Z2) = q!‖f‖2
H⊗q
, the proof of (3.29) is nished. The identity (3.30) follows from
(3.29) and the orthogonality properties of multiple stohasti integrals. Using (in order)
formula (2.20) and the relation D(Z3) = 3Z2DZ, we infer that
E(Z4) =
1
q
E
(
δDZ × Z3) = 1
q
E
(〈DZ,D(Z3)〉H) = 3
q
E
(
Z2‖DZ‖2H
)
. (3.33)
Moreover, the multipliation formula (2.15) yields
Z2 = Iq(f)
2 =
q∑
s=0
s!
(
q
s
)2
I2q−2s(f ⊗s f). (3.34)
By ombining this last identity with (3.29) and (3.33), we obtain (3.31) and nally (3.32).
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✷As a onsequene of Lemma 3.5, we dedue the following bound on the Kolmogorov
distane  rst proved in [22℄.
Theorem 3.6 (See [22℄) Let Z belong to the qth haos Hq of X, for some q > 2. Suppose
moreover that Var(Z) = E(Z2) = 1. Then
dKol(Z,N) 6
√
q − 1
3q
(
E(Z4)− 3). (3.35)
Proof. Sine L−1Z = −1
q
Z, we have 〈DZ,−DL−1Z〉H = 1q‖DZ‖2H. So, we only need to
apply Theorem 3.3 and formula (3.32).
✷
The estimate (3.35) allows to dedue the following haraterization of CLTs on Wiener
haos. Note that the equivalene of Point (i) and Point (ii) in the next statement was rst
proved by Nualart and Peati in [27℄ (by ompletely dierent tehniques based on stohas-
ti time-hanges), whereas the equivalene of Point (iii) was rst obtained by Nualart and
Ortiz-Latorre in [26℄ (by means of Malliavin alulus, but not of Stein's method).
Theorem 3.7 (see [26, 27℄) Let (Zn) be a sequene of random variables belonging to the
qth haos Hq of X, for some xed q > 2. Assume that Var(Zn) = E(Z2n) = 1 for all n.
Then, as n→∞, the following three assertions are equivalent:
(i) Zn
Law−→ N ∼ N (0, 1);
(ii) E(Z4n)→ E(N4) = 3;
(iii) Var
(
1
q
‖DZn‖2H
)
→ 0.
Proof. For every n, write Zn = Iq(fn) with fn ∈ H⊙q uniquely determined. The impliation
(iii)→ (i) is a diret appliation of Theorem 3.6, and of the fat that the topology of the Kol-
mogorov distane is stronger than the topology of the onvergene in law. The impliation
(i) → (ii) omes from a bounded onvergene argument (observe that supn>1E(Z4n) < ∞
by the hyperontrativity relation (2.12)). Finally, let us prove the impliation (ii)→ (iii).
Suppose that (ii) is in order. Then, by virtue of (3.31), we have that ‖fn⊗˜rfn‖H⊗2q−2r tends
to zero, as n→∞, for all (xed) r ∈ {1, . . . , q− 1}. Hene, (3.30) allows to onlude that
(iii) is in order. The proof of Theorem 3.7 is thus omplete.
✷
Remark 3.8 Theorem 3.7 has been applied to a variety of situations: see e.g. (but the
list is by no means exhaustive) Barndor-Nielsen et al. [1℄, Coruera et al. [8℄, Marinui
and Peati [14℄, Neuenkirh and Nourdin [15℄, Nourdin and Peati [17℄ and Tudor and
Viens [39℄, and the referenes therein. See Peati and Taqqu [30℄ for several ombinatorial
interpretations of these results.
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By ombining Theorem 3.6 and Theorem 3.7, we obtain the following result.
Corollary 3.9 Let the assumptions of Corollary 3.7 prevail. As n → ∞, the following
assertions are equivalent:
(a) Zn
Law−→ N ∼ N (0, 1);
(b) dKol(Zn, N)→ 0.
Proof. Of ourse, only the impliation (a) → (b) has to be proved. Assume that (a) is in
order. By Corollary 3.7, we have that Var
(
1
q
‖DZn‖2H
)
→ 0. Using Theorem 3.6, we get
that (b) holds, and the proof is done.
✷
3.4 Quadrati variation of the frational Brownian motion, part
one
In this setion, we use Theorem 3.3 in order to derive an expliit bound for the seond-order
approximation of the quadrati variation of a frational Brownian motion.
Let B = {Bt : t > 0} be a frational Brownian motion with Hurst index H ∈ (0, 1).
This means that B is a entered Gaussian proess, started from zero and with ovariane
funtion E(BsBt) = R(s, t) given by
R(s, t) =
1
2
(
t2H + s2H − |t− s|2H) , s, t > 0.
The frational Brownian motion of index H is the only entered Gaussian proesses nor-
malized in suh a way that Var(B1) = 1, and suh that B is selfsimilar with index H and
has stationary inrements. If H = 1/2 then R(s, t) = min(s, t) and B is simply a standard
Brownian motion. If H 6= 1/2, then B is neither a (semi)martingale nor a Markov proess
(see e.g. [25℄ for more details).
As already explained in the Introdution (see Example 2.3), for any hoie of the
Hurst parameter H ∈ (0, 1) the Gaussian spae generated by B an be identied with an
isonormal Gaussian proess X = {X(h) : h ∈ H}, where the real and separable Hilbert
spae H is dened as follows: (i) denote by E the set of all R-valued step funtions on
[0,∞), (ii) dene H as the Hilbert spae obtained by losing E with respet to the salar
produt〈
1[0,t], 1[0,s]
〉
H
= R(t, s).
In partiular, with suh a notation, one has that Bt = X(1[0,t]).
Set
Zn =
1
σn
n−1∑
k=0
[
(Bk+1 −Bk)2 − 1
] Law
=
n2H
σn
n−1∑
k=0
[
(B(k+1)/n −Bk/n)2 − n−2H
]
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where σn > 0 is hosen so that E(Z
2
n) = 1. It is well-known (see e.g. [5℄) that, for every
H 6 3/4 and for n→∞, one has that Zn onverges in law to N ∼ N (0, 1). The following
result uses Stein's method in order to obtain an expliit bound for the Kolmogorov distane
between Zn and N . It was rst proved in [18℄ (for the ase H < 3/4) and [3℄ (for H = 3/4).
Theorem 3.10 Let N ∼ N (0, 1) and assume that H 6 3/4. Then, there exists a onstant
cH > 0 (depending only on H) suh that, for every n > 1,
dKol(Zn, N) 6 cH ×

1√
n
if H ∈ (0, 1
2
]
n2H−
3
2
if H ∈ [1
2
, 3
4
)
1√
logn
if H = 3
4
. (3.36)
Remark 3.11 1. By inspetion of the forthoming proof of Theorem 3.10, one sees that
limn→∞
σ2n
n
= 2
∑
r∈Z ρ
2(r) ifH ∈ (0, 3/4), with ρ given by (3.37), and limn→∞ σ2nn logn =
9/16 if H = 3/4.
2. When H > 3/4, the sequene (Zn) does not onverge in law to N (0, 1). Atually,
Zn
Law−→
n→∞
Z∞ ∼ Hermite random variable and, using a result by Davydov and Mar-
tynova [9℄, one an also assoiate a bound to this onvergene. See [3℄ for details on
this result.
3. More generally, and using the analogous omputations, one an assoiate bounds
with the onvergene of sequene
Z(q)n =
1
σ
(q)
n
n−1∑
k=0
Hq(Bk+1 −Bk) Law= 1
σ
(q)
n
n−1∑
k=0
Hq(n
H(B(k+1)/n − Bk/n)
)
towards N ∼ N (0, 1), where Hq (q > 3) denotes the qth Hermite polynomial (as
dened in (2.10)), and σ
(q)
n is some appropriate normalizing onstant. In this ase,
the ritial value is H = 1− 1/(2q) instead of H = 3/4. See [18℄ for details.
In order to show Theorem 3.10, we will need the following anillary result, whose proof
is obvious and left to the reader.
Lemma 3.12 1. For r ∈ Z, let
ρ(r) =
1
2
(|r + 1|2H + |r − 1|2H − 2|r|2H). (3.37)
If H 6= 1
2
, one has ρ(r) ∼ H(2H − 1)|r|2H−2 as |r| → ∞. If H = 1
2
and |r| > 1, one
has ρ(r) = 0. Consequently,
∑
r∈Z ρ
2(r) <∞ if and only if H < 3/4.
2. For all α > −1, we have ∑n−1r=1 rα ∼ nα+1/(α + 1) as n→∞.
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We are now ready to prove the main result of this setion.
Proof of Theorem 3.10. Sine ‖1[k,k+1]‖2H = E
(
(Bk+1 −Bk)2
)
= 1, we have, by (2.11),
(Bk+1 − Bk)2 − 1 = I2(1⊗2[k,k+1])
so that Zn = I2(fn) with fn =
1
σn
∑n−1
k=0 1
⊗2
[k,k+1] ∈ H⊙2. Let us ompute the exat value of
σn. Observe that 〈1[k,k+1], 1[l,l+1]〉H = E
(
(Bk+1 − Bk)(Bl+1 − Bl)
)
= ρ(k − l) with ρ given
by (3.37). Hene
E
(n−1∑
k=0
[
(Bk+1 −Bk)2 − 1
])2
= E
(n−1∑
k=0
I2(1
⊗2
[k,k+1])
)2 = n−1∑
k,l=0
E
[
I2(1
⊗2
[k,k+1])I2(1
⊗2
[l,l+1])
]
= 2
n−1∑
k,l=0
〈1[k,k+1], 1[l,l+1]〉2H = 2
n−1∑
k,l=0
ρ2(k − l).
That is,
σ2n = 2
n−1∑
k,l=0
ρ2(k − l) = 2
n−1∑
l=0
n−1−l∑
r=−l
ρ2(r) = 2
n∑
|r|<n
ρ2(r)−
∑
|r|<n
(|r|+ 1)ρ2(r)
 .
Assume that H < 3/4. Then, we have
σ2n
n
= 2
∑
r∈Z
ρ2(r)
(
1− |r|+ 1
n
)
1{|r|<n}.
Sine
∑
r∈Z ρ
2(r) <∞, we obtain, by bounded Lebesgue onvergene:
lim
n→∞
σ2n
n
= 2
∑
r∈Z
ρ2(r). (3.38)
Assume that H = 3/4. We have ρ2(r) ∼ 9
64|r| as |r| → ∞. Therefore, as n→∞,
n
∑
|r|<n
ρ2(r) ∼ 9n
64
∑
0<|r|<n
1
|r| ∼
9n logn
32
and ∑
|r|<n
(|r|+ 1)ρ2(r) ∼ 9
64
∑
|r|<n
1 ∼ 9n
32
.
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We dedue that
lim
n→∞
σ2n
n log n
=
9
16
. (3.39)
Now, we have, see (3.30) for the rst equality,
Var
(1
2
‖DZn‖2H
)
=
1
2
‖fn ⊗1 fn‖2H⊗2 =
1
2σ4n
∥∥∥∥∥
n−1∑
k,l=0
1
⊗2
[k,k+1] ⊗1 1⊗2[l,l+1]
∥∥∥∥∥
2
H
=
1
2σ4n
∥∥∥∥∥
n−1∑
k,l=0
ρ(k − l)1[k,k+1] ⊗ 1[l,l+1]
∥∥∥∥∥
2
H
=
1
2σ4n
n−1∑
i,j,k,l=0
ρ(k − l)ρ(i− j)ρ(k − i)ρ(l − j)
6
1
4σ4n
n−1∑
i,j,k,l=0
|ρ(k − i)||ρ(i− j)|(ρ2(k − l) + ρ2(l − j))
6
1
2σ4n
n−1∑
i,j,k=0
|ρ(k − i)||ρ(i− j)|
n−1∑
r=−n+1
ρ2(r)
6
n
2σ4n
(
n−1∑
s=−n+1
|ρ(s)|
)2 n−1∑
r=−n+1
ρ2(r).
If H 6 1/2 then
∑
s∈Z |ρ(s)| < ∞ and
∑
r∈Z ρ
2(r) < ∞ so that, in view of (3.38),
Var
(
1
2
‖DZn‖2H
)
= O(n−1). If 1/2 < H < 3/4 then
∑n−1
s=−n+1 |ρ(s)| = O(n2H−1) (see Lemma
3.12) and
∑
r∈Z ρ
2(r) <∞ so that, in view of (3.38), one has Var(1
2
‖DZn‖2H
)
= O(n4H−3).
If H = 3/4 then
∑n−1
s=−n+1 |ρ(s)| = O(
√
n) and
∑n−1
r=−n+1 ρ
2(r) = O(logn) (indeed, by
Lemma 3.12, ρ2(r) ∼ cst|r| as |r| → ∞) so that, in view of (3.39), Var
(
1
2
‖DZn‖2H
)
=
O(1/ logn). Finally, the desired onlusion follows from Theorem 3.6.
✷
3.5 The method of (fourth) moments: expliit estimates via in-
terpolation
It is lear that the ombination of Theorem 3.6 and Theorem 3.7 provides a remarkable
simpliation of the method of moments and umulants, as applied to the derivation of
CLTs on a xed Wiener haos (further generalizations of these results, onerning in par-
tiular multi-dimensional CLTs, are disussed in the forthoming Setion 4). In partiular,
one dedues from (3.35) that, for a sequene of haoti random variables with unit vari-
ane, the speed of onvergene to zero of the fourth umulants E(Z4n)− 3 also determines
the speed of onvergene in the Kolmogorov distane.
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In this setion, we shall state and prove a new upper bound, showing that, for a
normalized haoti sequene {Zn : n > 1} onverging in distribution to N ∼ N (0, 1), the
onvergene to zero of E(Zkn)−E(Nk) is always dominated by the speed of onvergene of
the square root of E(Z4n)− E(N4) = E(Z4n)− 3. To do this, we shall apply a well-known
Gaussian interpolation tehnique, whih has been essentially introdued by Talagrand (see
e.g. [38℄); note that a similar approah has reently been adopted in [22℄, in order to dedue
a universal haraterization of CLTs for sequenes of homogeneous sums.
Remark 3.13 1. In priniple, one ould dedue from the results of this setion that,
for every k > 3, the speed of onvergene to zero of kth umulant of Zn is always
dominated by the speed of onvergene of the fourth umulant E(Z4n)− 3.
2. We reall that the expliit omputation of moments and umulants of haoti random
variables is often performed by means of a lass of ombinatorial devies, known as
diagram formulae. This tools are not needed in our analysis, as we rather rely on
multipliation formulae and integration by parts tehniques from Malliavin alulus.
See [30, Setion 3℄ for a reent and self-ontained introdution to moments, umulants
and diagram formulae.
Proposition 3.14 Let q > 2 be an integer, and let Z be an element of the qth haos Hq of
X. Assume that Var(Z) = E(Z2) = 1, and let N ∼ N (0, 1). Then, for all integer k > 3,∣∣E(Zk)−E(Nk)∣∣ 6 ck,q√E(Z4)−E(N4), (3.40)
where the onstant ck,q is given by
ck,q = (k − 1)2k− 52
√
q − 1
3q
(√
(2k − 4)!
2k−2(k − 2)! + (2k − 5)
kq
2
−q
)
.
Proof. Without loss of generality, we an assume that N is independent of the underlying
isonormal Gaussian proess X . Fix an integer k > 3. By denoting Ψ(t) = E
[
(
√
1− tZ +√
tN)k
]
, t ∈ [0, 1], we have∣∣E(Zk)−E(Nk)∣∣ = ∣∣Ψ(1)−Ψ(0)∣∣ 6 ∫ 1
0
|Ψ′(t)|dt,
where the derivative Ψ′ is easily seen to exist on (0, 1), and moreover one has
Ψ′(t) =
k
2
√
t
E
[
(
√
1− tZ +√tN)k−1N]− k
2
√
1− tE
[
(
√
1− tZ +√tN)k−1Z].
By integrating by parts and by using the expliit expression of the Gaussian density, one
infers that
E
[
(
√
1− tZ +√tN)k−1N] = E [E[(√1− tz +√tN)k−1N]|z=Z]
= (k − 1)√t E
[
E
[
(
√
1− tz +√tN)k−2]|z=Z]
= (k − 1)√t E[(√1− tZ +√tN)k−2].
21
Similarly, using this time (2.22) in order to perform the integration by parts and taking
into aount that 〈DZ,−DL−1Z〉H = 1q‖DZ‖2H beause Z ∈ Hq, we an write
E
[
(
√
1− tZ +√tN)k−1Z] = E [E[(√1− tZ +√tx)k−1Z]|x=N]
= (k − 1)√1− t E
[
E
[
(
√
1− tZ +√tx)k−21
q
‖DZ‖2H
]
|x=N
]
= (k − 1)√1− t E
[
(
√
1− tZ +√tN)k−2 1
q
‖DZ‖2H
]
.
Hene,
Ψ′(t) =
k(k − 1)
2
E
[(
1− 1
q
‖DZ‖2H
)
(
√
1− tZ +√tN)k−2
]
,
and onsequently
∣∣Ψ′(t)∣∣ 6 k(k − 1)
2
√
E
[
(
√
1− tZ +√tN)2k−4
]
×
√√√√E [(1− 1
q
‖DZ‖2
H
)2]
.
By (3.27) and (3.32), we have
E
[(
1− 1
q
‖DZ‖2H
)2]
= Var
(
1
q
‖DZ‖2H
)
6
q − 1
3q
(
E(Z4)− 3).
Using suesively (x+ y)2k−4 6 22k−5(x2k−4+ y2k−4),
√
x+ y 6
√
x+
√
y, inequality (2.12)
and E(N2k−4) = (2k − 4)!/(2k−2(k − 2)!), we an write√
E
[
(
√
1− tZ +√tN)2k−4
]
6 2k−
5
2 (1− t) k2−1
√
E(Z2k−4) + 2k−
5
2 t
k
2
−1√E(N2k−4)
6 2k−
5
2 (1− t) k2−1(2k − 5) kq2 −q+2k− 52 tk2−1
√
(2k − 4)!
2k−2(k − 2)!
so that∫ 1
0
√
E
[
(
√
1− tZ +√tN)2k−4
]
dt 6
2k−
3
2
k
[
(2k − 5) kq2 −q +
√
(2k − 4)!
2k−2(k − 2)!
]
.
Putting all these bounds together, one dedues the desired onlusion.
✷
4 Multidimensional ase
Here and for the rest of the setion, we onsider as given an isonormal Gaussian proess
{X(h) : h ∈ H}, over some real separable Hilbert spae H.
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4.1 Main bounds
We shall now present (without proof) a result taken from [23℄, onerning the Gaussian
approximation of vetors of random variables that are dierentiable in the Malliavin sense.
We reall that the Wasserstein distane between the laws of two R
d
-valued random vetors
X and Y , noted dW(X, Y ), is given by
dW(X, Y ) := sup
g∈H ;‖g‖Lip61
∣∣E[g(X)]−E[g(Y )]∣∣,
where H indiates the lass of all Lipshitz funtions, that is, the olletion of all funtions
g : Rd → R suh that
‖g‖Lip := sup
x 6=y
|g(x)− g(y)|
‖x− y‖Rd
<∞
(with ‖ · ‖Rd the usual Eulidian norm on Rd). Also, we reall that the operator norm of a
d× d matrix A over R is given by ‖A‖op := sup‖x‖
Rd
=1 ‖Ax‖Rd.
Note that, in the following statement, we require that the approximating Gaussian
vetor has a positive denite ovariane matrix.
Theorem 4.1 (See [23℄) Fix d > 2 and let C = (Cij)16i,j6d be a d × d positive denite
matrix. Suppose that N ∼ Nd(0, C), and assume that Z = (Z1, . . . , Zd) is a Rd-valued
random vetor suh that E[Zi] = 0 and Zi ∈ D1,2 for every i = 1, . . . , d. Then,
dW(Z,N) 6 ‖C−1‖op ‖C‖1/2op
√√√√ d∑
i,j=1
E[(Cij − 〈DZi,−DL−1Zj〉H)2].
In what follows, we shall use one again interpolation tehniques in order to partially
generalize Theorem 4.1 to the ase where the approximating ovariane matrix C is not
neessarily positive denite. This additional diulty fores us to work with funtions that
are smoother than the ones involved in the denition of the Wasserstein distane. To this
end, we will adopt the following simplied notation: for every ϕ : Rd → R of lass C2, we
set
‖ϕ′′‖∞ = max
i,j=1,...,d
sup
z∈Rd
∣∣∣∣ ∂2ϕ∂xi∂xj (z)
∣∣∣∣ .
Theorem 4.2 (See [22℄) Fix d > 2, and let C = (Cij)16i,j6d be a d×d ovariane matrix.
Suppose that N ∼ Nd(0, C) and that Z = (Z1, . . . , Zd) is a Rd-valued random vetor suh
that E[Zi] = 0 and Zi ∈ D1,2 for every i = 1, . . . , d. Then, for every ϕ : Rd → R belonging
to C2 suh that ‖ϕ′′‖∞ <∞, we have
∣∣E[ϕ(Z)]− E[ϕ(N)]∣∣ 6 1
2
‖ϕ′′‖∞
d∑
i,j=1
E
[∣∣Ci,j − 〈DZj,−DL−1Zi〉H∣∣] . (4.41)
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Proof. Without loss of generality, we assume that N is independent of the underlying
isonormal Gaussian proess X . Let ϕ : Rd → R be a C2-funtion suh that ‖ϕ′′‖∞ < ∞.
For any t ∈ [0, 1], set Ψ(t) = E[ϕ(√1− tZ +√tN)], so that
∣∣E[ϕ(Z)]− E[ϕ(N)]∣∣ = ∣∣Ψ(1)−Ψ(0)∣∣ 6 ∫ 1
0
|Ψ′(t)|dt.
We easily see that Ψ is dierentiable on (0, 1) with
Ψ′(t) =
d∑
i=1
E
[
∂ϕ
∂xi
(√
1− tZ +√tN)( 1
2
√
t
Ni − 1
2
√
1− tZi
)]
.
By integrating by parts, we an write
E
[
∂ϕ
∂xi
(√
1− tZ +√tN)Ni]
= E
{
E
[
∂ϕ
∂xi
(√
1− tz +√tN)Ni]
|z=Z
}
=
√
t
d∑
j=1
Ci,j E
{
E
[
∂2ϕ
∂xi∂xj
(√
1− tz +√tN)]
|z=Z
}
=
√
t
d∑
j=1
Ci,j E
[
∂2ϕ
∂xi∂xj
(√
1− tZ +√tN)] .
By using (2.22) in order to perform the integration by parts, we an also write
E
[
∂ϕ
∂xi
(√
1− tZ +√tN)Zi]
= E
{
E
[
∂ϕ
∂xi
(√
1− tZ +√tx)Zi]
|x=N
}
=
√
1− t
d∑
j=1
E
{
E
[
∂2ϕ
∂xi∂xj
(√
1− tZ +√tx)〈DZj,−DL−1Zi〉H]
|x=N
}
=
√
1− t
d∑
j=1
E
[
∂2ϕ
∂xi∂xj
(√
1− tZ +√tN)〈DZj,−DL−1Zi〉H] .
Hene
Ψ′(t) =
1
2
d∑
i,j=1
E
[
∂2ϕ
∂xi∂xj
(√
1− tZ +√tN) (Ci,j − 〈DZj,−DL−1Zj〉H)] ,
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so that∫ 1
0
|Ψ′(t)|dt 6 1
2
‖ϕ′′‖∞
d∑
i,j=1
E
[∣∣Ci,j − 〈DZj,−DL−1Zi〉H∣∣]
and the desired onlusion follows.
✷
We now aim at applying Theorem 4.2 to vetors of multiple stohasti integrals.
Corollary 4.3 Fix integers d > 2 and 1 6 q1 6 . . . 6 qd. Consider a vetor Z =
(Z1, . . . , Zd) := (Iq1(f1), . . . , Iqd(fd)) with fi ∈ H⊙qi for any i = 1 . . . , d. Let N ∼ Nd(0, C),
with C = (Cij)16i,j6d a d× d ovariane matrix. Then, for every ϕ : Rd → R belonging to
C2 suh that ‖ϕ′′‖∞ <∞, we have
∣∣E[ϕ(Z)]− E[ϕ(N)]∣∣ 6 1
2
‖ϕ′′‖∞
d∑
i,j=1
E
[∣∣∣∣Ci,j − 1di 〈DZj, DZi〉H
∣∣∣∣] . (4.42)
Proof. We have −L−1Zi = 1di Zi so that the desired onlusion follows from (4.41). ✷
When one applies Corollary 4.3 in onrete situations, one an use the following result
in order to evaluate the right-hand side of (4.42).
Proposition 4.4 Let F = Ip(f) and G = Iq(g), with f ∈ H⊙p and g ∈ H⊙q (p, q > 1).
Let a be a real onstant. If p = q, one has the estimate:
E
[(
a− 1
p
〈DF,DG〉
H
)2]
6 (a− p!〈f, g〉H⊗p)2
+
p2
2
p−1∑
r=1
(r − 1)!2
(
p− 1
r − 1
)4
(2p− 2r)!(‖f ⊗p−r f‖2H⊗2r + ‖g ⊗p−r g‖2H⊗2r).
On the other hand, if p < q, one has that
E
[(
a− 1
q
〈DF,DG〉
H
)2]
6 a2 + p!2
(
q − 1
p− 1
)2
(q − p)!‖f‖2H⊗p‖g ⊗q−p g‖H⊗2p
+
p2
2
p−1∑
r=1
(r − 1)!2
(
p− 1
r − 1
)2(
q − 1
r − 1
)2
(p+ q − 2r)!(‖f ⊗p−r f‖2H⊗2r + ‖g ⊗q−r g‖2H⊗2r).
Remark 4.5 When bounding the right-hand side of (4.42), we see that it is suient to
asses the quantities ‖fi ⊗r fi‖H⊗2(qi−r) for all i = 1, . . . , d and r = 1, . . . , qi − 1 on the one
hand, and E(ZiZj) = qi!〈fi, fj〉H⊗qi for all i, j = 1, . . . , d suh that qi = qj on the other
hand. In partiular, this fat allows to reover a result rst proved by Peati and Tudor
in [31℄, namely that, for vetors of multiple stohasti integrals whose ovariane matrix
is onverging, the omponentwise onvergene to a Gaussian distribution always implies
joint onvergene.
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Proof of Proposition 4.4. Without loss of generality, we an assume that H = L2(A,A , µ),
where (A,A ) is a measurable spae, and µ is a σ-nite and non-atomi measure. Thus,
we an write
〈DF,DG〉H = p q 〈Ip−1(f), Iq−1(g)〉H = p q
∫
A
Ip−1
(
f(·, t))Iq−1(g(·, t))µ(dt)
= p q
∫
A
p∧q−1∑
r=0
r!
(
p− 1
r
)(
q − 1
r
)
Ip+q−2−2r
(
f(·, t)⊗˜rg(·, t)
)
µ(dt)
= p q
p∧q−1∑
r=0
r!
(
p− 1
r
)(
q − 1
r
)
Ip+q−2−2r(f⊗˜r+1g)
= p q
p∧q∑
r=1
(r − 1)!
(
p− 1
r − 1
)(
q − 1
r − 1
)
Ip+q−2r(f⊗˜rg).
It follows that
E
[(
a− 1
q
〈DF,DG〉
H
)2]
(4.43)
=

a2 + p2
∑p
r=1(r − 1)!2
(
p−1
r−1
)2(q−1
r−1
)2
(p+ q − 2r)!‖f⊗˜rg‖2H⊗(p+q−2r) if p < q,
(a− p!〈f, g〉H⊗p)2 + p2
∑p−1
r=1(r − 1)!2
(
p−1
r−1
)4
(2p− 2r)!‖f⊗˜rg‖2H⊗(2p−2r) if p = q.
If r < p 6 q then
‖f⊗˜rg‖2H⊗(p+q−2r) 6 ‖f ⊗r g‖2H⊗(p+q−2r) = 〈f ⊗p−r f, g ⊗q−r g〉H⊗2r
6 ‖f ⊗p−r f‖H⊗2r‖g ⊗q−r g‖H⊗2r
6
1
2
(‖f ⊗p−r f‖2H⊗2r + ‖g ⊗q−r g‖2H⊗2r) .
If r = p < q, then
‖f⊗˜p g‖2H⊗(q−p) 6 ‖f ⊗p g‖2H⊗(q−p) 6 ‖f‖2H⊗p‖g ⊗q−p g‖H⊗2p.
If r = p = q, then f⊗˜pg = 〈f, g〉H⊗p. By plugging these last expressions into (4.43), we
dedue immediately the desired onlusion.
✷
4.2 Quadrati variation of frational Brownian motion, ontinued
In this setion, we ontinue the example of Setion 3.4. We still denote by B a frational
Brownian motion with Hurst index H ∈ (0, 3/4]. We set
Zn(t) =
1
σn
⌊nt⌋−1∑
k=0
[
(Bk+1 − Bk)2 − 1
]
, t > 0,
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where σn > 0 is suh that E
(
Zn(1)
2
)
= 1. The following statement ontains the multidi-
mensional ounterpart of Theorem 3.10, namely a bound assoiated with the onvergene
of the nite dimensional distributions of {Zn(t) : t > 0} towards a standard Brownian
motion. A similar result an be of ourse reovered from Theorem 4.1  see again [23℄.
Theorem 4.6 Fix d > 1, and onsider 0 = t0 < t1 < . . . < td. Let N ∼ Nd(0, Id). There
exists a onstant c (depending only on d, H and t1, . . . , td) suh that, for every n > 1:
sup
∣∣∣∣∣E
[
ϕ
(
Zn(ti)− Zn(ti−1)√
ti − ti−1
)
16i6d
]
− E[ϕ(N)]∣∣∣∣∣ 6 c×

1√
n
if H ∈ (0, 1
2
]
n2H−
3
2
if H ∈ [1
2
, 3
4
)
1√
logn
if H = 3
4
where the supremum is taken over all C2-funtion ϕ : Rd → R suh that ‖ϕ′′‖∞ 6 1.
Proof. We only make the proof for H < 3/4, the proof for H = 3/4 being similar. Fix
d > 1 and t0 = 0 < t1 < . . . < td. In the sequel, c will denote a onstant independent of
n, whih an dier from one line to another. First, see e.g. the proof of Theorem 3.10,
observe that
Zn(ti)− Zn(ti−1)√
ti − ti−1 = I2(f
(n)
i )
with
f (i)n =
1
σn
√
ti − ti−1
⌊nti⌋−1∑
k=⌊nti−1⌋
1
⊗2
[k,k+1].
In the proof of Theorem 3.10, it is shown that, for any xed i ∈ {1, . . . , d} and r ∈
{1, . . . , qi − 1}:
‖f (i)n ⊗1 f (i)n ‖H⊗2 6 c×

1√
n
if H ∈ (0, 1
2
]
n2H−
3
2
if H ∈ [1
2
, 3
4
)
. (4.44)
Moreover, when 1 6 i < j 6 d, we have, with ρ dened in (3.37),∣∣〈f (i)n , f (j)n 〉H⊗2∣∣
=
∣∣∣∣∣∣ 1σ2n√ti − ti−1√tj − tj−1
⌊nti⌋−1∑
k=⌊nti−1⌋
⌊ntj⌋−1∑
l=⌊ntj−1⌋
ρ2(l − k)
∣∣∣∣∣∣
=
c
σ2n
∣∣∣∣∣∣
⌊ntj⌋−⌊nti−1⌋−1∑
|r|=⌊ntj−1⌋−⌊nti⌋+1
[
(⌊ntj⌋ − 1− r) ∧ (⌊nti⌋ − 1)− (⌊ntj−1⌋ − r) ∨ (⌊nti−1⌋)
]
ρ2(r)
∣∣∣∣∣∣
6 c
⌊nti⌋ − ⌊nti−1⌋ − 1
σ2n
∑
|r|>⌊ntj−1⌋−⌊nti⌋+1
ρ2(r) = O
(
n4H−3
)
, as n→∞, (4.45)
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the last equality oming from (3.38) and∑
|r|>N
ρ2(r) = O(
∑
|r|>N
|r|4H−4) = O(N4H−3), as N →∞.
Finally, by ombining (4.44), (4.45), Corollary 4.3 and Proposition 4.4, we obtain the
desired onlusion.
✷
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