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3Einleitung
Die Darstellungstheorie p-adischer reduktiver Gruppen u¨ber einem p-adi-
schen Ko¨rper K zerfa¨llt in einander sehr una¨hnliche Bereiche. Es stehen
sich dabei in erster Linie die algebraischen (endlich dimensionalen) und die
glatten Darstellungen gegenu¨ber. Wa¨hrend bei ersteren alle Orbitabbildun-
gen durch Polynome gegeben sind, sind diese bei letzteren lokal konstant.
Diese unterschiedlichen Welten in einer handhabbaren Kategorie zu verei-
nigen ist das Ziel einer Reihe von Arbeiten – [ST01a] bis [ST02d] –, die
P. Schneider und J. Teitelbaum in ju¨ngster Zeit vero¨ffentlicht haben.
Die Kategorie aller, oder auch nur aller topologischen Darstellungen auf
lokal konvexen K-Vektorra¨umen ist dafu¨r zu groß und weist zu viele Patho-
logien auf. Eine besser fassbare Kategorie erha¨lt man, wenn man sich auf
solche Darstellungen beschra¨nkt, welche lokal durch konvergente Potenzrei-
hen beschreibbar sind. Solche Darstellungen nennen wir lokal analytisch.
Die Vektorra¨ume, die man in diesem Zusammenhang zu Grunde legt, sind
aber im allgemeinen keine Banachra¨ume, denn solche habe funktionalana-
lytisch ungu¨nstige Eigenschaften, in erster Linie sind sie fast nie reflexiv.
Fu¨r allgemeinere lokal konvexe Vektorra¨ume ist nun aber zuna¨chst nicht
klar, was unter einer konvergenten Potenzreihe u¨berhaupt verstanden wer-
den soll, wenn der betrachtete Vektorraum V nicht schon ein Banachraum
ist. C. Fe´aux behandelt in [Fe´a99] diese Fragen und gibt in diesem Rahmen
die genaue Definition einer lokal analytischen Darstellung.
In [ST02c] werden nun Schritte unternommen, eine geeignete Unterkate-
gorie der lokal analytischen Darstellungen zu algebraisieren. Ausgangspunkt
hierfu¨r ist die Algebra der Distributionen D(G,K) auf einer Liegruppe G .
Diese ist gegeben als der Dualraum der lokal analytischen Funktionen auf
G und wird mit der Struktur einer topologischen K-Algebra versehen, wel-
che von der Gruppenmultiplikation auf G induziert wird. Durch U¨bergang
zum Dualraum kann man nun jeder lokal analytischen Darstellung einen to-
pologischen D(G,K)-Modul zuordnen. Beschra¨nkt man sich dabei auf eine
spezielle Klasse topologischer Vektorra¨ume mit guten Eigenschaften, so ist
dies sogar eine A¨quivalenz.
Der in [ST02c] entwickelte Rahmen wird an gleicher Stelle zur Unter-
suchung einer wichtigen Klasse von Darstellungen herangezogen, der lokal
analytischen Hauptreihe der Standard-Iwahorigruppe
G = {g ∈ Gl2(Zp) | g ist eine untere Dreiecksmatrix mod p}
von Gl2(Qp) . Seien T , B , bzw. U die Menge aller g ∈ G , welche Dia-
gonalmatrizen, obere Dreiecksmatrizen bzw. streng untere Dreiecksmatri-
zen sind. Sei ρ ein lokal analytischer Charakter von T . Dieser kann u¨ber
die Projektion B → T zu einem solchen von B ausgedehnt werden. Die
zu ρ geho¨rende Hauptreihendarstellung ist nun der entsprechende von B
nach G lokal analytisch induzierte Modul IndGB(ρ) . In [ST02c] wird gezeigt,
4dass die Hauptreihe generisch aus topologisch irreduziblen Moduln besteht.
Tatsa¨chlich la¨sst sich Genaueres sagen. Es entha¨lt na¨mlich der zu IndGB(ρ)
duale D(G,K)-Modul M(ρ) eine Darstellung m(ρ) der Liealgebra g von G .
Diese entsteht als Indgb(ρ
′) , indem man also die duale Darstellung ρ′ von
ρ als Liealgebrendarstellung induziert. Solche Darstellungen heißen Verma-
moduln und sind gut untersucht. Der Satz von Bernstein-Gelfand-Gelfand
gibt hier explizit Auskunft u¨ber Irreduzibilita¨t. Es zeigt sich, dass M(ρ) als
D(G,K)-Modul irreduzibel ist, wenn fu¨r m(ρ) selbiges als U(g)-Modul der
Fall ist. Diese Tatsache ist bemerkenswert und ausschließlich der speziel-
len Situation geschuldet, denn die Liealgebra ist im nichtarchimedischen im
Gegensatz zum reellen oder komplexen Fall weit davon entfernt, die lokal
analytische Darstellungstheorie einer Liegruppe zu bestimmen.
In der vorliegenden Arbeit soll eine analoge Aussage in einer allgemei-
neren Situation gezeigt werden. Wir betrachten eine zerfallende reduktive
Gruppe G und eine parabolische Untergruppe P, die wir festhalten. Mit
Hilfe des Bruhat-Tits-Geba¨udes kann dann eine kompakte Untergruppe G
konstruiert werden, welche in dem Fall, dass P eine Borelgruppe ist, mit der
entsprechenden Iwahoriuntergruppe u¨bereinstimmt. Wir ersetzen ferner den
Charakter ρ durch eine endlich dimensionale Darstellung von P = P ∩ G .
Erneut ergibt sich, dass der entsprechende Modul M(ρ) =
(
IndGP (ρ)
)′
als
D(G,K)-Modul irreduzibel ist, wenn der entsprechende verallgemeinerte
Vermamodul m(ρ) als U(g)-Modul irreduzibel ist.
Wir benutzen fu¨r den Beweis indes Methoden, die sich von den in [ST02c]
angewandten stark unterscheiden. Die Argumentation in loc. cit. basiert
wesentlich darauf, dass G/P = G/B in der dort betrachteten Situation
isomorph zu Zp ist. Daher ist D(G/B,K) ∼= M(ρ) vermo¨ge der sog. Fourier-
transformation isomorph zu D(Zp,K) , ein Ring, welcher kommutativ ist
und einen Divisorenkalku¨l zula¨sst. Beides ist in der allgemeinen Situation
nicht mehr der Fall.
Der hier eingeschlagene Weg ist der folgende. Sei U = G/P . Es la¨sst sich
D(U,K) als ein projektiver Limes von Banachalgebren Dr(U,K) schreiben,
auf welchen g stetig operiert. Wenn nun die in diesem Zusammenhang auf-
tretenden projektiven Systeme die Mittag-Leﬄer-Bedingung erfu¨llen, kann
man sich auf die Betrachtung dieser Banachalgebren zuru¨ckziehen. Diese ha-
ben die hilfreiche Eigenschaft, dass der Abschluss der universell Einhu¨llen-
den U(u) der Liealgebra u von U endlichen Index in jedem der Dr(U,K)
hat. Diese Tatsache ermo¨glicht es, Fragen u¨ber die Irreduzibilita¨t von M(ρ)
als D(G,K)-Modul auf die topologische Irreduzibilita¨t von m(ρ) als U(g)-
Modul zuru¨ckzufu¨hren. Da m(ρ) ein diagonalisierbarer Modul im Sinne von
[Fe´a99] ist, gelingt weiter die Reduktion der Frage auf die nach der abstrak-
ten Irreduzibilita¨t von m(ρ) als U(g)-Modul.
Technisch ergibt sich dabei eine Schwierigkeit. In der Form, in welcher wir
die Dr(U,K) einfu¨hren, haben diese kein Pendant ”Dr(G,K)“. Ein solches
5ist aber fu¨r die Arbeit mit der Mittag-Leﬄer-Bedingung in den projekti-
ven Systemen erforderlich. Wir behelfen uns damit, eine weitere Klasse von
Ringen DH(G,K) bzw. DN (U,K) einzufu¨hren, wobei H bzw. N geeignet
angepasste offene Normalteiler von G bzw. U sind. Es schreibt sich D(G,K)
auch als projektiver Limes u¨ber die DH(G,K) sowie D(U,K) als projektiver
Limes u¨ber die DN (U,K) . Es liegen daher die Dr(U,K) und die DN (U,K)
kofinal. Die DN (U,K) sind zwar als Algebren schwer zu handhaben, ihre
natu¨rliche Norm z.B. ist nicht multiplikativ, und U(u) hat unendlichen In-
dex darin, sie ermo¨glichen aber die bequeme Handhabung der auftretenden
projektiven Limiten. Im Zusammenspiel der Dr(U,K) und der DN (U,K)
gelingt schließlich die oben angedeutete Reduktion.
Die genannte Schwierigkeit la¨sst sich vermeiden, wenn man Schneider
und Teitelbaum in [ST02a] folgt. In loc. cit. werden die Ringe Dr(U,K)
in abgewandelter Form aufgegriffen und verallgemeinert. Mit ihrer Hilfe
kann auf die Ringe DH(G,K) und DN (U,K) weitgehend, wenn auch nicht
vollsta¨ndig, verzichtet werden. Wir benutzen in dieser Arbeit die entspre-
chende Theorie, skizzieren aber in einem abschließenden Abschnitt, wie sich
der Beweis ohne erhebliche A¨nderungen auch nur unter Verwendung der in
dieser Arbeit entwickelten Objekte fu¨hren la¨sst.
Einige Worte des Dankes an diejenigen, die zum Gelingen dieser Arbeit
beigetragen haben. Hier ist mein Betreuer Herr Prof. Dr. P. Schneider an er-
ster Stelle zu nennen. Er hat mein Interesse auf das hier behandelte Problem
gelenkt, schon das Hauptresultat der vorliegenden Arbeit war zuna¨chst eine
von ihm gea¨ußerte Vermutung. Fu¨r seine Unterstu¨tzung und den fruchtbaren
Gedankenaustausch bin ich ihm zu besonderem Dank verpflichtet.
Ich danke auch meinen Kollegen Dr. E. Große Klo¨nne, Dr. M. Strauch
und Dr. M. Kisin fu¨r hilfreichen mathematischen Austausch sowie N. Nau-
mann, Dr. S. Gille und Dr. C. Serpe´ fu¨r ihre Hilfe bei der Abfertigung des
Manuskripts.
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Wir stellen an dieser Stelle die in dieser Arbeit geltenden Bezeichnungen
und Konventionen zusammen. Es sind
N , N∗ die natu¨rlichen Zahlen (bzw. ohne 0),
Z , die ganzen Zahlen,
Q , Qp die rationalen und die p-adischen Zahlen,
Cp die Vervollsta¨ndigung des algebraischen Abschlusses von Qp ,
R die reellen Zahlen,
L eine endliche Erweiterung von Qp ,
ωL die diskrete Bewertung auf L , normiert auf ωL(L− {0}) = Z ,
ωp ωp = ωQp ,
K eine spha¨risch vollsta¨ndige Erweiterung von L ,
V ein K-Vektorraum,
V ∗ der abstrakte Dualraum von V ,
V ′ der stetige Dualraum von V , falls V eine Topologie tra¨gt,
G eine kompakte L-analytische Gruppe der Dimension d ,
U , P L-analytische Untergruppen von G ,
ρ eine lokal analytische Darstellung von P auf V ,
U(g) die universell Einhu¨llende einer Liealgebra g ,
r r > 0 eine positive reelle Zahl,
TxF Die Tangentialabbildung einer differenzierbaren Abbildung
f an der Stelle x ,
(g, h) der Kommutator ghg−1h−1 zweier Gruppenelemente g und h .
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1.1 Lokal analytische Darstellungen
Seien Qp ⊆ L ⊆ K Ko¨rpererweiterungen, wobei L/Qp endlich und K als
spha¨risch vollsta¨ndig vorausgesetzt sei. Es seien oK und oL die entsprechen-
den Ganzheitsringe sowie p die gemeinsame Restklassencharakteristik. Mit
ωL : L→ Q ∪ {∞} bezeichnen wir die diskrete Bewertung von L , normiert
auf ωL(L − {0}) = Z . Sei V ein lokal konvexer separierter K-Vektorraum
(zur Theorie der nichtarchimedischen lokal konvexen Vektorra¨ume verweisen
wir auf [Sch01]). Desweiteren seiM eine L-analytische Mannigfaltigkeit. Als
eine solche verstehen wir eine lokal endlich dimensionale L-analytische Man-
nigfaltigkeit im Sinne von [Bou71, 5.1.5 ], welche zusa¨tzlich separiert und
streng parakompakt ist. Letzteres bedeutet, dass jede offene U¨berdeckung
der Mannigfaltigkeit eine disjunkte Verfeinerung besitzt, wie dies etwa fu¨r
L-analytische Gruppen der Fall ist [Fe´a99].
Fu¨r jede Karte odL ∼= U ⊆M bezeichnen wir mit O(U,K) die Tatealgebra
der auf U ∼= odL definierten rigiden Funktionen
O(U,K) =
 ∑
S∈Nd
aSXS | aS ∈ K , aS → 0
 .
Diese nennen wir auch vereinfacht die auf U definierten analytischen K-
wertigen Funktionen, falls keine Missversta¨ndnisse u¨ber die betrachtete Kar-
te zu befu¨rchten sind.
Eine lokal analytische K-wertige Funktion auf M ist nun eine Funkti-
on auf M , fu¨r welche eine U¨berdeckung von M mit Karten (Ui)i∈I exi-
stiert, so dass f|Ui ∈ O(Ui,K) fu¨r alle i ∈ I gilt. In [Fe´a99, 2.1.7 ] wer-
den in a¨hnlicher Manier allgemeiner fu¨r jeden separierten lokal konvexen
K-Vektorraum V die Ra¨ume O(U, V ) der auf U analytischen V -wertigen
Funktionen und Can(M,V ) der lokal analytischen V -wertigen Funktionen
definiert sowie letzterer mit einer lokal konvexen Topologie versehen [Fe´a99,
2.1.10 ]. Sei D(M,V ) der Dualraum von Can(M,V ) , versehen mit der starken
Topologie. Falls V endlich dimensional ist, so ist die natu¨rliche Abbildung
D(M,K)⊗ V ′ −→ D(M,V )
λ⊗ µ 7−→
( k∑
i=1
fi ⊗ vi 7→
k∑
i=1
λ(fi) · µ(vi)
)
ein Isomorphismus.
Sei G eine kompakte L-analytische Gruppe. Dann tra¨gt D(G,K) das
durch die Gruppenmultiplikation induzierte stetige Faltungsprodukt ∗ gema¨ß
[ST02c, Abschnitt 2 ]. Die Liealgebra g vonG operiert auf Can(G,K) vermo¨ge
xf = lim
t→0
exp(tx)f − f
t
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fu¨r jedes x ∈ g . Dies definiert eine Einbettung der universell Einhu¨llenden
U(g) von g in D(G,K) durch
z(f) = (z˙(f))(1)
fu¨r jedes z ∈ U(g) und jedes f ∈ Can(G,K) . Hier bezeichnet z 7→ z˙ den ein-
deutig bestimmten Antiautomorphismus von U(g) , welcher die Abbildung
x 7→ −x auf g fortsetzt.
Eine lokal analytische Darstellung von G ist eine Darstellung ρ von G ,
welche auf einem separierten und tonnelierten lokal konvexenK-Vektorraum
V durch stetige Endomorphismen wirkt, und welche die Eigenschaft hat,
dass alle Orbitabbildungen ρv fu¨r v ∈ V lokal analytisch sind. Dies entspricht
bis auf die Forderung der Tonneliertheit dem Begriff der schwach analyti-
schen Darstellung in [Fe´a99, 3.1.5 ] und ist die in [ST02c, Abschnitt 3 ] ver-
wendete Bezeichnungsweise. In dieser Situation ist die Abbildung (g, v) 7→ gv
stetig, ebenso wie die Operation der Liealgebra durch
xv =
d
dt
exp(tx)v|t=0 .
Es besteht die Antia¨quivalenz von Kategorien [ST02c, 3.4 ]
lokal analytische G-Darstel-
lungen auf Vektorra¨umen
vom kompakten Typ mit
stetigen G-linearen Abbil-
dungen
 −→

topologische D(G,K)-Mo-
duln auf nuklearen Fre´-
chetra¨umen mit stetigen
D(G,K)-Homomorphismen

V 7−→ V ′b .
Hier bezeichnet V ′b den Dualraum von V , versehen mit der starken Topo-
logie. Insbesondere ist jede lokal analytische Darstellung auf einem Vektor-
raum vom kompakten Typ vermo¨ge der Einbettung U(g) → D(G,K) auch
eine g-Darstellung.
Sei nun P eine abgeschlossene L-analytische Untergruppe von G . Des-
weiteren sei ρ : P → Gl(V ) eine lokal analytische Darstellung von P auf V .
Dann ist
IndGP (ρ) =
{
f ∈ Can(G,V ) | f(gp) = ρ(p−1)f(g) fu¨r alle g ∈ G, p ∈ P
}
eine G-Darstellung vermo¨ge Linkstranslation. Diese ist nach [Fe´a99, 4.1.5 ]
schwach analytisch.
1.1.1 Definition: Eine L-analytische Untergruppe U von G heißt komple-
menta¨r zu P , falls zwei lokal analytische Projektoren piU und piP von G nach
U bzw. P mit der Eigenschaft, dass fu¨r alle g ∈ G gilt
g = piU (g) · piP (g) ,
existieren.
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Sei U komplementa¨r zu P . Es gilt U ∩ P = {1} , denn aus g ∈ U ∩ P
folgt g = piU (g) · piP (g) = g2 und damit g = 1 . Es folgt ferner
f(g) = ρ(piP (g)−1)f(piU (g))
fu¨r alle f ∈ IndGP (ρ) . Außerdem ist auch U abgeschlossen. Falls V ein
Banachraum ist, so ist vermo¨ge dieser Formel IndGP (ρ) nach [Fe´a99, 4.3.1]
als topologischer Vektorraum isomorph zu Can(U, V ) . Dies zeigt auch, dass
IndGP (ρ) tonneliert und damit eine lokal analytische Darstellung ist.
Sei V weiterhin ein Banachraum. Wir setzen M(ρ) = IndGP (ρ)
′
b . Es sind
sowohl IndGP (ρ) wie auch M(ρ) topologische D(G,K)-Moduln [ST02c, Ab-
schnitt 3 ]. Die unter der Identifikation M(ρ) ∼= D(U, V ) vermo¨ge obiger
Formel gewonnene Operation von D(G,K) auf D(U, V ) bezeichnen wir mit
∗ρ . Es ist dabei M(ρ) als D(U,K)-Modul isomorph zu D(U, V ) mit der
gewo¨hnlichen Linksmultiplikation als Operation.
1.2 Fouriertransformation
Die eingefu¨hrten Algebren D(G,K) lassen sich im Fall G = Zdp und K ⊆
Cp explizit angeben. Das hier zur Anwendung kommende Mittel ist die
Fouriertransformation, wie sie in [Ami64] entwickelt ist. Eine detaillierte
Darstellung findet sich in [Sch], eine Verallgemeinerung fu¨r den Fall G = odL
in [ST01a].
Wir betrachten die Menge Zˆdp der lokal analytischen K-wertigen Cha-
raktere von Zdp . Ein jeder solcher hat die Form
ξz(x) =
d∏
i=1
(1 + zi)xi
mit z ∈ Kd und zi < 1 . Der Exponent ist hier durch die Mahlerentwicklung
(1 + zi)xi =
∑
n≥0
(
xi
n
)
zni
definiert. Diese Reihe konvergiert fu¨r alle xi ∈ Zp . Seien nun X der K-rigid
analytische offene Einheitsball der Dimension d und Xr der entsprechende
abgeschlossene Ball von Radius r . Ihre rationalen Punkte sind
X (K) =
{
z ∈ Kd | z < 1
}
bzw.
Xr(K) =
{
z ∈ Kd | z ≤ r
}
.
Die Charaktere von Zdp werden also durch die K-wertigen Punkte auf X
parametrisiert. Es sei
O(X ,K) = ⋂
r<1
O(Xr,K) .
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Zu jedem λ ∈ D(G,K) definiere man
Fλ : Zˆdp = X (K) −→ K
z 7−→ λ(ξz) .
Die Fouriertransformation ist nun die Abbildung
D(G,K) −→ O(X ,K)
λ 7−→ Fλ .
1.2.1 Proposition: Sei K ⊆ Cp . Die Fouriertransformation ist dann wohl-
definiert und ein topologischer Isomorphismus von Ringen.
Wir wollen diese Aussage hier nicht beweisen, aber fu¨r spa¨ter einige
Fakten festhalten, welche im Beweis eine Rolle spielen. Wir tun dies der
Einfachheit halber nur im Fall d = 1 und halten uns notationell an [Sch]. Es
sei Ob,p−j fu¨r j ∈ N und b ∈ Zp/pjZp der Raum der auf der Kreisscheibe
vom Radius p−j um b analytischen K-wertigen Funktionen. Dann gilt
Can(Zp,K) = lim→
j→∞
∏
b∈Zp/pjZp
Ob,p−j .
Es bezeichne [r] den ganzzahligen Anteil einer reellen Zahl r . Es kann nun
Der Raum Dj =
∏
b∈Zp/pjZp O′b,p−j mit dem Banachraum der K-wertigen
Folgen {
(a0, a1, a2, . . . ) | sup
n≥0
an
[
n
pj
]
! <∞
}
identifiziert werden. Die Abbildung (ai) 7→∑ aiZi identifiziert diese deswei-
teren mit einer Algebra von Potenzreihen. Fu¨r r < 1 hinreichend nahe bei
1 gilt unter dieser Identifikation
Dj ⊆ O(Xr,K) .
Dabei liegen die Dj und die O(Xr,K) kofinal. Der ho¨her dimensionale Fall
ergibt sich aus dem eindimensionalen durch d-faches Tensorieren, denn es
gilt D(Zdp,K) = ⊗ˆdi=1D(Zp,K) auf Grund der universellen Eigenschaft des
vollsta¨ndigen Tensorprodukts.
1.2.2 Bemerkung: Es folgt aus dem Vorstehenden, dass fu¨r j  j′ die
Abbildung D⊗dj′ → D⊗dj u¨ber einen Raum, in welchem D(Zdp,K) ∼= O(X ,K)
dicht liegt, faktorisiert. Die Aussage ist zuna¨chst fu¨r K ⊆ Cp richtig. Da aber
die auftretenden Ra¨ume schon u¨ber Qp definiert sind, folgt die Behauptung
durch Basiswechsel.
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1.3 Die Ringe DH(G,K)
1.3.1 Definition: Sei H eine offene L-analytische Untergruppe von G zu-
sammen mit einer Karte H ∼= odL . Wir nennen H zusammen mit dieser
Karte analytisch angepasst, falls H ein Normalteiler in G ist und die fol-
gende Bedingung erfu¨llt ist.
Fu¨r jeden separierten lokal konvexen K-Vektorraum V sind die Abbil-
dungen
O(H,V ) −→ O(H ×H,V )
f 7−→ f ◦ µ
sowie
O(H,V ) −→ O(H,V )
f 7−→ f ◦ ι ,
f 7−→ f ◦Adg
fu¨r alle g ∈ G wohldefiniert und stetig, wobei µ : H × H → H die Mul-
tiplikation, ι : H → H die Inversion und Adg : H → H die Konjugation
h 7→ ghg−1 bezeichnen.
In Situationen, in denen fu¨r eine Abbildung f : U → U ′ die von f in-
duzierte Abbildung O(U ′, V )→ O(U, V ) wohldefiniert und stetig ist, sagen
wir im Folgenden auch, dass f konvergente Potenzreihen auf U ′ respektiert.
Sei H eine analytisch angepasste Untergruppe von G . Wir denken uns
also eine entsprechende Karte auf H fixiert. Jede Nebenklasse gH von H
ist nun vermittels Linksverschiebung H → gH mit einer Karte ϕg versehen.
Der Kartenwechsel zwischen ϕg und ϕg′ ist durch Linksmultiplikation mit
g−1g′ ∈ H gegeben. Daher stimmt O(gH, V ) mit O(g′H,V ) u¨berein. Dies
rechtfertigt die folgende Definition. Sei
CanH (G,V ) =
{
f ∈ Can(G,V ) | Die Einschra¨nkung von f auf jede derMengen gH liegt in O(gH, V ) .
}
.
Diesen Raum versehen wir mit der Produkttopologie der (endlich vielen)
O(gH, V ) .
1.3.2 Lemma: Sei H eine L-analytisch angepasste Untergruppe von G .
Dann ist die Abbildung
CanH (G,V ) −→ CanH×H(G×G,V )
f 7−→ f ◦ µ
wohldefiniert und stetig.
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Beweis: Es ist zu zeigen, dass die endlich vielen Abbildungen auf den
Nebenklassen µ : g1H × g2H → g1g2H konvergente Potenzreihen respektie-
ren. Es gilt µ(g1H × g2H) = g1Hg2H = g1g2H . Die Abbildung µ ist daher
bezu¨glich der Karten ϕ(g1,g2) und ϕg1g2 gegeben durch
(h1, h2) 7−→ µ(Adg−12 h1, h2) .
Die Aussage folgt damit direkt aus der analytischen Angepasstheit von H .
Sei H weiterhin analytisch angepasst. Man definiere DH(G,K) als den
Dualraum des Banachraums CanH (G,K) , versehen mit der entsprechenden
Norm. Es seien X = (x1, . . . , xd) und xi die Koordinatenfunktionen auf
odL . Fu¨r jedes I ∈ Nd liefert dies die Funktion XI = xi11 · · ·xidd : odL → L .
Vermittels der fixierten Karte auf H ko¨nnen die XI auch als Funktionen
auf den gH aufgefasst werden. Ebenso definiert man fu¨r I, J ∈ Nd die L-
wertige Funktion XIY J auf (g1, g2)H × H . Seien nun λ1, λ2 ∈ DH(G,K)
und f ∈ CanH×H(G×G,K) . Auf (g1, g2)H ×H ist f gegeben durch∑
I,J∈Nd
a(g1,g2)I,J X
IY J
mit a(g1,g2)I,J → 0 koendlich. Wir schreiben im Folgenden Funktionen f˜ ∈
CanH (G,K) in der Form (f˜|gH)g∈G/H , d. h. hier
f =
∑
I,J
a(g1,g2)I,J X
IY J

(g1,g2)∈
G×G/H×H
.
Sei nun also
λ1 × λ2(f) =
∑
(g1,g2)∈
G×G/H×H
∑
I,J
a(g1,g2)I,J λ1(X
I)λ2(Y J) .
Dann gilt λ1×λ2 ∈ DH×H(G×G,K) . Durch λ1×λ2(f1×f2) = λ1(f1)·λ2(f2)
ist λ1 × λ2 eindeutig festgelegt, ha¨ngt daher nicht von der Wahl der Karte
ab. Es sei fu¨r f ∈ CanH (G,K)
λ1 ∗ λ2(f) = λ1 × λ2(f ◦ µ) .
Es definiert ∗ auf DH(G,K) die Struktur einer topologischen K-Algebra.
Fu¨r f ∈ CanH (G,K) gilt nun auf Grund der Assoziativita¨t von G
λ1 ∗ (λ2 ∗ λ3)(f) = λ1 × λ2 × λ3(f ◦ µ ◦ (id× µ))
= λ1 × λ2 × λ3(f ◦ µ ◦ (µ× id))
= (λ1 ∗ λ2) ∗ λ3(f) ,
es ist also DH(G,K) mit der so definierten Multiplikation ∗ assoziativ.
1.3 Die Ringe DH(G,K) 13
1.3.3 Definition: Wir sagen, es habe G genu¨gend analytisch angepasste
Untergruppen, falls eine Umgebungsbasis der 1 von analytisch angepassten
Untergruppen existiert, so dass fu¨r alle H ′ ⊆ H aus dieser Umgebungsbasis
die Restriktionsabbildung
O(H,K) −→ O(H ′,K)
wohldefiniert und stetig ist.
1.3.4 Bemerkung: Man beachte, dass dies eine echte Bedingung ist, da H
und H ′ mit voneinander unabha¨ngig gewa¨hlten Karten versehen sind. Falls
G genu¨gend analytisch angepasste Untergruppen hat, so gilt nach [ST02c,
2.1 ]
D(G,K) = lim←−
H
DH(G,K) .
Sei P eine abgeschlossene lokal analytische Untergruppe von G und U
eine zu P komplementa¨re Untergruppe. Es gelte
H = (H ∩ U) · (H ∩ P ) .
Dann gilt fu¨r alle g ∈ G und u = piU (g) sowie p = piP (g)
gH = upH = uHp = u(H ∩ U)p(H ∩ P ) .
Die dadurch definierte Abbildung gH → u(H ∩ U)× p(H ∩ P ) ist
αg : gH −→ u(H ∩ U)× p(H ∩ P )
uph 7−→ (u · piU (Adph), p ·Adp−1(piP (Adph)) .
1.3.5 Definition: Das Paar (P,U) heißt H-angepasst, falls
(i)
H = (H ∩ U) · (H ∩ P )
gilt, und
(ii) H ∩ U und H ∩ P unter H ∼= odL den Teilra¨umen
oL × · · · × oL︸ ︷︷ ︸
dim(U) mal
×0× · · · × 0
beziehungsweise
0× · · · × 0× oL × · · · × oL︸ ︷︷ ︸
dim(P ) mal
entsprechen, sowie
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(iii) fu¨r jeden separierten lokal konvexen K-Vektorraum V und alle g ∈ G
die Abbildung
O(u(H ∩ U)× p(H ∩ P ), V ) −→ O(gH, V )
f 7−→ f ◦ αg
wohldefiniert und ein topologischer Isomorphismus ist.
Falls (P,U) nur die ersten beiden Bedingungen erfu¨llt, so sprechen wir von
einem fast H-angepassten Paar.
1.3.6 Bemerkung: In einem H-angepassten Paar sind H ∩ U und H ∩ P
vermo¨ge Teils (ii) der Definition mit globalen Karten versehen. Teil (iii) der
Definition ist mit diesen Karten zu verstehen. Zusammen mit diesen sind
H ∩ U und H ∩ P in U bzw. in P analytisch angepasst. Dies folgt aus der
Tatsache, dass jedes f ∈ O(H∩U, V ) bzw. O(H∩P, V ) Einschra¨nkung eines
f ′ ∈ O(H,V ) ist.
Sei f ∈ CanH (G,V ) . Dann gilt f|U ∈ CanH∩U (U, V ) und f|P ∈ CanH∩P (P, V ) .
Ersteres ist mit Teil (ii) unmittelbar klar, letzteres folgt aus Teil (ii) und
(iii), da f ◦ α−1p |1×p(H∩P ) gerade die Einschra¨nkung von f nach p(H ∩ P )
in Karten beschreibt.
Aus Teil (iii) folgt auch, dass piU und piP konvergente Potenzreihen auf
u(H ∩ U) bzw. p(H ∩ P ) respektieren.
1.3.7 Definition: Sei (P,U) ein H-angepasstes Paar. Eine lokal analytische
Darstellung ρ von P auf einem endlich dimensionalen K-Vektorraum V
heißt H-angepasst, falls fu¨r sa¨mtliche v ∈ V die Orbitabbildungen ρv in
CanH∩P (P, V ) liegen. Dies ist a¨quivalent zu ρ ∈ CanH∩P (P,End(V )) .
Es sei (P,U) ein H-angepasstes Paar und ρ eine H-angepasste Darstel-
lung von P . Es sei
HIndGP (ρ) = C
an
H (G,V ) ∩ IndGP (ρ)
mit der Teilraumtopologie von CanH (G,V ) .
Sei E : CanH (G,End(V ))×CanH (G,V )→ CanH (G,V ) die durch punktweise
vorgenommene Anwendung definierte natu¨rliche Abbildung. Da V endlich
dimensional ist, ist E wohldefiniert und stetig. Da piU und piP konvergen-
te Potenzreihen auf den Nebenklassen von H respektieren, ist zudem die
Abbildung
CanH∩U (U, V ) −→ CanH (G,V )
f 7−→ f˜ = E(ρ ◦ ι ◦ piP , f ◦ piU )
wohldefiniert und stetig. Fu¨r jedes f ∈ HIndGP (ρ) ist nun gema¨ß Bemerkung
1.3.6 f|U ∈ CanH∩U (U, V ) , umgekehrt ist f˜ fu¨r jedes f ∈ CanH∩U (U, V ) die
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rechtshomogene Fortsetzung von f , also f˜ ∈ HIndGP (ρ) , und es definiert die
Abbildung f 7→ f˜ einen topologischen Isomorphismus zwischen CanH∩U (U, V )
und HIndGP (ρ) .
Sei nun f ∈ HIndGP (ρ) . Dann ist f ◦µ ∈ H×HIndG×G{1}×P (1×ρ) . Daher hat
f ◦ µ eine Darstellung
f ◦ µ =
(∑
I
XIf (g)I
)
g∈G/H
mit f (g)I ∈ HIndGP (ρ) . Diese ergibt sich, wenn man in der Darstellung
f ◦ µ =
∑
I,J
a(g1,g2)I,J X
IY J

(g1,g2)∈
G×G/H×H
fu¨r jedes I setzt
f (g)I =
(∑
J
a(g,g
′)
I,J Y
J
)
g′∈G/H
.
Seien nun λ ∈ DH(G,K) und F ∈ DH∩U (U, V ) = (HIndGP (ρ))′ . Die obige
Darstellung erlaubt dann die Definition von
λ ∗ρ F (f) = λ× F (f ◦ µ)
=
∑
g∈G/H
∑
I
λ(XI) · F (f (g)I ) .
Da λ × F auf H×HIndG×G{1}×P (1 × ρ) durch λ × F (f1 × f2) = λ(f1) · F (f2)
festgelegt ist, ha¨ngt λ∗ρF von keiner Wahl ab. Dadurch erha¨lt DH∩U (U, V )
die Struktur eines DH(G,K)-Moduls, welche die D(G,K)-Modulstruktur
auf D(U, V ) ∼= M(ρ) fortsetzt. Wir fassen das Gezeigte zusammen.
1.3.8 Proposition: Sei H eine L-analytisch angepasste Untergruppe von G .
Dann ist DH(G,K) wohldefiniert und tra¨gt die Struktur einer assoziativen
K-Banachalgebra, welche das Faltungsprodukt auf D(G,K) fortsetzt.
Sei (P,U) ein H-angepasstes Paar und ρ eine H-angepasste Darstel-
lung von P auf einem endlich dimensionalen K-Vektorraum V . Dann ist
DH∩U (U, V ) definiert und es operiert DH(G,K) auf (HIndGP (ρ))′, welches
mit DH∩U (U, V ) identifiziert werden kann, die Operation von D(G,K) auf
M(ρ) ∼= D(U, V ) fortsetzend.
Wir wollen nun ein Kriterium geben, unter welchem ein Normalteiler in
G analytisch angepasst ist. Wir beno¨tigen dazu das folgende Lemma.
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1.3.9 Lemma: Sei (rl)l∈N eine Nullfolge von Radien r0 ≥ rl > 0 , deswei-
teren f : B(r0) → B(r0) eine Abbildung zwischen Ba¨llen in Ld bzw. Ld′
vom Radius r0 , welche durch konvergente Potenzreihen gegeben ist. Dies
bedeutet, dass fu¨r alle x ∈ B(r0) gilt
f(x) =
∑
S∈Nd
aSxS ,
wobei die aS in Ld
′
liegen und die aS
∏
1≤j≤d r
sj
0 koendlich gegen Null
konvergieren. Es beschra¨nke sich f fu¨r jedes l ∈ N zu einer Abbildung
f : B(rl) → B(rl) . Dann gilt T0f ≤ 1 und es existiert ein N ∈ N ,
so dass fu¨r alle l > N und alle separierten lokal konvexen K-Vektorra¨ume
V die Abbildung
O(B(rl), V ) −→ O(B(rl), V )
g 7−→ g ◦ f
wohldefiniert und stetig ist.
Beweis: Zuna¨chst gilt f(0) = 0 . Damit gilt fu¨r alle x ∈ B(r0) , da f
differenzierbar ist,
f(x) = T0f(x) +R(x)
mit
lim
x→0
R(x)
x
= 0 .
Daher gilt fu¨r alle x 6= 0
f(x)
x
=
T0f(x) +R(x)
x
.
und fu¨r alle hinreichend kleinen x , die T0f(x) 6= 0 erfu¨llen, weiter
=
T0f(x)
x
.
Go¨lte nun T0f > 1 , so ga¨be es ein x ∈ B(r0) , fu¨r welches letzterer Aus-
druck > 1 wa¨re. Dann go¨lte aber fu¨r alle hinreichend kleinen y ∈ oLx auch
f(y) > y . Sei l so gewa¨hlt, dass alle y ∈ oLx ∩ B(rl) diese Eigenschaft
haben. Es sei y ∈ oLx∩B(rl) mit maximaler Norm gewa¨hlt. Dann hat y auch
maximale Norm in B(rl) . Es gilt nun f(y) > y und daher f(y) 6∈ B(rl)
im Widerspruch zur Voraussetzung, dass f die Ba¨lle B(rl) respektiert.
Seien fi =
∑
S ai,SX
S die Komponentenabbildungen von f . In der No-
tation von [Fe´a99, Kapitel 2 ] und nach [Fe´a99, 2.1.5 ] gilt die Behauptung,
falls fu¨r alle 1 ≤ i ≤ d′ und hinreichend große l gilt
max
S
ai,S rSl := maxS
ai,S
∏
1≤j≤d
rsjl = fi 0,rl ≤ rl
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(beachte f(0) = 0). Fu¨r hinreichend große l , d. h. hinreichend kleine rl ,
ist die Ungleichung ai,S rSl ≤ rl fu¨r alle nichtlinearen Terme erfu¨llt. Die
linearen Terme definieren aber gerade T0f , daher gilt die Ungleichung auch
fu¨r die linearen Terme.
Sei nun · · · ⊆ G1 ⊆ G0 ⊆ G eine Umgebungsbasis der Eins, bestehend
aus offenen kompakten Normalteilern derart, dass eine Karte G0 ∼= odL exi-
stiert, so dass fu¨r alle l ∈ N∗ gilt Gl = pilodL , wobei pi ein uniformisierendes
Element von L ist.
1.3.10 Lemma: Fu¨r hinreichend großes l ist Gl eine L-analytisch angepas-
ste Untergruppe von G .
Beweis: Aus Lemma 1.3.9 folgt sofort, dass ein l˜ existiert, so dass fu¨r
alle l ≥ l˜ die Multiplikation µ konvergente Potenzreihen auf Gl respektiert.
Fu¨r die zweite Bedingung der Definition analytischer Angepasstheit folgt
aus Lemma 1.3.9 zuna¨chst, weil die Gl Normalteiler sind, dass es fu¨r jedes
g ∈ G ein l(g) ≥ l˜ gibt, so dass Adg konvergente Potenzreihen auf Gl fu¨r
alle l ≥ l(g) respektiert. Dann werden diese konvergenten Potenzreihen auf
Grund des ersten Teils aber auch von Adg′ fu¨r alle g′ ∈ gGl , einer offenen
Umgebung von g respektiert. Aus der Kompaktheit von G folgt dann die
Behauptung.
1.3.11 Lemma: Sei (P,U) ein fast Gl-angepasstes Paar fu¨r alle l. Dann ist
(P,U) sogar Gl-angepasst fu¨r alle hinreichend großen l .
Beweis: Die Behauptung folgt aus der Tatsache, dass auf die αg und
ihre Inversen das Lemma 1.3.9 anwendbar ist, da diese aus Multiplikationen
und Konjugationen sowie den Projektionen komponiert sind, sowie einem
Kompaktheitsargument, a¨hnlich dem im Beweis des vorstehenden Lemmas.
1.4 Projektive Limiten u¨ber DH(G,K)
Es gelten die Bezeichnungen aus Abschnitt 1.3. Es habe G genu¨gend ana-
lytisch angepasste Untergruppen. Wir bezeichnen mit H ⊆ G eine analy-
tisch angepasste Untergruppe, mit (P,U) ein H-angepasstes Paar und mit
ρ eine H-angepasste Darstellung von P auf dem endlich dimensionalen K-
Vektorraum V . Es sei N = H ∩ U .
Sei F ∈ D(U, V ) . Die Multiplikationsabbildung
DH(G,K) −→ DN (U, V )
λ 7−→ λ ∗ρ F
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sei als surjektiv vorausgesetzt. Sei v′1, . . . , v′k eine Basis von V ′ . Dann exi-
stieren λ1, . . . , λk ∈ DH(G,K) mit λi ∗ρ F = 1⊗ v′i fu¨r alle i = 1, . . . , k . Sei
die Abbildung ϕH definiert durch
DN (U, V ) = DN (U,K)⊗ V ′ −→ DH(G,K)
u =
∑
i
ui ⊗ v′i 7−→
∑
i
ui ∗ λi .
Es ist ϕH stetig und es gilt
ϕH(u) ∗ρ F =
∑
i
ui ∗ λi ∗ρ F =
∑
i
ui ⊗ v′i = u ,
da DN (U,K) ⊆ DH(G,K) auf DN (U, V ) vermo¨ge Linkstranslation operiert.
Damit ist ϕH ein stetiger Schnitt der Abbildung ∗ρF , entsprechend existiert
eine stetige Projektion ψH auf den Annullator AnnH(F ) von F in DH(G,K) .
Es erfu¨lle nun H ′ ⊆ H ebenfalls die an H gestellten Bedingungen. Kon-
struiert man dann ϕH′ mit Hilfe derselben λi ∈ DH′(G,K) ⊆ DH(G,K) , so
sind die Abbildungen ψH und ψH′ kompatibel.
1.4.1 Lemma: Sei L = Qp . Sei P eine analytische Untergruppe von G
und U komplementa¨r zu P . Es existiere eine Umgebungsbasis der Eins
von Untergruppen H von G wie in Definition 1.3.3, so dass (P,U) und
ρ je H-angepasst sind, und fu¨r welche die Multiplikationsabbildung ∗ρF :
DH(G,K) → DN (U, V ) surjektiv ist. Dann erfu¨llt das projektive System
(AnnH(F )) die Mittag-Leffler-Bedingung aus [GD63, 0.13.2.4 ]
Beweis: Es gilt CanH (G,K) ∼= ⊕G/HCanH (H,K) . Aus dieser Tatsache folgt
DH(G,K) ∼= ⊕G/HDH(H,K) weil G/H endlich ist. Entsprechend ist
DH′(G,K) ∼= ⊕G/HDH′(H,K) .
Nach Bemerkung 1.2.2 faktorisiert nun allerdings fu¨r hinreichend kleine H ′
die natu¨rliche Abbildung iHH′ : DH′(H,K) → DH(H,K) u¨ber einen Raum,
in welchem D(H,K) dicht liegt. Fu¨r die Summe u¨ber G/H folgt daraus,
dass fu¨r hinreichend kleine H ′ auch das Bild der natu¨rlichen Abbildung
iHH′ : DH′(G,K) → DH(G,K) die Menge D(G,K) als dichte Teilmenge
entha¨lt. Man wa¨hle eine abza¨hlbare absteigende kofinale Folge von Hn so
aus, dass Hn und Hn+1 miteinander je diese Eigenschaft haben (und damit
auch Hn und Hm fu¨r alle m ≥ n+ 1).
Man betrachte nun kompatible Projektionen ψn ,ψn+1 und ψm mit m ≥
n+1 , so wie oben konstruiert (in Indizes wird im Folgenden stets n anstelle
von Hn geschrieben). Nach Konstruktion liegt dann
inm (Annm(F )) = i
n
m (ψm (Dm(G,K)))
dicht in
inn+1 (Annn+1(F )) = i
n
n+1 (ψn+1(Dn+1(G,K))) ,
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denn beide enthalten ψn(D(G,K)) als dichte Teilmenge. Dies ist aber genau
die geforderte Mittag-Leﬄer-Bedingung.
Aus diesem Lemma folgt mit [GD63, 0.13.2.4 ], dass der projektive Limes
u¨ber das projektive System exakter Sequenzen
0→ AnnH(F )→ DH(G,K)→ DN (U, V )→ 0
ebenfalls exakt, d. h. die Sequenz
0→ Ann(F )→ D(G,K)→ D(U, V )→ 0
exakt ist. Dies ist gleichbedeutend mit
1.4.2 Proposition: Es mo¨gen die Voraussetzungen aus Lemma 1.4.1 gelten.
Dann ist ∗ρF : D(G,K)→ D(U, V ) surjektiv.
1.5 Reduktive Gruppen und einige Notationen
In diesem Abschnitt ist L ein beliebiger Ko¨rper.
Wir rufen an dieser Stelle wesentliche Fakten aus der Theorie der zer-
fallenden reduktiven Gruppen in Erinnerung, welche im weiteren Verlauf
beno¨tigt werden, und legen dabei die erforderliche Notation fest. Die De-
tails dieser Theorie sind etwa in [Bor91] dargestellt.
SeiML bzw. AL die multiplikative bzw. additive Gruppe u¨ber L , definiert
durch AL(S) = Γ(S,OS) bzw. ML(S) = Γ(S,OS)∗ fu¨r alle L-Schemata S .
Sei G eine zusammenha¨ngende reduktive Gruppe u¨ber L der Dimension d .
Die Gruppe G werde als split oder zerfallend vorausgesetzt, d. h. es existiere
ein maximaler L-Torus T von G, welcher seinerseits zerfa¨llt, welcher also
u¨ber L zu MnL fu¨r ein n ∈ N isomorph ist. Dies trifft etwa auf die allgemeine
bzw. spezielle lineare Gruppe u¨ber L , bezeichnet durch Gln,L bzw. Sln,L ,
zu.
Wir fixieren einen solchen zerfallenden maximalen Torus T und setzen
G = G(L) und T = T(L) . Ferner seien C das Zentrum von G und G′ =
G/C sowie DG die Kommutatoruntergruppe von G . Beide Gruppen sind
zerfallend halbeinfach mit maximalem Torus T′ = T/C bzw. (DG ∩ T)◦ ,
der Einskomponente von (DG ∩ T) . Seien C = C(L) ,G′ = G′(L) ,T′ =
T′(L) sowie DG = DG(L) . Sei g bzw. t die Liealgebra von G bzw. T . Die
Konjugation definiert eine Operation von G auf sich selbst, welche ihrerseits
eine Operation von G auf g induziert.
Sei X∗(T) die Menge der algebraischen Charaktere von T . Weil T zerfa¨llt,
sind alle α ∈ X∗(T) u¨ber L definiert und jede algebraische Operation von T
auf einem endlich dimensionalen L-Vektorraum ist diagonalisierbar. Seien
Φ = {0 6= α ∈ X∗(T) | ∃ 0 6= x ∈ g ∀t ∈ T : tx = α(t)x}
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und fu¨r alle α ∈ Φ
gα = {x ∈ g | ∀t ∈ T : tx = α(t)x} .
Es zerlegt sich dann g als
g = t× ∏
α∈Φ
gα .
Die α ∈ Φ heißen die Wurzeln von G bezu¨glich T , die gα fu¨r α ∈ Φ die
Wurzelra¨ume. Fu¨r jedes α ∈ Φ gilt dim(gα) = 1 . Desweiteren gibt es zu
jedem α ∈ Φ eine eindeutig bestimmte abgeschlossene und u¨ber L definierte
T-invariante zusammenha¨ngende Untergruppe Uα von G mit Liealgebra gα .
Diese heißt die zu α geho¨rige Wurzelgruppe . Sei Uα = Uα(L) . Da G zusam-
menha¨ngend ist, wird G von den Uα fu¨r α ∈ Φ und T erzeugt. Fu¨r jedes
α ∈ Φ ist [gα, g−α] eindimensional und es existiert genau ein Hα ∈ [gα, g−α]
mit α(Hα) = 2 .
Es seien N der Normalisator von T in G undN = N(L) . Es gilt T = N◦ ,
ferner istW = N/T das konstante Gruppenschema zur endlichen abstrakten
Gruppe W = N/T . Diese heißt die Weylgruppe von (G,T) . Die Operation
vonN auf g respektiert die Wurzelra¨ume und damit die Wurzelgruppen. Dies
definiert eine Operation vonW auf Φ . In dem von Φ ⊆ X∗(T)⊗R erzeugten
Untervektorraum ist Φ ein reduziertes Wurzelsystem mit WeylgruppeW im
Sinne von [Bou68]. Es haben G′ und DG die gleichen Wurzelra¨ume und die
gleiche Weylgruppe wie G .
Es sei ∆ eine Basis von Φ . Diese definiert eine Partition von Φ in posi-
tive und negative Wurzeln Φ = Φ+∪˙Φ− . Eine Teilmenge Ψ von Φ heißt
abgeschlossen, falls fu¨r alle α, β ∈ Ψ mit α + β ∈ Φ auch α + β ∈ Ψ
gilt. Sei Ψ positiv (d. h. Ψ ⊆ Φ+) und abgeschlossen (i. e. special i. S. v.
[Bor91, 14.5 ]). Dann spannen die Uα mit α ∈ Ψ in beliebiger Reihenfolge
eine T-invariante nilpotente algebraische Untergruppe UΨ von G auf, deren
Liealgebra uΨ =
∏
α∈Ψ gα ist. Sei UΨ = UΨ(L) .
Sei Υ eine Teilmenge von ∆ und
TΥ =
( ⋂
α∈Υ
kerα
)◦
.
Sei ferner [Υ] die Menge der α ∈ Φ , welche ganzzahlige Linearkombination
von Elementen in Υ sind. Sei ZΥ der Zentralisator von TΥ in G . Dies ist eine
zerfallende reduktive Gruppe mit maximalem Torus T und Wurzelsystem
[Υ] , deren Weylgruppe WΥ durch die Reflexionen (rα)α∈Υ ⊆ W erzeugt
wird. Es ist TΥ die Einskomponente des Zentrums von ZΥ . Sei RΥ die
Kommutatorgruppe von ZΥ . Diese ist halbeinfach und erzeugt zusammen
mit TΥ die algebraische Gruppe ZΥ . Sei Φ(Υ)+ die Menge der Wurzeln
α ∈ Φ+ , welche eine Darstellung
α =
∑
β∈∆
cββ
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mit cβ > 0 fu¨r ein β 6∈ Υ haben. Es gilt Φ+ = Φ(Υ)+∪˙(Φ+∩ [Υ]) und Φ(Υ)+
ist abgeschlossen. Sei Φ(Υ)− = −Φ(Υ)+ . Es normalisiert ZΥ die Gruppen
UΥ = UΦ(Υ)− und U
+
Υ = UΦ(Υ)+ , die von ZΥ und UΦ(Υ)+ aufgespannte
Gruppe PΥ ist eine parabolische Untergruppe vom Typ Υ . Seien PΥ =
PΥ(L) ,ZΥ = ZΥ(L) ,RΥ = RΥ(L) ,TΥ = TΥ(L) ,U+Υ = U
+
Υ(L) und UΥ =
UΥ(L) sowie pΥ , zΥ , rΥ , tΥ , u+Υ und uΥ die entsprechenden Liealgebren. Es
seien δΥ = 12
∑
α∈[Υ]+ α und δΥ = δ∆ − δΥ . Es gilt pΥ = rΥ ⊕ tΥ ⊕ u+Υ .
Sei fu¨r den Rest des Abschnittes G halbeinfach. Es existiert dann fu¨r
jedes α ∈ Φ ein Isomorphismus algebraischer Gruppen xα : Uα → AL mit
xα(tut−1) = α(t)xα(u) fu¨r alle t ∈ T und u ∈ Uα . Die Wahl eines sol-
chen Isomorphismus’ entspricht der Wahl eines 0 6= xα ∈ gα . Diese Wahlen
ko¨nnen so getroffen werden, dass
(i) fu¨r jedes α ∈ Φ ein Epimorphismus ζα von Sl2,L auf die von Uα und
U−α erzeugte algebraische Gruppe existiert, der
u = ζα
((
1 xα(u)
0 1
))
fu¨r alle u ∈ Uα und
u = ζα
((
1 0
x−α(u) 1
))
fu¨r alle u ∈ U−α erfu¨llt, und
(ii) fu¨r alle α, β ∈ Φ mit α 6= −β und u ∈ Uα sowie v ∈ Uβ
(u, v) =
∏
cα+dβ∈Φ
c,d∈N∗
wcα+dβ
mit wcα+dβ ∈ Ucα+dβ und
xcα+dβ(wcα+dβ) = Cα,β;c,dxα(u)cxβ(v)d
gilt, wobei die Koeffizienten Cα,β;c,d ganze Zahlen sind und das Pro-
dukt in beliebiger festgelegter Reihenfolge zu verstehen ist.
Fu¨r die Existenz eines solchen Systems, das auch als Chevalleybasis oder
e´pinglage bezeichnet wird, vgl. [BT72, 6.1.3 b)].
1.6 Reduktive Gruppen u¨ber lokalen Ko¨rpern
In diesem Abschnitt sind L eine endliche Erweiterung von Qp und G eine
zusammenha¨ngende zerfallende reduktive Gruppe u¨ber L .
Die GruppenG ,T ,TΥ ,UΥ ,U+Υ ,ZΥ ,RΥ , und PΥ sind je die L-ratio-
nalen Punkte glatter Varieta¨ten und tragen als solche je die Struktur einer
L-analytischen Mannigfaltigkeit.
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Man fixiere fu¨r G′ eine Chevalleybasis und definiere fu¨r alle u ∈ Uα
u = xα(u) bzw. ϕα(u) = ωL(xα(u)) .
Die Funktion · definiert dieselbe Topologie auf Uα wie diejenige, die durch
die Struktur als L-analytische Mannigfaltigkeit auf Uα bereits vorliegt. Die
(ϕα) bilden ihrerseits eine Bewertung der Wurzelgruppen (donne´e radicielle
value´e in [BT72]), wie dies in [BT72, 6.2.3 b)] ausgefu¨hrt ist.
Seien nun
T = {t ∈ T | ωL(χ(t)) = 0 fu¨r alle χ ∈ X∗(T)}
und
H =
{
t ∈ T′ | ωL(α(t)) = 0 fu¨r alle α ∈ Φ}
sowie fu¨r l ∈ N∗
T(l) = {t ∈ T | ωL(χ(t)− 1) ≥ l fu¨r alle χ ∈ X∗(T)} ,
H(l) = {t ∈ H | ωL(α(t)− 1) ≥ l fu¨r alle α ∈ Φ}
und H(0) = H sowie T(0) = T [BT72, 6.4.16 b)]. Sei fu¨r alle h ∈ H bzw.
t ∈ T
ϕ0(h) = max{l ∈ N | h ∈ H(l)}
bzw.
ϕ0(t) = max{l ∈ N | h ∈ T(l)} .
Die (ϕα) fu¨r α ∈ Φ∪ {0} bilden eine Erweiterung der Bewertung (prolonge-
ment de la valuation) (ϕα) gema¨ß [BT72, 6.4.38 ].
Weiterhin sei fu¨r jedes l ∈ Z und jedes α ∈ Φ
Uα,l = {u ∈ Uα | ϕα(u) ≥ l} .
Eine Funktion f : Φ → R (bzw. f : Φ ∪ {0} → R) heißt konkav [BT72,
6.4.3 ], falls fu¨r alle α1, . . . , αk ∈ Φ (bzw. Φ ∪ {0}), fu¨r welche ∑i αi ∈ Φ
(bzw. Φ∪{0}) gilt, immer f (∑αi) ≤∑ f(αi) erfu¨llt ist. Sei f eine konkave
Funktion. Dann bezeichnen Uf die von den Uα,f(α) (bzw. Uα,f(α) und T(f(0)))
erzeugte Untergruppe von G und Tf = Uf ∩ T . Entsprechend bezeichnen
U ′f die von den Uα,f(α) (bzw. Uα,f(α) und H(f(0))) erzeugte Untergruppe von
G′ und Hf = U ′f ∩H .
1.6.1 Proposition: Sei f : Φ ∪ {0} → R eine konkave Funktion. Es gelte
f(0) > 0 . Dann ist die Produktabbildung
H(f(0)) ×
∏
α∈Φ
Uα,f(α) −→ U ′f
in jeder Reihenfolge bijektiv.
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Beweis: Es entha¨lt dann nach [BT72, 6.4.42 ] H(f(0)) die Gruppe Hf |Φ . Nun
normalisiertH alle Uα,l fu¨r l ∈ Z . Es ist daherHf = Hf |Φ ·H(f(0)) = H(f(0)) .
Ferner ist gema¨ß [BT72, 6.4.9 (i)] in der dort benutzten Notation Uα,f(α) =
Uf,α . Dies zeigt, dass alle Voraussetzungen von [BT72, 6.4.48 ] erfu¨llt sind,
wenn man dort g = f setzt.
1.6.2 Korollar: Sei f : Φ ∪ {0} → R eine konkave Funktion mit f(0) > 0 .
Dann ist die Produktabbildung
T(f(0)) ×
∏
α∈Φ
Uα,f(α) −→ Uf
in jeder Reihenfolge bijektiv.
Beweis: Es sei pi : G→ G′ die Projektion. Seien t ∈ T(f(0)) und uα ∈ Uα,f(α)
mit t · ∏uα = 1 . Dann ist 1 = pi(t) · ∏pi(uα) , also pi(uα) = pi(t) = 1 fu¨r
alle α ∈ Φ nach obiger Proposition, daher uα = 1 fu¨r alle α und damit auch
t = 1 . Dies zeigt die Injektivita¨t.
Fu¨r die Surjektivita¨t genu¨gt es zu zeigen, dass die linke Seite eine Grup-
pe ist. Dazu betrachte man die Komposition DG ↪→ G→ G′ mit endlichem
Kern. Man kann annehmen, dass die Chevalleybasis auf G′ von einer solchen
auf DG induziert wird. Seien DH(l) die den H(l) entsprechenden Untergrup-
pen von DG . Es wird T(l) von DH(l) und T(l) ∩ C erzeugt [Bor91, 14.2 ].
Es gilt nun Uα,f(α) ⊆ DG und DH(f(0)) ⊆ DG . Da die Aussage fu¨r das
halbeinfache DG bereits gezeigt ist, und T(f(0)) ∩C zentral ist, ist die linke
Seite in der Tat eine Gruppe. Dies zeigt die Behauptung.
Seien speziell fl fu¨r l ∈ N∗ definiert durch f(α) = l fu¨r alle α ∈ Φ ∪ {0}
und Gl = Ufl .
Sei desweiteren fΥ : Φ ∪ {0} → R definiert durch fΥ(α) = 1 falls α ∈
Φ(Υ)+ und fΥ(α) = 0 sonst. Sei GΥ = UfΥ . Die GΥ heißen die Standard-
Parahorigruppen, speziell Gφ heißt die Standard-Iwahorigruppe.
1.6.3 Proposition: Die Gl fu¨r l ∈ N∗ sind Normalteiler in GΥ .
Beweis: [BT72, 6.4.43 ]
Es seien TΥ = TΥ ∩ GΥ , UΥ = UΥ ∩ GΥ , U+Υ = U+Υ ∩ GΥ , ZΥ = ZΥ ∩
GΥ , RΥ = RΥ ∩GΥ , sowie PΥ = PΥ ∩GΥ .
1.6.4 Proposition: Es existieren eindeutig bestimmte lokal analytische Pro-
jektoren piUΥ : GΥ → UΥ und piPΥ : GΥ → PΥ mit g = piUΥ(g) · piPΥ(g) fu¨r
alle g ∈ GΥ . Diese schra¨nken sich zu Projektoren von Gl nach Gl∩UΥ bzw.
Gl ∩ PΥ ein.
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Beweis: Es gilt UΥ ∩ PΥ = {0} , es genu¨gt also fu¨r die erste Behauptung zu
zeigen, dass UΥ ·PΥ eine Gruppe ist. Hierzu genu¨gt es, zu zeigen, dass es von
Links invariant unter H und Uα,fΥ(α) fu¨r alle α ∈ Φ ist. Dies ist fu¨r H und
Uα,fΥ(α) mit α ∈ Φ(Υ)− trivial. Desweiteren wird UΥ von ZΥ normalisiert,
daher auch UΥ von den Uα,f(α) mit α ∈ [Υ] . Zu zeigen bleibt die UΦ(Υ)+-
Invarianz. Es gilt aber f(α) = 1 fu¨r alle α ∈ Φ(Υ)+ . Sei g(α) = 0 fu¨r
α ∈ Φ(Υ)− und g(α) = 1 sonst. Die von den Uα,f(α) fu¨r α ∈ Φ(Υ)+∪Φ(Υ)−
erzeugte Gruppe liegt dann in Ug , auf welche 1.6.2 anwendbar ist. Die letzte
Behauptung folgt ebenfalls aus Korollar 1.6.2.
Wir fixieren ein Υ und unterdru¨cken im Folgenden dessen Notation,
schreiben also beispielsweise G anstelle von GΥ , bei den Gruppen GΥ , UΥ ,
U+Υ , RΥ , PΥ und ZΥ sowie deren Liealgebren , falls keine Verwechslungen
zu befu¨rchten sind. Man beachte, dass allerdings T und TΥ sowie t und tΥ je
Unterschiedliches bezeichnen. Zuletzt setzen wir Uα = Uα ∩G = Uα,fΥ(α) .
1.6.5 Korollar: Fu¨r hinreichend großes l ist Gl eine L-analytisch angepas-
ste Untergruppe von G, fu¨r welche (P,U) ein Gl-angepasstes Paar ist.
Beweis: Zuna¨chst zeigt Lemma 1.3.10, dass Gl fu¨r hinreichend große l
analytisch angepasst ist. Ferner zeigt Proposition 1.6.4 in Verbindung mit
Lemma 1.6.2, dass (P,U) ein fast Gl-angepasstes Paar ist. Damit folgt die
Behauptung schließlich aus Lemma 1.3.11.
1.7 Verallgemeinerte Verma-Moduln
Die Liealgebra g ist zerfallend reduktiv mit Cartanalgebra t [Dix74, 1.10.1 ]
und es ist p eine parabolische Unteralgebra von g vom Typ Υ , welche t
entha¨lt. Es gilt p = z ⊕ u+ und z = r ⊕ tΥ . Seien σ eine Darstellung von r
und λ ∈ t∗Υ . Man erweitere die Definition von σ auf p durch xv = λ(x)v und
u+v = 0 fu¨r alle x ∈ tΥ und v aus dem σ zu Grunde liegenden Darstellungs-
raum V . Dann definiert man den verallgemeinerten Vermamodul zu σ und
λ (Generalized Verma Module oder GVM ) als
mp(λ, σ) = Ind
g
pσ = U(g)⊗U(p) σ .
Fu¨r diese Begriffsbildung und wesentliche Eigenschaften verweisen wir auf
[Maz00]. Wir bemerken zuna¨chst, dass GVMs Ho¨chstgewichtsmoduln sind
[Maz00, 3.2.1 ]. Fu¨r unsere Zwecke wird sich die Frage als bedeutsam heraus-
stellen, ob ein GVM mp(λ, σ) einfach ist, wenn σ eine einfache p-Darstellung
ist. Diese Frage ist im allgemeinen zum gegenwa¨rtigen Zeitpunkt noch nicht
umfassend gekla¨rt.
Zuna¨chst betrachten wir den Fall, in welchem Υ = φ die leere Menge ist.
In diesem Fall gilt r = 0 , so dass σ nur ein eindimensionaler Vektorraum ist.
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Wir schreiben hier mpφ(λ) anstelle von mpφ(λ, σ) . Es ist pφ eine Borelalgebra
von g [Dix74, 1.10.14 ] und man spricht von einem Vermamodul schlechthin.
Es gilt
1.7.1 Proposition: (Bernstein-Gelfand-Gelfand)
Es ist mpφ(λ) genau dann einfach, wenn (λ + δφ)(Hα) 6∈ N∗ fu¨r alle
α ∈ Φ+ gilt.
Die Theorie der Vermamoduln ist ausfu¨hrlich in [Dix74, ch. 7 ] darge-
stellt, insbesondere ist obige Proposition gerade [Dix74, 7.6.24 ]. Man be-
achte, dass dort eine durch δφ normalisierte Induktion verwendet wird.
Wenden wir uns dem allgemeinen Fall zu. Sei mp(λ, σ) ein GVM mit
einer einfachen Darstellung σ . Es hat σ einen zentralen Charakter χσ als
r-Modul. Sei b = pφ ∩ r . Dies ist eine Borelalgebra von r . Nach [Dix74,
7.4.8 ] existiert ein µ ∈ (t ∩ r)∗ derart, dass der Vermamodul mb(µ − δΥ)
von r denselben zentralen Charakter χσ hat. Unter diesen existiert ein µ in
der antidominanten Weylkammer bezu¨glich [Υ]+ [Dix74, ch. 7 ], fu¨r welchen
damit mb(µ− δΥ) einfach ist. Sei f(λ, σ) = mpφ(λ⊕ µ− δφ) .
1.7.2 Proposition: Falls f(λ, σ) einfach ist, so ist auch mp(λ − δΥ, σ) ein-
fach.
Diese Aussage wird von Khomenko und Mazorchuk zuna¨chst ver-
mutet [KM99, conj. 1 ]. In der spa¨teren Arbeit [KM01] weisen die Autoren
auf eine Bemerkung von Soergel hin, nach welcher [KM99, conj. 1 ] schon
aus [KM99, thm. 1 ] folgt. Der Beweis liegt uns jedoch nicht vor. Man be-
achte auch hier, dass an den angegebenen Orten eine normierte Induktion
verwendet wird. Es sei zudem betont, dass die Proposition lediglich ein hin-
reichendes Kriterium gibt.
In dem Fall, dass σ ein r-Ho¨chstgewichtsmodul mit Ho¨chstgewicht λ′ ∈
(t ∩ r)∗ ist, kann man µ konkret angeben. Es existiert na¨mlich nach [Dix74,
7.1.8 ] ein nichttrivialer Homomorphismus von U(r)-Moduln mb(λ′) → σ .
Dies zeigt, dass die zentralen Charaktere von mb(λ′) und σ u¨bereinstimmen.
Es ist dann also µ = wλ′ fu¨r dasjenige w ∈ WΥ , fu¨r welches wλ′ in der
antidominanten Weylkammer liegt.
Da fu¨r alle α ∈ [Υ]+ gilt
(λ⊕ wλ′)(Hα) = wλ′(Hα) 6∈ N∗ ,
folgt aus den beiden vorstehenden Propositionen
1.7.3 Proposition: Es seien λ ∈ t∗Υ und σ ein r-Ho¨chstgewichtsmodul mit
Ho¨chstgewicht λ′ ∈ (t∩ r)∗ . Es sei w ∈WΥ dasjenige Element, fu¨r welches
wλ′ in der antidominanten [Υ]+-Weylkammer liegt. Falls (λ ⊕ wλ′)(Hα) 6∈
N∗ fu¨r alle α ∈ Φ(Υ)+ gilt, so ist der GVM mp(λ− δΥ, σ) einfach.
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Interessiert man sich nur fu¨r endlich dimensionale Darstellungen σ , so
ergibt sich eine weitere Vereinfachung daraus, dass einfache endlich dimen-
sionale r-Moduln nach [Dix74, 7.2.2 ] bereits durch ihr Ho¨chstgewicht λ′
bestimmt sind. Zudem ist λ′ ∈ (t ∩ r)∗ immer ganzzahlig dominant, d. h. es
erfu¨llt λ′(Hα) ∈ N fu¨r alle α ∈ [Υ]+ . Sei nun
P+Υ =
{
λ ∈ t∗ | λ(Hα) ∈ N fu¨r alle α ∈ [Υ]+} .
Dann parametrisiert die Menge P+Υ solche GVMs, welche von einer einfachen
endlich dimensionalen Darstellung σ herru¨hren. In diesem Fall ist w leicht
auszumachen: Es ist das Element gro¨ßter La¨nge in WΥ bezu¨glich Υ und in
diesem Fall ist wλ′ das niedrigste Gewicht von σ , durch welches σ ebenfalls
bestimmt ist.
Sei weiterhin V endlich dimensional und ρ eine lokal analytische Dar-
stellung von P auf V , versehen mit seiner eindeutigen lokal konvexen Haus-
dorfftopologie. Es operiere TΥ ⊂ P u¨ber einen Charakter, die Operation des
unipotenten Radikals U+ sei die triviale. Die Gesamtheit der so entstehen-
den Darstellungen nennen wir die lokal analytische Hauptreihe von G vom
Typ Υ. Sei ρ′ die zu ρ geho¨rige duale Darstellung von P , d. h. die Darstellung
auf dem Dualraum V ′ von V , welche durch
(ρ′(p)λ)(v) = λ(ρ(p−1)v)
gegeben ist. Da V lokal analytisch ist, ist V ′ auch ein U(p)-Modul, welchen
wir ebenfalls mit ρ′ bezeichnen. Sei σ bzw. λ die auf r bzw. tΥ eingeschra¨nkte
Darstellung ρ′ . Es sei
m(ρ) = mp(λ, σ) = Ind
g
pρ′ .
Es gilt Can(M,V ) = Can(M,K) ⊗ V fu¨r jede L-analytische Mannigfal-
tigkeit M , denn V ist endlich dimensional. Damit gilt auch D(M,V ) =
D(M,K)⊗ V ′ , d. h. die natu¨rliche Abbildung
ιVM : D(M,K)⊗ V ′ −→ D(M,V )
F ⊗ λ 7−→ (f ⊗ v 7→ F (f) · λ(v))
ist ein topologischer Isomorphismus. Betrachte desweiteren die Sequenz
IndGP (ρ) −→ Can(G,V ) −→ Can(U, V ) −→ IndGP (ρ) ,
welche durch Einbettung, Restriktion und P -a¨quivariante Ausdehnung ge-
geben ist (vgl. hierzu die Ausfu¨hrungen nach Definition 1.1.1). Die Kom-
position aller drei Abbildungen ist die Identita¨t, es hat also die Inklusion
IndGP (ρ) ⊆ Can(G,V ) einen stetigen Schnitt, weswegen die von ihr induzierte
Abbildung κρ : D(G,V )→ M(ρ) surjektiv ist. Die Komposition
κρ ◦ ιVG : D(G,K)× V ′ −→ M(ρ)
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ist nun D(P,K)-balanciert, wenn man D(P,K) auf D(G,K) durch Rechts-
multiplikation wirken la¨sst. Dies induziert seinerseits eine surjektive Abbil-
dung
D(G,K)⊗D(P,K) V ′ → M(ρ) .
Die Inklusionen U(g) ⊆ D(G,K), U(p) ⊆ D(P,K) und U(u) ⊆ D(U,K)
induzieren zusammen mit dieser eine Abbildung
m(ρ) −→ M(ρ) ,
von U(g)-Moduln. Tatsa¨chlich ist diese injektiv, da m(ρ) als Vektorraum
isomorph zu U(u) ⊗K V ′ und M(ρ) isomorph zu D(U, V ) = D(U,K) ⊗ V ′
ist.
1.8 Die Ringe Dr(U,K)
In diesem Abschnitt sind L = Qp und K ⊆ Cp .
Sei κ : Φ(Υ)− → N∗ so gewa¨hlt, dass
κ(α+ β) > κ(α) + κ(β) falls α+ β ∈ Φ(Υ)− .
Es sei ein fu¨r alle mal eine Totalordnung auf Φ(Υ)− fixiert, fu¨r welche κ
ordnungserhaltend ist. In dieser Ordnung gilt also α+β > max{α, β} , sobald
α+ β in Φ(Υ)− liegt. Es ist, wie in Abschnitt 1.5 erwa¨hnt, die Abbildung
µ :
∏
α∈Φ(Υ)−
Uα −→ U
(uα) 7−→ ∏α uα ,
wobei hier das Produkt in aufsteigender Reihenfolge zu verstehen ist, ein Iso-
morphismus von lokal analytischen Mannigfaltigkeiten. Die getroffene Wahl
einer Chevalleybasis definiert desweiteren einen Isomorphismus von Grup-
pen
x :
∏
α∈Φ(Υ)−
Uα −→ ZΦ(Υ)−p
(uα) 7−→ (xα(uα)) .
Unter Koordinaten wird im Folgenden der Isomorphismus x ◦ µ−1 zwischen
U und ZΦ(Υ)
−
p verstanden. Eingeschra¨nkt auf die Uα stimmt er mit den xα
u¨berein. Wir setzen daher fu¨r alle u ∈ U auch xα(u) als die Projektion von
x ◦ µ−1(u) auf die α-Komponente.
1.8.1 Definition: Ein K-wertiger Pseudocharakter auf U bezu¨glich der fi-
xierten Ordnung ist eine K-wertige lokal analytische Funktion f auf U , fu¨r
welche f ◦ µ ◦ x−1 ein Charakter, d. h. ein lokal analytischer Homomorphis-
mus von ZΦ(Υ)
−
p nach K∗ , ist.
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Jeder Pseudocharakter f hat die Form
ξc(u) =
∏
α
(1 + cα)xα(u)
mit c ∈ KΦ(Υ)− und cα < 1 fu¨r alle α ∈ Φ(Υ)− .
Sei X der offene dim(U)-dimensionale offene Einheitsball in K . Die Fou-
riertransformation aus Abschnitt 1.2 liefert vermo¨ge der Koordinaten einen
Isomorphismus
D(U,K) −→ O(X ) .
Im Folgenden wird, falls daraus kein Missversta¨ndnis zu befu¨rchten ist, diese
Identifikation durchga¨ngig vorgenommen.
Sei u ∈ Uα und δu die entsprechende Dirac-Distribution. Dann gilt (No-
tation wie in Abschnitt 1.2)
Fδu(Z) = (1 + zα)
xα(u) .
Sei ferner xα ∈ gα das Element der Liealgebra von Uα , das unter xα der 1
in der Liealgebra von Zp entspricht. Dann gilt
Fxα(Z) = −xα ((1 + zα)xα)|u=0
= lim
t→0
exp(−txα)(1 + zα)xα − (1 + zα)xα
t |u=0
= lim
t→0
(1 + zα)t − 1
t
= log(1 + zα) .
Fu¨r die letzte Gleichheit vgl. [Rob00, 4.3, Proposition].
Jedes F ∈ D(U,K) hat in Koordinaten eine Darstellung der Form
F (Z) =
∑
S
fSZS
mit S = (sα) ∈ NΦ(Υ)− und Z = (zα) sowie fS ∈ K . Sei κ(S) =∑α sακ(α) .
Fu¨r jedes r > 0 sei im Folgenden
rS = rκ(S) .
Fu¨r 0 < r < 1 sei ferner
Dr(U,K) =
{∑
S
fSZS | lim
S
fS rS = 0
}
.
Es ist Dr(U,K) mit der Norm∑
S fSZ
S
r = maxS
fS rS
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ein K-Banachraum und es gilt
D(U,K) =
⋂
r<1
Dr(U,K) .
Wir wollen zeigen, dass das Faltungsprodukt ∗ auch bezu¨glich · r stetig
ist. In diesem Fall induziert es, weil D(U,K) in Dr(U,K) dicht liegt, ein ste-
tiges Produkt, welches wir ebenfalls mit ∗ bezeichnen. Es ist dann Dr(U,K)
zusammen mit diesem Produkt eine topologische K-Algebra. Die geforderte
Stetigkeit wird dabei durch Vergleich mit der gewo¨hnlichen kommutativen
Multiplikation · auf Dr(U,K) , fu¨r welche · r multiplikativ ist, gezeigt, ge-
nauer gilt das folgende
1.8.2 Lemma: Fu¨r alle F,G ∈ D(U,K) gilt
F ∗G− F ·G r ≤ r · F r · G r
sowie
F ∗G r = F r · G r .
Fu¨r den Beweis mu¨ssen zuna¨chst einige Hilfsmittel bereitgestellt werden.
Seien
M = {(α1, . . . , αn) | n ∈ N, αi ∈ Φ(Υ)−} ,
li : M −→M fu¨r i ∈ N definiert durch
li(α1, . . . , αn) =

(α1, . . . , αn) i ≥ n oder αi ≤ αi+1
(α1, . . . , αi−1, β1, . . . , βk, αi+1, αi, αi+2, . . . , αn)
i < n, αi > αi+1 .
Hier durchla¨uft βj alle cαi+dαi+1 , welche in Φ(Υ)− liegen, in aufsteigender
Reihenfolge, jedes cαi + dαi+1 genau Cαi,αi+1,c,d mal hintereinander. Sei L
der von den li erzeugte Monoid von Abbildungen. Fu¨r α = (αj) ∈M sei
minα = min
j
αj
bezu¨glich der fixierten Ordnung auf Φ(Υ)− . Es heiße α geordnet, falls fu¨r
alle 1 ≤ j < n gilt αj ≤ αj+1 .
1.8.3 Lemma: Fu¨r alle α ∈M existiert ein l ∈ L , fu¨r welches lα geordnet
ist.
Beweis: Die Behauptung ist trivial fu¨r minα = maxΦ(Υ)− . Sei sie
gezeigt fu¨r alle α mit minα ≥ α0 . Falls α0 = minΦ(Υ)− , so ist bereits
das Lemma gezeigt. Es habe also α0 einen Vorga¨nger β . Seien α ∈ M mit
minα = β und
M(α) = #{j ∈ N | αj = β} .
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Falls M(α) > 1 , so existiert ein Anfangsstu¨ck α′ von α mit min(α′) =
min(α) undM(α′) = 1 . Per Induktion u¨berM(α) existiert dann also ein l ∈
Lmit geordnetem lα′, insbesondere α′1 = β und die Induktionsvoraussetzung
ist nun auf α′′ = (α′2, α′3 . . . ) anwendbar. Es existiert daher ein l′ ∈ L mit
geordnetem l′α′′ . Nach einer geeigneten Indexverschiebung erha¨lt man ein
l′′ ∈ L , fu¨r welches l′′α geordnet ist. Es kann also M(α) = 1 angenommen
werden. Sei γ(α) der zweitkleinste Eintrag von α . Falls ein solcher nicht
existiert, so ist α konstant und damit geordnet. Sei die Behauptung fu¨r alle
α mit γ(α) ≥ γ0 gezeigt.
Sei j(α) dasjenige j mit αj = β . Falls j(α) = 1 , so ist die Induktionsvor-
aussetzung auf das Teilstu¨ck α′ = (α2, α3, . . . αn) anwendbar, denn es gilt
minα′ > minα . Dies zeigt die Behauptung in diesem Fall. Sei also j(α) > 1
und sei
α′ = lj(α)−1(α) .
Sei α′′ das Teilstu¨ck (β1, . . . , βk, αj(α)) von α′ . Auf α′′ ist wegen γ(α′′) ≥
βcαi+dαi+1 > αj(α)−1 ≥ γ(α) die Induktionsvoraussetzung anwendbar. Es
existiert also ein l ∈ L , fu¨r welches lα′′ geordnet ist. Durch geeignete Index-
verschiebung erha¨lt man daraus ein l′ ∈ L mit j(l′(α)) < j(α) . Dies macht
die Induktionsvoraussetzung anwendbar und zeigt die Behauptung.
1.8.4 Definition: Fu¨r α ∈M sei
λα = min
k
{∃i1, . . . , ik | li1 ◦ · · · ◦ likα ist geordnet} .
Zu jedem α seien solche i1, . . . , ik fixiert. Damit seien
Lα = (α1, . . . , αik+1, αik , . . . , αn) ,
lα = likα .
1.8.5 Lemma: Sei λα 6= 0 . Dann gilt
(i) λ(lα) < λα
(ii) λ(Lα) < λα
(iii) λ(α1, . . . , αˆj , . . . , αn) ≤ λα
Beweis: (i) ist evident, (ii) folgt aus (i) und (iii). Teil (iii) wird per
Induktion u¨ber λα bewiesen. Die Aussage ist auch fu¨r λα = 0 sinnvoll
und in diesem Fall trivial. Sei α′ = lα . Es gilt λα′ < λα . Ferner geht
li(α1, . . . , αˆj , . . . , αn) fu¨r ein geeignetes i ∈ N aus α′ durch Auslassen eines
oder mehrerer Elemente hervor (ggf. auch i > n , d. h. li = id). Daher gilt
nach Induktionsvoraussetzung fu¨r α′
λ(li(α1, . . . , αˆj , . . . , αn)) ≤ λα′ < λα .
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Dies impliziert aber wegen λ(liβ) ≥ λβ − 1 fu¨r alle β ∈M die Behauptung.
Die Wahl der Chevalleybasis liefert Elemente uα ∈ Uα fu¨r alle α ∈ Φ(Υ)−
mit
xβ(uα) = δα,β
und es gilt
xγ((uα, uβ)) =
{
0 γ 6= cα+ dβ
Cα,β;c,d γ = cα+ dβ
.
Fu¨r jedes u ∈ U sei δu ∈ D(U,K) die entsprechende Dirac-Distribution.
Es gilt fu¨r alle u ∈ U
Fδu = ∗α(1 + zα)xα(u) ,
wenn man das Produkt in aufsteigender Reihenfolge auffasst. Man setze
Zα,β = ∗
cα+dβ
∈Φ(Υ)−
(1 + zcα+dβ)Cα,β;c,d − 1 .
Dann folgt fu¨r α, β ∈ Φ(Υ)−
zα ∗ zβ − zβ ∗ zα = Zα,β ∗ (1 + zβ) ∗ (1 + zα) .
Sei
µ : M −→ Dr(U,K)
α 7−→ n∗
j=1
zαj .
1.8.6 Lemma: Fu¨r alle α ∈M gilt
µα−
n∏
j=1
zαj
r
≤ r
n∏
j=1
zαj
r
und
µα r =
n∏
j=1
zαj r .
Beweis: Die zweite Aussage folgt wegen r < 1 aus der ersten auf Grund
der starken Dreiecksungleichung. Die erste Aussage wird per Induktion u¨ber
λα gezeigt. Falls λα = 0 , so ist α geordnet, also µα =
n∏
j=1
zαj . Sei also
λα > 0 . Es gilt
µα− µLα = k−1∗
j=1
zαj ∗ (zαk ∗ zαk+1 − zαk+1 ∗ zαk) ∗ n∗j=k+2 zαj
=
k−1∗
j=1
zαj ∗ Zαk,αk+1 ∗ (1 + zαk+1) ∗ (1 + zαk) ∗ n∗j=k+2 zαj .
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Man betrachte nun die Monome, die man erha¨lt, wenn man den letzten Aus-
druck ausmultipliziert. Der Vergleich mit der Definition von lα zeigt, dass
diese von der Form µβ sind, wobei β aus lα durch eine ggf. vorzunehmende
Streichung von Eintra¨gen hervorgeht. Nach 1.8.5 ist daher die Induktions-
voraussetzung auf diese Summanden anwendbar. Falls Zαk,αk+1 = 0 gilt,
falls also zαk und zαk+1 vertauschen, gilt µα = µLα . Ansonsten entha¨lt
jedes Monom mindesten einen Faktor zcαk+dαk+1 , so dass gilt
µα− µLα r ≤
∏
j<k
j>k+1
zαj r · maxcαk+dαk+1
∈Φ(Υ)−
zcαk+dαk+1 r
≤ ∏
j<k
j>k+1
zαj r · r · zαk r · zαk+1 r ,
letzteres auf Grund der Ungleichung κ(α+ β) > κ(α) + κ(β) fu¨r alle α, β ∈
Φ(Υ)− und
zcαk+dαk+1 r = r
κ(cαk+dαk+1) ≤ r · rκ(αk) · rκ(αk+1) .
Da ebenfalls wegen 1.8.5 die Induktionsvoraussetzung auch auf Lα anwend-
bar ist, folgt
µα−
n∏
j=1
zαj
r
≤ max
{
µα− µLα r, µLα−
n∏
j=1
zαj
r
}
≤ r
n∏
j=1
zαj r
= r
n∏
j=1
zαj
r
.
Beweis: (von Lemma 1.8.2) Seien 0 6= F = ∑S fSZS und 0 6= G =∑
S gSZ
S gegeben. Es gilt
F ∗G r =
∑
fSgS′ZS ∗ ZS′ r ,
daher auf Grund des vorstehenden Lemmas
F ∗G− F ·G r ≤ maxS,S′ fSgS′ ZS ∗ ZS
′ − ZS · ZS′ r
≤ max
S,S′
fSgS′ · r · ZS · ZS′ r
= r · F ·G r = r · F r · G r .
Vermo¨ge der starken Dreiecksungleichung folgt hieraus auch F ∗G r =
F ·G r = F r · G r .
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1.8.7 Korollar: (Dr(U,K), ∗)∗ = (Dr(U,K), ·)∗ , d. h. die Einheiten bezu¨g-
lich ∗ stimmen mit denen bezu¨glich · u¨berein. Ferner sind alle Links- bzw.
Rechtseinheiten bezu¨glich ∗ zweiseitige Einheiten. Selbiges gilt fu¨r D(U,K)
anstelle von Dr(U,K) .
Beweis: Sei F · G = 1. Dann gilt F ∗G− 1 r = F ∗G− F ·G r ≤
r F ·G r = r < 1 . Damit ist F ∗ G eine Einheit bezu¨glich ∗ und wegen
G ·F = 1 ebenso G ∗F und daher auch G und F . Ist umgekehrt F ∗G = 1 ,
so sieht man auf analoge Weise ein, dass F ·G = G ·F eine Einheit bzgl. · ist.
Daher sind dies auch F und G . Erneute Anwendung der ersten Richtung
ergibt dann, dass auch G ∗F eine Einheit bezu¨glich ∗ ist, und daher sind F
und G auch Einheiten bezu¨glich ∗ . Die Aussage fu¨r D(U,K) folgt aus dem
bereits Bewiesenen.
1.9 Noethersche Eigenschaft
Es seien in diesem Abschnitt ri > 0 (nicht aber notwendig ri < 1) fu¨r
i = 1, . . . , k gewa¨hlt. Sei Z = (zi)i=1,...,k und
A =
 ∑
S∈Nk
aSZS | lim→ aS
k∏
i=1
rsii = 0
 .
Auf A ist die natu¨rliche Norm
∑
aSZS = max aS
∏k
i=1 r
si
i definiert. Es
liegt A− {0} in der von K∗ sowie den ri erzeugten Untergruppe von
R∗ . Falls K eine endliche Erweiterung von Qp ist und ri ∈ K∗ fu¨r alle i
gilt, so ist diese in einer Gruppe der Form CZ fu¨r ein C ∈ K∗ enthalten.
Es sei auf A neben der gewo¨hnlichen kommutativen Multiplikation, welche
mit · bezeichnet sei, noch eine weitere, mit ∗ bezeichnete, assoziative, nicht
aber notwendig kommutative Ringstruktur definiert. Es gebe ein C < 1 , so
dass fu¨r alle F,G ∈ A ein ξ ∈ A mit
F ∗G = F ·G+ ξ
und ξ ≤ C · F · G existiert. Falls K/Qp endlich ist, la¨sst sich C so
wa¨hlen, dass A− {0} ⊆ CZ gilt. Betrachte die durch
Al =
{
F | F ≤ C l
}
fu¨r l ∈ Z definierte Filtrierung auf A. Die Al mit l ≥ 0 sind Ideale in A0
bezu¨glich · und ∗, ferner ist der zugeho¨rige graduierte Ring grad(A) in beiden
Fa¨llen gleich, insbesondere kommutativ.
1.9.1 Lemma: Es sei K/Qp endlich und es gelte ri ∈ K∗ fu¨r alle i sowie
A− {0} ⊆ CZ. Dann ist grad(A) noethersch.
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Beweis: Sei K˜ der Restklassenko¨rper von K . Dann wird grad(A) als
K˜-Vektorraum von den Monomen a˜SZS erzeugt. Hier ist a˜SZS ∈ Al/Al+1
mit aSZS = C l zu verstehen. Die Abbildung
grad(K)⊗K˜ K˜[T ] −→ grad(A)
a˜S ⊗ TS 7−→ a˜SZS
ist daher ein Isomorphismus von Vektorra¨umen. Da aber die von ∗ auf
grad(A) induzierte Multiplikation mit der von · induzierten u¨bereinstimmt,
ist sie sogar ein Isomorphismus von Ringen. Es ist aber grad(K) isomorph
zur Algebra der Laurentpolynome u¨ber K˜ , also noethersch, und damit ist
auch grad(A) noethersch.
1.9.2 Proposition: Falls K/Qp endlich ist und ri ∈ K∗ fu¨r alle i gilt, so
ist (A, ∗) ein noetherscher Ring.
Beweis: Man wa¨hle C wie in 1.9.1. Es ist A bezu¨glich der Filtrierung
(Al) vollsta¨ndig und die Filtrierung ist ausscho¨pfend. Ferner ist grad(A)
noethersch. Die Behauptung folgt daher aus [Bou89, III.2.9, Korollar 1 zu
Proposition 12 ].
1.9.3 Korollar: Seien L = Qp , K/Qp endlich und r ∈ K∗ . Dann ist
Dr(U,K) ein noetherscher Ring.
2 Die Irreduzibilita¨t von M(ρ)
Es sind in diesem Kapitel L = Qp und K/Qp endlich. Es ist G eine kom-
pakte lokal analytische Gruppe mit komplementa¨ren Untergruppen U und P
sowie einer lokal analytischen Darstellung ρ von P auf dem endlich dimen-
sionalen K-Vektorraum V . Es ist 0 < r < 1 eine reelle Zahl mit r ∈ K∗ .
2.1 Die Ringe Dr(G,K)
Die im ersten Kapitel bereitgestellten Objekte Dr(U,K) ,DH(G,K) und
DN (U,K) sind ausreichend, um das Hauptresultat dieser Arbeit zu zeigen.
Dabei machen sich allerdings technische Schwierigkeiten bemerkbar, welche
im Wesentlichen darauf beruhen, dass ”Dr(G,K)“ als Pendant zu Dr(U,K)
in diesem Rahmen nicht definiert wurde. Das hat zur Folge, dass Aussagen,
welche analog zu denen in Abschnitt 1.4 wa¨ren, fu¨r Dr(U,K) nicht vorhan-
den sind. Dies erfordert die Einfu¨hrung der Ringe DH(G,K) , welche aller-
dings recht schwierig zu handhaben sind, u. a. die unangenehme Eigenschaft
haben, dass D(G,K) nicht dicht in ihnen liegt. Wu¨nschenswert ist also die
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Einfu¨hrung eines Ringes Dr(G,K) , welcher auf Dr(U,K) operiert, fu¨r wel-
chen D(G,K) = ∩rDr(G,K) gilt und der die Eigenschaften aus Abschnitt
1.4 hat.
Tatsa¨chlich la¨sst sich dieses Programm durchfu¨hren. In [ST02a] grei-
fen Schneider und Teitelbaum die Dr(U,K) in abgewandelter Form auf
und verallgemeinern ihre Definition auf beliebige kompakte lokal analyti-
sche Gruppen G . Diese Theorie soll hier in ihren Ergebnissen, soweit sie
fu¨r diese Arbeit relevant sind, kurz referiert werden. Sie sind den Aussa-
gen des ersten Kapitels dieser Arbeit weitgehend verwandt. Innerhalb dieses
Rahmens gestaltet sich der Beweis letztendlich u¨bersichtlicher, wenn auch
nicht grundsa¨tzlich anders. Die Ringe DH(G,K) bleiben aber fu¨r Teile des
Beweises von Bedeutung. Da sich bestimmte Rechnungen in ihnen bequem
vornehmen lassen, wird von ihnen im Abschnitt u¨ber Gewichtsvektoren (2.4)
weiterhin Gebrauch gemacht.
Seien zuna¨chst H und G beliebige kompakte lokal Qp-analytische Grup-
pen. Eine p-Bewertung von H ist eine Abbildung ω : H − {1} → ( 1p−1 ,∞)
mit den Eigenschaften
(i) ω(gh−1) ≥ min(ω(g), ω(h))
(ii) ω((g, h)) ≥ ω(g) + ω(h)
(iii) ω(gp) = ω(g) + 1
fu¨r alle g, h ∈ H . Eine geordnete Basis von (H,ω) ist ein Tupel (h1, . . . , hd)
mit hi ∈ H fu¨r alle i derart , dass
ψ : Zdp −→ H
(x1, . . . , xd) 7−→ hx11 · · ·hxdd
eine globale Karte fu¨r H ist, welche
ω(hx11 · · ·hxdd ) = mini (ω(hi) + ωp(xi))
erfu¨llt. Es besitze H eine p-Bewertung mit einer geordneten Basis, welche
man fixiere.
Wie im ersten Kapitel erha¨lt man vermo¨ge Fouriertransformation eine
Identifikation
D(H,K) ∼= D(Zdp,K) ∼= O(X ) ,
wobei hier X den d-dimensionalen offenen Einheitsball in K bezeichnet. Fu¨r
S ∈ Nd definiere man
κ(S) =
d∑
i=1
siω(hi)
und setze fu¨r jedes 0 < r < 1
Dr(H,K) =
{∑
S
fSZS | fS rκ(S) → 0
}
.
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Auf Dr(H,K) existiert die natu¨rliche Norm∑
fSZS r = maxS
{
fS rκ(S)
}
.
Es erfu¨lle die p-Bewertung zusa¨tzlich die folgende Bedingung.
(HYP)
(i) ω(hi) + ω(hj) > pp−1 fu¨r alle 1 ≤ i < j ≤ d ,
(ii) (H,ω) ist p-saturiert, d. h. ω(g) > pp−1 impliziert,
dass g eine p-Potenz ist.
Es gilt nun die folgende Proposition aus [ST02a]
2.1.1 Proposition: Sei 1p < r < 1 . Dann ist das Faltungsprodukt ∗ von
D(H,K) stetig bezu¨glich · r . Mit dem vermo¨ge Stetigkeit fortgesetzten Pro-
dukt ∗ ist Dr(H,K) eine noethersche Banachalgebra, · r ist multiplikativ.
Sei nun H ein kompakter offener Normalteiler von G, welcher p-bewertet
ist und eine geordnete Basis hat, welche (HYP) erfu¨llt. Sei g1, . . . , gk ein
vollsta¨ndiges System von Nebenklassenrepra¨sentanten fu¨r H . Es ist dann
D(G,K) frei von endlichem Rang u¨ber D(H,K) , und zwar gilt
D(G,K) =
k∑
i=1
δgi ∗D(H,K) =
k∑
i=1
D(H,K) ∗ δgi .
Dies ermo¨glicht fu¨r D(G,K) 3 F =∑ δgi ∗ Fi die Definition
F r = maxi
Fi r .
Diese Norm ist ihrerseits multiplikativ. Sei Dr(G,K) die Vervollsta¨ndigung
von D(G,K) bezu¨glich dieser Norm. Dies ist ebenfalls eine noethersche Ba-
nachalgebra (vgl. [ST02a]). Wie in Abschnitt 1.9 sieht man, dass ein Cr < 1
mit Dr(G,K)− {0} r ⊆ CrZ existiert.
Wir kommen nun auf die Bezeichnungsweise des ersten Kapitels zuru¨ck,
es seien also G,P,U etc. wie in Abschnitt 1.6 definiert. Fu¨r l ∈ N∗ hat
Gl gerade die geforderte Eigenschaft, denn nach 1.6.3 sind diese in der Tat
Normalteiler, fu¨r welche die Produktabbildung nach 1.6.2
T(l) ×
∏
α∈Φ
Uα,l −→ Gl
in jeder Reihenfolge eine globale Karte definiert. Wir wollen nun auf G2 die
folgende p-Bewertung einfu¨hren:
ω(g) = min
l
{g ∈ Gl} .
Zu zeigen sind die Eigenschaften einer p-Bewertung. Die erste ist trivia-
lerweise erfu¨llt. Die zweite Eigenschaft folgt aus [BT72, 6.4.44 ]. Zur dritten
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Eigenschaft. Sei ω(g) = l . Fu¨r g ∈ Uα,l und g ∈ T(l) ist die Behauptung klar,
da es sich hierbei um die u¨bliche Bewertung von Zp bzw. den Kongruenz-
untergruppen in Q∗p handelt. Sei g = h1 · · ·hd . Dann gilt gp = hp1 · · ·hpd · g′ ,
wobei g′ ein Produkt aus Kommutatoren von Elementen aus Gl ist. Diese
liegen nach [BT72, 6.4.44 ] sogar in G2l . Da die h
p
i alle in Gl+1 liegen folgt
wegen 2l > l + 1 insgesamt ω(gp) = ω(g) + 1 .
Sei nun l ≥ 2 fixiert. Man wa¨hle zu jedem Uα,l einen topologischen
Erzeuger, dazu dim(T ) viele Elemente, die eine topologische Basis von T(l)
sind. Diese Elemente bilden dann in jeder Reihenfolge eine geordnete Basis
fu¨r Gl .
Betrachte nun die Einschra¨nkung von ω auf ein Gl . Setzt man ωl =
ω − (l − 1) fu¨r p 6= 2 und ωl = ω − (l − 2) fu¨r p = 2 , so ist auch ωl eine
p-Bewertung von Gl , welche zusa¨tzlich die Elemente der geordneten Basis
mit 1 (bzw. 2 fu¨r p = 2) bewertet. Es ist damit zuna¨chst der erste Teil von
(HYP) fu¨r ωl erfu¨llt. Fu¨r die Saturiertheit betrachte man die p-Potenzierung
G→ G . Ihre Tangentialabbildung an der Stelle 1 ist die Multiplikation mit
p . Da dies ein Isomorphismus ist, ist die p-Potenzierung lokal umkehrbar,
d. h. fu¨r hinreichend großes l ist jedes g ∈ Gl eine p-te Potenz. Dies zeigt
dass fu¨r solche l die p-Bewertung ωl auch saturiert ist. Ein solches l halte
man fest.
Man wa¨hle nun die Reihenfolge bei der Multiplikation der Uα,l und der
T(l) so, dass links zuerst alle Uα,l mit α ∈ Φ(Υ)− stehen. Mit diesen Fest-
legungen definiere man nun die Ringe Dr(G,K) ,Dr(P,K) sowie Dr(U,K)
gema¨ß des oben angegebenen Verfahrens. Man beachte, dass diese Definiti-
on von Dr(U,K) nicht mit der im ersten Kapitel gegebenen u¨bereinstimmt.
Tatsa¨chlich kann aber die dortige Definition von Dr(U,K) der hiesigen sub-
sumiert werden, indem man na¨mlich feststellt, dass
ω˜(u) = min
α∈Φ(Υ)− κ(α) + ωp(xα(u))
(hier auch κ wie in Abschnitt 1.8) eine p-Bewertung ist. Dieses sieht man
a¨hnlich wie oben, benutzt aber κ(α+β) > κ(α)+κ(β) zusa¨tzlich zu [BT72,
6.4.44 ]. Es la¨sst sich allerdings ω˜ nicht auf G fortsetzen.
2.1.2 Proposition: Seien G,U, P etc. wie in Abschnitt 1.6 definiert. Sei ρ
eine lokal analytische Darstellung von P auf einem endlich dimensionalen
K-Vektorraum V . Die stetige Operation von D(G,K) auf D(U,K) ⊗ V ′ ∼=
M(ρ) dehnt sich fu¨r r hinreichend nahe bei 1 zu einer solchen von Dr(G,K)
auf Dr(U,K)⊗ V ′ aus.
Beweis: Seien Ul = Gl ∩U und Pl = Gl ∩P . Es operiert D(P,K) stetig auf
V ′ und auf Grund der Endlichdimensionalita¨t von V ′ dehnt sich diese zu
einer solchen von Dr(P,K) fu¨r r hinreichend nahe bei 1 aus. Man betrachte
die natu¨rliche Abbildung
Dr(U,K)⊗ V ′ −→ Dr(G,K)⊗Dr(P,K) V ′ ,
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welche die Potenzreihen u¨ber Ul in diejenigen u¨ber Gl einbettet. Zuna¨chst
sieht man leicht ein, dass diese Abbildung bijektiv ist. Man versehe nun
Dr(G,K) ⊗Dr(P,K) V ′ mit der kanonischen Topologie gema¨ß [ST02a, 2.1 ].
Dies ist z. B. die Quotiententopologie bezu¨glich einer beliebigen Surjektion
Dr(G,K)m → Dr(G,K)⊗Dr(P,K) V ′
von Dr(G,K)-Moduln. Man sieht damit, dass die oben genannte Abbildung
auch stetig, und also auf Grund des Satzes von der offenen Abbildung ein
Homo¨omorphismus ist. Diese Abbildung erlaubt es, auf Dr(U,K) ⊗ V ′ die
Struktur eines Dr(G,K)-Banachmoduls zu definieren.
2.1.3 Proposition: Es seien G,U, P wie in Abschnitt 1.6 definiert. Es sei
zu jedem 0 6= F ∈ D(U, V ) und eine kofinale Familie von r die Multi-
plikationsabbildung ∗ρF : Dr(G,K) → Dr(U, V ) surjektiv. Dann ist auch
∗ρF : D(G,K)→ D(U, V ) surjektiv.
Beweis: Der Beweis kann wie in 1.4.2 gefu¨hrt werden und ist in diesem Fall
sogar einfacher. Die Aussage folgt aber auch aus Theorem A in [ST02a].
2.2 Orthogonalbasen
Es ist in diesem Abschnitt H ⊆ G ein offener Normalteiler mit p-Bewertung
ω und geordneter Basis h1, . . . , hd , welche (HYP) erfu¨llt. Es ist h = g ihre
gemeinsame Liealgebra.
Sei V ein normierterK-Vektorraum. Ein System (vi)i∈I heißt orthogonal,
falls es den Nullvektor nicht entha¨lt und fu¨r jedes System (ci)i∈I mit ci ∈ K
derart, dass
v =
∑
i∈I
civi
summierbar ist, gilt
v = max
i∈I ci vi .
In diesem Fall sind die ci eindeutig bestimmt. Wenn V ein Banachraum ist,
so heißt das System (vi)i∈I eine Orthogonalbasis, falls es orthogonal ist und
es zu jedem v ∈ V eine Familie (ci)i∈I mit v =∑i∈I civi gibt.
Die Ringe Dr(H,K) mit der Norm · r haben eine natu¨rliche Orthogo-
nalbasis, na¨mlich
(ZS)S∈Nd
mit Z = (za)1≤a≤d . Im Folgenden sollen weitere Orthogonalbasen fu¨r die
Norm · r aufgezeigt werden.
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2.2.1 Lemma: Sei 0 6∈ F ⊆ Dr(H,K) und sei zu jedem F = ∑ fSZS ∈ F
ein SF ∈ Nd so gewa¨hlt, dass F r = fSF rSF gilt. Es existiere ferner fu¨r
alle paarweise verschiedenen
F 3 Fi =
∑
fi,SZS
mit i = 1, . . . ,m stets ein 1 ≤ k ≤ m , so dass fu¨r alle i 6= k gilt (Sk = SFk)
fi,Sk r
Sk < Fi r .
Dann ist F orthogonal.
Beweis: Sei F =
∑m
i=1 λiFi . Zu zeigen ist F r = maxi λi Fi r . Der
Fall m = 1 ist trivial. Seien m > 1 und k wie oben. Falls λk Fk r <
maxi6=k λi Fi r , so gilt
F r =
∑
i6=k λiFi r = maxi λi Fi r
nach Induktionsvoraussetzung und auf Grund der strengen Dreiecksunglei-
chung. Falls λk Fk r > maxi6=k λi Fi r , so gilt, ebenfalls wegen der
strengen Dreiecksungleichung,
F r = λk Fk r = maxi
λi Fi r .
Sei also λk Fk r = maxi 6=k λi Fi r . Es gilt
F =
∑
S
m∑
i=1
λifi,SZS
und fu¨r alle i 6= k nach Voraussetzung
λifi,Sk r
Sk < λi Fi r ≤ λk Fk r = λkfk,Sk rSk .
Damit folgt erneut wegen der starken Dreiecksungleichung
F r ≥
∑m
i=1 λifi,Sk r
Sk = λkfk,Sk r
Sk = λk Fk r = maxi
λi Fi r .
Die Ungleichung F r ≤ maxi λi Fi r ist trivial. Dies zeigt die Behaup-
tung.
Man ordne nun Nd auf eine solche Weise total an, dass die Abbildung
Nd → N
(si) 7→
∑
si
ordnungserhaltend ist. In einer solchen Ordnung gibt es zu jedem S nur
endlich viele S′ mit S′ < S .
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2.2.2 Lemma: Seien F und (SF )F∈F wie in (2.2.1). Fu¨r jedes F ∈ F gelte
SF = max
S
{
F r = fS r
S
}
.
Ferner gebe es zu jedem S ∈ Nd ein F ∈ F mit S = SF . Dann ist F eine
Orthogonalbasis.
Beweis: Sei 0 6= Q =∑S qSZS . Zu zeigen ist nur, dass Q im Abschluss des
von F aufgespannten Vektorraumes liegt. Seien
S′ = max
S
{
Q r = qS r
S
}
und F ∈ F mit SF = S′ , etwa F =∑ fSZS . Seien
Q′ = Q− qS′
fS′
F =
∑
q′SZS
und S′′ = maxS
{
Q′ r = q
′
S r
S
}
. Es gilt Q′ r ≤ Q r , denn qS′fS′ F r =
Q r . Falls Q
′
r = Q r , so gilt aber S
′′ < S′ , denn q′S rS < qS′ rS
′
fu¨r S > S′ und q′S′ = 0 . Daher gelangt man in endlich vielen Schritten zu
einem Element Q′ mit Q′ r < Q r und damit auch
Q′ r ≤ Cr G r ,
vergleiche hierzu die Ausfu¨hrungen nach Proposition 2.1.1. Wiederholte An-
wendung dieses Verfahrens zeigt dann, dass Q tatsa¨chlich im Abschluss des
von F aufgespannten Vektorraumes liegt.
Die beiden vorstehenden Lemmata sollen nun auf konkrete Elemente von
Dr(H,K) angewandt werden. Sei hierzu fu¨r jedes 1 ≤ a ≤ d
Fa = log (1 + za) =
∑
l∈N
alzla .
Diese Elemente sind von besonderem Interesse, da sie unter der Fourier-
transformation einer Basis von h entsprechen und also U(h) erzeugen (vgl.
Abschnitt 1.8). Es seien
la = max
l
{
Fa r = al r
lω(ha)
}
und mit diesen Bezeichnungen
F =
{
ZJ ∗ d∗
a=1
Fmaa |M,J ∈ Nd; 0 ≤ ja < la
}
.
Hier ist, wie schon zuvor, das Produkt in aufsteigender Reihenfolge zu ver-
stehen. Desweiteren definiere man SF = (mala+ ja) . Nach Konstruktion ist
die Abbildung F 7→ SF injektiv.
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2.2.3 Lemma: Es erfu¨llt F die Bedingungen von Lemma 2.2.1 und 2.2.2.
Beweis: Zuna¨chst gilt la 6= 0 fu¨r alle a , da der Logarithmus keinen konstan-
ten Term hat. Sei F =
∑
fSZS ∈ F mit F = ZJ ∗ ∗da=1 Fmaa . Sei
Fmaa =
∑
l
ba,lzla .
Es gilt F =
∏
a z
ja
a · Fmaa + ξ mit ξ r < F r [ST02a, 4.2 und 4.3 ]. Auf
Grund der Multiplikativita¨t der Norm ist nun zuna¨chst die erste Bedingung
erfu¨llt, na¨mlich
F r = fSF r
SF .
Weiterhin ist
F =
∑
S
sa≥ja
(∏
a
ba,sa−ja
)
ZS + ξ ,
also
F r =
∏
a
ba,mala r
SF .
Fu¨r alle S, fu¨r welche ein 1 ≤ a˜ ≤ d existiert mit sa˜ > ma˜la˜ + ja˜ gilt∏
a
ba,sa−ja rS < ba˜,ma˜la˜
∏
a 6=a˜
ba,sa−ja rS˜ ≤ F r
und damit fS rS < F r . Daher gilt fu¨r alle S
′ mit F r = fS′ r
S′ not-
wendigerweise s′a ≤ mala + ja fu¨r alle a , und daher S′ = SF oder S′ < SF .
Sei nun S = (mala + ja) mit 0 ≤ ja < la vorgegeben. Dann gilt fu¨r
F = ZJ ∗ ∗da=1 Fmaa gerade SF = S . Dies zeigt, dass die Bedingungen aus
Lemma 2.2.2 erfu¨llt sind.
Seien nun paarweise verschiedene Fi =
∑
fi,SZS fu¨r 1 ≤ i ≤ m gegeben.
Falls nun ein 1 ≤ k ≤ m existiert, so dass fu¨r jedes i 6= k ein a˜ existiert mit
sk,a˜ = mk,a˜lk,a˜ + jk,a˜ > mi,a˜li,a˜ + ji,a˜ = si,a˜
(Doppelindices hier in der naheliegenden Bedeutung), so liefert obiges, an-
gewandt auf S = Sk = SFk und F = Fi wegen Sk = (mk,alk,a + jk,a)1≤a≤d
gerade
fi,Sk r
Sk < Fi r .
Zu zeigen ist also die Existenz eines solchen k. Hierzu beginne man mit
W = {1, . . . ,m} . Seien zuna¨chst a = 1 und
W ′ =
{
i ∈W | si,a = max
i′∈W si′,a
}
.
FallsW ′ nur aus einem Element besteht, so ist dies das gesuchte k , ansonsten
wiederhole man das Verfahren mit a+ 1 und W ′ anstelle von a und W . Da
die Si paarweise verschieden sind, erha¨lt man nach endlich vielen Schritten
eine einelementige Menge, deren Element das gesuchte k ist.
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2.2.4 Korollar: Sei F = (Fa)1≤a≤d. Dann gilt fu¨r den topologischen Ab-
schluss von U(h) in Dr(H,K)
U(h) =
{∑
aMFM | aM FM r → 0
}
.
Dieses ist ein abgeschlossener Unterring von Dr(H,K) . Hierbei sind die
Monome FM bezu¨glich ∗ in aufsteigender Reihenfolge zu bilden.
Beweis: Die FM sind (unter der Fouriertransformation) eine Basis von
U(h) und nach Obigem orthogonal. Dies zeigt die Formel fu¨r den Abschluss.
Da die Multiplikation stetig ist und U(h) ein Unterring ist, gilt dies dann
auch fu¨r den Abschluss.
2.2.5 Bemerkung: Das Lemma 2.2.3 gilt ebenso fu¨r
F ′ =
{∗
a
Fmaa ∗ ZJ | . . .
}
,
der Beweis hierzu ist nahezu wo¨rtlich derselbe.
2.2.6 Korollar: Dr(G,K) ist als Rechts- und als Linksmodul endlich und
frei u¨ber U(h) .
Beweis: Da Dr(G,K) endlich frei u¨ber Dr(H,K) ist, kann G = H an-
genommen werden. Sei also Q ∈ Dr(H,K) . Dann hat Q eine eindeutige
Darstellung
Q =
∑
J,M
aJ,MFM ∗ ZJ =
∑
J
(∑
M
aJ,MFM
)
∗ ZJ
mit aJ,M FM ∗ ZJ r → 0 koendlich. Damit konvergieren fu¨r jedes J die∑
M aJ,MF
M ∈ U(h) und es ist{
ZJ | 0 ≤ ja < la
}
ein freies Erzeugendensystem von links, ebenso sieht man, dass es auch eines
von rechts ist.
2.2.7 Korollar: Es ist U(h) noethersch.
Beweis: Es ist Dr(H,K) eine treuflache noethersche U(h)-Algebra.
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2.2.8 Korollar: Jedes 0 6= Q ∈ Dr(G,K) erfu¨llt eine Gleichung
m∑
i=0
aiQi = 0 ,
in welcher ai ∈ U(g) und a0 6= 0 gelten.
Beweis: Falls Q u¨berhaupt eine nichttriviale Gleichung erfu¨llt, so erfu¨llt
es auch eine mit a0 6= 0 , da Dr(G,K) ein Integrita¨tsbereich ist. Ga¨be es
nun keine nichttriviale Gleichung fu¨r Q , so wa¨re (Qi)i∈N Basis eines freien
U(g)-Moduls L von unendlichem Rang, enthalten in L′ = Dr(G,K) , einem
freien Modul von endlichem Rang. Dies widerspricht der Tatsache, dass U(g)
ein noetherscher Ring ist.
2.2.9 Korollar: Jedes nichttriviale Links- oder Rechtsideal I von Dr(G,K)
hat einen nichttrivialen Schnitt mit U(g) .
Beweis: Sei 0 6= Q ∈ I ⊆ Dr(G,K). Dann gilt in der vorangegangenen
Notation
0 6= a0 = −
m∑
i=1
aiQi ∈ I ∩ U(g) .
Dies zeigt die Behauptung fu¨r Linksideale, die fu¨r Rechtsideale zeigt sich
ebenso.
2.3 Diagonalisierbarkeit
In diesem Abschnitt sind G,P,U etc. wie in Abschnitt 1.6 definiert.
Fu¨r r nahe bei 1 operiert, wie wir in Proposition 2.1.2 gesehen haben,
U(t) durch Einschra¨nkung der Operation von Dr(G,K) stetig auf m(ρ) =
U(u)⊗ V ′ und damit auch auf dessen Abschluss in Dr(U,K)⊗ V ′ .
Fu¨r λ ∈ t∗ sei
m(ρ)λ =
{
v ∈ m(ρ) | xv = λ(x)v fu¨r alle x ∈ t
}
der Gewichtsraum zu λ . Es gilt
2.3.1 Lemma: Alle m(ρ)λ sind endlich dimensional.
Beweis: Wir haben gesehen, dass die FM fu¨r M ∈ NΦ(Υ)− eine Ortho-
gonalbasis von U(u) bilden. Sei v′1, . . . , v′k nun eine Orthogonalbasis von V ′ .
Dann bilden die FM ⊗v′i eine Orthogonalbasis von m(ρ) . Seien die v′i zudem
als Gewichtsvektoren fu¨r t gewa¨hlt. Eine solche Basis existiert nach [Dix74,
7.2.1 ]. Dann sind die FM ⊗ v′i zusa¨tzlich Gewichtsvektoren [Dix74, 7.1.6
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(iii)]. Es ist also jedes v ∈ m(ρ) in eindeutiger Weise als Summe von Ge-
wichtsvektoren darstellbar, welche Teil einer Orthogonalbasis sind. Daher
gilt m(ρ)λ = (m(ρ)λ) fu¨r alle λ . Die Ra¨ume m(ρ)λ sind allerdings sa¨mt-
lich endlich dimensional, da GVMs als Ho¨chstgewichtsmoduln immer diese
Eigenschaft haben [Maz00, 3.2.1 und 2.2.1 ].
Es soll im Folgenden gezeigt werden, dass ein abgeschlossener U(t)-
Modul 0 6= N ⊆ m(ρ) immer einen nichttrivialen Schnitt mit m(ρ) hat.
Hierzu wird die Theorie der U(t)-diagonalisierbaren Moduln nach [Fe´a99]
herangezogen. Diese ist in loc. cit. in großer Allgemeinheit dargestellt, was
eine Reihe technischer Schwierigkeiten aufwirft, welche zu betrachten sich in
der hier vorliegenden Situation eru¨brigt. Es sollen daher die entscheidenden
Resultate in vereinfachter Weise referiert werden.
Wir verlassen dafu¨r die sonstige Notation und bezeichnen mit V einen
beliebigen K-Banachraum. Sei H eine endlich erzeugte kommutative K-
Algebra stetiger Endomorphismen von V und Λ eine Menge von Gewichten,
d. h. eine Teilmenge der Menge der K-Algebrenhomomorphismen H → K∗ .
Ein Vektor v ∈ V heißt ein Gewichtsvektor zum Gewicht λ ∈ Λ , falls
h(v) = λ(h)v fu¨r alle h ∈ H gilt. Mit Vλ bezeichnen wir den Raum der
Gewichtsvektoren zum Gewicht λ .
Es erfu¨llt V die Basisbedingung bzgl. Λ [Fe´a99, 1.3.10 ], falls jedes v ∈ V
eine Darstellung
∑
λ∈Λ vλ mit summierbaren vλ ∈ Vλ hat. Es erfu¨llt V die
Zerlegungsbedingung bzgl. Λ [Fe´a99, S. 10 ], falls fu¨r jedes h ∈ H die (auf
Grund der Stetigkeit der Operation beschra¨nkte) Menge Λ(h) ⊂ K von
endlich vielen Nebenklassen einer kompakten additiven Untergruppe C von
K u¨berdeckt wird. Dies ist in unserer Situation allerdings immer erfu¨llt,
da K lokal kompakt ist. Es erfu¨llt nun V die Projektionsbedingung bzgl. Λ
[Fe´a99, S. 13 ], falls
• endlich viele h1, . . . , hk ∈ H existieren, so dass fu¨r alle λ, λ′ ∈ Λ aus
λ(hi) = λ′(hi) fu¨r alle i schon λ = λ′ folgt, und dass
• eine kompakte additive Untergruppe C ⊆ K existiert, so dass die
Menge (Λ(h1), . . . ,Λ(hk)) ⊆ Kk in einer einzelnen Nebenklasse von
Ck enthalten ist.
Die Projektionsbedingung ist in unserer Situation ebenfalls immer erfu¨llt; in
ihrem ersten Teil, da H endlich erzeugt ist, in ihrem zweiten Teil, wie schon
zuvor, da K lokal kompakt ist.
2.3.2 Proposition: [Fe´a99, 1.3.12 ] Sei V ein K-Banachraum und H eine
endlich erzeugte Algebra stetiger Endomorphismen von V . Sei Λ eine Menge
von Gewichten und es erfu¨lle V die Basisbedingung bezu¨glich Λ . Dann gilt
• Die Darstellung als Reihe von Gewichtsvektoren ist eindeutig, die Pro-
jektion Pλ auf die λ-Komponente fu¨r jedes λ ∈ Λ ein stetiger H-
Modulhomomorphismus.
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• H hat außer den Gewichten in Λ keine weiteren.
• Jeder H-invariante abgeschlossene Untervektorraum entha¨lt auch alle
Gewichtskomponenten seiner Elemente.
• Es sei co(Vλ∈Λ) der Raum der Abbildungen Λ → V mit vλ → 0
koendlich. Dann sind die Abbildungen (vλ)λ∈Λ 7→ ∑ vλ und und v 7→
(Pλ(v))λ∈Λ zueinander inverse Isomorphismen zwischen c0(Vλ∈Λ) und
V . Das Bild eines abgeschlossenen H-Untermoduls U ⊂ V ist dabei
c0(Uλ∈Λ) .
Es seien zusa¨tzlich alle Vλ endlich dimensional. Sei VG der von allen Ge-
wichtsvektoren aufgespannte abstrakte Untervektorraum von V . Dann be-
steht eine Inklusionen erhaltende Bijektion{
Abgeschlossene H-invariante
Unterra¨ume von V
}
↔
{
Abstrakte H-invariante Un-
terra¨ume von VG
}
U
W
 U ∩ VG
W
Da jedes F ∈ m(ρ) als Reihe von Gewichtsvektoren fu¨r U(t) darstellbar
ist, m(ρ) also die Basisbedingung erfu¨llt, liefert die vorstehende Proposition,
angewandt auf H = U(t), in dieser Situation:
2.3.3 Korollar: Sei 0 6= N ⊆ m(ρ) ein abgeschlossener U(t)-invarianter
Vektorraum. Dann gilt N ∩m(ρ) 6= 0 .
2.4 Gewichtsvektoren in Dr(U,K)
In diesem Abschnitt sind G,U, P etc. wie in Abschnitt 1.6 definiert. Es ope-
riert TΥ auf V durch ρ u¨ber einen Charakter.
Sei v′1, . . . , v′k eine Basis von Gewichtsvektoren von V ′ fu¨r die Operation
von t . In Abschnitt 2.3 haben wir gesehen, dass mit der Bezeichnungsweise
von Korollar 2.2.4 die Monome FM⊗v′i in U(u)⊗V ′ Gewichtsvektoren fu¨r die
Operation von t sind und eine Orthogonalbasis von U(u)⊗V ′ bilden. Sie sind
allerdings auch im Wesentlichen die einzigen Gewichtsvektoren u¨berhaupt.
Dies soll in diesem Abschnitt gezeigt werden.
Sei l ∈ N∗ . Dann normalisiert T(l) die Gruppe U . Da die Produktab-
bildung auf U sogar algebraisch eine Karte ist, ist sie auch fu¨r U eine glo-
bale Karte. Daher ist die Gruppe UT(l) als Varieta¨t isomorph zu Zep fu¨r
e = dim(UT(l)) . Wir wollen fu¨r hinreichend große l die Definition des Rin-
ges DUT(l)(UT(l),K) rechtfertigen, mu¨ssen also die analytische Angepasstheit
nachweisen. Zuna¨chst entnimmt man Abschnitt 1.5, dass bezu¨glich der Che-
valleybasis die Multiplikation auf U durch Polynome mit ganzen Koeffizien-
ten gegeben ist. Fu¨r hinreichend große l respektiert zudem die Multiplikation
auf T(l) nach Lemma 1.3.10 konvergente Potenzreihen auf T(l) , ebenso wie
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die Konjugation mit Elementen in T(l) konvergente Potenzreihen auf UT(l) .
Dies zeigt die erste Bedingung von Definition 1.3.1 (mit G = H = UT(l) in
der dortigen Notation). Da UT(l) nur eine Nebenklasse hat, ist die zweite
Bedingung trivial.
Es operiert T auf U durch Konjugation, und damit D(T,K) auf D(U,K)
(dies entspricht der Induktion des trivialen Charakters von T nach TU). Es
existieren nun lokal analytische Projektoren piU und piT(l) von UT(l) nach U
bzw. T(l) mit der Eigenschaft, dass fu¨r alle g ∈ UT(l) gilt
g = piU (g) · piT(l)(g) .
Da die beiden Projektoren piU und piT(l) offensichtlich konvergente Potenz-
reihen respektieren, ebenso wie Multiplikationen mit Elementen aus UT(l) ,
ist (T(l), U) ein UT(l)-angepasstes Paar. Desweiteren ist die triviale Dar-
stellung trivialerweise ebenfalls UT(l)-angepasst, wodurch gesichert ist, dass
DUT(l)(UT(l),K) auf DU (U,K) operiert.
2.4.1 Proposition: Fu¨r hinreichend große r liegt jeder U(t)-Gewichtsvektor
Q von Dr(U,K)⊗ V ′ in U(u)⊗ V ′ .
Beweis: Man kann annehmen, dass Q sogar ein T(l)-Gewichtsvektor ist,
indem man die Taylorentwicklung der Operation betrachtet und ggf. l ver-
gro¨ßert. Ebenso kann angenommen werden, dass V fu¨r T(l) diagonalisierbar
ist, denn V ist TΥ-diagonalisierbar nach Voraussetzung und t ∩ r-diagonali-
sierbar, weil V ein endlich dimensionaler r-Modul ist. Daher kann ange-
nommen werden, dass V eindimensional, mithin ρ ein Charakter ist. Die
Aussage ist nun von ρ nicht abha¨ngig, so dass weiterhin ρ = 1 angenom-
men werden kann. Es operiert dann also Dr(T(l),K) auf Dr(U,K) vermo¨ge
Konjugation. Es sei r so groß gewa¨hlt, dass Dr(G,K) nach DGl(G,K) ein-
bettet. Dies ist auf Grund der Kofinalita¨t der DGl(G,K) und der Injektivita¨t
der Abbildungen Dr(G,K) → Dr′(G,K) mo¨glich. Wir betrachten deswei-
teren die Abbildung von DGl∩U (U,K) nach DU (U,K) . Diese ist injektiv,
da CanU (U,K) dicht in C
an
Gl∩U (U,K) liegt. Nach dem oben Gesagten operiert
DUT(l)(UT(l),K) auf DU (U,K) . Alle betrachteten Abbildungen sind T(l)-
a¨quivariant, es genu¨gt daher zu zeigen, dass DU (U,K) außer den genannten
keine weiteren T(l)-Gewichtsvektoren hat.
Die Operation von T(l) hat in dieser Situation jedoch eine einfache Ge-
stalt. Wir verwenden nicht die Fouriertransformation, sondern betrachten
die Operation auf CanU (U,K) direkt. Sei f ∈ CanU (U,K) mit f = ∑S aSXS
fu¨r S ∈ NΦ(Υ)− und as → 0 . Sei t ∈ T(l) . Dann gilt
tf(X) =
∑
S
aS
∏
α
α(t−1)sαXS .
Wir fu¨hren die Bezeichnung A(S, t) = ∏α α(t)sα ein. Sei F ∈ DU (U,K) ein
Gewichtsvektor, etwa zum Gewicht λ . Es hat F die Form F =
∑
S bSZ
S
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mit beschra¨nkten Koeffizienten bS und ZS(XS
′
) = δS,S′ . Seien nun S, S′
mit A(S, ·) 6= A(S′, ·) und bS , bS′ 6= 0 . Es gilt
bS − b′S = F (XS −XS′)
= λ(t)−1(F (A(S, t)XS −A(S′, t)XS′))
= λ(t)−1(bSA(S, t)− bS′A(S′, t))
fu¨r alle t , also
bS − b′S = bSλ(t)−1A(S, t)− bS′λ(t)−1A(S′, t)
Es folgt, falls bS − bS′ = 0 gilt, wegen der linearen Unabha¨ngigkeit von
Charakteren schon bS = bS′ = 0 im Widerspruch zur Annahme, und falls
bS− bS′ 6= 0 nach Division der Gleichung durch bS− bS′ aus gleichem Grund
λ−1 · A(S, ·) = 1 oder λ−1 · A(S′, ·) = 1 . Sei etwa letzteres der Fall. Dies
bedingt dann
bS = bSλ−1 ·A(S, ·)
und dies wegen bS 6= 0 ebenfalls λ−1 · A(S, ·) = 1 , erneut im Widerspruch
zur Annahme.
Es existieren aber zu gegebenem S nur endlich viele S′ mit A(S, ·) =
A(S′, ·) . Es bezeichne na¨mlich l(α) die La¨nge einer Wurzel α bezu¨glich ∆ .
Dann folgt in dieser Situation∑
α
sαl(α) =
∑
α
s′αl(α) ,
da ∆ eine freie Gruppe von vollem Rang in X∗(T) erzeugt. Diese Bedingung
la¨sst aber nur endliche viele sα zu. Damit ist gezeigt, dass
F =
∑
A(S′,·)=A(S,·)
bS′ZS
′
fu¨r ein S gilt. Dies ist aber genau die Behauptung.
2.4.2 Proposition: Fu¨r r hinreichend nahe bei 1 hat jeder nichttriviale U(t)-
invariante Dr(U,K)-Untermodul (und damit jeder Dr(TU,K)-Untermodul)
von Dr(U,K)⊗ V ′ einen nichttrivialen Schnitt mit U(u)⊗ V ′ .
Beweis: Sei v′1, . . . , v′k eine Basis aus Gewichtsvektoren fu¨r U(t) . Jeder
der Ra¨ume Dr(U,K)⊗v′i ist ein U(t)-invarianter Dr(U,K)-Untermodul und
die Projektionen
pri : Dr(U,K)⊗ V ′ −→ Dr(U,K)⊗ v′i
sind U(t)- und Dr(U,K)-Modulhomomorphismen. Sei 0 6=M ⊆ Dr(U,K)⊗
V ′ . Setze Mi = pri(M) . Falls Mi 6= 0 fu¨r ein 1 ≤ i ≤ k gilt, so folgt
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aus Korollar 2.2.9 zuna¨chst Mi ∩ (U(u) ⊗ v′i) 6= 0 und nach Korollar 2.3.3
sogar Mi ∩ (U(u)⊗ v′i) 6= 0 . Damit entha¨lt Mi einen von Null verschiedenen
Gewichtsvektor in U(u)⊗ V ′ .
Man setze
M (i) =
⋂
k<i
ker(pri) ∩M
und betrachte die Filtrierung 0 = M (k+1) ⊆ · · · ⊆ M = M (1) . Sei 1 ≤
i ≤ k so gewa¨hlt, dass 0 = M (i+1) ⊆ M (i) 6= 0 gilt. Es gibt dann also ein
F ∈ M (i) derart, dass pri(F ) 6= 0 ein Gewichtsvektor in U(u)⊗ v′i ist, etwa
λ ∗ρ pri(F ) = Cλpri(F ) fu¨r alle λ ∈ U(t) . Go¨lte nun prj(F ) 6∈ U(u) ⊗ v′j
fu¨r ein i < j ≤ k , so ga¨be es nach Proposition 2.4.1 ein λ ∈ U(t) , fu¨r
welches λ ∗ρ prj(F ) kein skalares Vielfaches von prj(F ) ist. Dann gilt aber
0 6= (λ− Cλ) ∗ρ F ∈M (i+1) = 0 , ein Widerspruch.
2.5 Hauptsatz
In diesem Abschnitt sind G,U, P etc. wie in Abschnitt 1.6 definiert. Fu¨r die
endlich dimensionale Darstellung ρ von P gilt, dass TΥ u¨ber einen Charakter
und U+ trivial operiert.
Unter den gemachten Voraussetzungen sind M(ρ) ein D(G,K)-Modul
(Abschnitt 1.1), m(ρ) ⊆ M(ρ) ein U(g)-Modul (Abschnitt 1.7) und diese
sind mit der Einbettung U(g)→ D(G,K) vertra¨glich. Es gilt nun
2.5.1 Lemma: Es sei m(ρ) ein einfacher U(g)-Modul. Dann ist fu¨r r hin-
reichend nahe bei 1 der Dr(G,K)-Modul Dr(U,K)⊗ V ′ einfach.
Beweis: Sei 0 6=Mr ⊆ Dr(U,K)⊗ V ′ ein (automatisch abgeschlossener)
Dr(G,K)-Modul. Nach Proposition 2.4.2 gilt dann Mr ∩ (U(u) ⊗ V ′) 6= 0
und nach 2.3.3 weiter Mr ∩ (U(u) ⊗ V ′) 6= 0 . Da m(ρ) einfach ist, folgt
m(ρ) ⊆Mr . Linksmultiplikation mit Dr(U,K) liefert Mr = Dr(U,K)⊗ V ′ .
Damit und mit Proposition 2.1.3 folgt nun sofort der folgende
2.5.2 Satz: Es sei m(ρ) ein einfacher U(g)-Modul. Dann ist M(ρ) ein ein-
facher D(G,K)-Modul.
Die Bedingung, dass m(ρ) einfach ist, ist nun in der Tat generisch erfu¨llt,
man vergleiche hierzu die Propositionen 1.7.1 bzw. 1.7.3.
2.6 Ein alternativer Beweis 49
2.6 Ein alternativer Beweis
In diesem Abschnitt soll, wie oben angedeutet, skizziert werden, wie der
Beweis des Hauptsatzes auch nur unter Verwendung der in der vorliegenden
Arbeit eingefu¨hrten Mittel gefu¨hrt werden kann, also ohne Verwendung der
Ringe Dr(G,K) . Wir kehren dafu¨r auch zu der in Abschnitt 1.8 gegebenen
Definition von Dr(U,K) zuru¨ck.
Der Abschnitt u¨ber Orthogonalbasen (2.2) bleibt unvera¨ndert mit der
Ausnahme, dass die allgemeinen Gruppen G bzw. H durch die spezielle
Gruppe U ersetzt werden muss.
Der Abschnitt u¨ber Diagonalisierbarkeit kann ebenfalls erhalten bleiben,
wenn man zeigt, dass die Operation von t auf u⊗V ′ stetig ist. Dies soll unten
geschehen. Man beachte nun, dass fu¨r den Beweis von Lemma 2.4.1 ohnehin
nach dem ersten Schritt auf Dr(T,K) bzw. Dr(G,K) verzichtet wird.
Damit sind die Vorbereitungen abgeschlossen. Der Hauptsatz beweist
sich dann folgendermaßen.
Beweis: Sei 0 6= F ∈ M(ρ) . Fu¨r ein geeignetes r hinreichend nahe bei
1 bettet Dr(U,K) ⊗ V ′ nach DN (U,K) ⊗ V ′ ein, auf dem DH(G,K) ope-
riert. Sei Mr der von F erzeugte U(t)-invariante Dr(U,K)-Untermodul von
Dr(U,K)⊗ V ′ . Als Untermodul eines endlich erzeugten Moduls u¨ber einer
noetherschen Banachalgebra ist dieser abgeschlossen. Es gilt daher
Mr ∩ U(u)⊗ V ′ 6= 0 .
Wie zuvor gilt auch hier wegen der t-Diagonalisierbarkeit
Mr ∩ (U(u)⊗ V ′) 6= 0 .
Damit folgt, weil m(ρ) als U(g)-Modul einfach ist, dass der von F erzeugte
DH(G,K)-Untermodul von DN (U,K) ⊗ V ′ schon m(ρ) entha¨lt und daher
mit DN (U,K)⊗ V ′ u¨bereinstimmt. Fu¨r H → 0 kann nun Proposition 1.4.2
zur Anwendung kommen. Damit ist dann der Beweis vollsta¨ndig gefu¨hrt.
Es bleibt die Stetigkeit der Operation von t auf U(u)⊗V ′ ⊆ Dr(U,K)⊗V ′
unabha¨ngig von der Existenz von Dr(G,K) zu zeigen.
Sei l ∈ N∗ . Es gilt Gl ∼= Zdp vermo¨ge einer Karte, welche die Wur-
zeluntergruppen und T(l) respektiert. Sei Φ′ eine Menge mit dim(T ) vielen
Elementen. Es seien xα ∈ uα fu¨r α ∈ Φ bzw. xα ∈ t fu¨r α ∈ Φ′ diejenigen
Elemente, welche unter der Karte der 1 der Liealgebra von Zp entsprechen.
Falls α ∈ Φ(Υ)− gilt, so entspricht unter der Fouriertransformation xα
gerade Fα . Fu¨r alle l < l′ ∈ N∗ la¨sst sich auf die Abbildung
Ad : Gl ×Gl′ −→ Gl′
(g, h) 7−→ ghg−1
das Lemma 1.3.9 anwenden. Insbesondere gilt
[·, ·] = T1Ad ≤ 1 .
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2.6.1 Lemma: Sei r hinreichend nahe bei 1 und
L = max
{
max
α∈Φ(Υ)−
{
Fα r
}
, max
α∈Φ(Υ)+∪Φ′
{
ρ′(xα)
}}
.
Dann gilt fu¨r alle α und alle G ∈ m(ρ)
xα ∗ρ G r ≤ L G r
Insbesondere ist die Operation ∗ρ von U(g) auf m(ρ) stetig bezu¨glich · r
und dehnt sich daher zu einer solchen auf m(ρ) aus.
Beweis: Es genu¨gt, die Behauptung fu¨r Monome FM ⊗ v′ ∈ U(u)⊗K V ′
zu zeigen. Falls M = 0 , so gilt
xα ∗ρ (FM ⊗ v′) =
{
Fα ⊗ v′ falls α ∈ Φ(Υ)−
1⊗ ρ′(xα)v′ sonst .
Dies zeigt die Behauptung in diesem Fall. Sei also FM = Fβ ∗ FM ′ und die
Behauptung fu¨r FM
′ ⊗ v′ gezeigt. Dann gilt
xα ∗ρ (FM ⊗ v′) = ([xα, Fβ ] + Fβ ∗ xα) ∗ρ FM ′ ⊗ v′ .
Es gilt nach Obigem
[xα, Fβ] = [xα, xβ] =
 a · xα+β falls α+ β ∈ Φ(Υ)∑
α∈Φ′
aαxα sonst
mit a, aα ∈ K und a , aα ≤ 1 . Es folgt vermo¨ge Induktionsvoraussetzung
und der Multiplikativita¨t von ∗
xα ∗ρ (FM ⊗ v′) r = [xα, xβ ] ∗ρ FM ′ ⊗ v′ + Fβ ∗ xα ∗ρ FM ′ ⊗ v′ r
≤ max
{
L FM
′ ⊗ v′ r, L Fβ ∗ρ FM
′ ⊗ v′ r
}
≤ L FM ⊗ v′ r ,
letzteres, wenn man r mit rκ(β)p ≥ p = 1p wa¨hlt, da dann Fβ r ≥ 1 gilt.
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