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Abstract In this paper, designing a Bayesian network structure to maximize a score function based on
learning from data strategy is studied. The scoring function is considered to be a decomposable one such
as BDeu, BIC, BD, BDe or AIC. Optimal design of such a network is known to be an NP-hard problem and
the solution becomes rapidly infeasible as the number of variables (i.e., nodes in the network) increases.
Several methods such as hill-climbing, dynamic programming, and branch and bound techniques are
proposed to tackle this problem. However, these techniques either produce sub-optimal solutions or the
time required to produce an optimal solution is unacceptable. The challenge of the latter solutions is to
reduce the computation time necessary for large-size problems.
In this study, a new branch and bound method called PBB (pruned brand and bound) is proposed
which is expected to find the globally optimal network structure with respect to a given score function.
It is an any-time method, i.e., if it is externally stopped, it gives the best solution found until that time.
Several pruning strategies are proposed to reduce the number of nodes created in the branch and bound
tree. Practical experiments show the effectiveness of these pruning strategies. The performance of PBB,
on several common datasets, is compared with the latest state-of-the-art methods. The results show its
superiority in many aspects, especially, in the required running time, and the number of created nodes of
the branch and bound tree.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
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A Bayesian network or Belief Network (BN) is a probabilis-
tic graphical model that represents conditional independencies
between a set of random variables. It is first introduced by Pearl
in [1]. It was a directed acyclic graph (DAG) where nodes stand
for random variables and edges stand for conditional indepen-
dencies. The random variables can be discrete, continuous, or
both.
Bayesian networks are used for modelling knowledge in
computational biology and bio-informatics [2],medicine [3], in-
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They are used for predicting desired outputs in uncertain en-
vironments. One of the advantages of BNs compared to other
methods is their support of uncertainty.
Bayesian network structure learning from data has attracted
a great deal of research in recent years. Finding the best struc-
ture for a Bayesian network is known to be NP-Hard [6,7]. The
number of possible structures is O(n!2( n2 )) [8], where n is the
number of variables (nodes in the Bayesian Network). Conse-
quently, much of the research has focused onmethods that find
suboptimal solutions. Generally, there are several approaches
to learn a structure. Some methods are based on scoring func-
tions that depend on the data (called scoring-based methods)
and someapproaches are based on statistical similarities among
variables (called constraint-based methods). However, there is
some research that makes use of both of these such as [9].
Heckerman et al. [10] compare these two general approaches
for learning BNs, and show that the scoring-based methods of-
tenhave certain advantages over the constraint-basedmethods.
evier B.V. Open access under CC BY-NC-ND license.
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and try to find the optimal solutionwith respect to this function.
The rest of the paper is organized as follows: In Section 2,
the related work of Bayesian network structure learning is dis-
cussed. In Section 3, the Bayesian networks and scoring func-
tions (i.e. problem description) are introduced. The proposed
method i.e. PBB, the branching function and the pruning rules,
are explained in Section 4. The performance of PBB through ex-
periments is shown in Section 5 and the paper ends with new
ideas for future work in Section 6.
2. Related work
Buntine in [11] proposes a hill-climbing method that per-
forms a stochastic local search. It starts with an initial structure
and examines possible local modifications (add, delete, reverse
or update in the network edges) to a single edge at each phase,
evaluates this change and applies it if it maximizes a scoring
function. It stops whenever no change in the whole network
structure is reported. Although the method is simple and ap-
plicable to small networks, since it is an exhaustive method it
cannot be applied to networks with a large number of variables
due to a large number of possible edge modifications. Besides,
it may get trapped in a local maximum. This procedure can be
augmentedwith othermethods such as randomrestarts and the
Tabu search [12] to escape local maxima.
Pearl [13] and Peter and Clark [14] have developed algo-
rithms to systematically determine the skeleton of the under-
lying graph and, then, determine the direction of all arrows by
the conditional independencies observed.
Elidan et al. in [15] present amethod that is inspired from the
notion of residues in regression [16]. They build an ‘‘ideal parent
profile’’ of a new hypothetical parent, for each variable. The
hypothetical parent is the one that best predicts the variable.
Some similarity measures are proposed to compare the ideal
parent with the real parent (i.e. the parent that a variable can
have from all its 2n−1 parent sets). They make use of the ideal
parent concept in the hill climbing approach. Instead of blindly
choosing the next alterations (add, delete, reverse, or update
in the network edges) that maximize the score function, in
each phase of hill climbing, for edge addition and replacement,
they make use of the ideal parent concept for each variable.
They examine all real parents and find k to be the most similar
candidate. Edge deletion and reversal are performed separately
regardless of the ideal parent concept. Now, a queue of potential
operations has been created: edge addition and replacement
by applying the ideal parent concept, and edge deletion and
reversal without applying the ideal parent concept. Each of
these operations is applied to the network if it does not create
a directed cycle and leads to a better score. This procedure
continues until no change in the network structure is reported.
In a network with n nodes and e edges, edge addition is in the
order of O(n2), edge replacement is in O(n.e), edge deletion
and reversal are in O(e). The ideal parent concept is applied
only to edge addition and replacement to reduce their search
space. However, this is a hill climbing approach and at each step,
all this work should be performed and no limit for the end of
the procedure and no proof for the optimality of the result are
presented.
Most exactmethods that guarantee to find the optimal struc-
ture with respect to a scoring function, are based on dynamic
programming [17–19] and branch and bound [20–22] tech-
niques.Koivisto and Sood in [19] propose the first dynamic pro-
gramming method for optimal Bayesian network structure
learning. They compute the Bayesian posterior probability of
structural features by Markov chain Monte Carlo (MCMC)
search over orderings. They pre-compute the intermediate
terms through the Fast Mobius Transform. Then, compute the
equations suggested in [23] as a recursive function within the
general framework of dynamic programming. Thismethod runs
in time O(n2n) and has a worst case of O(n2n)memory require-
ments.
Every DAG has at least one leaf (sink node). Singh andMoore
in [18] and Silander and Myllymaki in [17] use this fact to
construct the optimal structurewithin a dynamic programming
technique. The method presented by Silander and Myllymaki
has five main steps. In the first step, the local scores for all
different parent configurations of each variable are calculated
(i.e. all n2n cases). Using the local scores, in the second step,
best parent configurations for all variables from a candidate set
of parents are found (i.e. totally n2n best parents). In the third
step, the best sinks for all 2n variable sets are found. The best
ordering of the variables is then found from thewhole variables
set using the results of the previous step, in the fourth step. And
at last in the fifth step, the best network structure is found using
the results of the second and fourth steps. Singh and Moore
present a very similar method. They try to find the best leaf
for each subset of variables and at last find the best leaf for the
whole variable set, too. Both of the approaches need to calculate
all local scores for each node, which requires both time and
memory complexity in the order ofO(n2n). To find the best leaf,
in both approaches, the time complexity isO(n2n) and the space
complexity is O(n2n) for storing the scores of subsets.
Suzuki in [22] presents a branch and bound method for
finding the best structure, but this does not guarantee finding
the global optimal solution. The time and/or space complexities
of the above mentioned methods forbid the application of
those approaches to networks with a large number of variables.
de Campos et al. in [20,21] propose a branch and bound
method that reduces the search space of possible structures,
while guaranteeing to obtain the optimal solution. This method
begins with the network structure in which each node takes its
best parent configuration (the parent set that causes the best
local score for that node). The structure is not necessarily a
DAG, therefore, the method tries to remove the cycles from the
structure to obtain a DAG. It finds a directed cycle and breaks
it into sub-cases by forcing some edges to be absent/present.
It continues until there is no case to be verified. Each time a
DAG is found, it compares it with the best DAG (the DAG with
the best score) found so far and updates the current best DAG,
if necessary. The method runs at most
n
i=1 C(i) steps, where
C(i) is the size of the cache for variable Vi, which is the needed
space to store the required local scores for variable Vi. Memory
requirement for storing this cache is
n
i=1 C(i) (in the worst
case it is O(n2n)).
On the other hand, there are several approaches which are
focused on learning special cases of Bayesian networks such as
BN classifiers such as [24–27]. There is other research which
focus on learning naive Bayes such as [28–30].
We present a new branch and bound method, called PBB
(pruned branch and bound), which guarantees to find the
global optimal Bayesian network structure in less time with
less and memory requirement compared to the best exact
previous methods. It uses a decomposable scoring function and
drastically reduces the search space for possible structures. The
branching method and also bounding rules of the proposed
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presented branch and bound methods for finding the optimal
Bayesian network structure. The novelty of our approach is both
in the order in which the children of every node are created
and in utilizing new effective pruning strategies to prevent the
creation of unnecessary nodes.
3. Problem description
3.1. Bayesian networks (BN)
A Bayesian Network (BN) is a DAG, composed of n ran-
domvariables, which represents joint probability densities over
these variables. Usually, a BN can be defined as a triple (G, V , P),
whereGdenotes theDAG,V denotes the set of randomvariables
{V1, . . . , Vn} in G, and P is a set of conditional probability densi-
ties p(Vi|πi)whereπi denotes the parents of Vi in the graph. The
Markov property of a BN says that every variable is condition-
ally dependent on its non-descendants given its parents. There-
fore, we can induce p(V1, . . . , Vn) =ni=1 p(Vi|Vi−1, . . . , V1) =n
i=1 p(Vi|πi).
Every Bayesian network can contain discrete variables,
continuous variables, or both. Each discrete variable Vi has a
finite number of values, ri, and a number of configurations
of the parent set, qi, that is qi = Vi∈πi ri. In contrast with
the case of discrete variables, when a variable and some of
its parents are continuous, there is no representation that can
capture all conditional probability densities. Some previous
research [31,32] makes use of linear Gaussian conditional
densities. However, in many real world applications such
as gene regulation network models, the dependencies are
non-linear. Therefore, Elidan et al. in [15] present a method
to be applicable for non-linear cases, too. In this paper, a
discrete variable Bayesian network is considered. But, it is also
applicable for continuous variable Bayesian networks, if a score
function is defined over the continuous variables.
3.2. Scoring functions
The goal of Bayesian network structure learning is to find the
globally optimal structure from data. We assume that the data
is complete with no missing values and consist of discrete vari-
ables. If not, it is cleaned by removing rows withmissing values
and discretizing the continuous variables [33]. Again, if a score
function is defined over datasets with missing values or contin-
uous variables, the proposed method in this paper (i.e. PBB) is
also applicable to this type of dataset.
Given the complete discrete data D with N instances, we
want to find a network structure G that maximizes a scoring
function:
max
G
score(D,G).
Heckerman et al. [10] introduced a likelihood equivalence as-
sumption. It says that if two structures are equivalent, their pa-
rameter joint probability density functions are the same. They
made this assumption in their derivation of the BDe score met-
ric. A good consequence of this assumption is that it implies two
equivalent structures have the same score.
In this study, we assume a scoring function that is decom-
posable, i.e.:
score(D,G) =
n
i=1
localScore(Vi|πi) (1)where localScore(Vi|πi) is the local score for variable Vi given its
parents πi. Many common scores such as BD (Bayesian Dirich-
let) [34], BDeu [11], BDe [10], BIC (Bayesian Information Cri-
terion) [35], MDL (minimum description length) [36], and AIC
(Akaike information criterion) [37] are decomposable. Some of
these score functions have the following main formula:
score(D,G) = max
θ
ℓ(D : G, θ)−W .t (2)
where θ denotes all the parameters of themodel that depend on
G, t is the number of free parameters which is calculated by t =n
i=1 qi(ri−1),W varies in different score functions (W = logN2
in BIC andW = 1 in AIC), and ℓ is the log-likelihood function:
ℓ(D : G, θ) =
n
i=1
qi
j=1
ri
k=1
Nijk log
Nijk
Nij
where Nijk is the number of records in which Vi takes its kth
value and its parents take their jth configuration. Thus, Nij =ri
k=1 Nijk.
4. PBB method
In this section, themain branch and bound (B&B) principle is
explained first. Then PBB method is used to find the global op-
timum structure of the Bayesian network and its complexity is
discussed.
4.1. The branch and bound principle
Branch and bound is a technique that is often implemented
for finding the optimal solutions in some cases of optimization
problems. It was first proposed by Land and Doig in [38] for
linear programming. Usually it is applied whenever the greedy
and dynamic programming techniques fail. It starts from the
best estimated solution, in the root of the B&B tree, and tries to
find the best exact one. For a maximization problem, it mainly
consists of three main components:
1. a ‘‘bounding function’’ that provides an upper bound for the
best solution obtainable in the search space,
2. a ‘‘selection function’’ that selects the next promising sub-
problem, i.e., node to be investigated, and
3. a ‘‘branching rule’’ that divides the problem to sub-problems
to be solved, i.e., creating the children of a node.
In addition, an ‘‘initial solution’’ can be applied to avoid
branching unnecessary nodes in the branch and bound tree. If
the initial solution is a good and near-optimal answer, it can
help to reduce the number of nodes.
As stated in Section 1, the problem of Bayesian net-
work structure learning is NP-hard. Dynamic programming
approaches fail whenever the number of network nodes is
high. Greedy hill climbing methods do not guarantee giving
the global optimal solution. Therefore, we decide to present a
branch and bound method that guarantees finding the global
optimal solution. It is an any-time method, i.e., if stopped it
gives the best solution found up until now.
4.2. Main idea
In this paper, there are twokinds of nodes: Bayesian network
node and the branch and bound tree node. We use ‘‘node’’ for
tree node and ‘‘variable’’ for network node, to avoid confusion.
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The main idea of PBB method is:
1. calculate the needed local scores of each variable in the
Bayesian network,
2. create the ‘‘initial solution’’,
3. create the root of the branch and bound tree by considering
the best parent configuration (i.e. the best local score) for
each node in the network structure,
4. if the network structure stored in the root is a DAG then the
process is finished and the global best network structure is
found, otherwise
5. choose the next leaf node (‘‘selection function’’),
6. if there is no next node then the process is finished,
otherwise
7. let d be the depth of the selected node,
8. create all (if needed) children of the node (first time is the
root) by replacing the parent set of variable Vd (node in
the network) with its 1st, 2nd, . . .best parent configurations
(the parent sets that provide 1st, 2nd, . . .best local score for
Vd) (‘‘branching rule’’),
9. while creating a child, if a DAG is found, update the best
network found. In addition, check the new child and create
the other children if needed (‘‘bounding function’’),
10. go to step 5.
For the first step of the PBB method, all the required local
scores should be computed. It means n2n−1 cases, overall.
However, with the help of methods used in [21], this number
can be decreased.
In the remaining part of this section, other steps are dis-
cussed. First, the procedure of creating the initial solution is
discussed (i.e. step 2). Second, several tree node notations are
presented which are used in the proposed bounding rules to
drastically prune the branch and bound tree (i.e. step 9). Third,
the procedure of creating each tree node is introduced (i.e. steps
8 and 9). Fourth, the PBB algorithm is presented (i.e. the whole
steps). And finally a complexity analysis of the whole algorithm
is discussed in this section.
4.3. Initial solution creation
To create the initial solution to avoid unnecessary node
creation and also to have a well estimated result, a simple
procedure (Figure 1) is presented. It should be mentioned that
other methods to find an initial solution are also applicable.
As illustrated in Figure 1, the best parent set is considered for
each variable first, and the network structure, ϕ, is constructed.Then in each cycle ωi in ϕ, the parent set of the variable
with the least δj is replaced with the worst parent set, which
is the null set. This substitution guarantees that the cycle is
totally removed. This initial solution is a DAG, therefore it can
be inserted in the related bounding rule (explained in 4.4,
i.e. Lemma 2) until a better solution is found.
4.4. Bounding rules
In this subsection, the bounding rules that are used in the
PBB method to reduce the search space are discussed through
Lemmas and Proofs. Before explaining the PBB method, the
notations, definitions and preliminaries are discussed here.
Several tree node definitions are proposed first. Then with the
help of these nodes, several bounding rules are presented to
reduce the number of nodes created in the branch and bound
tree.
4.4.1. Tree node definitions
All possible parent configurations of each network node Vd,
in the PBB method, are sorted in a descending order based on
computed local scores, i.e.:
∀Vd ∈ V : πd = {πi,d|∀i = 1, . . . , |C(d)| : localScore(Vd|πi,d)
> localScore(Vd|πi+1,d)} (3)
where πi,d is the ith parent configuration of Vd and |C(d)| is the
number of parent configurations for variable Vd.
Each node of the branch and bound tree is defined as follows:
Definition 1. A node τ of the branch and bound tree is denoted
by τ(ϕ, I, s), where ϕ is the network structure that this node
stores, s is the score of this network structure, and I is a set
that contains the index of the parent configurations for each
network variable, which are selected from π = {πd} according
to Relation (3):
I = {Ii|1 ≤ Ii ≤ |C(i)|}. (4)
For example, in a networkwith n = 3 variables, I = {1, 1, 2}
means 1st best parent configuration for V1, 1st best parent
configuration for V2 and 2nd best parent configuration for V3.
In the PBB method, the branching rule is performed by
replacing the parent set of each network variable Vi with its all
possible parent configurations (which are sequentially chosen
based on the computed local scores sorted in a descending
order, i.e., Relations (3) and (4)) at the dth depth of the treewith
a pre-set order. We consider a fixed ordering of variables (this
ordering is explained later) when the process begins and we
keep it to the end of the process. Therefore, variable Vi always
denotes the ith variable in the ordering. However, we try not to
create all the tree nodes. The tree is pruned using the bounding
rules explained later according to Bayesian network properties.
The proposed pruning rules, in practice, greatly decrease the
number of tree nodes created to find the global best network
structure, in comparison with [21].
Now, some node notations are defined to help us reduce the
number of created nodes in the branch and bound tree:
Definition 2. An ‘‘unpromising’’ tree node τ(ϕ, I, s) at depth
d of the branch and bound tree is a node which satisfies the
following condition:
s ≤ sbest + ξ1
where sbest is the best score found for a DAG until this point and
ξ1 is a sub-optimality threshold that is accepted in the optimal
result.
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Figure 2: An example of an ‘‘unpromising’’ tree node.
V1
V2
V3V4
V5
Figure 3: An example of pruning by Lemma 2 with n = 3, |C(1)| = 2,
|C(2)| = 2 and |C(3)| = 3.
Figure 4: An illustration of a ‘‘non-parent’’ node at depth d. Vd−1 is not included
in any cycle and does not participate in any parent set of Vd, Vd+1, . . . , Vn .
If ξ1 = 0, it means the optimal result is wanted with the
highest precision. ξ1 = 0.1 is considered in this paper to avoid
creating unnecessary tree nodes that lead to approximately
equal results. This condition is simple: whenever the score of
a tree node becomes worse than the best score found until
now, this node cannot lead to a better result. A simple example
is shown in Figure 2. If a DAG with score = −100.2 is found
(double-line node in the B&B tree) and the score of the dashed-
line node is less than this score, then the dashed-line node is an
‘‘unpromising’’ node. Another example is displayed in Figure 3.
Definition 3. A ‘‘non-parent’’ tree node τ(ϕ, I, s) at depth d
of the branch and bound tree is a node which satisfies the
following conditions:
• ∀ωi ∈ Ω : Vd−1 ∉ ωi• ∀i = d, . . . , n : Vd−1 ∉ πi
where Ω = {ωi ⊆ V } and each ωi is a set of variables that are
involved in a common cycle.
Figure 4 shows an illustration of such nodes. Figure 5 shows
a network with n = 5 variables. This network contains two
cycles. By the notation explained in Definition 3, these cycles
are denoted as follows:
Ω = {ω1, ω2} : ω1 = {V1, V2, V3}, ω2 = {V4, V5}.
Definition 4. An ‘‘irremovable-cycle’’ tree node τ(ϕ, I, s) at
depth d of the branch and bound tree is a node which satisfies
the following condition:
∃ωk ∈ Ω : ∃Vi ∈ {V1, . . . , Vd−1},
∀Vj ∈ {Vd, . . . , Vn} : Vi ∈ ωk, Vj ∉ ωk.
The above condition means that there is at least one cycle
in ϕ that contains some of the variables from the set {V1, . . . ,Figure 5: A sample network with n = 5 variables, Ω = {ω1, ω2} : ω1 =
{V1, V2, V3}, ω2 = {V4, V5}.
a b1
2 3 4
5 6
V1
V2
V3V4
V5
Figure 6: An example of an irremovable cycle in the branch and bound tree
for a network with 5 variables. (a) Shows a sample branch and bound tree. The
numbers demonstrate the order of the node’s creation and node 6 is going to be
created. (b) Shows the network structure stored in node 6.
Vd−1} and no variable from the set {Vd, . . . , Vn}. Figure 6 shows
an example of such node.
Definition 5. A ‘‘future-worse-score’’ node is a node which
satisfies the following condition:
s+∆min ≤ sbest + ξ1
where∆min is the minimum estimated score that is going to be
added to s from depth d to depth n to make ϕ a DAG.
∆min is computed, according to the number of loops, the net-
work variables involved in those loops, and minimum score
difference, to substitute the parent of the remaining network
variables involved in the loop with another parent configura-
tion that does not lead to an irremovable cycle (i.e Definition 4).
For instance, if there are c distinct cycles in ϕ, then the parent
set of at least c network variables should be substituted. There-
fore, c minimum score differences of those network variables
from Vd to Vn that are involved in a loop are added up to form
∆min. It should bementioned that∆min is just an estimation and
should not necessarily be computed exactly. But, it should not
become an over estimation of the minimum score difference,
i.e., the best result found from the children of the tree node
should be worse than or at least equal to the estimated score.
Figure 7 shows an example of such a tree node.
4.4.2. Bounding rules using the proposed tree node definitions
With the help of tree node definitions presented above,
several bounding rules are proposed and proved to reduce the
number of tree nodes created in the branch and bound tree.
Lemma 1. Each tree node τ(ϕ, I, s) at depth d in the branch and
bound tree has a larger or an equal score to every nodeU = {τ ′(ϕ′,
I ′, s′)} that satisfies the following condition:
I ′ ≥ I ⇔ ∀i = 1, . . . , n : I ′i ≥ Ii. (5)
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Figure 7: An example of a ‘‘future-worse-score’’ node in the branch and bound
tree for a network with 5 variables. (a) Shows a sample branch and bound tree.
The numbers demonstrate the order of creation. Suppose node 6 is chosen to be
created. It is at depth 2, therefore parent sets of V1 and V2 are fixed. Its score is
−1200.2 and the best score found is−1215.2. (b) Shows the network structure
stored in node 6 that contains two cycles which includes V3, V4 , and V5 from the
remaining network variables.
Proof. Since the parent configuration of each network variable
Vi is replaced by its Iith best one in τ :
s =
n
i=1
localScore(Vi|πIi,i)
and the same for τ ′:
s′ =
n
i=1
localScore(Vi|πI ′i ,i).
From Relations (3) and (5):
∀i = 1, . . . , n : localScore(Vi|πIi,i) ≥ localScore(Vi|πI ′i ,i)
⇒
n
i=1
localScore(Vi|πIi,i) ≥
n
i=1
localScore(Vi|πI ′i ,i)
⇒ s ≥ s′. 
The setU includes all children of τ , its right-side siblings and
their children. Therefore, the root node has the highest score.
In the following, bounding rules are presented in lemmas and
properties. They use the tree node notations presented in the
previous subsection.
Lemma 2. Suppose a tree node τ(ϕ, I, s) at depth d in the branch
and bound tree is going to be created. If ϕ is a DAG or τ is an
‘‘unpromising’’ node, then there is no need to create τ and also each
of the other nodes U = {τ ′(ϕ′, I ′, s′)} that satisfies at least one of
the following conditions:
1. I ′ ≥ I , or
2.
n
i=1,I ′i<Ii localScore(Vi|πI ′i ,i)− localScore(Vi|πIi,i) < ξ1.
Proof. If ϕ becomes a DAG, only updating the best score found
so far, is performed. There is no need to further expand τ ;
therefore, τ is not added to the tree. If τ is an ‘‘unpromising’’
node, according to Lemma 1, it will not lead to a better score
than the node found so far with the best score. Therefore, there
is no need to insert it into the tree, it has not gained a better
score until nowand itwill not lead to a better score in the future.
Proving under the first condition: Since the parent configura-
tion of each network variable Vi is replacedwith its Iith best one
in τ and I ′i th best one in τ ′, according to Lemma 1: s ≥ s′. There-
fore, τ ′ leads to a worse score than τ , or a score equal to it, and
there is no need to add this node to the tree.
Proving under the second condition: If there are some Ii where
I ′i < Ii, where it cannot be concluded that s ≥ s′ (according to
Lemma 1). But, if the sum of the score differences between the
I ′i th best local score and the Iith best local score for those indexeswhere I ′i < Ii is less than the sub-optimality threshold (i.e. the
second condition), the total scores, s and s′, can be written as
follows:
s =
n
i=1
localScore(Vi|πIi,i)
=
n
i=1,I ′i≥Ii
localScore(Vi|πIi,i)+
n
i=1,I ′i<Ii
localScore(Vi|πIi,i)
s′ =
n
i=1
localScore(Vi|πI ′i ,i)
=
n
i=1,I ′i≥Ii
localScore(Vi|πI ′i ,i)+
n
i=1,I ′i<Ii
localScore(Vi|πI ′i ,i).
So,
s′ − s =
n
i=1,I ′i≥Ii
localScore(Vi|πI ′i ,i)−
n
i=1,I ′i≥Ii
localScore(Vi|πIi,i)
+
n
i=1,I ′i<Ii
localScore(Vi|πI ′i ,i)−
n
i=1,I ′i<Ii
localScore(Vi|πIi,i).
According to Lemma 1:
n
i=1,I ′i≥Ii
localScore(Vi|πI ′i ,i) ≤
n
i=1,I ′i≥Ii
localScore(Vi|πIi,i)
and from Condition 2:
n
i=1,I ′i<Ii
localScore(Vi|πI ′i ,i)−
n
i=1,I ′i<Ii
localScore(Vi|πIi,i) < ξ1.
So,
s′ < s+ ξ1.
Therefore, there is no need to create τ ′. 
Figure 3 illustrates such an example. Suppose n = 3, |C(1)|
= 2, |C(2)| = 2 and |C(3)| = 3. A double-line node represents
a node that is either aDAGor it is an ‘‘unpromising’’ node. Nodes
that are filled with dots, are the ones that are pruned according
to Lemma 2.
Lemma 3. Suppose child node τ ′(ϕ′, I ′, s′) at depth d of the
parent node τ(ϕ, I, s) is going to be created. If τ ′ is a ‘‘non-parent’’
node, there is no need to create other children of τ (i.e. all its right-
side siblings).
Proof. The tree node to be created is supposed to substitute
the parent sets of variable V1 at depth 1, V2 at depth 2, . . . , Vd
at depth d, . . . , and Vn at the last depth, n, in the PBB method.
Therefore, in ϕ the parent set of Vd is going to be substituted,
the parent sets of {V1, . . . , Vd−1} are determined, and the parent
sets of {Vd, . . . , Vn} will be determined in the next phases of
the PBB method. Since τ is a ‘‘non-parent’’ node, Vd−1 is not
included in any cycle and does not exist in any parent sets of the
remaining variables, i.e. Vd, Vd+1, . . . , Vn, as shown in Figure 4.
Therefore, it will not be included in any cycle henceforth. Even if
the parent sets of Vd, Vd+1, . . . , Vn are replaced, since Vd−1 does
not participate in any parent configuration of them, no edge(s)
from Vd−1 to Vd, Vd+1, . . . , Vn will be added, hence no cycle
containing Vd−1 will be formed. Therefore, there is no need to
create other children of τ , because substituting the other parent
sets of Vd−1 and creating other children of τ , has no effect on the
remaining cycles. Thus, none of the right-side siblings of τ ′ will
be created. 
688 K. Etminani et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 20 (2013) 682–694Figure 8: The procedure of creating each node of the branch and bound tree.Lemma 4. Suppose tree node τ(ϕ, I, s) is going to be created at
depth d of the branch and bound tree. If τ is an ‘‘irremovable-cycle’’
node, there is no need to create τ and any of its children.
Proof. According to Definition 4, τ contains at least a cycle
that involves only {V1, . . . , Vd−1}. Since the parent sets of
Vd, Vd+1, . . . , Vn are going to be replaced with their 1st, 2nd,
. . .best parent sets from depth d to the maximum depth (depth
n), the parent sets of V1, . . . , Vd−1 have been fixed till depth
d. However, the cycle contains some of the variables (from
{V1, . . . , Vd−1}) that will never change from depth d to the
maximum depth n. Therefore, this cycle will not be removed
by the parent set substitution of Vd, Vd+1, . . . , Vn and no DAG
will be found from this node. Thus there is no need to create
this node, hence all its children. 
Figure 6 shows such an example (n = 5). Assume that tree
node 6 is going to be created (in Figure 6(a)). This node will
replace the parent set of V3 with its 1st, 2nd, . . .best parent
sets (because it is at depth 3 of the tree). Figure 6(b) shows
the network structure stored in this node. As illustrated, there
is a cycle in the network structure containing only V1 and V2.
This cycle cannot be removed because the parent sets of V3, V4,
and V5 are going to be replaced from here on. No change in
the parent sets of V3, V4, and V5 has any effect on this cycle,
i.e. cannot remove it. In such cases, the new node is not added
to the tree to avoid further creation of unneeded nodes.
Property 1. Suppose we are creating a tree node τ(ϕ, I, s) at
depth d in the branch and bound tree. If it is a ‘‘future-worse-score’’
node, then there is no need to create this node and all its children.
Figure 7 illustrates such an example with n = 5. Suppose
a DAG has been found with score s = −1215.2. The double-
lined node in Figure 7(a) contains a network structure with
score −1200.2 and two cycles (including V2, V3, V4, and V5
i.e. Ω = {ω1, ω2}, ω1 = {V2, V3}, ω2 = {V4, V5}) as shown
in Figure 7(b). To remove these cycles, at least two parent sets
of the remaining network variables (i.e. V3, V4, and V5) should
be substituted. Suppose score differences, i.e (2nd best local
score minus 1st best local score), are −5.1, −10.2, and −11.0
for V3, V4, and V5, respectively. The two minimums are added
up, i.e. ∆min = −15.3. According to Property 1, (−1200.2) +
(−15.3) = −1215.5 < −1215.2 + 0.1, i.e. this node will not
lead to a better score than the best one found, so far. Therefore,
there is no need to create it and all its children.Property 2. Suppose a tree node τ(ϕ, I, s) at depth d of the
branch and bound tree is going to be created. If Vd−1 does not at-
tend in any loop any more, i.e. ∀ωk : Vd−1 ∉ ωk, then there is no
need to create other siblings of this node.
Property 2 is a heuristic bounding rule. In practice, it shows
good performance in node reduction of the branch and bound
tree. It sometimes leads to suboptimal results (not considered
in Theorem 7).
4.5. Tree node creation procedure
In this subsection, the procedure of creating a new tree node
is discussed.
We use the CreateNode() procedure to create each node
of the tree. It is displayed in Figure 8. The inputs to this
procedure are pre-computed local scores, I , and the parent
node that this node should be inserted as its child (for the
root this input is null.) To create each node, we should create
its network structure, ϕ. FindParentSet() is a simple procedure
that gets pre-computed local scores and I as inputs. It returns
ϕ such that each variable Vi has its Iith best score, i.e. Iith
best parent configuration. Then, the score of ϕ is computed by
ComputeNetScore() which simply adds up the local scores of
each variable in ϕ. At this point, bounding rules are added (in
checkPruningConditions()) to prune the tree and forbid creating
unneeded nodes, as follows:
1. If ϕ is a DAG, the best net score found for the DAG until this
point is updated, if ϕ has a better score.
2. If this node contains a DAG or it is an ‘‘unpromising’’ node,
there is no need to add further nodes to the tree, according
to Lemma 2.
3. If this node is a ‘‘non-parent’’ node, then there is no need to
create its right-side siblings, according to Lemma 3.
4. If this node is an ‘‘irremovable-cycle’’ node, then there is no
need to add the new node or any of its children to the tree
(according to Lemma 4).
5. If the new node is at depth n, there is no need to add it to
the tree because it cannot lead to a result since the network
nodes are finished and it is not a DAG.
6. If this node is a ‘‘future-worse-score’’ node, there is no need
to create this node, according to Property 1.
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ωk), then there is no need to create other siblings of this
node at depth d of the branch and bound tree, according to
Property 2.
The new child is added to the parent node. If one of the above
criteria is satisfied, the new child becomes null.
4.6. PBB algorithm
Figure 9 shows the new branch and bound algorithm. The
inputs to the corresponding algorithm are the local scores that
are previously computed and stored in a file, and the output is
the global best network structure. Algorithm 3 begins with the
creation of the root of the branch and bound tree, which is the
best parent configuration for each variablewithout checking for
acyclicity (rootNode(ϕr , Ir , sr)). Afterwards, the tree expansion
is started by replacing the parent set of Vd (first, d = 1) with its
kth best parent set and creating new nodes (if possible) of the
tree.
After creating all possible children nodes of parentNode, the
next node to be expanded is selected (using the SelectionFunc-
tion() procedure). This selection can be based on proper param-
eters to avoid creating unneedednodes in the branch and bound
tree. The following ‘‘Selection’’ parameters are considered in
this paper, however, other parameters can be thought of, too.
For each node τ(ϕ, I, s) at depth d of the branch and bound
tree, ‘‘Selection’’ parameters considered are:
1. number of loops in ϕ
2. s+∆min ± ξ2
3. depth of τ
4. index i of the next variable Vi (i ≥ d) engaged in a cycle in ϕ
where ξ2 is a ‘‘tolerance’’ threshold for selection which is data
dependent. ξ2 = 0 means we do not want to let other nodes
with the present worse score, which may be future better
ones, to be examined first. This threshold can be adaptively
determined. For example, it depends on the depth of the node
or the score difference of the leaf nodes. But ξ2 is considered
most of the time as zero. One point which should bementioned
is that ξ2 does not affect the optimality of the result. It just
determines the order of node selection and does not removenodes from the tree. The word ‘‘tolerance’’ here means that
each time the next node is going to be expanded, the next node
should not always have the maximum score, to let other nodes
be examined sooner. All the candidate nodes for selection have
larger scores than the best one found, so far.
4.7. Complexity analysis
The requiredmemory for the PBBmethod for storing needed
local scores is the same as [21] and it is data dependent. In the
worst case, we should compute all local scores, but as shown
in Section 5, this case rarely happens. In order to discuss time
complexity, we inspect themaximumnumber of nodes created,
in the worst case, to obtain the best result.
Lemma 5. The maximum number of nodes in the PBB tree is 1 +n
i=1
i
j=1 |C(j)|.
Proof. Suppose none of the pruning strategies is applied and
all possible children of a node are created. In the first step, the
root node is created. Then, all possible children of the root node
are created, that is the number of all stored local scores for V1,
i.e., |C(1)|. In the second level of the tree, all possible children
of each of these |C(1)| nodes are created, that is the number
of cache size for V2(|C(2)|). Therefore, in the second level of
the tree, |C(1)| × |C(2)| nodes are created. This procedure
continues till themaximum depth, n. Therefore, in the last level
of the tree |C(1)| × |C(2)| × · · · × |C(n)| nodes are created. By
adding together thenodes of all the tree levels up, themaximum
number of nodes becomes:
1+ |C(1)| + |C(1)| × |C(2)| + |C(1)| × |C(2)| × |C(3)+ · · ·
+|C(1)× |C(2)| × · · · × |C(n)| = 1+
n
i=1
i
j=1
|C(j)|. 
Theorem 6. The best ordering of the variables for the branch
and bound tree (the one that is explained in the PBB method) is
{V1, V2, . . . , Vn}, where |C(1)| < |C(2)| < · · · < |C(n)|.
Proof. First, suppose variables are ordered in a way wherein
|C(1)| < |C(2)| < · · · < |C(n)|. Therefore, the maximum
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T = 1+
n
i=1
i
j=1
|C(j)|
= 1+ |C(1)| + |C(1)| × |C(2)| + |C(1)| × |C(2)| × |C(3)|
+ · · · + |C(1)| × |C(2)| × · · · × |C(n)|
= 1+ n× |C(1)| + (n− 1)× |C(2)| + (n− 2)× |C(3)|
+ · · · + |C(n)|
= 1+
n
i=1
(n− i+ 1)× |C(i)|.
Now, suppose another ordering in which two variables Vp
and Vq, such that p ≠ q, 1 ≤ p < q ≤ n, exchange their
places in the first ordering and the place of the other variables
remains unchanged. Therefore, the maximum number of nodes
becomes:
T1 = 1+
n
i=1,i≠p,q
(n− i+ 1)× |C(i)|
+ (n− p+ 1)× |C(q)| + (n− q+ 1)× |C(p)|.
Therefore, the difference between T1 and T is:
T1 − T = [(n− p+ 1)× |C(q)| + (n− q+ 1)× |C(p)|]
− [(n− p+ 1)× |C(p)| + (n− q+ 1)× |C(q)|]
= (q− p)× (|C(q)| − |C(p)|).
But, since p < q, we have |C(p)| ≤ |C(q)|. Therefore:
T1 − T ≥ 0⇒ T1 ≥ T .
Thus, every change in the first ordering of the variables in-
creases the maximum number of nodes or at least does not
change it. The conclusion is that the best ordering of the vari-
ables for the branch and bound tree is {V1, V2, . . . , Vn}, where|C(1)| < |C(2)| < · · · < |C(n)|. 
In addition, after sorting the variables with respect to
Theorem 6, the variables are again resorted in such a way that
the variables which are involved in a cycle, locate in the lowest
orders and the remaining ones locate in the highest orders. This
resorting shows a better performance in avoiding the creation
of unnecessary nodes in the branch and bound tree, in practice.
The reason is that by substituting sooner the parent sets of those
variables, involved in a cycle, it might lead to a DAG sooner and
will avoids creating unnecessary nodes in lower levels of the
branch and bound tree.
Theorem 7. PBB method always provides the best network struc-
ture.
Proof. In the first step of the PBB method, all local scores
of every variable are produced. Therefore, there is no loss
in computation of the required local scores (i.e. best parent
configurations). In the remaining steps of the method, the
parent set of each network variable is substituted with 1st,
2nd, . . . best parent configurations. In other words, it begins
with the best network structure (not necessarily a DAG). Then
it tries to substitute the parent set of each network variable
with its 1st, 2nd, . . . best parent set. Therefore, no network
structure that contains the pre-computed local scores is lost.
In contrast with the proposed method in [21] which only
examines one edge removal per step in order to produce the
best network structure, our proposedmethod considers several
edge additions, removals, reversals and replacements per step
while all these changes rely on the computed local scores i.e. the
parent configurations. Figure 10: An example of a complete branch and bound tree for our proposed
method, i.e. PBB, with n = 3. Some of the branches are labelledwith the applied
change in the parent set of the variable, while the parent set of other network
variables remain unchanged within this change.
Figure 10 illustrates an example of the new branch and
bound tree for a network with n = 3 variables and |C(1)| =
2, |C(2)| = 2 and |C(3)| = 3 when no pruning is applied. For
an instance, the double-lined node contains a network structure
in which the parent set of V1 is its second best parent set, the
parent set of V2 is its first best parent set and the parent set of V3
is its third best parent set. As shown in the last level of this tree,
no combination is lost. All possible combinations of the parent
sets of these three variables are considered (i.e.
3
i=1 |C(i)| =
2 × 2 × 3 = 12). In addition, the total number of nodes is
1 +3i=1ij=1 |C(j)| = 1 + 2 + 2 × 2 + 2 × 2 × 3 = 19,
as expected according to Lemma 5.
5. Experiments
In this study, datasets available at the UCI repository [39]
are used to demonstrate the effectiveness of the PBB method.
Those datasets were selected that have less percentage of
missingness, n¡50 number of variables and more discrete
variables in order to apply the learning methods to them.
Some of these datasets contain missing data. As stated in [40],
methods for dealingwithmissingness can be grouped into three
main classes: complete case analysis methods, imputation-
based approaches, and model-based likelihood methods. The
first class analyzes only cases where all variables are observed
i.e. does not consider rows with missing values. This approach
is applicable when most data is observed. Imputation-based
methods try to find ways of estimating values for missing
data. Then they proceed as if data were complete. Finally,
model-based likelihood methods model the missing data
mechanism and then proceed to make a proper likelihood-
based analysis, either via the method of maximum-likelihood
or using Bayesian methods. In this paper, the first method is
used, since the percentage of missingness in the datasets was
negligible. Moreover, two famous Bayesian networks ASIA [41]
and Cancer-Neapolitan [42] are also used. A sample dataset
containing 1000 records from these two Bayesian networks is
created by Netica software.1 The number of variables in the
Bayesian network (n), the number of instances (N), the size of
the generated cache, i.e. the reduced cached (size of the RC),
its computation time (RC computation time), the size of the
cache if all local scores were computed (total cache size), and
its computation time (total time) for the BIC and BDeu scoring
functions are presented in Table 1. Two cases for the BDeu
score did not complete after several days of running. All the
experiments were run on a computer with a 3.2 GHz CPU and 1
GB of RAM. Programs are written in Java.
Tables 2 (applying BIC score) and 3 (applying BDeu score)
present the maximum number of nodes and the reduced num-
ber of nodes by applying the pruning criteria explained in
1 http://www.norsys.com/.
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Name n N BIC score BDeu score Total cache
size (n2n)
Total
time
Size of the
RC
RC computation
time
Size of the
RC
RC computation
time
Cancer-neapolitan 5 1000 29 1.8 s 28 2.5 s 25.0 8.3 s
Thyroid 6 215 22 1.1 s 43 2.1 s 29.5 9.6 s
Liver 7 345 15 1.4 s 19 2.1 s 210.5 67.1 s
Asia 8 1000 65 5.1 s 85 10.1 s 28.0 4.2 min
Ecoli 8 336 50 6.4 s 69 14.0 s 212.9 6.7 min
Yeast 9 1484 30 21.5 s 46 10.5 s 215.4 3 h
Diabetes 9 768 36 6.7 s 40 11.2 s 213.6 39.4 min
Post-operative 9 90 9 0.5 s 9 0.6 s 213.5 4.9 min
Tic-tac-toe 10 958 60 12.2 s 46 18.0 s 215.2 7 h
Breast-cancer 10 286 32 3.7 s 32 6.1 s 218.2 10 h
Glass 11 214 43 8.1 s 74 9.3 s 218.4 8 h
Page-blocks 11 5473 76 3.1 min 256 14.0 min 214.4 24 h
Heart-cleveland 14 303 66 14.7 s 64 15.0 s 222.0 24 h
Heart-statlog 14 270 72 8.8 s 79 10.0 s 220.5 24 h
German credit 21 1000 102 6.5 min 101 40.0 min 238.6 Failed
Mushroom 22 5644 380 59.3 min – – 250.5 Failed
SPECT heart 23 267 405 15.0 min 338 14.7 min 223.0 Failed
Dermatology 35 358 6985 17.0 days 6209 16.3 days 223.0 Failed
King-rock 36 3196 524 2 h – – 241.2 FailedTable 2: Search space reduction by pruning conditions explained in Section 4.4 in PBB method (BIC score).
Name Max no. nodes Lemma 2 Lemma 3 Lemma 4 Property 1 Max depth Property 2
Cancer-neapolitan 212.5 211 0 210.3 210.8 24.3 29.7
Thyroid 210.5 29.6 25.6 26.8 29.6 21.5 26.0
Liver 27.2 26.1 0 23.5 26.1 21 0
Asia 221.4 220.2 217.2 219.7 219.9 211.4 218.9
Ecoli 220.2 219.5 218.0 214.7 217.5 24.5 218.9
Yeast 213.5 212.7 0 29.1 212.0 23.1 211.0
Diabetes 216.5 215.9 210.0 213.1 210.2 22.8 216.2
Post-operative 23.3 23.3 0 0 0 0 0
Tic-tac-toe 225.2 221.7 218.7 221.0 223.5 29.0 224.4
Breast-cancer 215.0 213.3 213.6 213.7 211.8 24.7 29.3
Glass 217.9 217.2 211.1 215.1 213.6 24.7 217.5
Page-blocks 228.5 227.9 224.0 226.0 225.7 27.8 227.7
Heart-cleveland 225.3 224.4 213.6 219.2 214.9 25.3 225.2
Heart-statlog 224.9 224.5 216.5 221.7 222.4 27.9 224.0
German credit 242.2 241.9 238.0 237.2 233.9 210.9 234.3
Mushroom 233.9 233.9 0 0 0 0 0
SPECT heart 262.8 261.9 259.2 260.2 258.0 217.6 257.6
King-rock 262.0 262.0 0 0 0 0 0Section 3 for each dataset in PBB method: ‘‘unpromiss-
ing’’ nodes by Lemma 2, ‘‘non-parent’’ nodes by Lemma 3,
‘‘irremovable-cycle’’ nodes by Lemma 4, ‘‘future-worse-score’’
nodes by Property 1, the nodes which reachedmaximum depth
and were pruned, and nodes pruned by Property 2.
As shown in Tables 2 and 3, the mentioned bounding rules
drastically reduce the number of nodes created in the PBB
method. Some of thementioned lemmas are not effective in the
node reduction (zeros), for some datasets. For example, in yeast,
cancer-neapolitan, and liver, Lemma 3 which is about ‘‘non-
parent’’ nodes does not reduce any node for the BIC score.
Lemma 2 provides the most effective bounding rule. It has
performed the highest number of prunings for almost all of the
datasets. The reason is that the number of nodes removed by
removing each ‘‘unpromising’’ node based on Lemma 2, is the
most.
In addition, the rate of pruning performed by Property 1, is
also noticeable. It shows that if a good estimation of the score
difference until achieving a DAG is performed, it can greatlyreduce the number of created nodes. The pruning caused by the
initial solution is performed by both Lemma 2 and Property 1.
The sum of node pruning performed by all bounding rules
together is larger than the total number of nodes for some
datasets. The reason is that there are some nodes that can
be pruned by more than one bounding rule. These nodes are
counted more than once. It is worth mentioning that the preci-
sion of the numbers shown in Tables 2 and 3 is not high.
In post-operative, mushroom, and king-rock datasets for the
BIC score, as shown in Table 4, the root node is a DAG. Therefore,
no further node is created and the entire tree is pruned by
Lemma 2. Other bounding rules for these two datasets are not
applicable.
In practice, the rate of reduction of the presented bounding
rules is data-dependent. For example, in thyroid dataset for the
BIC score, the initial solution was the best result. Therefore,
the number of nodes created in the branch and bound tree by
the PBB method greatly decreases (from 210.5 to 10 (totally in
Table 4)). A similar case happens for the liver dataset, i.e., from
27.2 to 2 nodes.
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Name Max no. nodes Lemma 2 Lemma 3 Lemma 4 Property 1 Max depth Property 2
Cancer-neapolitan 211.9 211 0 210.3 210.8 24.3 29.7
Thyroid 215.8 215.1 0 213.8 213.9 26.4 213.2
Liver 29 28.2 0 25.6 28.2 22.3 27.6
Asia 224.2 223.4 221.2 222.9 222.5 212.2 221.5
Ecoli 223.5 223.4 220 221.2 221.2 29.8 217
Yeast 216.7 216.2 212 212.8 215.4 25 214.7
Diabetes 218.3 216.7 215.2 216.5 216.5 26.1 217
Post-operative 23.3 23.3 0 0 0 0 0
Tic-tac-toe 222.4 221.2 216.5 219.2 220.9 28.0 221.2
Breast-cancer 214.9 213.3 213.6 213.7 211.8 24.7 29.3
Glass 228.5 228.2 220.2 225.2 226.5 29.1 227.4
Page-blocks 246.2 245.9 244.9 239.8 243.9 218.1 241.6
Heart-cleveland 225.2 224.5 212.8 218.7 212.9 24.7 225.2
Heart-statlog 227.5 227.2 220 224.7 225.2 28.3 226.0
German credit 241.9 240.9 239.8 237.6 238.1 210.0 235.9
SPECT heart 260.8 259.2 258.9 258.1 257.6 223.4 258.0
Dermatology 262.6 261.1 260.2 260.8 258.4 225.1 257.9Table 4: Comparison of number of created nodes, running time, and BIC score among PBB, CassioB&B, SilanderDP, and HC (hill climbing).
Name PBB CassioB&B SilanderDP
(Exact
method)
Score HC
No. tree
nodes
(1st)
Time
(1st)
No. tree
nodes
Time No.
Tree
nodes
Time Time Score
Cancer-neapolitan 8 15 ms 13 31 ms 72 110 ms 31 ms −2231.3 4.5 s −2231.3
Thyroid 2 15 ms 10 31 ms 24 94 ms 31 ms −602.0 5.5 s −602.0
Liver 2 1 ms 2 1 ms 5 15 ms 78 ms −1321.9 50.0 s −1321.9
Asia 25 31 ms 1279 1.0 s 1048 1.9 s 94 ms −2265.2 1.0 min −2265.2
Ecoli 7 16 ms 39 109 ms 123 297 ms 110 ms −1778.7 1.2 min −1850.9
Yeast 6 16 ms 10 63 ms 33 78 ms 234 ms −8039.9 15.9 min −8159.4
Diabetes 18 31 ms 35 46 ms 41 125 ms 266 ms −3692.7 4.8 min −3701.8
Post-operative 1 1 ms 1 1 ms 1 1 ms 156 ms −645.0 57.6 s −645.0
Tic-tac-toe 27 157 ms 482 1.0 s 1594 3.2 s 141 ms −9638.2 32.3 min −9711.6
Breast-cancer 8 16 ms 53 62 ms 95 172 ms 150 ms −2785.9 15.8 min −2785.9
Glass 35 111 ms 61 485 ms 91 906 ms 422 ms −1365.8 5.8 min −1397.3
Page-blocks 46 188 ms 165 624 ms 422 1.0 s 430 ms −12711.7 6.7 h −12760.1
Heart-cleveland 112 407 ms 112 407 ms 229 640 ms 595 ms −3430.4 1.92 h −3436.5
Heart-statlog 160 579 ms 388 1.1 s 642 1.6 s 580 ms −2860.8 19.9 min −2863.9
German credit 63 4.5 s 81 5.7 s 1432 29.0 s Failed −18701.4 Failed Failed
Mushroom 1 1 ms 1 1 ms 1 1 ms Failed −794.7 Failed Failed
SPECT heart 11517 5.5 min 101018 55.1 min – – Failed −2142.3 Failed Failed
King-rock 1 1 ms 1 1 ms 1 1 ms Failed −290.5 Failed FailedIn the ecoli dataset for the BIC score, C(1) = 7 and C(2) = 9
and the second child in the second level of the tree become an
‘‘irremovable-cycle’’ node. Therefore, in the first levels of the
tree, a number of nodes is pruned by Lemma 4, i.e., 214.7. A
similar case also occurred in the glass dataset.
In the yeast dataset for the BIC score, in the second child of
the second level of the tree aDAG is found. Therefore, lots of tree
nodes are pruned by Lemma 2, i.e. 212.7. A similar case happens
for most of the other datasets.
As expected, Property 2 extremely reduces the number of
nodes. As shown in Table 4, the PBB method reaches the global
optimal Bayesian network structure with the highest score and
this reduction does not prevent the PBB method from reaching
the optimal Bayesian network structure.
The least reduction belongs to the max depth bounding
rule. The reason is obvious: the other bounding rules do not
allow most branches to grow to max depth. For instance, in the
liver dataset for BIC score, out of 27.2 nodes only two have the
opportunity to reach the maximum depth and get pruned by
this bounding rule (the number of nodes in themaximumdepth
(i.e. depth n) for this dataset is 26.1).Table 4presents the results of four distinctmethods: The PBB
method described in Section 4, the branch and bound method
presented in [21] (CassioB&B), the dynamic programming
method proposed in [17] (SilanderDP) and hill climbingmethod
(HC) [43] for the BIC score function. As seen in this table, HC
converges to local maxima especially in larger networks and
consumes more time. In larger networks, it could not converge
even after days of running.
The number of nodes in the branch and bound tree are
shown to facilitate a better comparison between the twometh-
ods in Table 4. In the PBBmethod, the number of nodes required
to produce the best result for the first time (with column head-
ing no. nodes (1st)), and the time needed to lead to this score
(the time (1st) column) are also shown. Since the PBBmethod is
an any-time procedure, achieving the best result as soon as pos-
sible is important. It means that if somebody runs the method
and stops it before being completed, the obtained result is most
likely the best result.
The time column represents the total time of running the
methods and the total number of nodes is shown by the no. tree
nodes column. The time required to compute the needed local
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Name PBB CassioB&B SilanderDP
(exact
method)
Score
No. tree
nodes (1st)
Time (1st) No. tree
nodes
Time No. tree
nodes
Time
Cancer-neapolitan 8 16 ms 13 16 ms 72 188 ms 31 ms −2231.9
Thyroid 20 110 ms 58 125 ms 175 312 ms 31 ms −577.5
Liver 4 63 ms 6 79 ms 14 141 ms 78 ms −1309.6
Asia 30 79 ms 2008 1.1 s 3 341 7.7 s 94 ms −2305.4
Ecoli 53 109 ms 461 1.0 s 1 051 2.9 s 110 ms −1715.9
Yeast 7 31 ms 16 62 ms 70 188 ms 234 ms −7938.5
Diabetes 34 77 ms 64 187 ms 86 234 ms 266 ms −3678.5
Post-operative 1 1 ms 1 1 ms 1 1 ms 156 ms −647.3
Tic-tac-toe 46 171 ms 256 827 ms 326 1.2 s 141 ms −9687.3
Breast-cancer 8 46 ms 53 123 ms 107 297 ms 150 ms −2781.6
Glass 198 1.0 s 317 1.8 s 1 548 4.0 s 422 ms −1300.7
Page-blocks 35625 1.4 min 100089 8.0 min 143237 8.2 min 430 ms −12457.0
Heart-cleveland 90 94 ms 93 109 ms 307 108 ms 595 ms −3450.0
Heart-statlog 316 245 ms 784 450 ms 643 374 ms 580 ms −2867.5
German credit 849 27.0 s 947 31.0 s 1 120 35.0 s Failed −18689.9
SPECT heart 14230 7.6 min 103603 1.3 h 24265 − Failed −2149.0
Dermatology 2 65 ms 2 65 ms 6 100 ms Failed −7674.8scores is not included, since it is similar for both branch and
bound methods and is shown in Table 1. But the time required
to compute all local scores (i.e n2n−1 cases) for SilanderDP is
very high and for n > 20 it fails (as shown in Table 1).
One point that should be mentioned is that to obtain the
total running time of each of the branch and bound method,
one should add the time of cache computation (RC computation
time column from Table 1) to the time of running the method
(in Table 4). This case similarly happens for the dynamic pro-
gramming approach, but the the total time of cache computa-
tion (the total time column from Table 1) should be added to the
running time in Table 4. Therefore, the overall running time of
the dynamic programming approach is very high. A limit of one
million steps is considered for each branch and bound method.
Since SilanderDP is an exact method i.e. it obtains the global
optimal network structure (the best score), the output of this
method is also shown for the purpose of comparison in Table 4.
Since all scores obtained by eachmethod are the same, they are
shown in the score column of Table 4.
In post-operative, mushroom, and king-rock datasets, both
of the branch and bound methods create only one node. The
reason is that the root of the branch and bound treewas already
a DAG for these datasets (best parent set for each node leads to
DAG) and no additional nodes are generated. Both of the branch
and bound methods produce a result with the same scores, as
in SilanderDP,−645.0,−794.7 and−290.5 for post-operative,
mushroom, and king-rock datasets, respectively.
As illustrated in Table 4, the PBB method leads to the global
optimal network structure with a smaller number of nodes.
It shows that the new branching function and also bounding
rules can help reduce the number of created nodes hence total
running time. This reduction is sometimes noticeable such as
in a tic-tac-toe dataset, where CassioB&B creates 1594 nodes
to lead to the best score, but the PBB method creates only 27
nodes to achieve the best score for the first time and 482 nodes
totally. Also in the abalone dataset, the PBB method creates a
smaller number of nodes to achieve the best score. But for a few
datasets such as asia, although the PBB method creates a larger
total number of nodes, it leads to the best score in a smaller
number of created nodes.The same procedure is run for the BDeu score and the results
are shown in Table 5. For the SPECT heart dataset, PBB reaches
the best score after creating 14230 tree nodes, but CassioB&B
could not find any answer after creating 24265 tree nodes and
it got finished due to lack of space.
Since the PBB method is an any-time procedure, achieving
the best result as soon as possible is important. As shown in
Tables 4 and 5, the PBB method reaches the best result in less
than 10 nodes in about ten datasets. It means that if somebody
runs the PBB method and stops it before being completed, the
obtained result is most likely the best result.
6. Conclusion and future work
In this study, learning the Bayesian network structure from
data for discrete variables is studied. The presented method,
i.e. PBB, is also applicable to continuous ones, if the score of
the continuous variables is computed, first. The new branch
and bound method guarantees global optimality with respect
to a decomposable scoring function. It is an any-time method,
i.e., if stopped, it provides the best solution found so far. Several
effective bounding rules such as ‘‘unpromising’’, ‘‘non-parent’’,
‘‘irremovable-cycle’’ and ‘‘future-worse-score’’ nodes are stated
and proven to effectively prune the branch and bound tree. The
branching method and also bounding rules of the PBB method
are totally different in comparison to the previously presented
branch and bound methods for finding the optimal Bayesian
network structure.
Several common datasets are used to demonstrate the
efficacy of the PBB method. In practice, the bounding rules,
invented here, for the PBB method demonstrate a drastic
reduction in the number of created nodes of the branch and
bound tree. The result of the PBB method is compared with a
latest state-of-the-art method that was shown to have better
performance than prior methods. The PBB method always led
to the best score in less running timewhile generating a smaller
number of nodes for the branch and bound tree. Furthermore,
it leads to the best result in fewer numbers of nodes for the
first time. Therefore, before the algorithm stops it most likely
reaches the global optimal result.
694 K. Etminani et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 20 (2013) 682–694Several aspects remain for future work, such as applying
other criteria to avoid unnecessary computations of local scores.
In addition, new bounding rules and selection functions could
be sought to circumvent creating unneeded branch and bound
tree nodes in order to reduce search space and required
memory.
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