Training a neural network model can be a lifelong learning process and is a computationally intensive one. A severe adverse effect that may occur in deep neural network models is that they can suffer from catastrophic forgetting during retraining on new data. To avoid such disruptions in the continuous learning, one appealing property is the additive nature of ensemble models. In this paper, we propose two generic ensemble approaches, gradient boosting and meta-learning, to solve the catastrophic forgetting problem in tuning pre-trained neural network models.
I. INTRODUCTION
With stationary training resources and various advanced neural network structures, deep learning models have exceeded human performance in many areas. However, a well-known limitation of deep learning models is the so-called "catastrophic forgetting." That is, while acquiring new knowledge, the models may forget the knowledge learned in the past. In other words, after tuning a pre-trained model with new data, the model can have a poor performance on patterns learned from old data.
In this paper, we investigate the possibility of a model to generalize from old patterns and new patterns. Towards formalizing the setting of our study, we assume that we have a model with a generic loss function, and it has been welltrained on a big dataset. Our aim is that, upon presenting a new dataset, the model can be adjusted so that it can handle the new dataset well -while simultaneously not forgetting the patterns learned from the old dataset. In many real-world systems, new and old data are commonly stored in a buffered manner, where the model always has access to a roughly fixed size of training data. This fact is at the core of what differentiates our model retraining from traditional continual learning with bounded computational complexity. In our study, the old and the new datasets share the same prediction space. For instance, the number of classes in the two datasets are the same, but the background and object angles may differ.
The issue of catastrophic forgetting in neural networks had been addressed in the literature (cf. [11] , [20] ). Once again, the source of the problem is that when neural networks are trained continually on datasets with different feature distributions Xiaofeng Zhu and Feng Liu contributed equally to this work. Xiaofeng Zhu is the corresponding author. and/or trained for different objectives, the knowledge learned in an old training session can be lost in a new training session [60] .
We note that our study aligns closely to continual/incremental learning and multi-task/sequential learning. Continual learning focuses on tuning a model with continual new data without forgetting old knowledge [1] , [24] , [36] , [45] , [50] . Compared to continual learning, multi-task learning focuses on more dissimilar tasks [14] , [42] , [43] , [64] , e.g., incremental class learning [13] , [19] , [23] , [38] , [41] , where different tasks have different classes. Moreover, different tasks usually only have access to new data [4] or just a small portion of old data [28] . From the training objective aspect, multi-task learning solves task-specific problems: parameter space shifting using priors [22] , [35] , [53] , path traversal among different tasks [10] , [28] , parameter sharing in different tasks [34] , and hard attentions [48] or masks [30] for switching tasks. Their contributions address challenges in different experimental settings [31] , such as how data in different tasks are distributed, how tasks are ordered [33] , [52] , and how performance should be evaluated among a sequence of tasks.
Our study may be perceived as a special case of continual learning -however, we note that our primary focus and data setting differ from continual learning and, especially, sequential learning. Our retraining models aim to have good performance on both new and old data. In continual learning and sequential learning, a model can only access new data. However, when tuning a pre-trained model in real-world systems, the model should access some old data to guarantee adequate retraining. It may not be feasible in the long run to train on the union of all old data and new data. In our study, old data and new data are stored in a buffered manner. Given limited computation resources that can process a fixed capacity of data, we feed the same full capacity of training data during training or retaining. In every future retraining process, a trained model is tuned on a fixed-size data set, which is composed of the new dataset and a subset of the old dataset. We boost the performance of a trained model by gradient boosting and by learning a meta-network. The two methods are generic and can be applied to any neural network models and loss functions.
Our major contributions are that (1) we propose an additive ensemble model that can tune a pre-trained model based on its performance gap, and (2) we further propose a meta-network model that can balance new patterns and old patterns and eventually keep the number of parameters unchanged.
II. RELATED WORK
We now detail the major directions of continual learning: regularization, ensemble methods, and memory consolidation.
A. Regularization
Regularization is the most common way of solving catastrophic forgetting via approaches that measure the importance of weights of a trained model. The elastic weight consolidation (EWC) algorithm proposed in [20] uses the Fisher matrix to represent weight importance. A regularization term is added to the original loss function to constrain important weights to stay close to their old values when retraining on a new session/task. Despite the usefulness of the Fisher matrix, the diagonal Fisher matrix assumption may not hold; therefore, approximations of the Fisher Matrix [27] , [46] , [56] , [63] and additional KL-divergence constraints [5] were applied in later studies. Besides the Fisher matrix, gradient magnitude [2] , unsupervised self-organizing maps [21] , and the Hessian matrix [62] are common techniques for measuring weight importance. In particular, the memory aware synapses (MAS) model [2] has become a new widely-used benchmark after EWC. MAS uses the gradient magnitude of network outputs with regard to weights to measure weight importance. In contrast, the Fisher matrix is based on loss and weights in EWC. When outputs are multi-dimensional, as in classification tasks, MAS calculates the squared l2 norm of outputs. An improvement over EWC and MAS by adding an additional regularization term on neurons was presented in [4] , proposing that sparsity at the neuron level was also important. We show in our experiments that our ensemble models perform better than this regularization strategy.
B. Ensemble Methods
Intuitively, ensemble models try to solve catastrophic forgetting by training multiple sub-networks [8] , [9] , [15] , [29] , [37] , [57] , [61] . Ren et al. [39] and Juefei-Xu et al. [17] made breakthroughs by proposing dynamic ways of constructing an ensemble model by tuning a sub-network of a pre-trained model or expanding a pre-trained model. The general limitation is that the memory usage scales up with the number of training sessions. Related meta-learning works generally focus on learning network architectures in order to adjust a pre-trained model to be robust on different datasets and tasks [16] , [17] , [26] , [44] , [58] , [59] . For instance, knowledge distillation [15] tries to distill knowledge learned from a large (teacher) network to a small (student) network. The goal is to make the teacher network and the student network behave as similarly as possible. However, our goal is to learn a more generalized network continually, being able to fix errors in the old trained model by acquiring new data.
C. Memory Consolidation
Memory consolidation solves catastrophic forgetting from the data aspect. Memory consolidation models [6] , [7] , [18] , [19] , [28] , [32] , [51] learn to store the patterns/memories of different training sessions by strategically sampling a subset of the old data. Generative Adversarial Networks (GANs) are suitable in nature for learning networks [3] , [25] , [40] , [47] , [49] , [54] , [55] in an incremental way. A generator trained on old data can be used in a new training session for replaying old learning experiences. Our study solves a more generic issue from the modeling aspect, and memory consolidation can be applied to our models for providing a reasonable data buffer.
III. PROPOSED MODELS
In this section, we present two ways of "frosting" weights for better retraining. One is based on classical gradient boosting, the other is based on neural network meta-learning.
A. Frosting Network Weights by One-step Gradient Boosting
We train our proposed network BoostNet, which can be simpler or the same as the trained network. We firstly apply a retraining dataset, composed of new training data and a subset of the old training data, to the trained model and calculate the model outputs and "residuals" [12] . Let L denote the softmax cross-entropy loss function, o i denote the output of the i th neuron before the softmax layer, p i denote the softmax probability of the i th neuron, and let y i denote the one-hot label. The residuals are calculated as ∂L ∂oi = y i −p i , measuring how much the trained model needs to improve in order to perform well on the retraining dataset. It is very likely that the residual values are close to 0 for the old training data, since the loss was originally minimized, and the residual values for the new training data are relatively larger. The weights of the trained model stay unchanged. Figure 1a illustrates this training procedure. The BoostNet takes the residuals as the training targets ("labels"). The loss function for the simpler model is the mean squared error (MSE) loss. In the end, we sum up the outputs of the old trained model and the outputs of the BoostNet model for future inference. This method does not change the trained model but adds new weights, which come from the simpler model. The limitation is that the number of total weights increases every time a new dataset comes in. While in knowledge distillation (where a student model is trained to mimic the behavior of the teacher model), a base network was also trained and kept frozen [15] , BoostNet aims to have different training targets -i.e., errors from former learners.
B. Frosting Network Weights by Meta-learning
We now explain our second ensemble model that can keep the number of parameters unchanged for inference. We add "frosting" layers for weights in a pre-trained model by taking weights as "neurons." More specifically, we train a metanetwork for weights in addition to the trained network. Both weights in the meta-network and weights in the base network are optimized during re-training. We have attempted freezing (a) BoostNet (b) FrostNet weights in the base network, but optimizing both networks yielded faster convergence. Each frosting layer is of the same shape as its corresponding weights. The weights in the frosting layers and the weights in the pre-trained model are both updated during retraining. In the end, the frosting layers are merged with the original weights so that the total number of weights is still unchanged. The merging operation is done by replacing the weights in the base network with the product of those weights and the weights in the corresponding frosting layer -after which the frosting layers are discarded. The base network with the updated weights is used for inferencethus, there is no performance loss after the merging operation. We call this ensemble model FrostNet, and it is illustrated in Figure 1b . We have attempted common activation functions such as tanh and ReLU ; tanh had a better performance compared to ReLU in our experiments. Although ReLU has many good metrics when applied to neurons, we do not find that it contributes to our frosting layer activation. Regardless, we have found that simply applying the frosting layers to trained weights without any activation functions already outperformed the benchmark models in our experiments.
IV. EXPERIMENTS
We now discuss the experiments used in evaluating the benefits of the proposed approaches.
A. Datasets
We use the MNIST and the CIFAR-10 datasets for comparing our BoostNet and FrostNet models with benchmark models. Similar to the data variation experiments in continual learning, we create a retraining dataset from the training set of the MNIST or CIFAR-10 by taking a random half of the original training set and augmenting the other half. The random half is taken by sampling each mini-batch during retraining instead of keeping them fixed before retraining. We obtain the augmented validation set using the same method. To this end, the sizes of the training and the validation sets stay unchanged in the initial training and retraining. separately to avoid data leakage. The augmentation factors are randomly rotating images by 45 degrees (clockwise and counterclockwise), shifting images by 20 percent (left and right), and zooming in by 80-90 percent. We have found that a well-trained model on the original MNIST or CIFAR-10 performs poorly on this augmentation setting. Similarly to incremental class experiments in sequential learning, we split both the original MNIST and CIFAR-10 training datasets into two parts: the first part has classes 0-4; the second part has classes 5-9. We use the first part for training a LeNet model. We then take a random half of the first and the second parts during retraining. The original validation and test datasets are split into two parts under the same setting. Finally, we obtain a retraining dataset that is of the same size as the initial training dataset.
B. Experimental Settings
We compare our models to three baseline models: the initial LeNet model (base), training a new model (train-from-scratch), fine-tuning from pre-trained weights (fine-tuning), and three state-of-the-art models: EWC, MAS, and Selfless [4] . We use LeNet with batch normalization as the network framework. The pre-trained weights from the base model are used for measuring weight and neuron importance for EWC, MAS, and Selfless. All benchmark models are tuned based on the optimized weights from the base LeNet model. We use the truncated normal distribution for weight initialization for all network models. All models are trained at most 50 epochs with an early stopping of 10 consecutive epochs. The weights that have the highest accuracy and, secondarily, the lowest loss value (if the accuracy does not improve) on the validation dataset are used for inference. We report the accuracy of the corresponding test datasets in tables I-IV. Boldface indicates the highest value in each column except the base model. We publish the code for our experiments on GitHub 1 .
V. RESULTS
We average the accuracy of each model using three runs. Tables I-II summarize the performance of the data variation experiments using the baseline models, the benchmark models, and our ensemble models. The base model has the highest accuracy on the original test datasets and the lowest accuracy on the augmented test datasets. Due to early-stopping and data augmentation, fine-tuning and benchmark models do not necessarily outperform train-from-scratch models. All the models except the base one suffer from catastrophic forgetting to some degree as the accuracy on an original test dataset is lower than the accuracy using the base model. All benchmark models have higher accuracy on the augmented dataset compared to the baseline models. EWC, MAS, and Selfless can prevent a trained model forgetting old knowledge, but their common limitation is that they have trouble learning from new knowledge. Our FrostNet model performs best among all benchmark models, and our BoostNet comes second. The FrostNet model yields the highest accuracy on the original datasets and the augmented datasets as the FrostNet model uses a network to learn how to adjust weights. The BoostNet model learns from performance gaps and pushes its weights to minimize the gaps.
Tables III-IV summarize the incremental class experiments. The base model has the highest accuracy on the datasets of classes (0-4) and the lowest accuracy on the ones of classes (5) (6) (7) (8) (9) . Since the initial training dataset only has classes (0-4), the trained base model cannot predict any data from classes (5) (6) (7) (8) (9) . Training-from-scratch on the retraining dataset has noticeable catastrophic forgetting on the initial training dataset. Although EWC, MAS, and especially Selfless models have an advantage in reducing catastrophic forgetting, they have inferior results on the new classes (5) (6) (7) (8) (9) . Our BoostNet and FrostNet models can balance memorizing old knowledge and learning new knowledge, with a good overall performance.
VI. CONCLUSION
In this paper, we propose two generic ensemble methods for boosting the performance of retraining. Regarding parameter capacity, BoostNet slowly adds a small number of parameters to a pre-trained model, similar to adding new trees in random forest modeling. Although FrostNet adds frosting layers for trained weights, the merging operation brings the number of total parameters down to the original size. Our work can be extended to other fields, such as general continual learning and network compression. Our work can be improved by taking the time series characteristic of training into account to further boost the performance. An interesting future direction would be strategically selecting training data. Another interesting direction would be selecting synapse paths from a sophisticated network model trained for a large domain to specialize for small domains.
