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Abstract
The presented paper considers the uplink transmission in base station (BS) cooperation schemes where mobile
terminals (MTs) in adjacent cells share the same physical channel. We consider single-carrier with frequency-domain
equalization (SC-FDE) combined with iterative frequency-domain receivers based on the iterative block decision
feedback equalization (IB-DFE). We study the quantization requirements when sending the received signals, from
different MTs, at different BSs to a central unit that performs the separation of different MTs using iterative
frequency-domain receivers. Our performance results show that a relatively coarse quantization, with only 4 bits in the
in-phase and quadrature components of the complex envelope already allows close-to-optimummacro-diversity
gains, as well as an efficient separation of the transmitted signals associated with each MT.
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1 Introduction
It is expected that the demand for wireless services will
continue to increase in the near and medium term, call-
ing for more capacity and putting more and more pres-
sure on the usage of radio resources. Future spectral
efficiency improvements will be focused on interference-
reducing techniques that require the cooperation of net-
work elements [1], since the point-to-point link capacities
are already close to the fundamental Shannon limit [2].
Conventional cellular systems adopt different frequen-
cies at different cells, with frequency reuse factors of 3,
or even more. Clearly, the overall system’s spectral effi-
ciency and capacity are conditioned by the frequency
reuse factor, typically decreasing linearly with it. Since the
spectrum is a scarce and expensive resource in wireless
systems, it would be desirable to design systems oper-
ating in universal frequency reuse (i.e., with frequency
reuse factor 1). Multicell cooperation is a promising solu-
tion to mitigate interference between different cells, to
improve the system’s fairness and to increase capacity
[3-7]. For these reasons, it is already under study in LTE
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[8], namely, under the so-called coordinated multi-point
concept which although not included in current releases,
will probably be specified for future ones.
In conventional cellular architectures, different cells are
regarded as separate entities and each mobile terminal
(MT) is assigned to a given cell and, consequently, a given
base station (BS). The MT transmits its signals to the
corresponding BS, and when this signal is received by
another BS, it is regarded as interference. In BS coopera-
tion architectures [9], the signals between different MTs
and BSs are collected and processed by a central pro-
cessing unit (CPU), so as to perform the user separation
and/or interference mitigation. In fact, BS cooperation
allows not only universal frequency reuse but also sub-
stantial macro-diversity effects, significantly improving
the overall performance of wireless systems, as well as the
coverage and power requirements associated with each
individual link. The signal separation in the downlink
transmission (i.e., the link from the BSs to the MTs) of BS
cooperation schemes is usually achieved by appropriate
pre-processing schemes [10-12]. In the uplink transmis-
sion (i.e., the link from the MTs to the BSs), the overall
signals received by different BSs (with contributions from
all MTs) are sent to the CPU that performs the signal
separation, to extract the data blocks transmitted by each
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MT, before sending them to the corresponding BS [3].
These BS cooperation schemes involve interference miti-
gation, allowing the use of the same physical channel by
MTs in adjacent cells, which means that the overall system
capacity can be significantly improved.
It is well known that block transmission techniques,
combined with frequency-domain processing, are choice
candidates for broadband wireless systems. These tech-
niques include orthogonal frequency division multi-
plexing (OFDM) [13] and single-carrier with frequency
domain equalization (SC-FDE) [14], which have simi-
lar overall signal processing requirements and achievable
performance. However, the receiver complexity is higher
for SC-FDE, and the transmitter complexity is higher for
OFDM. If we also take into account that the envelope
fluctuations of single-carrier signals are much lower than
the envelope fluctuations of OFDM signals with the same
constellations, SC-FDE is clearly preferable for the uplink
transmission while OFDM is interesting mainly for the
downlink transmission [15,16].
In this paper, we consider the uplink of broadband
wireless systems with BS cooperation architectures with
the employment of SC-FDE modulation schemes. MTs in
adjacent cells can share the same physical channel and
the signals received by a given BS are digitalized, through
appropriate sampling and quantization procedures. The
corresponding bits are sent to the central unit. The sepa-
ration of the signals associated with different MTs is per-
formed using iterative frequency-domain receivers based
on the iterative block decision feedback equalization (IB-
DFE) concept [17-19]. Due to its processing nature, the
IB-DFE can be considered as a frequency-domain low
complexity turbo equalizer [20-22]. Hence, the IB-DFE
does not need the channel decoder output at the feedback
loop. Nevertheless, turbo equalizers based on IB-DFE
schemes can be conceived [23]. The quantization require-
ments for the signals received at a given BS are studied in
detail.
This paper is organized as follows: in Section 2, we
describe the BS cooperation scenario considered in this
paper and Section 3 is concerned with the receiver design.
A set of performance results is presented in Section 4, and
Section 5 concludes the paper.
Throughout the paper, we will adopt the following nota-
tions: bold letters denote vectors and matrices; x∗, xT ,
and xH denote complex conjugate, transpose, and Hermi-
tian (complex conjugate transpose) of x, respectively. IN
denotes a N × N identity matrix, and ep is an appropri-
ate column vector with 0 in all positions except the pth
position that is 1. The expectation of x is denoted by E[ x].
2 System characterization
The considered system (shown in Figure 1) is charac-
terized by partially overlapping cells, where each one is
associated with a certain BS. For the sake of simplic-
ity, we considered only single-antenna transmitters and
receivers. However, our detection procedure and the cor-
responding performance analysis could easily be extended
to multi-antenna scenarios. In the considered scheme, P
MTs share the same physical channel (i.e., the information
from all MTs is transmitted at the same frequency band)
and, in general, there are R ≥ P BSs which receive the
MTs signals and can efficiently cooperate to improve the
system’s performance. Although sometimes, we can have
R < P, in general, we need at least R = P to be able to
separate P users. By adopting R > P, it is possible to have
macro-diversity effects, allowing further performances.
Typically, in conventional systems, one BS only performs
the detection of the signals of its own MTs, interpreting
the information from other MTs as interference, that is,
ignoring it. Contrarily to conventional architectures, this
paper considers a BS cooperation system where the over-
all signals received at each BS are quantized and sent to a
central processing unit that performs the separation of the
different transmitted signals and then sends them to the
corresponding BS.
It is assumed perfect synchronization and channel esti-
mation. This can be obtained with the help of appropriate
training blocks and/or pilots [24-26]. The channel esti-
mation segments are similar to other SC-FDE schemes
[27].
An SC-FDE scheme is employed by each MT
and the data block associated with the pth MT
(p = 1, 2, . . . ,P) is {sn,p; n = 0, 1, . . . ,N − 1}, where
constellation symbol sn,p is selected from the data,
according to a given mapping rule (e.g., a quadra-
ture phase-shift keying (QPSK) constellation with
Gray mapping). The corresponding frequency-
domain block is
{
Sk,p; k = 0, 1, . . . ,N − 1
}
= DFT{
sn,p; n = 0, 1, . . . ,N − 1
}
. As with other block transmis-
sion techniques, an appropriate cyclic prefix is appended
to each data block. The useful time-domain received
block, i.e., after removing the samples associated with the
cyclic prefix, at the rth BS is
{
y(r)n ; n = 0, 1, . . . ,N − 1
}
(r = 1, 2, . . . ,R), and the corresponding frequency-
domain block is
{
Y (r)k ; k = 0, 1, . . . ,N − 1
}
= DFT{
y(r)n ; n = 0, 1, . . . ,N − 1
}
. Clearly, we have
y(r)n =
P∑
p=1
ξp,r
∑
n′
sn−n′,ph(r)n′,p + ν(r)n , (1)
where h(r)n,p denotes the channel impulse response between
the pth MT and the rth BS, for the nth time-domain com-
ponent. ν(r)n indicates the channel noise at the rth BS and
the nth time-domain component. The ξp,r parameter is a
weighting factor that accounts for the combined effects
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Figure 1 Adopted cellular scenario for 2MTs and 2 BSs.
of power control and propagation loss effects (the aver-
age received power associated with the pth MT at the rth
BS is
∣∣ξp,r∣∣2). In conventional block transmission schemes,
the cyclic prefix is required to be longer than the overall
impulse response, including channel effects and transmit
and receive filters. However, in BS cooperation schemes,
it might be necessary to have a slightly longer cyclic prefix
to account for different propagation times between MTs
and BSs, since the useful part of each block should over-
lap. This means that if the cyclic prefix is long enough, it
can be shown that [19]:
y(r)n =
P∑
p=1
ξp,rsn,p  h(r)n,p + ν(r)n , (2)
with  denoting the cyclic convolution in n. Conse-
quently, in the frequency-domain, we have:
Y (r)k =
P∑
p=1
ξp,rSk,pH(r)k,p + N (r)k , (3)
with H(r)k,p and N
(r)
k corresponding to the frequency-
domain of h(r)n,p and ν(r)n , respectively, considering a nor-
malized channel with
∑N
n=1 E
[∣∣∣h(r)n,p∣∣∣2
]
= 1. For severely
time-dispersive channels, with rich multipath propaga-
tion, the received samples y(r)n can be regarded as samples
of a zero-mean complex Gaussian process, i.e., y(r)n ∼
CN
(
0, 2σ (r)
2
y
)
, with:
2σ (r)2y = E
[∣∣∣y(r)n ∣∣∣2
]
=
P∑
p=1
∣∣ξp,r∣∣2 E [∣∣sn,p∣∣2]+ E
[∣∣∣ν(r)n ∣∣∣2
]
=
P∑
p=1
∣∣ξp,r∣∣2 2σ 2s + 2σ 2ν ,
(4)
where σ 2s = E
[|Re{sn}|2] = E [|Im{sn}|2] and σ 2ν =
E
[|Re{νn}|2] = E [|Im{νn}|2]. The received signals at the
rth BS,
{
y(r)n ; n = 0, 1, . . . ,N − 1
}
, are quantizeda, leading
to yQ(r)n , with
yQ(r)n = fQ
⎛
⎝Re
{
y(r)n
}
σ
(r)
y
⎞
⎠ σ (r)y + jfQ
⎛
⎝ Im
{
y(r)n
}
σ
(r)
y
⎞
⎠ σ (r)y ,
(5)
where fQ(·) denotes the quantization characteristic. Due
to the Gaussian nature of y(r)n , it can be shown that the
quantized signals can be decomposed as the sum of uncor-
related useful and distortion terms (see Appendix), i.e.:
yQ(r)n ≈ αy(r)n + d(r)n , (6)
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with d(r)n denoting the quantization noise term and α
computed as described in the Appendix. Clearly,
Re
{
y(r)n
}
σ
(r)
y
and
Im
{
y(r)n
}
σ
(r)
y
are uncorrelated CN (0, 1) random variables.
Since the nonlinear distortion component when the input
CN (0, 1) has variance σ 2d (see Appendix), we have:
2σ (r)
2
d = E
[∣∣∣d(r)n ∣∣∣2
]
(7)
and
σ
(r)2
d = σ (r)
2
y σ
2
d , (8)
where σ 2d denotes the variance of the distortion term
when the input is CN (0, 1), which can be computed as
described in the Appendix.We can also define a signal-to-
quantization noise ratio (SQNR) as:
SQNR =
E
[∣∣∣αy(r)n ∣∣∣2
]
E
[∣∣∣dQ(r)n ∣∣∣2
] . (9)
The SQNR is a function of the number of quantization
levels 2m, with m denoting the number of bits required
for the real and imaginary parts of each quantized sam-
ple, and the type of quantizer. For the sake of simplicity,
we will consider only uniform quantizers in this paper,
i.e., fQ(·) has 2m levels equally spaced between the satu-
ration levels −AM and AM. Figure 2 shows the impact of
the normalized saturation level AM/σ (r)y and the number
of quantization bits m on SQNR. Actually, the number of
quantization bits is 2m, since we need m bits for the real
part and m bits for the imaginary part, according to (5).
For comparison, we include the conventional SQNR that
assumes uniform distribution for the quantization noise,
therefore neglecting saturation effects, and the signal-
to-distortion ratio (SDR) for an ideal clipping, therefore
neglecting the quantization error. Clearly, the SDR is accu-
rate for small quantization steps (AM/σ (r)y << 1), and the
uniform approximation, for the quantization noise, is rea-
sonable for high values of AM/σ (r)y . Moreover, there is an
optimum normalized saturation level for each value of m,
since the quantizer’s saturation becomes too frequent if
AM/σ (r)y is small and the quantization interval becomes
too high when AM/σ (r)y is high. In this paper, we always
assume the optimum saturation level for each value ofm.
The frequency-domain block, associated with the quan-
tized signal at the rth BS, is
{
YQ(r)k ; k = 0, 1, . . . ,N − 1
}
=
DFT
{
yQ(r)n ; n = 0, 1, . . . ,N − 1
}
, where:
YQ(r)k ≈ αY (r)k + DQ(r)k ≈ α
P∑
p=1
ξp,rSk,pH(r)k,p + NTot(r)k .
(10)
NTot(r)k = αN (r)k + D(r)k denotes the overall noise, from
the transmitted and quantized signals, in which:
2σ (r)
2
D = E
[∣∣∣D(r)k
∣∣∣2] = NE [∣∣∣d(r)n ∣∣∣2
]
, (11)
Figure 2 SQNR as a function of the normalized saturation levelAM/σ (r)y and the number of quantization bitsm.
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since we considered the IDFT and DFT definitions d(r)n =
1
N
∑N−1
k=0 D
(r)
k e
j2π knN , and D(r)k =
∑N−1
n=0 dne−j2π
kn
N , respec-
tively. Moreover, we have:
2σTot(r)
2
N = E
[∣∣∣NTot(r)k
∣∣∣2] = 2σ (r)2D + 2σ 2N |α|2 . (12)
In matrix format, (10) is equivalent to
YQk = HTk Sk + αNk + Dk , (13)
with YQk =
[
YQ(1)k , . . . ,Y
Q(R)
k
]T
, Sk =
[
Sk,1, . . . , Sk,P
]T ,
Nk =
[
N (1)k , . . . ,N
(R)
k
]T
, Dk =
[
D(1)k , . . . ,D
(R)
k
]T
,
HTk =
⎡
⎢⎢⎣
Heq
(1)
k,1 . . . H
eq(1)
k,P
... . . .
...
Heq
(R)
k,1 . . . H
eq(R)
k,P
⎤
⎥⎥⎦ , (14)
and Heq
(r)
k,p = αξp,rH(r)k,p.
3 Receiver design
In this section, the receiver design is presented concern-
ing BS cooperation schemes. For this purpose, an iterative
frequency-domain receiver based on the IB-DFE concept
[19] is considered, as illustrated in Figure 3, allowing an
efficient separation of the signals associated with different
MTs, using the same physical channel that is able to take
full advantage of macro-diversity effects. Figure 3 shows
the different mechanisms in the iterative process (with the
variables being defined starting in (16)), from the received
data blocks after the quantization process to symbols esti-
mation on each iteration. Ideally, we should sort out the
MTs according to their overall power, given by:
N−1∑
k=0
R∑
r=1
∣∣∣ξp,rH(r)k,p
∣∣∣2 , (15)
and to detect the MTs from the larger to the smaller,
in terms of overall powerb. However, our results show
that our iterative receiver is highly robust to the detec-
tion order, provided that the number of iterations is high
enough. In fact, the main advantage of a proper detec-
tion order is that we typically can slightly reduce the
number of the required iterations for best performance.
For each iteration, we detect all MTs in a successive
way, using the most updated estimates of the transmit-
ted data symbols, associated with each MT to cancel the
corresponding residual interference (see Figure 4). There-
fore, our receiver can be regarded as an iterative succes-
sive interference cancelation (SIC) scheme. However, as
with conventional IB-DFE receivers, we take into account
the reliability of the data estimates associated with MTs
(as well as interference cancelation) for each detection
procedure.
The complexity of our receiver is essentially conditioned
by the pair FFT/IFFT for each user and each iteration, as
well as the need to solve a system of R equations, for every
frequency of each user and each iteration.
At the ith iteration, the estimated symbols asso-
ciated with the pth MT
{
sˆn,p; n = 0, 1, . . . ,N − 1
}
are the hard decisions of the time-domain detector
Figure 3 IB-DFE receiver design.
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Figure 4 Iterative receiver structure for P = 2MTs and R = 2 cooperating BSs with quantization.
output
{
s˜n,p; n = 0, 1, . . . ,N − 1
}
= IDFT
{
S˜k,p; k =
0, 1, . . . ,N − 1
}
, where S˜k,p is given by
S˜k,p = FTk,pYQk − BTk,pS¯k,p, (16)
with FTk,p =
[
F(1)k,p , . . . , F
(R)
k,p
]T
denoting the feedfor-
ward coefficients. BTk,p =
[
B(1)k,p, . . . ,B
(P)
k,p
]T
denotes
the feedback coefficients and vector S¯k,p is given by
S¯k,p =
[
S¯k,1, . . . , S¯k,p−1, S¯k,p, . . . , S¯k,P
]T , where block{
S¯k,p; k = 0, 1, . . . ,N − 1
}
is the DFT of the block of time-
domain average values conditioned to the detector output{
s¯n,p; n = 0, 1, . . . ,N − 1
}
, for user p at a given iteration.
Clearly, the elements of S¯k,p′ are associated with the cur-
rent iteration for the MTs already detected (p′ < p) and
associated with the previous iterations for the MT that is
being detected, and also to the MTs still not detected in
this iteration.
For normalized QPSK constellations, i.e., sn,p = ±1 ± j,
the average values s¯n,p are given by [28]:
s¯n,p = tanh
(
LRen,p
2
)
+ j tanh
(
LImn,p
2
)
, (17)
where
LRen,p =
2
σ 2n,p
Re
{
s˜n,p
}
, (18a)
LImn,p =
2
σ 2n,p
Im
{
s˜n,p
}
, (18b)
and
σ 2n,p =
1
2N
N−1∑
n′=0
∣∣s˜n′,p − sn′,p∣∣2  12N
N−1∑
n′=0
∣∣s˜n′,p − sˆn′,p∣∣2 .
(19)
This means that we replace the transmitted symbols by
the hard decision estimates in the computation of the σ 2n,p,
with its error being negligible for a low bit error rate (BER)
[28]. The hard decisions associated with the symbol sn,p
are sˆn,p = sign
(
Re
{
s˜n,p
})+ jsign (Im {s˜n,p}).
For a given iteration and the detection of the pth MT,
the receiver is characterized by coefficients Fk,p and Bk,p
(k = 0, 1, . . . ,N − 1). These coefficients are selected to
minimize the BER performance. For a QPSK constellation
with Gray mapping, the BER is given by:
Pe  Q
(√
1
θp
)
, (20)
where Q(x) denotes the well known Gaussian error func-
tion and:
θp = 1N2
N−1∑
k=0
k,p, (21)
with
k,p = E
[∣∣∣S˜k,p − Sk,p∣∣∣2
]
=
E
[∣∣∣FTk,pYQk − BTk,pS¯k,p − Sk,p
∣∣∣2] (22)
designating the mean squared error (MSE) on the
frequency-domain samples S˜k,p [29]. The processing of
k,p concerns the evaluation of the optimum values of
coefficients Fk,p and Bk,p, and to do so, the minimization
of k,p is required.
It can be shown that S¯k,p  ρpSˆk,p [30,31], with Sˆk,p
denoting the frequency-domain samples associated with
the symbols’ hard decision. Moreover, Sˆk,p ≈ ρpSk,p +

k,p [32], which means that S¯k,p ≈ ρ2pSk,p + ρp
k,p, and
E
[∣∣S¯k,p∣∣2] = ∣∣ρp∣∣2 E
[∣∣∣Sˆk,p∣∣∣2
]
= ∣∣ρp∣∣2 E [∣∣Sk,p∣∣2]. On
the other hand, 
k,p =[
k,1, . . . ,
k,P]T , is a mean zero
error vector for P MTs, with its elements uncorrelated
to Sk,p and between them, meaning that E
[∣∣
k,p∣∣2] =
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(
1 − ∣∣ρp∣∣2)E [∣∣Sk,p∣∣2]. In matrix format, we have S¯k 
P2Sk + Pk and P = diag(ρ1, . . . , ρP), with correlation
coefficients:
ρp =
E
[
sˆn,ps∗n,p
]
E
[|sn,p|2] (23)
designating a measure of the estimates reliability associ-
ated with the ith iteration. It can be shown that, for QPSK
constellations, we have ρp = 1 − 2Pe [30], which can be
approximately given by:
ρp ≈ 12N
N−1∑
n=0
(∣∣∣ρRen,p∣∣∣+ ∣∣∣ρImn,p∣∣∣) , (24)
with
ρRen,p
(i) = tanh
⎛
⎝
∣∣∣LRen,p(i)∣∣∣
2
⎞
⎠ , (25a)
and
ρImn,p
(i) = tanh
⎛
⎝
∣∣∣LImn,p(i)∣∣∣
2
⎞
⎠ . (25b)
By expanding the square in (22) and noting that the
noise and data components are uncorrelated and have
zero mean, it can be easily shown that  is given by:
 = FHRYQF + BHRS¯,S¯B +
RS − 2Re
{
FHRYQ,Sp
}
+
2Re
{
BHRS¯,Sp
}
− 2Re
{
BHR ¯S,YQF
}
. (26)
For the sake of simplicity, the dependence on the subcar-
rier and user indexes, with the exception of the Sp factor,
were dropped from in (26) and following equations. The
different correlation matrices of (26) are as follows:
RYQ = E
[
YQ∗YQT
]
= |α|2HHRSH + RNTot (27a)
RS¯,S¯ = E
[
S¯∗S¯T
]
= P2RS (27b)
RYQ,Sp = E
[
YQ∗Sp
]
= αHHRSep (27c)
RS¯,Sp = E
[S¯∗Sp] = P2RSep (27d)
RS¯,YQ = E
[
S¯∗YQ
]
= αP2RSH, (27e)
with RS = E
[S∗ST ] = 2σ 2S IP and RNTot =
E
[
NTot∗NTotT
]
= |α|2RN + RD, being the correlation
matrices of S and NTot, respectively. RN = 2σ 2N IR and
RD = 2diag
(
σ
(1)2
D , σ
(2)2
D , . . . , σ
(R)2
D
)
are the correlations
matrices for the channel noise and quantization noise,
respectively, and σ 2S and σ 2N denote the symbol’s and
noise’s variance, in the frequency domain, respectively.
Clearly, the bit error probability will be minimized if we
minimize the MSE at each subcarrier k,p. In order to
obtain the minimization of the MSE, we subject it to the
condition
γp = 1N
N−1∑
k=0
R∑
r=1
F(r)k,pH
eq(r)
k,p = 1, (28)
and apply the gradient of the Lagrange function to (22).
Hence, the Lagrange function is defined as
J = k,p + λ
(
γp − 1
)
, (29)
where the optimum coefficients Fk,p and Bk,p being the
solution for the system of equations:⎧⎨
⎩
∇FJ = 0
∇BJ = 0
∇λJ = 0.
(30)
Therefore:⎧⎪⎨
⎪⎩
∇FJ = 0 ⇔ RYQF − RYQ,Sp − RHS¯YQB + λHHep = 0
∇BJ = 0 ⇔ RS¯,S¯B+ RS¯,Sp − RS¯,YQF = 0
∇λJ = 0 ⇔ γp = 1.
(31)
After some straightforward manipulations, we obtain:
F = κHHep (32)
and
B = αHF − ep, (33)
with
 =
(
HH (IP − P2)H + RNTotR−1S |α|−2)−1 , (34)
and κ selected to ensure that γp = 1, in order to have a
normalized FDE with E
[
s˜n,p
] = sn,p.
It should be pointed out that when we ignore the quan-
tization effects, RNTot = RN and α = 1. In practice,
α  1 − 2Q
(
AM
σ
(r)
y
)
[33], which means that for practical
quantizers, α  1 and using α = 1 has a negligible impact
on the receiver’s performance.
4 Performance results
In this section, we present a set of performance results
considering the proposed iterative frequency-domain
receivers for the uplink of BS cooperation schemes
employing SC-FDE modulations with the corresponding
quantization impact. The blocks associated with each MT
have N = 256 data symbols, selected from a QPSK con-
stellation under a Gray mapping rule, plus an appropriate
cyclic prefix. We considered a multipath channel with
64 symbol-spaced taps and uncorrelated Rayleigh fading
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on the different multipath components (similar results
were observed for other channels with rich multipath
propagation). The channels between different transmit-
ting and receiving antennas are assumed uncorrelated.We
have perfect synchronization and channel estimation. It
is assumed that the useful part of the blocks transmit-
ted by different MTs arrive at each BS simultaneously.
In practice, this could be accomplished by employing
extended cyclic prefixes, with duration longer than the
maximum overall channel impulse response plus the dif-
ference between the maximum and minimum propaga-
tion delay between MTs and BSs, provided that we have
accurate channel estimates. The real and imaginary parts
of the complex envelope of the signals received by each BS
are sampled and quantized by a uniform quantizer with 2m
levels (i.e.,m bits) and sent to the central unit. Throughout
this section, the theoretical results were obtained with the
analytical MSE-based approach described in the previous
section. Initially, a single-MT case (P = 1) is consid-
ered. Figure 5 illustrates the BER performance when we
have a single BS, as in conventional point-to-point com-
munications, and when we have two BSs (R = 2), as
in a macro-diversity scenario. All the links considered
between the MT and the BSs are characterized by ξp,r = 0
dB. From the corresponding results, it is clear that the
proposed analytical approach is very precise, especially
regarding the first iteration (linear FDE). When the subse-
quent iterations are considered, that is, when the Gaussian
approximation is accurate, the difference between the
simulated and analytical approaches vary only in a few
tenths of dB. As expected, the BER performance improves
with the number of iterations, and it is clearly better when
there is a macro-diversity scenario (R = 2 BSs).
Let us consider now a BS cooperation scenario with
P = 2 MTs and R = 2 BSs. The power associated with the
different links ξp,r can be characterized by the matrix:
 =
[
ξ1,1 ξ1,2
ξ2,1 ξ2,2
]
=
[−3 −3
−3 −3
]
(dB), (35)
where both MTs are at the cell’s edge and perfect average
power control, corresponding to a scenario with strong
interference between MTs at both BSs. The BER perfor-
mance for this scenario is depicted in Figures 6 and 7, for
the first and second MTs, respectively.
The BER performance is excellent, with the correspond-
ing values close to the MFB after four iterations, which
means that the proposed receiver is able to efficiently
separate theMTs while taking advantage of the signal con-
tributions associated with a given MT at each BS. The
simulated results are very accurate for the first MT that
is detected, with a slight difference between analytical
and simulated results, although this difference is always
below 1 dB and most of the time even lower, proving right
accuracy for our analytical approach.
Let us now consider the case where we employ the
quantization process. Figures 8 and 9 represent the BER
performance in a conventional scenario (P = R = 1) for
iterations 1 and 4, respectively. Here, samples are quan-
tized with m = 2, 3, 4, 5, and ∞ bits, in which m = ∞
indicates that no quantization is performed. The power
from link from the MT and the BS is ξ = 0 dB. In both
Figure 5 BER performance for P = 1MT, R = 1 BS (without macro-diversity) and P = 1MT, R = 2 BSs (with macro-diversity).
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Figure 6 BER performance for a strong interference BS cooperation scenario with P = 2MTs and R = 2 BSs (first MT).
figures, a conventional receiver is presented (denoted as
‘Conv. Rx’), where we do not take into account the char-
acteristics of the quantization noise, and an optimized
receiver (indicated as ‘Opt. Rx’), where the quantization
noise is taken into account.
Clearly, with m above 4, the degradation due to quan-
tization effects is negligible, and below 4, the perfor-
mance degradation can be considerable. On the first
iteration, the degradation considering the conventional
receiver is higher, with a significant difference between
performances even whenm = 4. Ultimately, for the fourth
iteration, the main advantage in considering the optimum
receiver is when the quantization is employed with low
values ofm, such asm = 2 bits.
For a macro-diversity scenario and samples quantized
with m = 3 and 4 bits, Figures 10 and 11, respectively,
Figure 7 BER performance for a strong interference BS cooperation scenario with P = 2MTs and R = 2 BSs (secondMT).
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Figure 8 BER performance in a conventional scenario for P = 1MT and R = 1 BS for the first iteration.With different values ofm.
show the simulated and its theoretical BER performance
results.
As expected, for m high, the quantization effects are
negligible, but for low values of m, we can have a sig-
nificant performance degradation when we employ the
conventional receivers. With the optimized receiver, we
decrease this degradation. Finally, we can see a close
match between our theoretical results and the results
obtained by simulation, especially for the first iteration,
that corresponds to the linear FDE.
Considering now a BS cooperation scenario with P = 2
MTs transmitting simultaneously to R = 2 BSs, the corre-
sponding BER performance for the first MT, i.e., the MT
that is first detected in our SIC-like iterative FDE, and
second one, i.e., the MT that is detected in second place,
are presented in Figures 12 and 13, respectively. All the
Figure 9 BER performance in a conventional scenario for P = 1MT and R = 1 BS for the fourth iteration.With different values ofm.
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Figure 10 BER performance for P = 1 in a macro-diversity scenario (R = 2) and quantization withm = 3.
links between the MTs and the BSs are characterized by
ξ1,1 = ξ1,2 = ξ2,1 = ξ2,2 = −3 dB.
We considered quantizers with m = 3 and m = 4
bits for the real and imaginary parts of the complex enve-
lope samples and the receiver is always designed taking
into account the quantization effects. From these figures,
it is clear that the proposed receiver is able to separate
the MTs. Although the performance for the first MT is
significantly worse at the first iteration, the difference
betweenMTs becomes negligible after four iterations, and
the resulting performance is already close to the MFB.
The degradation due to quantization is slightly higher for
this case, especially for the first iteration. Once again,
there is a close match between theoretical and simulated
results, although the difference is higher than for the case
where P = 1, especially at the fourth iteration. However,
Figure 11 BER performance for P = 1 in a macro-diversity scenario (R = 2) and quantization withm = 4.
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Figure 12 BER performance for a BS cooperation scenario (P = R = 2) for the first MT.
the difference is always below 0.5 dB, so our analytical
approach is relatively accurate.
Let us consider now a BS cooperation scenario, with
P = 2 MTs and R = 2 BSs, in which users are not per-
fectly symmetric and there is not a perfect average power
control. Figures 14 and 15 show the simulated and its the-
oretical BER performance for the first MT and the second
MT, respectively. In both figures, the first and fourth iter-
ations are depicted. The power associated to the different
links is given by:
 =
[
ξ1,1 ξ1,2
ξ2,1 ξ2,2
]
=
[−3 −3
0 −10
]
(dB), (36)
Figure 13 BER performance for a BS cooperation scenario (P = R = 2) for the secondMT.
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Figure 14 BER performance for a BS cooperation scenario (P = R = 2)with users not perfectly symmetric for the first MT.
where the samples are quantized considering an opti-
mized receiver withm = 4 bits.
This could be regarded as a scenario where one user is
between two BSs and the other is closer to one BS.
Finally, let us consider a BS cooperation architecture
with P = 3 MTs transmitting to R = 3 receiving BSs
with all links characterized by ξp,r = −4.77 dB (i.e., 1/3
in linear units), which can be regarded as the case where
the MTs are approximately in the intersection of the three
cells. The corresponding performance results are depicted
in Figure 16.
Clearly, we can still separate the three MTs. Similar
results were observed for other values of P = R.
As a final remark, we would like to point out that (35)
assumes perfect average power control. Our simulations
indicate that we are still able to separate the users when we
Figure 15 BER performance for a BS cooperation scenario (P = R = 2)with users not perfectly symmetric for the secondMT.
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Figure 16 BER performance for a BS cooperation scenario (P = R = 3) for iterations 1 and 4.
do not have power control, i.e., the total received power
for distinct users is substantially different.
5 Conclusions
In this paper, we considered the receiver design for the
uplink transmission in BS cooperation schemes employ-
ing SC-FDE signals. Here, the received signals at a certain
BS are sampled and have the option of being quantized,
with the corresponding bits being transmitted to a central
unit that performs the user detection and/or separation
using iterative frequency-domain receivers. Also, in this
paper, we developed and presented an analytical approach
for obtaining the performance of the proposed receivers.
The presented performance results demonstrated that
the proposed receivers allow significant macro-diversity
gains, as well as an efficient user separation. It is shown
that we can have excellent performances using only 4
bits to quantize the real and imaginary parts of the com-
plex envelope of the received signal at the BS, with a
performance close to the MFB, and although relatively
simple, our analytical approach was shown to be quite
accurate. Hence, these techniques are presented as an
excellent approach for future broadband wireless systems
employing BS cooperation schemes.
Endnotes
aFor the sake of simplicity, we will describe only the
case where the signals associated with each BS are
quantized. The extension for the case where the central
unit is placed in a given BS, and we only need to quantize
and transmit through the backhaul the signal from the
other BS which is straightforward.
bActually, the users should be ordered according to the
signal-to-noise plus overall interference ratio (including
residual inter-symbol interference (ISI) and residual
inter-user interference) at the FDE output, but usually,
there is strong correlation between this value and the
overall power associated with that MT.
Appendix
Let us consider a signal x ∼ CN (0, 2), i.e., Re{x} ∼
N (0, 1) and Im{x} ∼ N (0, 1), that is submitted to a given
quantizer. It can be shown [34] that xQ = αx+ d, where d
is uncorrelated with x, and:
α =
∫ ∞
−∞
ωfQ(ω)
1√
2π
e− ω
2
2 dω, (37)
with fQ denoting the quantization characteristic associ-
ated with the real and imaginary parts of x.
Clearly we have:
2σ 2xQ = E
[∣∣∣xQ∣∣∣2] = |α|2E [|x|2]+ E [|d|2] = (38)
2|α|2 + 2σ 2d =
∫ ∞
−∞
2
∣∣fQ(ω)∣∣2 1√2π e−
ω2
2 dω.
Therefore, the SQNR at the quantizer output is given by:
SQNR = E
[|αx|2]
E
[|d|2] =
2|α|2
E
[|d|2] =
|α|2
σ 2d
, (39)
where σ 2d = σ 2xQ −|α|2 that is obtained from (37) and (38).
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