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Abstract 
 
With the advancement of sensors and data storage technology, condition-based maintenance 
(CBM) in manufacturing industries is becoming an appropriate approach to build a 
monitoring system. In this thesis, CBM is conducted for two manufacturing systems: multi-
layer ceramic capacitor (MLCC) stacker and power plant turbine system.  
 A MLCC stacking machine is a core process of defining a quality of products. It is known 
that unparalleled upper and lower plates in a pressing step might cause MLCC misalignment. 
A machine health index which can represent status of this unevenness of the plates has been 
developed. To prove effectiveness of this machine health index, there have been several 
experiments and its validated algorithm is implemented in a real production system. 
 Since a turbine system in power plants is core components, many diagnosis systems are 
already installed. Much information related to a power plant maintenance exists in a form of 
written documents, but these historical records are mostly not computerized. In addition, such 
information is often electronically stored as a string data format which is not appropriate data 
type for statistical analysis. Therefore, we propose to develop a knowledge-based expert 
system for a power plant monitoring system to overcome such limitations of computerization 
of scattered written information. Furthermore, an algorithm based on the recursive Bayesian 
estimation is suggested to recommend the most appropriate root cause from multiple 
observed symptoms of machine fault. 
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1 INTRODUCTION 
1.1 Motivation 
Machine condition monitoring has gained considerable importance in the manufacturing 
industry over the preceding two decades, as it significantly influences the process economy 
and the machined part quality [1]. Once system failures have occurred, they can cause 
unrecoverable losses, and the occurrence of a minor failure has resulted in disastrous effects. 
Thus, a real-time monitoring system to observe abnormal behaviors is required, and systems 
should effectively react to unforeseen system failure. 
 To prevent system failure, variety kind of monitoring system has been developed based 
on statistical approaches. Condition-based maintenance is the kind of based on statistical 
approach to optimize machine maintenance schedule [2]. However, even in case of CBM, 
only quantifiable data can be applied to CBM method. In practice, there are bunch of 
information which cannot be quantifiable like written information for maintenance records. In 
order to utilize these data, expert system can be an alternative to cover drawbacks of CBM 
monitoring system.  
 Recently, demand of advanced monitoring system increases since complexity of machine 
system and its significance. However, there is a huge gap between field engineer and 
monitoring system developer since field engineer request simple figure which represents 
overall system while CBM monitoring algorithm is based on statistical method. To fulfil this 
demands, simple and suitable a machine health index for diagnosis is needed [3], [4], [5], . 
 
1.2 Research Objectives 
The objective of this thesis is to develop a machine health index for manufacturing system 
and advanced knowledge-based expert system. Developing a machine health index has four 
phases, which are data cleaning, feature extraction, developing a machine health index from 
features, and setting a threshold for continuous monitoring. The detailed objective of this 
thesis is described as follows. 
 At first, for noise reduction variety of low-pass filter is considered and moving average 
filter is selected for its simplicity and effectiveness. For feature extraction, difference filter is 
used for detecting special point of signals. After these analyses, a machine health index is 
introduced to represent overall status of a manufacturing system. Setting optimized threshold 
is the last phase of this analysis. 
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 In a case of developing an advanced knowledge-based expert system, probability fusion 
approach is used. It consist 4 steps, which are computerization of sporadic written 
information, developing knowledge-based database, developing probability fusion algorithm, 
and a verification step. 
 Much of information related with machine diagnosis exists in written forms, so to utilize 
these sporadic information computerization and categorization is proceeded. Based on 
computerized information, knowledge-based database is constructed and probability fusion 
approach is suggested. The comparison between simulation and verification is conducted. 
 
1.3 Outline of the Thesis 
This thesis consists of 5 chapters. First Chapter introduces general approaches of condition-
based maintenance and some related problems of the failure analysis. In chapter 2, literature 
survey is preceded for well-studied methods for condition-based maintenance and expert 
systems. Based on signal based monitoring algorithm, constructing a machine health index 
for a manufacturing system is introduced in chapter 3 and advanced interpretation of 
knowledge-based expert system is developed in chapter 4. Finally in chapter 5, conclusion 
and future research work are described. 
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2 LITERATURE SURVEY 
2.1 Signal-Based Monitoring Algorithm 
Reliability has always been an important issue with managing manufacturing system. System 
designers try to develop high reliability manufacturing system for quality control and low 
maintenance cost. However, no matter how good the product design is, due to environment 
condition usages, products deteriorate over time with randomness failure. Maintenance has, 
thus, been emphasized as a method for keeping a satisfactory level of reliability during the 
remaining useful life [6], [7], [8], [9].  
 The first introduced maintenance technique is basically breakdown maintenance which 
takes place only at machine failure. A later maintenance technique is scheduled maintenance, 
which sets a periodic interval to perform preventive maintenance regardless of the usage time 
of manufacturing system. Coming up with advanced technology, products have become more 
complex and require better quality and higher reliability. This means that cost of maintenance 
of preventive maintenance is getting higher. Preventive maintenance has become a major 
expense of many industrial companies for this conditions. More effective method for 
maintenance needed and condition-based maintenance (CBM) is introduced. CBM is a 
maintenance program that based on acquired data or information through monitoring.  
 Martin [10] summarizes the history of maintenance techniques. The objective of CBM is 
to avoid unnecessary maintenance via collected information and diagnosis machine health 
status. If CBM program is properly established and implemented, it can decrease significant 
amount of maintenance cost by unnecessary schedule maintenance program and false alarm. 
 Diagnostics and prognostics are two main application of CBM program. Diagnostics 
deals with mainly fault detection which monitors machine deterioration based on data-driven 
and system identification. Prognostics deals with fault prediction before system failure occurs. 
The objective of fault prediction is estimating fault occurrence time during reaming useful 
life. Generally, both methods are based on data-driven which acquire through sensors or 
records and statistical approaches are implemented for developing algorithm. CBM consists 3 
steps: data acquisition , data processing and decision support.  
 
2.1.1 Data Acquisition 
Data acquisition is a process of collecting and storing data from targeted manufacturing 
system for the purpose of CBM. This process is the most important step for implementing 
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CBM program for detecting machine failure. There are various types of condition monitoring 
data. It differs from vibration data, acoustic data, oil analysis data, temperature, pressure, 
moisture, humidity, environment data [11], [12]. In order to collect and store various type of 
data, many kinds of sensors are used. For instance, micro-sensors, ultrasonic sensors, acoustic 
emission sensors, etc. With the development of technologies, wireless data communication 
system has been introduced like wireless and Bluetooth. Usually, data acquisition system 
controls data acquisition and control data storage for handling condition monitoring data. [13] 
 With the advanced technologies, collection of event data or condition data is becoming 
more affordable and less expensive which makes CBM implementation more feasible 
recently. In practice, people tend to collect just raw types of data and undervalue of event 
data. Occasionally, field engineers miss out some important data like machine failures or 
environment data since they are not quite useful for condition monitoring. This belief is 
incorrect since the event data implies unseen aspects of raw type data which are uncovered by 
raw type data [14].  
 
2.1.2 Data Processing 
The first step of data processing is data cleaning. It consists noise filtering, back up missing 
data values, feature extraction and etc. All kinds of attempts to make data less complicated, 
more affordable size and noise filtering can be categorized as data cleaning. This filed is large 
area so many approaches can be implemented. This is beyond the scope of this thesis and will 
not be discussed here.  
 The next step of data processing is data analysis. There are innumerable algorithms or 
models for analyzing data to make data better understandable. The selection of models and 
algorithms for analyzing data depends on the types of condition data collected. It generally 
falls into three categories: 
 
• Value type: Data collected at a specific time epoch for a condition monitoring 
variable are a single value. For example, oil analysis data, temperature, pressure and 
humidity are all value type data. 
• Waveform type: Data collected at a specific time epoch for a condition monitoring 
variable are a time series, which is often called time waveform. For example, 
vibration data and acoustic data are waveform type. 
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• Multidimensional type: Data collected at a specific time epoch for a condition 
monitoring variable are multidimensional. The most common multidimensional data 
are image data such as infrared thermographs, X-ray images, visual images, etc. 
 
 Signal processing is data processing for waveform and multidimensional data. There are 
various signal processing techniques for analyzing waveform and multidimensional data to 
diagnosis and prognosis. Feature extraction which is extracting useful information with 
reducing loss of information is the key for signal processing.   
 
1) Waveform data analysis 
There are already various types of signal processing techniques and algorithms developed. 
Domain knowledge and investigation are required to selecting appropriate techniques for 
waveform data analysis. Generally, vibration signals and acoustic emissions are common 
waveform data.  
 
2) Time-domain analysis 
Time-domain analysis is based on time waveform. Traditional time-domain features are 
descriptive statistics such as mean, peak, peak-to-peak interval, standard deviation, crest 
factor, high-order statistics: root mean square, skewness, kurtosis, etc. These features are 
usually called time-domain features.  
 
3) Frequency-domain analysis 
Frequency-domain analysis is based on the transformed signal in frequency domain. The 
advantage of frequency-domain analysis over time-domain analysis is its ability to easily 
identify and isolate certain frequency opponents of interest. The most widely used 
conventional analysis by means of fast Fourier transform (FFT) [15], [16], [17].  
 For rotary machinery diagnosis, frequency-domain analysis has its own advantage over 
time-domain analysis since characteristic of rotary machinery. Rotary machinery signals are 
commonly vibration signal, it shows patterns and consists noise. By FFT, filtering noise and 
monitoring specific components of frequency domain is possible which is appropriate 
approach for rotary machinery diagnosis. Generally, there are known features for rotary 
machine diagnosis (1X, 2X, and etc.).   
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2.1.3 Maintenance Decision Support 
Maintenance decision-making is the last step of a CBM program. Two main techniques for 
maintenance decision support are diagnostics and prognostics. As mentioned earlier, 
diagnostics focuses revealing current status of machine health or deterioration meanwhile 
prognostics to unveil estimated machine failure occurrence during remaining useful life. 
focuses. Obviously, prognostics requires more complex calculation and effort to build proper 
algorithm and it can prevent future possible failures or fault which may cause critical error. In 
practice, however, prognostics cannot completely substitute diagnosis because like any other 
prediction, there is no 100% exact model for prognostics. Besides, diagnostics has its values 
since it has relatively high reliability than prognostics and accessibility [18], [19, 20].  
 
2.2 Expert System 
Expert system is a branch of artificial intelligence techniques which was first introduced in 
1960s. The key idea of expert system is that simply transferring various domain knowledge 
of expertise to computers. With large amount of knowledge, expert system provides flexible 
tools for obtaining solutions. There are 4 types of expert system will be covered in this thesis: 
rule-based systems, knowledge-based systems, neural networks and fuzzy expert systems 
[21], [22], [23].  
 
2.2.1 Rule-based Expert Systems 
A rule-based expert systems is system which contains information obtained from a experts, 
and represents that information in the form of rules. The rule can then be used to perform 
operations on data to inference in order to reach appropriate conclusion. The process of 
obtaining solution of inquired problem mimic experts thinking process which can be 
programmed by computers. 
 
2.2.2 Knowledge-based Expert Systems 
The most common definition of a knowledge-based expert systems is human-centered 
reasoning. Knowledge-based expert systems have their roots in the field of artificial 
intelligence. This system is a kind of method to initiate human knowledge in computer 
systems [24]. The four main components of knowledge-based expert systems are 
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distinguished as: a knowledge base, an inference engine, a knowledge engineering tool, and a 
specific user interface [25], [26].  
 
2.2.3 Neural Networks 
An artificial neural network (ANN) is a model that realizes a biological neural network. 
Artificial neural networks is used to implement software simulations which require to handle 
complex interconnections between elements. The modeled artificial neuron replicates real 
neuron does, receives input signals and release signals to other neurons when condition is 
satisfied. [21]. 
 
2.2.4 Fuzzy Expert Systems 
Fuzzy expert systems are developed using the method of fuzzy logic, which deals with 
uncertainty. Based on the mathematic theory of fuzzy sets, it simulates the process of human 
reasoning by allowing less precise logic than conventional computer does. This approach is 
introduced since decision making is not a problem of white and black rather than a problem 
of dealing with vagueness [27].  
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3 SIGNAL-BASED MONITORING ALGORITHM 
3.1 Problem Statement 
The multilayer ceramic capacitor (MLCC) stacking machine is an important system which 
directly affects a quality of MLCC. MLCC stacking process is the key process of producing 
MLCC as shown in Figure 1. Therefore, a variety of sensors are already installed on MLCC 
stacker to monitor its health condition, but there is a significant need for developing a 
machine health index which ca represent overall status of MLCC stacker [28].  
 
Sheet Feeding
Send a sheet
 to the stacker
Detaching
Detach a sheet
from a film
Aligning
Modify sheet
alignment location
Pressing
Stacking
printed sheets
 
Figure 1: Process of producing MLCC stacker 
 
The basic structure of the MLCC stacker is shown in Figure 2. The monitoring system is 
collecting pressure signals from four strain gauge sensors installed on top of the MLCC 
stacker. The hydraulic cylinder applies pressure to the upper plate to stack multiple layers. 
Each sensor acquires separated pressure signals from each cylinder. At the bottom of MLCC 
stacker, there is a lower plate to generate react pressure of cylinders. 
 
 
Figure 2: Structure of MLCC stacker 
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Figure 3: Plots of pressure signals from strain gauge sensor 
 
Yellow, green, blue and red lines are illustrated in a graph of 4 channels signals. Note that 
these signals are being collected from a real MLCC stacker machine and the purple line 
represents the total pressure of 4 channels. As shown in Figure 3, the pressures are slightly 
different from each other. If pressure is applied uniformly over the MLCC plate, magnitudes 
of signals are supposed to be almost the same for all 4 channels. Through this observation, a 
hypothesis is suggested: the hydraulic cylinder does not apply pressure to MLCC equally and 
there may cause some alignment malfunction to the MLCC stacker. We will discuss how to 
monitor this misalignment and related MLCC quality issue using a data-driven machine 
learning approach in the following sections. 
 
3.2 Raw Signals and Feature Selection  
Stacking process contains four sub-steps: 1) no pressure, 2) pressing, 3) pressure retaining 
and 4) pressure releasing. One of the signals from a strain gauge during the stacking process 
is shown in details in Figure 4. This voltage signal is proportional to pressure (or load) of 
each column (or each channel) as shown in Figure 2. 
 When the upper plate and the lower plate in a MLCC stacker are in parallel, four signals 
from each channel will start with the pressing step at the same time. However, if the upper 
plate and the lower plate are not in parallel, the starting time instances of each signal might be 
different. As illustrated in Figure 5, one of channels will contact first than the others if the 
plate is tilted. This observation of different time instance of contacting due to misaligned 
plates leads us to select them as a feature for a condition-based monitoring. 
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Figure 4: Signal aspect of pressure signal 
 
 
 
 
Figure 5: Effect of unparalleled status of upper plate and lower plate 
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3.3 Feature Extraction Algorithm 
In this section, we develop the automated feature extraction algorithm to detect the time 
instance of contacting of each column from noisy raw signals of four strain gauges. 
 
 
Figure 6: Feature selection of signals 
 
1) Noise reduction using moving average filter 
In order to reduce noise from the original noisy signal, moving average filter (one of the low 
pass filters) is used. Let a window size as d and time as n. Then a moving average filter can 
be represented as shown in Equation (1).  
 
[ ] [ 1] [ 1]
[ ]
x n x n x n d
y n
d
     
  (1) 
 
Equation (2) is the recursive version of the moving average filter for a real time processing. 
 
[ ] [ 1] [ 2] [ ] [ ]
[ ]
[ ] [ ]
[ 1]
[ ] [ ]
[ 1]
x n x n x n x n d x n d
y n
d d d
x n x n d
y n
d d
x n x n d
y n
d d
      
  

   

   
 (2) 
 
After being passed the moving average filter, noise is reduced as shown in Figure 8. 
Considering the computer memory and the degree of noise, the length of window size can be 
optimized. In this case, the window size length is set to 40. 
There is an issue with a filter length since the algorithm needs to be implemented on 
programmable logical controller (PLC). The calculation time of the algorithm must be 
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considered. Several filter length are tested to optimize a filter length. According to the test 
results in Table 1, the length of moving average filter with  40 shows the lowest error rate 
[29].  
 
Error 100
 Acquired start time
 Calculated started time by algorithm
N N
N
N
N

 

 
 
 
 
Table: 1 Computational time and error rate due to filter length 
Length Error  (%) Computational time (ms) 
10 5.96 22.013 
20 1.15 24.106 
30 1.02 28.339 
40 0.99 39.044 
50 1.00 42.379 
 
2) Difference Filter  
In the filtered signal, a slope between contact starting point and pressure maintaining point 
exists. Based on this signal characteristic, a difference filter is applied to detect the point of 
slope changes. If there is a slope change in a signal, a value is not equal to 0. Otherwise, a 
value is equal to near 0. 
 
Figure 7: Difference filter 
 
Difference filter do its role as differential operator which calculate difference of past value 
and present value For example, if window size is 2 8q , Difference filter equation is shown 
in Equation (3). 
 
[ ] [ 7] [ 4] [ 3] [ ]
[ 1] [ 8] [ 5] [ 4] [ 1]
h n x n x n x n x n
h n x n x n x n x n
  (3) 
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This can be represented as a recursive form and its equation is written in Equation (4) : 
 [ ] [ 1] [ 8] 2 [ 4] [ ]h n h n x n x n x n  (4)
 
The equation with a window size of 2q  is expressed in Equation (5) : 
 [ ] [ 1] [ 2 ] 2 [ ] [ ]h n h n x n q x n q x n        (5) 
 
 
Figure 8: The result of difference filter 
 
result after being passed via the difference filter is shown in a red solid line in Figure 9. The 
value of filtered output increases and maintains its value to the point of a pressure 
maintaining moment. As we mentioned, the time instance of contacting is of interesting as a 
feature. To detect more accurate contacting point of n , additional algorithm is suggested in 
Equation (6). h[n] represents a value of difference filtered output, and hmax defines the max 
value of this signal h[n] to be used as a threshold [30]. 
 max max[ 1]   and  [ ]
2 2
h h
h n h n     (6) 
 
Through the proposed feature extraction algorithm, four features can be successfully 
extracted online in Figure 10 (a) and visually displayed as shown in Figure 10 (b). 
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Figure 9: Applied algorithm to 4 loadcells 
 
   
Channel1
Channel3
 
 
(a) (b) 
Figure 10: Plot of the starting points of contact from each channel and monitoring result 
 
The left picture is a graph of plotting signal channel 1 and channel 3 and the right picture is a 
graph of plotting starting point of each strain gauge sensor. There are two yellow signals in 
the left picture: the left yellow lines means starting point of pressure and the right yellow 
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lines means starting point of maintaining pressure signal. There is an time difference in 
starting point between channel 1 and channel 3. Notice that channel 3 contacts earlier than 
channel 1. This means that pressures are not equally transmitted and some points are 
contacting faster than other points.  
 Furthermore, to prove effectiveness of the difference filter, comparison is conducted 
among Mexican hat filter, Gaussian derivatives filter, and a triangle filter as shown in Table 2. 
The difference filter shows the lowest error rate among other filters. In addition, the 
difference filter has its advantage of easy realization.  
 
Table 2: Comparison result of filters 
 
Difference 
Filter 
Gaussian 
Derivatives Filter 
Triangle 
Filter 
Mexican hat 
Filter 
Error  (%) 0.99 1.13 1.02 7.36 
 
  
3.4 Health Index for Stacker Plates Status 
It is often convenient to have a single scalar number (i.e., health index) to properly represent 
the condition of pressure plates although four features from four columns are successfully 
extracted as shown in Figure 10 [31, 32].  
 Based on this observation, a health index is suggested using starting point of each 
pressure signal. If pressures are equally transmitted, all pressures signals start contacting at 
the same time. If not, there might be time differences between starting points.  
 With these points, a polyhedron can be generated which uses time difference as a height 
in Figure 11. If an upper plate and a lower plate are paralleled, this polyhedron’s volume will 
be zero because there is no time difference. Otherwise, this polyhedron has a volume. To 
define polyhedron’s volume from contact starting points ix , find the minimum value of ix . 
Then calculate the difference between minimum ix  and other ix  and set it to height ih  of a 
polyhedron. Finally, the volume can be used as a single health index to monitor a degree of 
parallel of two plates.  
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Figure 11: A polyhedron based on starting time differences of strain gauge sensors 
 
3.5 Relationship between Health Index and Product Quality 
This polyhedron’s volume represents quantified error of differences of pressure starting point 
between sensors. If difference gets bigger, the volume gets bigger. To prove effectiveness, 
several experiments are conducted:  
1) the first one is normal status (upper plate and lower plates are in parallel status)  
2) the second experiment is conducted with anomaly status of MLCC stacker which is 
imported 40m bolts to channel 3 and channel 4 to create a gap on purpose.  
 
The monitoring result of experiments are shown in Table 3 and Table 4. The graph in the 
upper table shows that health index is under the threshold all the time since these products are 
produced in normal status. Also, the cross-section of MLCC is well aligned from 87.871° to 
90°. The graph in Table 4 shows that the value of health index is out of control since there is 
a difference in pressure starting point between channel 3 and channel 4 to other channels. 
Also, the cross section of MLCC is not aligned well, much more tilted (minimum 84.586° to 
maximum 86.777°) than that of normal status MLCC cross section.  
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Table 3: Health index monitoring of normal status and cross section of MLCC 
 Normal status (parallel status) 
Graph 
 
Cross 
section 
of 
product 
87.87187.871  
 
 
Table 4: Health index monitoring of anomaly status and cross section of MLCC 
 Anomaly status (with 40m gap to channel 3 and channel 4 ) 
Graph 
 
Cross 
section 
of 
product 
86.777 84.586 86.777 84.586  
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3.6 Conclusion 
We prove that the proposed algorithm shows that when there are differences between 
pressure contacting time instances, MLCC stack is not well aligned and consequently affects 
quality of products. We also successfully implement the suggested health index based on a 
volume of polyhedron to continuously monitor the quality of MLCC products.   
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4 KNOWLEDGE-BASED EXPERT SYSTEM 
4.1 Motivation 
A power plant is an important infrastructure because of its role of generating electricity. Even 
a short breakdown may cause huge amount of loss and adversely affect stable electricity 
supply. Therefore, various kinds of monitoring systems and CBM programs [33], [34] have 
been inevitably researched and implemented. However, a power plant consists complex 
systems and these systems are intensively interconnected. Due to these characteristics, 
analysis for diagnostics and prognostics generally requires time, cost, and manpower.  
 Much information related to a power plant maintenance exists in a form of written 
documents, but these historical records are mostly not computerized. In addition, such 
information is often electronically stored as a string data format which is not appropriate data 
type for statistical analysis. Furthermore, there is a practical gap between on-site engineers 
and monitoring system developers. Many monitoring systems are based on statistical machine 
learning algorithms while field engineers request an easy and simple health index for a 
practical monitoring purpose. Therefore, we propose to develop a knowledge-based expert 
system for a power plant monitoring system [35], [36], [37] to overcome such limitations of 
computerization of scattered written information. 
 
4.2 The Framework of Knowledge-based Expert System 
 
U
se
r 
In
te
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a
ce
Knowledge
Base
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Engine
Expert System
Query
Advice
Non-expert 
User
 
Figure 12: Graphical representation of an expert system 
 
A key element of expert systems (Figure 12) is the inference engine which  represents logical 
assertions and conditions about the world, usually represented via IF-THEN rules. The 
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inference engine explicitly allows systems to reason about how they come to a conclusion 
and use this information to explain results to users. For example, domain experts often 
express and maintain their knowledge as a rule. Then the inference engine can develop 
conclusions that follow from a rule set that the initial developers may not have even been 
aware of.  
 
Table 5: Components of knowledge-based expert system 
Knowledge 
Consists with domain knowledge to solve problems. Knowledge-based 
expert system formulates information as a rule. Rule states relationship, 
suggestion, instruction, strategy and heuristics. IF (Condition) THEN 
(Do) structure is the general form. When condition is satisfied, rule is 
ignited and do the follow action. 
Database 
Set of the knowledges to compare true or not according to the following 
condition 
Inference engine To find a solution to match conditions and knowledges in database 
User interface 
Explain users to how this solution comes up and why it needs specific 
condition  
 
 
 
Figure 13: Structure of knowledge-based expert system 
 
In knowledge-based expert system, domain knowledge is a set of IF-THEN rules and data is 
converted to set of knowledges to specific situation. Inference engine matches data and IF 
(condition) and if it is true, ignites rule and do THEN (action). There are two types of 
inference engines: 1) forward chain inference engine and 2) backward chain inference engine. 
Forward chain engine is a data-driven inference, and starts inference from known data 
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forward. If a rule is ignited, the rule adds new knowledge to a database. Only one rule is 
conducted and matching-ignite cycle is done when there is no matching knowledge exists. 
 
Forward chain inference engine example  
 Rule 1: Y & D  Z 
 Rule 2: X & B & E  Y 
 Rule 3: A  X 
 Rule 4: C  L 
 Rule 5: L & M  N 
 
On the other hand, backward chain inference engine is a goal driven inference. Knowledge 
expert system sets a goal and inference tries to find evidences for proving the objective. First, 
inference engines searches for rules to solve in knowledge database. After finding a solution, 
matching IF (condition) and knowledge then rule is ignited and the objective has been proved. 
If there is no matching condition, stack it and set new objective. The inference engine finds 
another lower objective to stack again until there is no rule to stack [38]. 
 
Backward chain inference engine example 
 Rule 1: Y & D  Z 
 Rule 2: X & B & E  Y 
 Rule 3: A  X 
 Rule 4: C  L 
 Rule 5: L & M  N 
 Comment: same rule for forward chain inference engine case 
 
4.3 Knowledge-based Expert System with Multiple Symptoms 
Malfunction symptoms and machine failures are recorded with one-to-one relationship in 
many historical maintenance records. However, in practice, multiple symptoms often occurs 
even from a single component malfunction. Therefore, the problem is that a user needs to 
figure out what is the most likely the fault's cause for observed multi-symptoms. In order to 
solve this problem and augment it to the knowledge-based expert system, we will investigate 
two possible approaches: 1) Dempster-Shafer theory and 2) recursive Bayesian estimation. 
 
4.3.1 Dempster-Shafer Theory 
Dempster-Shafer theory is a general framework for reasoning with uncertainty. This theory is 
a generalization of the Bayesian theory of subjective probability. The degrees of belief itself 
may or may not have the objective (mathematical) properties of probabilities; how much they 
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differ depends on how closely the two questions are related. Dempster–Shafer theory is based 
on two ideas: 1) obtaining degrees of belief for one question based on subjective probabilities 
for a related question, and 2) Dempster's rule for combining such degrees of belief when they 
are based on independent items of evidence [39, 40]. 
 
1) Framework of Dempster-Shafer theory 
Let’s start with term definition. Let X be the universe: the set representing all possible states 
of a system under consideration. The power set 2X  is the set of all subset of X, including the 
empty set  . For example, if:  ,X a b  then     2 , , ,X a b X . The theory of evidence 
assigns a belief mass to each element of the power set. Formally. A function 
    2 , , ,X a b X  is called a basic belief assignment when it has two properties. 
 
2
( ) 0
( ) 1
XA
m
m A



  (8) 
The belief ( )Bel A  for a set A is defined as the sum of all the masses of subsets of the set of 
interest: 
 |
( ) ( )
B B A
Bel A m B

 
 (9) 
The plausibility ( )Pl A  is the sum of all the masses of the sets that intersect the set of interest: 
 
|
( ) ( )
B B A
Pl A m B
 
   (10) 
 
2) Graphical representation of Dempster-Shafer theory 
Set , , ,A AB ABC CD  and BC  are events and their probabilities are known, then it can be 
presented as probability, ( )Bel AB  and ( )Pl AB  as: 
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Figure 14: Graphical representation of Dempster-Shafer theory 
 
( )P AB  represents Bayesian probability. In perspective of Dempster-Shafer theory, 
( )Bel AB  and ( )Bel A  are in ( )P AB  because it must happen when ( )P AB  occurs. The 
( )Pl AB  covers all possibilities events related with A or B. Events C and D do contain neither 
A nor B so it is out of ( )Pl AB . 
 
4.3.2 Recursive Bayesian Estimation 
Assume that symptoms (i.e., observations or evidences) come from a malfunction cause (i.e., 
hypothesis), and the relationship between observations and hypothesis can be explained as 
shown in Figure 15. Here, H stands for hypothesis or malfunction cause, and 
 1 2: , mD d d d  represent a set of observations or evidences. Then, our goal is to figure out 
what is the most likely a malfunction cause given multiple evidences. We will make a use of 
recursive Bayesian estimation for this problem. There are many applications of recursive 
Bayesian estimation for monitoring machine failure [41], [42], [43].  
 
H
md2d1d
 
Figure 15: Assumption of hypothesis-data model 
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1) Recursive Bayesian inference 
Bayesian inference is a statistical inference in which Bayes' theorem is used to update the 
probability for a hypothesis as an evidence. Bayesian inference derives the posterior 
probability as a consequence of two antecedents, a prior probability and a "likelihood 
function" derived from a statistical model for the observed data. Bayesian inference computes 
the posterior probability according to Bayes' theorem. 
  
   
 
|
|
P D H P H
P H D
P D
  (11) 
 |P H D  stands for conditional probability of given the data set, hypothesis as known as a 
posterior probability. 
 |P D H  stands for conditional probability of given hypothesis observed data sets, 
likelihood.  
 P H  is all possible hypothesis, state space. 
 P D  is normalization constant. 
 
Table 6: PDF of prior and likelihood 
Prior Likelihood (Given hypothesis) 
  
 
As a graphical interpretation, a prior probability distribution and a likelihood probability 
distribution can be described as Table 6.  P H  is probabilities of a hypothesis. H describes 
all possible hypothesis also called as state space.  |P D H  is likelihood probabilities of data 
distribution which is given hypothesis. Note that the integration of each probability density 
function (PDF) is equal to 1. Then we can compute the joint distribution density function 
 ,P D H  as shown in Table 7. Note that in this case, likelihood of  2 |P d H  is not equal to 
1. 
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Table 7: Joint probability distribution and histogram of likelihood given hypothesis 
Joint distribution Likelihood (Given hypothesis) 
  
 
2) Combining multiple evidences 
The recursive Bayesian estimation can be described as shown in Figure 16. The procedures 
are 1) starting with a prior knowledge of objective, 2) observing the events (in this case 
posterior) and 3) updating it as prior again recursively. The more observation, this estimation 
gets more accurate results. 
 
Update
Prediction
Recursive Bayesian Filter
Predict
iH
Measures
iE
 
Figure 16: Recursive Bayesian estimation 
 
The equation of combining multiple evidences via the recursive Bayesian estimation is that 
 
  
   
 
       
 
1 2 1 2
1 2
1 2 1 2
| | | |
|
m m
m
m m
P d d d H P H P d H P d H P d H P H
P H d d d
P d d d P d d d
   (12) 
 
Because of a conditional independence assumption (i.e., Markov property),  the probability of 
the current true state given the immediately previous one is conditionally independent of the 
d5
d4
d3
d2
d1
H1
H2
H3
H4
H1
0
0.005
0.01
0.015
d
Joint distribution
H
P
(D
,H
)
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other earlier states. Similarly, the measurement at the kth time step is dependent only upon 
the current state, so is conditionally independent of all other states given the current state. 
        1 2 1 2| | | |m mP d d d H P d H P d H P d H  (13) 
 
The recursive part of the recursive Bayesian estimation can be written as the following form, 
  
   
 
   1 1 1 11 2
11 2 1
| , | 1
| |
|
m
m m m
m i
im m
P d H d d P H d d
P H d d d P d H P H
P d d d d N
 

    (14) 
 
where 
1
N
 is a normalization part. With the recursive part of the Bayesian recursive 
estimation, it has shorten calculation time when it comes to realizing the algorithm. 
 
4.3.3 Comparison of Dempster-Shafer Theory and Recursive Bayesian Estimation 
 
Table 8: Comparison of Dempster-Shafer theory and recursive Bayesian estimation 
Objective Reasoning with multiple evidences 
 Dempster-Shafer Theory Recursive Bayesian Estimation 
Modeling 
base 
Belief function (subjective) Bayesian probability (objective) 
Easiness of 
realization 
Not easy (Defining belief function, 
plausibility and combining rule 
subjectively) 
Easy (Recursive parts make it easy to 
realize in computer language) 
Reliability 
Doubtful (Since it is based on 
subjective belief) 
Relatively high (algorithm is well 
established by many researchers) 
 
As we discussed, Dempster-Shafer theory and recursive Bayesian estimation can perform a 
similar role in inferencing from multiple evidences. Dempster-Shafer theory can model a 
probability based on a subjective belief. On the other hand,  recursive Bayesian estimation 
needs a probability density function to estimate. However, Dempster-Shafer theory is hard to 
obtain public confidence since it models a probability based on the subjective probability. 
Recursive Bayesian estimation might produce more confident results because it is just an 
algorithm to recursively update the prior to obtain more precise estimation values. In addition, 
recursive Bayesian estimation can be realized more effectively with a computer computation. 
As a summary, the comparison of Dempster-Shafer theory and recursive Bayesian Estimation 
are shown in Table 8. Therefore, in this thesis, recursive Bayesian estimation is used to figure 
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out what is the most likely the fault's cause for observed multi-symptoms, and to enhance an 
algorithm in  the knowledge-based expert system [44].  
 
4.4 Case Study with Rotating Machinery 
There was a demand for increasing the confidence on outcomes from the knowledge-based 
expert system. The knowledge-based data set that is mainly used in this thesis for rotating 
machinery maintenance is written as the following tabular form, as shown in Table 9 [45], 
[46].  
 
Table 9: Knowledge-based data for symptom-cause relationship 
 
 
The column of the table represents observed symptoms while the row of the table represents 
possible hypothesis or causes. The number in the table indicates subjective possibilities of 
symptom and cause relationship. For example, if a field engineer observes high amplitude in 
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2X frequency component, it may be caused by bearing misalignment, axial misalignment, 
asymmetric shaft stiffness, looseness or gear angular misalignment. The ranked numbers are 
recorded based on observations and writers subjective. According to the ranked number of 
Table 9, axial misalignment and asymmetric shaft stiffness are the highest possible cause, the 
next ones are bearing misalignment, and the least possible causes are looseness and gear 
angular misalignment [47], [48], [49], [50].  
 In reality, mechanical problem often comes up with multiple symptoms and engineers 
want to know what causes these symptoms (root cause analysis). The probability fusion is 
needed to solve a root cause analysis from multi symptoms. In the perspective of recursive 
Bayesian estimation, problem statement is redefined as: multi symptoms are observed and the 
objective of this problem is to find out which causes are the most likely to be a reason, based 
on multiple observed symptoms. 
 In a probability perspective, this is formulated as the maximum a posteriori probability 
(MAP) problem. 
  arg max i jj
i
P H E

 (15) 
 
Based on many observations 
jE , the objective is estimating the most possible hypothesis iH . 
Assume that,  P H  initially follows an uniform distribution due to the lack of information 
on a prior. However, it will be updated as more data or priori knowledge are getting acquired. 
Then, the graphical of sample space which consists hypothesis and evidence can be described 
as follows . 
 
 
Figure 17: Simple space of hypothesis and evidence 
iH  is hypothesis (or a true cause of a machine failure). jE  is evidence (or an observed 
symptom of a machine failure). The left square and the right square in Figure 17 partition the 
same sample space. 2H  might cause three symptoms. Since symptoms are caused by causes, 
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the probability of observation is  |j iP E H , not  jP E . The graphical representation of 
such a network of causes and symptoms relation is shown in Figure 18 [51]. 
 
 
Figure 18: Graphical representation of networks between hypothesis and evidences 
 
Three types of matrix are defined for solving such a problem: transition matrix A, prior 
distribution matrix  H, and joint probability matrix J. 
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In order to demonstrate an effectiveness of a recursive Bayesian estimation method, an 
experiment between one single evidence and two evidences is conducted. 
1) in the first experiment, 0.3~0.49X component in frequency domain is observed 
2) in the second experiment, both 0.3~0.49X component and 0.5X component in frequency 
domain are observed 
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Table 10: Selected columns are tested  
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Figure 19: Result of estimation cause of machine failure 
 
 
  
 
  
Cause 0.3~0.49X 
Unbalance 0 
Bearing 
misalignment 
0 
Miscoupling 0 
Axial 
misalignment 
0 
Asymmetric shaft 
stiffness 
0 
Looseness 1 
Contact 1 
Roller bearing 
damage 
0 
Oil whirl 3 
Oil whip 0 
Steam whirl/whip 3 
Electronic 
oscillation 
0 
Gear angular 
misalignment 
0 
Gear damage 0 
Vane Pass 
frequency 
0 
Surging 0 
Stall 3 
Draft core 3 
Cavitation 0 
 
At the first experiment, four possible causes (oil whirl, steam whirl/whip, stall and draft core) 
are suggested from this symptom. Although many possible causes are filtered out, there are 
still 4 possible causes left with an uncertainty in Figure 19. However, with the additional 
observation of 0.5X frequency component, we can narrow down to oil whirl and steam 
whirl/whip as the highest possible causes from additional symptoms in Figure 20. It shows 
that the recursive Bayesian estimation method helps to reduce uncertainties of estimating true 
malfunction causes from multiple observed symptoms.  
 
 
  
32 
 
 
Figure 20: Result of Recursive Bayesian estimation with multi 
symptoms 
 
 Cause 0.3~0.49X 0.5X 
Unbalance 0 0 
Bearing 
misalignment 
0 0 
Miscoupling 0 0 
Axial 
misalignment 
0 0 
Asymmetric shaft 
stiffness 
0 0 
Looseness 1 2 
Contact 1 1 
Roller bearing 
damage 
0 0 
Oil whirl 3 1 
Oil whip 0 0 
Steam whirl/whip 3 1 
Electronic 
oscillation 
0 0 
Gear angular 
misalignment 
0 0 
Gear damage 0 0 
Vane Pass 
frequency 
0 0 
Surging 0 0 
Stall 3 0 
Draft core 3 0 
Cavitation 0 0 
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5 CONCLUSION AND FUTURE RESEARCH 
An application for Bayesian approach for a knowledge-based maintenance decision support 
tool was proposed, through which extracted a machine health index and probability of root 
causes from multiple observed symptoms. In particular, not only a statistical approach is used 
but also a knowledge-based decision making approach is used in order to analyze a non-
quantifiable data set.  
In a signal-based monitoring algorithm, 4 steps are implemented: data acquisition, data 
cleaning, feature extraction, and developing a machine health index for the stacker platform. 
A practical study related with a MLCC stacking machine is introduced and it shows 
effectiveness of a machine health index.  
For a knowledge-based expert system, the proposed analysis consists two stage: building 
a rule-based expert system and applying the probability fusion method. For probability fusion, 
recursive Bayesian estimation is used due to easiness of realization.  
The directions of future research can be summarized as follows: first, intelligent (adaptive) 
threshold setting for a machine health index should be developed. Second, industrial 
applications for Bayesian approach for a rule-based maintenance decision support are needed 
to demonstrate completeness and effectiveness of the proposed root cause analysis with more 
empirical evidence. 
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