Abstract: In this paper we are concerned with a class of abstract fractional integro-di erential inclusions with in nite state-dependent delay. Our approach is based on the existence of a resolvent operator for the homogeneous equation. We establish the existence of mild solutions using both contractive maps and condensing maps. Finally, an application to the theory of heat conduction in materials with memory is given.
In the last two decades, the theory of fractional calculus has been extensively developed due to its wide range of applications in various elds of science and engineering. Many real phenomena can be described very successfully by models using mathematical tools from the fractional calculus. This includes uid ow, rheology, dynamical processes in self-similar and porous structures, dielectric polarization, electrode-electrolyte polarization, electromagnetic wave, modeling of earthquake, tra c model with fractional derivative, control theory of dynamical systems, viscoelasticity, optics and signal processing, and so on. We refer the reader to [13, 14, 17, 22, 26, 30, 33, 34] and its references for many applications.
Additionally, many of the physical phenomena modeled in terms of evolution equations, depend to some extent in the past. For this reason in the last years has strongly developed the theory of fractional integrodi erential functional equations. In particular, functional di erential equations with state-dependent delay appear frequently in applications as mathematical models. Some properties of these equations di er essentially from those of functional equations with constant or time-dependent delay. This has motivated that these equations are being studied extensively during the last years. The interested reader can see [1, 4, 7, 8, 15, 16, 20, 21, 29, 31, [36] [37] [38] as well as the references in these papers.
Within this line of work, in [2] the authors have established existence of mild solutions for the abstract singular fractional integro-di erential initial value problem with state-dependent delay 
(−∞, ] → X is de ned by u t (θ) = u(t + θ), and we assume that u t ∈ B for all t ∈ [ , T].
Moreover, several problems in ordinary di erential equations and partial di erential equations leads to the concept of di erential inclusion. Di erential inclusion is a concept that generalizes the concept of di erential equation and is more suitable for studying existence and qualitative properties of solutions of di erential equations with discontinuous forcing functions, existence of solutions for models of control systems, perturbed systems, stochastic models and generally, multi-valued dynamical systems. The nice monograph of Smirnov [35] contains an excellent overview of the theory. Indeed, di erential inclusions also serve to properly describe other models in which arise the same type of di culties as mentioned above in relation with di erential equations. In particular, our aim in this paper is to to establish the existence of mild solutions for the integro-di erential inclusion 4) which generalizes to the multi-valued case the problem (1.1)-(1.2).
As a model we consider a di usion problem with memory. To simplify the exposition, we assume that the system is located in [ , π] and is described by
→ R are functions, and C is a set of functions from [ , π] into R which will be de ned in Section 4. This paper is organized in four sections. In Section 2 we present some properties about integro-di erential equations and multi-valued maps which are needed to establish our results. In Section 3 we establish the existence of mild solutions of problem (1.3)-(1.4). Finally, in Section 4 we apply our results to study the existence of solutions of the problem (1.5)-(1.7). Our general notations are the usual in the frame of evolution equations. We only mention that for a linear operator A, we denote by ρ(A) the resolvent set of A and, for µ ∈ ρ(A), R(µ, A) = (µI − A) − stands for the resolvent operator of A. Furthermore, we abbreviate J = [ , T].
Preliminaries
In this section we review some fundamental concepts about integro-di erential equations and multi-valued maps which are needed to establish our results.
. Solution operators
In this subsection we treat the existence of the solution operator Sα(t). Let (Z, · ) and (W , · ) be two Banach spaces. The notation L(Z, W) stands for the space of bounded linear operators from Z into W endowed with the uniform operator topology, and we abbreviate to L(Z) whenever Z = W. In order to give an operator theoretical approach we recall the following de nition ( [3] , [11] 
In this case, (Sα(t)) t≥ is called the solution operator generated by A.
The following result is a direct consequence of [32, 
(c) Let x ∈ X and t ≥ . Then
Sα(s)xds ∈ D(A) and
A closed linear operator A is said to be sectorial of type µ if there exist < θ < π/ ,M > and µ ∈ R such that its resolvent exists outside the sector
Sectorial operators are well studied in the literature. For a recent reference including several examples and properties we refer the reader to [19] . In this work, we will assume that the operator A is sectorial of type µ with ≤ θ < π( − α/ ). In this case A is the generator of a solution operator given by
where γ is a suitable path lying outside the sector µ + S θ ([10] ).
.
Multi-valued maps and measure of noncompactness
In this subsection we recall some facts concerning multi-valued analysis, which will be used later. Let Ω be a metric space. Throughout this paper P(Ω) denotes the collection of all nonempty subsets of Ω and P b (Ω) denotes the collection of all bounded nonempty subsets of Ω. Some of our results are based on the concept of measure of non-compactness. For this reason, we next recall a few properties of this concept. For general information the reader can see [5, 6, 9, 25, 28] . In this work, we use the notion of Hausdor measure of noncompactness. 
Henceforth we use the notations υ(Y) and Kυ(Y) to denote the following set collections:
We refer the reader to the already mentioned references to abstract concepts of measure of noncompactness, and for many examples of di erent measure of noncompactness.
De nition 2.3. Let Ω be metric space. A multi-valued map
F : Ω → P(Y) is called: (i) Upper semi-continuous (u.s.c. for short) if F − (V) = {w ∈ Ω : F(w) ⊆ V} is an open subset of Ω for all open set V ⊆ Y. (ii) Closed if its graph G F = {(w, y); y ∈ F(w)} is a closed subset of Ω × Y. (iii) Compact if its range F(Ω) is relatively compact in Y. (iv) Quasi-compact if F(K) is relatively compact in Y for any compact subset K ⊂ Ω.
De nition 2.4. A multi-valued map F : Ω → P(Y) is said to be a condensing map with respect to η (abbreviated, η-condensing) if for every bounded set D ⊂ Ω, η(D) > , η(F(D)) < η(D).
The next result is essential for the development of the rest of our work. We point out that if F : Ω → Kυ(Y) is u.s.c., then F is closed. This allows us to establish the following version of the xed point theorem [28, Corollary 3.3.1] , where β denotes a singular measure of noncompactness.
Theorem 2.1. Let M be a convex closed subset of Y, and let
In what follows, we denote by χ the Hausdor measure of noncompactness in a Banach space X and by β the Hausdor measure of noncompactness in a space of continuous functions with values in X. We next collect some properties of measure β which are needed to establish our results.
Lemma 2.2. ([6]) Let W ⊆ C(J, X) be a bounded set. Then χ(W(t)) β(W) for all t ∈ J. Furthermore, if W is equicontinuous on J, then χ(W(t)) is continuous on J, and
β(W) = sup{χ(W(t)) : t ∈ J}.
Lemma 2.3. ([24, lemma 2.9]) Let D ⊆ C(J, X) be a bounded set. Then there exists a countable set D ⊆ D such that β(D ) = β(D).
A set W ⊆ L (J, X) is said to be uniformly integrable if there exists a positive function µ ∈ L (J) such that w(t) ≤ µ(t) a.e. for t ∈ J and all w ∈ W.
Lemma 2.4. ([28]) Let G : [ , T] → L(X) be a strongly continuous operator valued map and Λ : L ([ , T], X) → C([ , T], X) be the map de ned by
Λ(u)(t) = t G(t − s)u(s)ds. Let W ⊂ L ([ , T], X) be a set uniformly integrable. Assume that there is a positive function q ∈ L ([ , T]) such that χ(W(t)) ≤ q(t) a.e. t ∈ [ , T]. Then β(Λ(W)) ≤ sup ≤t≤T G(t) T q(t)dt.
. Phase spaces
To study retarded functional di erential equations with in nite delay we will use the concept of phase space.
In this paper, we use the axiomatic de nition of phase space B established in Hino et al. [27] . Thus, B will be a linear space of functions mapping (−∞, ] into X endowed with a seminorm · B . We will assume that B satis es the following axioms:
where
continuous and M is locally bounded, and H, K and M are independent of x(·). (A-1) For the function x(·) in (A), the function t → x t is a B-valued continuous function on [σ, σ + T). (B)
The space B is complete.
Throughout this paper we always assume that B is a phase space. Furthermore, we abbreviate K := sup{K(s) :
Example 2.1. Suppose that ≤ p < ∞ and g is a nonnegative measurable function on (−∞, ) which satis es the following conditions:
There is a nonnegative function G, which is locally bounded in (
for s ≤ and θ ∈ (−∞, ) \ Ns for a set Ns ⊂ (−∞, ) with Lebesgue measure zero.
For r ≥ , the space Cr × L p (g, X)) consists of all classes of functions φ : (−∞, ] → X such that φ is continuous on [−r, ], Lebesgue-measurable, and g φ p is Lebesgue integrable on (−∞, −r). The seminorm in Cr × L p (g, X)) is de ned by
) satis es axioms (A), (A-1), (B). Moreover, when r = and p = , we can take 
Existence of solutions
In this section we establish some results about the existence of mild solutions of problem (1.3)-(1.4). Initially we will establish the general framework of conditions under which we will study this problem. Throughout this section, χ denotes the Hausdor measure of noncompactness in X. We assume that φ ∈ B. We denote
Besides, in this section we will assume that
Furthermore, in what follows we assume that f is a multi-valued map from J × B into Kυ(X) that satis es the following properties:
Furthermore, we assume that ρ :
is a continuous function such that ρ(t, ψ) ≤ t for all t ≥ and ψ ∈ B. , x ρ(t,xt) ) admits a Bochner integrable selection. As a consequence, the set
and F f ,ρ,x is convex.
De nition 3.1. A function x : (−∞, T] → X is said to be a mild solution of (1.3)-(1.4) if condition (1.4) is satis ed, the restriction of x to [ , b] is continuous, and the integral equation
To establish our results, we need to study an integral operator de ned on the set F f ,ρ,x for functions x ∈ Cφ([ , T], X). Initially we mention some properties of F f ,ρ,x . A rst result establishes that F f ,ρ,x is closed. Speci cally we have the following property ([28, Lemma 5.1.1]).
On the other hand, as a consequence of (f3), the set F f ,ρ,x is uniformly integrable over [ , T] , that is, there exists a positive function µρ,x ∈ L (J) such that u(t) ≤ µρ,x(t) a.e. for t ∈ J and all u ∈ F f ,ρ,x .
We introduce now the operator Λ :
It is clear that Λ is a bounded linear operator. Using Λ we can construct the multi-valued map Λ :
Since 
], X). To simplify the writing we identify x(·) with its extension to (−∞, T]
given by x(θ) = φ(θ) for all θ ≤ . Using this notation, we de ne T(x) to be the set formed by all functions y given by
It follows from our hypotheses that y ∈ Cφ([ , T], X). Hence, T : Cφ([ , T], X) → P(Cφ([ , T], X)). Furthermore, it is clear that x(·) is a mild solution of problem (1.3)-(1.4) if and only if x(·)
is a xed point of T.
Initially we establish the existence of solutions by using contractive maps. In what follows we denote by P cb (X) the collection of closed bounded subsets of X and by d H the Hausdor metric in P cb (X). Our result is based on the following property.
We 
Lemma 3.3. Let C ⊆ L ([ , T], X) be a closed convex and uniformly integrable set such that C(t) is relatively compact for all t ∈ [ , T]. Let u ∈ L ([ , T], X). Then there exists v
Proof. There exists a sequence vn ∈ C, n ∈ N, such that u
weakly compact in L ([ , T], X) (see [Property 4.2.1][28]). It follows from the Eberlein-Smulian theorem that there exists v ∈ L ([ , T], X) and a subsequence (vn
which completes the proof.
Theorem 3.1. Assume that condition (f1) is ful lled. In addition suppose that the following conditions hold:
(H1) There is a constant L > such that d H (f (t, ψ ), f (t, ψ )) ≤ L ψ − ψ B ,
for all t ∈ [ , T] and all ψ , ψ ∈ B. (H2) There exists a positive function m ∈ L ([ , T]) and for every r > there is a constant L (r) > such that d H (f (t, x t ), f (t, x t )) ≤ L (r)m(t)|t − t |, for all t , t ∈ [ , T] and all function x : (−∞, T] → X such that x ∈ B, x : [ , T] → X is continuous, and max ≤t≤T x t B ≤ r. (H3)
There is a constant Lρ > such that
If there exists R > such that
3) then there exists a mild solution of problem (1.3)-(1.4).

Proof. It follows from our hypotheses and Lemma 3.2 that T is a u.s.c. multi-valued map with convex compact values. Let B R = {x ∈ Cφ([ , T], X) : x t B ≤ R, ≤ t ≤ T}. It is clear that B R is a complete metric space. Moreover, Tx ⊆ B R for all x ∈ B R . In fact, if y(t) = Sα(t)φ( ) + Λu(t)
, for u ∈ F f ,ρ,x , it follows from (f3) that
Sα(t − s)u(s)ds
which implies that
and using (3.2) we obtain the assertion. We next show that T de ned on B R is a contraction map.
Using Lemma 3.3 we obtain the existence of certain u ∈ F f ,ρ,x that satis es
This implies that
On the other hand, a direct calculation shows that
Applying (H1), we can estimate the rst term on the right hand side of (3.4) as
In similar way, using (H2)-(H3), we estimate the second term of the right hand side of (3.4) as
Combining these estimates with (3.4), we obtain
This implies that
Proceeding as above to estimate d(y , Tx ), and using that
we conclude that 
where m ∈ L ([ , T]), W : X → X is a map that satis es the Lipschitz condition
for some constant L W ≥ , and a : (−∞, ] → R is a function that satis es the conditions:
We de ne G : B → X by
From (ii) we obtain that G(ψ) is well de ned and that G is a bounded linear map with
Let C ⊆ X be a convex compact set such that ∈ C. We de ne
It is immediate that f satis es (f1). Using [12, Proposition 1.1], we infer that f is u.s.c., so that f satis es (f2). In addition,
This yields that f satis es condition (f3).
On the other hand, it is not di cult to see that
which shows that f satis es (H1). Let x : (−∞, T] → X be a function such that x = φ, x : [ , T] → X is continuous, and x t B ≤ r for all ≤ t ≤ T. Considering ≤ t < t ≤ T, we have
and using (i) we obtain
Collecting (3.5) with (3.6), we infer that (H2) is satis ed.
As an application of Theorem 3.1 we consider the existence of solution of the problem
where f : [ , T] × B → X is an appropriate function. The existence of solutions for this problem was studied in [2] under compactness conditions on f . As a consequence of Theorem 3.1 we can establish the following result. 
Corollary 3.1. Assume that condition (H3) holds. Assume further that the following conditions are ful lled:
for all ψ ∈ B.
If conditions (3.2) and (3.3) are satis ed, then there exists a unique mild solution of problem (3.7)-(3.8).
We are now in a position to prove the main result of this section. Using compactness properties, we can avoid conditions (3.2) and (3.3). 
We can write y n ∈ Tx n , for some x n ∈ D.
To estimate β({y n : n ∈ N}), using (3.1) we can write
From (3.9) and using Lemma 2.1, we get
On the other hand, since u n ∈ F f ,ρ,x n , for t ∈ [ , T], we have that u n (t) ∈ f (t, x n ρ(t,x n t ) ). This implies that {u n : n ∈ N} is uniformly integrable and, applying condition (f4),
Combining this estimate with Lemma 2.4, we infer that
Finally, collecting these estimates, we obtain
This implies that β(D) = , which in turn implies that T is a β-condensing map.
Example 3.2. We turn to consider the function in Example 3.1. Let Q ⊆ Cφ([ , T], X) be a bounded set and Qs = {xs : x ∈ Q}. It is not di cult to see, using the properties established in Section 2 that
which shows that this function f also satis es (f4). As an application of this result, we return to consider problem (3.7)-(3.8).
Corollary 3.3. Assume that conditions (f4), (C-i) and (C-iv) hold. Assume further that the following condition is ful lled:
(C-v) For each t ∈ [ , T], the function f (t, ·) : B → X is continuous.
If M T k(t)dt < , then there exists a mild solution of problem (3.7)-(3.8).
As was mentioned in Section 2 in many real problems the resolvent operator R(z, A) is compact for z ∈ ρ(A). In this case, the resolvent Sα(t) is also compact for t > . In this case, we can modify slightly the proof of Theorem 3.2 to obtain the following result.
Lemma 3.4. Assume that R(z, A) is compact for z ∈ ρ(A). Then the operator Λ is compact.
Proof. Since Sα(t) is compact for t > , it follows from [23, Theorem 1] that the set
is relatively compact in X for all ≤ t ≤ T. Furthermore, if < t < t , we have 
In addition, by condition (f3), if u ∈ F f ,ρ,x , x ∈ D, then u(t) ≤ |µ(t)|Ω(r), where r = sup{ xs B : x ∈ D, ≤ s ≤ t} < ∞. This implies that u ≤ Ω(r) T |µ(t)|dt. Applying Lemma 3.4, we obtain that T(D) is a relatively compact set. We complete the proof arguing as in the proof of Corollary 3.2.
Applications
In this section we apply our results to the problem of di usion mentioned in the Introduction. To model this problem we consider X = L ([ , π]) and we take as phase space B = C ×L (g, X), where the function g satis es the conditions established in Example 2.1. For these reason, we assume that φ ∈ B and −∞ g(θ) dθ < ∞. We consider the operator A : D(A) ⊂ X → X de ned by
on the domain D(A) = {z ∈ X : z ′′ ∈ X, z( ) = z(π) = }. It is well known that A is the in nitesimal generator of an analytic semigroup (T(t)) t≥ on X and hence A is a sectorial operator. Furthermore, A has a discrete spectrum, the eigenvalues are −n , n ∈ N, with corresponding normalized eigenfunctions zn(ξ ) = π / sin(nξ ). Moreover, the set {zn : n ∈ N} is an orthonormal basis of X. Consequently, 
