Although backpropagation neural networks generally predict better than decision trees do for pattern classi cation problems, they are often regarded as black boxes, i.e., their predictions cannot be explained as those of decision trees. In many applications, more often than not, explicit knowledge is needed by human experts. This work derives symbolic representations from a neural network to make epxlicit each prediction of the network. An algorithm is proposed and implemented to extract symbolic rules from neural networks. Explicitness of the extracted rules is supported by comparing them to the symbolic rules generated by decision trees methods. Empirical study demonstrates that the proposed algorithm generates high quality rules from neural networks comparable with those of decision trees in terms of predictive accuracy, number of rules and average number of conditions for a rule. The symbolic rules from neural networks preserve high predictive accuracy of original networks.
Introduction
Researchers 1?3 have compared experimentally the performance of learning algorithms of decision trees and neural networks (NNs). A general picture of these comparisons is that: (1) Backpropagation (an NN learning method) usually requires a great deal more computation; (2) the predictive accuracy of both approaches is roughly the same, with backpropagation often slightly more accurate; 2 and (3) symbolic learning (decision trees induction) can produce interpretable rules while networks of weights are harder to interpret. 3 In e ect, a neural network is widely regarded as a black box due to the fact that little is known about how its prediction is made.
Our view is that this is because we are not equipped with proper techniques to know more about how a neural network makes a prediction. If we can extract rules from neural networks as generating rules from decision trees, we can certainly understand better how a prediction is made. In addition, rules are a form of knowledge that can be easily veri ed by experts, passed on and expanded. Some recent works 4?6 have shown that rules can be extracted from networks. These algorithms are search-based methods that have exponential complexity. Subsets of incoming weights that exceed the bias on a unit are searched. Such sets are then rewritten as rules. To simplify the search process, some assumptions are made. One assumption is that the activation of a unit is either very close to 1 or very close to 0. This can restrict the capability of the network since when the sigmoid transfer function is used as the activation function, the activation of a unit can have any value in the interval (0,1).
In this paper, a novel way to understand a neural network is proposed. Understanding a neural network is achieved by having symbolic rules that represent the network decision process. NeuroRule is an algorithm that extracts these rules from a neural network. It consists of four phases: rst, a weight-decay backpropagation network is built so that important connections are re ected by their larger weights; second, the network is pruned such that irrelevant connections and units are removed while its predictive accuracy is still maintained; third, the hidden unit activation values are discretized by clustering; and last, rules are extracted from the network with discretized hidden unit activation values. By drawing parallels with rules generated from decision trees, we show that networks can be interpreted by the rules extracted; the rules in general preserve the accuracy of the networks; and they also explain how a prediction is made.
In the next section, we describe NeuroRule with an emphasis on rule extraction. In Section 3, experiments and datasets are described; after giving a detailed example, a comparison with the rule generation method of decision trees is made in order to draw some parallels of rules from neural networks and from decision trees, and to clearly de ne what is meant by understandability. A general discussion is provided in Section 4. The conclusion is given in the nal section.
2 NeuroRule: an algorithm for rule extraction A standard three layer feedforward network is the base of the algorithm. Weight decay is implemented while backpropagation is carried out. After the network is pruned, its hidden units activation values are discretized. Rules are extracted by examining the discretized activation values of the hidden units. The algorithm is described in steps below.
Backpropagation with weight decay
The basic structure of the neural network in this work is a standard three-layer feedforward network, which consists of an input layer, I, a hidden layer, H, and an output layer, O. The number of input units corresponds to the dimensionality of the examples of a classi cation problem. The number of output units is determined by the number of classes in the data an example can be possibly classi ed to. The number of hidden units depends on the problem in hand. Two approaches to determine a suitable number of hidden units have been described in the literature. The rst approach begins with a minimal number of hidden units, one or two, and more hidden units are added as they are needed to increase the accuracy of the network. The second approach begins with an oversized network and removes redundant connections in the network by pruning. In the process, hidden units that are not connected to any input units or/and output units can be removed as well. We adopt the second approach since we are also interested in removing irrelevant input units. After pruning, irrelevant input units can be identi ed and deleted from the network.
Given an n-dimensional example x i , i 2 f1,2,...,kg as input, let w m l be the weight for the connection from input unit l, l 2 f1,2,...,ng to hidden unit m, m 2 f1,2,...,hg and v m p be the weight from hidden unit m to output unit p, p 2 f1,2,...,og, the pth output of the network for example x i is obtained by computing 
The target output for an example x i that belongs to class C j is an o-dimensional vector t i , where t i p = 0 if p 6 = j and t i j = 1; j; p = 1; 2; : : :o. The backpropagation algorithm is applied to update the weights (w; v) and minimize the following function:
(w; v) = F(w; v) + P(w; v);
where F(w; v) is the cross entropy function:
and P(w; v) is a penalty term used for weight decay:
The values of the penalty parameters ( 1 , 2 , and ) must be chosen to re ect the relative importance of the accuracy of the network versus its complexity. With larger parameter values, more connections will be removed from the network at the cost of a decrease in the network accuracy. We have found that 1 = 10 ?1 ; 2 = 10 ?5 and = 10 work well for a wide range of problems tested. Using these set of parameter values, we have been able to obtain networks with fewer connections than previously reported for many learning problems.
Network pruning
A network pruning algorithm is brie y described below. This pruning algorithm removes the connections of the network according to the magnitudes of their weights (Equations 7 and 8 below). As our eventual goal is to get a set of simple rules that describe the classi cation process, it is important that all unnecessary connections be removed. In order to remove as many connections as possible, the weights of the network must be prevented from taking values that are too large. At the same time, weights of irrelevant connections should be encouraged to converge to zero. The penalty function (5) is found to be particularly suitable for these purposes.
Neural network pruning algorithm 
Clustering of hidden unit activations
When network pruning is completed, the network contains only those salient connections. Nevertheless, rules are not readily extractable because the hidden unit activation values are continuous. The discretization of these values paves the way for rule extraction. The following algorithm discretizes the activation values of a hidden unit (many clustering algorithms can be used for this purpose).
Discretizing hidden unit activation values by clustering
For each hidden unit, When the clustering is done, the network's accuracy is checked to see if it drops or not. A su ciently small guarantees that the network with discretized activation values is as accurate as the original network with continuous activation values. Hence, if its accuracy does not drop and there are still many discrete values, clustering can be performed again with a larger to minimize the number of clusters. Otherwise, should be reduced to a smaller value.
Rule extraction
The data sets used for generating rules from input layer I to hidden layer H are reconstructed from the original training data set as follows: one data set for each hidden unit; these data sets contain only those inputs that are relevant in determining the activation values of the hidden unit. Each cluster in a hidden unit forms a class. That is, if there are m hidden units left in the network after pruning, there will be m such data sets. The number of classes in each data set is solely determined by the number of clusters in the corresponding hidden unit. For each hidden unit, a set of rules that describe the relationship between the inputs and the discretized activation values are extracted.
All possible combinations of the clusters of activation values are examined. Using the weights of the connections from hidden layer H to output layer O, predicted network outputs are determined. Rules are generated to describe these outputs in term of the clustered hidden unit activation values. Complete rules that de ne the decision process of the network in term of the original inputs are obtained by merging the two sets of rules, the rst set are from the input layer to the hidden layer and the second from the hidden layer to the output layer.
When the number of inputs connected to a hidden unit is small, it will be trivial to extract rules that describe how each cluster of activation values is obtained. Similarly, when the total number of clusters in the hidden units is small, it is trivial to obtain rules to describe the network outputs in term of the activation values. For automatic rule generation, we have developed and implemented a general purpose algorithm RG. The outline of this rule generation algorithm is as follows.
Rule Generation (RG) algorithm 1 . Group the data into D p groups in terms of class values, p 2 f1; 2; : : : g. The rule generation algorithm RG possesses the following features: 1. it produces perfect rules, i.e. the error rate of the rules generated is no worse than the inconsistency rate present in the data; in the context of our discussion, identical input samples will always have the same clustered activation values, hence it is always possible to have zero error rate; and 2. the rules for G j are order independent, (i.e. the accuracy of the rules is not a ected by the order in which the rules are red).
Combining all its components, we give below the outline of NeuroRule, an algorithm to generate symbolic rules from a three-layer feedforward neural network.
NeuroRule: generating symbolic rules from a neural network 1 . Train and prune a neural network. 
Generate rules that relate the inputs and the outputs by combining rules generated in
Steps 3 and 4.
6. Prune redundant rules generated in Step 5.
Experiments and Results
In this section, we describe the datasets and their representations used in experiments. A detailed example is given to show how NeuroRule is applied to extract rules. Summary of the results from four datasets are given with a comparison to those produced by the decision tree induction methods. Understanding a neural network is achieved by being able to explain, based on the rules, how each prediction is made in parallel with understanding a decision tree by having rules generated from it. 7 3
Breast Cancer { a widely tested real-world dataset for the Wisconsin Breast Cancer diagnosis; 3. Cleveland Heart Disease { a dataset of heart patients; and 4. Splice-junction { a dataset used in splice-junction determination. These datasets are obtainable from the University of California Irvine data repository for machine learning (via anonymous ftp to ics.uci.edu). The summary of these datasets, their representations, and how each dataset is used in experiments are given below.
Iris -the dataset contains 50 examples each of the classes Iris setosa, Iris versicolor, and Iris virginica (species of iris). Each example is described using four numeric attributes Table 2 : Average number of connections and accuracy of 100 pruned networks on the training and testing data sets of the Iris problem and their standard deviations.
consisted of 39 input units, 3 hidden units and 3 output units. These networks were trained with initial weights that had been randomly generated in the interval ?1; 1]. Each of the trained networks was pruned until its accuracy on the training data dropped below 95%. The weights and topology of networks with the smallest number of connections and an accuracy rate of more than 97% were saved for possible rule extraction. The results of these experiments are summarized in Table 2 in which we list the average number of connections in the pruned networks and their average accuracy rates on the training data and the testing data. Statistics in the second column of this table were obtained from 100 pruned networks, all of which had accuracy rates on the training data of at least 95 %. In the third column, the gures were obtained from 100 pruned networks with accuracy of at least 97 % on the training data.
After
Step 1 of NeuroRule, a pruned network with only 2 hidden units and a total of 8 connections depicted in Figure 1 was obtained. Its accuracy rates are 98.67% on the training set and 97.33% on the testing set. Step 4 of NeuroRule generates rules that determine the activation values of the hidden units in term of the network inputs. As seen in Figure 1 , only two inputs, I 31 and I 39, determine the activation values of the second hidden unit, H 2. However, since I 39 is 1 for all the training data, H 2 is e ectively determined by I 31. Since the weights of the arcs connecting input units 31 and 39 to the second hidden unit are -5.4 and 4.8 respectively, it is easy to conclude that if I 31 = 0, then H 2 is 1, otherwise, H 2 is -0.52. This implies that an example will be classi ed as Iris setosa only if I 31 is 0 (hence H 2 is 1).
The activation value of the rst hidden unit, H 1, depends only on I 26 and I 34. The weights of the arcs connecting input units 26 and 34 to the rst hidden unit are 5.1 and 8.1, respectively, hence H 1 is 0 if and only if I 26 = I 34 = 0. Other input combinations will yield value 1 for H 1. Hence, an example with I 31 = 1, I 26 = I 34 = 0 will be classi ed as Iris Table 5 : Accuracy of NN rules and DT rules on the training and testing data.
versicolor. The summary of how each cluster of activation values at the two hidden units are obtained in term of possible input values and the rules generated by RG are summarized in Table 4 .
Combining the two sets of rules obtained in Steps 3 and 4, NeuroRule obtained a set rules that classify iris species in term of the binarized network inputs. With the thermometer coding scheme used for the input, a complete set of rules can be easily obtained in terms of the original attributes of the iris data set. The accuracy of this rule set is summarized in Table 5 . For reference, the rule set (DT Rules) generated by C4.5rules (based on a decision tree method but generate more concise rules than the tree itself) is included here:
DT Rules Rule 1: If Petal-length 1.9 then Iris setosa Rule 2: If Petal-length > 1.9 and Petal-width 1.6 then Iris versicolor Rule 3: If Petal-width > 1.6 then Iris virginica Default Rule: Iris setosa.
Comparisons
In this section, parallels are drawn between rules extracted from both neural networks and decision trees (NN rules vs. DT rules). Obtaining NN rules is equivalent to having a symbolic representations for neural networks. Understanding neural networks is partly de ned as being able to interpret in the sense that a prediction can be explained in terms of inputs (or attribute values). Choosing to compare NN rules with DT rules is due to the fact that DT rules are considered best understandable among the available choices. A rule in discussion consists of two parts: the if-part is made of a conjunction of conditions, and the then-part speci es a class value. The conditions of a rule are in forms of \A i op V j ", where op 2 f=; <; g, i.e., attribute A i takes value that is equal to, less than or greater than or equal to V j . When a rule is red, a prediction is given that the example under consideration belongs to class C k . By examining the red rule, we can explain how the prediction is attained.
C4.5 and C4.5rules 7 were run on the four datasets to generate DT rules. Brie y, C4.5 generates a decision tree which C4.5rules generalizes to rules. Since researchers 6;10 observed that mapping many-valued variables to two-valued variables results in decision trees with higher classi cation accuracy, the same binary coded data for neural networks were used for C4.5 and C4.5rules.
Being explicable is only one aspect of understandability. A rule with many conditions is harder to understand than a rule with fewer conditions. Too many rules also hinder humans understanding of the data under examination. In addition to understandability, rules without generalization (i.e., high accuracy on testing data) are not much of use. Hence, the comparison is performed along three dimensions: 1. predictive accuracy; 2. average number of conditions of a rule; and 3. number of rules (see Figures 2-4 ).
In the previous subsection, the NN and DT rules are shown for the Iris data. We give here the rules for the breast cancer data. Let us label the ten attributes of the data by As seen above, the two sets of rules are not much alike, although both achieve high predictive accuracy rates. NN rules emphasis the use of parallel features: each rule consists of as many as four attributes; while DT rules focus on individual feature; most of its rules involve only a single attribute value. What is particularly interesting here is that there are fewer speci c NN rules having more conditions/attributes than general DT rules having fewer conditions/attributes. This runs counter to our intuition. Normally, we would expect fewer general rules to cover a dataset than speci c rules for the same set of data. A possible explanation is that neural networks really explore the coordinated e ects of the attributes on the outcome of their predictions.
The reasoning behind the comparisons is that if NN rules are comparable with DT rules, since the latter are admittedly interpretable, so should the former. Now that each prediction can be explained in light of some rule, and those rules have direct links to the neural network, it can be concluded that the network's behavior can be understood via those rules. In other words, a symbolic representation is obtained for the network. 
Discussion
The comparisons made in Figures 2-4 indicate that NN rules are comparable with, if not better than, DT rules in terms of our understanding measures. The average number of conditions in NN rules is larger than that of DT for 2 of the 4 problems tested, however, the total number of NN rules is less than DT rules for all the 4 problems. These observations are consistent with the nature of each learning algorithm, i.e., parallel vs. sequential. Other issues of interests are:
The training time. It takes much longer time to train a neural network than to learn a decision tree. This is also true for NN rules and DT rules extraction. Due to the existence of sequential and parallel data types, and decision trees and neural networks are best suited to one type only, 2 the two approaches are expected to coexist. When time is really scarce, the decision tree approach should be taken. Otherwise, it is worthwhile trying both because of backpropagation's other advantages (generalizing better on a smaller dataset, predicting better in general, etc. 6 )
Average performance of NN rules. Because of neural networks' nondeterministic nature, it is not uncommon that many runs of networks are needed with di erent initial weights. As was shown in Table 2 , the average performance for 100 pruned networks is very impressive (94.55%). This displays the robustness of the pruning algorithm.
Accuracy of neural networks and NN rules. There is a trade-o between the accuracy of the the rules extracted from the network and the complexity of the rules. A network can be further pruned and simpler rules obtained at the cost of sacri cing its accuracy. A notable feature of our rule extraction algorithm is that while it allows us to extract rules with the same accuracy level as that of the pruned network, it is also possible to simplify the rules by considering a smaller number of hidden unit activation values.
Understanding the weights of connections. Unlike M-of-N rules, 6 NN rules here re ect precisely how the network works. NN rules given here are actually the merge of the two sets: 1. from the input layer to the hidden layer; and 2. from the hidden layer to the output layer. NN rules cover all the possible combinations of the connections with various input values and discrete activation values of hidden units. This is a signi cant improvement over search-based methods 4;6 where all possible input combinations are searched for subsets that will exceed the bias on a unit. To reduce the cost of searching, they normally limit the number of antecedents in extracted rules. Our algorithm imposes no such limit.
Consistency between NN and DT rules. Consistency checking is not an easy task. In general, the possible rule space is very large since the training data is only a sample of the world under consideration. It is not surprising that there exist many equally good rule sets. Using the binary code for the Iris data, for example, the possible size of the rule space is 2 38 , but there are only 75 examples for training. However, for simple problem like the Iris problem, the rules extracted by NN and the rules generated by DT are remarkably similar.
Conclusion
Neural networks have been considered black boxes. In this paper, we propose to understand a network by rules extracted from it. We describe NeuroRule, an algorithm that can extract rules from a standard feedforward neural network. Network training and pruning is done via the simple and widely-used backpropagation method. No restriction is imposed on the activation values of the hidden units or output units. Extracted rules are a one-to-one mapping of the network. They are compact and comprehensible, and do not involve any weight values. The accuracy of the rules from a pruned network is as high as the accuracy of the network. Experiments show that NN rules and DT rules are quite comparable. Since DT rules are regarded as explicit and understandable, we conclude that NN rules are likewise. With the rules extracted by the method introduced here, neural networks should no longer be regarded as black boxes.
