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本稿では，二次元配置問題を解くために，ブロック交叉を用いた遺伝的アルゴリズム（GA）の実装
について考察を行った。二次元配置問題は組合せ最適化問題の一つであり，そのような大規模問題
を解くにはヒューリスティックスまたはメタヒューリスティクスがしばしば適用される。GA はメ
タヒューリスティックスの主要なアプローチの一つである。その配置問題解決のためのブロック交
叉を用いたGAの実装を決定するために，一人っ子GA／二人っ子GA，重複要素の内解消／外解消，
エリート保存，ブロックの反転などのセッティングが検討された。さまざまなセッティングの効果
を検証するために，数値実験を行った。実験の結果として，二人っ子 GA，内解消，エリート保存，
反転有りのセッティングが，二次元配置問題を解くにあたって優れていることがわかった。
In this paper, the implementation of genetic algorithm (GA) using block crossover operation for 
solving two-dimensional layout problem is considered. Two-dimensional layout problem is one 
of combinatorial optimization problems, to solve such problem with large scale, heuristics 
and/or meta-heuristics are often applied. GA is a major approach of meta-heuristics. To decide 
the implementation of GA using block crossover for solving the layout problem, settings of 
operations with one-child GA/two-child GA, doubling-resolution at inside/outside of block, elite 
reserving, reverse of block are considered. To verify the effectiveness of various settings, 
numerical experiments are carried out. As results of experiments, the setting with two-child GA, 
doubling-resolution in inside of block, elite reserving and reverse of block is excellent to solve 
two-dimensional layout problem in this study.  
―――――――――
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1. はじめに
人材や物資，資金などの資源をどのように配置する
かは経営において重要な問題である。配置の仕方によ
ってその結果が大きく変わる場合があるからである。
経営科学では整数計画法が注目されるようになった
1950 年代以降，経営資源の配置問題を数理計画モデル
として定式化し，どのようにその問題を解くか，言い
換えれば，可能ならば最適解を見いだすか，無理な場
合は良好な解を見いだすかが主要な研究テーマとなっ
ている。この種の問題は「組合せ最適化（combinatorial 
optimization）」の一つの難問として，数多くの研究者が
それぞれのアプローチで取り組んできた。 
配置問題には上述のように人材や物資が考えられる
が，人的な要素を考慮すると数値化が容易ではない面
がある。そのためか，生産設備など数値化が容易な物
的な配置問題の研究が多い。本稿では，特定の生産施
設や設備の配置にはとらわれず，仮想的な二次元平面
上での配置決定問題として扱う。 
その二次元配置問題には様々な解法が考えられるが，
組合せ最適化という特徴から，配置単位数が20以上で
は実用的な時間内に列挙法で最適配置を見いだすこと
は困難であるため，ヒューリスティクスやメタヒュー
リスティクスと呼ばれる種類の解法が適用され，研究
されてきた。 
本稿では，二次元配置問題へメタヒューリスティク
スの一つである Holland(1)によって提唱された遺伝的ア
ルゴリズム（GA; genetic algorithm）を適用し，その実装
上の工夫としてブロック交叉を用いた場合の解法の性
能比較を行うことを目的とする。 
2. 関連研究
2.1 配置問題とモデル化 
配置問題を数理モデルに表す場合，配置単位をどこ
に置いたかをどう表現するかが問題となる。二次元平
面上での配置を考える場合，二次元座標値を用いるこ
とも考えられるが，座標値の自由度が高く解の探索が
多くなることと，空間的な干渉を避けるための計算処
理が煩雑になるため，これ以外の方法が考えられてき
た。これを割当問題として扱った初期の研究が
Koopmans and Beckman(2) による論文である。また，
Buffa ら(3)によって CRAFT と呼ばれるプログラムが提
案されている。 
その後，この配置問題に対し，複数の評価基準を組
み合わせて考慮したモデル化が提案されている。例え
ば，Rosenblatt(4) (1979)，Dutta and Sahu(5) (1982)，Foulds(6) 
(1983)，Fortenberry and Cox(7) (1985)，Urban(8) (1987)，
Golany and Rosenblatt(9) (1989) ，Harmonosky and 
Tothero(10) (1992)，Houshayar and White(11) (1993)，
Lacksonen and Enscore(12) (1993)，Suzuki, Yamamoto, 
Nakamura and Tsujimura(13) (2004)，Fukushi, Yamamoto, 
Suzuki and Tsujimura(14) (2008) などがある。これらは，
配置単位の対の間にワークフローと，隣り合うべき
要件があり，それらを同時に評価基準として扱うこ
とで多目的（multi objective），多基準（multi criteria），
多目標（multi goal）などの問題であるとしている。
本研究では，この隣り合うべき要件を「隣接選好」
と呼ぶことにする。 
ワークフローは連続値であり，隣接選好は離散値
である。隣接選好を距離に依存するものとして連続
値に変換する考え方もあるが，隣接の有無だけでは
なく距離の長短が考慮に入ってしまい，問題を正確
に表現しているとは言い難い。そこで本研究では，
隣接の有無を 0 または 1 のいずれかの値をとるバイ
ナリ変数で表現する離散値として扱うこととする。 
2.2 遺伝的アルゴリズム 
遺伝的アルゴリズム（以下，GAと略す）は，Holland(1)
が提唱した人工的な生命体の表現方法であり，環境に
適応する度合いが高い個体が生存していくプロセスを
数値で模式的に表す手法でもある。 
Holland は当初，GA でコンピュータの中で人工的な
生命を形作ることを考えていたようであるが，GAのア
イデアが公表されると，環境に適応した個体が生存し
ていくプロセスが数理的な問題の最適化プロセスと共
通の性質をもつことから，数多くの研究者たちによっ
て最適化手法として応用されることとなった。 
GAは図1に示すように，初期化に始まり，選択，交
叉，突然変異，世代交代といった手順を繰り返して，
終了条件に達すると終了する流れをとるのが伝統的な
の枠組みである。 
GAは，ある解を出発点として探索を繰り返すことで
解を「進化」させていく考え方を採っており，連立方
程式を解いて一意に解を決定するような方法とは異な
る。いわゆる逐次改善的な手法である。そして 1 つの
解のみを改善させるのではなく，集団として複数の解
を記憶し，それらを相互に関係させることで進化させ
る点がある。このため，初期化のステップでは，複数
の解を準備する。この場合の解の数を集団サイズ
（population size）などと呼ぶ。この集団サイズは実験
的に決定されることが多い。また，生物の進化にヒン
トを得ていることから，1つの解を「個体」と呼ぶ。 
選択（selection）は，集団の中から個体を選択する操
作である。多くの場合は確率的に選択されるが，完全
に無作為に選ぶのではなく，好ましい個体が選ばれる
確率が高くされることが多い。この好ましさを，生物
が環境に適応して生き延びていく様子を模して，個体
の適応度（fitness）として評価し，適応度に応じて選択
確率が設定され，乱数を使って選択することが多い。
よく用いられるのは「ルーレット選択」である。 
交叉（crossover）は，選ばれた2個体をかけ合わせる
ことで新たな個体を生み出す操作である。後述するよ
うに染色体を一次元ベクトルとして表現し，それらの
あるポイントで切り分け，他方の染色体とつなげるこ
とで，新しい染色体を持つ個体を作成する。生物のア
ナロジーを用いて，選択で選ばれる2個体を「親」，交
叉で生成される個体を「子」と呼ぶこともある。 
選択と交叉を繰り返すと，新しい染色体を持つ個体
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が複数生成していく。この新しい個体で集団を置き換
える操作が世代交代である。よく行われる方法は，交
叉の結果で生じた個体が集団サイズになった場合，現
在の集団の個体を新たに生成された個体で入れ替える
ことである。ただし，全て入れ替えるか部分的に旧世
代を残すかは，いくつかのアイデアがあり，どの操作
を採用するかは実験的に検討される。 
これら，選択，交叉，世代交代だけでは，染色体の
変化が限定される。つまり，既存の染色体の並びだけ
を用いると，まだ出現していない染色体の特徴を持っ
た個体が出現しないためである。そこで，染色体の内
容を部分的に変更する操作を行うことで，より多様な
個体の発生を促す。これを突然変異（mutation）と呼ぶ。
ただし，突然変異は必ず良い個体が発生するとは限ら
ないので，その操作を行う確率を設定することになる。 
このような操作を繰り返して行い，終了条件に達し
たときに終了する。それまでの計算過程で最も優れた
個体を記録しておき，最適解として採用することが一
般的ではあるが，複数の評価基準を用いる場合は，計
算過程で見出された個体を全て記録しておき，パレー
ト最適解の集合を結果として提示する場合もある。 
また，枠組みが同じでも，細部の操作をどのように
定義するかは，対象問題の特徴と各研究者のアイデア
によって異なり，ひとくちに GA と言っても一つの決
まった計算手順があるわけではない。処理手順の考え
方というべき，広範囲かつ曖昧なものである。 
 ここに，初期化，選択，交叉，突然変異，世代交代
などの操作をどのように考案し実装するかが，各研究
者の発想の見せ所でもあり，それぞれのアイデアに基
づいて，より優れた方法の案出を目指すことになる。
割当型配置問題への GA や他のメタヒューリスティク
スの適用については参考文献(15)の第25章25.1節に詳し
いので参照されたい。 
 
  
図1 遺伝的アルゴリズム概略 
3. 問題設定と定式化 
本章では問題設定と定式化をそれぞれ述べる。 
 
3.1 問題設定 
本研究での問題設定を述べる。問題設定を大きく分
けると，配置に関する設定，割り当てに関する制約条
件，ワークフロー，隣接選好，設置コスト，全体的な
設定がある。それらを順次説明する。 
 
(1) 配置に関する設定 
二次元平面上に m 行 n 列の格子状に存在する mn 箇
所の配置場所へmn個の配置単位を置くこととする。各
配置場所には行番号 iと列番号 jに応じて番地が(i, j)の
形式で与えられる（図2参照）。 
 
 
 
 
 
 
 
 
 
 
 
 
図2 配置場所と番地の概念図(16) 
 
(2) 割り当てに関する制約条件 
1箇所の配置場所には1個の配置単位のみしか割り当
てることができず，1個の配置単位は1箇所の配置場所
にしか置くことはできない。 
(3) ワークフロ  ー
配置単位間にはワークフローが存在し，その量は配
置単位の対によって異なるものとする。ワークフロー
を維持するには単位距離あたりのフローコスト（単位
ワークフローコスト）が必要であるとする。配置単位
の対の全てについて，配置単位間のワークフロー量と
距離と単位ワークフローコストの積の総和をワークフ
ローコストと呼ぶ。 
(4) 隣接選好 
配置単位間には隣接選好が存在するものとする。そ
の選好の程度は配置単位の対によって異なるものとす
る。ある配置単位対で隣接選好が満たされればペナル
ティは生じないが，隣接選好が満たされない場合には
ペナルティが選好の程度に応じて課せられるものとす
る。なお，隣接するか否かは，上述の配置場所対によ
る。 
(5) 設置コスト 
配置単位をある配置場所に置くときに設置コストが
かかるものとする。配置コストはある配置単位をある
配置場所に置く場合に発生するコストが事前に分かっ
ているものとする。 
(6) 全体的な設定 
 上述のワークフローコスト，隣接選好不満足のペナ
ルティ，設置コストの総計を配置案の評価基準（目的
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関数; objective function）とし，この数値（OFV; objective 
function value）が小さいほど良い配置案として評価する。 
 
以上の問題設定は，鈴木らによる設備配置問題の研究
(17)での設定と共通点が多いが，上記(5)設置コストの設
定だけは本稿の研究の独自な点である。 
 
 
3.2 定式化 
前述の問題設定に基づいて，混合整数計画問題とし
ての定式化を以下に示す。 
 
Min 321 CCCOFV    (1) 
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割り当てに関する制約条件 
  
 
m
i
n
j
mnkkjix
1 1
,,1,1),,(    (6) 
njmikjix
mn
k
,,1,,,1,1),,(
1
 

 (7) 
 
ただし， 
:,, 21 iii 配置場所の行番号， 
:,, 21 jjj 配置場所の列番号， 
k : 配置単位の番号， 
),( jip : 配置場所 ),( ji に置かれた配置単位番号， 
)),(),,(( 2211 jipjipF : 配置単位 ),( 11 jip から配置単位
),( 22 jip への単位距離あたりのワークフローコス
ト， 
)),(),,(( 2211 jijiD : 配置場所 ),( 11 ji と配置場所
),( 22 ji 間の距離， 
)),(),,(( 2211 jipjipG : 配置単位 ),( 11 jip から配置単位
),( 22 jip への単位距離あたりのワークフローコス
ト， 
)),(),,(( 2211 jijiU : 配置場所 ),( 11 ji と配置場所
),( 22 ji が隣接ならば 0，非隣接ならば 1 の値をと
るバイナリ変数， 
),,( kjiH : 配置場所 ),( ji に配置単位k を置くとき
の設置コスト 
),,( kjix : 配置場所 ),( ji に配置単位 k が置かれた
場合に 1，そうではない場合に 0 の値をとるバイ
ナリ変数 
をそれぞれ表す。 
この問題はバイナリ変数を含むため離散的構造を持
ち，配置単位数が20を超えると問題のデータ構造によ
っては最適配置を見出すことが困難である。このため，
発見的方法が用いられることになる。本稿ではブロッ
ク交叉を用いた GA で解く場合の実装方法について検
討する。 
 
4. 解法 
4.1 概略 
本章では遺伝的アルゴリズム(GA)を適用した解法に
ついて述べる。 
 
 本研究の GA は，図 1 で示した伝統的 GA の枠組み
を採用している。そして，本研究の GA では交叉の操
作としてブロック交叉を適用した点が大きな特徴であ
る。GA解法の全体の枠組みは鈴木らによる先行研究(17)
を踏まえている。以下，本研究の大きな特徴であるブ
ロック交叉とその実装上の検討事項について述べる。 
 
 
4.2 ブロック交叉 
GAでは一般に，一つの解に相当する個体は，一次元
のベクトル状のビット列で表現される。選択によって
複数個体の集団である現世代から二つの個体が選択さ
れ，それぞれの個体について，同じあるポイントで切
断し，切り取られた一片を，交換して接続し，新しい
個体（すなわち解）を生成する。これをブロック交叉
との区別のために本稿では「一次元交叉」と呼ぶこと
にする。 
図3に4行4列の配置場所へ16個の配置単位を配置
するときの一次元交叉の一例を示す。図 3 で矩形の枠
内に示されている数字は配置単位番号であり，この例
では 16 個の配置単位があって 1 番から 16 番まで整数
で番号が与えられているという設定である。図3では，
始めに 2 つの配置案が選択されたとして，それぞれを
一次元化し，乱数によって任意の交叉ポイントを設定
し，交叉によってそのポイントの前後で内容を入れ替
え，重複要素を解消して，再び二次元配置に復元する
過程の概略を示している。 
それに対し，ブロック交叉は二次元で表現される個
体の場合に，二次元のブロック形状で行う交叉である。
すなわち，親として選択されたm 行n 列の個体から，
左上 1m 行 1n 列から右下m 行n 列までの部分（ただし
mm  11 かつ nn  11 ）を「ブロック」として切り 
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図3 一次元交叉概念図 
出し，もう一つの親個体の同寸法のブロックと交換す
ることで新たな子供の個体を生成する操作である（図4
参照）。なお，GAでは積み木（building block）と呼ぶ考
え方があるが，本研究でのブロック交叉とは異なるの
で注意が必要である。 
ブロック交叉についてはAnderson ら(18)が二次元配置
問題の一つである ising spin problem のための交叉の方
法として 6 種類の交叉のアイデアを挙げており，その
中にblock crossoverも示されている。しかしながら実装
の詳細については明らかにされておらず，どのように
実装するかは各研究者に委ねられる。二次元交叉を配
置問題に適用した研究には胡ら(19)によるものがあるが，
その論文で示された実装を行った経緯の詳細は書かれ
ていない。 
ブロック交叉の利点として考えられるのは，優れた
解の二次元的な性質を破壊せずに交叉を実行できるこ
とである。 
 二次元配置は，二次元平面上に配置単位が並んでい
ることであり，これに対し一次元交叉を適用すること
は，交叉の対象となっている二次元配置をいったん一
次元に並び替えて，一部を入れ替えることであるから，
二次元の性質を壊してしまうことになる。これに対し，
二次元のままで交叉を行うブロック交叉は，優れた個
体の二次元の性質を交叉相手個体に受け継いでいくこ
とが期待される。 
 ただし，ブロック交叉も実装にあたっては様々な操
作が考えられる。本稿では，外解消と内解消，一人っ 
図4 ブロック交叉概念図 
子と二人っ子，反転の有無を検討する。 
(1) 外解消と内解消 
選択操作で選ばれた 2 個体がブロックを相互に交換
してブロック交叉をしたとする。このとき，その配置
には配置単位の重複が生じ得る。その重複解消の考え
方であるが，ブロック外側の重複要素を解消する「外
解消」と，ブロック内側の重複要素を解消する「内解
消」が考えられる（図5参照）。 
図5 外解消と内解消の例 
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(2) 一人っ子GAと二人っ子GA 
一般的な GA では，現世代から親として 2 個体を選
択し，交叉して新たに生じた 2 個体を子として次世代
への候補とする。つまり「二人っ子GA」である。しか
し，次世代へ残すべきは優れた個体であり，生じた 2
つの「子」個体のうち優れている方を残す考え方もあ
る。これを本稿では「一人っ子GA」と呼ぶことにする。
これらのどちらが有利かも検討することとした。 
(3) 反転 
ブロック交叉で交換されたブロック部分を対称形に
反転させる操作である(図6参照)。配置問題ではこの対
称性を利用して探索を効率化する研究(20)が見られる。
本研究でも，この反転を入れることで効果が現れるか
確認することとした。 
図6 反転の例 
4.3 エリート保存 
交叉によって生成された子供の個体の数が集団サイ
ズに達したならば，子供個体の集団で現在の親世代の
集団を置き換える。これを本稿では「世代交代」と呼
ぶ。このとき，親世代集団の全ての個体を子世代集団
で置き換えてしまうと，親世代集団の中の優れた個体
の特徴が継承されないことが起こり得る。 
GAは大域探索に優れたアルゴリズムであり，解の多
様性も重視されるため，親世代の個体の特徴を継承す
るか否かは，両面考えられるが，実際に最適化問題へ
適用したときに優れた解が得られないのでは，最適化
効果が低くなってしまう。 
そこで本研究では，親世代の最も優れた個体は次世
代にも受け継ぐ「エリート保存」の効果も確認するこ
とにする。ブロック交叉を用いた場合のエリート保存
の効果については検証が少なく，対象とする問題のデ
ータ構造の特徴に依存する可能性もあるためである。
これらについて，例題を作成し数値実験を行った。 
5. 数値実験
本稿では，配置単位数が 25，49，100 の場合につい
てそれぞれ計算を行い，比較することとした。すなわ
ち，問題1は行×列=5×5の配置場所へ25個の配置単
位を置く問題，問題 2 は 7×7 の配置場所へ 49 個の配
置単位を置く問題，問題 3 は 10×10 の配置場所へ 100
個の配置単位を置く問題である。 
各問題のデータ作成は，図 1 に示したような二次元
に並んだ配置場所へ，配置単位を割り当て，隣接する
配置単位間のみにワークフローおよび隣接選好を与え
る。また配置された配置場所へその配置単位が置かれ
たときに最も設置コストが小さくなる値を与え，それ
以外の場所に置かれたときは設置コストが高くなるよ
うに与えた。コストは1から5の整数を与えた。 
各問題に対して，エリート保存と反転のいずれもな
い場合，エリート保存ありで反転なしの場合，エリー
ト保存と反転のいずれもありの場合，について，一人
っ子 GA および二人っ子 GA でそれぞれ外解消と内解
消を5回ずつ計算を行った。比較のために伝統的なGA
として，二人っ子 GA で一次元交叉を行った場合も計
算して示した。ただし，反転ありの場合は二次元交叉
に限られるので一次元交叉の比較は行わなかった。 
用いた計算機環境は，プロセッサーはCore i7-4600U，
RAMは4GB，OSはWindows 10 Pro 64bit，コンパイラ
はGCC++ 64bit版である。 
GAセッティングとして次のように設定した。 
 交叉率100％ 
 突然変異率 100％：任意の 2 箇所の配置要素交
換で行う 
 終了条件：計算時間上限に達したとき終了する。
計算時間上限は問題それぞれで次のように設定
した 
• 問題1: 250秒 
• 問題2 : 490秒 
• 問題3: 1000秒 
 集団サイズ：1 世代集団を構成する個体数は問
題それぞれで次のように設定した 
• 問題1: 25個体 
• 問題2 : 49個体 
• 問題3: 100個体 
 世代交代判定：次世代候補（子世代）の生成さ
れた個体数が集団サイズに達したとき交代する 
 ブロックの行数および列数：問題がm 行n 列で
ある場合，ブロック行数 1m 行，ブロックの列数
1n 列としたとき mm  11 かつ nn  11 の範
囲の整数を一様分布でランダムに設定する 
 反転：列方向の線対称を試行した（図6参照） 
6. 考察
実験結果から考察を行う。結果を表 1 から表 9 に示
す。表で示されている数値は OFV についてであり，
Mean は平均，Min は最小値，SD は標準偏差を，下線
部はMeanとMinでの最良の結果をそれぞれ表す。 
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表1 問題1（サイズ25）エリート保存なしの場合のOFV 
一人っ子GA 二人っ子GA 
回 外解消 内解消 外解消 内解消 
一次元 
交叉 
1 2533 2670 2175 2397 2454 
2 2498 2570 2373 2537 2491 
3 2545 2611 2483 2535 2439 
4 2556 2491 2415 2507 2429 
5 2448 2737 2297 2488 2377 
Mean 2516 2615.8 2348.6 2492.8 2438 
Min 2448 2491 2175 2397 2377 
SD 43.8 94.0 118.2 57.3 41.4 
Mean: 平均，Min: 最小，SD: 標準偏差 
表2 問題1（サイズ25）エリート保存ありの場合のOFV 
一人っ子GA 二人っ子GA 
回 外解消 内解消 外解消 内解消 
一次元 
交叉 
1 1778 2587 1768 1535 855 
2 1609 2575 1814 1576 1759 
3 1765 2479 1597 1708 1611 
4 2002 2234 1920 1702 1496 
5 1628 2326 1547 1551 864 
Mean 1756.4 2440.2 1729.2 1614.4 1317.0 
Min 1609 2234 1547 1535 855 
SD 157.4 155.6 154.7 84.0 427.9 
Mean: 平均，Min: 最小，SD: 標準偏差 
表3 問題1（サイズ25）エリート保存・反転ありの場合の
OFV 
一人っ子GA 二人っ子GA 
回 外解消 内解消 外解消 内解消 
1 2068 2318 1733 1331 
2 1825 2548 1740 1721 
3 1741 2422 1173 1479 
4 1803 2129 1722 1517 
5 1831 2597 2021 1154 
Mean 1853.6 2402.8 1677.8 1440.4 
Min 1741 2129 1173 1154 
SD 125.0 188.0 308.8 212.2 
Mean: 平均，Min: 最小，SD: 標準偏差 
表4 問題2（サイズ49）エリート保存なしの場合のOFV 
一人っ子GA 二人っ子GA 
回 外解消 内解消 外解消 内解消 
一次元 
交叉 
1 7817 8268 7498 7684 7766 
2 7683 8076 7754 7780 7655 
3 7906 8028 7742 7932 7708 
4 7855 7995 7764 7792 7564 
5 7866 8132 7268 7982 7477 
Mean 7825.4 8099.8 7605.2 7834 7634 
Min 7683 7995 7268 7684 7477 
SD 85.7 107.3 218.7 121.1 115.0 
Mean: 平均，Min: 最小，SD: 標準偏差 
表5 問題2（サイズ49）エリート保存ありの場合のOFV 
一人っ子GA 二人っ子GA 
回 外解消 内解消 外解消 内解消 
一次元 
交叉 
1 6679 7691 6002 4619 4819 
2 5870 8135 6579 4327 4325 
3 6205 7940 6192 4074 4159 
4 7341 7954 6287 4171 4287 
5 6709 8010 6508 4805 4423 
Mean 6560.8 7946 6313.6 4399.2 4402.6 
Min 5870 7691 6002 4074 4159 
SD 558.7 162.0 235.0 306.6 251.3 
Mean: 平均，Min: 最小，SD: 標準偏差 
表 6 問題 2（サイズ 49）エリート保存・反転ありの場合の
OFV 
一人っ子GA 二人っ子GA 
回 外解消 内解消 外解消 内解消 
1 6709 8149 6384 4406 
2 7265 8063 6034 4636 
3 7035 7974 6843 4363 
4 6566 7880 6775 4557 
5 6516 7749 6893 3764 
Mean 6818.2 7963 6585.8 4345.2 
Min 6516 7749 6034 3764 
SD 321.5 156.0 367.9 343.2 
Mean: 平均，Min: 最小，SD: 標準偏差 
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表7 問題3（サイズ100）エリート保存なしの場合のOFV 
一人っ子GA 二人っ子GA 
回 外解消 内解消 外解消 内解消 
一次元 
交叉 
1 24282 25123 24273 24388 24419 
2 23922 25046 23817 23620 24406 
3 24681 24807 24156 24462 23939 
4 24385 25244 24316 23273 24158 
5 24516 25038 23889 24116 24583 
Mean 24357.2 25051.6 24090.2 23971.8 24301 
Min 23922 24807 23817 23273 23939 
SD 285.4 159.8 225.7 511.5 253.0 
Mean: 平均，Min: 最小，SD: 標準偏差 
 
表8 問題3（サイズ100）エリート保存ありの場合のOFV 
一人っ子GA 二人っ子GA 
回 外解消 内解消 外解消 内解消 
一次元 
交叉 
1 23495 25113 22695 19286 19423 
2 22435 24767 22503 18571 20057 
3 23532 25265 22987 19602 20132 
4 23519 25054 22384 17125 19457 
5 23719 24457 22051 18261 18963 
Mean 23340 24931.2 22524 18569 19606.4 
Min 22435 24457 22051 17125 18963 
SD 513.7 320.7 349.1 969.7 487.1 
Mean: 平均，Min: 最小，SD: 標準偏差 
 
表 9 問題 3（サイズ 100）エリート保存・反転ありの場合の
OFV 
一人っ子GA 二人っ子GA 
回 外解消 内解消 外解消 内解消 
1 23133 25112 23011 18175 
2 23126 24863 21685 18550 
3 23480 25354 22894 17761 
4 23704 24565 22381 18639 
5 22634 24643 23088 18595 
Mean 23215.4 24907.4 22611.8 18344 
Min 22634 24565 21685 17761 
SD 406.7 328.0 586.9 374.5 
Mean: 平均，Min: 最小，SD: 標準偏差 
 
問題のサイズを 3 通りに変えて，それぞれ同様なセ
ッティングで計算を行ったが，次のような傾向が観察
された。 
 
 ブロック交叉の方が一次元交叉より優れた結果が
みられる 
 一人っ子GAより二人っ子GAの方が優れている 
 エリート保存と反転がある場合の方が優れている 
 エリート保存なしの場合は，二人っ子GA の外解
消の方が優れている 
 エリート保存ありの場合は，二人っ子GA で内解
消の方が優れている 
 
ただし，ブロック交叉が一次元交叉より優れていると
言えるのはこの実験の範囲内であり，より多くの実験
結果を行って検定等を経て判断すべきである。ここで
は時間の都合上，実験的検討に留まる。 
 一人っ子 GA よりも二人っ子 GA が優れているとい
う結果が得られたが，これは交叉の際に生成した子供
の内，優れた子のみを残すよりも，優れていない方も
残して次世代に継承する方が有利であるということで
ある。これから考えられることは，優れた子のみでは
局所最適に留まり，さらに探索範囲が広がらないとい
うことである。GAは大域探索に優れているという性質
があるが，二人っ子GAの方が大域探索に向いている，
あるいは探索領域内で別の解の周辺へ遷移しやすい，
ということが言える。 
 エリート保存がある場合は，外解消より内解消が優
れているという結果が得られた。内解消は，他方の個
体から受け入れたブロックのうち，重複する要素を削
除して不足した要素で置き換える操作であるから，取
り込んだ新しい要素と並びを打ち消してしまうことに
なる。ブロック交叉の効果として期待される面を排除
する方向に働くことになるが，その方が結果としては
優れていることになる。これはエリート保存で継承さ
れる局所的に好ましい配置を温存して，OFV が低い配
置を残そうとする挙動の現れとも解釈できる。つまり，
探索を深化する方向に進めていると見ることもできる。 
 エリート保存がない場合は，内解消よりも外解消が
優れているという結果が得られた。これは，優れた配
置の特徴を継承しないため，より新しい配置を探索す
る探査的な方向に進めていると考えられる。 
 反転については，サイズ25の小さな問題ではあまり
効果がみられなかったが，サイズ49および100の大き
な問題ではその効果が確認できた。小さな問題ではブ
ロックの大きさも 2×2 や 3×3 など小さなブロックに
なりやすく，そのブロックの対称形を挿入しても，OFV
には大きな変化が現れない。その一方，7×7や10×10
の大きな問題では，ブロックの対称形も挿入すること
で，より良い配置を見出す可能性が高まったとも言え
る。今回は列方向の線対称のみを検討したが，他の対
称形も可能性として考えられる。 
 なお，最適性の検証のため前述の例題作成を行った
が，本稿での GA 解法では最適配置を見出すことはで
きなかった。これは突然変異の操作が小さい範囲であ
りあまり効果的にならなかったことが考えられる。ブ
ロック交叉を用いる場合も，他のヒューリスティック
を組み合わせたハイブリッドアルゴリズムの方がより
良い結果が期待される。ただし本稿は，ブロック交叉
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の GA としての効果の検証を重視したため，近傍探索
などのハイブリッド化は研究の範囲とはしなかった。 
 これらの実験結果から，実験の範囲内で暫定的では
あるが，ブロック交叉を用いる場合は，エリート保存
と反転がありで二人っ子GA，内解消というセッティン
グの方が良い結果が得られるという結論を得た。これ
は，問題設定で設置コスト考慮の有無の違いはあるが，
胡ら(19)の論文での実装と同様であり，妥当な結論であ
ろうと言える。 
 
7. おわりに 
二次元配置問題に対し，ブロック交叉を用いた遺伝
的アルゴリズム解法を適用した場合の実装上の課題に
ついて数値実験を通じて検討した。 
実装状の検討事項としては，外解消と内解消，一人
っ子 GA と二人っ子 GA，反転，エリート保存である。
これらの組合せによる解法を作成し，同じ問題を複数
回解き，結果を比較した。この結果，ブロック交叉を
用いた GA で二次元配置問題を解く場合には，エリー
ト保存と反転があり，二人っ子 GA と内解消というセ
ッティングで比較した中では優れた結果が得られた。 
この結論は実験の範囲内で得られたもので，さらに
多くの条件や実験数を重ねると新たな知見が得られる
可能性があるが，問題設定が類似している他の論文の
結果とも同様な傾向があり，妥当な結論と判断した。 
今後の課題としては，ブロック交叉におけるブロッ
クサイズの設定方法の改良，反転で行う対称形の網羅
と操作，突然変異における他の操作，他のメタヒュー
リスティクスとのハイブリッド化の検討，などがある。 
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