Abstract-Temporal difference learning methods have been successfully applied to a wide range of stochastic learning and control problems. In addition to correctness, one metric of a technique's performance is its learning rate -the number of iterations required to converge to an optimal solution. The learning rate can be increased by using multiple agents that can share experience. In a software environment, the potential speedup from additional agents is limited, since adding agents significantly increases the burden of computation and/or hinders real-time processing. To address this problem, this paper presents a parameterized hardware model of a multi-agent system based on a shared-memory Symmetric Multiprocessor (SMP). To the author's knowledge, this is the first application of an SMP architecture to a multi-agent reinforcement learning system. The control model employed is a multi-agent variation of the Sarsa(A) algorithm. Several hardware optimizations schemes are investigated with respect to feasibility and expected performance. The system is modeled using a cycle-accurate simulation in SystemC. The results indicate that real-time learning rates can be significantly improved by employing the proposed parallel hardware implementation.
I. INTRODUCTION
Temporal difference learning methods [1] are among the most popular reinforcement learning (RL) techniques, primarily due to their simple implementation, low calculation requirements and favorable practical results. Through an iterative process, the algorithms solve for optimal action policies and value functions, allowing them to maximize the return over time. Many stochastic modeling and control problems can be solved using a reinforcement learning framework such that, given sufficient time and processing resources, an optimal solution can be found.
A key performance metric is the method's learning rate, as measured by either the number of trials/iterations or the elapsed time. One approach to increasing the learning rate is to employ multiple agents, allowing them to share perception, experience or policies [2] . For instance, one agent might interact with a real-world environment, while the others might interact with a simulator. Given that the simulations are representative of the environment, this has been shown to decrease the overall number of trials required to obtain the optimal solution. However, adding agents increases the computational complexity and can impact the learning time. The additional complexity and runtime can be a limiting factor when dealing with large state and/or action sets as well as realtime requirements.
A parallel implementation has the potential to overcome the difficulties of practical multi-agent systems. One approach in [3] involves using a parallel computer and message passing interface as well as a rigid partitioning of the problem domain. This work presents a different approach, using a shared-memory symmetric multi-processor (SMP) hardware architecture. The motivation for the use of an SMP architecture is to facilitate practical low cost, high performance parallel multi-agent implementations. Since a single agent's temporal difference calculations are relatively straightforward, an agent can be implemented in a single custom processing element (PE). The SMP architecture allows the agents to collaborate by providing them equal access to a shared memory space, and since each PE requires modest logic, an entire SMP system could be realized on a modem high-density FPGA. Moreover, strict partitioning of the problem domain is not required since the SMP architecture arbitrates between the agents. This paper investigates the potential tradeoffs associated with an SMP-based multi-agent temporal difference learning system. The rest of the paper is structured as follows. In Section II the single-agent Sarsa(A) temporal difference learning algorithm is briefly described along with its multiagent formulation. In Section III the benefits of multi-agent Sarsa(A) in a software environment are examined. Section IV discusses the concerns and possible optimizations pertaining to the implementation of the multi-agent Sarsa(A) in hardware. Section V presents a performance evaluation study on the hardware system model, and in Section VI conclusions are drawn and a discussion of future work is provided.
II. THE SINGLE-AGENT SARSA(A) ALGORITHM
In the RL framework, the environment is modeled by a Markov decision process (MDP) in which the agent resides at a particular state si. The agent chooses an action a from the available actions, and as a result the it moves to a subsequent state s. and receives a reward r. In episodic tasks, the agent continues selecting new actions until it arrives at a goal state. In choosing an action, the agent attempts to maximize its total reward, and in subsequent episodes the agent retains some knowledge of its prior actions. Since the state transitions can figure 1 .
Extending this single-agent construct into multi-agent Sarsa(A) can yield a number of different formulations, as detailed in [2] . In this particular implementation, each agent maintains its own states, actions, updates and eligibility traces.
For the h agent, these are si, ai, 6i, and ei (s, a2, respectively. This formulation uses identical policies for the multiple agents, though the policies are allowed to be independent (e.g. one could be greedy while the others E-greedy). However, all agents update the same commonly-shared state-action table, Q(s, a2 [4] . The multi-agent algorithm is shown in figure 2 .
In order to evaluate the different techniques, we refer to a unified task that is to be performed by each system. The task involves finding the shortest path through a 15 x 15 grid world. Each grid is mapped to one state, while the agent must travel from its starting state, positioned in the upper left corner, to a goal state at the bottom right corner, as depicted in figure 3. The agent can take any of four possible actions corresponding to the four cardinal directions. A number of obstacles have been placed in the grid world. If the agent attempts to position itself off the grid or, alternatively, attempts to move into an obstacle, no change in its position occurs. A positive reward is given upon reaching the goal state, which also indicates the end of an episode. Trial and error was used to parameterize a single-agent for this task, and the same parameters were used for the multi-agent formulation: E = 0.85, -y = 0.75, a = 0.5, and A = 0.5. This grid world, along with one of its optimal solutions (comprising of 32 steps), is illustrated in figure 3.
III. SOFTWARE PERFORMANCE OF MULTI-AGENT SARSA(A)
Implementing the Sarsa(A) algorithm in software is relatively straightforward. The increase in learning rate due to the deployment of multiple agents can be evaluated by plotting the cumulative steps of the first agent versus the episode, as shown in figure 4 . The derivative of the curves shown reflect the improvement rate for each episode. For a single agent, fewer steps are required to converge to the optimal solution. Thus, the solution can be obtained in fewer episodes.
As the number of agents increases, the system must process a greater number of steps, and the processing time increases respectively. As depicted in figure 5, these increases are sublinear, since the agents are able to draw on each other's experience thereby reducing the uncertainty in the implications of their actions. In other words, there is overlap in the experiences of the various agents, so not all of the additional experience contributed by an additional agent is useful. The runtimes here reflect a 32-bit integer implementation of the algorithm that limits the eligibility traces to those visited during the past 12 steps. With the 15 x 15 grid world problem, the entire grid fits into cache and the integer math and memory accesses are relatively fast. An additional benefit of using SMP is its adaptability -each agent is allowed to independently explore the entire problem space according to its own policy while the architecture itself ensures that their shared memory space is properly updated. In contrast, the strict partitioning scheme in [3] requires a master/slave relationship in which each agent is confined to a particular region of the problem space. Using the SMP paradigm, each agent is viewed as a processing element (PE) and communicates with a shared memory over a shared bus. This architecture is shown in figure  5 . The bus arbitrates between the requests, serializing the memory accesses and allowing the single-port memory to be accessed by all agents. To improve performance and reduce the required memory bandwidth, caches reside between the agents and the bus. Caches can accelerate performance by offering locally-accessible data, however they can also add latency and complexity when required data is not available locally. The relative importance of the caches and their optimal sizes is problem dependent on the problem space and is explored in later sections.
In the constructed model, the agents are single-cycle processing elements that stall while waiting for memory. The 32-bit wide bus arbitrates memory accesses based on a priority queue in which the first agent (used for performance measurements) has the highest priority. Since the intended target device for a future implementation is an FPGA, a 100 MHz clock rate is selected, and synchronous memories with 1 cycle read delays imitate FPGA block RAMs. The caches, when instantiated, are directly mapped and make use of oneword blocks. Cache coherency is not enforced, but as will be shown later this has little effect on accuracy or performance.
Two other implementation details have been avoided since they are outside the scope of this paper. First, for the E-greedy policy followed by each agent, a random number generator is needed. Parallel random number generation is relatively straightforward and could use parallel uniquely-seeded linear feedback shift registers, as well as other mechanisms. This method is fast and efficient and would scale easily with multiple agents. Second, the means for interacting with a model or environment are not discussed. For a shared model, a similar bus and shared-memory architecture could be implemented with its own bus and memory. This would involve mirroring the presented architecture and adapting it for the application. For the sake of modeling the multi-agent system, each agent is assumed to have its own unique, though identical, model.
V. PERFORMANCE EVALUATION
To examine the merits of this system, a cycle-accurate software model was constructed using SystemC [5] . The parameterized model facilitates evaluation of the system's performance with any number of agents, exact or efficient updates, cache or no cache, and various sizes of cache. SystemC was chosen for its relative ease of use (C-like hardware modeling) and its recognized place in system-level architectural exploration methodologies [6] . SystemC's performance is up to 10,OOOx that of traditional hardware design simulation. [7] .
The multi-agent system was tested under a number of different configurations, and in each the wall clock time was summed over 15 episodes. The configurations, and their corresponding simulated hardware runtimes, are shown in figure 7 . As expected, the hardware is several orders of magnitude lower than that of the softare: several milliseconds versus several seconds. The hardware offers a massive performance improvement due to its customization, and it can be seen that the hardware gives a performance increase in both the single-agent and multi-agent systems. However, the performance boost is not completely accurate, since although both implementations used the same algorithm, the software was run in the high-level Matlab environment.
In contrast with the previous software-based runtimes, the actual execution time generally decreases as more agents are added to the multi-agent system. Experience is shared among the agents in both the software and hardware environments, but in the hardware environment the agents gain their individual experience in parallel. As outlined in [2] , the experience gained overlaps, leading to less than linear improvements in learning rate. Additionally, adding additional agents to the system increases the traffic on the shared bus, leading to contentions that delay updates/reads from the shared state-action Fig. 7 . The simulated hardware runtimes show a clear performance benefit with parallel agents, and furthermore the optimizations discussed provide a significant performance boost Once additional agents are added to the system, however, the benefit of the efficient update is lessened since skipped state-action updates also result in delayed collaboration and the discarding of some agents' updates. The system using efficient updates still converges to the optimal solution, leading to the conclusion that the benefit of having multiple agents exploring the state-action space is not greatly impacted by slight inconsistencies in their state-action value functions, as long as they are interacting with the same underlying environment model. The downsides of te efficient method are empirically low, being more than offset by the reduction in memory accesses.
It can be observed that adding some amount of cache to the system usually decreases runtime. For the single-agent case, the benefit of adding the 8 block cache does not offset its added latency, but increasing the cache helps for the exact update case. The single-agent efficient update does not benefit from additional cache because it is not performing many memory accesses. Interestingly, the 2, 4, 6, and 8 agent cases show a shifting sweet-spot for the cache size. For exact updates, the best performance comes from the 16 block, 16 block, 32 block, and 64 block cache configurations, respectively. For the efficient updates, the best performance comes from the no cache, 8 block, 16 block, and 32 block cases, respectively. These trends reflect the increasing stress on the shared memory bus as the number of agents increases. Since the ideal solution for this problem is less than 40 steps, the 64 word cache is large enough to hold nearly all of the relevant values, such that runtimes with larger caches are redundant. Larger caches are also made unnecessary by the diminishing returns from adding additional agents.
VI. CONCLUSIONS AND FUTURE WORK
This paper presented a hardware-based architecture for realizing a high-speed, multi-agent reinforcement learning system. While multiple software agents can work together to learn from fewer episodes, parallel processing in hardware is needed to increase the real-time learning rate. Several design considerations and optimization techniques for implementing Sarsa(A) agents in hardware were presented herein, and the results of cycle-accurate modeling of an SMP architecture were discussed, accentuating the merits of the proposed approach. The model verifies that hardware can achieve significant performance gains over its software counterpart, and these gains are bounded since additional synchronization is required for each additional agent.
The increase in performance can be critical when learning in fast-changing environments. There, planning with models can be useful only when the models can be executed much more quickly than the environment can respond, and this may only be possible with a parallel hardware implementation.
While the performance gains possible with parallel hardware are tantalizing, a number of issues remain to be addressed. Of chief concern is this model's reliance on integer data types, which limits the size of the problem being addressed. Some capability can be gained by increasing the number of bits allocated to the value function and by tweaking the parameters and their implementation, however the use of integers severely limits the hardware flexibility when compared to floating point arithmetic operations.
The Sarsa(A) method discussed herein uses a tabular value function, and the tabular function also leads to intractability problems as the size of the state space increases. To combat this problem, further study is required as to how functional approximation methods can be efficiently represented in hardware to effectively manage large state spaces. Additionally, the SMP architecture modeled herein did not make use of cache coherency. Although the impact of coherency on this application was minimal, other problem sets or learning algorithms might not show the same robustness. Cache coherency in an SMP environment is well studied, and this hardware model can be extended to evaluate its impact.
VII. ACKNOWLEDGEMENT
