Abstract: This paper establishes a straightforward interconnection between the Kronecker canonical form and the special coordinate basis of linear systems. Such an interconnection enables the computation of the Kronecker canonical form, and as a by-product, the Smith form, of the system matrix of general multivariable time-invariant linear systems. The overall procedure involves the transformation of a given system in the state-space description into the special coordinate basis, which is capable of explicitly displaying all the system structural properties, such as finite and infinite zero structures, as well as system invertibility structures. The computation of the Kronecker canonical form and Smith form of the system matrix is rather simple and straightforward once the given system is put under the special coordinate basis. The procedure is applicable to proper systems and singular systems. Copyright c
INTRODUCTION
The Kronecker canonical form has been extensively used in the literature to capture the invariant indices and structural properties of linear systems. It is now well understood that the system structural properties play a crucial role in the design of control systems. In this paper, we consider a multivariable linear timeinvariant system characterized by
where Ü ¾ Ê Ò , Ù ¾ Ê Ñ and Ý ¾ Ê Ô are respectively the state, input and output of the given system.
¾ Ê Ò¢Ò , ¾ Ê Ò¢Ñ , ¾ Ê Ô¢Ò and ¾ Ê Ô¢Ñ are constant matrices. ¦ is said to be singular if rank´ µ Ò. Otherwise, it is said to be a proper system. It is well understood in the literature that the structural properties of ¦, such as the finite and infinite zero structures, as well as the system invertibility structures, can be fully captured by its (Rosenbrock) system matrix defined as follows (see, e.g., Rosenbrock (1970) ):
We recall that two pencils ×Å ½ AE ½ and ×Å ¾ AE ¾ of dimensions Ñ ¢ Ò are said to be equivalent if there exist constant nonsingular matrices È and É of appropriate dimensions such that É´×Å ½ AE ½ µ È ×Å ¾ AE ¾
It was shown in Gantmacher (1959) that any pencil ×Å AE can be reduced to a canonical quasi-diagonal form, which is given by
In the context of this paper, we will focus on
the (Rosenbrock) system matrix pencil associated with ¦. In (4), the last term, i.e., ¼, is corresponding to the case when there are redundant columns or rows associated with the input matrices and measurement matrices. Â is in Jordan canonical form, and ×Á Â has the following ¦ AE ½ pencils as its diagonal blocks, is based on the invariant indices of its system pencil. In particular, the right and left invertibility indices are respectively the right and left minimal indices of the system pencil, the finite and infinite zero structures of the given system are related to the finite and infinite elementary divisors of the system pencil. We note that these invariant indices are related to the invariant lists of Morse (1973) The Smith form of the system matrix is another way to capture the invariant zero structure of the given system ¦. We recall the definition of the Smith form from the classical text of Rosenbrock and Storey (1970 
and where each Ô ´×µ, ½ ¾ ¡ ¡ ¡ Ö , is a monic polynomial and Ô ´×µ is a factor of Ô ·½´× µ,
Note that a unimodular matrix is a square polynomial matrix whose determinant is a nonzero constant. Ë´×µ of (10) is called the Smith canonical form or Smith form of ´×µ. We will show in this paper that it is straightforward to obtain the Smith form of È ¦´× µ once it is transformed into the Kronecker canonical form.
Traditionally, the computation of the Kronecker canonical form was carried out through certain iterative reduction schemes (see, for example, Beelen and Dooren (1988) , Gantmacher (1959) , Lin (1988) , Puerta et al. (2002) and Dooren (1979) , ), of which some were based on the reduction of the system matrix to a generalized Schur form (see, for example, Demmel and Kagstrom (1993a), Demmel and Kagstrom (1993b) ). The main objective of this paper is to establish a straightforward interconnection between the Kronecker canonical form and the special coordinate basis of linear systems of Sannuti and Saberi (1987) . We will show that it is simple to derive a constructive procedure for computing the Kronecker canonical form, and as a by-product, the Smith form, of È ¦´× µ by utilizing the special coordinate basis technique, which was originally proposed by Sannuti and Saberi (1987) , and was recently completed by Chen (1998) , in which all the system structural properties of the special coordinate basis were rigorously justified. The software realization of the special coordinate basis and other related decomposition techniques required is readily available in Lin et al. (2004) . Thus, the additional cost for computing the canonical forms mentioned above is very minimal.
The rest of the paper is organized as follows: In Section 2, we present the main results of this paper, i.e., the computational procedures for the Kronecker canonical form and Smith form of the system matrix, È ¦´× µ. The interconnection of the Kronecker canonical form and the special coordinate basis will be clearly displayed in the procedure. The results will be illustrated by a numerical example in Section 3. Finally, some concluding remarks will be drawn in Section 4.
COMPUTATION OF KRONECKER AND SMITH FORMS OF THE SYSTEM MATRIX
Before proceeding to present our main results, we first show that the computation of the Kronecker canonical form and Smith form of the system pencil of singular systems can be done by converting the singular system into an auxiliary proper system. This can be done as follows. Without loss of generality, we assume that is in the form of,
and thus , and can be partitioned accordingly as
Rewriting the system pencil of (5) as
it is simple to see that the invariant indices of ¦ are equivalent to those of a proper system characterized bý Ü Ü Ü Ü µ. Thus, without loss of generality, we focus on the computation of the Kronecker form and Smith form of the system matrix of a proper system characterized by
i.e., the following matrix pencil, and Ã are respectively the state feedback and output injection gain matrices under the coordinate of the transformed system, and finally, ¦ KF characterized by the quadruple´ KF K F µ is the resulting transformed system under the state feedback and output injection laws.
We are now ready to show that the Kronecker canonical form of È ¦´× µ can be obtained neatly through the special coordinate basis of ¦. The following is a stepby-step algorithm that generates the required nonsingular transformations Í and Î for the canonical form: STEP KCF.1. Computation of the special coordinate basis of ¦.
Apply the result of Sannuti and Saberi (1987) (see also Chen (2000) ) to find nonsingular state, input and output transformations, × ¾ Ò¢Ò , ¾Ê Ñ¢Ñ and Ó ¾ Ê Ô¢Ô , such that the given system ¦ of (15) is transformed into the special coordinate basis as given in Theorem 2.4.1 of Chen (2000) or in the following compact form: 
where Â , ½ ¾ ¡ ¡ ¡ , are some Ò ¢Ò Jordan blocks: 
STEP KCF.2. Determination of state feedback and output injection laws. Let
It is straightforward to verify that the resulting ¦ KF is characterized by
and
STEP KCF.3. Finishing touches.
It is now simple to verify that the (Rosenbrock) system matrix associated with ¦ KF has the following form:
(1) The corresponding term associated with Â is given by
which is already in the format of (6). (2) The corresponding term associated with the pair´ µ is given by
which is in the format of (7). (3) The corresponding term associated with the pair´ µ is given by
which is in the format of (8). (4) Lastly, the corresponding term associated with Õ Õ Õ µ is given by
which is now in the format of (9). The Kronecker canonical form of the system matrix of ¦ KF , or equivalently the system matrix of ¦, i.e., (16) , can then be obtained by taking into account the additional transformations given in (37) and (40) (1) Using the procedure given in the proof of Theorem 7.4 in Chapter 3 of Rosenbrock and Storey (1970) , it is straightforward to show that the term ×Á Â in (36) can be deduced to the following Smith form:
In general, following the procedure given in Rosenbrock and Storey (1970) , we can compute two unimodular transformations Å ´×µ and AE ´×µ such that ×Á is transformed into the Smith form, i.e., Å ´×µ´×Á µAE ´×µ Ò
Clearly, these polynomials are related to the invariant zero structures of the given system ¦.
(2) The term corresponding to´ µ given in (37) has a constant Smith form:
Note that the first term on the right-hand side of the above equation is a unimodular matrix. 
Once again, the last term of the equation above is a unimodular matrix. Finally, in view of (43) to (47) 
and where Ò Ò · Ò · Ò · Ñ ¼ · Ñ .
ILLUSTRATIVE EXAMPLE
We illustrate the results of Section 2 with the following example.
Example 3.1. Consider system characterized by (15) with ¾ ½ ½ ¼ ¼
