The aim of the paper is to give a full characterization of functions f : I → R (where I is an interval in R that satisfies certain natural conditions) such that for any I-valued positive definite kernel K : X × X → C (defined on an arbitrary set X) the kernel f • K is positive definite as well.
Introduction
Hilbert space reproducing (that is, positive definite) kernels are a useful tool in both Hilbert space theory and complex analysis (where they are known as Bergman kernels). On the one hand, they naturally generalize positive definite matrices (for complex square matrices can be seen as kernels defined on finite sets). On the other hand, only kernels defined on non-discrete topological spaces (especially when dealing with holomorphic functions) disclose the "magic" of positive definiteness. (For example, if a positive definite kernel is holomorphic with respect to the first variable, all members of the Hilbert space H reproduced by this kernel are holomorphic as well. Similarly, if the kernel is continuous at each point of the diagonal, H consists of continuous functions, etc.) Since the seminal paper of Aronszajn [1] , positive definite kernels are a subject of an intristic theory. Although Bergman [2, 3] is considered by a sizeable mathematical community as the father of that theory, it is Zaremba's work [13] , published 15 years earlier than the first Bergman's on kernels, where the reproducing property (without any name) appeared for the first timesee, e.g., [1] or [12] . We wish to emphasize Zaremba's contribution to the theory by calling him its forefather.
Our present work also deals with positive definite kernels and is inspired by a classical Schur's theorem [9] on the Hadamard product of two positive definite matrices. More precisely, his result states that if [a jk ] n j,k=1 and [b jk ] n j,k=1 are two complex positive definite matrices, then the matrix [a jk b jk ] n j,k=1 is positive definite as well (a short proof of this theorem can be found in Section 3 of Chapter I in [6] -consult the material on page 9 therein). Having such a property in mind, a natural question arises: which functions (in a single or several complex variables) have the property that their composition with a positive definite kernel is always a positive definite kernel. We offer here a full answer to this problem for functions defined on certain intervals of real numbers:
1.1. Theorem. Let I ⊂ R be an interval such that
for some β ∈ (0, ∞]. For a function f : I → R the following conditions are equivalent: (i) for any I-valued positive definite kernel K, the kernel f • K is positive definite as well; (ii) there exist non-negative real numbers a 0 , a 1 , a 2 , . . . such that (1) (2) f (x) = ∞ n=0 a n x n for all x ∈ I.
Although the above result does not discover any new class of functions, its proof is far from being trivial. As we will see in Section 2, the sufficiency of condition (ii) easily follows from the aforementioned Schur's theorem (and should be considered as well-known), whereas its necessity (whose proof is much more difficult) is a consequence of Bernstein's theorem [5] on absolutely monotone functions.
The paper is organized as follows. In Section 2 we introduce functions preserving positive definiteness (briefly: pdp functions), establish their basic properties and give a proof of Theorem 1.1. Section 3 contains conjectures and open problems as well as two results that relates pdp functions with (classical) positive definite functions on abelian groups (see Propositions 3.4 and 3.6 below).
For more information on reproducing kernels consult [3] or [8] . Modern expositions can be found in [4] or [10, 11] .
Notation and terminology. In this paper all intervals in R are non-degenerate (i.e., they are assumed to have more than one point) and do not need to be open or closed. For any interval I, 1 1 1 I and id I stand for, respectively, the function constantly equal to 1 and the identity map (both defined on I). In addition, we denote by I + the set I ∩ [0, ∞) and by sup(I) ∈ (−∞, ∞] the l.u.b. of I.
For two hermitian matrices A and B of the same dimension we will write A B or B A if the matrix B − A is positive definite (which means that all eigenvalues of B − A are non-negative).
A function K : X × X → C (where X is an arbitrary set) is said to be a positive definite kernel (on X) (or a Hilbert space reproducing kernel ) if
for any n 1, x 1 , . . . , x n ∈ X and λ 1 , . . . , λ n ∈ C. Note that the above condition says that the sum on the left-hand side of (1-3) (whose summands are complex!) is a non-negative real number. It is well-known (and easy to check) that for any reproducing kernel K on X,
and K(x, x) 0 for all x, y ∈ X. All positive definite kernels considered in this paper are real-valued.
1.2.
Remark. It is well-known (and can briefly be proved by applying Sylvester's theorem on strictly positive definite matrices) that a kernel K : X × X → C is positive definite iff K satisfies (1-4) and det[K(x j , x k )] n j,k=1 0 for all x 1 , . . . , x n ∈ X (and arbitrary n 1).
Functions preserving positive definiteness
2.1. Definition. Let f : I → R be an arbitrary function where I is an interval in R. We call f a pdp function and say that f preserves positive definiteness if it satisfies the following condition (in the sequel called a pdp condition): whenever K : X × X → C is a positive definite kernel such that K(X × X) ⊂ I, then the kernel f • K is positive definite as well. The set of all pdp functions defined on I is denoted by PDP(I). We equip PDP(I) with the pointwise convergence topology.
2.2.
Remark. Observe that if K is a positive definite kernel that takes values in an interval I ⊂ R and if b ∈ I is a negative number such that −b / ∈ I, then b is not a value of K. (Indeed, if α = K(x, y), then |α| K(x, x)K(y, y) max(K(x, x), K(y, y)) =: β and since α, β ∈ I and α |α| β, also |α| ∈ I.) Consequently, the pdp condition has no influence on the values of any pdp function f : I → R at all such numbers b ∈ I. More precisely, if f : I → R is a pdp function and b ∈ I is such that |b| / ∈ I, then each function (defined on I) that differs from f only at b is again a pdp function. In particular, pdp functions can be discontinuous at all such numbers b and nothing can be said about the values of pdp functions at such arguments. That is why it is natural, when studying pdp condition, to assume that the domains I of pdp functions satisfy the following condition:
which we will do in this paper.
First we collect basic properties of pdp functions and the class PDP(I). ] n j,k=1 is positive definite for any positive definite matrix [a jk ] n j,k=1 with entries in I. Proof. We start from (d) and (e). The latter of them easily follows from a wellknown (and quite simple) characterization of positive definite kernels: a function K : X × X → C is a positive definite kernel iff for arbitrary
Further, it is clear that PDP(I) is a convex cone and that 1 1 1 I and id I are its members. Closedness of PDP(I) in the space of all real-valued functions follows from (e) whereas the second property formulated in (b) (that PDP(I) is multiplicative) follows from Schur's theorem [9] on the Hadamard product of two positive definite matrices. Finally, the assertion of (c) is a consequence of (a), (d) and the Tychonoff theorem on the product of compact spaces.
The next lemma, which is surely known (but we could not find it in the literature), will be a useful tool in the study of pdp functions.
Lemma. Let A and B be two positive definite matrices of the same dimension. Then a block matrix C
Proof. Let n denote the dimension of the matrices A and B. For simplicity, de-
Re(u jvk b jk ).
So, C
0 iff the expression after the last equal sign above is non-negative for all u 1 , . . . , u n , v 1 , . . . , v n ∈ C. Now replace in that expression u j by tu j where t ∈ R and for simplicity denote α def = n j,k=1 u jūk a jk , γ def = n j,k=1 v jvk a jk and β def = n j,k=1 Re(u jvk b jk ). The numbers α, β, γ are real (with α 0) and C 0 iff αt 2 + 2βt + γ 0 for any t ∈ R (and for arbitrary u 1 , . . . , u n , v 1 , . . . , v n ). Equivalently, we need to have β 2 α · γ, that is:
Now if v j = u j for j = 1, . . . , n, then-taking into account that B is positive definite-(2-2) transforms into n j,k=1 u jūk (a jk − b jk ) 0, which shows the "only if" part of the lemma. Finally, since B is positive definite, it satisfies a Schwarz-type inequality, that is:
which enables us proving (2-2) when A B. Now we conclude from the above lemma two important properties of pdp functions. 
In particular, f is continuous.
Proof. We divide the proof into five brief steps.
Step 1: If x, y, z ∈ I are such that |x| z, |y| z and z + |x − y| ∈ I, then
Indeed, observe that under the above assumptions the matrices A = z x x z and B = z + |x − y| y y z + |x − y| are positive definite and satisfy A B. So,
Step 2: The function f is continuous.
For if a ∈ I, there is c ∈ I such that |a| < c (recall that I satisfies (2-1) and does not contain sup(I)). Since f is monotone increasing on I + (see item (d) of Proposition 2.3), it can be discontinuous only at a countable number of positive arguments. Hence, there is a point
Step 3: The function f is convex on
Indeed, since f is continuous (by Step 2), it is sufficient to show that and observe that we may apply Step 1, from which it follows that
, which is equivalent to (2) (3) (4) (5) . We infer from Step 3 that for any positive a ∈ I,
. In particular, (2-3) is equivalent to: 
for k = 1, . . . , n. Summing up the above inequalities by sides and applying the triangle inequality, we get |f
Letting n → ∞, we obtain (2-6), and we are done. Proof. Let A be a countable dense subset of I that contains sup(I) if sup(I) ∈ I. Since the space F of all real-valued functions defined on a countable set A is metrizable in the pointwise convergence topology, it is sufficient that to prove the function Φ : PDP(I) ∋ f → f ↾ A ∈ F is a topological embedding. Its continuity is clear. Also it easily follows from Lemma 2.6 that Φ is one-to-one (because pdp functions on I are continuous on I \ {sup(I)} and sup(I) ∈ A if sup(I) ∈ I). So, it remains to show that the inverse of Φ is continuous as well. To this end, assume that functions u n ∈ PDP(I) are such that u n ↾ A converge pointwise to u ↾ A for some u ∈ PDP(I). We need to prove that If the interval I contains its left end, the above statement says, in particular, that f has a (finite) right derivative at the left end of I.
Proof. For simplicity, we will use the notation "f • X" (for matrices X with entries in I) introduced at the beginning of the proof of Corollary 2.5.
Fix a positive number β ∈ I and consider the restriction u of f to J def = I∩(−β, β). It is sufficient to show that u is differentiable and u ′ ∈ PDP(J).
Since sup(I) / ∈ I, there is γ ∈ I such that β < γ. Denote K def = I ∩ (− β+γ 2 , β+γ 2 ). We infer from Lemma 2.6 that f ↾ K is a Lipschitz function. For simplicity, denote its Lipschitz constant by M . We claim that for any positive h < γ−β 2 the function v h :
is well defined and pdp. Indeed, for any such h and t ∈ J, both t and t + h belong to K and hence |v h (t)| M , by the definition of M . To convince oneself that v h is pdp, we apply Corollary 2.5 (and item (e) of Proposition 2.3). So, let A = [A jk ] n j,k=1 be a positive definite matrix with entries in J. Then a jk + h ∈ I and 0 A B def = [a jk + h] n j,k=1 . It follows from Corollary 2.5 that f
. Further, we infer from item (c) of Proposition 2.3 and Corollary 2.7 that there exists a sequence h n → 0 of positive numbers less that γ−β 2 such that the functions v hn converge pointwise to a function v ∈ PDP(J). Then v is continuous (by Lemma 2.6).
Since u is a Lipschitz function, it is differentiable at almost all points of J, its derivative u ′ (defined almost everywhere) is bounded and:
where a ∈ J is arbitrarily chosen. Now note that u ′ (t) = v(t) for any t in the domain of u ′ . So, the functions u ′ and v equal almost everywhere in J. Therefore, (2-8) is equivalent to
But v is continuous, hence u is of class C 1 and u ′ = v ∈ PDP(J). Now we are ready to prove the main result of the paper.
Proof of Theorem 1.1. That (ii) implies (i) easily follows from Proposition 2.3. Indeed, if f is given by (1-2), it is a pointwise limit of polynomials P n (x) = n k=0 a k x k . Items (b) and (a) of Proposition 2.3 imply that P n ∈ PDP(I) and also that f ∈ PDP(I). So, it remains to show the reverse implication. To this end we fix f ∈ PDP(I). It follows from Proposition 2.8 that f is of class C ∞ and f (n) ∈ PDP(I) for any n > 0. Hence, in particular, f (n) (t) 0 for any t ∈ I + . It follows from a classical theorem due to Bernstein [5] that there is a sequence a 0 , a 1 , a 2 , . . . of non-negative reals such that (1-2) hold for all x ∈ I + . (The aforementioned Bernstein's theorem asserts that each non-negative C ∞ function f defined on [0, ε) whose all derivatives are also non-negative is of the form (1-2) with non-negative coefficients.)
All that remained is to explain why (1-2) holds for all x ∈ I. To this end, it suffices to check that f is real-analytic at each point of the interior of I. Indeed, since the right-hand side expression in (1-2) defines a real-analytic function on (−β, β)(⊃ I), the identity principle will imply that if only f is real-analytic, it has to be of the form (1) (2) .
Fix non-positive x from the interior of I. We need to check that near x, f coincides with its Taylor expansion at x. As we will see, it follows from item (d) of Proposition 2.3. Since (1-2) holds for all non-negative arguments, there is H > 0 such that |x| + H ∈ I and
Reducing H, we may and do assume that 
n! h n . We only need to show that lim n→∞ f (n) (ξn) n! h n = 0. To this end, we use item (d) of Proposition 2.3 recalled above (and the fact that all derivatives of f are pdp):
As an immediate consequence of Theorem 1.1 we obtain the following result (we omit its proof).
2.9. Corollary. Every pdp function defined on an interval I satisfying (1-1) for some β ∈ (0, ∞] is real-analytic and extends to both a holomorhic function on the disk around 0 of radius β and a pdp function on (−β, β).
Corollary. The set ∆
Proof. We already know that ∆ is a compact convex set (see items (a) and (c) in Proposition 2.3). Further, according to Theorem 1.1, f ∈ ∆ iff the representation (1-2) holds for some sequence a 0 , a 1 , a 2 , . . . of non-negative real numbers whose sum does not exceed 1. Of course, such sequences are in one-to-one correspondence with members of ∆. We conclude that the extreme points of ∆ are precisely the functions e * (x) = 0 and e n (x) = x n for n 0. So, the note that the representation (1-2) is unique completes the proof. First we will show that f extends to a real-analytic function. If α 0, the assertion easily follows from Theorem 1.
To finish the proof, it suffices to show that g is pdp (and then to apply Theorem 1.1), which is left to the reader as a simple exercise.
Now assume that f is bounded near β. It follows from the above proof and item (d) of Proposition 2.3 that f is monotone increasing on I + . Thus, it has a finite limit at β. If α = −β, f extends to a function that is real-analytic in a neighbourhood of α (cf. the above proof). Finally, if α = −β, the conclusion easily follows from Theorem 1.1.
The remainder of this section is devoted to the case when sup(I) ∈ I. In the statement of the next result we use the additional property formulated in the above corollary.
2.12. Proposition. Let I be an interval satisfying (2-1) such that β def = sup(I) belongs to I. A function f : I → R is pdp iff all the following conditions are fulfilled:
Proof. We start from the sufficiency of the above set of conditions. It follows from the assumptions and Corollary 2.11 that I is bounded and f has finite limit at β, and v(t) = lim n→∞ t 2n β 2n for all t ∈ I. Now we turn to the necessity of the set of conditions specified in the proposition. The first two of them follow from Corollary 2.11 and item (d) of Proposition 2.3. So, it is sufficient to show that if −β ∈ I, then
for each α ∈ (0, β). To this end, denote J = 1 −1 −1 1 and for fixed α ∈ (0, β) note that 0 αJ βJ. So, Corollary 2.5 yields that
, which is equivalent to (2-9).
Concluding remarks
Theorem 1.1 fully characterizes pdp functions only for those reasonable intervals (i.e., satisfying (2-1)) whose closure contains 0. The proofs presented in the previous section does not work for intervals whose closures are contained in (0, ∞). The proof of Corollary 2.11 shows that for each such an interval I any function f ∈ PDP(I) is of the form f (x) = ∞ n=0 a n (x − α) n where α is the g.l.b. of I and a n 0. However, some functions of the above form are not pdp (e.g., if α > 0, f (x) = x − α is not pdp on any interval whose left end is α). At this stage of our research we do not know any characterization of pdp functions on such intervals. However, our supposition in this topis reads as follows. Note that if the above statement is true, each pdp function on any reasonable interval is of the form (1-2).
Complex pdp functions. Of course, the notion of pdp functions can easily be generalized-without any relevant modification-to functions defined on any subset of the complex plane. Namely, if Ω ⊂ C, a function f : Ω → C is pdp if f • K is a positive definite kernel for each Ω-valued positive definite kernel K : X × X → C. Similarly as we observed in Remark 2.2, reasonable domains Ω should satisfy the following condition: for any z ∈ Ω there exists an Ω-valued positive definite kernel such that z is one of its values. It is easy to see that if Ω is reasonable and z ∈ Ω, thenz ∈ Ω. The simplest (complex) example one can think of is the unit disk D or the full complex plane. Schur's theorem on the Hadamard product of positive definite matrices (or kernels) mentioned in the introductory part works for complex matrices, which implies that the product of two pdp functions (with a common domain) is again a pdp function. It is also a trivial observation that the standard conjugation (z →z) is pdp on C. So, mimicing the proof of Proposition 2.3 one shows that any function of the form f (z) = n,m 0 a n,m z nzm is pdp on the set of all z ∈ C for which f (|z|) < ∞ provided that a n,m 0. We suppose that for sufficiently "regular" domains these are the only pdp functions: Characterizing pdp functions on totally arbitrary reasonable sets is less important, but also sounds interesting. To enlighten the reader on the above problem, below we give a full characterization of pdp functions on the circle group T def = {z ∈ C : |z| = 1}. To this end, recall that a function u : G → C defined on an abelian group (G, ·) is positive definite if the kernel G × G ∋ (x, y) → u(xy −1 ) ∈ C is so. Continous positive definite functions on locally compact abelian topological groups play an important role in abstract harmonic analysis and are characterized by the so-called Bochner's theorem (consult, e.g., paragraph 1.4.3 on page 19 in [7] ). We apply this result in the proof of the following (easy) proposition which discloses a relation between pdp and positive definite functions on the circle group.
Proposition.
A (totally arbitrary) function f : T → C is pdp iff it is positive definite. In particular, all continuous pdp functions on T have the form
where all a k are non-negative and k∈Z a k < ∞.
Proof. Equivalence between positive definiteness and pdp condition readily follows from the following characterization of positive definite matrices with all entries in the circle group: ( * ) A = [a jk ] n j,k=1 with all a jk ∈ T is positive definite iff there are scalars α 1 , . . . , α n ∈ T such that a jk = α jᾱk for j, k = 1, . . . , n.
Since the "if" part of ( * ) is trivial, we focus here only on the "only if" part. Since A 0, there are vectors v 1 , . . . , v n ∈ C n such that a jk = v j , v k for all j and k (where z, w = n j=1 z jwj for z = (z 1 , . . . , z n ) and w = (w 1 , . . . , w n )). Then | v j , v k | 2 = |a jk | 2 = 1 = a jj a kk = v j , v j v k , v k which implies that v j and v k are linearly dependent. Thus, there are complex scalars α 1 , . . . , α n such that v j = α j v 1 (of course, α 1 = 1). We now easily obtain |α j | = 1 and a jk = α jᾱk .
Having ( * ) in mind, we see that f • A 0 for any A 0 with entries in T iff [f (α jᾱk )] n j,k=1 0 for all α 1 , . . . , α n ∈ T. Finally, Bochner's theorem applied to the group T says that any continuous positive definite (that is, pdp) function f : T → C has the form f (z) = Z z k dµ(k) where µ is a finite non-negative Borel measure on Z. Equivalently, f has the form (3-2) and we are done.
Pdp functions in several variables. One can go further in studying pdp functions and do research in several variables. To be more precise, for a set Ω ⊂ C d we call a function f : Ω → C pdp if for any d-tuple K 1 , . . . , K d of positive definite kernels defined on a set X such that (K 1 (x, y), . . . , K d (x, y)) ∈ Ω for all x, y ∈ X, the kernel X × X ∋ (x, y) → f (K 1 (x, y), . . . , K d (x, y)) ∈ C is positive definite as well. Again, it follows from Schur's theorem (on the Hadamard product of positive definite matrices) that the product of a finite number of pdp functions (with a common domain) is also pdp. An observation that the class of pdp functions is invariant under conjugation requires no comments. So, one easily infers that each function of the form f (z, w) = n,m,j,k 0 a n,m,j,k z nzm w jwk is pdp provided that all coefficients are non-negative. As in the one-variable case, we suppose that for sufficiently regular domains these are all pdp functions:
3.5. Conjecture. Every pdp function on C 2 , on the bidisk D 2 and on the Euclidean unit ball in C 2 has the form (3-3) (where all coefficients are non-negative).
Proposition 3.4 may easily be generalized to all (finite) dimensions:
3.6. Proposition. A function f : T n → C is pdp iff f is a positive definite function on the torus group T n . In particular, all continuous pdp functions on T n have the form T n ∋ (z 1 , . . . , z n ) → k1,...,kn∈Z a k1,...,kn z k1 1 · . . . · z kn n ∈ C where all a k1,...,kn are non-negative and their sum is finite.
The proof is left to the reader. We end the paper with the following two problems. 
