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1. INTRODUCTION 
Fix a finite field F. F” is the vector space of all infinite sequences of 
elements of F with coordinatewise operations (w denotes the set of natural 
numbers). F” x “I is the set of all functions from w x w into F. Elements of 
F “x” are viewed as inlinite matrices with entries from F. Topologize F, F”, 
and F” X’0 by giving F the discrete topology and the product topologies to 
F” and F” X “‘. 
The closed infinite dimensional subspaces of F” can be identified with 
the row-reduced echelon matrices in F”“‘” without zero rows. More 
precisely, such a matrix is identified with the closure of its row space. The 
main result of this paper implies 
THEOREM 1. Let V be the collection of closed infinite dimensional sub- 
spaces of F”. If XC V is Bore1 there is H in V such that either all closed 
infinite dimensional subspaces of H are in X or all closed infinite dimensional 
subspaces of H are in ihe complement of X. 
The central theorem of this paper is Theorem 2 of Section 5 which is an 
analog for W of Ellentuck’s theorem [4]. 
Theorem 1 is a natural generalization of the main result from [6], 
perhaps the finest theorem in Ramsey theory: 
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GRAHAM-LEEB-ROTHSCHILD THEOREM. Given natural numbers k and h 
there is a natural number n so large that tf X is a collection of k-dimensional 
subspaces of F there exists an h-dimensional subspace H of F” such that 
either all k-dimensional subspaces of H are in X or all k-dimensional sub- 
spaces of H are in the complement of X. 
Section 2 concerns notation; Section 3 discusses the identification of 
closed infinite dimensional subspaces of F” with infinite matrices; Section 4 
contains a result from [3] which will be needed in Section 5; Section 5 con- 
tains the proof of Theorem 1 along with its generalization (Theorem 2); 
and Section 6 contains some historical comments as well as a new proof of 
a result of Voigt [ 111 using Theorem 2. 
I anticipate this paper may be read by mathematicians with varying 
backgrounds, so I may have spent too much time on some trivial matters. 
I hope the readers are patient. 
2. NOTATION 
The notation in this paper is standard with a few exceptions. For any set 
1, F’ is the collection of functions from I into F and is treated as a vector 
space over F with coordinatewise operations. A natural number n is iden- 
tified with the set of its predecessor: n = {O, l,..., n - 1 } (in particular, 0 is 
the empty set). A sequence of length n is a function with domain n. In this 
paper, an infinite sequence is a function with domain o. (a,: i E I) is the 
function with domain I whose value at i is a,. The ith value of a sequence is 
its value at i. F xm is the collection of n x m matrices over F. The projection 
of P to F takes a vector u in P to its restriction to the first n coordinates, 
CO), u(l),.-, o(n - 1) >. 
For nonzero u E F’, the leader of u is the least i such that u(i) is nonzero. 
Suppose u, E P for i E I. If for each n E w there are only finitely many i such 
that the leader of ui is less than n then the infinite linear combination C a,~, 
can be defined in the obvious way since the sum along any coordinate is 
essentially finite. 
Suppose X is a topological space. The collection of Bore1 sets is the 
smallest g-algebra containing the open sets. A subset of X is nowhere dense 
if it is not dense in any open subset of X. A meager set is a set which is the 
union of countably many nowhere dense sets. A subset of X has the 
property of Baire if there is an open set U such that (X- U) u (U - X) is 
meager. The subsets of X which have the property of Baire form a 
o-algebra. Hence, every Bore1 set has the property of Baire. 
As mentioned above, F is given the discrete topology. If I is any set and 
XE Fr I will refer to the topology on X induced from the product topology 
on F’ simply as the product topology on X. The usual notation for inter- 
vals will be used for (11, e.g.. [tl% 111) IS the set of all natural numbers X iuch 
that n <h < nr. 
This section identifies closed infinite dimensional subspaces of F” with 
certain matrices in F” x “‘. 
The usual vacobulary for matrices will be used for F”* “I. For example, if 
A is in F” x “’ the (i,j)-entry of A is A(i,j), the ith row of A is the element 11 
of F” with o(i)= A(i,j) (o(,j) is called the jth coordinate of r), the jth 
column of A is the element of F” whose ith coordinate is A(i,j) for each i 
and the row space of A is the subspace of F” generated by the rows of ,4. 
Note that A has a 0th row and column. 
DEFINITION 1. ~2’ is the collection of row-reduced echelon matrices in 
F “x”’ without zero rows. More precisely, .& consists of all 4 in F”“” such 
that 
(a) each row has a nonzero entry 
(b) if i<j then the first nonzero entry in the ith row occurs in an 
earlier column than the first nonzero entry in the.jth row (A is in echelon 
form ) 
(c) if the first nonzero entry in the ith row is the (i,j)-entry then the 
(i,j)-entry is 1 and is the only nonzero entry in the ,jth column (A is row- 
reduced ). 
Since an echelon matrix is determined by its rows, I will often define an 
element of ,& simply by describing its rows without explicitly stating which 
is the ith row. 
LEMMA 1. The ussociution of’ the closure of’ the row space oj’ A to each A 
in ,& is a b&ction between K and the collection of closed ir$nite dimen- 
sional subspaces oft;“. 
The proof of Lemma 1 is routine. Note that v is in the closure of the row 
space of A just in case there are ai E F for i E o such that v = C u,oj, where 
I)~ is the ith row of A. Also, if d is the leader of 0, then v(d)=a,. 
Henceforth, elements of ~2 are viewed both as matrices and closed 
infinite dimensional subspaces of F”’ via the lemma. 
Suppose A, BE ~8’ and B is a subspace of A. Let v, be the ith row of A, 
and let I be the collection of those numbers i such that the leader of ri is 
not the leader of any row of B. If u is a row of B then there exists aI, for 
icm such that u=C a,v,. Let II be minimal such that a,, is not 0. The 
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leader of v, is the same as the leader of u, and a, is 0 if i E I. So, u is v, plus 
an infinite linear combination of the ui with i E I and n < i. This remark is 
useful when dealing with the notion of subspace between elements of de. 
4. A LEMMA IN WORDS 
An inlinitary version of the Hales-Jewett theorem [7] from [3] will be 
needed in Section 5. Fix a list x0, X, ,..., x ,,,... of variables. 
DEFINITION 2. Suppose L is an alphabet, i.e., a set of objects which are 
viewed as symbols. A k-variable word over L is a sequence of elements of 
L u {xi: i < k} in which xi occurs for i< k and i< j< k then the first 
occurrence of xi is before the first occurrence of xi. An o-variable word over 
L is an infinite sequence of elements of L u (x,: in o} in which each x, 
occurs and if i<j then the first occurrence of X, is before the first 
occurrence of xi. 
Note that a k-variable word over L can be either a finite or infinite 
sequence. 
O-variable words over L will simply be called words over L, and a 
sequence will be called a variable word over L if it is either a k-variable 
word over L for some k or an o-variable word over L. I will write “word” 
for “word over L, ” “k-variable word” for “k-variable word over L,” etc., 
when no confusion is likely. 
DEFINITION 3. Suppose L is an alphabet. If s is a k-variable word and t 
is a variable word of length k define s(t) to be the result of replacing all 
occurrences of xi by the ith element of t simultaneously for all i< k. 
Similarly, detine s(t) when s is an o-variable word and t is an infinite 
variable word. 
LEMMA 2 (Carlson and Simpson [3]). Suppose that Y is a set offinite 
words over a finite alphabet L. There is an o-variable words such that either 
the longest initial segment of s(t) which is a word is in Y for all o-variable 
words t or the longest initial segment of s(t) which is a word in the com- 
plement of Y for all w-variable words t. 
The notation in this section is considerably different than that used in 
[4]. Lemma 2 was rediscovered by Voigt in [lo]. 
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A Ramsey space is, roughly speaking, a structure which sattsfies an 
analog of Ellentuck’s theorem f4]. The exact definition will be given in [ I 1 
and is not needed here. 
DEFINITION 4. Suppose II E OJ and iI E .&. R(n, A) consists of all 
elements B of ./H such that B is a subspace of A and B has the same projec- 
tion onto F’ as A does. 
Equivalently, BE R(n, A) iff B is a subspace of A and B 1 (n x n) = 
A r (n x n) (since A and B are row-reduced echelon matrices). 
The collection of R(n, A) is the basis of a topology, T, on .&’ in which the 
collection R(n, A) (n E o) is a basis for the system of neighborhoods of A. 
All topological references concerning .,,K will be with respect to this 
topology unless otherwise stated. 
THEOREM 2. Suppose XC ;V. X has the property c?f’Baire !ff there e.yists 
BE R(n, A) such that either R(n. B) L X or R(n, B) A X is empty’ whenever 
new and AEJt!. 
Theorem 2 implies that every meager set is nowhere dense. The proof of 
Theorem 2 follows the same pattern as the proof of Ellentuck’s theorem 
[4] and uses Nash-Williams technique of combinatorial forcing [S]. 
DEFINITION 5. Suppose ME F’ “I and A E .&. R(M, A ) consists of all B 
in ,&! such that B is a subspace of A and B f (n x n) = M. 
If R(M, A) is nonempty there is a unique B in R(M, A) such that 
R(n, B) = R( M, A ). 
DEFINITION 6. Suppose A E &!. An integer d is a leader $‘A if d is the 
leader of some row of A (recall that if u is in F” and is nonzero then the 
leader of v is the least i such that v(i) is not 0). 
Note that if B is a subspace of A then any leader of B is also a leader of 
A. The following lemma is trivial. 
LEMMA 3. [f n <m, A E ,k! and there is no leader in [n, m) then 
R(n, A) = R(m, A). 
LEMMA 4. Suppose n E o, ME F”’ x “, and A E ./T. lf C E R( M, A) there is 
u BE R(n, A) such that R(M, B) = R(n, C). 
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ProoJ Let vi be the ith row of A, and let m be minimal such that the 
leader of v, is an. 
For i < m define ui as follows. If the leader of vi is not a leader of C then 
let ui be vi. Suppose the leader of vi is the same as the leader of w where M 
is a row of C. w is equal to vi + w1 + MT*, where w1 is a linear combination 
of uk (i< k < m and the leader of vk is not a leader of C) and w2. is an 
infinite linear combination of uk (m 6 k and the leader of uk is not a leader 
of C). Let u, be vi+ w2. Note that w is a linear combination of 
uo, u1 )...) u, ~~ , . 
Let B be the matrix whose rows are uo, u, ,..., ~4,~ I along with all the 
!rows of C with leaders >n. The proof that B is in 4 and has the right 
Iproperties is straightforward. 
DEFINITION 7. A sequence of pairs ((Ak, nk): kEu), where Ak~&Z 
,~ndn,EOforkEOisafusionsequenceifn,<n,+,,A,+,ER(n,,A,)and 
A k+l has at least one leader in [n,, nk + , ) for all k. 
Notice that the matrix B defined by B r (n, x nk) = A, r (nk x nk) for all k 
is the limit of the sequence of A, in the product topology. B will be called 
the limit of the fusion sequence. 
LEMMA 5. jf ( (Ak, nk): k E o) is a fusion sequence with limit B then B is 
the intersection of the vector spaces A, and BE R(n,, AJ for all k. 
The proof of Lemma 5 is straightforward and left to the reader. 
DEFINITION 8. Suppose XL JH. X is weakly dense in R(M, A) if X inter- 
sects R(M, B) whenever BE R(M, A). X is weakly dense in R(n, A) if X is 
weakly dense in R(A r (n x n), A). 
I hope the reader is not bothered by the slight lack of precision in 
Definition 8. Note that by Lemma 3, if n <m, A has no leaders in [n, m) 
and XE 4 then X is weakly dense in R(n, A) iff X is weakly dense in 
R(m, A 1. 
LEMMA 6. Suppose XC A, n E o, and A E JH. There is BE R(n, A) such 
that whenever n < m and ME F” x m either X is weakly dense in R(M, B) or 
X is disjoint from R(A4, B). 
Proof: Define the terms of a fusion sequence inductively as follows. Let 
A, = A and no = n. Suppose that A, and nk have been defined. By repeated 
use of Lemma 4 choose Ak+ 1 from R(n,, Ak) so that for all MePkXnk 
either X is disjoint from R(M, Ak+ ,) or X is weakly dense in R(M, Ak+ I). 
2x IIMI~IHY J. (4KISOt 
Choose ~1~ t , such that A, + , hah exactly one leader in [,I~, idi ! , ). Hy using 
induction on k, Lemma 3 implies that the conclusion of Lemma 6 holds 
with B replaced by A, provided that n < m c 11~. 
Let B be the limit of the fusion sequence just defined. By Lemma 5. B 
satisfies the conclusion of the lemma. 
The following lemma is the key to the proof of Theorem 2. Its proof 
requires Lemma 2 from Section 4. 
LEMMA 7. Supposr X is WVU~/,V dense in R(n, A ). There is BE R(u, A) 
such X is weakly dense in R(k. C) nqhenever n < k and CE R(n. B) has at 
most one leuder in [n, k). 
ProoJ Let m be minimal such that the leader of the mth row of A is 
>n. By Lemma 6, I may assume that whenever II <k and ME F’ r k either 
X is alsmost dense in R(M, A) or X is disjoint from R(M, A). Let U, be the 
ith row of A. 
Set L = F”’ for the application of Lemma 2 to come. A word w over I_ of 
length k will be identified with the m x k matrix over F whose,ith column is 
the jth element of M’. 
Suppose CE R(n, A) and n <k. If there is no leader of C in [H, k) then X 
is weakly dense in R(k, C) by Lemma 3. Suppose C has exactly one leader 
din [n, k). By Lemma 3, X is weakly dense in R(k, C’) iff X is weakly dense 
in R(d + 1, C). Note that d must be the leader of the m th row of C since C 
is in R(n, A). By the assumption made on A in the first paragraph of the 
proof, X is weakly dense in R(d + 1, C) iff X is weakly dense in R(M, A ), 
where M=C r((d+l)x(d+l)). So it suffices to find B such that X is 
weakly dense in R(M, A) whenever M has the form C 1 ((d + 1) x (d + 1)) 
as above where CE R(n, B). The next step is to code all matrices of the 
form C r((d+l)x(d+l)) with CER(n,A) by words over f.. Lemma2 
will then be applied. 
Let w be a finite word over I. of length k, and let d be the leader of I’,,, + L. 
Define C(W) and a (d + 1) x (cl + 1) matrix M(W) as follows. For i < m the 
ith row of C(W) is L‘,+J$<~ M’,,c,,+,, where w,, is the (i,j)-entry of IV 
(thinking of w as an m x k matrix). The (m + i)th row of C(M’) is the 
(m+k+i)th rowofA. DefmeM(Mt) to be C(W) r((d+l)x(cl+l)). So the 
mth row of M(w) has only zero entries except the last which is 1. All later 
rows of M(W) have only zero entries. 
Let Y be the collection of words M’ over L such that X is weakly dense in 
R(M(w), A). Choose s as in the conclusion of Lemma 2 (think of s as an 
m x u matrix with some of its columns replaced by variables), and define B 
as follows. Let J be the collection of places where a symbol of L occurs in s, 
i.e., J= {j: s(j) E Lf, and let a,; be the ith coordinate of thejth element of s 
if i < m and ,iG J. For each in 01) define J, to be the collection of places 
INFINITARY G-L-R THEOREM 29 
where the variable xi occurs in s. If i< rn the ith row of B is 
~i+Cj~.~aijv~+,~ and for i~o the (m+i)th row of B is CiGJ,u,,,+,. 
Clearly, B is in R(n, A). 
Suppose CE R(n, B) and d is the leader of the mth row of C. A 
somewhat tedious but straightforward argument shows that there is an o- 
variable word t such that C r ((d+ I) x (d+ 1)) = M(w), where u’ is the 
longest initial segment of s(t) which is a word. By the choice of s, this 
implies either X is weakly dense in R(d + 1, C) for all C in R(n, B) or X is 
disjoint from R(d+ 1, C) for all C in R(n, B) (where d is the leader of C). 
Since X is weakly dense in R(n, A), X intersects R(n, B) implying that the 
latter cannot hold. 
LEMMA 8. Suppose X E A, M E F” x ’ and A E Jt!. If X is weakly dense in 
R(M, A) then there is BE R(n, A) such that X is weakly dense in R(k, C) 
whenever n <k and CE R(M, B) has at most one leader in [n, k). 
Proof. If R(M, A) is empty the conclusion is trivial. Suppose R(M, A) 
is nonempty. Choose DE R(M, A). X is weakly dense in R(n, D). By 
Lemma 7, choose EE R(n, D) such that X is weakly dense in R(k, C) 
whenever CE R(n, E) and C has at most one leader in [n, k). By Lemma 4, 
there is BE R(n, A) with R(M, B) = R(n, E). B is as desired. 
LEMMA 9. Suppose X G A, n E w, and A E .4!. !f X is weakly dense in 
R(n, A) there is BE R(n, A) such that X is dense in R(n, B). 
Proof Define a fusion sequence ( (Ak, nk): k E w) by choosing Ak and 
nk inductively so that A, = A and n, = n, A, + 1 has exactly one leader in 
Cnk,nk+, ) and X is weakly dense in R(m, C) whenever n <m <n, and 
CE R(n, Ak) (Lemma 8 is used several times at each stage). The limit of the 
fusion sequence is the required B. 
The next lemma follows immediately from Lemma 9. 
LEMMA 10. Suppose XG A is closed. Zf X is weakly dense in R(n, A) 
then X contains R(n, B) for some B in R(n, A). 
Lemma 10 implies that Theorem 2 holds when restricted to either open 
or closed sets. 
LEMMA 11. Suppose XE &‘, n E o, and A E JH. Zf X is nowhere dense 
there is B in R(n, A) such that no element of X is a suhspace of B. 
Proof: By Lemma 4, choose BE R(n, A) such that either X is weakly 
dense in R(M, B) or X is disjoint from R(M, B) whenever n 6 m and 
MEF”““. Since X is nowhere dense, Lemma 10 implies that the former 
can never happen. Therefore, no subspace of B is in X. 
30 i‘lMOf'HY .I_ ~‘AKISO’. 
Lemma I I generalizes to meager sets (as IS to be expected ~tnce 
Theorem 2 implies meager sets are nowhere dense ). 
LEMMA 12. Suppose X E: . H, n E 01. and A E . N. If X is meager there i.5 B 
in R(n, A) such that no element of’X is a suhspuw oj’B. 
Proof: Choose nowhere dense sets X, for k E (1) such that X = g/. Xk. 
Define a fusion sequence ((A,, nk): k E w) inductively so that A,, = A, 
n, = n, and A, has no subspaces in A’,. The limit of the fusion sequence is 
the required B. 
Proof qf’ Theorem 2. Only the forward direction requires proof. Sup- 
pose Xc A’ has the property of Baire, n E W, and A E .A!. There is an open 
set U such that Y= (X- U) u (U -X) is meager. By Lemma 12 choose C’ 
in R(n, A) such that C has no subspace in Y. In particular, R(n, C) is dis- 
joint from Y. By Lemma 10, choose B in R(n, C) such that either 
R(n, B) G U or R(n, B) n U is empty. Since R(n. B) is disjoint from Y. the 
same is true with U replaced by X. 
Proof qj” Theorem 1. Theorem 1 follows from Theorem 2 since any sub- 
set of A’ which is Bore1 with respect to the product topology is also Bore1 
with respect to the larger topology T hence has the property of Baire with 
respect to T. 
DEFINITION 9. For k E w, A&. is the collection of elements of Fk x I” in 
row-reduced echelon form with no zero rows. 
Identify each element of A$ with its row space. This provides a bijection 
between A%!‘~ and the k-dimensional subspaces of F”. 
COROLLARY 1. If’ X E J& is Bore1 there is a closed infinite dimensional 
s&space A of F” such that either all the k-dimensional subspaces of A are in 
X or all the k-dimensional subspaces qf A are in the complement of X. 
ProojI Defme 7~: A%” + A$ so that the rows of z(B) are the first k rows 
of B. rc is continuous so Z- ‘(A’) B is ore 1 ( even with respect to the product 
topology). 
By Theorem 2, choose B in A? such that either rc(C) is in X for all sub- 
spaces C or B or x(C) is n the complement of X for all subspaces C of B. 
Not every k-dimensional subspace of B is of the form n(C) for some sub- 
space C of B; however, if A is an element of all of whose rows are rows 
of B and such that infinitely many rows of B are not rows of A then every 
k-dimensional subspace of A is of the form rc(C) for some subspace C of B. 
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COROLLARY 2 (Graham, Leeb, and Rothschild [6]). Given natural 
ntumbers k and h there is a natural number n so large that if X is a collection 
of k-dimensional subspaces of F there exists an h-dimensional subspace H of 
F such that either all k-dimensional subspaces of H are in X or all k-dimen- 
Jional subspaces of H are in the complement of X. 
Proof Fix natural numbers k and h. Let A!&, be the collection of 
element of Fk x n which are in row-reduced echelon form and have no zero 
rows. Identify the k-dimensional subspaces of F with the elements of A%‘~,, 
as usual by identifying a matrix with its row space. 
The proof is by contradiction and is typical of proofs of finite com- 
binatorial theorems from their inlinitary counterparts. For n EW choose 
XH s Ak,, contradicting the conclusion. Define a function 71 with domain 
cdk+L so that Z(B) = B r (dx d), where d is the leader of the kth row of B. 
ILet X be the set of B in A, + , such that n(B) is in X, where d is the leader 
of the k th row of B. X is open so Corollary 1 applies. Choose A E A such 
that all (k + 1 )-dimensional subspaces of A are in X or all (k + 1 )-dimen- 
sional subspaces of A are in the complement of X. Let n be the leader of the 
rll th row of A. The projection of the first h rows of A to F contradicts the 
choice of X,, 
I will also sketch a proof of Ellentuck’s theorem [4] (which generalized 
swork of Galvin and Prikry [5] and Silver) from Theorem 2. Co]‘” is the 
:;et of infinite subsets of w. The Ellentuck topology on [w]‘” is generated by 
-the sets E(s, P) = {Q E [o]“‘: s & Q c P} where s is a finite subset of w, 
PE [o]“’ and SEP. 
COROLLARY 3 (Ellentuck [4]). Suppose XG [co]“‘. X has the property 
(of Baire (with respect to the Ellentuck topology) lff for all finite subsets s 
<of w and all P E [w]‘” with s E P there is Q E E(s, P) such that either 
E(s, Q) E X or E(s, Q) n X is emptJ3. 
Proof Define 71: .&Y -+ [w]“’ so that z(A) is the set of leaders of A. 
:‘I has the necessary properties so that K’(X) has the property of Baire if X 
does and an application of Theorem 2 will provide the desired P. 
6. CONCLUDING REMARKS 
Theorem 1 was conjectured by Simpson and answers problem 7.4 of [3]. 
Theorems 1 and 2 were announced in a note [2] which was distributed 
with preprints of [3] in March, 1983. Voigt also circulated proofs of these 
results later along with the following generalization of Corollary 1 of the 
previous section. 
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THEOREM 3 (Voigt [ 1 1 ] ). [t Hk i.\ portitionc4 into .vc’/.v ,‘1’! . ?r 1 ..,.. A’,, 
which huve the property of’ Buire then there is u c,ioscd infinite dinwnsiot~ai 
suh.~pac~e A of’ F” .cuch that ull the k-dimensionai suhspoc~~s of. .4 (lrc, in k-, /i), 
for some ji’xed i. 
I should point out that Voigt’s notation is quite different from that used 
here. Note that the proof of Corollary 1 in the previous section cizn be 
modified to show that A can be chosen to be a subspace of any designated 
B in .&. I will give a proof of Theorem 3 based on this fact. The first step is 
to see that meager sets in cHk can be neglected. 
LEMMA 13. If Y c J&. is meuger then the collection of’ A in ,,# M,hich 
have a subspace in Y is meager with respect to the product topology on 4. 
Proof: If MF k x)1 is a row-reduced echelon matrix without zero rows, let 
B, be the basic open set in #A consisting of all A with A r (k x n) = M. 
The collection of B, is a basis for ,Hk. The lemma follows from 
Claim. If Z E cHk is nowhere dense then for any B, the collection of 
A E A such that A has a subspace in Z n B,$, is nowhere dense in i K with 
respect to the product topology. 
The proof is left to the reader. 
Proof qj’ Theorem 3. For each i let U, be an open set such that 
Y, = (X, - U,) u (U, - X,) is meager. Let Y be the union of the Y,. By 
Lemma 13, the collection of elements of d which have a subspace in Y is 
meager. Since an easy argument shows that .k! is not meager with respect 
to the product topology, there must be an element B of .k with no sub- 
space in Y. In particular, every subspace of B is in some U,. By applying 
the modification of Corollary 1 mentioned earlier R times, there exists an 
element A of .,&’ which is a subspace of B such that all k-dimensional sub- 
spaces of A are in U; for some fixed i. Since no subspace of A is in Y,, all 
k-dimensional subspaces of A are in X,. 
Promel and Voigt [9] have also generalized Theorem 2.2 of [3] by 
showing “Borel” can be replaced by “property of Baire.” An argument 
similar to that just given can be used to derive their generalization from 
Theorem 2.2 of [3]. 
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