Abstract: Real life networks like social, biological and technical networks have amazing characteristics. These networks grow rapidly by the continuous addition of new nodes without following any organisation. Despite their huge sizes, these networks have a short path length, high clustering and power law degree distribution. Here, we investigate the topological characteristics of these types of networks. We also explore the main graph models that have been proposed to represent the dynamics and growth of these networks. This work provides an original contribution to build a complex network model. Motivated by the structural characteristics of complex networks and the deficiencies in the existing graph models, we are proposing the rational model, which is a model that imitates the characteristics of complex networks. The model was implemented and examined against other complex network models. The results showed that the rational model imitates the growth behaviour of the network, while maintaining the expected topological properties of the network.
Introduction
According to Mitchell (2006) , a complex system is a system of interactions between its components. The collective behaviour of the parts of the system emerge properties that cannot be inferred from properties of its parts. Complex systems are usually represented as a graph where the nodes correspond to the elements and the edges their interactions (Amaral and Ottino, 2004) . Real life interactions are considered examples of complex systems that are represented as a network and modelled as a graph where the nodes are the systems individuals and the edges are the interaction between them. The overall growth process of complex networks is untraceable, yet the network components tend to self-organise, in a way that local connections eventually generate global collaboration (Heylighen, 2008; Lizier et al., 2008) .
Complex and self-organised networks appear in many domains: technical, as in the internet , biological as in food webs (Montoya and Sole, 2000) , social as in collaboration networks (Newman, 2001 ) and many more. Despite their diversity, studies have shown that these networks share common topological characteristics, including having a small diameter (the average distance between any two pairs) (Travers and Stanley, 1969) , a high average clustering (the possibility that two friends of a node will themselves be friends) (Watts and Strogatz, 1998 ) and a power law degree distribution (the distribution in the number of links decays as a power law) . These properties explain much about the behaviour, growth and dynamics of these types of networks. The hub structure has probably led to the small diameter which in turn explains the quick spread of data such as rumours, business or disease along these networks and the high clustering coefficient explains the existence of communities.
Capturing the properties of complex systems starts by building a graph model where the nodes embody the dynamic units and the edges represent the connections between them (Bollob'as, 2001 ; Van der Hofstad, 2016; Kiss et al., 2016) . By tradition, complex networks have been modelled by the random graph proposed by Erdos and Renyi (1959) . This graph is defined as statistically homogeneous and the degree distribution has a Poisson distribution.
Lately, it has been noticed that social and other complex networks demonstrate structural characteristics that are not anticipated by random graphs. The unexpected characteristics of natural networks have motivated researchers to study the organisational core of complex networks, as it has turn out to be obvious that the established model of random networks is insufficient for expressing the topology of many naturally growing networks. For instance, real networks display clustering higher than that expected for random networks (Watts and Strogatz, 1998) . Also, it has been found that many large networks are scale free which cannot be justified by the Poisson distribution of random graphs . In addition to the degree distribution, other aspects of the growth dynamics of real-world networks are currently under investigation (Ravasz and Barabasi, 2003; Guimerà and Amaral, 2005) .
The main contribution of this work is producing a graph model that closely imitates complex networks. The proposed model takes off from a random graph, then this graph grows by the addition of new connections and new nodes in a meaningful way that imitates real life interactions and generates a graph with structural properties similar to those observed in complex networks.
Real life interactions are viewed as a complex system having elements of order and disorder that are dynamic in nature. In real life, societies may have a random and disordered beginning, then with time, the societies become more organised through the way the elements move and arrange themselves and how the interactions between them develop (Heylighen, 2008; Lizier et al., 2008) .
The model takes a random graph and transforms it into a more organised one. The network grows by the continuous addition of new edges between the existing nodes and the occasional insertion of new nodes to the graph. The addition of new edges and nodes is selective. An edge is added between two nodes if they have a friend node in common.
This increases the clustering and the community formation. A new node is inserted to the graph with two edges. These edges attach the new member to two existing nodes, one is selected randomly while the other is selected preferentially based on the value of its clustering coefficient. According to the mathematical definition of the clustering (Watts and Strogatz, 1998) , the node with the lowest clustering is preferable because this node is popular as it has connections in different communities.
This article is organised as follows: this section introduces the concept of real life complex networks and the need to find a suitable graph model that reflects the basic characteristics of these types of networks and explain their growth and dynamics. Section 2 begins with background information from the graph theory then, discusses recent graph models. Section 3 introduces the rational graph model. Finally, Section 4 produces the experimental results of implementing the rational model and presents some conclusions.
Literature review
Network modelling is crucial for understanding the main elements of the network structure and the motion of its interactions (Van der Hofstad, 2016) . This section gives background material from graph theory and network modelling. The structure of a network can be represented mathematically via a graph consisting of nodes connected by edges (Kiss et al., 2016) . The beginning of graph theory was inspired by the work of the mathematician Leonhard Euler (1707-1783) (Bollob'as, 2001) . Today, graph theory has developed a large mathematical framework useful in many scientific disciplines (Newman, 2003) .
Recently, many efforts have been devoted to producing a network model that explains the growth and dynamics of complex networks (Newman et al., , 2002 Chen et al., 2007) . In our literature, we are focusing on three main models: the random graph model (Erdos and Renyi, 1959) , the small world model (Watts and Strogatz, 1998) and the scale free model .
Background information
A graph G = (V, E) consists of two sets: V = {v 1 , …, v n } containing the vertices of the graph and E = {e 1 , …, e m } containing the edges of the graph.
The order of the graph is the number of vertices, denoted by |V| or briefly n. The number of edges is called the size of the graph, denoted by |E| or m. Each edge can be represented by a pair of vertices (v i , v j ). Graphs with no duplicate edges are simple and those where several edges may connect two vertices v i and v j are multi-graphs. The graphs considered in this text are simple and undirected. Therefore, one edge may connect each distinct pair of vertices. Hence, the maximum number of edges present is
A graph that contains all of these edges is called the complete graph, denoted by K n . A clique in an undirected graph is a subset of the graph vertices such that every two vertices in the subset are connected by an edge. The degree of a vertex is the number of links attached to it, i.e., the size of its neighbourhood. The degree of node i will be denoted by the variable k i . The average degree will be denoted by <k>.
A graph can be represented by an n × n adjacency matrix A: V = {v 1 , v 2 , …, v n }. Element a ij of A is one if (v i , v j ) ∈ E and zero otherwise:
For an undirected graph, A is always symmetric.
In an undirected graph, a path is a sequence of edges that connects one node to another. The path length between vertices x and y is the number of edges along the shortest path from node x to y. The diameter of a graph is the maximum distance between any two nodes.
Path length
The characteristic path length L is defined as the count of edges in the shortest path between two vertices, averaged over all pairs of vertices (Watts and Strogatz, 1998) . Given two nodes i, j, let L min(i, j) be the minimum path length connecting these two nodes in G. Then, the average path length will be defined as:
The characteristic path length L scales relatively to the logarithm of the number of nodes in the network
The graph diameter D is the path length connecting any couple of its nodes. Obviously, for a graph G with n nodes D ≤ (n − 1).
Clustering
Fully connected subgraphs appear in many real networks. These are called cliques (Balcan and Gupta, 2010) . A common example of this feature is a circle of friends in social networks where every element of a clique knows each other. Watts and Strogatz (1998) quantified this feature by the clustering coefficient. The clustering coefficient C determines the propensity in the network for neighbours of nodes to also be each other's neighbours. The clustering coefficient can be defined as follows (Watts and Strogatz, 1998) : given a node i in the network, having k i edges attaching it to k i neighbours, if the neighbours of node i are all connected to each other (i.e., complete subgraph), then the expected number of edges between them would be ( )
of edges between the neighbours of node i. The ratio between E i and ( )
The clustering coefficient of the entire graph is subsequently calculated by averaging every single node clustering.
Degree distribution
The node degree is the number of links attached to it. The spread of node degrees is characterised by a distribution function P(k), which provides the likelihood that an arbitrarily chosen node has precisely k edges. In random graph, the major part of the nodes have approximately the same degree. Accordingly, the degree distribution is a Poisson distribution with a huge height at P(<k>) where <k> is the average degree of the network. Recent studies for many large real life networks reveal a distribution that diverges from Poisson distribution . This degree distribution has a power-law tail:
where α (the scaling exponent) takes values between 2 and 3.
Random graph model
Erdos and Renyi (1959) described a random graph as n nodes linked with m edges which are selected at random from ( 1) 2 n n − potential edges. As a result, there are a total of
with n nodes and m edges. The model of random graph launches with n nodes and connects each pair of the nodes with a probability p. Accordingly, the total number of edges is a random variable with the expected value:
Starting with a set of n disjointed vertices, the graph develops by the successive addition of edges at random. At different stages, the obtained graphs follow the connection probability p, where a larger p produces a more highly connected graph, eventually obtaining a fully connected graph (having maximum |E| for p = 1). Random graph maintains a binomial distribution via parameter p and n:
.
This probability signifies the number of possible ways in which k edges can be drawn from a specific node: the probability of k edges is p k , the probability of the non-existence of further edges is (1 -p) n -k and there are n k ⎛ ⎞ ⎜ ⎟ ⎝ ⎠ equivalent ways of selecting k endpoints to these edges. Given a graph with n vertices, where each vertex is connected to an average of z edges, 1
which is approximated by z n for large n. Thus, the degree distribution of a random graph is a binomial distribution, which for large n limits to Poisson distribution:
where z = np and k is the vertex degree. The distribution peaks at P(<k>) where <k> is the mean degree (Erdos and Renyi, 1959) . Random graphs tend to have small diameters, if the connection probability p is not too small. With a large probability the diameter is proportional to
Hence, it scales logarithmically with n. With n nodes and connection probability p, the area in which the diameter values diverge is extremely small, assembled around:
If we reflect on a node in a random graph and its first neighbours, the probability that two of these neighbours are connected is equal to the probability that two randomly chosen nodes are connected. Accordingly, the clustering coefficient of a random graph is p: ( , ) .
Small world model
The small world illustrates a common property of real life networks, that is, despite the huge number of nodes these networks contain, the typical distance between two nodes is very short. Path length is defined by minimum number of edges required to pass from first point to the other (Watts and Strogatz, 1998) . This phenomenon is called the small world effect (Newman et al., 2002) . Small world phenomena distinguished by high local clustering and short global separation have been demonstrated in many complex networks ranging from physics, biochemistry, biology, social networks, communication and technology (Jeong et al., 2000; Montoya and Sole, 2000; Newman, 2001) .
The novel small world network model established by Watts and Strogatz (1998) illustrated how many real-world complex networks in biological and social systems concurrently acquire structural characteristics both of random graphs and regular graphs. Watts and Strogatz (1998) introduced the small world network model distinguished by a combination of highly clustered network nodes (regular graph property) and short average path lengths between pairs of nodes (random graph property). Watts and Strogatz (1998) demonstrated that, if a small number of edges rewired at random in a regular network, a small world network emerges, still being highly clustered, as in the regular lattice, yet having short characteristic path lengths between pairs of nodes, as in a random graph. Watts and Strogatz (1998) carried out the procedure, called 'random rewiring' of taking an ordered network and intentionally initiate growing rate of disorder into it, in order to investigate more intensely what would occur to the characteristics of primarilyregular network. Watts and Strogatz (1998) started from a ring lattice with n vertices and k edges per vertex. With probability p, they 'rewired' each of the edges that were chosen uniformly at random. This formation tolerate graph to tune between regularity (p = 0) and randomness (p = 1), see Figure 1 . At the initial phases of rewiring where p was just about zero, general connectedness remains comparatively low. However as p ascended (0 < p < 1), the network began to show signs of small world features, clusters remained and high connectivity across these clusters emerged. Consequently, they called this a small world network. Figure 1 shows how the random rewiring procedure of the small world model interjects randomness to a regular ring lattice with no changing in the number of nodes or edges. The interpolation is done by using a rewiring probability p, which controls the number of edges to be rewired. For p = 0, the original ring is unchanged; as p increases the network becomes increasingly disordered until for p = 1 all edges are rewired randomly (Watts and Strogatz, 1998) . The idea behind the rewiring process is to create shortcuts and reduce the path length. Note: For p = 0 the original ring is unchanged; as p increases the network becomes increasingly disordered until for p = 1 all edges are rewired randomly. Source: Watts and Strogatz (1998) Watts and Strogatz (1998) established two factors: the first one is the characteristic path length, L, which refers to the number of edges in the all pair shortest path averaged over all pairs of nodes. The second is the clustering coefficient, C, which measures the cliquishness of the local neighbourhoods. Specifically, if node i has direct neighbours, then the clustering coefficient for node i, C i , is the fraction of the total possible k i (k i − 1) / 2 connections that are realised between i's neighbours. The clustering coefficient for the entire graph, C is the average of the C i 's. Watts and Strogatz (1998) describe a small world network as one in which L ≤ L rand (L ≈ L rand ) and C ≥ C rand where L rand and C rand are the path length and clustering coefficient of a random graph with the same number of nodes and edges.
There is a change in the scaling of the characteristic path length L as the fraction p of the rewired edges is increased. For small p, the characteristic path length L scales linearly with the network size, while for large p it scales logarithmically (Watts and Strogatz, 1998) .
The small world networks comprise a reasonably high clustering coefficient (i.e., it is highly likely that the friends of a node are linked to each other). In a regular lattice (p = 0), the clustering coefficient is a constant that does not rely on the size of the lattice 3 for a ring lattice .
During the edge rewiring process, the clustering coefficient remains near to the clustering of the regular lattice up to relatively large values of the rewiring probability p. The shape of the degree distribution is similar to that of a random graph. It has a marked peak at <k> and falls exponentially for large k. Hence the topological organisation of the network is fairly uniform. noticed that, for most huge networks, spread of the degrees considerably disagrees with a Poisson distribution. Particularly, for a massive networks, including internet, World Wide Web or metabolic networks, the degree distribution has a power-law tail; P(k) ≈ k −α . As mentioned earlier, such networks are called scale free . Figure 2 shows the tails of a power-law distribution and exponential distribution. Scale free networks are also small world networks because: 1 they have clustering coefficients much larger than random networks 2 their diameter increases logarithmically with the number of vertices n.
The scale free model
Conversely, scale free networks and small world networks have dissimilar construction and organisation. The extremely connected nodes have a significant influence on the network connectivity. They also have an major role in search on power law networks. Huberman and Adamic (2001) designed an efficient search algorithm that utilises highly connected nodes in the power law graphs, by moving toward the high degree nodes during the search process. were motivated by two factors, growth and preferential attachment. In their anticipated model they argued that complex networks grow during the life span of the network by the continuous addition of new nodes. This argument goes up against the assumption that real life network is constructed with a fixed number n of nodes that are either linked randomly as in random graph of Erdos and Renyi (1959) or rewired as in the small-world model of Watts and Strogatz (1998) , without modifying n.
Complex networks increase throughout the lifetime of the network by the consequent addition of new nodes. For example, the World Wide Web grows exponentially in time by the addition of new web pages (Albert and Barabasi, 2002) . On the other hand, most networks exhibit preferential attachment in that the possibility of connecting to a node depends upon the node's degree. For example, a web page probably adds links to famous web pages that already have a large number of connections. For the reason that such highly connected pages are not difficult to find a new web page is more expected to cite the famous one.
The algorithm of Barabasi-Albert (BA) model is the following:
1 Growth: begin with a few nodes, at each iteration, insert a new node to the graph with number of edges that connect this node to distinct nodes existing in the graph.
2 Preferential attachment: select the nodes to be connected to the new node with a probability that depends on the node's degree. Note: This figure shows that for large networks the power law degree distribution and the Poisson distribution can be differentiated when plotted in log-log scale, the power law fits a straight line with the scale exponent α is the slop of the line.
Numerical simulations indicated that the BA model for scale free networks develops with the probability that a node has k edges adapting a power law with an exponent α = 3 (Albert and Barabasi, 2002) . After t time-steps, the network has (n = t + m 0 ) nodes where m 0 is the initial number of nodes. The average path length of the network produced by Barabasi-Albert model is independent of n and smaller than the one produced by random graph model.
The clustering coefficient value of a scale free network is big when compared with that of a random graph. Unfortunately, C decreases with network size, following approximately a power law.
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The dependency of the clustering value on the network size is a drawback of the scale free model. In real networks, the clustering is independent of the network size.
Summary
The section studied the basic classic graph models: the random graph, the small world graph model and the scale free model. Table 1 compares the topological characteristics of the graphs produced by these models.
The random graph starts with n number of nodes and connects these nodes randomly with a connecting probability p. The produced graph has a small diameter, low clustering and normal degree distribution.
The small world model launches with a regular lattice of size n and randomly removes fraction of the regular edges, restoring them with links to nodes that are selected at random, anywhere in the graph. The produced graph has a small diameter, high clustering and normal degree distribution.
The scale free model starts with a small number of nodes and grows the network by preferentially attaching the new nodes to the highly connected nodes in the graph. The produced graph has a small diameter, low clustering and power law degree distribution. 
Methodology
This section clarifies the proposed rational graph model. The model is motivated by the fact that complex systems are a mix of order and disorder (Heylighen, 2008); Lizier et al., 2008) . Real life networks, which are examples of a complex system, contain elements that constantly move in unpredictable, unsupervised ways, yet manage to achieve some order. The proposed model combines the characteristics of random, small world and scale free networks. The rational model agrees with the small world model that the graph underlying complex real life networks are neither completely random nor regular (Watts and Strogatz, 1998) . It falls somewhere between regularity and randomness. That is why these networks surprisingly have a small diameter and high clustering. The small world model creates some randomness on the regular lattice to achieve a small diameter. The rational model forces order on the random graph to gain a high average clustering.
The proposed model imitates real life interactions in the way that these interactions start small and random. Then, as the network grows, local communities (groups of individuals with a dense number of connections) form, which leads to a global order. The rational model starts with a random network and creates some regularity in the random relations.
The proposed model also agrees with the scale free model that networks grow by inserting new members preferentially . In the scale free model, the growth process involves attaching a new node preferentially to the highly connected node. In the rational model, the growth process involves attaching the new node preferentially to the low clustering node. While the scale free model focuses on the degree property the proposed model focuses on the clustering property, because the clustering enforces the community structure.
The clustering and the rational graph
This subsection is devoted to provide insight information about the clustering and the information that could be inferred from the clustering coefficient of a certain node in the graph provided. The clustering, a local property defined earlier by equation (3), was introduced by Watts and Strogatz (1998) . The local clustering coefficient for a certain node is the fraction of links between the vertices within its neighbourhood divided by the number of links that could probably occur among them. The local clustering coefficient of a node in a graph quantifies how close its neighbours are to being a clique.
The clustering coefficient is a real number between zero and one: one indicates ultimate clustering, and zero indicates complete randomness and no clustering. Clustering is an important feature of social networks: people tend to have friends who are also friends with each other, which is not the case in a random network. Figure 3 illustrates the fact that the clustering coefficient of a certain node provides information about the significance of this node in its community. Figure 3 shows a graph of seven nodes and eight edges. The calculated value of the clustering appears near each node. Figure 3 illustrates two communities and a node (Node 7) bridging these two communities. Node 7, which has a zero clustering, is a strategic one. Removing Node 7 results in breaking up the graph into two disjointed parts. On the other hand, Node 4 is not an important one and removing this node will not affect the connectivity of the graph. Note that Node 4 has a maximal clustering value, which indicates that the neighbours of this node form a clique, meaning that all connections to this node are in the same community. The clustering value of a certain node tells about the placement of this node in the graph. In fact, nodes with low clustering value are important as they form bridges between communities.
The clustering value of a node marks how strategic the location of this node in relation to its neighbourhood. The high clustering value indicates that the connections of this node are only within its neighbourhood and the low clustering indicates that this node has connections in different communities.
The rational model
The idea is to start with a system of a relatively large number of nodes and small random connections. Then this system will grow by increasing the connections between the members constantly and by inserting new elements from time to time. Usually adding new connections between members should be selective.
The clustering coefficient is an important structural property that arises in the real life network and indicates the community structure in the network. The clustering coefficient of the node informs us about the importance of this node in its community. A high clustering value indicates that the connections of these nodes are inside its communities. In other words, this node is not a significant or a popular one, as almost all of its connections are inside its local community. On the other hand, a low clustering value indicate that this node is a significant or a popular one, as it has connections in different communities, so this node is well-known and will attract new members to connect to it. For adding a connections between the members we prefer to connect members of the same community.
The rational model is characterised by two realistic features: first, moving from randomness toward regularity. The model starts with a random network with a few connections and selectively adds edges between nodes with a common friend. Regularity is achieved by closing the triangles, which increases the average clustering. If Node A is connected to a Node B and A is also connected to Node C, then, it is preferable that we add a connection between B and C and this connection will close the triangle. In social network, if A is friends with B and A is also friends with C, then there is a high probability that B is also friends with C. In another word, my friends are also friends with each other. Second, preferentially attach the new members to the node with a low clustering value as a node with low clustering coefficient is popular. This node has connections in different communities like a town mayor who has connections in different communities. In that way, it attracts newcomers to know it first.
Here, I describe the details of the algorithm.
Input: a random graph G(V, E) with N number of nodes and M edges. 
• N ← N + 1
The first step, which is applied more frequently, aims to move the random network into a more organised one by closing the triangles. In this step, the edges are added selectively between nodes with a common friend node. This step results in forming a community structure in the network and creating some regularity in the random network. The second step, which is applied less frequently, allows the network to grow by inserting a new node selectively to a node in the graph with low clustering value. The nodes with low clustering values are significant in that they are bridges between communities and it is common that the newcomers prefer to be attached to the nodes with connections in different communities.
The rational model supports the formation of a community structure by adding edges between the existing nodes. In addition, the model supports the hub structure through attaching new nodes to the graph.
Illustrative example
To better explain the methodology, we illustrate how the proposed model works using the sample graph in Figure 4 , where N is the number of nodes in the graph, K is the average degree, L is the characteristic path length defined by Watts and Strogatz (1998) and D is the graph diameter. Figure 4 (a) shows a graph of 14 nodes and 13 edges. The graph provided demonstrates a random graph. It has a poor average clustering coefficient (C = 0), a relatively small average path length (L = 3.13) and normal degree distribution (nodes have similar degrees). Figure 4 (b) demonstrates the application of the first round of the proposed model, which creates some regularity in the graph by closing the open triangles. Consequently, the clustering increases. The resulting graph has a high average clustering (C = .66) and a small average path length (L = 3.00).
Figure 4(c) demonstrates the application of the second round of the proposed model, which selectively attaches the new node to the existing one with the lowest clustering. The resulting graph has a high average clustering (C = .69) and a small average path length (L = 3.00). In addition, this step also results in having highly connected nodes forming a hub structure in the graph, which makes the degree distribution a power law distribution. 
Note: N is the number of nodes in the graph, K is the average degree, L is the characteristic path length defined by Watts and Strogatz (1998) and D is the graph diameter.
Scalability
The application of the model involves calculating the clustering coefficient of each node according to equation (3). The computation cost of the clustering is bounded by the degree calculation which takes a constant amount of time (Schank and Wagner, 2005) . The overall process of repeatedly calculating the degree and clustering, then choosing appropriate ends to the added edges and appropriate friends to the newly added nodes scales in the square of the size of the network.
The complexity is bounded by the calculation of the clustering coefficient. The calculation of the clustering coefficient of a certain node is bounded by the degree K of that node and costs K 2 . Thus, the clustering evaluation of all nodes in the graph can be done in (N × <K> 2 ), where <K> 2 is the average node degree. Note that the graph is sparse (M N). Moreover, the graph has a scale free degree distribution -many nodes with low connections and few nodes with many connections -which makes the expected time to calculate the clustering coefficient for a node that belongs to this particular graph constant. Thus, it takes O(N ) to calculate the clustering of all nodes in the graph. When we force the growth process to stop at a certain number of nodes N, the process of calculating and updating the clustering is repeated at most (N − N 0 ) times. So, the algorithm of the rational model runs in O(N 2 ).
Summary
The rational model is simple. The model starts by generating a random network with a low connection probability. Then, the network grows using two main steps.
Step 1 is repeated constantly to add some order to the random connections. It involves adding new edges between two pairs of nodes selectively to enhance the average clustering and the community formation in the network. This step expresses the self organisation through the constant motion of the network elements toward regularity.
Step 2 is repeated infrequently. It involves adding new nodes with edges that are attached preferentially to the nodes that already have connections in different communities. In other words, these popular nodes are identified by having a low clustering coefficient. This step supports the hub structure formation as it is highly likely for the nodes with low clustering to have high degree (Ravasz and Barabasi, 2003) . Figure 5 illustrates the growth of the network by the rational graph model. Note: N is the current network size, K is the average degree, C is the average clustering, L is the characteristic path length and D is the diameter.
Results and discussions
In this section, I will present and discuss the results of the proposed rational model. The study is mainly concerned with the three main topological characteristics of the resulting network. Many graph models have been introduced for the complex networks (Chen et al., 2007; Costa et al., 2007; Durrett et al., 2012) . We are comparing our model with the three main models that have been used repeatedly for representing complex and real life networks (Mitchell, 2006) .
Average path length
This paper uses the path length as defined by Watts and Strogatz (1998) , which is the number of edges in the shortest path between nodes i and j. Consequently, the characteristic path length L is the path length averaged over all pairs of nodes. The average path length will be defined as
where L min(i, j) is the minimum path length connecting these two nodes in G.
The rational model starts with a random graph. Random graphs have a small path length, which depends logarithmically on the number of nodes [see equation (9)]. The rational model increases the connections between the randomly connected nodes, which results in decreasing the path length L model < L rand . The addition of new edges creates hubs and helps decrease the path length even more. Table 2 compares the values of the initial path lengths and the resulting path lengths of four different networks generated by the rational graph model. 
Clustering coefficient
The rational model networks have a fairly high clustering coefficient (i.e., it is more probable that the neighbours of a node are connected to each other than in a random network). The clustering does not depend on the size of the network, which is the case in the scale free model. In fact, the clustering of the rational model networks remains close to the clustering of the regular graph.
( ) Table 2 compares the values of the initial clustering values and the resulting clustering values of four different networks generated by the rational graph model.
Degree distribution
The outline of the degree distribution is similar to that of a scale free graph. It decays in power law distribution, which indicates the existence of the hub structure in the rational model networks. Figure 6 shows the degree distribution of a sample rational model network. Figure 7 shows the resulting degree distribution of four different networks generated using rational model. Each node is connected to the existing node with a probability that is proportional to the clustering value. The probability that a new node is connected to a node i is:
It can be inferred directly from the definition of the clustering in equation (3) that the highly connected nodes have a low clustering coefficient (Ravasz and Barabasi, 2003) , which makes the probability proportional to the count of edges that the node has as seen in equation (16).
Thus, the degree distribution resulting from the rational model is power law.
By looking at the model, one can conclude that it imitates real life interactions. It grows by repeatedly inserting new connections between the original members as well as by adding new members with new connections. The connections are made selectively to move the random graph toward a more regular one. By regular, we mean the formation of communities that is a basic characteristic of real life networks. The proposed model starts with a random graph, which has a small characteristic path length. The network model expresses the motion of network elements through adding new relations between the existing nodes. Also, the network grows by adding new member nodes that are attached to the existing ones. The addition of new edges is selective rather than random. Edges are inserted between nodes in a way that increases the average clustering of the network. This is done by selecting two nodes with a common friend node and adding an edge between them. Therefore, no matter how the network grows in terms of size and order, the clustering of the network will be relatively high. The rational model attaches a new node with two edges to two existing nodes in the network. One end node is selected randomly and the other one is selected preferentially based on its clustering value as the model selects the node with low clustering value. The nodes with low clustering are usually highly connected . As a result, the highly connected nodes get higher which works on the 'rich get richer principle' (Albert and Barabasi, 2002) . Therefore, the resulting network model has a degree distribution that scales in power law.
Systems of real life interactions like social networks have some growth characteristics that are not fully explained in random, small world, or even scale free models. Societies start with a relatively good number of individuals and this number can increase from time to time by adding new members, which is not the case in a random or a small world model. The interactions between individuals start randomly. Then it moves toward being regular by forming groups of communities, which is not the case in the scale free model that focuses on creating hubs with high degrees leaving the clustering smaller. In conclusion, the rational model understands and explains the network growth in a better way. Moreover, the network growth does not negatively affect the basic structural characteristics of the network.
Basically, in the rational model we have come to put ground rules that inspire our model. Real life interactions start randomly. So, we started with a random graph with a small number of connections. In a real life network, if a node is connected to two different neighbours, then there is a high probability that these neighbours are also connected to each other. The existence of this property for most of the nodes makes the average clustering relatively high. The existence of this property in the network explains the community structure in social and biological networks. The proposed rational model supports the triangle formation, as the new edges prefer to be connected to two nodes with a common friend, therefore the model produces a network with a community structure. Real life networks tend to have a hub structure with the existence of some highly connected nodes, which explains the power law degree distribution. In the proposed rational model, the new nodes prefer to get attached to the nodes with a very low clustering coefficient. The low clustering nodes usually have a high degree Newman, 2003) . The model produces a network with a hub structure. Real life networks have a small diameter. The rational graph starts with random graph that has a small diameter. Then, the network growing procedure does not affect this property. On the contrary, it encourages maintaining a short path length.
The networks produced by the proposed model have small diameters, high average clustering and power law degree distribution like real life networks. We call the proposed model, the rational model, because it seems sensible in the way that it imitates the growth and dynamics of real life networks.
While building the rational model, we were inspired by some of the principles of the chaos theory which is a mathematical sub-discipline that studies complex systems (Boccaletti et al., 2000) . Complex systems are systems that contain many elements that are constantly moving. Complex systems are a mix of order and disorder (Heylighen, 2008; Lizier et al., 2008) . Real life networks are examples of complex systems since they contain elements that constantly move in unpredictable ways. On the other hand, they manage to gain some order. Watts and Strogatz (1998) argued that real life networks are neither completely regular nor random. In their small world model, they started with a regular lattice and created some randomness to achieve a short path length. The model gains a high clustering and a small diameter. argued that real life networks have a degree distribution that decays in power law, which is not the case in the small world model. In their scale free model, start with a small number of nodes and grow the network model by constantly adding nodes and edges preferentially to the highly connected nodes. The scale free model concentrated on growing a network model with a hub structure to gain the small diameter and the power law degree distribution. Unfortunately, as the network grows, the clustering coefficient decays (Albert and Barabasi, 2002) . The proposed rational graph model starts at a random network with a small average path length, low clustering and normal degree distribution. Then, as the network grows, the average clustering increases while keeping a small diameter and the degree distribution becomes power law. Table 3 compares the values of the topological characteristics produced by recent models and the rational graph model.
Table 3
Comparison of the values of the topological characteristics produced by recent models and the rational graph model 
Note: They all decay in a power law distribution with scaling exponent α = 2.
Conclusions and future works
In this work, we have investigated the real life complex networks and studied the basic topological characteristics of these networks. These amazing characteristic are the small average path length between any pair of nodes, the high clustering coefficient and the scale free degree distribution. We also studied the main graph models that were proposed for the complex networks. These models are: the random model, the small world model and the scale free model. The study proposed a new, more realistic model, named the rational model. We argue that this model is more sensible as it imitates the dynamic growth of real life networks. The proposed model follows some of the principles of chaos theory. The network connections start randomly. Then, the model adds some regularity by inserting edges between nodes that in real life have a higher chance of being connected; friends of a node are highly likely to be friends with each other. The proposed model also grows the network preferentially by connecting new nodes to the highly connected one. The rational network model grows by inserting new nodes to the network with edges connecting them preferentially to the popular nodes. Popular nodes are characterised by having connections in different communities. The mathematical indication of being popular is having a low clustering value.
Results showed that the model produces networks with a small characteristic path length, a high clustering coefficient and a scale free degree distribution. In the future, perhaps different types of real life networks could be studied and more important characteristics of real life networks could be found.
