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Abstract
Ajtai has recently given a reduction from the problem of approximating a short basis for a
lattice in the worst case, to the problem of nding a short lattice vector for a uniformly chosen
lattice in a certain random class of lattices. Here we give an explicit formula for the number of
lattices of the type used by Ajtai. We also prove some results about the average volume of the
fundamental cell of such a lattice. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
The security of many public-key cryptosystems relies on assuming that typical in-
stances of certain mathematical problems are dicult to solve, even though we cannot
actually prove that such problems are dicult. Recently, Ajtai [1] has found a class
of problems with the property that if there exists an algorithm for solving a random
problem in the class, then there is also an algorithm for solving the worst case of cer-
tain problems which have long been believed to be dicult. This result provided the
rst proof of worst-case=average-case equivalence for a problem believed to be hard.
Based on this result, it is possible to design provably secure cryptosystems assuming
only the worst-case=average-case intractability of the problem. Ajtai and Dwork [2]
have produced such a cryptosystem, which is the rst of its kind. Their system is still
impractical, but the hope is that development of their ideas will lead to the rst usable
public-key cryptosystems which are provably secure in the sense just described.
The class of problems which Ajtai uses involves certain questions about lattices of
integer points in real n-space Rn. In particular, the beautiful paper [1] of Ajtai gives
the rst explicit connection between the worst-case and the average-case complexity of
the well-known shortest lattice vector problem. Ajtai established, among other things,
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a reduction from the problem of approximating a short lattice basis in the worst case,
to the problem of nding a short lattice vector v for a uniformly chosen lattice in a
certain random class of lattices. The reduction is probabilistic. Moreover, the connection
involves a polynomial blow-up factor nc. This factor represents the increase from the
length of v in the average-case, to the approximation factor of the length of the longest
basis vector computed, with respect to the best possible basis in the worst case. More
precisely, for a certain naturally dened class of lattices A, Ajtai showed that:
If there is a probabilistic polynomial time algorithm that nds a short vector v with
nontrivial probability, for a uniformly chosen lattice in the class A indexed by n,
then, there is a probabilistic polynomial time algorithm that solves the following
three problems with high probability:
(P1) Find the length of a shortest nonzero vector in an n-dimensional lattice,
up to a polynomial factor nc1 .
(P2) Find the shortest nonzero vector in an n-dimensional lattice, where the
shortest vector is unique up to a polynomial factor nc2 .
(P3) Find a basis in an n-dimensional lattice whose length is the smallest pos-
sible, up to a polynomial factor nc3 .
We shall call the class A of lattices an Ajtai random class and any lattice in A will
be called an Ajtai random lattice. Given the positive integer n, the denition of an
Ajtai random class depends on the choice of two absolute constants c1>2 and c2>3,
which will be xed throughout this paper. Given these constants, we dene
m= [c1n] and q= [nc2 ]
(here [ ] is the usual greatest integer function). We dene m n-dimensional vectors
C1; : : : ; Cm with integer coordinates by
Cj =(v1j; v2j; : : : ; vnj); 06vij<q (16j6m): (1)
Following Ajtai [1], we dene a random variable z= z(n; m; q) which takes its values
with uniform distribution from the set
f(C1; C2; : : : ; Cm): Cj given by (1)g (2)
of sequences of length m made up of n-dimensional integer vectors mod q. Each
value of z gives an m-dimensional Ajtai lattice (z; q) which is the set of solutions
h=(h1; h2; : : : ; hm) of the congruence
mP
j=1
hjCj  0mod q: (3)
Note that if e1; e2; : : : ; em is the standard basis for Rm, then the m linearly independent
vectors qei (16i6m) are always solutions of (3), so every choice of z does indeed
give an Ajtai lattice (z; q) of dimension m. For any positive integers n; m and q with
m>n, we dene the Ajtai set A(n; m; q) of lattices to be the set of all possible dierent
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Ajtai lattices (z; q) as z runs through the set (2). Of course many dierent choices
of z may give the same lattice (z; q). As we saw above, an Ajtai set A(n; m; q) must
satisfy certain further conditions on n; m and q in order to be used as an Ajtai random
class in the proof of [1].
Since the Ajtai lattices play a crucial role in the proof of [1], it is of interest to
analyze their special properties. In this paper we give explicit formulas for the number
of lattices in the Ajtai sets A(n; m; q). We also prove some results about the average
volume of the fundamental cell of an Ajtai lattice.
2. Counting mod q lattices
We need the concept of an m-dimensional mod q lattice, which is dened to be
an m-dimensional lattice contained in the integer lattice Zm and having the special
property that given any point P in the lattice, all points of Zm which are congruent to
Pmod q are also in the lattice. It follows from our denitions that every Ajtai lattice is
a mod q lattice and we shall prove later that the converse is true if and only if m= n.
Our rst goal is to prove an explicit formula for the number of m-dimensional
mod q lattices, which we denote by Lm(q). The numbers Lm(q) are also of interest
from a pure combinatorics point of view. This is explained in [3], where a dierent
proof of Theorem 1 is given.
Theorem 1. The number Lm(q) of m-dimensional mod q lattices is given by the m-fold
sum
Lm(q)=
P
k1 j q
   P
km j q
m−1Q
j=1
m−jQ
i=1
gcd (ki; q=km−j+1):
Note that in particular Theorem 1 gives
L2(q)=
P
k1jq
P
k2jq
gcd

k1;
q
k2

(4)
and
L3(q)=
P
k1jq
P
k2jq
P
k3jq
gcd

k1;
q
k3

gcd

k2;
q
k3

gcd

k1;
q
k2

: (5)
We shall prove formula (4) rst. We x an x1; x2 Cartesian coordinate system in R2.
Given any two-dimensional mod q lattice , we have a basis-free representation for
it as follows: The x1-axis contains innitely many points of , with a density 1=k1,
where k1 is a positive integer which divides q. Every line x2 = c either contains no
points of  or contains a shifted copy of the set of lattice points on x2 = 0. If x2 = k2
is the line x2 = c>0 which is closest to the x1-axis and has points of , then k2 is a
divisor of q. A line x2 = c contains points of  if and only if has the form x2 = tk2
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for some integer t. We say that  has jump k2 (in the x2 direction). If we let V2()
denote the two-dimensional volume of a fundamental cell of , then we have
V2()= k1k2: (6)
To count the two-dimensional mod q lattices which have given values of k1 and k2, it
suces to count the number of distinct one-dimensional sublattices on x2 = k2 which
give a mod q lattice. We dene the shift s, where s is an integer such that 06s<k1,
to be the amount by which the one-dimensional sublattice on x2 = k is shifted with
respect to the one-dimensional sublattice on x2 = 0. In order to give a mod q lattice,
the shift s must give a one-dimensional sublattice on x2 = q which is an unshifted copy
of the same sublattice on x2 = 0. The sublattice on x2 = q is shifted from the one on
x2 = 0 by qs=k2, so the shift s gives a mod q lattice if and only if
k1 divides qs=k2: (7)
Clearly (7) holds for given k1 and k2 if and only if k1k2=gcd(k1k2; q)=D, say, divides s.
Thus there are k1=D=gcd(k1; q=k2) allowable values of s in the range 06s<k1. This
proves (4).
Now we prove formula (5). Each three-dimensional mod q lattice  is made up of
a two-dimensional mod q sublattice in the x1; x2 plane, which we denote by P0, and
shifted copies of this sublattice in each of various planes Pi (i nonzero integer) which
are equally spaced parallel to P0. As before, we let 1=k1 denote the density of the
points of  on the x1-axis and we let k2 denote the jump in the x2 direction for the
sublattice in P0 (and so for ). The plane P1 nearest to P0 is at a distance k3, where
k3 is a divisor of q. We say that  has jump k3 in the x3 direction. If we let V3()
denote the three-dimensional volume of a fundamental cell of , then we have
V3()= k1k2k3:
To count the three-dimensional mod q lattices with given k1; k2 and k3, for each two-
dimensional mod q sublattice on P0 we count the number of distinct two-dimensional
sublattices in x3 = k3 (i.e., the plane P1) which give a mod q lattice. We let s denote the
shift for the one-dimensional sublattices in P0, as before, and we dene the (vector)
shift s=(s1; s2), where 06si<ki (i=1; 2), to be the amount by which 0 in P0 is
moved when we go to the sublattice in P1. The shift s gives a mod q lattice if and
only if
k1 divides qs1=k3 and k2 divides qs2=k3; (8)
that is, if and only if the orthogonal projection of (q=k3) (s1; s2; k3) into the plane P0 is a
lattice point. Now (8) holds for given k1; k2 and k3 if and only if kik3= gcd(kik3; q)=Di,
say, divides si (i=1; 2). Thus there are ki=Di= gcd(ki; q=k3) allowable values of si in
the range 06si<ki. This proves (5).
The general formula in Theorem 1 is proved by induction from the cases m=2
and 3 established above.
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3. Multiplicative properties
The formula in Theorem 1 enables us to prove that Lm(q) is a multiplicative function,
that is, for any positive integers r and s with gcd(r; s)= 1 we have Lm(rs)=Lm(r)Lm(s).
Theorem 2. The function Lm(q) is multiplicative for each m=2; 3; : : : .
Proof. We give the details for the case m=2, using (4). Suppose gcd(r; s)= 1. If k1jrs
and k2jrs, we write ki= k(r)i k(s)i (i=1; 2), where k(r)i jr and k(s)i js (i=1; 2). Now
gcd

k1;
rs
k2

=gcd
 
k(r)1 ;
r
k(r)2
!
gcd
 
k(s)1 ;
s
k(s)2
!
:
Therefore,
L2(rs) =
P
k(r)1 jr
P
k(s)1 js
P
k(r)2 jr
P
k(s)2 js
gcd
 
k(r)1 k
(s)
1 ;
rs
k(r)2 k
(s)
2
!
=
P
k(r)1 jr
P
k(r)2 jr
gcd
 
k(r)1 ;
r
k(r)2
! P
k(s)1 js
P
k(s)2 js
gcd
 
k(s)1 ;
s
k(s)2
!
= L2(r)L2(s):
The same direct proof works for general m, using the formula in Theorem 1. The
notation becomes complicated, so we omit the details.
Theorem 2 enables us to give good estimates for the size of Lm(q) by considering
only the case where q is a prime power.
Theorem 3. Let p be a prime and let >1 be an integer. Then Lm(p) is a polyno-
mial in p with highest degree term c(m; )pe(m;) where
e(m; )= [m2=4]
and
c(m; )=

1 if m even;
+ 1 if m odd; m>3:
Proof. It is evident from Theorem 1 that Lm(p) is a polynomial in p. Direct calcu-
lation using (4) gives
L2(p)=
P
i=0
(1 + 2i)p−i ;
which proves Theorem 3 for m=2. Calculation also shows that a term p2 appears in
the triple sum in (5) if and only if k1 =p; k2 =pj (06j6) and k3 = 1. Clearly, no
higher power of p can appear, so this proves Theorem 3 for m=3.
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For each m>4, we dene the gcd product vector g=(g1; : : : ; gm−1) to be the vector
whose components
gj =
jQ
i=1
gcd

ki;
q
kj+1

; 16j6m− 1
are the products which appear in the formula in Theorem 1. Thus the highest degree
terms in Lm(p) are of the form g1g2 : : : gm−1 for some choices of k1; k2; : : : ; km.
It is obvious from Theorem 1 that the highest degree terms will occur if and only
if km=1 and k1 =p. Given this, if we consider the product
gcd (km−1; p) gcd (k2; p)
m−2Q
i=1
gcd

ki;
p
km−1

m−3Q
j=3
gcd

k2;
p
kj

gcd

p;
p
k2

of all of the factors not yet xed and involving km−1 and k2 in the terms which appear
in the sum which gives Lm(p) in Theorem 1, we see that the highest degree terms
will occur if and only if km−1 = 1 and k2 =p. Continuing by induction, we see that
the highest degree terms will occur if and only if 1= km= km−1 =    = km−r+1 and
p= k1 = k2 =    = kr for r= [m=2]. The corresponding gcd product vector for m even
has
1= gj for 16j6(m− 2)=2 and pm=2 = gj for m=26j6m− 1:
The corresponding maximum power of p for m even occurs only once and has exponent
m2=4. The corresponding gcd product vector for m odd has k(m+1)=2 =pj (06j6);
g(m−1)=2 =p(m−1)(−j)=2,
1= gj for 16j6(m− 3)=2 and pj+(m−1)=2 = gj for (m+ 1)=26j6m− 1:
Thus the corresponding maximum power of p for m odd occurs  + 1 times and has
exponent (m2 − 1)=4. This completes the proof of Theorem 3.
Next we compute the average volume of a fundamental cell of a mod q lattice.
Clearly formula (6) generalizes to give k1k2    km as the m-dimensional volume of the
fundamental cell of an m-dimensional mod q lattice with jumps k1; k2; : : : ; km. If we let
Tm(q) denote the sum of the volumes of all the fundamental cells of the m-dimensional
mod q lattices then from Theorem 1
Tm(q)=
P
k1jq
  P
kmjq
mQ
i=1
ki
m−1Q
j=1
m−jQ
i=1
gcd

ki;
q
km−j+1

: (9)
Theorem 4. The average volume Tm(p)=Lm(p) of the fundamental cell of an m-
dimensional modp lattice satises
Tm(p)
Lm(p)
=
c(m+ 1; )
c(m; )
p[(m+1)=2] + O(p[(m+1)=2]−1);
where c(j; ) is dened in Theorem 3.
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Proof. It follows from (9) and Theorem 1 that Tm(p) is the sum of the terms with
km+1 =1 in the formula for Lm+1(p). The proof of Theorem 3 shows that this sum
contains the highest degree term c(m + 1; )pe(m+1;), and this gives the formula in
Theorem 4.
It is clear from (9) that the function Tm(q) is multiplicative, by the same kind of
proof as in Theorem 2. Thus Theorem 4 can be used to give good estimates for the
average volume Tm(q)=Lm(q).
4. Counting Ajtai sets
Throughout this section, we will assume that the integer q is prime. Analysis similar
to what follows could be carried out for arbitrary q, but the presence of zero divisors
in the ring of integers mod q would introduce signicant complications. In any case,
for the cryptographic applications we would probably want to take q to be a prime.
We let jSj denote the number of elements in a set S. We let E(r; m; q) denote the
number of m by m matrices with rank r over the eld Zq of integers mod q which are
in reduced row echelon form. Our next theorem connects the question of counting the
Ajtai sets A(n; m; q) with our earlier results on Lm(q).
Theorem 5. For any prime q and any positive integers n; m with m>n; we have
jA(n; m; q)j=
nP
r=0
E(r; m; q)6Lm(q)=
mP
r=0
E(r; m; q):
Proof. Using (3), we see that every m-dimensional Ajtai lattice is the solution space
of some system
Ah 0mod q; (10)
where A is an n  m matrix whose columns are the vectors in (1). The set of these
solution spaces is in one-to-one correspondence with the set of all possible reduced
row echelon forms of the matrices A, which all have rank r6n. This gives
jA(n; m; q)j=
nP
r=0
E(r; m; q):
On the other hand, every m-dimensional mod q lattice is the solution space of some
system (10), where now A is some m  m matrix over Zq. Each mod q lattice thus
corresponds to a unique m m reduced row echelon form matrix and we have
Lm(q)=
mP
r=0
E(r; m; q):
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It is easy to compute E(r; m; q) for given values of r; m; q, and in fact we have
E(r; m; q)=

m
r

q
; (11)
where the right-hand side above is the well-known Gaussian coecient (or q-binomial
coecient), which is dened by
m
r

q
=
(qm − 1)(qm−1 − 1)    (qm−r+1 − 1)
(qr − 1)(qr−1 − 1)    (q− 1) :
Formula (11) was proved by Nijenhuis et al. [4]. For example, E(r; 4; 2) for r=0; 1;
2; 3; 4 is 1; 15; 35; 15 and 1, respectively.
Suppose  is an m-dimensional Ajtai lattice which is the solution space of a system
(10), where A is an nm matrix, which we may assume is in reduced row echelon form.
If A has rank r, then clearly the m-dimensional volume Vm() of the fundamental cell
of  depends only on r and q, and in fact Vm()= qr (q prime). If we let T (n; m; q)
denote the sum of the volumes of all the fundamental cells of the Ajtai lattices in
A(n; m; q), then we obtain from Theorem 5:
Theorem 6. For any prime q; the volume sum T (n; m; q) is given by
T (n; m; q)=
nP
r=0
qr E(r; m; q):
By using Theorems 5 and 6, we can compute the average volume T (n; m; q)=jA(n;
m; q)j for given n; m; q. This average is not very meaningful from a cryptographic point
of view, since it gives equal weight to each of the n  m matrices A, whereas in the
work of Ajtai [1] the columns of A are selected uniformly at random. This selection
process means that almost all of the matrices A will have rank n and so almost all of
the corresponding lattices will have fundamental cell volume equal to qn.
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