Abstract Many ecological functions of wetlands are influenced by wet-periods, i.e., the time interval when groundwater table (GWT) is continuously near the land surface. Hence, there is a crucial need to understand the controls on interannual variations of wet-periods. Given the scarcity of long-term measurements of GWT in wetlands, understanding variations in wet-periods using a measurement approach alone is challenging. Here we used a physically based, fully distributed hydrologic model, in synergy with publicly available hydrologic data, to simulate long-term wet-period variations in 10 inland forested wetlands in a southeastern US watershed. A Bayesian regression and variable selection framework was then implemented to (a) evaluate the extent to which the simulated wet-periods can be estimated and predicted by precipitation (Ppt) and potential evapotranspiration (PET) and (b) infer the relative roles of seasonal Ppt and PET. Our results indicate that wet-period start date and duration could vary by more than 6 months during the 32 year simulation period. Remarkably, 60-90% of these variations could be captured using regressions based on seasonal Ppt and PET in most wetlands. Effects of seasonal meteorological conditions on wet-period variations were found to be nonuniform, which indicate that the annual variables may not explain interannual variations in wet-periods. The Bayesian framework was able to predict wet-period variations with errors smaller than 1 month at a 90% confidence level. The presented framework provides a minimalistic approach for estimating and predicting wet-period variations in wetlands and may be used to understand the future responses of associated ecological functions in wetlands.
Introduction
Wetlands have recently drawn increased attention in ecosystem science and management because of their strong influence on carbon and nitrogen cycles, water quality, and biodiversity. It is estimated that 18-30% of total global soil carbon is stored in wetlands despite them covering only 6-7% of the land area [Lehner and D€ oll, 2004] . CH 4 emissions from wetlands constitute a significant component of the global CH 4 budget, accounting for 20-40% of the total CH 4 emissions [Denman, 2007; Bousquet et al., 2006; Ciais et al., 2014] . Wetlands also act as nitrogen sinks and help buffer nutrient contamination of streams [Brinson et al., 1984; Hefting et al., 2004; Vidon and Hill, 2004] . One of the key controls on the aforementioned ecohydrological functions of wetlands is the groundwater table (GWT). GWT variations have been observed to influence the greenhouse gas emissions from wetlands [Moore and Roulet, 1993; Nyk€ anen et al., 1998; Walter et al., 2001; Chimner and Cooper, 2003; Strack et al., 2004; Bohn et al., 2007; Jungkunst and Fiedler, 2007; Turetsky et al., 2008; Zona et al., 2009; Bloom et al., 2010; Miao et al., 2013; Sch€ afer et al., 2014] . Nitrogen cycling processes such as nitrification, denitrification, and ammonification, which are triggered by the anoxic conditions in wetland soil, are also known to be strongly influenced by GWT variations [Regina et al., 1996; Hefting et al., 2004; Rodriguez-Iturbe et al., 2007; Schilling, 2007; Lohila et al., 2010; Goldberg et al., 2010] . Several studies have also highlighted the role of GWT in influencing the vegetation distribution [Schilling, 2007; Todd et al., 2010] , vegetation community competition [Sch€ afer et al., 2014] , and transpiration and biomass dynamics [Patten et al., 2008] in wetlands. In this context, a GWT height of 20.3 m (negative sign indicates GWT depth below the land surface datum) is often considered as a critical threshold that influences the ecohydrological functions of wetlands. For example, observed CH 4 emissions ( Figure 1 ) compiled from multiple wetlands situated in climatically diverse settings [Moore and Knowles, 1989; Moore and Dalva, 1993; Shannon and White, 1994; MacDonald et al., 1998; Strack et al., 2004; Jungkunst and Fiedler, 2007; Turetsky et al., 2008] show that CH 4 emissions were significantly larger (P < 0.001) when the GWT was higher than 20.3 m. Hefting et al. [2004] indicated that ammonification and denitrification mainly occurred when GWT was Given that observing GWT is time and effort-consuming, a majority of the studies on wetland GWT dynamics have focused on measurements spanning a few months or years [Devito et al., 1996; Rosenberry and Winter, 1997; Ferone and Devito, 2004; Wolski and Savenije, 2006; Todd et al., 2006; Kaplan et al., 2010; Cao et al., 2012] . Clearly, the lack of long-term measurements of GWT in wetlands, especially in the southeastern US, poses a challenge for studying interannual variations in wet-period characteristics using a measurement approach alone. Moreover, considering that most of the measurements were usually confined to areas within or close to a single wetland, the studied GWT dynamics may be site-specific and not representative of the GWT response in other nearby wetlands. To circumvent these challenges, here we use a distributed integrated hydrologic model, in synergy with publicly available hydrologic data, to simulate long-term GWT dynamics in multiple wetlands within a southeastern US watershed. The simulated GWT in wetlands are then analyzed using a Bayesian regression approach to answer four specific questions: (1) What is the range of interannual variations in wet-periods? (2) To what extent can annual and seasonal meteorological conditions explain interannual variations in wet-periods, and do antecedent conditions also impact wet-period variations? (3) What is the relative seasonal influence of meteorological conditions on wet-period variations? and (4) How well can the interannual wet-period variations be predicted using seasonal meteorological conditions? To address these questions, the paper is organized as follows. Section 2 describes the implementation, calibration, and validation of a hydrologic model; a framework for Bayesian regression and variable selection; and the experiment details. Section 3 discusses the results by organizing them in four subsections, each corresponding to the four questions outlined above. Section 4 summarizes the main conclusions of the study and discusses implications for future research.
Data and Methods

Study Site
The study was conducted in a southeastern US watershed (area 5 325 km 2 ) that drains into Second Creek near Barber, North Carolina (35.68N, 80.78, USGS streamflow gage 02120780). The watershed was selected Moore and Knowles, 1989 Moore and Dalva, 1993 Shannon and White, 1994 MacDonald et al., 1998 Strack et al., 2004 Jungkunst and Fiedler, 2007 Turetsky et al., 2008 Figure 1. Relation between CH 4 fluxes and GWT in wetlands. To account for different magnitudes of CH 4 emissions from different wetlands, the data was compiled by normalizing the CH 4 flux rates within each wetland into a [0,1] interval, following Jungkunst and Fiedler [2007] . Blue and green points represent the observations with GWT above and below 20.3 m, respectively.
because it contains multiple forested freshwater wetlands within its boundary. The forested wetlands are widespread across the southeastern US and account for more than 35% of the total forested wetland area in the continental US [Bridgham et al., 2006] . These wetlands are known to provide several ecological functions including carbon sequestration and greenhouse gas emissions [Schipper and Reddy, 1994; Roden and Wetzel, 1996; Bridgham et al., 2006] , nutrient cycling [Schilling and Lockaby, 2006] , and biodiversity [Snodgrass et al., 2000; Gibbons, 2003] . Another reason for the selection of this watershed was the availability of long-term streamflow and groundwater data that could be used to validate the hydrologic model simulations. Physiography of the watershed is characterized by valleys and ridges oriented along the southwestnortheast direction. Watershed elevation ranges from 197 to 331 m ( Figure 2a ). Land cover in the watershed mainly consists of hay/pasture (37.6%), deciduous forest (32.9%), developed area (6.8%), and evergreen forest (5.4%) (Figure 2b ). The most common soil types in the watershed are loam in the riverbed and riparian regions and sandy clay loam in uplands (Figure 2c ). The watershed falls in warm temperate climate with humid and warm summer based on the Koppen-Geiger climate classification [Kottek et al., 2006] . Thirty year average temperature in the watershed is 15.58C and annual precipitation ranges from 703 to 1473 mm. [Qu and Duffy, 2007; Kumar et al., 2009a; Kumar, 2009] was used to simulate coupled hydrologic states and processes. PIHM has been previously applied at multiple scales and in diverse hydro-climatological settings Shi et al., 2013; Yu et al., 2014; Chen et al., 2015; Kumar and Duffy, 2015; Yu et al., 2015] . The model uses a semidiscrete, finite-volume approach to discretize the model domain and solve the ordinary differential equations (ODEs) of multiple states such as surface water depth, soil moisture, groundwater depth, and river stage. Processes simulated in the model include evaporation, transpiration, infiltration, recharge, overland flow, subsurface flow, and streamflow. Evapotranspiration in the model is computed using the Penman-Monteith method; overland flow is modeled using diffusion wave approximation of depth-averaged 2-D St. Venant equations; subsurface flow is based on Richards equation with moving boundary approximation; and stream channel routing is modeled with depth-averaged 1-D diffusive wave equation [Kumar, 2009] . Laterally, hillslopes and rivers are discretized using triangular grids and line elements, respectively. Vertically, each triangle element consists of four layers: a surface layer, a 0.25 m thick unsaturated layer, an intermediate unsaturated layer extending downward from 0.25 m to the groundwater table, and a groundwater layer. Soil moisture in the two unsaturated layers may vary from residual moisture to full saturation. As the average combined thickness of soil, saprolite, and the transition zone of regolith has been estimated to be less than 20 m in the region [Daniel, 1989] , a uniform depth of 20 m was considered as the lower boundary of the subsurface layer. A spatially adaptive flexible domain discretization scheme was used to generate the model grid. Given that this study concerns hydrologic dynamics in wetlands, a hydrographic feature that accounts for less than 1% of the watershed area, a nested domain discretization [Kumar et al., 2009b] with a total of 4525 elements was used (Figure 4 ). Because of computational constraints, we focused our attention on the largest 10 wetlands with area ranging from 57,000 to 167,000 m 2 . Elements smaller than 10,000 m 2 were generated in and around these wetlands to improve the representational accuracy, while larger elements (smaller than 5,000,000 m 2 ) were used away from the wetlands to ensure computation efficiency. Number of discretization elements within the 10 wetlands ranged from 18 to 74, with an average size of 5710 m 2 . At each time step which was adaptively defined by a numerical ODE solver, ODEs of hydrologic states from all the elements were assembled and solved simultaneously.
Model Parameterization, Calibration, and Validation
To set up the model, we used the 30 m resolution elevation data from National Elevation Dataset (NED) [U.S. Geological Survey, 1999] , USDA-NRCS Soil Survey Geographic (SSURGO) soil data [Soil Survey Staff, 1995] , and National Land Cover Dataset (NLCD) land cover data [Homer et al., 2015] . Meteorological forcings such as precipitation, air temperature, relative humidity, wind speed, and radiation were obtained from North America Land Data Assimilation System Phase 2 (NLDAS-2) data [Xia et al., 2012] , which has a spatial and temporal resolution of 1/88 and an hour, respectively. Ecological and hydrogeological parameters and meteorological forcings relevant to the model simulation were automatically extracted from the raw data sets using an integrated model-GIS framework, PIHMgis [Bhatt et al., 2014] .
As the goal of this study is to characterize the role of meteorological controls on interannual wet-period variations in wetlands, a long-term model simulation from 1981 to 2013 was performed. Calibration of model parameters was performed using the observation data from 1993, which is a normal year with annual precipitation of 1085 mm. The calibration year presented a range of meteorological conditions with large precipitation events (e.g., 57 mm on 13 March 1993) and long dry periods with flow lower than the thirtieth percentile for 112 days. The diverse hydrologic conditions during the calibration period allowed tuning of model parameters such that the model could capture responses during both high and low flows. The first step in the calibration process was initialization of the PIHM model with water table at the land surface. The model was then allowed to relax with no precipitation input until the streamflow recession rate matched the observed during the low-flow period in summer. The modeled streamflow magnitude was then compared with the observed value. The basis of this comparison is that streamflow during low-flow period is largely due to groundwater base flow, and hence a match between observed and modeled streamflow would indicate reasonable estimation of the groundwater distribution in summer. During this process, the hydraulic conductivity of the subsurface was calibrated uniformly across the entire model domain [Refsgaard and Storm, 1996] . Then starting from the derived groundwater table initial condition, the model was forced with real meteorological inputs. After a 1 year warm-up period, the simulation results were compared against the observed streamflow and groundwater data at USGS guaging stations USGS 02120780 and USGS 354057080362601, respectively ( Figure 1a ). Manual calibration of hydrogeological parameters such as soil hydraulic conductivity, macroporosity, and soil drainage parameters was performed in this step. Both the Nash-Sutcliffe efficiency (NSE) [Nash and Sutcliffe, 1970] and the log-transformed NSE (logNSE) were used to evaluate the accuracy of simulation results, as the two metrics emphasize on high and low flows, respectively [W€ ohling et al., 2013] . The modeled streamflow within the calibration period matched the observed data reasonably well, with NSE and logNSE of 0.84 and 0.87, respectively (Figure 3a) . The modeled GWT also matched the observation well with NSE of 0.79.
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The model simulation was validated using streamflow and GWT data from November 1989 to September 2013. For the 24 year validation period, the daily and monthly streamflow NSE was 0.42 and 0.61, respectively. The daily and monthly logNSE for the same period was 0.72 and 0.69. For GWT, the daily and monthly NSE was 0.59 and 0.62, respectively ( Figure 3b ). It should be noted that NSE for the daily streamflow time series was relatively low, in part because of the underprediction of streamflow in response to extremely large hurricane storms. This is partially attributable to NLDAS precipitation input that was used to drive the simulation, which tends to be smaller than station observations [Luo et al., 2003] , especially for large isolated events. If the largest 10 storm events with daily precipitation greater than 65 mm were discarded, the daily NSE would rise up to 0.58. 
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To further evaluate the simulation results, we compared the model identified wetlands with the National Wetland Inventory (NWI) wetlands [U.S. Fish and Wildlife Service, 1993] . Model-detected wetlands were locations with simulated GWT being higher than 20.3 m for at least two continuous weeks in the growing season every other year. This delineation procedure conforms with National Research Council's definition of wetlands [Lewis, 1995] . The growing season used for wetland detection ranged from 26 March to 11 November in North Carolina [Tiner, 1999] . The wetlands identified by the model correspond well with the overall distribution of NWI wetlands ( Figure 4 ). Fifty-eight percent of the wetland area detected by the model overlapped with the NWI wetlands. Possible reasons for the mismatch include (1) inaccurate representation of microtopography in the model due to coarse grid resolution; (2) inherent uncertainties in the NWI wetland boundaries [Tiner, 1999; Wardrop et al., 2007] ; and (3) incompatibility in the definition of wetland used in NWI and this study. NWI wetlands were identified from high-altitude imagery based on vegetation, visible hydrology, and geography, whereas the model used groundwater dynamics to detect wetlands. Overall, the model was able to capture the spatial distribution wetlands, which is a direct function of the spatiotemporal distribution of groundwater in the watershed.
Validation of the long-term streamflow and GWT series at the gauging stations and the spatial distribution of wetlands established sufficient confidence in the PIHM simulation. The simulated GWT series in wetlands were then used to study variations in wet-period characteristics in response to meteorological conditions.
Quantifying Wet-Period Characteristics and Their Dependence on Meteorological Controls 2.3.1. Defining Wet-Period Characteristics and Meteorological Controls
In this study, we quantified two wet-period characteristics: wet duration and start date ( Figure 5 ). Wet duration tracks the length of time for which GWT is higher than the critical threshold. This characteristic could potentially be used to estimate ecological functions of wetlands (see section 1). Together with wet duration, start date evaluates timing of wet-period in each year. These two characteristics can then be used to define the prevailing environmental conditions during wet-periods, thus allowing more accurate quantification of ecological functions of wetlands [Christensen et al., 2003] . As GWT in the Second Creek watershed generally increases in autumn and winter and decreases in spring and summer, start date and wet duration were extracted for an annual period starting from 1 September to 31 August of the next year. The annual period, referred hereafter as a ''hydrologic year,'' ensures that the GWT time series contains a single seasonal peak with low GWT at the start and the end of year. The wetland GWT was quantified as the average across all the elements within a wetland. Start dates and wet durations were then extracted for each hydrologic year using a 10 day moving average of daily GWT time series to smooth out transient daily fluctuations.
In line with our goals to evaluate the extent to which meteorological controls alone can be used to estimate and predict interannual wet-period variations in wetlands, here we consider Ppt and PET as the primary meteorological variables for our analysis. The two variables were selected because of their widespread availability and their influence on groundwater dynamics. Ppt and PET are expected to influence the wetland GWT by modulating groundwater recharge and actual evapotranspiration (ET) from the wetland and by indirectly controlling the lateral flux exchange with the neighboring aquifer and streams. Ppt data are readily available for the entire continental US from national databases such as NCDC and NLDAS, while PET can be obtained based on Penman-Monteith equation [Penman, 1948; Monteith, 1965] using relevant meteorological data from NCDC and NLDAS data sets. As such, the methods presented in this paper can be used for other inland wetlands with available Ppt and PET data. Another notable advantage for choosing these two variables is that their predictions are generally available from climate models [Hartmann et al., 2013] , which [Mitchell and Beauchamp, 1988; Hoff, 2009] was implemented. The Bayesian regression method assumes a linear relation between a dependent variable y i and a p-dimensional independent variable x i 5ðx i;1 ; x i;2 ; . . . ; x i;p Þ, with i51; . . . ; n. In this study, start date and wet duration are used as a dependent variables. The independent variable is either Ppt or PET or both. n 5 32 corresponds to the length of simulation in years. The relation between y5ðy 1 ; y 2 ; . . . ; y n Þ T and X5ðx 1 ; x 2 ; . . . ; x n Þ T is expressed as
where i51; . . . ; n; i is independent and identically distributed normal noise with a mean and variance of 0 and r 2 , respectively; z j 2 f0; 1g; j51; . . . ; p indicates whether variable x i;j is included in the regression; and b j is the regression coefficient for variable x i;j ; T denotes the matrix transpose. In order to estimate y using X, the parameters of z5ðz 1 ; z 2 ; . . . ; z p Þ T and b5ðb 1 ; b 2 ; . . . ; b p Þ T are to be evaluated. Based on the Bayesian regression and variable selection framework shown in Figure 6 , posterior distributions of the parameters were derived by combining the prior distributions (equation (A3)) and the time series of X and y using equation (A7) (see Appendix A for details). Based on the posterior distributions, 10 4 samples of each parameter were drawn using Gibbs sampling, one of the most widely applied Markov Chain Monte Carlo (MCMC) algorithms [Bishop, 2006] . The running average and trace plot of each parameter were checked to ensure convergence. The first 10 3 samples of each parameter belonging to the burn-in period were discounted. With the remaining effective samples, the Bayesian regression coefficient ofb5ðz 1 b 1 ; z 2 b 2 ; . . . ; z p b p Þ T was computed as the average over the remaining samples, which is a simple case of Bayesian Model Averaging (BMA) [Hoeting et al., 1999] . The Bayesian estimated wet-period characteristics were then computed usinĝ y5Xb.
Estimating Wet-Period Characteristics Using Meteorological Controls
Twelve Bayesian regressions were generated for both start date and wet duration. The first three regressions used annual Ppt, PET, and both Ppt and PET as independent variables, respectively. The next three regressions used the same independent variable configuration, but instead of the annual magnitudes, seasonal values of the variables in the four seasons, i.e., autumn (September-November), winter (DecemberFebruary), spring (March-May), and summer (June-August), were used. Because of the inherent memory of the hydrologic system [Shook and Pomeroy, 2011; Nippgen et al., 2016] , it is reasonable to expect that antecedent meteorological conditions may affect wet-period characteristics. To test this hypothesis, the following three regressions used seasonal magnitudes of Ppt and PET from the four seasons and an antecedent season from the previous hydrologic year. The antecedent season used here is the summer right before the start of a hydrologic year. The final three regressions used two antecedent seasons, i.e., the previous summer and spring in addition to the four seasons of a hydrologic year. In order to intercompare the efficacy of different variable configurations for estimating wet-period variations, we calculated the coefficient of determination (R 2 ) for each Bayesian regression. The differences in R 2 obtained using only Ppt, only PET, and both of them together would indicate the relative abilities of these two variables in explaining interannual wet-period variations. Similarly, comparison of R 2 for regressions using either annual or seasonal meteorological variables would highlight the role of seasonal forcings on wet-period variations. The comparison between R 2 obtained with zero, one, and two antecedent seasons would help evaluate the role of antecedent meteorological conditions on wet-period variations.
Identifying the Controlling Seasons that Influence Wet-Period Variations
Variable selection, i.e., identification of the relative importance of each independent variable for capturing variations in the dependent variable, was performed using the Bayesian framework. Since the framework selects the regression model that is likely to have high accuracy and small uncertainty, independent variables that contain more effective information and introduce minimal uncertainty have a greater chance to be included in the regression model. Under this mechanism, the probability for each variable to be included, which was approximated by the frequency of z j 5 1 (equation (1)) in the posterior effective samples, represents how critical this variable is in explaining variations of the dependent variable, relative to all the other independent variables. For example, in the Bayesian regressions that use seasonal Ppt, the probability of z j 5 1 provides information on which seasonal Ppt is critical in capturing variations in start date or wet duration. High probability of z j 5 1 for a variable indicates that it is crucially needed to capture variations in the dependent variable.
Predicting Wet-Period Characteristics Using Meteorological Controls
The Bayesian approach has been widely applied to make predictions as it generally improves the confidence in prediction by reducing uncertainties associated with parameter estimation [Thiemann et al., 2001; Jin et al., 2010] . After establishing the relation between meteorological conditions and wet-period characteristics using historical data, either from observations or a model, future response of wet-periods can be predicted using projections of meteorological conditions. Here we evaluated the accuracy of the Bayesian estimator for predicting wet-period variations. Error estimates from the method represent the uncertainty in prediction of wet-period characteristics. The 32 year time series was divided into two parts, a training and a testing set with 16 data points each. Using the training set, parameters of the Bayesian estimator were obtained for each wetland separately. The estimator was then applied to quantify wet-period variations in the testing set. To minimize bias in the performance of the testing set due to the choice of the training set, we rotated the training set for cross validation [Kohavi, 1995] . A full cross validation would involve C 32 16 6310 8 trials. To reduce the computational expense, we randomly generated 1000 mutually exclusive training and testing sets to quantify the errors.
Results and Discussions
Interannual Variations in Wet-Period Characteristics
Over the 32 year study period , wet-periods generally started in autumn or early winter, reached groundwater peak in late winter or early spring, and ended in spring or early summer (Figure 7 ). Of the 320 simulation years (532 years 3 10 wetlands), 75% had wet-periods spanning from 3 to 8 months and 56% had wet-periods spanning from 4 to 7 months in a year. Median of start date and wet duration was 13 November and 164 days, respectively. The simulated temporal distribution and duration ranges are mostly consistent with those observed in the forested wetlands in South Carolina and Louisiana [Megonigal et al., 1997] , which lie in the same climatological classification region as North Carolina [Kottek et al., 2006] . The results also show that large temporal variations exist in wet-periods (Figure 7 ). Start date varied by several months or even seasons. For instance in wetland 1 (Figure 7) 
Estimation of Wet-Period Characteristics Using Meteorological Controls
Annual precipitation amount is expected to be inversely related with start date and positively related with wet-period duration. This is because higher annual precipitation tends to enhance the groundwater recharge, which should result in an earlier start and longer duration of wet-periods. In contrast, annual PET is expected to be positively related with start date and inversely related with wet duration, as higher atmospheric demand for moisture should enhance water losses resulting in a delayed start date and a shorter wet duration. However, Bayesian regression results using annual precipitation showed that the annual magnitudes only explained a small part of variation in start date and wet duration, with average R 2 of 0.172 and 0.437, respectively, for the 10 wetlands (Table 1, column 1). By combining annual PET with precipitation in the regression, the average R 2 increased marginally to 0.193 and 0.478 (Table 1, Win.
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Figure 7. Box plot of start date, peak date and end date of wet-periods for the 10 wetlands in Second Creek watershed. The lower and upper edges of the boxes represent the 25th and 75th percentiles, respectively. The whiskers around the boxes extend to the most extreme data points except for outliers. a The regressions used either precipitation (Ppt) or potential evapotranspiration (PET) or both Ppt and PET (Both) as independent variables. Annual magnitudes (AN) of the independent variables or their seasonal magnitudes in four seasons (SN) with an option to use one (AT1) or two (AT2) antecedent seasons were used for regression. Four cases with no wet-period were excluded from calculations.
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0.611 and 0.478 to 0.707 for start date and wet duration, respectively (Table 1 , columns 3 and 6), when instead of the annual variables, seasonal Ppt and PET were used. The significant improvements in R 2 indirectly indicate that the meteorological conditions in each season do not exert uniform impact on interannual variations of wet-periods.
Combining seasonal PET with seasonal Ppt improved the estimation accuracies further, with the average R 2 increasing from 0.534 to 0.611 and 0.638 to 0.707 for start date and wet duration, respectively (Table 1 , columns 4 and 6). To identify the conditions under which improvement in the estimation accuracy was large, wetland characteristics simulated by the PIHM model and those estimated using the Bayesian regressions with only seasonal Ppt and both seasonal Ppt and PET were compared (Figure 8 ). The results indicate that PET mainly improved the estimation for cases with late start date (later than the 150th day) or short wetperiod duration (shorter than 4 months), which are general characteristics of dry years (years with small precipitation) (Figures 8b and 8d ). For example, wet duration for wetland 3 in 2010, a dry year with annual precipitation of 874 mm, was 44 days based on the PIHM simulated GWT. If only seasonal precipitation was used in the regression, the duration was overestimated to be 83 days. After incorporating both seasonal PET and Ppt in the regression, the estimated duration reduced to 58 days (Figure 8c ). This improvement could be attributed to the large PET of 1635 mm in 2010 (much higher than the long-term average of 1405 mm) that shortened the wet duration. In fact, more than 70% of all the cases showing late start date or short wet-period duration were characterized by a simultaneous occurrence of small Ppt (<40th percentile of annual Ppt) and large PET (>60th percentile of annual PET). These results indicate that by considering seasonal PET in addition to seasonal Ppt in the Bayesian regression, wet-periods with extremely late start dates and short durations can be captured more accurately. To sum up, seasonal precipitation was able to capture most of the variations in start date and wet duration on its own. Further improvement in estimation accuracy was registered, especially for years with late start or short wet-period duration, by incorporating seasonal PET in the regressions.
The estimation accuracy improved furthermore when in addition to the four seasons of a hydrologic year, one antecedent season, i.e., the previous summer, was also included in the regression (SN 1 AT1) . By considering the antecedent season, average R 2 increased from 0.611 to 0.671 and 0.707 to 0.752 for start date and wet duration, respectively (Table 1 , columns 6 and 9). When one more antecedent season, i.e., the previous spring, was also considered in the regression (SN 1 AT2) , the R 2 only increased marginally by 2.4%
(from 0.671 to 0.687) and 0.4% (from 0.752 to 0.755) for start date and wet duration, respectively (Table 1 , columns 9 and 12). These results indicate that although wet-periods were influenced by antecedent meteorological conditions, the influence was negligible for meteorological conditions beyond one antecedent season.
Notably, the estimation accuracies of wet duration in wetland 6 and 9 were relatively low ( Table 1 , column 9). This was partly because isolated precipitation events could raise the GWT height above the 20.3 m threshold in these two wetlands, thus masking out the effects of seasonal forcings. In wetland 6, bank overflow from a nearby stream, which inundated the wetland after large autumn and winter storms, generally raised the GWT above the threshold (see Figure S1 in Supporting Information). In wetland 9, the GWT was well near the 20.3 m threshold at the beginning of autumn ( Figure S1 ). As such, isolated precipitation events in autumn were able to lift the GWT above the threshold. Also, a few weeks without precipitation near the end of the hydrologic year could let the GWT drop down. These results indicate that the seasonal meteorological conditions may not capture wet-period variations when (1) response of GWT to isolated precipitation events is larger than or comparable to its seasonal variation or (2) GWT is close to the critical threshold throughout the year.
Relative Role of Seasons in Controlling Wet-Period Characteristics
As indicated in section 3.2, Ppt and PET do not exert a uniform influence throughout a hydrologic year. Using the SN 1 AT1 regression configuration, next we identify the controlling seasons for Ppt and PET in regard to their role in estimation of wet-period characteristics.
Identifying Seasons that Control Start Dates
Among the five seasons considered for regression, start date was found to be dominantly controlled by autumn precipitation, followed by precipitation in the previous summer. Other seasons had relatively limited influence ( Figure 9a ). As wet-periods generally started in late autumn or early winter for most wetlands (Figure 7) , the seasons that occur before the start date, i.e., the previous summer and autumn, were naturally detected as controlling seasons. For wetlands wherein wet-periods started in mid or late winter, such as wetland 3, 5, 6, 7, and 8 (Figure 7 ), start date was also influenced by winter precipitation. Notably, even though wet-periods usually started in autumn, which means that only part of autumn precipitation (before the start date) could have affected the variation in start date, autumn still had the strongest influence in most wetlands (Figure 9b ). Wetland 9 was an exception in the sense that the previous summer had the strongest influence in this case, as wet-periods usually started right at the beginning of autumn (Figure 7 ). Relative dominance of autumn precipitation with respect to the previous summer can be explained by first conceptualizing start date as a function of initial GWT (iGWT) at the beginning of each hydrologic year (or the end of the previous summer), and the GWT increasing rate (rGWT) from the beginning of autumn to the start date ( Figure 5 ). Next, influence of iGWT and rGWT on variations in start date was evaluated. For this, standard deviation of start date was calculated by (1) assuming that iGWT for each year was identical and equal to the long-term average iGWT, while rGWT varied across different years; (2) assuming rGWT for each year was identical but iGWT varied across different years. Average standard deviation of start date for the two cases were 83 and 28 days, respectively. Larger standard deviation in the first case, i.e., with constant iGWT and variable rGWT, indicates that rGWT played a bigger role in influencing start date. A smaller contribution of iGWT, which is directly correlated with summer Ppt (correlation coefficient, r 5 0.79), was a result of groundwater relaxation in summer which led to a diminished variance in GWT in late summer. Since rGWT had a much stronger influence on start date, and as rGWT was largely determined by autumn Ppt (r 5 0.74), autumn was identified as the most dominant season.
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Following a similar line of inquiry, relative roles of seasonal PET were evaluated. Although both autumn and the previous summer PET were expected to affect start date, only autumn was detected to have a significant influence (Figures 9c and 9d ). This is because rGWT, which is the primary control on start date, is affected by autumn PET. The influence of summer PET was relatively small because (1) its impact on rGWT was negligible and (2) the correlation between actual ET and PET in summer was smaller (r 5 0.61) than that between ET and PET in autumn (r 5 0.82).
Identifying Seasons that Control Wet Durations
In regard to the seasonal influence of precipitation on wet duration, autumn precipitation was the most dominant. Notably, precipitation in the previous summer, winter, and autumn also had moderate influence on variations in wet duration (Figure 10a ). Since wet-periods generally spanned from autumn to spring (Figure 7) , precipitation in the previous summer and autumn affected wet duration via the start date while precipitation in winter and spring affected wet duration via the end date. For start date, as discussed in section 3.3.1, precipitation in autumn contributed more than precipitation in the previous summer. For the end date, in wetlands with long average wet durations (155-270 days), such as wetland 1, 2, 4, 6, and 10 ( Figure  7 ), precipitation in spring contributed more than that in winter (Figure 10b ). In these wetlands, the GWT was generally near the ground surface during winter. Precipitation during winter promoted discharge from wetland into the river, which prevented the GWT from rising as much as it would happen when the GWT was deep to begin with ( Figure S1 ). Therefore, wet duration was less sensitive to winter precipitation for these wetlands. In contrast, GWT variation in spring, which was much larger (20.43 m) than in winter (10.13 m), was influenced by the spring precipitation amount. As a result, spring precipitation exerted relatively larger influence on the end date and hence the wet duration. However for wetland 9, which also showed long wet durations (Figure 7) , wet duration variations were not captured well using seasonal meteorological variables due to the strong event-scale effects. Hence, a clear seasonal influence of Ppt was not detected for this wetland. For wetlands 3, 5, 7, and 8, wherein average of wet duration was short (<130 days) (Figure 7 ), winter precipitation contributed more than spring precipitation (Figure 10b ). In these wetlands, due to the late start of wet-periods, the net vertical recharge and lateral incoming fluxes were not large enough to saturate the wetland. As a result, the winter precipitation affected the GWT change more effectively; that is, precipitation before the peak date influenced the maximum GWT and that after the peak date influenced the decreasing rate. Since wet-periods in these wetlands generally ended in early to midspring, the impacts of spring precipitation was muted. To sum up, wet duration was mostly controlled by precipitation in autumn via the start date, and precipitation in winter or spring (depending on the length of wet duration) via the end date.
PET in autumn, winter, and spring influenced wet duration more uniformly (Figures 10c and 10d) . Given that the previous summer PET contributed little to start date (as discussed in section 3.3.1), its influence on wet duration was also muted. Winter and spring PET affected wet duration via the end date. Larger PET in winter led to smaller maximum GWT and faster GWT recession, thus shortening the wet duration. The spring PET also contributed to wet duration via the rate of GWT recession. As start date showed a larger variation range than end date (Figure 7) , and as autumn was the only dominant season for start date, autumn PET had a slightly larger contribution than winter and spring.
Predicting Wet-Period Characteristics
The Bayesian estimator was able to predict start date with errors smaller than 2 weeks, 3 weeks, and 1 month at confidence levels of 32.8, 73.1, and 95.1%, respectively (Figure 11 ). Corresponding errors for wet (Table 1 , column 9). However, the Bayesian estimator is preferable for the purpose of prediction, as it is able to predict with much less error than the OLS estimator ( Figure 11 ). For example, at a 90% confidence level, the OLS estimator predicted start date with an error up to 67 days, while the corresponding error based on the Bayesian estimator was less than 28 days.
Conclusions and Implications for Future Research
This study evaluated interannual variations in wet-period characteristics of 10 inland forested wetlands in a southeastern US watershed, and quantified the extent to which these variations can be explained based on annual or seasonal meteorological conditions, specifically precipitation and potential evapotranspiration.
The main conclusions and limitations of this study, and its implications for future research are as follows:
1. Start date and duration of wet-periods in the forested wetlands of the southeastern US exhibit significant interannual variations. Among the 10 studied wetlands, the start date could be as early as September or as late as March, and the wet duration could vary by more than 6 months. As multiple ecological functions of wetlands such as greenhouse gas emissions [Moore and Knowles, 1989; Moore and Dalva, 1993; MacDonald et al., 1998; Strack et al., 2004; Jungkunst and Fiedler, 2007; Turetsky et al., 2008] and nitrogen cycling [Hefting et al., 2004] are influenced by wet-periods (see section 1 for literature review), it is expected that the ecological functions of wetlands may also vary significantly through the years. Notably, although wet-periods strongly influence wetland functions, more accurate estimation of interannual variations in the ecological functions should account for the influence of other physical controls such as wetland ecology and substrate characteristics [Ramirez et al., 2015] . 2. The annual meteorological conditions could only capture 19.3 and 47.8% of the variations in start date and wet duration, respectively, indicating that a longer or shorter wet-period in a year cannot be explained simply based on if the year is wet or dry. Limited ability of annual variables to explain interannual variations in wet-period characteristics can be attributed to nonuniform influence of seasonal meteorological conditions on wet-period variations. In the studied wetlands, meteorological conditions in autumn were identified to be the most dominant in influencing wet-period variations. This is expected to be true for other forested wetlands in the southeastern US, as hydro-climatology in the region is characterized by autumn and winter that act as recharge periods [Anderson and Emanuel, 2008] . The relative dominance of autumn indicates that between 2 years with identical annual precipitation, the one with a wetter autumn is more likely to experience an earlier start date and longer duration of wet-period, potentially causing larger methane emissions and denitrification rates. The results also indicate that for future predictions of wet-period characteristics and associated ecological functions, robust projections of meteorological conditions at least in the dominant seasons are paramount. 3. Sixty to ninety percent of the variations in wet-period characteristics could be captured by the Bayesian regression using seasonal Ppt and PET as independent variables. As the two meteorological variables are readily available within the continental US, the methods presented in this paper can easily be used for other inland wetlands. The efficacy of the framework for inland forested wetlands suggest that the method can be used for wetlands wherein temporal GWT dynamics are primarily driven by Ppt and PET in the regional watershed. However, the framework may not be as accurate for wetlands where isolated precipitation events could raise the GWT above the wet-period threshold (see details section 3.3.1). These wetlands are generally expected to have GWT height near the wet-period threshold. The applicability of this framework is also likely to be limited for wetlands where GWT dynamics may be affected by tidal fluxes (e.g., coastal wetlands) or irrigation (e.g., agricultural wetlands). Future work should include testing the robustness and applicability of the framework in diverse climatic and hydrogeological settings. 4. Estimation accuracy of wet-periods was higher when in addition to the four seasons within a hydrologic year, meteorological conditions in an antecedent season were also considered. However, an additional antecedent season made negligible improvement to the estimation accuracy. This highlights that inherent hydrologic memory of the wetlands should be appropriately accounted for while estimating and predicting interannual wet-period variations. Although hydrologic memory of groundwater systems may vary with climatological forcings and watershed properties [Nippgen et al., 2016] , the Bayesian framework presented here is flexible enough to incorporate varied lengths of hydrologic memory, which can be identified using the method discussed in section 2.3.3. 5. In the studied wetlands, errors for predicting start date and wet duration were less than 1 month at a 90% confidence level, indicating that the Bayesian regression and variable selection framework provides an effective approach to predict interannual wet-period variations. By pairing it with short-term observation experiments, the presented framework could potentially be applied to evaluate long-term variations in wetland ecological functions. For example, the framework may be first used to predict wet-period variations using Ppt and PET projections from climate models. Concurrently, a quantitative relation between wet-period and ecological functions, such as methane emissions, may be established via short-term observation experiments [e.g., Nyk€ anen et al., 1998; Altor and Mitsch, 2006]. The derived relation can then be used with the predicted wet-periods to evaluate the impacts of climate change on methane emissions from wetlands. However, as the relation between GWT and ecological functions are often sitespecific and may vary a lot among wetlands [Walter and Heimann, 2000; Turner et al., 2016] , it is important to first verify the applicability of GWT vs. ecological function relation at a site before the framework is applied for future predictions. In order to use the results for decision making, appropriate uncertainty characterization should also be performed. 6. In this study, wet-periods were defined based on a GWT threshold of 20.3 m. However, depending on the ecological function of interest and the vegetation, substrate, and meteorological properties, the critical GWT threshold in some wetlands may differ from 20.3 m. For example, methane emission rates from a Ohio riparian wetland [Altor and Mitsch, 2006] and a Michigan peatland [Shannon and White, 1994] were observed to be much higher when GWT was higher than 20.2 and 20.15 m, respectively. It is suggested that appropriate thresholds should be chosen based on the site-specific relation between GWT and the ecological function of interest. Notably, the Bayesian framework used in this study is flexible enough to incorporate different thresholds. 7. While the presented Bayesian framework should ideally be trained using long-term observed groundwater data, in the absence of observed data, a physically based model may be used to generate longterm groundwater time series in wetlands. However, accuracy of the Bayesian approach in this case is bound to be dependent on the model's ability to simulate GWT in wetlands. In this study, even though the PIHM results were extensively validated against multiple observations, uncertainty in the simulated wet-period characteristics cannot be overlooked. Further confidence in the modeled results and the analyses could be established by validating against additional observations.
In spite of the aforementioned limitations, the study highlights an undeniable influence of seasonality and hydrologic memory on wet-period variations of inland forested wetlands. The presented framework provides a simple, yet effective, approach for estimating and predicting wet-period variations in inland wetlands. The approach can also be used to estimate variations in associated ecological functions in wetlands.
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where z j represents all the entries in z except for z j ; l n 5g=ðg11ÞðX z T X z Þ 21 X z T y;
R n 5g=ðg11Þr 2 ðX z T X z Þ 21 ; m n 5ðm 0 1nÞ=2; C n 5ðm 0 r 2 0z 1SSR gz Þ=2; r 2 0z 5ðy2X z b z Þ T ðy2X z b z Þ=ðn2p z Þ;
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