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Abstract
Graphene is the latest material to join the large family generated by the high
versatility of carbon. Building on the extensive knowledge and large research of its
predecessors, graphene has proven to be of a higher potential due to the versatility
of its applications. Its most promising properties, a very good electrical conductivity,
its two-dimensional nature, combined with its in-plane strength makes it a very good
candidate for integration as a membrane in existing electronics. The latter is an
important criterion as it allows potential electronic data collection, a technique widely
necessary in current technologies.
In high-energy physics, the quality of the detection setup is critical to identification
of the particles. The gaseous electron multiplier (GEM), a particle detector derived
from the multi-wire proportional chamber for which the Nobel Prize was awarded in
1992 is one of the current technologies in use in CERN. Although the GEM currently
boosts one of the best quality signal detection, ions produced in the avalanche process
have been flowing back into conversion regions of the detector, interfering with the
low signals in that section. As a result of this interference, the amplified signals from
the particles detected, suffer from induced noise. To remedy to this, this work has
overseen the integration of graphene to the device between the amplification and the
conversion regions. Due to the thinness of graphene, electrons are expected to flow
through it, while ions, of much larger size, are expected to be blocked by the layer.
This would make graphene an ideal membrane to prevent ion backflow, while keeping
the disturbance of the electron signal to a minimum.
In this work, graphene production and integration methods were investigated, and
a suitable transfer method was developed for the incorporation of the material into
the existing GEMs. The results were the successful transfer of high quality graphene
across holes of up to 70µm, a step up from the 5µm achieved by previous existing
techniques in literature. The integrated layers were then tested within custom built
setups in order to insure compatibility and measure graphene transmission properties.
This work included a systematic characterisation and optimisation of all parameters
to be monitored for the new setups. The properties of graphene were then tested
under low electric field configurations in order to avoid potential damage. Results
showed the resilience of graphene in low fields, repeatability and the isolation of a
field dependence effect which was attributed to field focusing. Secondly, while aiming
to improve the electron yield through graphene, the layers were tested in high field
conditions. The experiments revealed the possibility of induced permanent damage in
the event of high frequency of discharges but a very good resilience of graphene under
normal operating conditions. In order to achieve larger coverage, bilayer and trilayer
graphene were also tested alongside monolayers. The latter were found to have to low
coverage to distinguish field focusing from actual transmission, trilayers were found
to be opaque to ions but also to electrons. Finally, bilayers were also found to be
opaque to ions as expected, but showed a variable positive electron transmission, a
very promising result towards the integration of graphene in GEMs.
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Chapter 1
Introduction to Graphene
1.1 Carbon Allotropes
In the current race to harness all the aspects of the emerging field of nanotechnol-
ogy, one element has been attracting worldwide attention. The fourth most abundant
element in our galaxy after hydrogen, helium and oxygen is carbon. It is the most
versatile material out of the four due to the diversity of bonds it can form. Quantum
mechanics states that the electrons in carbon should be arranged in the following or-
bitals 1s, 2s, 2px, 2py, 2pz with 2 electrons in the 1s orbital. The lower state 2s should
also have two electrons and the remaining two electrons can occupy interchangeably
any of the 2p orbitals. However the energy required in order to move a 2s electron to
a free 2p state is higher than the energy released by the formation of a bond. This
leads to the electrons in the 2s state being more stable within bonds. This effect is
called hybridisation of the s and p orbitals. According to hybridisation theory, the
orbitals can hybridise into sp, sp2 and sp3.
Figure 1.1: Diagram showing the electron distribution in the sp2 hybridisation: the
full 1s orbital and the 2p, sp2, sp2, sp2 states.
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The diagram above illustrates an example of sp2 hybridisation. Similarly, sp3 has
1s, sp3, sp3, sp3, sp3 states, and sp has 1s, 2p, 2p, sp, sp states. This leads to the
formation of single bonds (sp3), double bonds (sp2) and triple bonds (sp) between
carbon atoms, the combination of which leads to very diverse chemical structures. A
pure network of sp3 bonds between the carbon atoms can exist, such network results
in tetrahedral structures (such as in methane) called diamond. On the other hand,
an amorphous mix of sp2 and sp3 carbon is called diamond-like carbon.
Figure 1.2: Diagram of two sp2 hybridised molecules above, then at the bottom, the
combination of the two σ bonds into a double bond, and the bonding of the pi orbitals
into pi bonds, forming a C2H4 molecule.
The sp2 form of carbon, which is the one of interest in this work, is called graphite.
In this form, the 3 sp2 electrons are bonded together in a plane into “sigma (σ) bonds”
and the remaining 2p orbital bonds above and below to other planes of sp2 networks
as shown in Figure 1.2. These 2p-2p bonds are called “pi bonds” and are weaker than
the σ bonds. This makes the material more brittle along the planes.
One could break up the pi bonds of graphite to isolate each plane of sp2 networks
from the others, such an isolated 2D surface would be called graphene. This plane has
been produced for more than 400 years allegedly from simple writing with graphite
pencils. However, it wasn’t until 2004 that the material was formally investigated
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and isolated as a free standing 2D layer, with its physical properties by Konstantin
Novoselov and Andre Geim [1]. This plane can also be rolled up into a tube or a
ball, which are named carbon nanotubes and fullerenes respectively. Carbon can
therefore take a wide range of shapes (the most common crystalline forms known are
summarised in Figure 1.3). However, out of all these materials, graphene has been
the most widely researched one in the past decade since its discovery with a record
number of patents and publications.
Figure 1.3: Some examples of carbon allotropes spanning many dimensions from 0D
fullerenes to 3D diamond (Credit: Italian national research council)
The term “graphene” has now been widely used to describe any form of two-
dimensional carbon material, which unit cell is a hexagon formed of six carbon atoms
arranged at each corner of the hexagon. These forms of graphene can span from
a multilayer, multi-domain meter-sized graphene plane to flakes of nano-size single-
layer graphene dispersed in a solution. As described previously, the main feature
of graphene over sp2 forms of carbon, which have been praised worldwide for its
durability and exception capabilities, are the dangling pi-bonds perpendicular to the
plane of the material.
These pi-bonds make graphene very sensitive to any surface or molecule it comes
into contact with. As a result, graphene is readily available to functionalisation, but
also very tunable by modifying its substrate. These pi-bonds can also be seen as
delocalised electrons readily available as carriers for transport and therefore make
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graphene a material with outstanding properties.
Before discussing the properties of graphene in further detail, it is important to
introduce the fabrication, production and integration methods of graphene in appli-
cations or experiments. As the graphene family encompasses a wide umbrella of ex-
tremely thin carbon materials with a honeycomb structure, its properties are therefore
strongly influenced by its origins, and therefore are indissociable from them.
1.2 Fabrication and Production of Graphene
Here the current fabrication and production methods of graphene will be briefly re-
viewed. The literature on the subject is extensive and the most relevant publica-
tions will be discussed but the following references are recommended for further read-
ing: [2–4].
The very first method discovered to produce graphene was mechanical exfoliation
from graphite using scotch tape [1]. The tape could then be subsequently dissolved
away in a solution to obtain solutions of graphene flakes or the tape could be applied
directly onto a substrate as shown in Figure 1.4 a). This method has had the advantage
of producing the best known quality of graphene to date, with the suspended version
of exfoliated graphene reaching mobilities up to 200 000 cm2 V-1 s-1 [5]. On the other
hand, this method had the clear drawbacks that it could not be scaled industrially,
and that the layers of graphene obtained this way could only be of limited sizes and
of random shapes.
Based on this pioneering method, a few more controlled techniques have been
naturally developped to source graphene from the exfoliation of high quality graphite.
One of them for example, is liquid exfoliation [6] shown in Figure 1.4 d). Such method
involves dispersion of thin graphite into a liquid solution, which affects the bonds
between the layers. Ultrasonification then separates the layers into a graphene flakes
suspension. The most obvious advantage of this procedure is the possibility to create
very large amounts of graphene. Unfortunately the graphene flakes produced tend to
be multilayer and only yield 28 % [6] of monolayer. Additionally the layers obtained
contain high amounts of chemical residues (10 %), are small in size (hundreds of nm)
and can contain curved or distorted layers.
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Figure 1.4: Schematic diagram of fabrication methods discussed here: a) the original
exfoliation method of graphene from graphite then application onto an SiO2/Si sub-
strate, b) the deposition of graphene onto metallic substrate from gas precursors, c)
the chemical bottom-up assembly from polycyclic carbons, d) exfoliation of graphite
in a liquid environment, e) the evaporation of Si from SiC to form a layer of graphene
and f) the solubilisation of carbon into a metallic substrate then the subsequent pre-
cipitation of the carbon to the surface (adapted from reference [3]).
Graphene can also be produced from the reduction of graphite oxide [7]. Graphite
is oxidised using a mixture of H2SO4, NaNO3, KMnO4 (Hummers method). The
graphite oxide is then exposed to dialysis and ultrasonicated to separate the graphite
oxide into graphene oxide sheets. The sheets are then reduced using a solution of
water, ammonium and hydrazine (N2H4) which gives a suspension of graphene sheets
which are then filtered out. Similarly to the two previous methods, the graphene
produced is small in size and also contains a high amount of oxygen (about 10 %). A
reported way of reducing the amount of oxygen in the graphene is to apply an electric
arc between two graphite electrodes in the solution of graphite oxide, reducing the
oxygen to about 6 to 7 % [8]. These previous methods tend to produce graphene flakes,
or graphene powders, a name used depending on the size and shape of the graphene
pieces generated.
Another material from which to produce graphene, would be silicon carbide (SiC)
[9–11]: upon heating of SiC (around 1100oC − 1600oC), the silicon desorbs, leaving
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behind a graphene layer as illustrated in Figure 1.4 e). This method can also produce
large amounts of graphene with large areas that depend on the size of and quality the
SiC substrate. The graphene made is generally of good quality and the number of
layers can be controlled by changing exposure time and temperature conditions. Un-
fortunalely, high prices of SiC means large scale production is difficult. Additionally,
the graphene is not easily detachable from the SiC substrate, making it unsuitable for
further applications.
An interesting method of production is the assembly of graphene by chemical meth-
ods [12, 13]: polycyclic hydrocarbons can be dispersed onto a substrate as shown in
Figure 1.4 c); and upon a series of step-by-step controlled thermal annealing processes,
these precursors can be assembled in a bottom-up fashion due to surface chemical re-
actions. The graphene produced with this method however is termed ”nano-graphene”
due to the small size of the units produced (nanoribbons and dots).
The most widely used source of large-area graphene production nowadays lies in
the decomposition of gaseous precursors containing carbon, onto substrates with low
carbon solubility [14–20]. The most commonly used technique consists in chemical
vapour deposition (CVD) of graphene onto polycrystalline copper, shown in Figure
1.4 b). The crystallinity and orientation of the supporting materials have been shown
to yield very different qualities of graphene depending on various physical properties
of the substrate: for example lattice matching, strain, thermal expansion etc. [17,
21–24]. However polycrystalline copper is the cheapest material which can be used
to produce large areas of monolayer graphene, albeit with small crystal grain sizes
of a few micrometers on average, with reported grain sizes up to cm size if growth
condition are precisely controlled ( [15]: largest grain sizes obtained with synthesized
graphene). However where monolayer properties are preferred over high electronic
performance, this growth method proves cheap, scalable and versatile. Indeed, if the
precursors, substrates and conditions are well controlled, flakes and multilayers can
also be produced [17,25].
Finally, after mentioning the low carbon solubility substrates, a method of produc-
ing disordered graphene also exists through the solubilisation of a carbon containing
material (this can be a solid source such as a polymer [26], or a gas [27]) into a high
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solubility substrate at high temperatures [28–30]. Upon cooling, the solubility of car-
bon will decrease, and the material releases its carbon content to its surface producing
graphene as shown in Figure 1.4 f). This method called segregation or precipitation
of graphene, can be used to produce large areas layers. However, these are highly
disordered and are of a highly varying number of layers when compared to the low
solubility substrates. Molecular beam epitaxy also produces layer of similar quality
to segregated graphene due to the lack of control of the number of layers [31].
Other methods also exist but do not produce the quality, quantity or type of
graphene required for this work but can be found in the reviews cited earlier.
1.3 Integration of Techniques for Graphene
Due to the varied ways of producing graphene and as a result, the many shapes
and forms graphene can take, its integration in applications requires a large range
of methods. Unfortunately, as discussed previously, graphene cannot be produced
directly on any non-metallic substrates and is fabricated preferentially on metallic
substrates. For this reason, its integration often constitutes an additional necessary
step towards a final application.
Figure 1.5: Illustration of the rolling method used to transfer graphene, adapted from
reference [32].
Graphene flakes and powders (i.e. small sizes of graphene) can simply be sonicated
into solutions or mixed with other powders. This type of graphene is generally used
as an alloy for industrial applications to produce stronger and lighter composites, for
coatings, as a bulk material or even in metallic inks for circuit printing [33, 34]. A
more interesting way of integrating graphene flakes is anodic bonding [35]: graphite is
pressed against the destination substrate: an insulating heated piece of glass at 200oC
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and the subsequent application of voltages between 0.5 kV and 2 kV causes some flakes
of graphene to stick to the charged glass via electrostatic interaction.
For larger layers of graphene, the first method developed, briefly mentioned in the
previous section, was simply to take very thin sheets of graphene and mechanically
’applying’ the layers onto the desired substrates. In fact due to the relatively weak
Van der Waals forces holding the graphene against its supporting substrates, as well
as dangling pi bonds, the layers tend to adhere easily to surfaces.
Presently, the most widely used method [36,37] to transfer graphene exploits this
property directly. The graphene is grown on a substrate, and then coated with a flex-
ible polymer layer via spin-coating and curing. The original support is then dissolved
away by wet etching. This leaves behind graphene on the polymer. The graphene side
is then adhered onto the destination substrate and the polymer is dissolved away leav-
ing graphene. The details of this method will be explained further in Section 3.3. The
main drawback of this technique is the remaining polymer residues after dissolution,
and the damage from mechanical manipulation.
A solution to this was provided by changing the flexible polymer for a solid polymer
[38] and the subsequent “stamping” of graphene method which avoids the polymer
dissolution. A “self release” intermediate method using mechanical detachment was
also suggested [39], and various thermal annealing methods [40–42] to reduce the
polymer remaining. Alternatives to the etching of the original substrate exists and
consists in the intercalation of bubbles between the graphene and the substrate [43]
or the creating of capillary bridges between them [44]. These techniques allow higher
flexibility in the selection of the original growth substrate but still rely on the use of
a flexible polymer and are therefore still subject to residues. Finally a larger-scale
version [32] of this method was developed by“rolling” a solid polymer onto the growth
substrate, adhering the graphene with the polymer and then re-rolling them onto
the destination support as illustrated in Figure 1.5. The obvious advantage of this
techniques was the high scalability, but the mechanical application of graphene onto
the new substrate meant that repeated rolling is needed to achieve large areas.
We follow this section on integration with a discussion of the resulting properties
of the graphene produced.
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1.4 Graphene Property: Ion Impermeability
The most interesting property of this carbon layer of interest for this work is its se-
lective permeability. Graphene, despite being formed from a layer of single atoms, is
very mechanically resistant in the plane of the lattice due to its aromatic rings with
strong delocalised double bonds. These same bonds also allow, to a lesser extent, high
mechanical stability in the direction orthogonal to its lattice. The two-dimensional
(2D) yield strength was measured [45] in 2008 to be 42 N.m-1 for a defect-free layer.
Similarly the Young’s modulus was found [45] to be about 1.0 ± 0.1 TPa as opposed
to 200 GPa as for alloyed steels [46] for example. This value is comparable to that of
diamond: 1.2 TPa, one of the stiffest materials measured. These remarkable mechan-
ical properties allow resistance to large molecules up to certain pressures, despite the
atomic thickness of graphene. This property is commonly observed [47] when trans-
ferring graphene onto metals, providing observable protection against the oxidation
of the underlying substrate in air up to 400◦C.
Figure 1.6: Diagram showing the effective pore size of an aromatic ring in graphene,
the bond length between the carbons and the van der Waals (VDW) radius of the
atoms.
In addition to this resistance to large molecules, graphene also shows imperme-
ability to small ions and atoms. This property arises from its structure which consists
in aromatic rings arranged in a honeycomb lattice. The hexagonal ring has a bond
length of 0.142 nm and therefore an inner radius [48] of 0.246 nm. Although this is
relatively large, the pi bonds orthogonal to the lattice can be seen as a delocalised
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cloud of electrons which overlaps the hole in the hexagon. This reduces the opening
pore to be significantly smaller, yielding an effective diameter of 0.064 nm. This is
significantly smaller than the van der Waals (vdW) radius of most atoms, some of the
smallest ones for instance being helium with 0.28 nm and hydrogen with 0.314 nm.
The pi-bonds therefore should allow impermeability to atoms, molecules and ions
assuming they do not have enough energy to go through the electron cloud. Experi-
mentally, suspended graphene has been measured to withstand an irradiation dose up
to approximately 1016 ions/cm2 at tens of keV energies [49]. Similar experiments have
shown that graphene is completely impermeable to helium atoms up to 6 atm [50].
On the other hand, suspended graphene has been shown to exhibit high trans-
parency to electrons using transmission electron microscopes with energies ranging
from tens of keV up to 300 keV [51,52]. Although this electron permeability has been
shown at high electron energies, its interaction with incoming low energy electrons
(i.e.: below 10 eV ) has not yet been studied. The next section will now describe
the electrical properties of graphene, which will be used in this work along with its
permeability.
1.5 Electrical Properties and Electron Permeability
The most remarkable property of graphene is without doubt, its atomic thickness.
Such materials have been investigated theoretically for a long time but the existence
of such a thin, free-standing layer was thought to be impossible until the discovery of
graphene. This thinness allows confinement of charge transport along a two dimen-
sional plane and has given rise to very peculiar physical effects.
1.5.1 General Electrical Properties
The computed dispersion relation of pure infinite graphene was originally computed
by Wallace [53] in 1947 as a unit of study for graphite and predicts the 2D structure
was a zero bandgap semimetal, with a linear dispersion dispersion about the K point of
symmetry. Such linearity gives rises to classically massless charge carriers also called
Dirac fermions. Due to their effective absence of mass, their mobilities have been
shown able to reach incredibly high values up to 200 000 cm2 V-1 s-1 for suspended
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layers [5]. This mobility value was obtained at around 5 K and at a carrier density
of 2 × 1011 cm-2, the intrinsic carrier density of graphene [1], but is also expected to
be true for a large range of carrier densities and were expected to be even higher if
defect-free suspended graphene could be successfully produced [54].
However due to the lack of systematic method for the production and integration
of graphene as discussed previously, this value is usually measured to be between
2 000 cm2 V-1 s-1 and 15 000 cm2 V-1 s-1 for adhered graphene [55]. These large num-
bers illustrate the deterioration of the properties of graphene in the presence of a sub-
strate. It is also important to discuss the effects of structural defects on the properties
of graphene: regarding this subject, induced periodic defects such as the tailoring of
consistent armchair or zigzag edges can improve some properties of graphene either
by further confinement (such as nanoribbons [12]). Similarly, induced periodic pat-
terns of defects can be used to improve the mechanical properties of graphene [56] or
decrease it in the case of sp3 type of defects [57].
In this work the graphene used was grown by CVD technique and therefore exhibits
non negligible grain boundaries [17], but very little structural defects (as characterised
later in this work). These grain boundaries have been shown to weaken the transverse
mechanical resistance of suspended graphene, but only on a small scale relative to
the large strength of graphene [58, 59]. Additionally the grain were shown to slightly
deteriorate their mobility while supported on a substrate (mobilities around 103 −
104 cm2V−1s−1 were obtained for individual inter-grain transport [17]). Although
there has been a lot of work on suspended graphene, most suspended grain boundary
work focus their effort on TEM and AFM, and do their transport measurement on
supported graphene [23, 60–62]. However, from the figures, it is expected that the
exceptional properties of the layer could be deteriorated but only by an amount which
is negligible compared to the large numbers.
1.5.2 Graphite Properties and Transverse Transport
Although the electrical conductivity of the layer was a necessary criteria for choosing
graphene in the application discussed in this work, this property has been well inves-
tigated enough that no extra work was necessary to show its semimetallic behaviour.
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The main scope of this work was the investigation of graphene as a membrane for
trans-diffusion of low energy (below 10 eV) electrons across it. Hence the other crit-
ical property of graphene for this work was the transverse electron transmission of
graphene at this energy range. Most of the research on graphene transport has been
on in-plane effects due to the exceptional capabilities in that direction and tunnelling
experiments involving graphene have mainly been focused on the looking at in-plane
tunnelling [63,64].
On the other hand, transverse transport has had very little coverage and although a
very large amount of literature exists of transmission electron microscopy of graphene,
such experiments are conducted at energies in keV. Here the limited literature which
does exist on low energy transport is discussed.
Figure 1.7: Dispersion relation of graphite between points of high symmetry (adapted
from reference: [65]) and the corresponding lattice in K-space. The blue lines indicate
the bandgap at the Γ point.
Most experimental data using low energy electrons were obtained in vacuum using
a modified low energy electron diffraction (LEED) method but show conflicting results,
indicating either transmission or the opposite effect: reflection and in some studies,
a mix of both effects. Not only the effects observed were different, but the works
indicating both effects did not match over varying energy ranges [66–69]. The common
point found in most works was that each seemed to agree that electron transmission
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below 1 eV does not occur or is very weak, above that, electrons then experience a
transmission local maximum which could be located anywhere up to 20 eV. Above that
value, the transmission drops again then starts rising steadily after much larger values.
Unfortunately the precise value of such local maximum was found experimentally and
theoretically to range everywhere between 1 and 20 eV, with varying widths. For
instance a work which has focused on developing an electron transparent graphene
window has also predicted a maximum graphene transparency around 1-2 eV while
the transparency decreases until 100 eV and goes up at high values beyond this [70].
A work which has had a different approach [71], has interpreted transverse electron
transmission as electron transport and considered the dispersion relation of graphite
rather than that of graphene. This is one of the two mechanisms of transmission
possible for transverse electron, the other being transverse tunnelling. The idea of
electron transport perpendicular to the layer would only be a rough approximation
valid for multilayer graphene, i.e. bilayer or trilayer graphene in this work. The
mapped out band structure of graphite is shown in Figure 1.7 along high symmetry
points, which are labelled in a diagram of the reciprocal lattice of graphite. The
reciprocal lattice of multilayer graphene is very similar to that of graphite, only with
some local variations of the order of a few eV depending on stacking orientation of
layers [72]. However for simplicity, the band structure of graphite will be considered
here (while keeping in mind there may be variations to be expected).
The points of interest in this discussion are the ones lying along kz: Γ and A and
the mapping between them as shown in the figure. At A, a large bandgap of almost
10 eV appears, while the gap becomes smaller at Γ where it is about 6-7 eV. This is
very promising and indicates that if transport is concerned, electrons could transmit
through graphene above 7 eV, assuming they are incident perfectly normal to it. This
latter consideration is very promising because in the application discussed in this
work, the electrons are incident with momentum from random directions, meaning
the whole band structure could be explored and not only the region between Γ and
A.
The other possible effect which could be responsible for electron transmission
across graphene is tunnelling. Assuming the graphene as a finite potential barrier
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Figure 1.8: Simulation of the transmission probability of an electron through graphene
if modelled as a potential barrier with dimensions L = 0.35 nm and U = 10 eV, calcu-
lated using [73]. The dashed line indicates tunnelling barrier energy.
of height U and of length L, basic quantum mechanics dictates that the probabillity
that a particle of kinetic energy E and mass m, incident on the barrier will transmit
through the barrier is given by:
T = e−2kL, k =
√
2m(U − E)
h¯
(1.1)
This implies that for a fixed barrier height and length, the higher the energy of
the electron, the higher its probability of transmission through it. The electrons used
were of energy between 0.1 eV and 10 eV depending on the setup, the energy of the
bandgap was about 10 eV or lower as discussed above, and the effective thickness of
monolayer graphene is t = 0.35 nm. Given this data, a graph of the transmission
probability was plotted as a function of energy [73]. The probability of transmission
below the barrier height is low but still sizeable and roughly 10 % of electrons of 10 eV
may be expected to tunnel through for instance. This gives us an idea of what we can
expect in terms of results.
After this introduction to graphene, its fabrication, processing and its most rele-
vant properties, particle detectors will now be introduced.
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Chapter 2
Introduction to GEM detectors
2.1 A Brief Introduction to Particle Detectors
The large hadron collider (LHC) at the Centre Europeen pour la Recherche Nucle-
aire (CERN) hosts seven different experiments in which various types of detectors
are used to identify and analyse particles generated from collisions. These detec-
tors are wrapped in a cylindrical shape around collision points as shown in a quarter
cross-section diagram in Figure 2.1. Detectors can be divided into three categories
depending on their position in the experiment and on their function: the innermost
ones are tracking devices destined to detect the presence and path of charged parti-
cles. These are then surrounded by calorimeters, which will absorb and determine the
energy of the particles through the radiation emitted by the absorption process. The
outermost layer consists of spectrometers and is generally used to identify particles
(muons for example) which have not been identified by the previous devices.
The detectors used in most of these layers share the sample principles: they are
all based on the fact that a particle or radiation traversing a medium will transmit
some energy to it. The medium is therefore chosen depending on the particle to be
detected. For example if a photon with high enough energy passes through a chamber
filled with a gas, the gas molecules can be ionised by the energy loss of the photon. The
electrons resulting from the interaction then need to be collected in order to analyse
them. To do so, they are subjected to a high voltage, which accelerates them towards
an anode. They are collected there in the form of an electric current, which can
16
Figure 2.1: Illustration of detection principles inside CERN experiments showing the
various layers required to detect different type of particles (credit: ATLAS experiment
at CERN).
subsequently be analysed. Additionally, because of the rarity of the energy transfer
events, as well as the small energy transferred, all detectors are also equipped with
electron amplification steps.
The first crude ’particle detector’ was developed by Rutherford and Geiger in
1908 [74], during a period of pioneering discoveries on light and the atom. Indeed
X-rays had only been discovered in 1895 by Ro¨ntgen, and Rutherford would develop
his model of the atom a few years later in 1911.
That detector was then be refined in 1928 by Geiger and Mu¨ller, into the now
famously used ’Geiger counter’ for the measurement of ionising particles. It originally
consisted of a tube filled with an inert gas with a wire passing through the middle. A
voltage of about 100 V was applied between the wire and the external tube. Due to
the concentric geometry of the the tube, the electric field will have a higher field line
density towards the wire than on the outside of the tube as shown in Figure 2.2 a).
The increase in the density of field lines will not only cause a charged particle of the
right polarity to be accelerated towards the centre of the tube (i.e. its kinetic energy
to increase), but it will also cause the density of electrons to be larger closer to the
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anode. The first effect combined with the second one, lead to an very high collision
cross-section overall, which leads to an electron avalanche as illustrated in b), and
therefore amplification of the initial electron signal.
Figure 2.2: a) Diagram of the working principle of the Geiger-Mu¨ller counter, showing
a cross-section of the counter on the left, and a graph of the electric field as a function of
distance r from the centre of the tube. b) Illustration the avalanche process following a
primary electron ionisation. c) Cross-sectional diagram of the multi-wire proportional
chamber.
Since then, various types of detectors have been developed to measure different
properties of radiation but mostly relied on photographic methods. George Charpak
received the Nobel prize in 1992 for the development multi-wire proportional chamber
(MWPC) in 1968 [75], the first chamber incorporating electronic processing, thus
allowing for mass data collecting and subsequent automation of data analysis. This
chamber consists of a series of wires running through a chamber filled with a gas as
shown in Figure 2.2 c). The surrounding walls are grounded. When incoming radiation
ionises the gas in the chamber, the resulting charges get collected by the wires as an
electrical signal. The critical difference between these wires and the Geiger counter
discussed previously, was that the diameter of the wires was reduced from a centimetre
to a few millimetres, with the incorporation of electronic amplifiers on each of them,
allowing for operation at lower voltages in the proportional regime. This regime and
its significance will now be discussed.
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2.2 Proportional Counters
Detectors can be classified by their operating regime. Figure 2.3, shows the trend of
a typical experimental graph of the dependence of current collected from the detector
as a function of applied voltage across it. The graph assumes a given fixed source of
radiation with a constant rate.
When the voltage is increased slightly from zero, the electric field resulting from
the applied voltage in the chamber is not enough to prevent the ionised molecules
from recombining with their electrons before reaching the electrodes. As the voltage
is increased, the recombination processes are gradually overcome, and the amount of
current collected increases steadily. The current measured will then rise until no more
recombination occurs and all electron-ion pairs in the chamber are detected. As the
rate of the radiation source is fixed, then the current will finally reach a saturation
maximum no matter how much the voltage is increased. This current is directly
equivalent to the amount of electrons generated by the radiation source losing energy
to the detector. Detectors which operate in this regime are called ionisation chambers.
Figure 2.3: Graph illustrating the different operating regimes of particle detectors
on a plot of gas amplification on a logarithmic scale, as a function of voltage applied
across the detector (linear scale). The red dash line represents the number of ion pairs
collected for incoming particles of relative lower energy, while the blue line is for more
energetic particles (adapted from reference [76]).
19
After the voltage is increased further, the electric field lines start becoming denser,
and the electrons will gain enough energy in the field to start ionising other gas
molecules. The signal collected starts being amplified from the original number of ion-
electron pairs generated. As each electron gains on average the same energy between
further ionising collisions, the amount of electrons generated by the amplification is
then roughly proportional to the initial charge. In this regime, the amount of further
amplification is linearly dependent on the applied voltage. This regime is called the
region of ’true proportionality’, the counters which operate in this voltage window are
called proportional counters.
As more and more electron-ion pairs are produced, the speed of the respective
particles needs to be taken into account. The particles generated from the processes
have a speed which depends on their thermal energy, the kinetic energy gained in
the electric field, as well as their collision cross-section. As ions are much larger and
heaver than electrons, their collision cross section will consequently be larger, and
their overall drift velocity vDi towards the cathode will be much lower than the speed
at which electrons are collected vDe.
As the number of ions is increased further, and their electrons are being collected
away, their presence will start inducing local space charges which will distort the local
electric field. This effect will cause the linear dependence of amplification to diminish
at higher voltages, leading to the region of ‘limited-proportionality’.
When enough ions are produced, the space charges present in the detector distort
the electric field to the point that no more amplification occurs even when increasing
the voltage. Then the current reaches another saturation state, this region is called the
Geiger-Mu¨ller region, in which the eponymous detectors operate. An event passing
by a detector operating in this regime will give rise to a current. However the current
collected at the electrodes will be completely independent from the initial amount of
electron-ion pairs originally created and all proportionality relation is lost in these
type of counters.
Finally when the voltage is high enough, the gas medium contains so many ions
that the medium becomes conductive, this leads to a breakdown and continuous cur-
rent can flow directly from the cathode to the anode can occur. This region is called
20
the arc discharge regime, in which plasmas start occurring, and particle detection is
therefore not relevant anymore.
As illustrated in Figure 2.3, a less energetic radiation will (as expected) give rise to
a similar I-V dependence than a higher energy one but to a lower saturation current.
However when the ion-induced space charge effects start being non-negligible the
curves start converging together until their energy becomes indistinguishable in the
Geiger-Mu¨ller regime.
The detectors used in this work are proportional counters. However it is impor-
tant to understand the influence of the applied voltage on the current collected as
the detectors need to be calibrated to operate in the correct regime, so that effects
observed at the limits of their operating regime can be interpreted accordingly. The
physics behind the effects observed will now be discussed, in the particular case of the
proportional regime.
2.3 Photon Detection
2.3.1 Ionisation
Particle detectors can have slightly different designs, and can be made of different
materials in order to specialise in the detection of certain types of particles, depending
on their nature, energy and other physical properties. The particles of interest in this
work are photons, in particular X-rays and therefore the mechanism for the detection
of other particles will not be discussed in detail in this thesis.
When a beam of photons of intensity I0 passes through a material, their intensity
I will decreased with respect to I0, after distance x according to the Beer-Lambert
law:
I (λ) = I0 (λ) e
−µ(λ)x (2.1)
where λ is the wavelength of the photon beam and µ(λ) is called the linear at-
tenuation coefficient, a value which varies depending on the material, its density and
the wavelength of the incoming beam λ. Assuming that all the energy lost in the
attenuation process is converted into electron-ion pairs, then the average number of
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electron-pairs generated by these photons passing through the material is proportional
to e−x. In a more general form, a primary ionisation event can be approximated as
a random binary event (resulting in two outcomes only: either success or failure), re-
sulting from uncorrelated and independent interactions with the molecules in the gas.
In this case, the distribution of event successes (or ‘counts’ for this application) would
follow the Poisson’s distribution. This can be expressed as follow: the probability P
of having k counts (successes), after a distance x would follow:
P (k) =
(
(x/λi)
k
k!
)
e−x/λi (2.2)
where λi =
1
µ is the mean free path of the photon before producing an electron-ion
pair. This value depends on the gas used, the incoming radiation and the interaction
between the two, which we will now discuss.
2.3.2 Light Interactions
When a photon (considered as uncharged radiation) is incident upon a gas, quite a
few interactions can result. In this section, we will discuss each type of interaction
and subsequently show that the only non-negligible interaction in the detector system
used in this work is the photo-electric effect. Two main types of interactions can occur
from light being incident on an atom: scattering and absorption.
• Rayleigh scattering
This type of scattering occurs when the photons are being scattered by parti-
cles much smaller than their wavelength. This typically occurs for visible light
(hundreds of nm) travelling through a medium (lattice spacings of the order of
A˚) and causes no shift in the wavelength. As in our case λ= 0.152 nm, this type
of interaction can therefore be neglected.
• Photo-electric effect
In this interaction, the photon of energy hν is absorbed in its entirety by a
molecule in the absorber. This leads to the subsequent ejection of a photoelec-
22
tron with kinetic energy:
Ee− = hν − Eb (2.3)
where Eb is the energy required to remove an electron from its orbital (or its
binding energy). This leaves behind a hole in the shell which can be filled with
an electron from a higher energy shell loosing energy to fill up the vacancy.
The lost energy is strictly dependent on the energy levels in the given absorbing
material. This energy can be transferred to another electron in the shell, which
will be ejected from the molecule (Auger electron), but the rest of the time it
will be emitted in the form of a photon in the X-ray range, called characteristic
X-rays.
• Compton scattering
This type of scattering, also more generally called inelastic scattering, is when
the incoming photon is simply deviated from its initial path by an angle θ,
transferring the difference in energy to an electron of the molecule. This type of
energy transfer is a momentum to momentum transfer rather than a momentum
to energy transition transfer. This occurs when the energy of the photon is
large enough to be comparable to the rest mass energy of an electron m0c
2 =
0.51 MeV. As this momentum transfer is not quantized, the photon can be
deviated by any angle, the energy gained by the electron varies on a range
from 0 up to almost the entire energy of the initial photon. The energy lost to
Compton scattering can be expressed in terms of a wavelength shift.
λ− λ0 = h
m0c
(1− cosθ) (2.4)
The largest energy loss would be at a 90o angle which amounts to ∆λ =
h/(m0c) = 2.43 pm, which in the case of the X-ray source used in this work:
8.04 keV or 0.154 nm, would correspond to an energy difference of 0.17 keV,
which is about 2 % of the original X-ray energy.
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The proportion in which each of these interactions occurs is of interest in order to
estimate the energies and outcomes expected in a given system. In this work charac-
teristic Kα copper X-ray are used as a photon source. These X-rays have an energy of
8 keV, and the gas mixture used only consists of argon and carbon dioxide (CO2) in
varying proportions. Figure 2.4 illustrates the proportions of the two first interaction
mechanisms, and the black line delimitates the points at which the two interactions are
equally probable. Moving to the right of the line increases the probability of Compton
scattering, while moving the other way increases the probability of photoelectric effect
occurring. Placing the atomic number of argon and CO2 on the diagram vs the X-ray
source used in the experiment show that the apparatus used in this work lies in the
predominantly photoelectric effect region.
Figure 2.4: Diagram showing the relative importance of various types of light inter-
actions as a function of incident energy (hν) and the atomic number of the ’absorber’
material Z. The region in which the detectors used in the work operate are shown by
the crosses illustrating both Argon and CO2 gases under X-ray radiation of energy
8keV. This diagram is adapted from reference [77].
An analytic expression of the exact probability of absorption of an photon by
photoelectric effect as a function of photon energy does not exist [76], but a quantita-
tive approximation can be derived from the following rough expression, derived from
stopping power and light absorption properties of different materials:
P ' constant× Z
n
(hν)N
(2.5)
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where n is larger with increasing photon energy, and N is lower with increasing
photon energy. For our particular case of X-rays at 8 keV [77,78], this scales as Z3/E3.
2.3.3 Amplification
Considering one electron-ion pair produced during an ionisation process, if accelerated
under a high enough electric field (in hundreds of kV generally), the primary electron
will collide with more gas molecules and generate further ionisation. It is this process
of successive collisions, called Townsend avalanche which generates the amplification
of the signals inside GEMs. Let λa be the mean free path for an electron before
producing ionisation, then the number n of electrons generated after a distance x
away from the initial ionisations, is given by:
n = n0e
x
λ = n0e
αx (2.6)
Where n0 is the number of primary electrons produced by initial ionisation, and
α = λ−1 is called the Townsend coefficient, which depends on the nature of the
medium, its homogeneities (from local variations in pressure, temperature, impurities)
and physical defects in the making of the chamber (for example irregularities in the
GEM hole sizes/positions etc.).
2.4 Gaseous Electron Multiplier
The gaseous electron detector is a proportional counter developed by F. Sauli in
1997 at CERN [79]. Its operating principle is derived from the multiwire proportional
chamber, but instead of wires, the central part consists of a gaseous electron multiplier
(GEM).
A single gaseous electron detector (GEM), as shown in Figure 2.5 a) can be broken
down to into a 50µm− 70µm thick sheet of insulating layer (kapton) coated on both
sides with 5µm thin layers of copper. The layer is then patterned with periodic holes
of tens of microns size as shown on the scanning electron microscope (SEM) image in
b). A high voltage of the order or hundreds of volts is applied across the GEM between
the top and the bottom copper coatings, resulting in an electric field being generated
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in the holes of the GEM. Such resulting electric field is illustrated in diagram a).
The GEM is placed in the middle of a chamber filled with an inert gas, and a
voltage is applied across the top and the bottom of the chamber (respectively the
cathode and the anode). The overall electric fields resulting from all these applied
voltages are illustrated by the red field lines in a). The electric field in the region
above the GEM is called the drift field (or conversion region), as it draws the electrons
generated from a passing radiation into the holes of the GEM, and the one below it
is the induction field.
Due to the very strong electric field inside the holes, the electrons will collide inside
the GEM, and an electron avalanche will result within the gap. For this reason, the
zone inside the GEM is called the amplification zone, and the electric field inside is
termed the amplification field.
The amplification of a single GEM is can reach up to 104 under optimal conditions,
with an applied voltage of around 500 V. One could argue that the voltage across
the GEM could be increased to obtain similar gain to the MWPC of 105 or more
[81]. However, an applied voltage of 100 V, across a gap of 50µm, results in an
electric field of 20 000 V.cm−1. At atmospheric conditions of pressure and temperature,
such magnitude of electric field results in electric arcs and discharges, which not only
disturbs the signal to be measured but also causes damage to the apparatus due to the
high currents generated. At this point, one of the advantage of a GEM compared to the
MWPC, becomes more apparent: as the anode is separated from the amplification
stage, such stages can therefore be stacked up (also called “in cascade”) to reach
higher gains. Bachmann et al. [82] showed that such GEMs cascaded with a shared
load did not affect the gains. Two, three and four GEMs in cascade have been studied
and compared systematically in literature [82–84], and the triple GEM was found to
exhibit reduced ion backflow effects (which will be discussed later) and therefore had
the highest quality of detection and will be the one studied in this work.
Figure 2.5 c) shows a schematic diagram of the triple GEM. The zone between one
GEM and the next one is called a transfer zone. This setup also boosts the advantage
of a higher radiation stopping power than a single GEM. As a consequence, GEMs can
be used in calorimeters either for the detection of hadrons or muons, in alternation
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Figure 2.5: a) Cut-out side view of a single GEM. When a voltage V is applied across
the GEM, and an overall voltage is applied in the region above and below the GEM,
the electric field lines in red form as a result (adapted from [80]), b) SEM image taken
at UCL at 10 kV accelerating voltage of a GEM viewed from the top (at a slight
angle), showing the patterned periodic holes, c) schematic diagram of the whole triple
GEM detector setup, showing the three stages of amplification.
with layers of heavy stopping material such as uranium or steel.
2.5 Factors Affecting the Resolution of Detectors
In practice, the detection resolution of detectors are limited by quite a few factors:
2.5.1 Detector Efficiency
When radiation enters the active area of the detector, it will in principle interact with
the gas in the detector enough to give rise to a number of ion pairs which can then
subsequently be detected via amplification. In an ideal scenario where all radiations
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passing through the detector give rise to a signal, the detector is said to be 100%
efficient. Thus it is possible to define a quantity called detector efficiency , given by
the number of pulses recorded, divided by the number of radiation quanta passing
through the detector.
2.5.2 Dark Counts
These are the counts registered by the detector in the absence of the radiation counted,
considered as noise, they can arise from cosmic rays and other background radiation,
electronic noise, etc.
2.5.3 Dead Time
This is the minimum amount of time needed between two events, to result into two
distinct pulses. Due to the probabilistic nature of radiation interaction, there is also a
probability of two events occurring within a very small amount of time, which could be
lost in the counting. If the dead time in a system is fixed, and any counts occurring
in such time are simply lost, the detector is called non-paralysable. On the other
hand, if an event that occurs during a dead time causes an further increase in the
dead time, the system is called paralysable. A typical example is when the dead time
corresponds to the time that a pulse needs to decay, then a second pulse appearing
within the decay time of the first pulse, will also need to decay, this will then increase
the overall dead time. This dead time can also be related to the speed of electronics
and depends on the detector system used. The dead time in paralysable setups (such
as the one used in this work) manifests itself in the form of pile-ups, which is when
multiple pulses overlap each other. The system will count this as one pulse of higher
amplitude. Theses high amplitude pulses will appear as a peak towards the highest
energy point of the spectrum, and the intensity of the peak will depend on the rate.
2.5.4 Ion Backflow
In the pursuit for further improvements of the detectors, the signal to noise ratio in
the readouts is constantly refined. One of the main problems [85,86] interfering with
the signal is ion backflow ion backflow (IBF). In an avalanche, the ions generated
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from the collisions slowly drift back to the top due to the field. In theory all ions
produced in amplification regions should be collected onto the bottom of the GEM
above. However due to the presence of holes, and due to inverse field focusing, some
of them feed back into the region above. As a result, not only they distort the field
inside the holes, causing loss of electrons, but they also affect the signal collected in
the region above. The overall IBF in a detector is defined as the ions issued from
below the mesh/first GEM, also called secondary ionisation region, feeding back into
the region above towards the anode. In order to differentiate the current from the two
ionisation areas, the IBF calculated from this experiment is based on the following
formula:
IBF =
IC − IP
IM + (IC − IP ) (2.7)
where IC is to the total current on the cathode, IP is the current collected on the
cathode due to primary ionisation only and IM is the overall current from the mesh.
The term IC − IP therefore corresponds to the current from the ions flowing back
through the mesh due to secondary ionisation. The IBF is therefore defined as the ion
current due to the ions feeding back through the mesh divided by the overall current
from the secondary ionisation. As a result, this is expressed as a ratio dependent on
the total current out of the cathode-mesh system. A property of note is that IBF is
independent of pressure and of the gas mixture.
2.5.5 Discharges
Even when operated in the proportional regime, discharges can still occur due to
impurities in the gas [87]. These discharges can be reduced by optimising the electric
field strengths, the gas mixture, and other parameters in the chamber. Further details
will be given in the experimental results.
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Chapter 3
Methods
In this section, the existing techniques used in this work will be discussed briefly.
Firstly, fabrication techniques will be presented and then characterisation techniques
and methods.
3.1 Physical Vapour Deposition
Thin film deposition methods can be separated into CVD and physical vapour deposi-
tion (PVD). The CVD method relies on chemical processes and precursor materials to
form the film on the substrate whereas PVD makes use of physical processes and the
film forms directly from the individual atoms of the source landing on the substrate.
Physical vapour deposition does not involve any chemical reactions on the surface
of the sample and grows films directly from the source material, which is put under
vapour form. This fabrication technique was used in this work to deposit various types
of metals (Au, Ag, Ni, Cu, Cr etc.) for contacts and thin film layers.
3.1.1 Resistive Evaporation
In this technique, the material to be deposited is brought to higher vapour pressure
by contact with a refractory metal heated via Joule heating. This heat-resistant metal
can be either under the form of a helical filament or a boat through which is passed
a current of high intensity (typically 20 A to 100 A). Typical materials for this are
molybdenum or tungsten, and the choice of the refractory support needs to take into
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account the current needed for the source as well as the potential chemical reactions
with it. In the case of a filament, the material to be evaporated melts and flows
onto the helical wire (also called wetting), and evaporates in all directions into the
chamber, depositing along the walls and onto the substrates. In the other case, the
molten source becomes a liquid within the boat and evaporates upwards. For this
reason, resistive thermal evaporation chambers generally places the source materials
at the bottom of the chamber and the substrates for the films upside down inside
above them. Lowering or increasing the current passing through the refractory metal
can achieve quite accurate control of the deposition rate. This rate is monitored via
a quartz crystal microbalance (QCM) placed upside down near the samples. This
piezoelectric crystal is subjected to an alternating current, which makes it oscillate at
a given frequency. Metal depositing onto its surface will induce a change in frequency
that is used to compute the deposition rate.
3.1.2 Electron Beam Evaporation
This evaporation method is very similar to resistive evaporation. In this technique,
the film is evaporated by focusing a high-energy electron beam onto a large plate of the
source element. The advantage compared to resistive evaporation is that higher melt-
ing point materials can also be evaporated, as there is no restriction of an intermediate
element being heated.
3.2 Photolithography
Device fabrication on the nano-scale requires the patterning of materials, contacts
and labels in order to obtain a suitable device. The technique used for the transfer of
patterns onto materials is called lithography. The most common forms of lithography
are photolithography, electron beam lithography (EBL) and X-ray lithography. In
this project only photolithography was used so far and will be described below. This
technique is commonly used in the integrated circuit industry to transfer patterns
from a stencil onto thin films. The principle of photolithography is based on the
change of structure of some polymers, also called “resist”, upon exposure to ultraviolet
(UV) light. After selectively exposing the polymer through a patterned stencil called
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“mask”, the resist will exhibit differential solubility depending on whether it has or has
not been exposed. It can then be selectively removed by dissolving soluble parts into a
“developer” solution. There are two types of photoresists: most positive photoresists
are linked chains of polymers which de-crosslink after exposure to UV light, allowing
the exposed areas to be dissolved away. Conversely, a negative photoresist polymerises
and links upon irradiation, which leaves the exposed areas on the substrate after
dissolution (as shown in Figure 3.1 a). Different photoresists have different sensitivities
depending on their nature and the way they are processed. There are two ways of
transferring a pattern onto a given thin film: etching or lift-off. The first method
can be anisotropic if a dry etching method (such as plasma) is used, and can also
be isotropic if a wet etching method is used (such a solution). The advantages of an
etching lithographic process are the high resolution of the pattern obtained and the
possibility to remove thick layers of material.
Figure 3.1: a) Typical etching lithography process, b) Effect of exposure energy on
different resists and c) Effect of positive and negative resists.
On the other hand the lift-off process has the advantage of not exposing the layer
below to the etching solution. This method however, cannot be used for thick films, or
for materials deposited at high energies (such as sputtering or furnaces). It is better
used for evaporated metals but can give rise to edge depositions if the deposition is
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isotropic. A common process recipe for an etching photolithography used in this work
is presented as follow:
1. Deposition: the layer to be patterned is laid on the substrate (see in section
3.1 for a deposition method).
2. Adhesion promotion steps: these steps consist in cleaning the sample from
organic or inorganic contamination, then a dehydration bake to remove any re-
maining water to promote adhesion to the substrate (rather than to adsorbates).
On silicon layers, water often reacts with the surface to form a SiOH layer which
can be removed by coating the substrate with a layer of hexadimethylsilazane
(HDMS) which reacts with the –OH termination to form Si-O-Si(CH3)3, a hy-
drophobic termination. This layer cannot be removed easily as it is reacted with
the silicon substrate.
3. Spin coating: the resist is often kept in a solvent under liquid form. It can
then spin coated on the substrate at high speed (typically a multiple of 103 of
revolutions per minutes or rpm). This step can control the thickness of the resist
and its homogeneity. For small samples with corners, the resist can form beads
in the corners due to surface tension. These beads therefore create an uneven
surface, which will affect in step 5 the homogeneous contact between the resist
and the mask. These can be removed by performing steps 5 and 6 with a mask,
which will take away the excess resist at the corners of the sample.
4. Soft baking: also called pre-bake step, this process consists in heating the resist
until most of the solvent is evaporated (approximately 95 %), leaving only the
resist. This step is necessary, as the solvent will evaporate with time if left at
room temperature, reducing the thickness and the viscosity of the resist. This
ensures the resist stays stable and adheres better to the substrate.
5. UV exposure: the samples are then aligned to a patterned mask below a UV
source. Masks generally consist in fused silica (an amorphous form of glass)
coated with chromium (Cr). The glass being transparent to UV, and Cr ab-
sorbing these radiations. The exposed areas of the resist will then undergo a
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chemical reaction modifying their solubility. Figure 3.1 a) shows the relation
between the exposure energy and the amount of resist which is cross-linked af-
ter the exposure. In this step an edge bead removal mask can be added to
remove spin-coating artefacts forming from surface tension on small substrate
with sharp edges.
6. Development: the exposed substrate is immersed in a solvent to remove the
soluble parts of the resist. Common developers used are based on low concentra-
tions of tetramethylammoniumhydroxide (TMAH) in aqueous solution; others
can also be based on sodium hydroxide (NaOH) or potassium hydroxide (KOH)
in aqueous solution.
7. Etch step: this step removes the layer of material that isn’t covered by the
resist. Removal can be done by a dry or wet method. The etching method used
in section 3.3 for instance is a wet etching method. Dry etching refers to all
plasma etching methods such as reactive ion etching (RIE). This step can be
preceded by a post-bake (or hard-bake) process, which hardens the resist and
increases its stability to etch processes. Alternatively, a “hard mask” can be
patterned onto the sample (such as metals) using the steps above. This hard
mask can replace the resist as a mask during the etch process and can be removed
selectively afterwards.
8. Resist strip: the resist on top of the material then needs to be removed. Ace-
tone is often used for this step for normal resists but cross-links lift-off resists.
n-methyl-2-pyrrolidone (NMP)), also commercially called 1165, is used as a uni-
versal resist remover and can be heated up to 70◦C to improve removal.
In a lift-off process, the same steps are followed except the material to be patterned
is deposited after the resist development. Remaining resist can be plasma cleaned
to improve adhesion of the material to be deposited. The sacrificial resist used for
this process, often called lift-off resist (LOR), is based on polydimethylglutarimide
(PMGI), a deep UV positive resist. It can be exposed itself or can be coated with a
subsequent layer of another resist, which is photosensitive in a different infrared (IR)
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region. The sacrificial resist and subsequent layers can then be removed using 1165
(acetone is incompatible with it however).
3.3 Transfer of CVD Grown Graphene
3.3.1 Standard Transfer Process
Graphene has so far only been grown on selected substrates. A transfer method
therefore allows a wider variety of interfaces to be used as well as a larger array of
devices to be tested. The importance of this transfer method can be highlighted by
its role as one of the first pioneers of the principles behind the new field of flexible
electronics.
This section will only describe in detail the method used in the scope of this work.
The technique has many variations, which are based on similar principles. The main
idea behind all known graphene transfer processes lies in the ease of adherence of the
material. Being monolayer with dangling pi-bonds on each side of the layer makes
graphene adhere easily to any substrate in contact with it.
The method used in this thesis is based on providing a soft support for graphene,
which can be removed upon adhesion with the target substrate. For this, a resist
is spin-coated on to the graphene. The most common resist used for this purpose
is poly(methyl methacrylate) (PMMA). This section is based on graphene transfer
reviews from 2013 [39]. After coating the graphene with PMMA, the substrate used for
CVD growth is then etched away in an aqueous solution. Usual copper etchants such
as nitric acid (HNO3), hydrochloric acid (HCl) and ammonium hydroxide (NH4OH)
need to be avoided as they can chemically modify the graphene or remove it. A
commonly used etchant for this purpose in the literature is FeCl3, but it has been
shown recently to cross-link PMMA, which prevents its removal and leaves unclean
graphene. The etchant used for this transfer process is iron(III) nitrate (Fe(NO3)3),
a salt used for gently etching silver for jewellery.
The coated graphene is left floating on the surface of an aqueous solution of
Fe(NO3)3, with the coat facing upwards until the copper is fully etched away (typically
a few hours depending on the concentration of the etching solution). The remaining
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coated graphene is then transferred to a deionised (DI) water solution to wash off the
etchant and then transferred onto the desired substrate. The PMMA is then removed
by immersing the sample in acetone and then rinsed with DI water.
Figure 3.2: Typical transfer methods for graphene. Left: PMMA/Polymer spinning
onto substrate followed by etching of metal, then adhesion to a substrate in a wet
transfer, and finally chemical dissolution of the support polymer. Middle: Stamp
transfer where graphene is coated with a stamp (e.g. polydimethylsiloxane (PDMS))
and applied mechanically onto a substrate. Right: Self-release method using an inter-
mediate layer. Adapted from reference: [38].
Another common transfer method involves PDMS, a stamp often used in soft
lithography for the direct transfer of patterns. This layer can be coated on top of the
graphene and then used to stamp specific patterns. This is a mechanical method where
the layer is pressed onto the substrate. The main obvious advantage of the method
is the elimination of the chemical removal step used in order to dissolve the support
film, while its main drawback is a low yield of graphene on the target substrate.
3.3.2 Critical Point Drying
This method is commonly used for the drying of cells for the purpose of scanning
electron microscope (SEM) imaging. The principal cause for this is the high surface
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tension of the water at its interface with air. Water is immiscible with nitrogen and this
leads to a high force at the surface (such as that of micelles formed by hydrophobic
liquids in water, or a water-oil mixture). In atmospheric conditions and at room
temperature, water has a relatively high surface tension compared to other solvents,
which can be used as substitute for water.
Substance Surface tension Temperature coefficient
(nN.m-1) (nN.m-1K-1)
Water, H2O 72.80 0.151
Acetone, (CH3)2CO 25.20 0.112
Isopropyl alcohol, C3H7OH 23.00 0.079
Ethanol, C2H5OH 25.20 0.083
Table 3.1: Surface tension of some common solvents in atmospheric conditions and at
room temperature, and the change in surface tension per increase in temperature.
Figure 3.3: Phase diagram of CO2 showing the critical point Pc and the triple point
Pt (the letters S, L, G and SC stand for solid, liquid, gas and supercritical fluid.
Substituting the water in the samples by a solvent with a lower surface tension
can therefore reduce some of the damage on the membrane. However the surface
tension of the liquid can be completely removed by increasing the temperature and
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pressure to the critical point of the material where the densities of the gaseous phase
and liquid phase converge to become the same. Because the two phases merge into
one, the boundary between the phases disappears and the surface tension vanishes.
In this particular case, the liquid used is CO2 and a phase diagram is shown in Figure
3.3, with its triple and critical points.
In this technique, the sample is placed in acetone in a closed chamber. The solution
is then replaced with liquid CO2. The chamber is then taken to its critical point of
CO2 at 31
◦C, 73.8 bar (constant volume), at which point it becomes a supercritical
fluid and the boundaries between liquid and gas phase cease to exist. Finally, it is
cooled back down into its gas phase and exchanged with air or nitrogen. In this way,
the sample undergoes a transition between its liquid environment to a gas one without
seeing any surface tension.
3.4 Scanning Electron Microscope
Diffraction and interference effects limit the resolution of current microscopes by mak-
ing images appear blurrier above the resolution limit.
Figure 3.4: Schematic of the resolution based on a) Airy disks and on b) The intensity
at a point (adapted from reference: [88])
Ernst Abbe showed in 1873 that the resolution of a microscope is directly pro-
portional to the wavelength of the incident light. Such resolution is defined as the
smallest distance between two images that can still be distinguished as separate ob-
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jects. When light passes uniformly through an aperture, the resulting image will be
subject to diffraction and will appear as a bright disk with faded concentric rings
surrounding it. The central disk is called an Airy disk. When two Airy disks of the
same size are separated by the diameter of one of the Airy disks, the two images can
be resolved as illustrated in Figure 3.4. Abbe expressed the concept in mathematical
terms and defined the diffraction limit as:
l =
λ
2n sin(θ)
(3.1)
where l is the smallest size that can be resolved with the microscope, n sin(θ)
is the numerical aperture (n being the refractive index of the medium and θ being
half the angle of diffraction) and λ is the wavelength of the incident light. This
equation shows that the resolution can be improved by decreasing the wavelength
of light or by increasing the numerical aperture (high refractive index).The scanning
electron microscope was invented in the early 1930s quickly after the discovery of the
de Broglie’s equations:
E =
hc
λ
(3.2)
As a consequence, for an electron of energy 30 keV, the corresponding wavelength
would be 4 × 10−5 nm, which is even smaller than gamma rays. Standard scanning
electron microscopes use a range of electron energies from 0.1 to 30 keV, providing
electron wavelengths from a few nanometres to 4 × 10−5 nm. The images formed
from the interaction of the electrons with the sample depend on the processes that
occur when the electrons reach the sample. The overall region excited by the incident
beam in the sample is called “interaction volume”. This volume will be deeper and
pear-shaped with specimens of low atomic number and higher accelerating voltages.
Conversely it will be shallower and flat-hemisphere shaped for heavier samples and
lower applied voltages.
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3.4.1 Back-Scattered Electrons
If the electron is just deflected from its path by a nucleus or by the electrons in the
sample, the scattering is considered elastic. Electrons resulting from elastic scattering
can be scattered further into the sample or scattered back at the electron source.
Figure 3.5: Photo of the Leo Gemini scanning electron microscope at the LCN.
Electrons which have undergone one or multiple scatterings and which leave the
sample with high energies of more than 50 eV (about 60 % to 80 % of their original
energy) are considered back-scattered electrons. The collection of these electrons
will constitute the back-scattered electron (BSE) image. These electrons generally
constitute between 5 to 50 % of the original beam source intensity. Heavier elements
have larger nucleus and therefore generate more BSE. This makes it this imaging
technique better for heavier elements (carbon only generates 6 % of BSE).
40
3.4.2 Secondary Electrons
When primary electrons from the source interact inelastically with the electrons and
the nuclei in the sample, the most probable resulting interaction is the emission of
secondary electron (SE). Incident electrons ionize the atoms from the surface of the
sample. The outer electrons ejected from the atoms will have a very low energy
(around 4 eV) and will come from a few nanometres below the surface of the sample.
These will be collected in a secondary electron detector and will result in an image
with good topography (because the electrons penetrate a few nanometres inside the
sample).
These electrons have low energy and therefore need a bias to drift them into the
detector. There are generally two types of SE detectors. The most common detector
is called the Everhart-Thornley (ET) detector and applies a bias of +10 kV between
the sample and the detector. A Faraday cage shields this detector, and a field of
300 V is applied on the outer shell of the cage to channel all low eV electrons onto its
surface. This leads to the detection of only higher energy secondary electrons, which
are emitted from deeper inside the sample, making the final image more sensitive to
topography. This detector is generally set at an angle from the sample as the higher
energy electrons come from deeper within the sample. The second type of detector
is located inside the source column. All SE, which are scattered back through the
aperture opening, are accelerated towards this detector.
3.4.3 X-ray Generation
There are two types of X-rays generated by electron interactions with the sample:
the bremsstrahlung and the characteristic radiations. The first type of emission,
also called continuum X-rays, is a continuous background due to the deceleration of
electrons inside the electric field generated by the sample.
The beam can also ionize electrons in inner shells of an atom. This leads to another
electron in the outer shell to lower its energy to fill the vacancy. Characteristic X-
rays come from the excess energy being dissipated through the emission of an X-ray.
These not only more intense but they are also characteristic of the materials in the
sample and are used to characterise its elemental content through what is called energy
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Figure 3.6: Diagram illustrating the different radiations which can be measured from
an SEM system with their relative interaction ranges (adapted from University of
Glasgow).
dispersive X-ray (EDX) spectroscopy.
3.4.4 Other Emissions
The excess energy from an electron transiting to a lower state can also be transferred to
another outer shell electron, which is ejected from the atom. These are called Auger
electrons and are used to determine elemental content for light elements (heavier
elements valence shells are more difficult to ionize). Characteristic X-ray generation
and Auger effect are competing processes, for this reason this type of spectroscopy is
often used with EDX as complementing techniques. The different types of radiations
which can be measured from an SEM system are summarised in Figure 3.6, with
their relative range they originate from in the sample. This depth determines the
information which can be extracted from each. The absolute range (of the order of
nanometres as a general rule) depends on the atomic number of a material which
is probed: the higher the atomic number, the less penetration depth of the incoming
electrons. Spectroscopic techniques will be discussed in the next section in more detail.
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3.5 Raman Spectroscopy
3.5.1 Spectroscopy
Spectroscopy studies the energy interaction between electromagnetic radiation and
matter. The radiative energies used to probe matter in this technique are gener-
ally photons, electrons or neutrons. The interactions that occur with matter can be
absorption, scattering or reflection of the incident energy, impedance or slowing of
the energy transmission and resonance with the energy of excitation. In the case of
absorption, the spectrum of the transmitted light can be detected and therefore the
amount of absorbed light can be determined, this is called absorption spectroscopy.
The absorbed energy is always re-emitted after absorption through various processes.
Such processes include fluorescence, phosphorescence and the detection of re-emitted
energy is called emission spectroscopy.
Figure 3.7: Electromagnetic spectrum with the transitions excited by the correspond-
ing radiation (adapted from reference [89]).
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In the case of scattering and reflection, the scattering and reflection can either be
elastic or inelastic. Elastic scattering is called Rayleigh scattering as discussed previ-
ously. Vibrations in the sample can deflect higher energy photons inelastically; this is
the basis of Raman spectroscopy. If the scattering event results in an enhancement of
the vibration and therefore a lower energy photon, the resulting shift is called Stokes
shift. In a less likely event, the photon can leave the sample with a higher energy
by causing an already excited vibration to return to its ground state. This scatter-
ing result in an equal but opposite energy shift as the Stokes shift, it is called the
anti-Stokes shift.
When a molecule absorbs a photon, the molecule is promoted to an existing al-
lowed excited state. Available energy levels arise from electronic configuration, spin,
rotation, vibration etc. and thus allow a wide range of transitions. Figure 3.7 shows
the electromagnetic spectrum with the various processes that are responsible for tran-
sitions in different parts. The diagram shows that low energy radiations excite thermal
and molecular transitions, giving information on the bonds and the geometry of the
system. As the energy of the interacting radiation increases, the higher energy and
more detailed structures are probed, such as electronic transitions giving information
about the elemental content of the system.
3.5.2 Raman Spectroscopy
Raman spectroscopy is a lower energy spectroscopy technique and provides very sim-
ilar information to infrared spectroscopy on the samples. The main difference resides
in the fact that infrared spectroscopy is an absorption technique whereas Raman
spectroscopy is a scattering technique (in particular inelastic scattering). This makes
infrared spectroscopy a more bulk-sensitive technique and Raman spectroscopy a sur-
face sensitive technique (Raman transmission spectroscopy also exists but is not com-
monly used technique as it requires the sample to be transparent to the radiation).
Raman spectroscopy is based on excitations by photons in the visible spectrum and
provides information on the bonding between the atoms through excitation of the
vibrational degrees of freedom. The Raman signal is weaker than infrared absorption
and therefore requires longer integration times. Although IR and Raman spectroscopy
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are related as discussed in the previous sections, the Raman signal does not arise from
the resonance of the incoming beam with the vibrational energy levels but from a
temporary distortion of the electron clouds by the passing photon. This results in a
change of the vibration and therefore a change in the polarisability of the molecule.
The selection rule for Raman spectroscopy therefore states that the mode excited by
the photon needs to cause a change in polarisability of the molecule.
Because of the hexagonal lattice structure of graphene, its Raman spectrum will
exhibit a large peak corresponding to the vibration of the hexagon. This signature
peak is called the G peak and is located around 1560-1580 cm-1 Raman shift. In the
presence of structural defects in the lattice, the vibrations will be different and will
therefore give rise to a different signal. Such imperfections in graphene give rise to
what is called called the D peak (around 1340-1360 cm-1) and can be caused by any
types of defects in the structure including addition of a functional group (which will
change the vibration of the lattice), addition of dopants, reconstructions, edge effects,
structural out of plane defects etc. This peak can therefore be used as an indication
of the quality of the graphene and the nature of the defects in the layer [90, 91]. A
typical graphene spectrum will be described in detail in Chapter 4, Figure 4.2. The
other peaks (for example D+D”, 2D) arise from either double resonant (the photon
creates a virtual electron-hole pair which are both scattered by lattice phonons and/or
defects) or overtone (promotion of the vibration to an energy level higher than the
nearest vibrational level) Raman processes. The exact origin of each of these peaks
however is still a topic under discussion [92] and is not of interest within the scope of
this work.
3.5.3 Raman Setup
The Raman measurements in this work were done using an Invia Raman Renishaw
spectrometer. All measurements were done at a laser wavelength of 532 nm unless
stated otherwise. The laser had with a maximum power of 30 mW and all the mea-
surements were conducted at 1 % of the max power at a magnification of x100.
The setup is described in Figure 3.8: the laser signal passes through a beam ex-
pander that increases its size. The laser beam then proceeds through a beam splitter.
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Figure 3.8: Schematic diagram of the setup of the Invia Raman Renishaw spectrometer
used in this work.
Half the laser beam is then focused through the microscope objective onto the sam-
ple. In our setup the spot size on the sample (a higher magnification and a shorter
wavelength will generate a smaller spot size) at a magnification of x100 (Numerical
aperture of 0.9) and a laser wavelength of 532 nm would in theory be 361 nm. In
practice, various factors, such as the flatness of the sample, the loss of light through
the holes of the samples used in this work need to be taken into account and as a
result, the spot size would be expected to be about 1µm.
After passing through the microscope, the signal is reflected from the sample back
on the same trajectory but will now carry the Raman scattering signal from the
sample. This signal and the remaining half of the original beam will go through a
notch filter which attenuates the Rayleigh band in a narrow range (about 2 nm for a
holographic one and 10 nm for a dielectric one). In the case of our system the filter
was a holographic filter which allows for detection of signals closer to the Rayleigh
wavelength. The beam is then passed through a slit which collimates its. The light
then hits a diffraction grating (an arraw of fine lines on a reflective surface), this leads
to constructive and destructive interference combinations which will depend on the
wavelength. These will therefore reflect at a slighly different angle, which will then hit
the CCD detector at different spatial points. These points can then be reconstructed
according to diffraction laws into the corresponding wavelengths.
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A direct consequence of this setup is that the wavelength resolution will be depen-
dent of the grating used and on the quality of the CCD.
3.6 Atomic Force Microscopy
This method is a characterisation technique [93] which scans and probes the forces
on the surface of a sample in order to compute out a high resolution map of it. The
properties mapped are probed using a sharp tip, of dimensions comparable or smaller
than the structures to be probed on the sample. This is a very versatile technique,
which can give information on topography, sample composition as well as other sample
properties depending on the tip.
An AFM device can be broken down into three rough components: a sample holder,
a scanner and a platform used to isolate the measurement system from external noise.
The most critical part of the apparatus is the scanner which consists of four key
parts: the probe, the force sensor, the piezo scanner and the feedback control. These
three components are connected in a loop, which can be controlled in order to change
the resolution and the properties measured by the equipment. The resolution can also
be influenced by the nature of the probe, which consists of a cantilever terminated at
the end by a sharp tip as illustrated in Figure 4.13 c). The loop system is based on
the sample principle in all AFM devices, and operates as follow: first, the probe is
positioned in the desired area of the sample and then lowered down onto the sample
using the piezoelectric motor, until the tip of the cantilever is close enough to the
sample and starts interacting with it.
3.6.1 Cantilever and Tip
The tip-cantilever system [94] is used to sense the forces on the sample and is critical
to the type of measurement carried. In fact, different types of tip-cantilever systems
will experience different forces and properties from the sample.
Stiffer cantilevers that do not deform easily are used in applications where high
forces are involved. On the other hand, soft and high elastic moduli cantilevers are
used to sense lower forces due to their greater flexibility. These cantilevers have a lower
force constant and are used to avoid damaging soft samples. Because of manufacturing
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Figure 3.9: a) Diagram illustrating how the cantilever deflection is measured by the
laser in non-contact mode from reference [94]. b) Diagram of the control loop for a
typical AFM (image credits: Daniel Y. Abramovich).
defects, it is estimated that the properties of a cantilever such as spring constant, force
constant and resonance frequency can differ from each other to about 10 % even within
the same manufacturer.
In theory the tips used are refined so that the end is atomically sharp, for optimal
sensitivity (as shown in 3.9 c)). However because of the great sharpness of the tips,
exposure to air and to unclean environments may cause a certain degree of contam-
ination on the sharp end. This contamination enlarges the effective area of contact
between the tip and the sample and therefore the amount of force experienced by
the probe. This eventually leads to a lower resolution of the image and can cause
artefacts and irregular features to appear when the tip drags the contaminants across
the surface. This is the case in multiple-tip imaging where the tip is contaminated
resulting in two or more atoms sharp spaced equally. In that case every feature on the
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sample will appear twice or more (if there are more atoms) on the resulting image.
Contamination of the tip is very difficult to remove but can be cleared by applying a
voltage pulse or by applying the tip on the sample lightly.
The sharpness of the tip is therefore critical to obtain high lateral resolution im-
ages. Because tips tend to blunt after a certain number of scans it is necessary to
change and clean the tips relatively often. The two most used materials for AFM tips
are silicon (Si) and silicon nitride (Si3N4). Tips made with silicon nitride have lower
force constants and resonance frequencies, but because of their residual stress they
tend to bend with use whereas Silicon tips are more resistant.
3.6.2 Piezoelectric Motor and Feedback Loop
The forces on the tip upon interaction range of the sample is then measured by a force
sensor which feeds the data back into the loop. The details of the processing done by
the force sensor will be discussed in the next section. The measured force, converted
into a height, is then fed back to the piezoelectric controller which will correct for the
z-direction movement of the probe accordingly. The links between the components of
the loop are described in diagram b) of 3.9.
The piezoelectric scanner is a part of the device that is critical to the vertical
resolution of the scan (whereas the tip and cantilever systems only determine the
lateral resolution). It consists of two pieces of piezoelectric material that contracts or
expands when subject to an electric potential. This expansion converts the electric
signal into mechanical movement to operate the raster scan. A typical value [94] for
the displacement of the material is 0.1 nm for an applied voltage of 1 V. This fine
movement which is the typical vertical resolution for an AFM can therefore be used to
resolve nanometre-sized features. The scan rate of the AFM is also determined by the
properties of the piezoelectric material. Indeed, the higher the resonance frequency of
the material, the faster scans can be performed. There are two ways of implementing
the piezo scanner, the first one is called sample scanning and the sample is supported
by the piezoelectric motor while the probe stays still. The second way is called probe
scanning and the probe itself is driven by the motor and the sample kept still. The
latter build has more versatility as more features can be added to a moving probe.
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However it is also more difficult to build as the force sensor system has to be moved
with the probe during a scan.
In order to avoid damaging the tip as well as for higher sensitivity, there is a
feedback loop controlling the z-axis movements of the probe. Because piezoelectric
materials exhibit hysteresis and creep, position sensors can also used in the x and
y axis in a feedback loop system to correct for the deformations of the piezoelectric
ceramic. The correction for this non-linearity in the expansion or contraction of the
material is important for higher accuracy of the measurements.
3.6.3 Tip-Sample Convolution
The shape and aspect of the tip also has a consequential impact on the measurements.
The tip and the sample surface are convoluted and the resulting measurements are
therefore a combination of the surface features and the features of the tip (see Figure
3.10). As a consequence, when a low aspect ratio tip (blunt) is used to image features
that are smaller, the resulting image will only be an image of the tip. Similarly, the
inverse situation with a very sharp tip will only image the sample.
The convoluted signal measure can be deconvoluted mathematically by taking
into account the tip geometry. However, because of the high variability between the
tips shapes (even within one manufacturing process) and the technical difficulty that
arises from measuring the shapes, the process become quite complex. In fact scanning
electron and transmission electron microscopes (SEM and TEM) have been used in
many attempts to determine the tip shape but were shown to alter the tip at high
voltages. Another way of characterizing the tip would be to make use of convoluted
images of known features to estimate the size and shape of the tip.
3.6.4 AFM Modes
AFM can be used in a wide variety of modes by changing the type of probe used or
the way the sample is scanned. Because of the differences in preparation and scanning
method, this leads to different interpretation of the results and a different suitability
depending on the property and material probed. Applications include the removal of
materials, or positioning of small particles on a surface, force imaging, topography,
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Figure 3.10: A1) Diagram of the effects of a sharp tip and A2) a blunt tip. B1)
Diagram of the effects of tip contamination on computed topography. B2) Dependence
of features on the geometry of the tip and scanning direction (adapted from: Veeco)
spectroscopy etc. There are in fact more than 20 modes [94] used for various purposes
and by modifying various parts of the AFM, however this report will only cover the
three main modes: contact mode (also called static mode), intermittent mode (or
tapping mode) and non-contact mode. These modes operate in different regimes
and can measure different properties of the material. Assuming a Lennard-Jones-like
potential on the surface of the material, the area of operation of each AFM mode can
be represented on a diagram as shown in Figure 3.11.
3.6.4.1 Contact
In this mode, the tip is made to approach the sample until it reaches the repulsive
force regime where both the tip and the sample apply. The tip is then considered ‘in
contact’ with the sample and the feedback loop is used to keep the cantilever deflection
constant; this constant value can be set by the user and is called the set-point.
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Figure 3.11: Diagram of the regions of interaction of the three main AFM modes
plotted on a graph of deflection or force as a function of distance.
This mode is particularly interesting because the deflection of the cantilever can
be used to monitor three quantities: the lateral deflection, the vertical deflection, as
well as the height of the cantilever 3.9 a). For this reason and because of the close
contact between the sample and the tip, this mode offers very high resolution and quite
accurate measurements. However the tip and sample are also likely to be damaged by
quick variations in forces on the sample surface. Indeed a slow feedback and a negative
feature with attractive forces can suddenly bend the cantilever towards the surface
and cause damages or alterations. This is the reason why this mode isn’t suitable for
weakly bound samples or soft samples. Another particularity of this regime is that
the cantilever deflections are sensitive to the nature of the surface.
There is a sub-regime of this mode called constant-height contact mode AFM
where the feedback loop is turned off and the tip is dragged across the surface. This is
generally in cases where the scanning speed is faster than the feedback loop for instance
when finding a particular area of a sample. The sub-regime with the feedback loop
is called constant-force contact mode and is the default sub-regime in contact mode
unless specified otherwise.
3.6.4.2 Tapping and Non-Contact Modes
In these two modes, the cantilever is made to oscillate above the surface of the sample
and as a result, the cantilevers used have higher stiffness than in the contact mode.
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Because the tip isn’t in contact with the sample, softer and more delicate samples
that in contact mode can be imaged. Those modes are usually used the amplitude
modulation sub-regime where the changes in amplitude or in the phase of the signal are
used in the feedback loop as errors. There is also a frequency modulation sub-regime
mainly used for true atomic resolution imaging in ultra high vacuum.
In the non-contact mode, the frequency of oscillation used is much lower than the
resonance frequency of the cantilever. Because the very low frequencies are used, the
device operates in the attractive force region of the surface where Van der Waals forces
dominate. In order to avoid falling within the repulsive range of the surface, the non-
contact mode makes use of cantilevers with higher resonance frequency and higher
stiffness than the contact and intermittent mode. Except for the latter application,
non-contact mode generally has less accuracy than contact mode and is used rather
than contact mode when soft samples are imaged.
In the tapping mode (also called dynamic mode or intermittent), the cantilever
is driven at a frequency near its resonance frequency and the cantilever is driven
back and forth from the non interacting region through to attractive region to finally
the repulsive region. For higher frequencies, the tip is closer to the sample and the
signal detected also contains information of the surface adhesion, elastic properties,
topographic details and load force of the sample. This results in a complex mix that
is difficult to interpret. If atomic resolution is achieved, the magnitude of those forces
can be used to determine the chemical nature of the atoms as well as their bonding
properties.
3.7 Particle Detector Test Measurements
3.7.1 Experimental Setup: the X-ray Set-Up
In this section, the experimental methods for the detector setup will be described. As
discussed in section 2.4, the triple GEM is made out of 3 stacked GEMs in cascade.
In this work, the GEMs had an area of (10 × 10) cm2. The GEMs are powered using
a single power source connected to a voltage divider. The values of the resistances
decrease as it is closer to the anode, so that the voltage applied to the GEMs is also
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Figure 3.12: Pictures of the X-ray signal detector (based at CERN), left: setup with
X-ray gun and chamber, right: the chamber was opened and a piece of graphene
transferred onto mesh placed inside the chamber on top of electrode readouts.
decreased. Both the current from the cathode and the anode are monitored.
The anode used in this work was a printed circuit board (PCB), patterned with an
array of metallic strips used to collect the electric signals. The strips were connected
together to gather the overall signal. The cathode consisted in a (10 × 10) cm2 copper
support placed on top of the triple GEM. The chamber was flushed with inert gases
from one side to the other of the chamber.
A micromesh, also called mesh in this report, was then integrated to the inside
the chamber of this system in order to accommodate the addition of graphene. The
introduction of this will be discussed in Chapter 6.
In the experimental setup used for this work to test the detector devices fabricated,
an X-ray source acts to ionise particles from collision chambers. The X-ray gun was
placed perpendicular to the chamber as shown in Figure 3.12.
The reliability of the signal in this system depends on the electron transparency of
the whole system and on its ion channelling properties. These properties are measured
by measuring the intensity of the ion current from the anode, the cathode, or from
the GEMs.
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3.7.2 Pulse Processing for a Basic Detector
A simple particle detection system can be described as a capacitor filled with an inert
gas, across which a high voltage is applied. This would cause any charge carriers in
the capacitor to move towards the plates. During an event, an incoming radiation
passes through the capacitor and the gas can be ionised along the radiation path.
From this, a small current ensues. In order to measure and process this small signal,
a specific setup is commonly used in particle detection applications, as described in
Figure 3.13. Punctual events give rise to short charge flows which can be converted
into a proportional voltage pulse by a pre-amplifier. This in turn is then connected
to an amplifier which increases the amplitude of the signal. A discriminator can then
be used to set a threshold above which a pulse is considered a signal, or is otherwise
noise. This allows for the filtering of background noise in the signals. The relevant
pulses are then sent into a multi-channel analyser (MCA), which classifies each signal
by height and saves them into a corresponding channel. Each channel is therefore used
to ‘count’ the number of pulses of that height and the plot of the number of counts per
channel results in a histogram. The MCA includes an analogue to digital converter
(ADC) which converts the voltage pulse into a digital signal 1 or 0. The cumulative
count of the signals per channel can then be plotted as a pulse height spectrum, which
can be interpreted in terms of the number of events per given energy happening over
the integration time of the MCA. If an event is know to happen at a given energy,
the number of channels can be calibrated to fit the energy of the event, for instance
in this work, channel 800 corresponds 8 keV (the energy of the X-rays used in this
work), and therefore 700 would correspond to 7 keV.
The signal from the discriminator is also sent to a scaler, which counts the number
of pulses per fixed unit time and gives a count rate in Hz.
In this basic detector description, the amplitude of each of the charge pulses col-
lected by pre-amplifier is proportional to the energy lost in the ionisation processes
caused by the initial particles, the histogram can therefore be interpreted as an energy
distribution spectrum of the radiations collected within the detector. The energy of
the charges collected can be calculated from the input range of the MCA divided by
the number of channels used in the measurement and divided once again by the gain
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Figure 3.13: Basic counting setup for discrete events, starting with the charge collec-
tion from the detector, drawn as a capacitor on the left, all the way until the pulse
height spectrum.
of the amplifier. Another information which can also be collected is the rate of these
charge pulses which gives information on the frequency of the events occurring. This
information is computed by the scaler.
3.7.3 Escape Peak
When an X-ray of energy Ei is incident on an Argon gas atom in the chamber, two
events can result. The energy of the radiation can be transmitted to an electron with a
lower binding energy than the incoming X-ray, resulting in ionization. These electrons
will drift towards the cathode and be detected as an electric signal of proportional
intensity to the incoming signal.
If the incident ray has energy Ei larger than φ = 3.203 keV, the binding energy of
the electron in the K shell of Ar, it will result in ionization and an electron emitted
with an energy Ee of:
Ee = Ei − φ (3.3)
This process leaves a vacancy in the K shell, which will be filled by electrons from
higher shells via release of a characteristic X-ray or an Auger electron as described
in Section 3.4. These emissions will account for the remaining energy φ of the initial
incident ray.
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Figure 3.14: Right: Diagram of the Fe-Kα escape peak in an argon atmosphere and
left: the Molybdenum escape peak in Krypton (adapted from Northern Arizona Uni-
versity).
If the energy of the emitted radiations is not re-absorbed by other processes in
the detector and they leave the chamber, the energy of the electrons collected by the
readout will be of energy Ee as stated in equation 3.3.
This effect will appear as a peak also called ’escape peak’ of energy φ lower than
the bulk energy of the incident X-rays. This energy difference is φ = 3.203 keV in
the case of the Argon atmosphere as described in Figure 3.14. The respective height
ratio of the escape peak to the original peak depends on ω the fluorescent yield of the
atom: for argon ω = 0.21, and in the illustration for krypton it is ω = 0.65.
This peak can be given two different names identifying its characteristics: the
‘argon escape peak’, which indicates the nature of the lost characteristic X-ray, or
alternatively it can simply be called the ‘Fe Kα escape peak’, underlining only the
energy of the main peak. Figure 3.14 shows a typical result, this graph is also called
pulse height spectrum.
3.8 Protocols
This section will document the chemical protocols used in this work (see Section 4.4.9).
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3.8.1 FITC Labelling
The following section will describe the protocol used for the FITC labelling (from
Sigma):
1. Prepare a protein solution in 0.1M sodium carbonate Na2CO3, pH 9, at a
concentration of at least 2 mg/mL
2. In a darkened lab, dissolve FITC (Pierce) in dry DMSO (dimethyl sulfoxide
(CH3)2SO) at a concentration of 1 mg/mL. Do not use old FITC, as breakdown of
the isothiocyanate group over time, may decrease coupling efficiency. Protect from
light by wrapping in aluminum foil or using amber vials.
3. In a darkened lab, slowly add 50-100 µL of FITC solution to each mL of amine
solution (at 2mg/mL concentration). Gently mix the protein solution as the FITC is
added. 4. React for at least 8 h at 4oC in the dark.
5. The reaction may be quenched by the addition of ammonium chloride (NH4Cl)
to a final concentration of 50 mM. Some protocols include at this point the addition
of 0.1 % xylene cylanol and 5 % glycerol as a photon absorber and protein stabilizer,
respectively. React for a further 2h to stop the reaction by blocking the remaining
isothiocyanate groups.
6. Purify the derivative by gel filtration using a PBS buffer (phosphate buffered
saline) or another suitable buffer for the particular protein being modified. The use
of Sephadex G-25 or similar matrices with low exclusion limits works well. To obtain
complete separation, the column size should be 15-20 times the size of the applied
sample. Fluorescent molecules often non-specifically stick to the gel filtration support,
so reuse of the column is not recommended.
3.8.2 Ninhydrin
This section documents the protocol used for ninhydrin colorimetry for amines [95,96]:
The reagents used in this protocol were the following: Standard amino acid stock
solution (150 micrograms of standard amino acid stock solution (150µg/ml)), 0.2M
Acetate buffer (pH = 5.5), 8% w/v of Ninhydrin reagent (preparation: weigh 8 g of
ninhydrin and dissolve in 100 ml of acetone), 50% v/v ethanol.
The protocol is as follow:
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1. Pipette out different volumes (0.1 ml - 1 ml) of standard amino acid solution to
the respective labelled test tubes.
2. Add distilled water in all the test tubes to make up the volume to 4 ml.
3. Add 4 ml of distilled water to the test tube labelled Blank.
4. Now add 1 ml of ninhydrin reagent to all the test tubes including the test tubes
labelled ‘blank’ and ‘unknown’.
5. Mix the contents of the tubes by vortexing /shaking the tubes.
6. Put a few marble chips in each tube.
7. Cover the mouth of the tubes with aluminium foil.
8. Place all the test tubes in boiling water bath for 15 minutes.
9. Cool the test tubes in cold water and add 1 ml of ethanol to each test tube and
mix well.
10. Now record the absorbance at 570 nm of each solution using a colorimeter.
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Chapter 4
Large-area transfer of suspended
monolayer, bilayer, and trilayer
graphene with high coverage and
reduced PMMA residues
4.1 Abstract
Graphene is a one-dimensional material with predicted and measured properties of an
exceptional nature. However most of these properties are significantly deteriorated by
the presence of an underlying substrate, making suspended graphene a very sought
after material. As expected from a single-atom layer, suspending such a material has
been a challenge and the largest areas obtained as of today have been in the range of
5 μm. Here, we present a new transfer method for mono-, bi- and tri-layer graphene
which allows for reproducible transfer of suspended layers with high coverage over
large areas and over periodic holes up to 70 μm diameter, a significant step from the
previous suspended layers. We also show that the method yields less PMMA residues
than usual transfer as well as excellent properties. This method paves the way for
further applications of large-area suspended graphene such as nanoresonators [11,97],
water desalination [98], photodetection, enhancement membranes for TEM imaging
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[70, 99, 100], filters and trans-diffusion applications through graphene [50, 101–103],
amongst others.
4.2 Introduction
Graphene is an allotrope of carbon arranged in a hexagon shape by sp2 bonds, which
ranges from a monolayer to a few layers. Since its isolation [1] in 2004, it has been the
subject of intensive research due to its unique physical properties such its high mobil-
ity, high mechanical strength, optical transparency. The effort to integrate graphene
into industrial methods has driven research into a wide variety of methods of graphene
production, each producing an equally wide range of graphene with different sizes and
properties. Of these, large area sheets of graphene show the highest potential as a re-
placement for ITO in commercial products and as suspended membrane for detection
of filtering applications. To date, the most appropriate and promising way of growing
this type of graphene is the CVD of graphene on low solubility substrates such as cop-
per. Other metallic substrates have also been investigated but the low cost of copper
compared to the supports which have been shown to yield high quality graphene, such
as iridium, colbalt, ruthenium (list) make it the most ideal growth substrate. Due to
the limitation imposed by the selective nature of the supports over which graphene
can be grown, multiple ways of transferring graphene to a different material have been
explored in order to obtain the highest quality, and highest coverage of graphene.
The original transfer method consisted in the mechanical exfoliation of graphene
from highly ordered pyrolitic graphite (HOPG) using scotch tape and applying it
to a silicon substrate. Despite the low graphene yield of the method, it led to the
development [37] of the now commonly used polymer support method where PMMA or
PDMS [104] are coated on top of the graphene. The original substrate is then removed
and the graphene and polymer are adsorbed onto the new support. The sacrificial
PMMA or PDMS can then be removed, leaving graphene on the new substrate. The
main disadvantage of this method is the remaining residues which are reported [39]
to be less than 2 angstroms even with an intermediate self-release layer. Thermal
annealing methods [41] have been developed to reduce [40] these PMMA residues, but
also induce graphene doping [42] and irreversible strain from substrate pinning [105],
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which affects the properties of the layer.
Other transfer processes also exist, such as the electrochemical bubbling of graphene
[43] which is limited to metallic destination substrates, a new marker frame sup-
port [106], thermal release [32], capillary bridges [44] which can avoid the manual
transfer of graphene onto the destination substrate but requires nitrogen incorpora-
tion on the surface of the new support. A few methods [107,108] have been suggested
by patterning the copper below the graphene but suffer from contamination and the
limitation of the patterned substrate being copper. Despite this large number of trans-
fer methods, the full coverage of suspended graphene over large areas has only been
successful for holes [62] or features [97, 109] less than 5 μm size [98, 107, 110]. Any
larger area or different method has yielded low partial coverage, or large amounts of
PMMA residues which has helped the suspension [111]. In this work a new method was
developed to suspend graphene onto large areas patterns, with significantly reduced
PMMA residues, without disturbing the properties of the layer.
4.3 Methods
In this work, monolayer graphene was obtained from Graphene Supermarket, the sin-
gle graphene layer is grown by chemical vapour deposition (CVD) on 25 μm thick
polycrystalline copper. The full transfer method following the growth process is de-
scribed in Figure 4.1. The sample of 15x15 mm2 was first floated on nitric acid (17 %)
for 1 min to remove the graphene grown on the backside. The sample was then rinsed
with flowing DI water. A layer of 300 nm of PMMA was then spin-coated onto the
graphene and baked at 180◦C for 1:30 min to remove any remaining solvent. The
sample was left floating on a solution of Fe(NO3)3 in DI water at 40 mg/mL to etch
the copper layer. Once the copper was fully etched, the samples were gently moved
to a DI water solution using a watchglass so as to not disturb the layer. In order to
remove all etchant residues, this step was repeated until the DI water solution stayed
clear after being left for an hour (generally 3 or 4 times). At this point other publica-
tions [112] have suggested the use of HCl-based solutions to remove metallic residues
from the solution. This method was shown by other works to induce defects in the
suspended graphene layer (increase in the height of the D peak after treatment) and
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was therefore avoided for this transfer [113,114].
Figure 4.1: Diagram of the new transfer process used to suspend large area graphene.
The copper and gold supports were 25 μm thick and were fabricated (in CERN) by
standard photolithography (see Figure 3.2) using masks with a regular hole pattern
of diameter sizes varying from 30 μm to 75 μm and a pitch of 140 μm or 60 μm. The
copper supports were cleaned with 1:3 acetic acid for 3 min to remove the oxide layer
and both the gold and copper are degreased thoroughly with cotton in solutions of
acetone (C3H6O), then isopropyl alcohol (IPA) (C3H8O) and rinsed in infinite running
DI water. These cleaning steps are critical to obtain the best possible coverage as the
adhesion of graphene and its likelihood to tear were found to be strongly influenced
by impurities and irregularities (such as partial oxide) on the surface of the support.
The floating graphene and PMMA were then adhered onto their new support taking
care to not wrinkle the layers by using a needle [62]. The sample was then heated at
25◦C for 10 min to adhere the graphene to the surface of the substrate and iron out
any possible folds in the layer. Failure to adhere the graphene in this step resulted in
near to no suspended graphene after the process. At this point, standard transfer [15]
would require an adhesion and flattening step done by adding another layer of PMMA
followed by curing. However this process would add extra strain onto graphene and
the resulting suspended layers would not be flat, this step is therefore to be avoided.
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The next step which consisted in the removal of the PMMA layer, was done by
substituting acetone with supercritical CO2 as a solvent in order to reduce the surface
tension of the liquid to zero. Due to the absence of interface between the gas and
the liquid phase, this process can therefore be used to remove the PMMA layer while
drying the graphene membrane in one step without damaging it. The drying chamber
used in this work was custom built to support the large samples used to support the
membranes. The sample was gently immersed in a container filled with acetone and
held stable at the bottom. The container is introduced in a chamber and cooled at
atmospheric pressure to 10◦C and subsequently sealed. Gaseous CO2 at 5.5 MPa
was then very slowly introduced inside the chamber and underwent a phase change
upon contact with the acetone. The liquid CO2 was then carefully exchanged with
the acetone by evacuating part of the mixture while keeping the sample immersed.
This way the acetone was removed in small cycles of CO2 mixing. Once the chamber
was fully acetone free, the CO2 was taken to its critical point. At this point it was
important to flush the mixture in order to remove the dissolved PMMA in solution.
The CO2 was therefore taken back down to liquid form by cooling the chamber down
back to 10◦C. The liquid CO2 was then flushed with new liquid CO2 in cycles until
the whole mixture has been displaced. The new liquid is then taken back to critical
point. Once in supercritical state, the pressure is decreased slowly releasing the gas
until room-pressure and eventually replaced with air.
4.4 Characterisation and Discussion
4.4.1 Interpretation of Raman Spectroscopy Data: Background Sig-
nals
Raman spectroscopy is one of the most versatile and comprehensive ways of prob-
ing the properties and the quality of graphene [115]. The layer number and quality
were characterised using an InVia Renishaw Raman Spectrometer. As most of the
Raman signature peaks of graphene are strongly energy dispersive, all the following
measurements are for a laser of 532 nm unless stated otherwise. This allows for the
measurement of the peak shifts independently of the excitation energy ωL, but also
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consistency in the intensity of the G peak which is known to increase [116] with ω4L
while the other peaks stay at the same intensity. Care was also taken to not cause
laser-induced damage by keeping the excitation power at 1 % of the 30 mW maximum
on the sample.
A typical Raman spectrum obtained is shown in Figure 4.2 a), the graphene peaks
were fitted with mixed Gaussian-Lorentzian curves using the patented algorithm on
the Wire software. All the main expected peaks were observed: the D, G and 2D
peaks. Additionally, the C, D+D” peaks were also present in most spectra, as well as
G*, the overtone of the G peak [115]. Further details on Raman spectroscopy and on
the peaks can be found in section 3.5.
The spectra obtained also showed two background signals aside from expected peak
contributions from the graphene layers as shown in the top. These two contributions
were also fitted with Gaussian-Lorentzian curves and were found to be centred at (1890
± 40) cm-1 and (3300 ± 200) cm-1. The centre of the second curve was found to vary a
lot as most spectra were taken from 1000 cm-1 to 3000 cm-1 and the background had to
be fitted with the centre of the peak outside that region. As these background curves
were very consistently present throughout all samples, the origin of these curves was
checked thoroughly in order to make sure that the signal did not originate from the
graphene layer. To this end, a Raman spectrum was taken for the copper substrate
alone, as well as for amorphous PMMA residues, the two other possible contributors
to the signal. The latter sample was prepared by spinning PMMA over an intrinsic
silicon substrate (which does not show any background signal at this laser wavelength)
and then ultra-sonicating the sample in acetone for 5 min, and subsequently rinsing in
IPA and DI water. The spectra are shown in Figure 4.2 c) and were also centred within
statistical error of the two background contributions calculated above. This seemed to
indicate that the background observed did not originate from graphene but from two
different contributions: the copper support and PMMA residues. A cross-check of this
result was done by taking the Raman spectra of the freestanding graphene layers, as
well as suspended PMMA and it was found that the copper background contribution
at (1890 ± 40) cm-1 did not appear on both suspended spectra as expected.
As Raman spectroscopy is an excitation technique, if the sample contains energy
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Figure 4.2: a) Typical Raman spectrum of trilayer graphene supported over cop-
per with some PMMA residues. The red curve corresponds to the raw spectrum.
Graphene peaks are fitted in black and the background is fitted in blue. The dark
blue colour corresponds to the copper contribution and the light blue corresponds to
PMMA. b) fluorescence data from the copper substrate calculated from Raman data.
c) Raw PMMA and copper oxide Raman data.
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bands near the exciting wavelength of the laser, this can give rise to fluorescence sig-
nals which will also be detected by the apparatus. However, unlike Raman signal,
fluorescence appears at a fixed wavelength and will therefore shift on a Raman spec-
trum if the laser wavelength is changed. In order to verify this, both samples were
probed using different laser wavelengths: 488, 514 and 532 nm. The centre of the
signal was indeed found to shift significantly for both samples. As expected, as the
laser wavelength was decreased, the centre of both peaks signal shifted towards larger
Raman shifts. Unfortunately, as the PMMA signal was already on the edge of the
spectra, the centre of that peak shifted out of the range of the spectrometer. On
the other hand, the copper centre was found to shift very clearly to higher Raman
shifts. These shifts were converted into wavelengths using the known laser energy.
The Raman spectra for copper at different laser excitations was then re-plotted as a
function of wavelength. This is shown in Figure 4.2 b). The peaks were indeed found
to coincide and were centred at (580 ± 5) nm. This peak is in accurate agreement
with the known photoluminescence [117,118] from copper complexes and is expected
to shift to higher wavelengths for rougher surfaces [119]. As the copper samples used
in this work showed roughness to varying degrees, this explained the variation in the
peak centre. The edge of the PMMA Raman signal exhibited a fluorescence peak
extrapolated to (640± 20) nm which agrees with literature values [120], however this
peak is expected to have variations in its centre depending on polymer chain lengths
and structure, similarly to the case of the roughness in copper mentioned earlier. This
dependence does not affect this application: assessing the amount of PMMA residues.
As the fluorescence of a material is proportional to its concentration, the intensity
of the peak is therefore directly proportional to the thickness of the polymer on the
sample, given the same density. This experiment has therefore shown that the spe-
cific origin of each background luminescence contribution in the Raman spectra of the
samples and that the photoluminescence background contribution from the PMMA
residues is proportional to its thickness.
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4.4.2 Assessment of PMMA Residues
In order to avoid fluorescence from the copper, the spectra were taken on suspended
graphene only. The background contribution from PMMA residues is a semi-Gaussian
due to broadening attributed to disorder induced by exposure to acetone. In the case of
the residues left after simply subjecting the material to acetone, the spectra appeared
as a fluorescence background centred beyond 3500 cm-1. The position of the centre
could not be determined accurately as it was not observed within the spectra for this
laser energy and could only be extrapolated by fitting the tail of the signal. This
contribution to the background fluorescence was used to show a significantly lower
amount of PMMA in the new transfer than for a standard transfer. This is illustrated
in Figure 4.3 with the Raman spectra of suspended graphene after a standard transfer,
and after this method, compared with the spectra of bulk de-cross linked PMMA. All
spectra showed in the figure are normalised to the same 2D peak intensity for ease
of comparison but otherwise are raw spectra with no background modification. The
spectrum of the suspended graphene using this method shows an almost perfectly
clean background showing a very negligible amount of PMMA left.
Scanning electron microscopy (SEM) was also used to cross check the amount of
PMMA residues. All close up SEM images of the suspended graphene layers and
PMMA were characterised using a Carl Zeiss XB1540 focused-ion-beam with an inte-
grated scanning electron microscope at an accelerating voltage of 5 kV unless stated
otherwise. The detectors used were either the Inlens or SE2 detector. The residues
of polymer appear as filament-like de-cross linked chains under electron microscopy.
This is shown in image d) of Figure 4.4 where standard transfer was used to sus-
pended monolayer graphene over a hole with a large amount of residues of polymer
covering the membrane. In the same figure, image a) shows a suspended monolayer
after transfer using this new method. The white arrow points out filament-like re-
maining PMMA which can be seen to account for the negligible background in the
Raman spectra shown in Figure 4.3 amount compared to the usual PMMA residues.
A similar observation can be made for transferred bilayer and trilayer graphene shown
in insets b) and c).
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Figure 4.3: Raman spectra of suspended graphene using this transfer method com-
pared to standard transfer, and to a spectrum of PMMA. The spectra are normalised
for ease of comparison.
4.4.3 Mechanism of PMMA Removal
The explanation for this clean removal of PMMA was also investigated via a few
key experiments. Given that the process involved was a solvation process, with the
PMMA dissolving into the liquid environment provided, there were a few parameters
to take into account in the system:
• the affinity and interaction between PMMA, the solvents: acetone and CO2,
• the interaction between the underlying layer: graphene, with the solvents,
• the thermodynamic conditions used in the process.
The exact nature of the interface interactions between all these materials is a
complex subject beyond the scope of this thesis, and therefore only a few relevant
interactions will now be discussed in order to design the appropriate experiments to
further understand the behaviour of PMMA.
The PMMA monomer consists of a hydrocarbon backbone with an ester (-COOH)
termination, which makes its electronegativity similar to that of acetone (=O). How-
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Figure 4.4: SEM images of holes of 35 upmum diameter covered with a) suspended
monolayer graphene using the method presented in this paper, where the black ar-
row shows a crack in the layer and the white arrow points out some PMMA residues
(white filament), b) suspended bilayer, c) suspended trilayer, d) monolayer graphene
with large amounts of PMMA residues (light coloured filaments) after transfer with-
out critical point drying. All images have the same scale bar and were taken at an
accelerating voltage of 5kV.
ever, being a polymer chain rather than a monomer, this electronegativity is reduced
by the entanglement of non-polar hydrocarbon chains, making the acetone wettability
lower. Despite this factor, PMMA remains soluble in acetone with some flow.
On the other hand, due to the very symmetrical and aromatic carbon structure of
graphene, the layers are expected to be highly non-polar and its wettability to acetone
and other polar solvents is expected to be poor. This would therefore have a strong
influence on the wetting of the polymer layer in direct contact with the graphene,
explaining the few nm of PMMA remaing after a simple acetone cleaning process.
CO2 is a small non polar molecule which would make it immiscible with polar
solvents in its liquid state. This was clearly confirmed during all the critical point
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Figure 4.5: Optical microscope images of a gold substrate covered with a layer of
a) PMMA + graphene, after undergoing a solvation in acetone, which was then
exchanged with liquid CO2; b) only PMMA, after the same process; c) PMMA +
graphene after the full process used for this transfer method, d) PMMA only, after
the full transfer method as well. The microscope images all have the same scale bar
and are all taken near the edge of the deposited layers and bare gold in order to
emphasize the visibility of each layer with respect to the same bare gold reference.
drying experiment as the liquid CO2 and acetone always formed two phases in the
chamber when not being heavily mixed. However its non polar nature would make its
wettability on graphene very high, especially compared with acetone.
From the interactions between the materials previously mentioned, two hypotheses
had to be tested in order to determine which interaction is responsible for the reduced
PMMA residues. The aim of the following experiment was to determine whether the
mixture of acetone + liquid CO2 was responsible for the reduced PMMA residues,
or whether taking the CO2 to its supercritical fluid state was necessary for such
enhanced residue removal. The second hypothesis tested was whether, as discussed in
the previous paragraph, having graphene as a support for the PMMA could influence
the removal of the polymer due to interaction of graphene with the various solvents.
Samples of (20 x 20) mm were prepared by evaporating a 10 nm adhesion layer
of Cr, then 300 nm of Au onto a glass subtrate. Gold was chosen as a substrate due
to its high conductivity, yielding a high SEM signal, but also due to its high acetone-
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philicity. A graphene layer covered with 300 nm of PMMA was prepared as previously
described and transfered onto two of the Au susbtrates. Two other susbtrates were
also covered only with 300 nm of 950 PMMA A4, with the same parameters as done
for graphene.
One of the gold samples with PMMA-covered graphene was submerged in acetone
for 5 min. The acetone was then carefully exchanged with liquid CO2 at 15
oC. After
fully exchanging the two solvents, the liquid CO2 was exchanged once more with air.
The second PMMA+graphene sample underwent the same process but the liquid CO2
was then taken to its supercritical phase and then back to the gas phase, similarly to
the full transfer process described in this work. If the interaction between the liquid
CO2 and acetone was responsible for the enhanced PMMA removal, the first sample
would present the same amount of PMMA residue as the same sample. However,
as shown in the optical microscope images in Figure 4.5, the sample which was not
subjected to supercritical CO2 was found to have visible PMMA residues remaining.
In order to have a more quantitative measure of the residues, the thickness of the
layers were measured using a DektakXT profiler, using a 120 s scan over 300 μm. The
results are shown in Table 4.1.
Layers Acetone + Liquid CO2 Supercritical CO2
PMMA + Graphene 45 nm +/- 10 nm 2 nm +/- 4 nm
PMMA only 10 nm +/- 4 nm not distinguishable from bare Au
Table 4.1: Thickness of various layers after undergoing either a solvation in acetone
and liquid CO2 or the same process followed by a transition to the supercritical phase
of CO2, which corresponds to the full transfer process described in this work. The
corresponding column is labelled ’supercritical CO2 for clarity purposes. These thick-
nesses were collected using a Dektak profiler.
From an experimental point of view, it is important to note that when present,
the PMMA residues were larger near the edge as expected from usual ’edge beads’
formed during spin coating. As the edges beads were of negligible width (about
100 μm) compared to the bulk of the layers deposited, the results quoted were for the
thickness of the main inner residues.
The results in Table 4.1 show that the amount of residues remaining after a sol-
vation in acetone, then liquid CO2 exhibited 15 % of the initially deposited polymer
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remaining after the process. On the other hand, the full transfer process left less
than 1 % of PMMA residues. This result therefore confirms the hypothesis that the
supercritical phase of CO2 plays a critical role in the removal of the polymer residues
in this method.
The second part of the experiment, consisted in testing the hypothesis that the
graphene affinity with the solvents and/or the polymer, also plays a role in the removal
of the residues. From an organic chemistry point of view, solid clean Au was chosen as
a substrate due to its metallic nature. This allows both polar and non polar molecules
to rearrange more easily on its surface, making its wettability by most liquid solvents,
whether polar or non polar, very easy. This is confirmed by the lower thickness of the
residues PMMA after both processes compared with the thickness of the PMMA on
graphene. This result therefore shows that the interaction of graphene with acetone
is responsible for at least some amount of PMMA residue.
Figure 4.6: SEM images with enhanced contrast taken at a working distance (WD)
of 7 mm at 8 kV showing an area of the patterned holes of 30 μm diameter and a
pitch of 60 μm, a) covered with suspended monolayer graphene, showing a few defects
of a micrometer or less in size, compared with b) a sample covered with completely
defect-free suspended trilayer graphene. The white filament-like material present on
some parts of the suspended layer corresponds to PMMA residues.
After narrowing down the interactions which were responsible for the lower amount
of observed PMMA residues. The two mechanisms observed can now be safely corre-
lated with what organic chemistry would predict. Indeed, from a more quantitative
point of view, a liquid will be wettable on a solid surface if the surface energy (excess
energy required to form a surface, compared to the bulk of the material) of the sub-
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strate is 10 mJ.m−2 larger than the surface tension of the liquid [121]. Although it is
easy to determine this value for liquids, for instance acetone has a surface tension of
25 mJ.m−2. On the other hand, for solids, the surface energy varies greatly depending
on the crystalline orientation of the material, on surface adsorbates and on roughness.
This can also create uneven wettability on the surface. The main advantage of this
transfer method is that in the case of supercritical CO2, the surface tension of the
solvent is reduced to 0, and therefore will perfectly wet any surface. Adding to it the
very small size of the CO2 molecule, this leads to a very thorough penetration into all
roughness details of the surface, and would therefore clean any soluble material.
4.4.4 Graphene Coverage
An analysis function was written in Matlab (see Appendix A) to compute the amount
of unbroken suspended graphene over the holes, which will be referred to as graphene
coverage henceforth. The method uses image segmentation based on the relatively
higher secondary electron yield from areas with higher thicknesses and a significantly
lower yield from defective areas which presented no support nor graphene. Segmented
images were then separated into binary images using Otsus algorithm. SEM images
were taken under a Zeiss EVO SEM, with slightly higher electron energy at 8 kV
and with enhanced contrast in order to distinguish the different levels of electron
yield. This allowed wider area survey while keeping the resolution at a maximum. In
the interest of accuracy, the coverage of the layer over the holes was defined solely
in terms of suspended material, without taking supported graphene on the substrate
into account. A function was written in Matlab to determine the coverage of graphene
using image segmentation. As a result, the coverage quoted in this work was defined
by:
C =
(
AGr
Ah
)
× 100 (4.1)
where C was the coverage, AGr the total area of unbroken suspended graphene
and Ah the total area of the patterned holes to be covered. The error to consider in
this percentage therefore corresponded to the cumulative addition of the resolution
of the SEM images and the subsequent error generated by the operations performed
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by the function. As a result, the highest error in this measurement is mainly from
the limitation of the SEM resolution over large areas as all holes of 35µm cannot be
checked individually over (15 × 15) mm2. Consecutive SEM images were taken for the
layers and mapped carefully in a grid fashion in order to measure the coverage. The
coverages quoted do not include some occasional small defects of less than a few μm,
which can be seen on a close-up graphene image in but not on the mapping. However it
was found that these small defects only appeared on monolayer graphene, occasionally
on bilayer, and were almost non-existent on trilayer graphene as illustrated in Figure
4.6. As these small broken holes are of negligible size compared to the overall covered
area, only the largest ones are taken into account in the calculation of the coverage.
This is illustrated in Figure 4.7, where image a) is a purposely chosen SEM image
with a large amount of defects of different sizes. The corresponding segmented image
obtained using the algorithm described above is shown in b) with the defects in the
layer and coloured in dark blue, the covered holes in light blue. The images show that
this method can be used to locate and take into account defects larger than 1µm.
Aside from these small defects appearing on the monolayer, it was found that the
other source of defects were either large scratches from manipulation of the samples or
defects in the area on the edge of the transferred layers. The edges of the (15× 15) mm2
transferred graphene layers, presented a lot of defects over about 0.5 mm instead of a
clear-cut edge between the layer and uncovered holes. Figure 4.7 a), for instance is an
image extracted from one of the edge regions of a monolayer, with its corresponding
segmented image. The coverage of the overall image was calculated to be 76 % but
it can be seen that one side of the layer (which was further from the edge) is better
covered than the other one, closer to the edge of the layer.
The pitch of the hole pattern was defined as the distance from one side of a hole to
the same side of one of the nearest holes. Therefore, for obvious geometric reasons, the
pitch had to be larger than the holes diameter, and the smallest hole size investigated
were 35µm, with a pitch of 60µm and the largest hole size was 70µm with a pitch
of 140µm. The data computed for the coverage showed that the values of coverage
for different pitches were within error bars of each other and were therefore merged
together in the plot presented in Figure 8. The graph shows the coverage of trilayer,
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Figure 4.7: a) SEM image of suspended monolayer graphene on the edge of a trans-
ferred layer, illustrating a calculated 11.79 % coverage of the holes. The graphene is
suspended over 35µm holes with a 60µm pitch, the hole areas with no graphene ap-
pear in black in the picture whereas covered holes appear light grey (as shown by the
red arrow) b) Segmented version of the SEM image, used to detect defects in the layer
for the calculation. The image is RGB coloured in order to enhance the differences
between the different areas: the defective zones appear as dark blue, the suspended
graphene appears as light blue while the copper substrate appears in yellow. c) shows
the image computed by the function for the areas that have no graphene with the
percentage of these areas with respect to d) the total areas covered by the holes on
the image.
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bilayer and monolayer graphene as a function of hole diameters. For all hole sizes and
pitches investigated, we report a coverage of at least (98 ± 1) % for suspended trilayer
graphene over the full area transferred ((14 × 14) mm2 on average, not including the
edges of the layer which presented a lot of defects as discussed previously) up to an
almost perfectly defect-free coverage of (99.6 ± 0.1) %. Bilayer graphene was found to
have a very similar coverage as trilayer graphene for all hole sizes investigated, with
values of at least (98.1 ± 0.5) % up to (99.7 ± 0.5) %. Figure 4.8 shows an image of a
very good quality bilayer graphene with 99.9 % coverage over 35µm holes with a few
occasional defects.
Figure 4.8: a) SEM image taken at 8 kV at a working distance of 7 mm of suspended
bilayer graphene over. The layer exhibits 99.9 % covered holes, appearing in a grey
colour on the image with very few occasional defects in black. One of them is high-
lighted by an arrow for clarity.
On the other hand monolayer graphene did not show full coverage like the other
layers and presented an even lower coverage for larger holes. The coverage of mono-
layer was found to be irregular throughout a same sample and could vary between
a very good coverage comparable to the multilayer one, to a much sparser coverage.
This disparity is reflected in the error bars in the average values calculated for a
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monolayer, which are plotted in Figure 4.9. Typical values for monolayer over 35 μm
holes were found to range from 74.3 % to 90.2 %. For the largest hole size of 70µm,
the coverage was found to vary even more and could range between 30 % and 70 %.
Some large defect contributions were found to be arising from manipulation scratches
as the layer was extremely fragile. However the main contribution to this lower cov-
erage percentage was from the existing imperfections of the layers from its growth
on copper, before transfer. The layers are quoted by the provider to have a guaran-
teed > 95 % coverage [122] on the original copper growth substrate, which makes our
transfer of the layers almost defect free despite existing imperfections. By layering the
graphene layers, into two and three layers, perfect coverage was therefore obtained as
not only the layer was strengthened by the presence of more support, but the original
imperfections from growth were also covered by the extra layers.
Figure 4.9: Graph of the coverage of monolayer, bilayer and trilayer graphene as a
function of hole diameter. The data takes into account different pitches as they did
not show a significant difference in coverage and were within error bars of each other.
The dashed lines are linear fits of the data.
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We have therefore shown that this method can be reproducibly used to produce
virtually defect-free large area suspended bilayer and trilayer graphene. These layers
were successfully suspended over holes of at least to 70µm diameter and below, a
size that has not been achieved before. Monolayers presented a larger amount of
defects which showed an increase with increasing hole size, as expected. A large
contribution to these defects is due to the imperfect growth of graphene of at least
> 95 % depending on the sample, and therefore there were existing defects prior
to transfer. As a result, the coverage of suspended monolayer can be improved by
enhancing on the coverage during growth.
4.4.5 Graphene Quality
Disorder and defects in graphene activates the so-called D peak in the Raman spectrum
of graphene located around 1250 cm−1. This peak is not influenced by strain nor
intercalated dopants and is only sensitive to structural and active defects [115]. The
presence of these structural defects is in fact a necessary condition for the activation
of this peak, which makes it a unique tool to assess the presence of damages and
reconstruction in the lattice which may affect the properties of the layer. The Raman
spectra of transferred monolayer, bilayer and monolayer on copper all showed either
the absence or the presence of a weak D peak as shown in Figure 4.10. The ratio ID/IG
of the intensity of the D peak, to that of the G peak was taken only for monolayer
graphene in order to avoid influences to the spectra from stacking orientations [123,
124], and only for supported monolayers in order to rule out G peak intensity changes
from strain [115]. The distance between defects on the sample can be calculated using
the following formula [91,115]:
L2D(nm
2) =
4.3× 103
ω4L(eV
4)
(
ID
IG
)−1
(4.2)
where LD is the average distance between structural defects in nm and ωL is the
energy of the laser in eV. From this LD was found to be 70 nm or more, which lies
beyond the validity of the formula quoted above for defects between 3 nm and 30 nm
apart [91]. This indicates that the process has not damaged the graphene structurally
and the low intensity of the D peak indicates a high crystallinity and quality in the
79
layer.
Figure 4.10: Typical Raman spectra of graphene monolayer, bilayer and trilayer show-
ing a small D peak around 1350 cm-1, the G peak around 1580 cm-1 and the 2D peak
at about 2700 cm-1.The graphs are offset for clarity.
4.4.6 Strain
Suspended samples have been shown in other works [51, 62] to be subject to non-
negligible amounts of strain, which affects the properties [125] of the layer. In this
work we show that this process can suspend graphene without inducing a measurable
amount of strain on the layer. Raman spectroscopy is a tool that has been widely used
[62,126–132] in the past for the measurement of strain on suspended graphene. For the
same reasons as in the previous section, the following measurements were performed
on monolayer graphene in order to avoid convolution from interlayer coupling and
other effects related to multiple layers, which can affect the Raman spectra.
Figure 4.11 shows a Raman line scan across a hole with a suspended monolayer.
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Figure 4.11: Raman line scan across a hole with suspended monolayer graphene show-
ing no significant increase nor decrease in the G peak position, and in the 2D peak
position, indicating the amount of strain on the suspended layer to be less than 0.1
%.
The positions of the G and 2D peaks are plotted as a function of distance. This
graph shows that the shift in the peaks varied across the line scan, but that there
was no significant difference between suspended graphene and supported one. Further
calculations are shown below in Table 4.2, with an average of G and 2D peak positions
ωG and ω2D, and their full width at half maximum (FWHM): ΓG and Γ2D. The slightly
higher error in the values for the G peak is due to the lower intensity of the G peak
compared to the 2D peak for monolayer graphene, which made the fitting of the peak
less accurate.
Suspended Error Supported Error
ωG (cm-1) 1586.7 1.9 1587.1 0.8
ω2D (cm-1) 2682.0 1.0 2680.0 2.0
ΓG (cm-1) 14.7 5.5 16.1 2.7
Γ2D (cm-1) 33.2 2.4 33.5 1.5
Table 4.2: Positions of G and 2D peaks, as well as their FWHM compared for sus-
pended graphene and supported graphene on copper, with their standard deviation.
All numbers in the table are in cm-1
.
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The overall change in the respective positions of the peaks was found to be within
standard deviation from one side to the other of the hole, as well as for the FWHM of
the peaks. The measured difference between the positions was also much smaller than
measurable values from literature. Indeed, for tensile uniaxial strain [62, 126, 127] of
0.01 %, we expected a G peak and 2D peak downshifts of a least ∆ωG = − 10 cm−1
and ∆ω2D = − 20 cm−1, or an increase [128, 129] in their full with half maximum
Γdue to splitting of the bands into two components with increasing tensile uniaxial
strain. Similarly for biaxial strain, which is what would be expected in this work
due to the isotropic nature of the concentric pattern used to suspend graphene, we
expected comparable, if not larger downshifts [130–132] of the same peaks. Using the
Gru¨neisen parameter γ, a measure of the strain on the layer can be derived from the
peak shifts according to the following formula:
γ =
−1
2ω0
∂ω
∂
(4.3)
Where  is the biaxial strain on graphene, ω0 is the strain-free frequency of the
Raman vibration and ω is the frequency of the same vibration under biaxial strain.
Using the parameters determined by previous works [130–132]: ωG = 1.8, ω2D = 2.6,
and taking the two extreme values of ωG and ω2D to be the relaxed and strained values,
the biaxial strain ε was found to be less than 0.001 % in all samples. Finally the ratio
of the intensity of the 2D to G peaks I2D/IG did not show any further discrepancy
between suspended and supported monolayer, which indicates that the layer deposited
using this technique was not subjected to any measurable amount of strain.
4.4.7 Topography of the Layer
Atomic force microscopy (AFM) was also used to characterise the topography of the
suspended layers in order to investigate further the findings on strain. The imaging
was done on a Bruker Dimension Icon, with an amplitude-oscillation silicon tip of
40µm wide, also called point probe plus non-contact long cantilever (PPP-NCLR)
with a resonant frequency of 160 kHz, tuned at 5 % of the maximum resonance. In
order to minimise damage, the scan rate used was the lowest possible: 0.10 Hz for a
surface area of (70 × 70)µm2. A suspended atom thick layer over such large areas
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being undoubtedly very fragile, characterising the layer with AFM without breaking
them or adhering the broken graphene onto the tip proved to be a challenge, and
the parameters presented in this work were found to be changeable only within a
very narrow range if damage was to be avoided. The effects of too high tip-sample
interaction is shown in Figure 4.12, where the tip was approached onto the sample
from the bottom right corner, breaking the layer immediately in that area. The scan
continued further upwards, showing an initially pristine graphene layer being damaged
by the tip. Confirmation of the breakage was done on the microscope. Suspended
graphene is not distinguishable under microscope illumination, however the reflection
from some leftover PMMA strands can be seen by changing the focus. Where some
suspended PMMA strands were visible originally under the microscope, none were
distinguishable in the same holes after the AFM measurement. This suggested any
suspended material was removed during the scan.
Figure 4.12: Typical AFM image showing the graphene layer breaking and being
dragged along by the tip during the scan due to a too low setpoint to free amplitude
ratio. The scanning direction is upwards, and the approach was performed from
the bottom right corner. Left image: topography image showing the holes in the
suspended layer, right: phase image distinguishing between the high damping over
suspended graphene and the low damping on the copper substrate.
The two main challenges that had to be addressed were therefore to not break the
suspended graphene during the scan, and the second one was to not incur damage
to the tip. Two types of damage were found to occur throughout the scan of these
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samples: the tip was found to either be broken by encountering a deep hole or to
be contaminated by broken graphene adhering to it. A broken tip is shown in 4.13
compared to a sharp tip, this occurs because the holes used in the sample are infinitely
deep comparatively to the size of the tip/cantilever, and the tip will be driven to
oscillate at its maximum capacity in order to probe the empty surface. As the tip
is moved along by the scanner, this causes it to break upon contact of one of the
sides of the holes. In order to prevent tip damage, care was taken to choose areas
where there were as few defects as possible. Tip contamination was more difficult to
avoid due to the initial fine tuning required to prevent graphene from breaking. A
typical image of graphene breaking and subsequent dragging of the layer by the tip
is shown in 4.12. Unbroken graphene is recognisable from the very light colours on
the phase image. Scanning over the suspended graphene induces higher amounts of
damping in the AFM resonant frequency compared to the scan over copper. This
translates into a large phase shift in the signal feedback when scanning over graphene.
Pieces of graphene breaking below the tip and being dragged along during the scan
enhances this damping even further, resulting in very large phase shifts which can be
used to determine the composition of the image as a complement to the topographic
information.
The topography image shows two pieces of graphene poorly adhered onto the
sample in the top left corner (in white) appearing as a result of the hole breaking and
dragging to the left of pieces of graphene, shown as white lines.
In order to limit the disturbance of the layer to a minimum, an extremely delicate
balance between tip-sample force and resolution had to be achieved in order to obtain
an image. In order to reduce the force applied to the layer [93], the free amplitude of
the tip was decreased from the default 350 mV value down to 100 mV. This value was
the minimum value for which the loss in resolution was still negligible. Similarly, a
high setpoint to target amplitude ratio of 0.9 was used to minimize the force [133] by
keeping the tip at a reasonable height from the layer. With these two fixed parameters,
the drive amplitude applied to the tip had to be increased from the default value
in order to keep the trace and retrace matching. The minimum values found to
match the tip traces without inducing noise or graphene breaking, were found to
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Figure 4.13: SEM images of n-doped silicon tips used in this work for non-contact
mode measurements, both images were taken at an accelerating voltage of 10 kV and
at a working distance of 10 mm. The first image shows a) a new AFM tip showing a
sharp tip and the second image shows b) a broken AFM tip after being wedged into
the side of one of the copper holes. The images were taken using a mixed signal of
50 % - 50 % from the Inlens and SE2 detectors.
lie very consistently between 15.70 mV to 15.90 mV. Typical values for the integral
gain were found to be variable and would change between 1 and 6 depending on the
sample. A successful AFM image is shown in Figure 4.14 a), with the corresponding
topographic interpretation of the forces measured by the tip and the phase difference
image between the free amplitude oscillation of the tip and the damped oscillation
due to sample interaction. The phase image is shown in inset b) where the holes are
easily distinguishable from the copper substrate due to the larger damping induced
by the softer suspended layer.
Due to the atomic thickness nature of the suspended layer, very strong interactions
with the tip could not be avoided. These interactions are evidenced in the cut out of a
topography image shown in Figure 4.14 c). The suspended graphene was found to have
much stronger interaction forces with the tip, which is translated into an apparent
“higher” topography. This strong interaction is also evidenced in the phase image by
large damping of the tip oscillation over the holes, which colour is clearly distinguished
from the brown low damping colour of the hard copper substrate. The layer was also
found to have an oscillation driven by the tip appearing as very regular spikes in the
cut-out topography c). The AFM phase image shows holes with an imperfect spherical
shape. These imperfections are defects from the photolithographic fabrication of the
holes and are not related to graphene. This is clearly shown in inset d) where a
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Figure 4.14: a) Topography image of suspended graphene over 35 μm holes showing
a defect in the upper right hole, indicated by the arrow, b) phase image of the same
AFM image showing the high damping of the tip over the holes, c) a cross section of
the AFM image across a hole, showing the large interaction of the tip with the sample,
d) a microscope image of the area investigated, showing that despite the AFM image
showing the clear presence of a layer across the hole, this cannot be evidenced under
simple microscope illumination.
microscope image of the same AFM region is shown. The dark ring around the hole
shows the exact same shape as the irregularities of the hole in the AFM image. These
are a result of over-etching, eroding the upped sides of the hole and are therefore also
covered in suspended graphene as seen by the yellow colour in the AFM phase image.
The information on strain from this type of measurement was found to be difficult
to correlate with Raman measurements due to the strong tip-graphene interaction
forces. On the other hand, the AFM images gave a decisive confirmation of the SEM
measurements showing the full coverage of graphene over the holes, and evidenced the
fragile nature of the layers.
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4.4.8 Doping
Within the constraints of the experimental conditions described previously, the posi-
tion and FWHM of the G peak, ωG and ΓG can only have contributions from doping
and strain. The latter having been ruled out previously, the remaining contribution
would be from doping. On the other hand, the 2D mode can also have contribu-
tions from interlayer coupling between graphene sheets. This appears as extra mode
contributions to the 2D peak, which is usually centred around 2685 cm-1, and can
therefore increase the FWHM Γ2D. The multilayer graphene transferred using this
technique showed 2D modes of similar shapes regardless of the number of layers as
shown on the normalised spectra of Figure 4.15 a). The values of Γ2D for bilayer,
trilayer and monolayer were found to be within standard deviation of each other with
an average value of (37 ± 3) cm-1 and could be fitted with a single Lorentzian. The
details of the values for the FWHM of each layer are shown in Table 4.3. This single
2D peak is characteristic of artificially stacked multilayer graphene [123,124,134] and
denotes a weak interlayer coupling. This was checked by calculating the ratio I2D/IG
which was found to vary greatly across the bilayer and trilayer due to different grain
orientations stacked at varying angles. For this reason, although the doping of the
layers influences the intensities of the G and 2D peaks, this information cannot be
used to identify doping contributions without separating the contribution from layer
orientation.
Layers ΓG (cm-1) Γ2D (cm-1)
Monolayer 16.1345 40.2014
Bilayer 17.0903 33.6564
Trilayer 18.2847 36.5221
Table 4.3: FWHM ΓG and Γ2D of the average G and 2D peaks for monolayer, bilayer
and trilayer graphene.
The plots of the G and 2D peaks in Figure 4.15, are averaged over 100 μm2 area
in order to rule out local statistical variation, and were integrated over an exposure
of 120 s. ω2D is observed at 2688.54 cm-1 for single layer graphene and shifts up with
an increasing number of layers while ωG downshifts for increasing layers. After ruling
out strain effects from suspension, effects from defects, and interlayer coupling in the
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Figure 4.15: Raman spectra showing: a) the 2D peak for monolayer, bilayer and
trilayer graphene showing a shift to higher values for more layers: Δω2D > 0. The
single Gaussian shape for the multilayer Raman indicates weak interlayer coupling
between the extra layers. b) the G peak for monolayer, bilayer and trilayer graphene,
showing a negative ΔωG.
previous discussions, the only remaining contribution to this shift Δω2D would be
doping. A more quantitative plot of the observed shifts is shown in Figure 4.16. As
shown in Figure 4.16 a), the G peak assigned to the high-frequency E2g vibrational
mode [115] was observed around 1586 cm-1 for monolayer graphene and showed a
downshift ΔωG = -2 cm-1 as the number of layers increased.
As all other contributions have been ruled out in previous discussions, this change
in ωG can be safely attributed to doping. The negative shift ΔωG is a well investigated
effect of a decrease in charge (either positive or negative) doping [135–137]. Such
decrease in doping is also expected to yield a widening of the G peak, which is expected
to be at its widest around the charge-neutral Dirac-point [135,138]. Another expected
result of a change in doping is an upshift in ω2D for hole doping. On the other hand,
electron doping is not expected to affect ω2D [135] for doping below 3 x 1013 cm2.
Table 4.3 indeed shows an increase of 1 cm-1 in ΓG as expected, while Γ2D does not
exhibit any obvious trend. On the other hand, ω2D is found to increase with number
of layers, with a consistently larger increase of about 5 cm-1 between one and two
layers, and a smaller increase of about 2 cm-1 between bi- and trilayer. This stiffening
and sharpening of the G peak, and softening of the 2D peak as the number of layers
decrease, are typical effects of a light increase in doping [135,139].
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Figure 4.16: Graphs showing a) a downshift in the position of the G peak with an
increasing number of layers, b) a shift of the 2D peak towards higher values. Both
graphs show two samples where each point correspond to the average of the peak
positions for all the spectra taken for that layer.
This doping decrease with an increasing number of layers has been observed in
previous works, and has been interpreted as doping from the supporting substrate.
One layer would be more doped by the substrate while a larger number of layers are
less influenced by the underlying support.
4.4.9 Grain Boundaries
As previously discussed in Section 1.5.1 one of the main causes of deterioration of the
mechanical and electrical properties in grown graphene is the formation of islands of
graphene with different orientations during the growth process called grains [17,140].
At the boundary where these grains meet, the usual structure of graphene is altered.
Such graphene is called polycrystalline graphene and exhibit deteriorated mechanical
and electronic properties compared with single crystal graphene [17,58,59,141].
Zhang et al. [142] have reported the finding of two types of grain boundaries:“flat”
and “inflected” (where the grain forms an out-of-plane inflexion) and predict that flat
grain boundaries would decrease the intrinsic tensile strength of the layer linearly with
increasing formation energy of these boundaries. Similarly, they show that the tensile
strength of inflected boundaries will decrease with increasing angle of inflexion.
The presence of such boundaries would therefore deteriorate the mechanical strength
of the layers suspended in this work. For this reason it was important to quantify the
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amount of grain boundaries of the layers. For this, multiple solutions which have been
presented in literature will be discussed here along with whether they are applicable
to this work.
4.4.9.1 Oxidisation
The easiest technique at first sight would be the optical characterisation using micro-
scope by oxidising the copper substrate [143, 144]. The papers describe an annealing
method using oxygen radicals produced by UV irradiation of O2 gas at room temper-
ature and room pressure.
Figure 4.17: a) Optical microscope image showing a sample of commercial graphene
used in this work, the black arrow indicates a copper inflexion while the blue ar-
row indicates a copper grain boundary. b) A microscope of a sample of commercial
graphene annealed at room temperature using Ozone (O3) radicals produced under
UV (as described in [144]) for 5 min. The blue arrow the selective annealing of copper
inflections. c) Another microscope image of an annealed sample for 10 min. The ar-
row shows the annealing of a copper grain (in blue). d) An SEM image of a graphene
sample showing in white the copper grain boundaries. The arrow indicates an area
where the graphene was scratched away.
90
The setup used in this experiment consisted of a steady O2 flow through an Ozone
generator (where UV light is used to break O2 into oxygen radicals). The sample
cleaned with acetone and IPA and was put under vacuum, and a steady of O2 was
flowed through at 10 Torr, the Ozone generator was then turned on for 5 min for some
samples and 10 min for other samples. It was found that the oxidation was produced
preferentially along the copper grain boundaries and inflexions of the copper as shown
in Figure 4.17. Image d) shows an SEM of the graphene on its native copper, with
the copper grain boundaries as well as areas of bare copper (where the graphene was
scratched away). As the graphene was not grown-in house as described in the papers,
nor was the information provided in the paper very thorough in terms of the setup
used, this method was not pursued further.
4.4.9.2 Fluorescence Labelling
Another method explored for the estimation of grain boundaries was to label grain
boundaries with fluorescent markers. As grain boundaries are more reactive than pris-
tine graphene [145, 146], similarly to the preferential oxidation technique along grain
boundaries described in the previous subsection, we attempted to functionalise the
boundaries with primary amines (-NH2) instead of the very reactive Oxygen radicals.
The aminated grain boundaries would then be labelled with FITC (Fluorescein isoth-
iocyanate) [147], a commonly used fluorescein derivative used to label amino-acids
in biology. This molecule is very reactive towards amine radicals and forms a bond
with the functional group. This would allow for the fluorescent labelling of the grain
boundaries using a confocal microscope.
The procedure consisted in cleaning a sample in IPA and acetone and putting it
under vacuum in a chamber. A flow of ammonia (NH3) gas is then passed through
the chamber to clean any remaining oxygen (care must be taken to remove as much
gas a possible as ammonia is highly reactive). The chamber is then filled with NH3 up
to 150 Torr at room temperature. A 300 W UV lamp is then shone directly onto the
sample through a UV-clear window on the chamber for 1h30 for some samples and
for 5 h for other samples. The samples are then labelled with FITC. The preparation
protocol used for the labelling is described in Section 3.8.1. The samples were then
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Figure 4.18: a) This photo shows solutions with concentrations of glycine between 0.25
mg/mL to 5 mg/mL and their colour after reaction with ninhydrin. b) This photo
shows solutions with concentrations of proline between 0.25 mg/mL to 5 mg/mL and
their colour after reaction with ninhydrin, along with a blank (just ninhydrin) solution.
investigated under confocal microscope and were found to have no labelling.
In the light of that results, the first step was to check whether the amination process
was successful. For this a different graphene was used: AO3 graphene flakes which has
a larger reactive surface due to the small flake (12 nm average size) nature. The flakes
underwent the same amination treatment described previously. As it was difficult
to separate the labelling molecules and the small flakes in solutions, another method
was used to assess whether amines were present on the sample: ninhydrin colorimetry.
Ninhydrin (C9H6O4) is an aromatic molecule generally used to determine the presence
of amines. It is a destructive method as it will bind to the amine function to form a
new coloured composite which is soluble in alcohol. The solution will therefore take a
purple colour in the presence of primary amines (-NH2) and an orange colour in the
presence of secondary amines (-NH). The protocol used in this work is described in
3.8.2.
The controls used were commercial amino-acids: glycine (a primary amine) and
proline (a secondary amine) as shown on Figure 4.18. Preliminary results were con-
ducted and were not conclusive in determining whether the AO3 graphene samples
were successfully functionalised either with -NH2 or -NH terminations. Further work
would be needed to reach a definite conclusion.
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Figure 4.19: This photo shows an assay with ninhydrin blanks, AO3 graphene in a
ninhydrin solution (untreated), AO3 graphene treated for 1.5 hours in Ammonia, and
for 24 hours. The two samples in the middle (O3 and HND) are unrelated to this
work but were not removed from the image to keep to full picture and show that the
samples were measured on the same day.
4.4.9.3 Carrier Mobility
Another method attempted to determine grain boundaries in this work was the fab-
rication of a suspended graphene device to measure the carrier mobility in the layer.
The process used to fabricate the samples are outlined in Figure 4.20 a). The process
was conducted with the help of Nuno Braz who operated the Argon mill and EBL
exposure.
This process was designed as a preliminary process used to assess whether the
graphene could be suspended over gaps of different sizes. Six 5 x 5 mm preliminary
samples were produced using gold (the gold surface would be easier to ground to ob-
tain SEM measurements, this was planned to be changed at a latter time when the
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Figure 4.20: a) Diagram illustrating the process used to produce the test samples for
suspended mobility measurements, b) Microscope image of the sample illustrating one
of the samples produced using this method.
suspension process was established). The EBL settings were as follow: a voltage of
10 kV, a current of 1.75 nA and an aperture of 120µm. The samples were then devel-
opped using MIBK:IPA 1:3 for 1 min, then IPA 1 min and dried with N2. The widths
of the crosses obtained after Argon Mill (5 sccm, 120 min, 58 rpm, 390 V acceleration
voltage, 200 V beam voltage and 9 mA current) were 5µm, 1.4µm and 600 nm.
The samples were all checked for shorts between the 4 gold pads and showed a
resistance which was beyond the scale of the voltmeter. Graphene was then transferred
onto the samples across the lines using the same method as previously described in
this chapter. The graphene was found to curve towards the bottom of the shape and
further work would be required to investigate the reason for this. Future developments
and exploration paths will be discussed in Chapter 8.
4.5 Conclusion
To summarise, a new method to transfer graphene was successfully developped and
refined during this project and presented in this chapter. This method was shown to
suspend graphene, grown natively on copper onto supports patterned with holes up
to 70µm diameter, a very large step from the usual sizes achieved so far in literature:
5µm. In this chapter, the quality of the single, bi and trilayer suspended graphene
obtained were assessed using Raman spectroscopy, scanning electron microscope and
atomic force microscopy. The experiments have shown not only that this method
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produces clean graphene, but also good quality layers which have reduced amount
of PMMA residues. The origin of the residues were also discussed, and finally the
coverage of the layers and some key properties: strain and doping were investigated.
A few methods were explored for the assessment of grain boundaries in graphene and
will be discussed further in Chapter 8.
95
Chapter 5
Optimisation, Calibration and
Behaviour of Parameters in a
Modified Triple GEM Detection
Chamber
5.1 Abstract
The measurement setup was custom built at CERN by the group of Prof. L. Ro-
pelewski. The system is based on the currently investigated triple GEM system de-
scribed in section 3.7. The system used in this work is very similar but parameters
and components had to be tuned to adapt to the presence of the graphene layer. In
this chapter, the systematic variation of parameters used further in this thesis was
conducted. Subsequently, measurement methods developed for the measurements as
well as new parameters resulting from setup modification were characterised system-
atically.
5.2 Introduction
Detector physics is a complex subject which could take multiple books to describe in
detail (for further interest one can refer to the following books: [80] [76]). However
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the aim of this work is to understand the behaviour of graphene as a potential ion
backflow membrane for particle detectors, in particular GEMs and therefore only the
physics relevant to the understanding of such behaviour will be discussed. In interest
of clarity, experimental results will be discussed here at the same time as the relevant
theoretical equations and interpretations, as separating them into a separate section
would require constant cross-referencing of equations.
The basic GEM was invented by Fabio Sauli in 1997 [79], as a potential replacement
for the most commonly used particle detectors: the wire chambers. The GEMs were
shown to be potentially able to overcome most of the drawbacks of the wire chambers:
less expensive structure and maintenance, better resolution and track separation, less
ion backflow [79].
As the triple GEM setup is a very complex system with a multitude of parameters
which influence the radiation detection signal in varied ways, it is extremely important
to understand the influence of each of the parameters on each other, and various effects
observed independently of the presence of graphene. This will firstly allow for a more
accurate optimisation of the parameters for the characterisation of the layer. Secondly
it will also enable an accurate interpretation of the results of the characterisation as
any difference observed can be compared with the absence of layer and be deconvoluted
from unwanted side effects of the variations of a parameter. Finally as the mechanical
resistance of an one atom thick layer of graphene in the operating regimes of the
detector was almost completely unknown, it was important to tune all parameters to
the lowest energy configurations possible in order to avoid damage.
5.3 Methods: The Detection Chamber and Setup
In this experiment the GEMs were all fabricated by the CERN workshop using stan-
dard lithographic techniques: 5 μm of copper or gold (depending on the GEM) is
evaporated onto both sides of a 50 μm thick kapton foil, so an overall thickness of 60
μm. The GEM is then covered on both sides with SU-1818 resist and exposed to UV
light and then developed. The holes are then dry-etched away from the top side, and
then from the back side. The holes are therefore shaped in an hourglass shape with
the smaller inner diameter of 30 μm and the outer diameter of 35 μm. The holes are
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arranged in a periodic honeycomb-like pattern, with a pitch of 60 μm. The copper
mesh used to support graphene has an active area of (3 x 3) mm2, a thickness of 5 μm,
with the same pattern as the GEM: holes of 35 μm diameter arranged in a honeycomb
fashion with a regular pitch (distance from the centre of one hole to the nearest ones)
of 60 μm. Because the films are etched from one side, the holes are not cylindrical
but the diameter shrinks from 35 μm to 30 μm on the bottom side of the mesh. This
narrowing and its relative size is illustrated clearly in the SEM image taken from the
top of a mesh hole covered with graphene in Figure 4.4, with the bottom rim of the
hole appearing in as an apparent inner diameter of the hole.
On the contrary to Chapter 4, where transferring graphene onto the top side of the
meshes and GEMs need to take into consideration the top larger diameter of 35 μm.
In the detector, the effective area seen by an incoming perpendicular radiation will
be the smaller area of 30 μm diameter, and consequently this size will be used in this
chapter in calculations.
The detector used in this work has an active area of 10 cm x 10 cm (surface area of
the chamber). All the readout strips on the anode were connected together so as to
integrate all the current collected into one signal.
The three GEMs could each be powered individually however this can damage
the setup as any large discharges occurring through one of the GEMs would only
shut down that one GEM and not the others, causing the discharge to be transferred
further along the triple GEM, possibly causing further damage. For this reason, the
three GEMs are powered together via a voltage divider using the resistors with values
labelled in Figure 5.1.
For a given voltage applied on the triple GEM stack, a fixed current will flow
through the voltage divider on the left of Figure 5.1, which can be easily calculated
using:
IGEM =
VGEM
ΣR
=
VGEM
(0.55 + 0.5 + 0.45 + 3)× 106 (5.1)
Due to a maximum current limitation on the power supply connected to the GEM
stack, monitoring the current IGEM on this voltage divider rather than the voltage
VGEM was slightly more practical. Relevant calibration graphs will therefore be plot-
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Figure 5.1: Diagram of the measurement setup used in this chapter. The field in
region D1 is inverted in order to not have any contribution from ion-electron pairs
generated above the mesh.
ted as a function of current on the GEM stack. However both quantities IGEM and
VGEM are directly proportional and can be easily computed if needed.
The other quantities labelled on Figure 5.1 correspond to: the voltage VC and
current IC on the cathode, the voltage VM and current IM on the mesh, and the ones
on the anode VA and IA.
As the ultimate aim of the experiment was to calibrate the setup to study the
charge transmission properties of graphene for potential integration in particle detec-
tor, and not to study GEMs for radiation detection in general, the source of radiation
was fixed for simplicity and was a PANalytical commercial X-ray gun with a variable
interaction rate which can be changed by varying the current applied to the gun up to
a few mA, while keeping the voltage fixed to 16.00 kV. The X-rays used in this setup
were copper characteristic alpha X-rays (Kα) and therefore had an energy of 8.04 keV,
corresponding to a wavelength of 0.154 nm.
For a given triple GEM configuration, with a determined spacing between the
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GEMs as described in the previous section, and a given gas mixture, the gain and
rates of the detector still needs to be calibrated in order to operate the detector setup
in the proportional regime. As described in Chapter 2, gains between 103 and 105
are situated in the proportional region where the energy of the signal collected at the
anode is directly proportional to the energy of the incident particles. Therefore even
by increasing the gain in the same regime, the rate of the detector is expected to be
constant.
Unless stated otherwise, the gas used in the detector chamber was argon-carbon
dioxide in a mass ratio of 70% argon and 30% CO2. This quantity will be labelled
Ar-CO2 70-30 from now on. All measurements were done at room pressure and tem-
perature. The chamber was always flushed for at least 2 hours (or overnight if possible)
at high flow of 9L/h before any measurements in order to clean the chamber of gas
impurities and obtain a homogeneous mixture. The flow is then reduced to 5L/hour
for the measurements. The voltages used to power up the detector were very high, in
the range of 3000 V to 5000 V with electric fields up to 104 V.cm-1. It was therefore
necessary to set a ramp up rate of 25 V.s-1.
The MCA used in this measurement was an: MCA8000D AmpTek Pocket MCA,
the software used to transfer the data from the MCA to the computer was DPP MCA
and the input range was 10 V for 2048 channels with a threshold set at channel 20 on
the software.
In order to understand the behaviour of the parameters independently of the pres-
ence of graphene, and in order to calibrate the triple GEM accurately, the Drift region
above the mesh supporting the graphene layer needed to be disabled. By doing so,
the setup reduces to a simple triple GEM with only one drift region above it: D2. In
order to disable the drift region D1, the field ED1 across the region can be inverted
to be pointing in the direction opposite to ED2. This causes all electrons generated
by the X-rays in D1 to be drifted the opposite way towards the cathode, therefore
not contributing to the current collected at the anode after amplification. The reason
for the inversion rather than keeping the voltages across D1 the same (equipotential),
which would also prevent the drift of the electrons, is that by implementing the lat-
ter, ions produced in D2 will still drift back up to D1 through collisions and not get
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collected on the mesh, therefore changing the current collected on the mesh (IM). In
this chapter ED1 is therefore kept inverted with a value of -100 V.cm
-1, unless stated
otherwise.
5.4 Variation of Parameter VGEM: Voltage across the
Triple GEM
5.4.1 Influence on Rate and Gain
As discussed in Chapter 2, the voltage across the GEM will directly influence the
amount of amplification of the electrons in the detector. In this work, the detector
was to be operated in the proportional regime, and therefore the voltage needed to
be varied in order to identify the different regions and therefore to calibrate the setup
accordingly.
The number of primary electron-ion pairs n0 produced by the interaction of an
X-ray with a gas molecule, in this case can be approximated by:
n0 =
∆E
W
(5.2)
where ∆E is the energy lost in the material and W is the energy required to
create and electron-ion pair, this number is 26 eV for Ar and 34 eV for CO2 [79]. For
a mixture of gases A, B, C etc., the expression can be modified to take into account
the gas mass ratio of each components ρA, ρB, ρC , etc.:
n0 =
∑
n
∆E
Wn
ρn (5.3)
For a gas mixture of Ar-CO2 70-30, the number of primary electrons ejected upon
complete conversion of an 8 keV X-ray into electrons would therefore be about 289
primaries. These primary electrons resulting strictly from the energy lost by the X-rays
are then amplified. The effective gain of the triple GEM detector at a given applied
voltage VGEM is defined as the ratio of the electrons collected after amplification na to
the number of initial primaries n0 and can be calculated from experimental parameters
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as follow:
G =
na
n0
=
IA
n0eR
(5.4)
where IA is the current collected at the anode, e is the electron charge and R is
the count rate, also called interaction rate.
The current and the rate therefore needed to be measured in order to calculate the
gain of the detector. For this, the GEM was powered up to a given applied current
IGEM in steps of 10 μA while the X-ray was kept off. Once all the induced currents from
the change in electric field weree settled, the X-ray was turned on and the quantities
IA and R were monitored for that given IGEM. It was important to keep the X-ray
off and X-ray on times consistent as the detector was subject to charging up effects,
which will be discussed later, on top of induced currents from the change in voltage
across the detector. These systematic measurements as a function of time are shown
in Figure 5.2.
Figure 5.2: a) Plot of current collected on the anode as a function of time during a
systematic measurement of the collected current Ianode while varying the current IGEM
on the triple GEM stack. The X-ray gun shutter was closed at regular intervals in
order to avoid charging up in the detector. This is shown by the arrows as ON and
OFF. b) Plot of the count rates recorded on the scaler as a function of time, while
increasing IGEM, the current on the triple GEM stack in steps of 10 μA. Similarly, the
X-ray gun shutter was closed at regular intervals indicated by the arrows, reducing
the counts to noise close to 0.
As expected, the current IA collected increases with an increased amplification
voltage. The measured rate R is expected to be constant with time (with some random
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fluctuations varying according to Poisson’s distribution as discussed in Chapter 2,
which also manifests in the anode current), the reason for the observed ’0’ rate at for
low voltages is due to the set amplitude threshold above which a pulse is considered
as a count. As amplification is increased, the most energetic signals will be registered
as a count and the signal distribution will slowly shift out of from the threshold,
until the full signal is within the detection range, and the count rate will therefore
reach its maximum. The current IA was averaged over 100 measurement points as
well as the rate R, when the X-ray was ON. The same was done for both quantities
when the X-ray was OFF. The net current IA was systematically calculated using
IA(ON) − IA(OFF ), and R was given by R = RON −ROFF in order to avoid potential
contribution from baseline shift effects (if any) and background noise. The averaged
and net values for both quantities are plotted with their respective standard deviation
in Figure 5.3 a and b.
Figure 5.3: a) Plot of Ianode, the current collected on the anode as a function of the
current IGEM on the triple GEM stack. b) Plot of the count rates recorded on the
scaler as a function of IGEM, the current on the triple GEM stack.
The graph of the current IA as a function of the current on the triple GEM, IGEM is
fitted with an exponential function and can be seen to not fit very well below 660µA.
This indicates that the proportional region as illustrated previously in 2.3 starts after
that amplification voltage. Indeed the count rate R starts increasing at about the same
voltage, indicating that the initial ion-electron signal starts being amplified enough
to be counted within the system. R reaches a plateau when all the counts are being
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amplified beyond the threshold. The gain was computed from using the values of IA
shown in the graph, and using the value for R averaged in the saturated regime above
690µA: R = (2.85± 0.04) kHz. The gain G was then replotted on a logarithmic scale
with a linear fit as shown in Figure 5.4. The linear fit can be seen more clearly to start
diverging very slightly at lower values below 660µA and the slope eventually becomes
almost flat below 620µA. The linear fit through ln(Gain) shows that the region of
true proportionality lies between 660µA and 770µA.
Figure 5.4: Logarithmic plot of IA, the current collected on the anode as a function of
the current IGEM on the triple GEM stack. The corresponding VGEM is also plotted on
the upper axis for comparison. A linear fit through the data is shown in red excluding
the two lowest points marked in red, which are towards the end of the ionisation
chamber regime.
For a gas mixture of Ar − CO2 70 − 30, at a rate of 2800 Hz, under the current
settings, the gains reached in the proportional regime vary between 2 × 103 to 2 × 104.
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The equation of the linear fit is given by:
ln(G) = (0.035 ± 0.01)× IGEM − (16.7± 0.1) (5.5)
The value for the current used in this work for the Ar-CO2 70-30 mixture was
chosen to match G = 104 in order to simplify further calculations, using equation
5.5, this corresponds to a current of IGEM = (740 ± 1)µA. An effective Townsend
coefficient αeff can be calculated for each gain G but this is not of interest to this
work. For the value of IGEM = 740µA which will be used from now for a mixture of
Ar-CO2 70-30, the effective Townsend coefficient can be calculated in order to give an
idea of the mean free path. For an avalanche region of 3 GEMs of 50µm this yields
αeff = (0.061 ± 0.001)µm−1, which corresponds to a mean free path of ionisation
of λi,eff = 16µm. After discussing the influence of the applied voltage VGEM on the
gain G and the rate R, the influence on the energy spectrum will now be discussed.
5.4.2 Influence on Energy Spectrum
The energy spectra recorded for each amplification current IGEM are plotted in Figure
5.5 (see Section 3.7.2 for more information on the axis and on the setup). The main
energy peak starts appearing fully for an applied current IGEM = 670µA. This
correlates with the result in Figure 5.3b, where the count rates start increasing. When
the Ar escape peak fully appears within the readable range of the electronics after
IGEM = 690µA, the count rate reaches its maximum point.
The spectrum then shifts to higher energies as the current is increased and the
gain increases. On the other hand, for too high gain after 730µA, the spectrum
starts showing a small broad peak at the highest end of the spectrum, which keeps
increasing as the gain is increased. This peak is a manifestation of the dead time as
described in Section 2.5.3, where a pulse (or many) can appear within the decay time
of a first pulse, leading to an pulse with an apparent higher energy. This effect is
also called pile-up. As the subsequent pulse appears randomly within the decay time
of the first pulse, the amplitude of the resulting pulse is also a random distribution
and will appear as a distribution of counts rather than a very sharp peak. As the
energy of the pulses is amplified by the GEM, the pulses have a higher amplitude,
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Figure 5.5: Graph of energy spectra as a function of current applied to the triple
GEM stack. Increasing the current on the triple GEM is expected to increase the
amplification of the signal. The spectra were cumulated over 30 s.
also a larger distribution and are therefore more likely to overlap. Finally as the
gain is increased further the main peak starts merging with the increasing pile-up
signals at the end of the spectrum. As there is also a maximum pulse amplitude
detectable, which is limited by the electronics, the amplitude of the pulse is simply
saturated and just appears as a narrower peak at the highest end of the detection
range. The two spectra at 740µA and 750µA therefore show main peaks which have
a high convolution with pile-up signals, this is why they seem narrower and have a
higher amplitude than the spectra at 740µA, while in theory they would be expected
to be broader and lower. The Argon peak for the 740µA spectra on the other hand,
is not yet subject to convolution with pile-up and can be seen to be broader and lower
than its equivalent in the 740µA spectra as expected.
The main energy peaks of the spectra and their Ar peak can be fitted with two
Gaussians. The fittings were done using the Wire Renishaw software, and graph of
the main peak centre P measured from the Gaussian fittings is shown in Figure 5.6 on
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Figure 5.6: Graph of the main peak position P of the energy spectra as a function
of current applied to the triple GEM stack IGEM on a logarithmic scale. A linear fit
through the data points marked in black is fitted by a red line on the graph. The data
points marked in red are expected to deviate from the trend due to pile-up effects as
seen in Figure 5.5 and are therefore not considered.
a logarithmic scale. As expected the energy of the current pulses collected increases
exponentially. As discussed in the previous paragraph, the two points at 740 μA and
750 μA, where expected to not fit the trend due to pile-up effects and are indeed found
to deviate from the line. A linear fit to ln(P) is plotted through the other points and
yield the same slope as found in the graph of the gain G as a function of IGEM in
Figure 5.4.
As discussed in Chapter 2, the electron-ion production is a random independent
event following Poisson’s distribution due to the distance between the gas molecules
in the system. The pair generation from the avalanche mechanism is also due to
random independent events, we expect that therefore the probability distribution of
the result X of all of these random independent events A, B, C... is related to the
probability distribution of these random independent events. If all these independent
variables A, B, C... all follow Poisson’s distribution, then X will also follow Poisson’s
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Figure 5.7: Plot of the P(X=k), the probability distribution of a random variable X
taking a value k (or channel number in our case) according to Poisson’s distribution
where the values of λ, the expected values were taken to be the centre of the measured
peaks as measured in graph 5.6. The plot was computed using Mathematica.
distribution [80].
Figure 5.7 is the probability distribution P(X=k) calculated using Mathematica,
for a variable X to take the value k for a series of expected values λ. The values of λ used
were the channel numbers measured in our experiment as shown in Figure 5.6. The
trend can be seen to agree quite well trend-wise with the experimental energy spectra
measured in Figure 5.5. The main differences (in height and shape of the distributions)
are due to the fact that the argon escape peak was not taken into account into this
distribution plot. This calculation however, has shown in a qualitative way that the
changes in shape of the spectra and its evolution at increasing energies is directly
dictated by the probabilistic nature of the counting events. From the measurements
in this section, the range of currents which can be used for measurements in the
proportional regime but while keeping the gain low enough to avoid pile-up therefore
lies between 670 μA and 730 μA in this configuration and using Ar-CO2 70-30.
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5.5 Variation of Parameter ED2: Electric Field below the
Mesh
After discussing the influence of amplification inside the triple GEM, by varying VGEM
while keeping all other variables constant, the influence of the voltage VD2 applied
in the drift region of the triple GEM, i.e. in the region labelled D2 on Figure 5.1,
will be discussed. The current of the triple GEM was set to operate in the region of
true proportionality as measured in the previous section and IGEM was set to 676 μA.
The gas mixture used was Ar-CO2 70-30, and the electric field in region D1, ED1 is
still kept inverted in order to separate the effects of the two regions. The voltage
VD2 was varied systematically in this section in order to assess its influence, however
the results will be plotted and discussed as a function of the electric field ED2 as this
quantity does not depend on the distance between the mesh and the first GEM, and
is therefore valid for any separation.
By varying the electric field in that region, the number of electrons collected by
the triple GEM could be varied. As defined in Chapter 2, the collection efficiency ε
is the ratio of the electrons collected to the number of electrons produced originally.
To measure this quantity, the electric field ED2 was varied systematically, while the
current collected on anode IA was monitored. The measurements were taken in a
similar fashion to the previous section, where the X-ray was turned ON/OFF at
regular intervals to avoid charging up effects. IA was then averaged over 100 points
while the X-ray was ON and plotted with its standard deviation as a function of ED2
as shown in Figure 5.8. Three different regimes with a different trend can be seen and
are labelled in the graph.
The explanation of the behaviour of the collected current is explained by diagrams
in Figure 5.9. IA was seen to increase as ED2 was increased from zero. This is because
at low values of ED2, the field is not strong enough to prevent recombination of
electrons with ions. The more the field is increased, the more electrons are collected,
and therefore amplified, reaching the anode. The amount collected will stop increasing
and reach a plateau when an optimum field configuration is reached (as illustrated in
Figure 5.9a, where all electrons in the drift region are collected, reaching an efficiency
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Figure 5.8: Graph showing the current collected on the anode IA as a function of
varying ED2, the Drift field between the mesh and the triple GEM stack. Three
regions can be distinguished and are labelled on the graph. The average maximum
current collected is labelled as a red line. The data was taken for Ar-CO2 70-30, at a
fixed GEM amplification current IGEM of 676 μA, with ED1 inverted.
of 100 %. If the field is increased further however, the field lines will become so dense
in D2 that some of the lines will start ending on the conductive metal coating on top
of the GEM as illustrated in b). This will cause electrons to be collected on the top of
the GEM rather than through the holes, and therefore the current IA collected on the
anode will start decreasing. The variation of ED2 can therefore be used to change the
number of primary electrons in the drift region which will reach the next amplification
stages in the triple GEM. This will therefore also affect the apparent pulse amplitude
and the spectrum position. Optimum operation of the triple GEM for a maximum
collection efficiency therefore lies in the range of 1000 V.cm-1 to 1500 V.cm-1 for the
applied electric field ED2.
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Figure 5.9: Diagram illustrating the effects of varying ED2 in the three regimes de-
limited in Figure 5.8. a) when ED2 is optimum, all electrons in D2 will be collected
through the holes of the GEM, b) when ED2 is too high, electrons are lost to the con-
ductive layer on top of the GEM and c) when ED2 is too weak, electrons do not gain
enough kinetic energy and recombine with ions. Simulations illustrating this effect
can be found here: [82, 148,149]
5.6 Variation of Parameter Ixray: X-ray Current
The X-rays used in this experiment are produced by a commercial X-ray gun where a
current is passed by a wire/filament until the temperature of the wire is high enough
to reach thermionic emission. The electrons generated by this ’electron gun’ are
accelerated towards a copper target, resulting either in back-scattered electrons, the
production of secondary electrons, or the generation of characteristic X-rays. As each
electron striking the target has the same chance of producing an X-ray, an increase in
the number of electrons is expected to yield an linear increase in the X-ray produced.
A copper collimator with an opening of 0.5 mm diameter was fitted to the source in
order to filter out X-ray which were not parallel to the axis of the gun, and also to
partially reduce the high rate of the gun.
Figure 5.10 shows a graph of the rate measured for the X-ray gun at varying
applied Ixray. As illustrated by the linear fit plotted with a red line, the measurement
indeed shows a linear trend for low values of applied current. However the slope of the
graph starts decreasing after 1.5 mA. Indeed at very high count rates, there is a higher
chance of loosing counts to dead-times. When the effects starts becoming noticeable,
increasing the rate will only increase the lost counts even further, making the slope of
the graph decrease further. For this reason, spectra at count rates above an Ixray of 1.5
mA, are expected to not have accurate count rates and any measurements requiring a
reliable rate were made with Ixray < 1.5 mA. These measurements will be referred to
as ’low rate’ measurements, while the ones taken at Ixray > 1.5 mA, will be referred
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Figure 5.10: Graph of the rate R with increasing Ixray, the current through the X-ray
gun with a collimator of 0.5 mm diameter. The red line is a linear fit through the
data points marked in black, while the data points marked in red are not taken into
account in the fit.
to in the rest of this work at ’high rate’ measurements. The linear fit through the
data points not marked in red yielded a slope of (15.8± 0.2) kHz for the points below
1.5 mA. Globally, varying this quantity Ixray does not influence any other parameters
than the count rate, which simply increases as Ixray is increased. This therefore will
affect the number of events counted on the energy spectra, but as it doesn’t affect
other variables, the shape and position of the peaks are expected to be the same.
Figure 5.11 shows a few selected spectra at varying X-ray currents, this illustrates
that indeed the spectra has the same energy but an increasing number of counts as
expected.
5.7 Variation of Parameter: Gas Mixture
The last parameter to be discussed before moving on to the effects of the added mesh
on top of the triple GEM is the gas mixture. In this work argon was used as the
main source of ion-electron pairs with the addition of CO2 as a quencher. The two
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Figure 5.11: Graph of the rate R with increasing Ixray, the current through the X-ray
gun with no collimator.
gas mixtures used were: Ar-CO2 70-30 and Ar-CO2 93-7.
At the same pressure and temperature conditions (room-conditions at 20oC, and 1
atm), changing the proportion of Ar to CO2 will change the number of primary elec-
trons produced by the same radiation according to equation 5.3. The energy deposited
by each radiation is therefore expected to change, and the position of the peaks in
the resulting energy spectra should shift accordingly. Furthermore, not only the in-
teraction cross-section σγ with the incoming radiation will change, but the interaction
cross-section for the electrons in the avalanche production process σa is also expected
to change accordingly. Argon is used in the mixture as the main ion-electron pair pro-
duction source (the energy required to produce electron-ion pairs is 26 eV, whereas for
CO2 for example is it 34 eV [80]) and is also used rather than other noble gases due
to its high ion mobility of 1.7 cm2.V−1.s−2 (as opposed to 10.2 cm2.V−1.s−2 for He for
example [80]), allowing for accumulated local charges due to ions to dissipate faster.
CO2 also has a low ion mobility 1.09 cm
2.V−1.s−2 and is used in the mixture as a gas
quencher. Indeed CO2 by vitue of its two very electronegative oxygen atoms, acts as
a common electron acceptor in chemical reactions. In this gas mixture, its presence
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Figure 5.12: a) Logarithmic plot of the gain G for a gas mixture of Ar-CO2 93-7 as a
function of IGEM on the triple GEM stack, with a linear fit through the data points
shown in red b) Plot of the count rate R recorded on the scaler as a function of IGEM,
the current on the triple GEM stack. The average value for the measured rate is
shown as a red line. The X-ray current used was 0.05 mA.
would reduce the number of electrons collected at the anode. This allows to reduce the
energy deposited by the incoming radiation, and given the same experimental settings
it the presence of more CO2 would shift the energy spectrum further towards zero.
This means that while the maximum rate stays the same, a higher voltage is required
to reach the maximum rate measurable by the system. Similarly, a higher voltage is
also needed to achieve the same gains with more CO2.
Comparing the calibration graphs for Ar-CO2 93-7 shown in Figure 5.12, with
the ones for Ar-CO2 70-30 in section 5.4 shows that indeed for a lower proportion of
CO2 the current IGEM needed to obtain the same gains, is lower by 75 μA. The rate
measured was R = 2600± 10. The slope given by the linear fit to the gain data gave
α = (0.341± 0.01) m-1. This slope is higher than the value found for Ar-CO2 70-30:
α = (0.035±0.01) m-1, indicating a much faster increase in gain. This is in agreement
with experimental results in literature as shown in Figure 5.13. The graph shows the
evolution of the pulse height or amplitude of the pulse as a function of applied voltage
for different ρCO2 . This is roughly equivalent to the energy of the main peak P of
the energy spectrum as a function of VGEM. The plot shows the exponential trend
discussed previously and shows that a higher voltage is needed to obtain the same
gain for increasing ρCO2 , and it also shows a steeper increase in the gain G for lower
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ρCO2 , which is expected as the molecule is expected to quench the avalanche process.
Figure 5.13: Plot of the average pulse heights measured in mV, as a function of applied
voltage VGEM across the detector in V for different percentages of CO2 in the Ar-CO2
gas mixture. Adapted from reference [150].
As CO2 acts as an electron acceptor, the effective cross sections σγ and σa are
both expected to decrease as ρCO2 increases so the amount of energy deposited by
one radiation will be lower. The addition of different amounts of quencher gas there-
fore has the benefit of being able to modify and control the dynamics of electron
production inside the chamber, modifying their speed and therefore modify the pulse
collection time in order to change deadtimes. Another benefit of modifying the gas
mixture is that the quenching process can increase the threshold of the beginning of
the arc-discharge regime therefore allowing for operation at higher gains without the
appearance of discharges. The dependence of these benefits is complex, non linear
and previous experimental results have shown [80, 150] that a minimum exists for an
addition of between 30 % and 40 % of quenching gas, where the amount of discharges
is lowered. The calculations for this are beyond the scope of this thesis and can be
found in the following references: [80, 150–152], however this explains the reason for
the use of Ar-CO2 70-30 in this work, and in other detectors work as a standard gas
mixture. The use of Ar-CO2 93-7 will be explained in the next chapter.
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Figure 5.14: Plot of the average electron energy in Ar-CO2 gas mixtures with varying
ratios, as a function of applied electric field across a drift region. Simulations by
Filippo Resnati (CERN) (co-author in the publication).
5.8 Variation of Parameter ED1: Electric Field above the
Mesh
After discussing the effects which would influence a standard triple GEM while keeping
the electric field in region D1 inverted in order to avoid any contribution from it, it
is now important to understand the new setup designed in this work without the
presence of graphene before integrating the layer. It is now important to discuss
what to expect from this second drift region on top of the standard GEM, as well as
measuring the effects of a varying ED1 field on the rest of the setup.
The addition of an extra drift region of 3 mm height, on top of the existing drift
region D2 also of 3 mm height would be equivalent to having a drift region of 6 mm
height. The path of an incoming X-ray is therefore effectively doubled and the energy
loss of the X-ray which can now be collected is expected to increase according to the
Beer-Lambert law. Considering an incoming X-ray beam of intensity Ii upon entering
region D1, the beam will be attenuated after passing by the gas in region D1. After
which the beam hits the mesh layer. This is important to take into account as the
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Figure 5.15: Diagram illustrating the quantities used in the equations in section 5.8,
describing the D, the diameter of the holes, p, the pitch, and the intensities used.
stopping power of copper is high. It will then be attenuated by the copper, and then
upon leaving it, will be attenuated a third time after passing by region D2. According
to Beer-Lambert law, as the distance travelled by the X-rays in each region is the
same: xD1 = xD2, the ratio of intensity lost in D1 should be equal to the one lost
in D2. We call ratio Agas and by rearranging equation 2.1, the following relation is
obtained:
ICu,i
Ii
=
If
ICu,f
= e−µgasxD1 = Agas (5.6)
Where Ii is the initial X-ray intensity entering region D1, and ICu,i the attenuated
intensity upon leaving D1, before entering copper. Similarly, ICu,f is the intensity
after passing in copper, and If , the intensity upon leaving D2. For clarity purposes,
these quantities in the equation are described in Figure 5.15. The attenuation constant
of the Ar-CO2 mixture µgas can be expressed as a function of the mass attenuation
coefficient µd , the density d and the mass ratio ρ of each gas.
µgas =
µAr
d
dArρAr +
µCO2
d
dCO2ρCO2 (5.7)
Similarly, the attenuation of the X-rays through the copper mesh can be described
in terms of mass attenuation coefficient of copper µCud and its density dCu. However,
the copper layer is not continuous and has periodic holes through which attenuation is
equal to attenuation by Ar/CO2 . The optical transparency T0 of copper is calculated
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as follow for the hexagon lattice samples:
T0 =
D2pi
(2
√
3)p2
(5.8)
Where D is the diameter of the holes and p is the pitch separating them. The
attenuation through the ACu mesh can the be expressed as follow:

ICu,f
ICu,i
= e−µCuxCu = ACu
µCu = T0
(µCu
d dCu
)
+ (1− T0)µgas
(5.9)
Assuming any radiation lost by attenuation is converted into an ion-electron pair
which will be detected by the system (full efficiency), the rates R measured can be
expressed as follow:

Ii − ICu,i = RD1
ICu,f − If = RD2
(5.10)
where RD1 is the number of hits collected from region D1, and RD2 is the rate
collected in region D2. Combining linearly and rearranging equations 5.6, 5.9 and
5.10 to solve for RD2, we can write a linear relation between the two rates:
RD1 =
RD2
AgasACu
(5.11)
The values used for the calculations are as given in 5.1. Inputting numbers, this
corresponds to RD1 = 1.062RD2 for Ar-CO2 70-30 and RD1 = 1.075RD2 for Ar-CO2
93-7. And the rate detected in region D1, is, as expected from gradual attenuation,
slightly higher than the one detected in region D2. The total rate R detected in the
spectra should therefore be R = RD1 + RD2, i.e. 2.075 times more than the counts
in the spectra collected for D2 in Ar-CO2 93-7. This was confirmed experimentally,
and for Ixray = 1.0 mA, the rate RD2 measured was 15400 ± 50, for inverted field in
D1, while the rate R measured with positive D1 was averaged to 32900 ± 100. This
number is slightly higher than the number expected 31900± 100.
We therefore expect the rate in region D1 to be slightly higher than the one mea-
sured from region D2. On the other hand, we expect the energy of the X-rays to be
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Material μ/d (m2.kg-1) d (kg.m-3)
Copper (Cu) 0.5062 8960
Argon (Ar) 11.80 1.666
Carbon Dioxide (CO2) 0.9399 1.836
Table 5.1: Table of values used for the mass attenuation coefficient μ/d of 8 keV
photons in relevant materials, the gas densities d quoted are for 21oC and 1 atm
and calculated using the ideal gas law with MAr = 39.95 g.mol
-1 and MCO2 = 44.01
g.mol-1. The values of μ/d for Cu and Ar are as of 2015 from the website of the National
Institute for Standards and Technology (nist.gov) and for CO2 are from: [153].
the same (i.e.: 8 keV) even though their intensity has been decrease. The energy of
the peak measure should therefore be the same. However one important difference
is that the electrons generated in region D1 have to travel through the copper mesh
before reaching D2 and then be amplified. As obtaining a perfect 100 % transmission
efficiency is extremely difficult even with the most optimal field configurations due
to potential geometrical defects, we would expect a lower energy being detected from
region D1. and any deviation between the energy of the X-rays measured from region
D2 and the ones from region D1 can therefore be attributed to the electron transmis-
sion capability of the copper mesh, also ’electron transparency’. The behaviour of the
energy spectra as a function of increasing ED2 is shown in Figure 5.16. The spectra
from region D2 with inverted D1 is shown in bright yellow, and has its main energy
peak was at channel 822 ± 3. On the other hand as soon as D1 is set to a positive
field, a second set of energy peaks appear at lower energies with a main peak and its
corresponding Ar peak, as expected from previous considerations.
As ED1 is increased up to the value of ED2 = 2000 V.cm
-1, the energy transferred
from region D1 diminishes and the peak shifts to lower energies. Indeed for ED1 <
ED2, the field lines are less dense above the mesh than below and as changes in E
have to be continuous, the field lines above the mesh will tend to ’focus’ into the
holes in order to match the denser field at these locations. This causes electrons to
be drawn through the holes to region D2 rather than being lost on the mesh. When
ED1 = ED2 the field lines won’t need to be matched in this case and will naturally
line up straight. The transparency at equal fields is therefore expected to be equal
to the amount of holes in the mesh i.e. the optical transparency. A graph of the
peak positions from region D1 could be plotted as a function of ED1, however, as this
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Figure 5.16: Plot of the energy spectra for at varying ED1 for fixed ED2 = 2000 V.cm
-1,
including a plot of ED1 inverted in yellow showing only one main peak and its Ar peak,
with no secondary peaks at lower energies. The spectra were taken with an Ar-CO2
93-7 mixture at Ixray = 1 mA at IGEM = 635 μA.
behaviour by varying ED1 is relative to the value of ED2, it is more relevant to plot
it as a function of ED2/ED1. This ratio can be interpreted in terms of focusing of
the fields, drawing the electrons through the mesh. Indeed, as ED2/ED1 is very high
the field below the mesh is much larger than the one above, causing more focusing
and inversely, as ED2/ED1 is decreased, the field is less focused. Similarly, the peak
shifts are with respect to the peak position of the energy spectra from D2, so plotting
P1/P2 is more of interest. Such plot can be interpreted as the ’transparency’ of the
mesh with varying field focus. After discussing the influence of the new D1 region on
the results. The electron transparency of the mesh will now be discussed in further
detail in the next section as well as the influence of relevant parameters from previous
sections on its variation.
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5.9 Variation of Electron Transparency Te-
5.9.1 Optical Transparency
Before looking at the electron and ion transparencies, it is important to discuss the
optical transparency and its relevance depending on the measurement. Here it will
be defined as the percentage of holes per area of a copper mesh or a GEM. And for
a mesh with holes arranged in a hexagonal pattern, it was defined earlier in equation
5.8. The reason for the importance of this value is due to the field focusing. Boundary
conditions for electric field lines, dictates that a perfect conductor in an electric field
will cause the lines to bend so that they are normal to the surface of the conductor.
Similarly, a perfect insulator will cause the lines to flow parallel to its surface. As
discussed in section 5.8, in the case of ED2/ED1 decreasing and reaching a value close
to 1, the field lines will not need to focus less and less into the holes to match the
electric field below because of similar field densities. In this case, as both the surface
of the GEMs and meshes are conductive, the field lines will tend to flow straight and
end perpendicular to the surface of the conducting mesh. This means that in the case
ED2/ED1 = 1, with an ideal setup, we expect the number of electrons passing through
the mesh to be equal to the area of the holes, i.e. the optical transparency. This value
is therefore a limiting number for the minimum transparency of the mesh.
5.9.2 Te- Calculation Methods
As one may have noticed, the transparency of the mesh behaves in a very similar
manner to the process described in Figure 5.9 for the influence of ED2 on the anode
current. Because of this, it is important to fix ED2 if ED1 is to be varied in order to
differentiate the two mechanisms. As discussed previously, a simple way to calculate
the electron transparency would be to take the ratio of the centre of the two main
energy peaks of the spectra P1/P2. This can be done by fitting the peaks with a
mixture of Gaussian and Lorentzian curves as shown in Figure 5.17. The argon peaks
also need to be fitted and their ratio can be checked in order to assess the goodness
of fit in the case of non-negligible overlap.
However, in the case of low transparencies, part of the peak can disappear below
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Figure 5.17: Graph showing a typical curve fit of an energy spectrum used to obtain
the values for P1 and P2. The fitting of the argon peaks are also necessary in order to
get an accurate value, especially when the transparency is high and the peaks overlap
significantly.
the measurement threshold and only the decaying tail of the main peak will be visible.
This makes it much more difficult to measure the centre of the peak and extrapolations
would be required. Another drawback of this method is the fitting of the secondary
peak as the peak moves closer to zero. Indeed, due to the probabilitic distribution
of the spectra discussed in Section 5.4, the Argon peak of P2 will start merging with
P2, creating a double peak which yields higher fitting errors. In order to remedy to
these drawbacks and to cross-check measurements, a second Te- calculation method
was required.
The electron transparency can be defined in stricter terms as the number of elec-
trons measured from D1 to the number of electrons which should be collected from
region D1. For a given gain G, the electron transparency can be calculated by rear-
ranging equation 5.4 in terms of ID1 and ID2 the currents collected due to region D1
and D2 and their respective rates RD1 and RD2. As the current IA collected at the
anode is the amplified signal from both D1 and D2: IA = ID1 + ID2, and D1 can be
inverted to to determine the ID2 and RD2, this means a simple subtraction could be
used to determine ID1 and RD1. The electron transparency can therefore be calculated
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using:
Te− =
IA − ID2
RD1+D2 −RD2 ×
RD2
ID2
(5.12)
Despite the stated advantages of this method, one of the drawbacks is the high error
carried in this calculation, not only from error propagation with all the experimental
values, but mainly from the high errors associated with the values of the rate. Indeed,
although the current collected IA and ID2 take into account the total number of
electrons from all pulses, the measurement of the rate is limited by the speed of the
electronics and as the real rate increases, the counts lost to pile-up will increase. This
means RD1+D2 will be most affected and will be lower than it should be, consequently
Te− will appear larger than with the calculation from the peaks. This effect is therefore
also expected to be more prominent with larger overall rates.
Comparatively, the total error in the calculation of Te− from P1/P2 is effectively
the error in the two peak positions. This error will increase at very high transparency
close to 100 % as the two peaks merge and at very low transparencies when the peak
starts disappearing. below the threshold. A graph of Te− as a function of ED2/ED1 is
plotted for Ar-CO2 70-30 and illustrates both methods for different rates and shown
in Figure 5.18. As shown in b) the transparency of the mesh in % is independent of
the rate, and the curves for all three Ixray show a trend within each other’s error with
a maximum value of 75.7 %. On the other hand, Figure a) shows that a) at highest
Ixray, Te− reaches values of 78.3 % for lower rates and up to 80.3 % for a higher rate at
Ixray = 3.0mA. The deviation between the two methods was found to be a percentage
of Te− with a value of 4.7 ± 2.7 %.
This section has therefore illustrated the two methods determined for this setup
for the calculation of Te− of the mesh meant to support the graphene layer on top of
the detector. As the deviation between the two diminishes at lower transparencies a
combination of the two methods can be used for high and low transparencies.
5.9.3 Effect of Gas Mixture on Te-
As discussed in Section 5.7, the gas mixture is expected to affect the number of pri-
maries generated from the X-rays and the dynamics of the electrons in the gas mixture.
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Figure 5.18: Graphs of the electron transparency of a mesh as a function of the ratio
ED2/ED1 the electric field below the mesh over the electric field above it. The higher
positive ratio therefore indicates a stronger field below the mesh. Both graphs were
taken at different X-ray currents, (the higher current, the stronger the signal) at a
gas mixture of Ar/CO2 93/7. The graphs illustrate the difference between a) the
calculation of the electron transparency from the anode current and b) the electron
transparency from the peak position.
As shown in Figure 5.19, for a higher Ar concentration, the electron transparency is
overall lower. This is because CO2 acts as a light quencher and as described in section
5.7, will allow charges to dissipate faster, and allow a higher collection of electrons,
this will overall decrease the loss of electrons from one region to the other.
5.10 Measurement of Ion Backflow
5.10.1 Ion Backflow Measurements
Along with the electron transparency, the second main quantity which was critical to
monitor was evidently the ion backflow. The ions drifting back following field lines,
from the amplification stages to the drift zone D2 will partly be collected onto the
mesh, generating a current IM. The remaining, which will follow further field lines
through the holes of the mesh will drift back to zone D1, where they will be collected
onto the cathode, producing a current IC. As the number of ions collected is dependent
on the number of electrons collected on the anode IA, ion backflow is usually defined
as the ratio of the IC to the IC in the case of a normal triple GEM detector. As in
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Figure 5.19: Graphs of the electron transparency of a mesh as a function of the ratio
ED2/ED1 the electric field below the mesh over the electric field above it. The higher
positive ratio therefore a stronger field below the mesh. Both graphs were taken at
varying X-ray currents, (the higher current, the stronger the signal) and illustrate the
effect of the gas mixture on the transparency of the mesh for a) Ar/CO2 70/30 and
b) Ar/CO2 93/7.
this work the mesh collects part of the ions drifting back from the triple GEM, the
ion backflow can be rewritten:
IBF =
IC
IA
=
IM + IC
IA
(5.13)
However, the aim of this work was to measure the properties of graphene, sup-
ported on the mesh, as an effective ion collector, not the measure of the ion backflow
itself. We therefore define another quantity of more interest: the ion transparency of
the mesh Tions. If the graphene did block some of the ions, they would contribute to
the ones collected on the mesh as part of IM, while the ones drifting back to IC would
be considered gone through the graphene layer. The ion transparency of the mesh is
therefore defined as a fraction of the ion backflowing from the GEM:
Tions =
IC
IM + IC
(5.14)
As this quantity is defined as a fraction of the ions flowing back from the am-
plification region, this quantity is not expected to be affected by the gas mixture,
VGEM, nor Ixray but only by the field lines and the geometry of the mesh. Tions was
therefore monitored as a function of E2/ED1 along with Te−. The measurements were
125
done simultaneously with the measurements for Te− in a similar fashion. Figure 5.20
shows the ion transparency Tions measured with Ar/CO2 70-30 and 93/7, confirming
the independence on the gas mixture. On the other hand, the measurements with
the same ED2/ED1 as for Te− (labelled ’normal GEM operating region’) show that
an ion backflow below the optical transparency of the mesh, indicating that the mesh
already collects most of the electrons. It was then necessary to increase further ED1,
until ED1 > ED2 in order to reach a high ion backflow region to test the graphene for
Tions. The resulting measurement are labelled accordingly in Figure 5.20.
Figure 5.20: Graphs of the ion transparency of a mesh as a function of the ratio
ED2/ED1 the electric field below the mesh over the electric field above it. The higher
positive ratio is therefore a stronger field below the mesh. Both graphs were taken
at varying X-ray currents, and illustrate the effect of the gas mixture on the ion
transparency of the mesh for a) Ar/CO2 70/30 and b) Ar/CO2 93/7. The lines
connecting the points are a guide to the eye.
The graph shows an increasing trend for the ion backflow as ED2/ED1 is decreased.
Indeed, the focusing works in an inverse way for the ions as for the electrons, as the
field below the mesh increases, the field lines below will be denser and will end straight
into the mesh, causing the maximum amount of ions to go through to be equal to the
optical transparency: 22.67 % in this work. Conversely, as ED2/ED1 reaches values
below 1, the field above the mesh becomes higher, hence drawing ions through the
mesh. This causes an increase in the ion backflow below 1. Another point to notice
is that the ion backflow at low rates below Ixray = 1.5 mA as seen on the graph show
high fluctuations due to the low currents collected. For this reason as well as for the
observation of a higher ion backflow than the optical transparency, the measurements
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for ion backflow will be done in the next chapter at Ixray = 3.0 mA. This high rate
did not affect the ion measurements as the rate is not needed in the calculation, while
more accurate and higher currents were critical in order to assess the transparency of
graphene layer. For ease of comparison with the electron transparency measurements,
the graphs for the ion backflow will be plotted as a function of ED1/ED2 so that an
increasing x-axis will be equivalent to a higher focusing for ions.
5.11 Conclusion
In this chapter, the effects of the key parameters VGEM, ED2, Ixray and the gas mixture
on relevant results were discussed for the standard triple GEM, as well as the relevant
links between them for this experiment. A new measurement setup was introduced
with its specific measurement methods and calculations, all of which were developed
progressively during this work as the need arose: these consisted in suspending the
graphene above the triple GEM on a copper mesh, therefore separating the drift region
D into two: D1 and D2. Measurements of the variation of the electric field in both
drifts regions were investigated without the presence of graphene, the effect of which
will be treated in the next Chapter. The quantities Te- and Tions, the electron and
ion transparency of the mesh were defined with their relevant calculation methods,
and investigated systematically. The influence of graphene on these parameters will
then be investigated in the next Chapter.
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Chapter 6
Integration and Charge
Transmission Properties of
Graphene as a Membrane in a
Triple GEM at Low Field
Configuration
Publication of results from this chapter:
• Charge Transfer Properties Through Graphene Layers in Gas Detectors, P. Thuiner,
R. Hall-Wilton, R. B. Jackman, H. Muller, T. T. Nguyen, E. Oliveri, D. Pfeiffer,
F. Resnati, L. Ropelewski, J. A. Smith, M. van Stenis, and R. Veenhof, IEEE 2014
Transactions.
6.1 Introduction and Aims
The resilience of graphene in high electric fields was unknown and it was therefore
important to test the behaviour of graphene under such conditions. For this the
design discussed in Chapter 5 keeps the graphene in a low electric field region with
E ranging from 0 V.cm−1 to 2000 V.cm−1. The first systematic steps consisted in
the measurement of the electron and ion transparencies at low field and checking
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their repeatability for the same layer in order to address potential damage due to the
electric field. Secondly, the second set of measurements consisted in measuring the
electron and ion transparencies at high electric field and assess its repeatability. For
this graphene was transferred onto the backside of GEM and placed on top of the
triple GEM. The detailed reasons for this configuration will be explained further in
this Chapter.
6.2 Methods
The layers used in this chapter were transferred using the method described in Chapter
4. This separation allowed for the measurement of the four different regions within
the same detector setup and the same environmental conditions, without having to
open the detector between all the measurements. The pressure and temperature were
(21 ± 1)oC and atmospheric pressure, the gases were flushed for at least two hours
(when possible overnight) at 9 L/h, then the experiments were conducted at 5L/h.
Graphene was transferred onto the top side of copper (Cu) meshes with an active
area of 30 mm x 30 mm using the technique developed in Chapter 4. The meshes
were fabricated by the CERN workshop by stretching a 5 μm thick copper foil onto
a 40 mm x 40 mm kapton frame. Periodic holes of 35 μm size and a pitch of 60 μm
were then etched onto the active suspended area by standard photolithography: SU-
1818 resist was coated onto the layer, then exposed to UV light and subsequently
developed. The holes were then etched away using FeCl3 (further details can be found
in the following reference: [154]).
The presence of graphene required a much slower ramp up rate of 10 V.s−1 in
order to check systematically for discharges and therefore avoiding damage to the
very fragile layer. The first part of the experiment consisted in measuring the transfer
properties of the graphene at low fields, in order to avoid damage. The setup for this
was the same as the one described in Section 5.3 except for a slower ramping rate and
for the addition of monolayer and trilayer graphene.
The setup was optimised so that the graphene was not exposed to the high fields
within the GEMs as its strength needed to be proven for low fields first. For this, a
micromesh was added above the GEMs in the primary ionization zone as shown in
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Figure 6.1: Diagram of the measurement setup used in this chapter. Monolayer and
trilayer graphene were transferred onto the top of a mesh to avoid large fields. This
mesh was placed in the drift region D of the triple GEM, dividing it into D1 and D2.
Figure 5.1. This allowed its use as a support for the graphene without exposing it to
the high field density within the GEM holes. As described in Chapter 5, the triple
GEM was calibrated to operate in the region of true proportionality, the current used
on the voltage divider was 740µA. The meshes were divided into four quadrants with
either monolayer graphene or trilayer graphene covering one of the quadrants, leaving
the rest of the mesh graphene-free. The reason for this was so that the graphene
and the bare mesh could be directly compared without having to open the detector
and re-calibrate all the settings, this would not only cause a difference in calibration
parameters, which would make results slighty different but would also be significantly
more time consuming. The graphene coverage over the holes of the mesh was deter-
mined using the method described in section 4.4.4. The following measurements will
now present the results for the measurements in this low field configuration.
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6.3 Measurements on Suspended Monolayer Graphene
The monolayer was deposited on a mesh with 35µm holes and 60µm pitch. For this
measurement, this mesh had a graphene coverage over the holes of 75.8 ± 0.8 % as
shown on Figure 6.2 a). The mesh active area was 30 mm wide and the graphene
covered the area between 15 mm and 25 mm as shown on Figure 6.2 b). The first
measurements were done to determine the electron transparency Te− and the layer
was scanned across the x-axis as labelled in Figure b), at ED1 = 20 V.cm
−1 and
ED2 = 800 V.cm
−1 at IGEM = 740µA and at a fixed Ixray = 0.05 mA. The gas
mixture used was Ar-CO2 70-30.
Figure 6.2: a) SEM image taken at 2 keV accelerating voltage, of the monolayer
graphene used for this measurement. Below shows an magnified image of a zone in
the centre of the SEM image, illustrating some defects present on the layer. b) Photo
of the mesh within the detector, showing the size of the graphene layer (dashed lines),
as well as the scan direction for the measurements and the x-axis for the position.
The resulting anode current IA at constant rate is plotted in Figure 6.3. As shown
on the graph, there is a clear decrease in the anode current from the graphene layer
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compared with the bare mesh. The subsequent calculation of the electron transparency
from P1/P2, is also plotted on the same graph Te− and shows the same correlation as
the anode current: the transparency to electrons is lower in the presence of graphene.
The average current collected on the anode from the Mesh was 4.4± 0.2 nA and it is
decreased to 3.3 ± 0.3 nA. Similarly, Te− on the mesh was 61.5 ± 0.9 % while on the
graphene layer: Te− = 23 ± 7 %. From this result, the mesh with graphene covering
the holes seems to exhibit a lower Te− than the mesh.
Figure 6.3: Graph of IA and Te− as a function of the position on the x-axis as labelled
in Figure 6.2 for ED2/ED1 = 40. The position of the graphene with respect to the
bare mesh is labelled as dashed lines for clarity. The anode current measured in the
setup is actually negative but the absolute value is plotted here for a more meaningful
comparison with the transparency.
The next step was to assess the behaviour of Te− as a function of the field focusing.
If the graphene layer behaved as a perfect conductor, the electric field above the layer
ED1 would be expected to have its field lines normal to the layer regardless of density
of the field, and Te− would be expected to be close to the optical transparency, and
constant as a function of ED2/ED1. Even in the case of a semiconducting behaviour,
the high fields applied in this setup are enough to overcome any potential opened
bandgap in graphene, and the layer would eventually behave as a metal. However, as
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Figure 6.4: Graph of Te− as a function of ED2/ED1 for the bare mesh in black and
graphene in red. The line is a guide to the eye to locate the points for the mesh.
the fields also need to be continuous, in the case of ED2 > ED1, some field lines will
still be focused into the holes covered with graphene. So we expect a Te− for graphene
to behave in a similar manner to the mesh but with a lower transparency.
The behaviour of Te− for both graphene and the mesh is illustrated in Figure
6.4. The transparency of this mesh behaves a expected from the results of Chapter
5. And Te− on the mesh covered with graphene is observed to have a transparency
which increases with increasing ED2/ED1. This seems to confirm the observation from
Figure 6.3 and the qualitative discussion in the previous paragraph, that graphene is
expected to behave as a mesh with lower electron transparency.
The graphene monolayer seems therefore to behave as expected: in its presence,
the electron transparency is slightly lower. Next the ion backflow was measured. The
graphene layer is expected to be completely opaque to ions and regardless of the field
configuration, Tions is expected to stay constant.
The results of the ion measurements are presented in Figure 6.5. The mesh behaves
as expected and Tions increases with decreasing ED2/ED1. On the other hand, the ion
measurements for the graphene layer also show an increase at decreasing ED2/ED1.
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Figure 6.5: Graph of Tions as a function of ED2/ED1 for the bare mesh in black and
graphene in red.
Despite the lesser number of points the trend of Tions for graphene seems to follow
very closely the trend for the mesh when no dependence was expected.
Combining this information with the increasing trend from the electron trans-
parency of graphene, overall, this monolayer of graphene seemed to behave in the
same way as a mesh but with a lower transparency both for Tions and Te−. Such be-
haviour was expected for Te− but not for Tions, which was expected to stay constant.
In an ideal case, the optical transparency of the graphene layer would be zero. How-
ever, as stated above, the coverage of the holes was 75.8 ± 0.8 %, therefore modifying
the effective optical transparency of the graphene+mesh to be 5.5 %. A hypothesis for
the behaviour of the ion and electron transparencies observed would be that the field
lines also need continuity in these defective zones, and to remedy to that, the field
lines from D1, will focus into the defects preferentially causing the graphene+mesh to
behave as a mesh with a lesser optical transparency.
In order to verify this hypothesis, and in order to suppress the ion backflow still
observed, the next step was to improve the transfer of graphene so as to eliminate
defects on the layer. As discussed in Chapter 4, the defects arise mainly from already
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existing defects on grown graphene combined with some defects which arise from
mechanical manipulation of the layer during the transfer process. Let N be the
probability of getting a defect, the probability of which is assumed to be random.
In which case by transferring one graphene layer on top of another layer to form a
bilayer would make the probability of getting a defect N2. As N < 1/2, then the
probability is expected to diminish significantly. For a probability of N = 0.242
as in our case, transferring two layers would yield Nbi = 0.059 (so 5.9 %), and in the
case of a trilayer, the probability would be significantly lower with Ntri = N
3 = 0.014,
yielding 1.4 % of defects. Probabilities aside, the resistance of a bilayer, and trilayer to
tear during mechanical manipulation was expected to reduce the experimental defects
even further. For these reasons, in order to reduce the number of defects as much
as possible while keeping the suspended surface area high, the next step consisted in
transferring trilayer graphene onto a mesh, and monitoring the behaviour of Tions and
Te− on the layer.
6.4 Tions on Trilayer Graphene
The trilayer was transferred onto a mesh with a coverage of 99.7 ± 0.5 % onto a Cu
mesh with 35µm holes and 60µm pitch as discussed in Chapter 4. An SEM image
of the trilayer is shown in Figure 4.8, and its quality is further discussed in Section
4.4.5. The first measurements were done to determine the ion transparency Tions at
IGEM = 740µA for Ar-CO2 70-30 and at a fixed Ixray = 3.0 mA. The gas mixture was
then changed to Ar-CO2 93-7 with a current of IGEM = 635µA, also corresponding
to a gain of 104. ED2 was kept fixed while ED1 was varied systematically.
Firstly the standard GEM operation regime was investigated, by varying ED1 be-
tween 0 and ED2. These measurements yielded only residual ion backflow close to zero,
a promising result, possibly indicating complete ion-blocking properties. However for
this regime, the ion extraction field (i.e. ED1) is low: ED1/ED2 is lower than 1. It
was therefore critical to check the ion backflow blocking for a high extraction field.
For this, ED1 was varied between the values of ED2 and 3600 V.cm
−1. The ED2 used
to this end had to be lower than that used in the electron transmission measurements
(2000 V.cm−1) for practical purposes as increasing the extraction field much higher
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than 2000 in order to reach respectable ED1/ED2 ratios can cause large discharges
and become un-manageable. But in order to cross-check the independence of the re-
sults on the value of ED2, two values were chosen: 400 V.cm
−1 and 600 V.cm−1 and
measured systematically.
The results of the ion measurements are shown in Figure 6.6. Graph a) shows the
results in Ar-CO2 70-30, the mesh behaves as expected and increases with increasing
ED1/ED2. On the other hand, for comparison graphene was measured on two different
points on the layer labelled Gr1 and Gr2 as well as for two values of ED2. The
collimator used had a diameter of 0.5 mm, making the area investigated at both
points roughly a disk of 500µm diameter. In both cases Tions on trilayer graphene
did not show any dependence on ED1/ED2 and remained below 10 % transparency,
within error bars of zero. This behaviour was checked at the same two points in
Ar-CO2 93-7, after flushing with the gas overnight. This independence on ED1/ED2
seems promising as it was the expected behaviour for graphene as discussed in the
previous section. The ion measurements investigated on monolayer graphene in the
previous section, showed a dependence in Tions as a function of ED1/ED2, similar to
the behaviour of the mesh. The independence found in on trilayer graphene seems
to confirm the hypothesis that the behaviour observed for monolayer was related to
the number of defects. The next step consisted in the measurements of the electron
transparency Te− of the layer.
6.5 Te- on Trilayer Graphene in Ar-CO2 70-30
The measurements for the electron transparency were done at low rate with Ixray =
0.1/0.5/1.0 mA in the same conditions as the ion transparency at the same points Gr1
and Gr2. First the gas mixture Ar-CO2 70-30 was investigated. Figure 6.7 shows an
energy spectra taken at ED1 = 666 V.cm
−1 ED2 = 2000 V.cm−1 for a point on the
Mesh, and for points Gr1 and Gr2. The respective positions of the points are described
in the inset. This graph illustrates how low Te− for graphene was, compared with the
bare mesh but also shows that the transparency in Gr1 was slightly lower than the
transparency in Gr2. For illustration purposes, the energy spectra for point Gr2 is
shown in Figure b), with P1 shifting to higher energies for higher ED2/ED1. The
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Figure 6.6: Graphs of the ion transparency Tions as a function of ED1/ED2, at varying
Ixray comparing a part of the mesh covered with trilayer graphene at two different
arbitrary points: Gr1 and Gr2 with the bare mesh. In graph a) the gas mixture used
was for Ar-CO2 70-30 and in b) Ar-CO2 93-7.
137
electron transparencies were then computed from the position of the peaks for all
points.
The results for the electron transparency are plotted in Figure 6.8 for the position
Gr1 on the trilayer. Figure a) shows the results calculated from the peak positions
in the spectrum P1/P2. Te− on the mesh exhibits the expected behaviour. On the
other hand, measurements on graphene first did not show any apparent peak P1
suggesting the layer was either completely opaque, i.e. the peak was below the noise,
or the layer was completely transparent, i.e. peaks P1 and P2 overlapped perfectly.
Integration of the counts on the spectrum eventually displayed the same number of
counts a the measurements with inverted ED1, suggesting the first hypothesis: the
layer was completely opaque to electrons. By increasing ED2/ED1 beyond 20, the tail
of P1 started appearing, the peak eventually started appearing enough to be fitted
with a Gaussian after ED2/ED1 = 40. The fitting results are plotted on the graph
showing a very low Te−, which seems to exhibit an increasing transparency trend with
increasing field focusing. This behaviour was cross-checked using the measurements
from IA, allowing to obtain the lower values of the transparency as shown in Figure
b), which shows the clear increasing trend of Te−.
The results were checked once again at the separate point Gr2 using the same
settings and the results are plotted on Figure 6.9. Point Gr2 on the layer exhibited
the same increasing behaviour, visible for both caculation methods, and a slightly
higher transparency by up to 5 %. This difference could be due to local variations on
either the trilayer itself or some differences in geometrical defects on the mesh itself,
but overall the values for were within calculation errors and most importantly, the
increasing behaviour was still observed below the optical transparency. This suggested
once more that the effective optical transparency of the mesh was reduced and that a
large amount of field focusing was occurring in the defects despite their low percentage
of 0.3±0.5 %. This conclusion points at two issues: the first one is that if field focusing
occurs for electrons through these defects, this means inverse field focusing is likely
to occur for the ions the other way. The reason for which the effect could not be
observed in this experiment is simply due to the fact that Te− measured for graphene
is very low compared to that of the mesh, making the ion backflow residual and very
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Figure 6.7: a) Energy spectra of the mesh, the points Gr1 and Gr2 at ED2/ED1 =
3. Inset shows a photo of the mesh with the position of the trilayer on the mesh
outlined in white, with coloured points corresponding to the respective positions of
the measurements. b) Energy spectra of point Gr2 with varying ED2/ED1 showing
P1 shifting to higher energies for increasing ED2/ED1.
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Figure 6.8: Graphs of the electron transparency Te− at point Gr1 as a function of
ED2/ED1 for Ar-CO2 70-30, at varying Ixray comparing a part of the mesh covered
with trilayer graphene with the bare mesh. In graph a), Te− was calculated using
P1/P2 and in b) with the anode current IA .
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difficult to measure using this method. On the other hand, the finding of this field
focusing into defects also reveals an overall wider point to be investigated: that of
the electron transmission through graphene. Indeed if graphene did transmit 100 %
of electrons as originally hypothesized, then the Te− would be at least equal to the
optical transparency, or even slightly higher with the addition of the field focusing of
extra electrons through the holes. However, in this case, as the value lies below the
optical transparency, this meant that if trilayer graphene did transmit electrons, it
was only a fraction of them. For this reason an experiment needed to be set up in
order to differentiate the electrons transmitted through the layer from the ones which
were focused through the holes, to assess the actual Te− of the layer.
This field focusing side-effect through the defects would not be of importance
in this application of graphene, provided the electron transparency could be high
enough to have a readable signal at lower field, while still blocking all ions with
no field dependence as demonstrated in the previous section. However the electron
transparency measured through graphene in this section even due to field focusing
would make it too low to resolve any radiation below the 8 keV X-rays used in this
work. For this, the next step was to work further on the transfer of graphene to reduce
the amount of defects without increasing the number of layers in order to measure
the effective electron transmission of the layer independently from the defects. And
in parallel, the electron transparency needed to be improved by increasing the energy
of the electrons through the layer. Alternatively another method of assessing the real
Te− of the layer would be to increase the kinetic energy of the electrons. For this, the
gas mixture can be changed inside the chamber in order to increase the average drift
velocity of the electrons. For this purpose, the gas mixture was changed to Ar-CO2
93-7, and will be discussed in the next section.
6.6 Te- on Trilayer Graphene in Ar-CO2 93-7
The purpose of changing the gas mixture in the set-up was to increase the average
drift velocity of the electrons inside the setup in order to measure a change in the
Te− of graphene. Any change could then be quantified and separated from the field
focusing effects in the defects discussed in the previous section. This would allow
141
Figure 6.9: Graphs of the electron transparency Te− at point Gr2 as a function of
ED2/ED1 for Ar-CO2 70-30, at varying Ixray comparing a part of the mesh covered
with trilayer graphene with the bare mesh. In graph a), Te− was calculated using
P1/P2 and in b) with the anode current IA .
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to measure the real transmission properties of graphene. The gas mixture inside the
chamber was changed from Ar-CO2 70-30 to Ar-CO2 93-7. The distribution of the
electron drift velocities inside the chamber are slightly different upon changing the
quantities inside the chamber and are not simple Gaussians. The detailed description
of such distributions are not of interest in this work and only the average drift electron
velocity ve was relevant to this experiment. For an increasing proportion of argon
in this mixture, ve will increase as shown in Figure 5.14. As discussed in Section
5.7, the current used to operate this gas mixture in the proportional regime was
IGEM = 635µA, for a gain of 10
4 as well.
The measurements are shown in Figure 6.10. The mesh behaved as expected,
with an overall lower electron transparency than for the Ar-CO2 70-30 mixture as
explained in Section 5.7. The transparency was measured at the same points Gr1 and
Gr2 as in the previous section. For Gr1, P1 could not be measured at all, and the
transparency measured from the anode was consistently below 5 % within error bars
of zero. As a consequence, the graph for Gr1 was not presented here, instead, point
Gr2 is shown in Figure 6.10. The transparency of graphene to electrons at point Gr2
was found to be slightly lower than the transparency in Ar-CO2 93-7, but with the
same increasing trend for increasing ED2/ED1. This behaviour is the opposite one to
the one expected naturally, that is, the transparency would increase with increasing
electron kinetic energy.
6.7 Discussion of the Results
First of all, these measurements have shown one important point: the repeatability of
the measurements. The measurements were found to be repeatable when the points
measured were changed, and when moving back to the same points, the results were
found to be the same within random fluctuations. The transparency measurements
for the monolayer were found to vary greatly depending on the point measured as the
distribution of defects within a layer was not homogeneous even for a similar average
coverage. On the other hand, the trilayer measurements were found to be repeatable
at least twice on two separate samples, and for all measurements on different points
of one sample. As a consequence, these results also show the non-destructive nature
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Figure 6.10: Graphs of the electron transparency Te− at point Gr2 as a function of
ED2/ED1 for Ar-CO2 93-7, at varying Ixray comparing a part of the mesh covered
with trilayer graphene with the bare mesh. In graph a), Te− was calculated using
P1/P2 and in b) with the anode current IA .
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of the measurement on graphene and its resilience in large field differences up to a
ratio of 50.
Secondly, in terms of findings, these measurements have revealed the complex
behaviour of charge transmission through large areas of suspended graphene. To
summarise the results before discussing them, the transmission measurements were
found to be strongly influenced by the presence of defects on graphene. Indeed,
multiple experiments have previously shown that graphene is completely opaque to
ions and molecules [48], making graphene a good membrane for transdiffusion appli-
cations [50, 98, 102, 103, 155–158] as previously discussed. However in ion diffusion
measurements in monolayer graphene, the layer showed a very large ion transparency
at high ED1, a similar behaviour to the ion transparency of the bare mesh. Tions for
the monolayer was slightly lower than that of the mesh, almost within error bars, indi-
cating that the ions were field focused through the graphene layer. As the layer should
be opaque but presented a non-negligible percentage of defects: 24.2 %, this large ion
transparency could only be attributed to field focusing through holes, leading to the
conclusion that electrons were therefore also field focused through the holes. Indeed
the Te− of the monolayer was found to exhibit the same trend as the one for the mesh
but lower, and most importantly, below the optical transparency of the mesh. The
percentage of defects compared to the hole mesh was 5.5 %, and indeed, taking that
value as the effective optical transparency then Te− did indeed stay above that lower
limit, confirming the field focusing of electrons.
Subsequent measurements on trilayer graphene with 99.7 % coverage showed that
the layer was indeed completely opaque to ions within random fluctuations even at
very high ion extraction field ED1. On the other hand, the electron measurements
showed an increasing dependence on their extraction field ED2. This behaviour would
be expected if electrons were transmitted through graphene. Indeed increasing their
extraction field will increase the number of electrons being drawn through the layer.
However the Te− was low, and below the mesh optical transparency once more, indi-
cating the effective transparency was reduced and that field focusing was occurring
also for the trialyer. The effective transparency of the trilayer taking into account
defects would be 0.07 % making this lower limit unresolvable with the existing errors.
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However this very low limit, explained the decreasing behaviour observed even for
very low ED1.
Finally in order to determine the real transparency of the mesh, and deconvolute
it from field focused electrons, the energy of the electrons was modified by changing
the gas to Ar-CO2 93-7 instead of Ar-CO2 70-30. The kinetic energy of the electrons
was therefore increased. Te− was observed to decrease systematically even lower, close
to complete opacity for the same points measured in Ar-CO2 70-30, suggesting that
most, if not all of the electrons measured through the mesh were field-focused and
that the trilayer was likely to be completely opaque to electrons at these energies.
Another point that this experiment has demonstrated, was the potential mecha-
nism for the electron transmission through graphene. As shown by the graphs of the
electron transparency of the layer as a function of Ixray, the Te− of graphene does
not depend on the rate (i.e. the intensity of the electron beam). At this point a few
possibilities are possible for the transmission of graphene, transmission of the elec-
trons could occur as a conducting mechanism due to allowed states above a certain
bandgap. Or the second mechanism could be tunnelling. As any band-gap occurring
in graphene would be expected to be of the order of a few eVs as discussed in Section
1.5.2 and as the energy of the electrons in this experiment are of the same order of
magnitude as the bandgap, we expect either full transmission (above the bandgap
energy) or a transmission probability of 0 - 10 % below that depending on the electron
energy. If no transmission occurs, this would mean that the energy of the electrons
need to be increased.
6.8 Conclusions
As a conclusion this chapter has demonstrated the resilience of graphene in field ratios
up to 50 through the repeatability of the measurements. Both ions and electrons
were found to be subject to field dependence in the presence of large amounts of
defects. This field dependence was correlated with field focusing effects through the
holes and can be verified through the effective optical transparency measured in the
Te− graphs. Measurements on trilayer graphene showed a complete opacity to ions,
but electrons were found to exhibit an optical transparency lower than the one of
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the mesh, indicating once more that field focusing was occurring, suggesting that
this was potentially true for the ions as well. Unfortunately the resolution of the
equipment was not enough to resolve such a small dependence. However, this effect
has little importance in this application, and provided the electron transparency can
be increased to more functional levels, while keeping the ion transparency below the
resolution of the equipment, this would show that graphene can be used to lower the
levels of ion backflow without disturbing the measurements beyond functionality. By
functional levels, it is understood that the transparency will be high enough that the
peak signal can be distinguished from the noise and can be located accurately. The
threshold will depend on the noise level of the measurement and on the broadening of
the peaks but assuming a typical noise level as shown in Figure 6.7 b), a transparency
of at least 30 % would be necessary.
The next steps for this work will therefore focus on the resilience of graphene at
high electric field ratios, as well as increasing the electron transparency of graphene
while keeping the ion backflow residual.
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7.1 Introduction and Expectations
The transmission properties of electrons and ions through graphene in gaseous detec-
tors were measured in Chapter 6 for low field configurations in order to assess the
resilience of graphene in electric fields ratios up to 50, while measuring the transmis-
sion properties of graphene. The ion-blocking properties of the graphene layer were
established within the resolution of the equipment, as well as the electron transparency
dependence of graphene on the amount of defects. This effect was identified to occur
due to field focusing into these defects, an effect measureable from the effective op-
tical transparency. However this field focusing finding is not critical to the purpose
of graphene in this setup provided the electron transparency (effective or real) can
be improved to functional levels, i.e. at least above the optical transparency of the
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mesh. In this Chapter the resilience of graphene in high electric field ratios will be
investigated while studying the electron transparency of graphene in order to improve
it. To this end, graphene will be integrated in a GEM.
Figure 7.1: Diagram of the electric field in a GEM with graphene at the bottom,
compared with the field in a normal GEM. In the presence of graphene the field
’seen’ by the ions is different from the one ’seen’ by electrons. The diagrams are for
illustration of concept only.
The motivations behind this integration are explained in Figure 7.1. The diagram
shows the electric field below and above a GEM in the presence of graphene compared
with the field in a normal GEM. As graphene is a semi-metal, the field lines are
expected to be perpendicular to it. Therefore by placing the graphene on the backside
of the GEM, the field lines below it are expected to line up perpendicular to the layer,
and no field focusing to occur. The ions drifting upwards towards the cathode are
therefore expected to be all collected by the graphene layer, preventing ion backflow to
the drift. On the other hand, field focusing is expected to still occur at the transition
from the drift region into the high field region of the GEM. This should allow electrons
to still be drawn through the graphene. As the the fields inside the GEM can be up to
25 times larger than the fields in the drift regions D1 and D2, the electron transparency
is expected to be significantly improved by this setup. The second benefit of this setup
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lies in the large fields within the GEM: as a GEM is 50µm thick, therefore an applied
voltage of 10 V already yields an electric field of 2000 V.cm−1. Due to the small size
of the fields, if optimal D1 and D2 fields were used, the density of electrons within
the holes will also be very high, causing multiplication. So not only high field would
allow for further field focus, but would also allow for enhancement of the electron
transmission.
Another advantage of this measurement would be to avoid field focusing of the
electrons through defects, a side effect discussed in the previous chapter. Indeed, as
the transition from high to low field occurs at the upper entrance of the GEM for
electrons, the particles drifting down will be drawn into the holes. Two situations
can be expected once these electrons reach the amplification area inside the holes: if a
defect is present, all the electrons in that hole will then be drawn through the defect in
the graphene on the bottom of the GEM, then reaching region D2. And in the second
case, the graphene in that hole would have no defect. In such situation, the electrons
will then be forcefully drawn through the graphene layer and the transparency mea-
sured would then be the real transparency of graphene under these field conditions.
These two cases mean that the transparency measured will be a convolution of the real
transparency of graphene along with a transmission due to defects, which would be an
improvement from the previous measurement. Indeed if an area with little defects can
be achieved, then the transparency observed will mainly be the real transparency of
graphene. Further methodological details are now discussed in the following section.
7.2 Methods and Experimental Challenges
For these measurements at high electric field, monolayer, bilayer and trilayer graphene
were transferred using the method described in Chapter 4 onto the backside of copper
coated GEMs with hole sizes of 35µm with and effective inner diameter of 30µm and
a pitch of 60µm. The GEMs had an active area of 30x30 mm2, which were divided
into four rough quadrants with the monolayer, bilayer and trilayer each occupying one
quadrant. The last one is kept graphene-free for direct comparison and cross-checking
purposes.
The main difficulty in this change from a mesh to a GEM lied in the need for the
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GEM to keep the top and bottom metallic layers well insulated to avoid discharges and
damage. The GEMs were therefore checked for short-circuits before graphene transfer
and after transfer. For this first batch, the three GEMs were all non-conductive before
transfer. After transfer, samples 1 and 2 showed a variable resistance of about 200 Ω
across the sample indicating that defective graphene may have lodged in the holes
across the sample. Such low resistance would make applying a across the GEM im-
possible without a very large current and could therefore not be used for measurements
as the large power supplies used had maximum current rating of 3mA.
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Figure 7.2: Diagram of the measurement setup used Section in this chapter. The
graphene was transferred on the backside of a GEM with 35µm diameter holes and a
pitch of 60µm
Sample 3 showed no conductivity across after transfer, but exhibited a resistance of
(10 ± 2) MΩ after integration into the detector. The resistance was checked regularly
in between trial voltage ramp ups and was found to be consistent. The GEM was
integrated in the detector along with the triple GEM as described in Figure 7.2.
As illustrated on the diagram, the top and bottom part of the GEM were powered
separately by VT and VB in order to control the field applied to the GEM.
The voltage across the GEM used as support, VT −VB, will be labelled VG in order
to distinguish it from the voltage applied on the triple gem VGEM . Due to the short
across the GEM, a net current was expected to flow through the sample. A resistance
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in MΩ with an applied voltage of 100V would yield a current of about 100µA. As
such a current is much larger than currents measured for ion backflow (a few nA), on a
power supply with low current resolution (CAEN N1470 with a resolution of ± 50 nA)
and additionally had significant fluctuations due to the instability of the resistance,
the ion transparency of the GEM could not be measured with this setup. A way of
monitoring the ion backflow in a qualitative way was to measure the differences on
the cathode current (CAEN N1471H, ± 50 pA resolution) between the bare GEM and
the GEM with graphene.
The second batch of samples consisted of two successful samples, which exhibited
large resistance values (beyond the range of the voltmeter) after transfer. However
upon integration and ramp up to the required voltages, one of them exhibited a too
low resistance to be used, and the second GEM eventually exhibited a resistance of
200 kΩ and was successfully integrated into the system. The results from Sample 3
from the first batch are presented in section 7.3 and the sample from the second batch
are presented in section 7.4.
On the setup shown on the diagram, graphene could have directly been integrated
into the triple GEM however, this would have complicated the setup further and the
effects of graphene would have to be de-convoluted from the effects of a missing stage
of amplification. And a new setup would have to be re-characterised with one GEM
less (a double GEM) and the results would also not be comparable with the previous
ones.
On the other hand, by simply replacing the mesh with a GEM, we obtain a setup
in which the triple GEM setup was already well characterised, and the division of the
drift into two stages: D1 and D2 was well investigated in Chapter 5. This would leave
the only new effects which may be observed, due to either the presence of graphene
and/or the high field inside the GEM (as opposed to the absence of field difference
across the mesh).
The gas mixtures used in this Chapter were Ar-CO2 93-7, and 70-30 with IGEM =
635µA and IGEM = 740µA for the reasons explained in Chapters 5 and 6. The same
care was taken to not ramp up too quickly the voltages to avoid large field differences,
the gas was flushed for at least two hours. The voltages were settled in steps and left
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running in the presence of discharges. The X-ray gun was turned ON and OFF at
regular intervals between the measurements as was done in the previous chapter.
7.3 Irreversible Damage
The behaviour of the electron transparency of a GEM in the configuration is illustrated
above is shown through Figure 7.3 for low fields. The graph describes the behaviour
of Te− of a GEM with varying voltage VG. As the aim of this experiment was to
improve the electron transparency of graphene, considerations that were not relevant
to this application will not be discussed.
Figure 7.3: Graph of the electron transparency Te− of a GEM as a function of applied
voltage VG for different gas mixtures of Ar-CO2. The fields in the two drift regions
were ED1 = 150 V.cm
−1 and ED2 = 300 V.cm−1. Graph adapted from [159].
The electron transparency was measured here using the same peak ratio method
as in Chapter 6. It is important to notice at this point that the transparency values
shown on Figure 7.3, grow steadily until reaching a value beyond 100 %. This is due
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to the multiplication effects discussed previously. This measurement therefore does
not constitute the real electron transparency of a GEM and the results cannot be
compared to those of the mesh. Even though, multiplication effects and transmission
ones are not resolvable from each other, [159] this convolution can be beneficial to
determine the presence of lower values of transparency as they will be amplified. It
was shown in the previous chapters (confirmed in literature [159]) that the electron
transparency increases with increasing transfer to drift ED2/ED1 field ratio. Previous
values of ED1 and ED2 were used. The values were consistently kept at 50 V.cm
−1 and
2000 V.cm−1 respectively unless stated otherwise. These fields gave a high ratio of
ED2/ED1 = 40 for maximum transparency while staying in the proportional region.
Measurements were taken for the GEM up to 120 V as beyond this voltage, large
discharges started appearing due to the large field, potentially damaging the GEMs.
Interestingly, for the measurements on the graphene trilayer under the same condi-
tions, the discharges started appearing from 70 V onwards. The behaviour of the
anode current as a function of time is shown in Figure 7.4. The graph shows the sys-
tematic measurement of the ON and OFF values of IA for increasing applied voltage
VG as a function of time. Towards 70 V onwards, the IA shows very large punctual
current peaks at least 20 times larger than the current measured from the X-rays.
At 100V the IA value was lost in the large amount of discharges. The measurement
could not be carried further as repeated discharges caused very large currents to be
drawn which the power supplies could not support, causing shutdown of the whole
system.
The results of the measurement on the trilayer and on the bare GEM are shown in
Figure 7.5. The GEM behaved as expected from Figure 7.3. On the other hand the
trilayer exhibited no transparency up to 90 V. The consistence of the result shows the
successful resilience of the layer under high field measurement conditions. On the other
hand, the measurement seemed to show a transparency worse than the one measured
on the mesh previously, with no transparency even up to a field inside the GEM of
18 000 V.cm−1. This discrepancy with the measurements from the mesh indicates a
need for repeat measurements, first at the same points to check the repeatability, then
at different points of the same trilayer and eventually different batches.
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Figure 7.4: Graph of the anode current IA as a function of time during a systematic
variation of VG, illustrating the large discharges occurring at large values of VG from
70 V onwards.
A repeat measurement was made at the same trilayer point under the same con-
ditions and it was found that the voltages could reach the same voltages VG as the
GEM. The energy spectra result for the repeat measurement at VG = 110 V is shown
in Figure 7.6, along with the spectrum of a bare GEM. As seen on the spectra, not only
the transparency was higher than expected (an absence of the peak P2 was expected
from the previous measurements corresponding to a zero transparency), but it was
also the same transparency as the bare GEM within some errors. After repeating the
measurements at varying voltages, the measurements were taken once again under the
same conditions at two other points of the trilayer, and then at a point on the bilayer
and on the monolayer. All spectra are normalised and plotted on the same graph. All
points have an average transparency of 18 % characteristic of the GEM transparency,
indicating the graphene was not present anymore, whether it was monolayer, bilayer
and trilayer.
This irreversible damage to the graphene layers could have originated from a few
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Figure 7.5: Graph of the electron transparency Te− of the supporting GEM as a
function of the voltage applied across it VG. The gas mixture was Ar-CO2 93-7, with
VGEM = 635µA. The Te− of graphene is also shown in red under the same conditions.
effects. Damage from X-ray could be ruled out due to the fact that the X-ray irradi-
ation was local: with a collimated beam of 1 mm diameter in direct contact with the
chamber, so that the broadening of the beam could be neglected. This localisation of
the X-ray irradiation was not consistent with the fact that the graphene was damaged
in other areas of the trilayer and across the rest of the GEM, away from the mea-
surement point. Damage in the presence of high electric fields up to 60 V could also
be ruled out as initial measurements were repeatable multiple times during the ini-
tial tuning of the chamber before the systematic measurements. The only possibility
left for the source of this damage was either the high electric fields from VG = 70 V
onwards or the large discharges observed at these fields, which could both account
for the damage across all the GEM. The two effects are linked and it is difficult to
distinguish them as the discharges start appearing with increasing applied field.
Further investigation of the damage was undertaken with an SEM scanning of the
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Figure 7.6: Energy spectra at VG = 110 V, in Ar-CO2 93-7, comparing various points
of a graphene-covered GEM after damage by discharges.
GEM. Some SEM images are shown in Figure 7.7, showing no suspended graphene at
all. The rest of the sample was scanned through and no sign of suspended graphene
was found. After a closer zoom onto the sample the areas with mono-, bi- and trilayer
graphene could be identified but the graphene was found to have no continuity as
shown in b). The graphene was patchy and torn, indicating that the discharges were
more likely the cause of the tearing of the layers, as a high field would mainly cause
the suspended graphene to break, and would not affect the supported layer.
Additionally to this observed effect, after the removal of the GEM supporting the
graphene, the triple GEM was also found to have a non functionning bottom GEM.
Further cleaning of the chamber showed that the remains of the broken suspended
graphene had propagated to the bottom triple GEM, shorting the three stages. These
damaged graphene remains were only found directly below where the graphene was
originally placed in the quadrants.
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Figure 7.7: SEM images of the GEM after the damage, taken at 5 kV accelerating
voltage, a working distance WD = 5.0 mm at a tilt angle of 54o. Figure a) shows an
SEM image in a trilayer region showing some light residues indicated with an arrow,
corresponding to remaining graphene. Figure b) is a zoomed in image artificially
coloured in a copper colour to enhance the graphene presence. The remaining graphene
is shown by the arrow and appears as a dark greyish colour on top of the support
coloured in copper.
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These findings on the damage generated by the large discharges are crucial to the
intergration of graphene for detector applications. Transferred layers were shown to
not be suitable for use in systems with high electric fields, as very large discharges
of the order of mA, even in very clean gas flow were shown to damage the layers
irreversibly, with the damaged residues propagating to lower stages. In the next
section, the transparency of the layer will be investigated in the light of these findings,
and care was taken to halt the measurements as soon as significant discharges started
appearing.
7.4 Te− Measurements
The measurements were made in the same conditions as previously except the gas
mixture was changed to Ar-CO2 70-30. The reason for the change was that although
higher voltages overall were required for the operation of the system, a higher voltage
difference inside the GEM could be reached due to the higher amount of CO2 quencher,
in theory reducing the amount of discharges. The measurements were done on a GEM
which was conductive, similarly to the previous sample with a resistance of 200 kΩ.
Two points on the GEM, labelled GEM 1 and GEM 2, were measured as reference
and the electron transparency was measured for four different random points on the
trilayer. The results are plotted in Figure 7.8. The trilayer exhibited a very different
behaviour for each points. Point 3 showed a transparency slightly lower than that of
the GEM but reaching similar values at higher voltages, while points 2 and 4 were
completely opaque up to 90 V and point 1 showed and intermediate transparency.
Further understanding of these results could be achieved by correlating these results
with a map of the GEM, represented in Figure 7.9 a). The position of every point
measured was redrawn on the map, with the colours of each plot matching the colour
of the point for clarity. As seen on the map more clearly, the trilayer transfer was
slightly off centred and point 3 lies at the very edge of the trilayer, explaining for the
behaviour of the transparency very similar to that of a bare GEM. In theory, all three
points 1, 2, and 4 were expected to all be completely opaque to the electrons from their
position. Indeed from the measurements in the previous section, a measured complete
opacity of the point can only mean a perfect-coverage trilayer is completely opaque.
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Figure 7.8: a) Graph of the electron transparency Te− of the bare GEM, as well as
various points on the bilayer and trilayer as a function of the voltage applied across
it VG. The gas mixture was Ar-CO2 70-30, with VGEM = 740µA. Each of the graph
is colour-coded with a point indicating its exact position in figure b), on a photo of
the GEM covered with monolayer, bilayer, and trilayer. The numbers in quadrants 0,
1, 2 and 3 indicate the number of layers deposited on each: i.e. 0 is no graphene, 1
is monolayer, etc. The black arrow indicates direction of the line-scan discussed next
and the x-axis used for the scan is defined at the bottom of the GEM in mm.
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In the event of the presence of defects as the electrons are not only amplified, but also
completely field focused through the defect in the graphene, the number of electrons
observed would rise very quickly. A complete opacity would therefore require either
a perfect coverage or a very negligible amount of defects. From these results, any
points on the trilayer can therefore be expected to be completely opaque as observed
for points 2 and 4. The semi-transparency of point 1 indicates the presence of partial
defects.
As a good quality trilayer was confirmed to be opaque to electrons in these mea-
surement conditions, it was important to lower the number of layers in order to obtain
an electron transparency for this application. The reason for which the monolayer was
not investigated was due to the low coverage: although the SEM measurements of the
GEM layers have shown the trilayer and the bilayer both had a very good coverage
(98 % at least), the coverage of the monolayer was always too low to avoid the am-
plified field focusing effects expected with this setup. For this reason, only points on
the bilayer were investigated. The results of the measurements for the bilayer at two
random points are also plotted in Figure 7.8 a). The two points were found to be
repeatable but also match each other perfectly, suggesting either a similar amount
of defects at both points, or alternatively that the transparency measured was the
intrinsic transparency of the bilayer.
In order to confirm this further, a measurement of every point in a line, at intervals
of 1 mm (the diameter of the collimator) was made as illustrated in Figure 7.8 b). The
measurements were made at VG = 50 V just below the onset of small discharges in
order to keep the voltage the same for all measurements. Before discussing the results
of the line-scan, a graph of the expected Te− for varying percentage of defects is
plotted for bilayer and trilayer graphene in Figure 7.9 a). The graph is an estimation
and assumes a maximum possible transparency of 35 % when no graphene is present
as measured on the bare GEM in Figure 7.8 a), and assumes the lowest values of
transparency measured for bilayer and trilayer to be the transparency at 0 defect.
The results of the line scan are plotted in Figure 7.9 b) along with two of the points
measured previously (bilayer 2 and trilayer 1). The trilayer area showed highly varying
transparencies between that of the GEM to no transparency. Between 40 mm and
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Figure 7.9: a) Plot of an estimation of the expected Te− for a given percentage of
defects, using the data from Figure 7.8 a). Graph b) is the line-scan of the electron
transparency at VG = 50 V as a function of the x-axis defined 7.8 b).
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45 mm, the results show a very consistent decay of the transparency value, indicating
either a homogeneous gradient of defects, which was unlikely or a convolution of the
measurement points. The latter is much more likely as it is also observed towards the
end of the bilayer after 30 mm. This finding is important as it means a completely
opaque measurement would indicate that the effective opaque area measured is larger
than the diameter of the X-ray beam. A quick comparison with the plot of the defects
in graph a) would suggest the amount of defects measured on the bilayer is about 30 %,
a very large number compared with the coverage measured on the SEM (indicating
about 5 % defects on average). A similar observation can be made for the trilayer.
This effect is to be investigated further and would require a systematic SEM mapping
of the layers to be compared with a similar mapping of the transparency in order to
draw further conclusions. Finally, the most interesting part of the graph was that
quite a few points on the bilayer exhibited a consistent electron transparency between
11 % and 15 %, a promising result for this application.
7.5 X-ray Mapping
After having understood the behaviour of this graphene-covered GEM, and assessed
its limitations (from damage) in these measurement conditions. The measurement
was automated. The computer interface used to record the data systematically was
designed in CERN. Instead of shorting the circuit board on the anode in order to
collect all the current from the board into one signal, the current was collected sepa-
rately. The anode circuit board consisted of perpendicular gold strips as represented
in Figure 7.10 manifactured at the CERN workshop. The signals are collected on
separate channels and the hits collected of was mapped using the respective channels
into a ”hit map”.
The data was collected and was converted into the format of the data analysis
framework ROOT, using the AMORE software at CERN. The data was subsequently
analysed in the ROOT environment. The cumulated pulses collected on the x-strips
and y-strips are recorded with their respective locations. A 2D histogram of the
distribution of the cumulated hits as a function of their position in x and y can then
be plotted, such distribution is called a ”hit map”. A photo of the real graphene
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Figure 7.10: a) Diagram of the circuit board used for the localised detection of signals.
If a current signal arrives in point A for example the data is
map, with the location of previous measurement points, is shown alongside a hit map
collected after 209 626 hits in Figure 7.11 a) and b) respectively. The number of
hits per location was colour coded with a resolution of 256 bins, corresponding to the
relevant colour on the scale on the diagram.
There are quite a few interesting conclusions to be drawn from this successful
mapping. Before doing so, it is important to understand the physical meaning of this
graph. The equipment was configured to measure and store a few select quantities as
a follow: each time a hit is measured, its position is recorded in x and y as well as
its height. The graph in Figure 7.11 corresponds to the number of hits, per position
(x,y) and therefore does not contain any information about the energy/height of the
pulses. However it is very interesting to notice the correlation between a) and b)
where very clearly, in the presence of the trilayer and bilayer, in quadrants 2 and 3,
the number of hits varies between 0 and 30. While on the bare GEM, the number of
hits collected lies between 40 and 80. Interestingly, the monolayer, which was assessed
to have a poor coverage < 40 % in SEM scans, shows a similar hit count to the bare
GEM except a few patchy areas showing a similar hit count to the other layers. This
behaviour is indeed what would be expected: as explained in the previous chapter, in
the case of a high transparency, the number of pulses collected should be much higher
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Figure 7.11: a) Photo of the GEM covered with monolayer, bilayer, and trilayer. The
coverage corresponds roughly to the quadrants 0, 1, 2, 3 drawn on the photo. b) 2D
histogram of the subsequent X-ray hit map of the GEM shown without collimator
after 209 626 counts collected. The colour scale indicates the number of hits at the
corresponding (x,y) location.
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than when the transparency is poor (the number of counts collected at 100 % should
be more than double).
This hit map also agrees very strongly with the previous measurements: if the
graph in this image is correlated with the data taken in Figure 7.8. The measurements
on the red and orange points (also shown again in Figure 7.11 a) for ease of comparison)
had a high transparency, and this can be understood better from the new results: the
red point corresponded to an unfortunate anomaly in the layer coverage, and the
orange one was on the very edge of the trilayer, giving a slightly lower transparency
than the red point but not quite the opacity of the trilayer. On the other hand, the
two points taken on the bilayer agreed perfectly, and both correspond to random but
typical points as seen from the mapping. Finally the two points on the GEM which
also match within errors, correspond to typical points on the bare GEM. The hit map
was found to be repeatable with a reproducible number of hits per area which scaled
with the amount of time the run was left for.
The same data is replotted differently in a 3D map in Figure 7.12 in a): instead of
the number of hits as a function of position, the mean ADC is plotted as a function
of position, along with two histograms. They represent the mean ADC plotted as
a function of position. Indeed, for each given position (x,y), a spectrum could be
plotted with the energy distribution at that given point. However such a plot/infor-
mation gathering would require very large integration times and very fast and precise
electronics to achieve. Instead, the mean energy of all the hits collected at a given
position (x,y), can be computed and plotted. The resulting map is shown in a). The
graph in b) corresponds to the ”mean ADC” for each position X, and c) is the one for
each position Y. It is important to note that the two histograms are not projections
of the 3D map but correspond to the average energy of all the hits collected along an
X or Y strip, and are therefore cumulated histograms of the data on the map.
Due to the fact the energies are averages, the information of whether the pulse
comes from D1 or D2 can be thought of as partially lost. However this information
can be found easily in the graph due to the fixed position of P2. Indeed, for high
transparencies, P2 is very close to P1, and the average ADC will therefore be high,
whereas for low transparencies, P1 will shift to lower ADC values therefore bringing
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Figure 7.12: a) 3D plot of the mean ADC as a function of position (x,y), b) histogram
of the cumulated mean ADC for each position X, c) histogram of the cumulated mean
ADC for each position Y.
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the mean ADC value down as well.
The results shown on the map correlate well with the hit map, but as expected,
due to the fact that the information is averaged over the ADCs, the difference in the
layers are visible but not as pronounced as in the hit map. In graph b) for example the
cumulated mean ADCs look the same on both sides of the GEM as the distribution is
symmetrical in with respect to X = 0. On the other hand the distribution in Y shows
the clear asymmetry (shown by the black line) between the half which was covered
with bilayer and trilayer graphene and the one which had a poor monolayer coverage
and the bare GEM.
In both Figures, whether the hits or the mean ADCs were plotted, the bilayer and
the trilayer both showed some variation in the transparency (shown by a variation in
colour) across their 1.5 cm2 area. But most importantly, the two sides seem to exhibit
the same average transparency. An RGB colour sampling of the most homogenous area
in the bilayer, and in the trilayer was done. For both Figures, the colour distribution
in R, G and B were found to be the same with some negligible differences: an average
of 122 ± 71 over 255 for the trilayer and 123 ± 72 over 255 for the bilayer (the bare
GEM for example gives 155 ± 98 over 255, a very different result). This result is
confirmed in Figure 7.12 b) on the cumulated graph where no significant difference
(within the errors) is found between the trilayer+monolayer and bilayer+bare GEM
side. The latter result needs to be considered with care as the data is convoluted with
small patches of monolayer on the trilayer side. But in this case one would expect the
average ADC to be much lower than on the bilayer side. But instead no significant
difference can be found. This similarity shown in the maps seem to indicate that
the transparency of the bilayer needs to be investigated further in order to assess its
suitability for this application.
7.6 Conclusions
In this chapter, a new setup was tested in order to assess the resilience of graphene
in high electric fields as well as to improve the electron transparency of the layer. In
conclusion, it was shown that permanent damage can be caused to graphene layers
(up to three) in high electric field environments. The damage was attributed to the
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presence of large discharges and was thought to not be due to electrostatic pressure
from the field difference. It was also found that upon damage, the damaged graphene
layers detach from the bottom of the GEM and propagate through the holes of the
triple amplification stage. Such behaviour caused the shorting of the amplification
and subsequent permanent damage to the triple GEM.
Secondly, it was found that trilayer graphene was completely opaque to electrons
even under very high electric fields up to 18 000 V.cm−1. On the other hand, the bilayer
showed very promising repeatable results with a transparency of 10 % at VGEM =
30 V going up to 25 % at VGEM = 90 V. These measurements were confirmed to
be repeatable in two local point measurements and a line scan. Finally a full x,y
mapping of the whole GEM was done in order to confirm this result. Many conclusions
can be drawn from this mapping. The first one would be that the layers show a
small fluctuation in transparency across their surface which is attributed to statistical
variation. The second would be that the trilayer is most likely to be completely opaque
to electrons under such conditions and the two previous measurements showing some
potential transparency are points outside the trilayer. And finally the final observation
was that according to the maps, the trilayer and the bilayer seem to show the same
average transparency from colour sampling of the maps, this result was then confirmed
by the plot of the mean ADC as a function of x position. However these results are not
as accurate as the results taken by single measurements and the electron transparency
of the bilayer remains to be investigated with care.
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Chapter 8
Conclusions, Ongoing and
Future Work
8.1 Conclusions of this Work
To summarise the achievements in this work, firstly a method to suspend graphene
over large circular holes of sizes from 35µm up to 70µm with pitches of 60µm to
140µm was developed. Such sizes would correspond roughly to 22.5 % of suspended
layers on the surface of the substrate. This suspension of the layers is a transfer
technique where the graphene was initially grown in multigrain quality separately on
a copper substrate. The copper substrate was then etched away, and the graphene
was moved to the new substrate, a 50µm thick metal foil which was patterned with
a periodic hole pattern with the sizes mentioned. Monolayer, bilayer and trilayer
graphene transfer were investigated, single layers exhibited coverages up to 90 % for
the smaller 35µm holes down to about 50 % for the 70µm sizes. On the other hand,
the thicker two and three layers showed coverages varying between 95 % and 100 %.
Such work is a very large step up from previously suspended layers in literature
which only achieved sizes up to 5µm [62, 97, 98, 107, 109, 110]. The layers were sub-
sequently characterised using SEM, AFM and Raman spectroscopy and showed very
good quality, low strain and reduced amounts of residues. The mechanism for the
residues deposition was also investigated, revealing a complex interaction between the
graphene layer, the PMMA polymer used for transfer purposes and the liquids used
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for transferring the layers. This new method paves the way for large improvements
in applications of graphene such as nanoresonators [11, 97], water desalination [98],
photodetection, enhancement membranes for TEM imaging [70, 99, 100], filters and
trans-diffusion applications through graphene [50,101–103], amongst others.
As graphene has been shown in previous work to have ion blocking properties, and
to be transparent to electrons under transmission electron microscope irradiations,
in this work, the suspended graphene was then integrated as a potential membrane
with the final aim of blocking ions feeding back into the drift conversion area while
letting through the electrons necessary for the radiation detection. Before integrating
the graphene layer, it was crucial to set up a preliminary integration environment in
order to measure the charge transfer properties of the layer independently of the triple
GEM: the drift area was divided into two drifts zones D1 and D2 by a mesh, destined
to support graphene and fully characterised in order to understand the system without
the presence of graphene. Methods to calculate the charge transfer properties of the
mesh were also developed.
Single graphene layers were then successfully transferred onto these patterned cop-
per meshes for preliminary tests in a low electric field environments in order to assess
its viability under attenuated detection conditions. Results were highly repeatable
and showed that graphene was very resilient in these electric field conditions, on the
other hand, ions and electrons were found to be very sensitive to the presence of small
defects in the graphene monolayer. It was shown that the electric field lines focused
into such defects acting overall as small mesh holes. The ions were therefore found to
feed through the layer and higher coverage of the layer was required in order assess
the real charge transmission properties. After transferring bilayers and trilayers in
order to obtain a near perfect coverage, the trilayer was then shown to be opaque to
electrons and ions. Further modification of the setup to increase the transmission of
the electrons still showed electron opacity for the trilayer while results were mixed for
the bilayer. Furthermore, it was shown that graphene was very weak to discharges
occurring in high field environments, and that damage to graphene layers transferred
below a supporting GEM propagated to the triple GEM stages below, inducing further
damage.
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In the light of these results, the next steps to be investigated are the following: in
order to probe the electron transparency at low energies of the monolayers and bilayers
further a few possibilities of investigation are to be explored: the monolayer coverage
can be improved by improving the transfer technique. A new setup could also be
investigated in order to increase the electric field strength while avoiding discharges.
A few of these possibilities are currently being explored and some of the work is either
ongoing (started either by myself and having been taken over by other PhD students,
or started by other collaborators) or are planned to be implemented shortly. The
next section will briefly discuss the future directions of this work, including some the
results of preliminary work (only results which I have worked on will be presented).
8.2 Ongoing Work and Preliminary Results
The work in this thesis as well as projects and ongoing work pioneered in the course of
this thesis, were taken over by a student in UCL: Abdulkareem Afandi, and a student
in CERN (to be announced once Patrik Thuiner finishes his PhD). Some preliminary
results obtained but with further work required will be presented in this section.
As a remedy to the detachment of the graphene layers at the bottom of the GEM,
and the consequent induced damages, a potential solution would be to improve the
graphene adhesion. For this the best method would be to directly fabricate the meshes
and GEMs directly from the growth substrates of graphene. Additionnally, this would
allow to reduce the amount of defects in the suspended layers from less manipulation,
but also would pave the way for an industrial fabrication process for the graphene
covered devices.
Single layer graphene grown on 25µm thick copper foils were used in this process.
The graphene at the bottom of the layer was removed by floating the sample in a
solution of nitric acid (17 %) for 1 min. The sample was then spin-coated with two
layers of 300 nm, A4 950 PMMA at 2000 rpm for 1min, in order to protect the graphene
layer in all of the following steps. The PMMA was baked at 180oC for 1min30 to cure
it. Three layers of HIPR 6512 (a much more viscous polymer resist) were then spin
coated on top of the PMMA layer at 1000 rpm (dwell of 30 s) forming an overall 15µm
thick layer. The layers were baked at 120oC for 1 h. The resist FX930 (30µm thick)
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Figure 8.1: Diagram illustrating the etching process for the batch fabrication of sus-
pended graphene on detector supports.
from Dupont was laminated on the copper backside, and exposed to UV light under
a mask with varying hole sizes. A solution of sodium carbonite Na2CO2 was used to
develop FX930 and areas with different hole sizes were blanked and etched separately.
The spray etching was done with iron(III) chloride (FeCl3) until the holes were fully
etched. The laminated resist as well as the HIPR 6512 were then removed in a solution
of ethanol, leaving only the PMMA layers on top of the graphene and the patterned
copper. The samples were then critically dried as described in Chapter 4.
The samples were investigated using SEM and Raman spectroscopy to assess the
amount of PMMA/polymer residues and the quality of the graphene. SEM images are
shown in Figure 8.2, and revealed that the coverage was better in holes of larger size
70µm than holes of smaller size (60µm). The small holes had almost no coverage.
Such surprising difference was attributed to the spray etching process. Indeed any
damage occurring during the polymer removal processes (i.e. from surface tension
or mechanical tears) would damage larger holes first. In this case however, if the
etching process is considered: larger holes sizes etch faster and therefore required
lower exposure time to the etching solution, while smaller holes had to be exposed at
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Figure 8.2: SEM images of the etched samples showing a) the boundary between two
hole sizes (60µm and 70µm diameter holes) and b) a close up of one of the holes
showing tears in the graphene (defects). The images were taken at 5 kV accelerating
voltage and a working distance WD of 6 mm.
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least a few sprays longer in order to all be etched.
Figure 8.3: Raman spectra of suspended graphene after the whole process, taken using
the 532 nm laser, at a magnification of x50, with an exposure time of 60 s.
A typical Raman spectrum of suspended graphene after the full process is shown
in Figure 8.3. The layers showed a good intrinsic quality (a low D peak) despite the
mechanical tears, indicating that the process did not structurally damage the layer.
On the other hand, the use of the successive layers of polymer protective supports
have left a quite high amount of residues shown as the background of the spectra.
The proposition to improve the process would be firstly to improve the coverage
of the suspended layer and reduce the damage by implementing a new batch etching
process which would involve exposure of the copper support to an etching solution
in alternance with DI water rather than a mechanical spray. The polymer support
residues due to the 5 consecutive layers of cured polymer on top of the graphene
can then be addressed, by reducing the amount of support layers once the potential
amount mechanical damage during the process has been reduced.
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8.3 Future and Spin-Off Works
One of the next investigation points for this work remains to improve the toughness
and resilience of graphene by not only reducing the amount of defects, but also by
assessing the current amount of grain boundaries and working towards improving
them. For this, the fabrication of a suspended hall bar of the graphene samples
used in the work could be the first step towards estimating the amount of grain
boundaries, and further methods could be developed further for more accuracy. Aside
from improving the quality of graphene, its electron transparency remains a critical
point to investigate. In order to achieve this, three specific courses of action are
currently in progress. The first one being the building of an entire chamber dedicated
to electron transmission measurements at low energies, using an electron gun. Such
equipment would allow the systematic measurement of the electron transparency of
graphene at controlled electron energies in vacuum without relying on the presence
of various gas mixtures to attenuate the kinetic energy of the particles. The chamber
will be equipped with high electric fields in the direction opposite to the electron path
in order to slow the electrons emitted from the gun to functional energies (typical gun
energies are in the 100 eV or more, while the energies needed for detection are 10 eV or
less). This work will be directed by Dr. Filippo Resnati. The second course of action
consists in a precise correlation between fully detailed SEM mapping of transferred
graphene and therefore of the average amount of real defects per unit area, with a map
of the number of counts obtained from each area. This would allow a more precise
isolation of defect-free areas with transmission data. This work will be overseen by
Abdulkareem Afandi and Patrik Thuiner (and his replacement in December 2015).
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Appendix A
Matlab Function for Graphene
Coverage
1 f unc t i on [ a l lCounts , l egendIn fo , a l lTimes ] = mca import only ( )
2
3 % Note : shor t cut f o r execut ion ( copy paste ) :
4 % [ data , legend , t imes ] = mca import only ( ) ;
5 %
6 %This Function Imports .mca f i l e s f o r MCA counts
7 % only works i f a l l data f i l e s in f o l d e r has same channel numbers
8 %
9 % Li s t o f outputs o f t h i s f unc t i on
10 % startRow : 1 s t row o f data
11 % endRow : l a s t row o f data
12 %
13 % Note : w i l l r ep l a c e o ld graph f i l e s with the same name without ask ing
14 % Change l i n e 36 i f d i f f e r e n t channel number
15 %
16 % OUTPUTS: a l lCounts − a matrix with a l l the mca f i l e s
17 % legend In f o − c e l l with a l l the f i l e names in the order they
18 % were found ( corresponds to legend on graph )
19 % al lTimes − matrix with f i r s t row : a l l l i v e times , 2nd row :
a l l
20 % re a l t imes
21 % To export Data as txt , use command : saves ’A’ i n to my data . txt
22 % save my data . txt A −ASCII
11
23 %
24 % NOTES: Legend f o r graph has to be s e t be f o r e these axes uncomment
25 % and copy−paste the block l a b e l l e d below in to command window i f l egend
26 % needs to be f i x ed manually
27 %
28 %: −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
29 %% Open f i l e
30
31 % ’pwd ’ i s the cur rent path
32 % open a command box to choose a new d i r e c t o r y
33 f o l d e r = u i g e t d i r (pwd) ;
34 o ldFo lder = cd ( f o l d e r ) ;
35 % cr e a t e s a s t r u c t with a l l the dat f i l e s and 5 va lue s :
36 % name , date , bytes , i s d i r , datenum
37 f i l e s = d i r ( ’ ∗ .mca ’ ) ;
38 % Def ine output va r i ab l e
39
40 i f isempty ( f i l e s )
41 di sp ( ’ no .mca f i l e found in that d i r e c t o r y ’ ) ;
42 re turn
43 end
44
45
46 %% I n i t i a l i s e v a r i a b l e s
47
48 channel number = 2048 ;
49 a l lCounts = ze ro s ( channel number , l ength ( f i l e s ) ) ;
50 a l lTimes = ze ro s (2 , l ength ( f i l e s ) ) ;
51
52 % de f i n e sav ing d i r e c t o r y
53 imageDirectory = ’ ImageDirectory ’ ;
54
55 saveDi rec to ry = e x i s t ( imageDirectory , ’ d i r ’ ) ;
56 i f s aveDi rec to ry == 0
57 mkdir ( imageDirectory ) ;
58 end
59
60
12
61 %% Getting Data
62
63 % length ( f i l e s ) g i v e s the l ength o f the s t r u c t
64 % i e the number o f f i l e s foundz
65
66
67 f o r i =1: l ength ( f i l e s )
68 % GET counts DATA %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
69 % fo r data counts , d e f i n e the s t a r t row , the end row , and what
70 % chara c t e r s to i gno re ( i . e . formatSpec )
71 % %s%∗s means i gnore read f i r s t s t r i n g and ignore second s t r i n g
72 % each ”%” i s a new column
73
74 formatSpec = ’%f%∗s%∗s%∗s%[ˆ\n\ r ] ’ ;
75 startRow = 13 ;
76 endRow = channel number + startRow − 1 ;
77 dataCounts = mca data import ( f i l e s ( i ) . name , formatSpec , startRow ,
endRow) ;
78 a l lCounts ( : , i )= dataCounts ;
79
80 % GET time DATA %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
81 % fo r the l i v e time , the r e a l time , ( f i r s t row i s l i v e time , second
row
82 % i s r e a l time
83 formatSpec = ’%∗s%∗s%f%∗s%[ˆ\n\ r ] ’ ;
84 startRow = 8 ;
85 endRow = 9 ;
86 dataTimes = mca data import ( f i l e s ( i ) . name , formatSpec , startRow ,
endRow) ;
87 a l lTimes ( : , i )= dataTimes ;
88 % save graphs
89 % gc f=current graph
90 % legend ( ’ Over Copper Mesh ’ , ’ Over Holes ’ ) ; %%uncomment to add legend
91
92
93 i f isempty ( dataCounts )
94 di sp ( ’Empty va r i ab l e dataCounts , could not import or import f o l d e r
did not conta in f i l e s . ’ ) ;
13
95 re turn
96 end %end i f
97
98 end % end f o r loop a l l f i l e s
99 hold a l l ;
100 l e g end In f o = c e l l ( l ength ( f i l e s ) , 1 ) ;
101 c l e a r i a ;
102 a=1;
103 i =1;
104 cc=parula ( l ength ( f i l e s ) ) ;
105
106 whi le i <= ( length ( f i l e s ) ) ;
107
108 %plo t ( a l lCounts ( : , i ) ) ;
109 % uncomment l i n e below f o r c o l o r grad ient , i f not uncomment above
110 p lo t ( a l lCounts ( : , i ) , ’ c o l o r ’ , cc ( i , : ) ) ;
111 % f i x f i l e name without ’ ’ , without extens ions , r ep l a c e Vcm by V. cm
−1:
112 newName = s t r r e p ( f i l e s ( i ) . name ( 1 : end−4) , ’ ’ , ’ , ’ ) ;
113 newName = s t r r e p (newName , ’Vcm ’ , ’V. cm−1 ’ ) ;
114 l e g end In f o {a} = newName ;
115 a=a+1;
116 i=i +1;
117
118 end
119
120 % note : ’ epsc ’ saves the data as . eps
121 saveGraph ( ’ Or i g i na l Data ’ , imageDirectory , l egendIn fo , ’ nor theas t ’ , ’ epsc
’ ) ;
122 hold o f f ;
123
124 cd ( o ldFo lder ) ;
125
126 end % end func t i on
127
128
129
130
14
131
132 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
133 % FUNCTION SAVEGRAPH
134 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
135
136 f unc t i on [ ] = saveGraph (graphName , imageDirectory , legendContent ,
l egendLocat ion , format )
137 % Function saves cur rent f i g u r e and c l o s e s i t
138 % LegendLocation :
139 % use ’ SouthOutside ’ f o r legend out s id e graph
140 % otherwi se ’ northwest ’ , ’ northeast ’ e t c .
141 %
142 % format :
143 % use ’ epsc ’ f o r . eps output
144
145 i f nargin<=2
146 l egendLocat ion = ’ SouthOutside ’ ;
147 format = ’ png ’ ;
148 end
149
150 x l ab e l ( ’ \ f o n t s i z e {14} Channels ’ ) ;
151 y l ab e l ( ’ \ f o n t s i z e {14} Counts ’ ) ;
152
153 % se t t i n g axes parameters / format f o r the graph ( OriginPro s t y l e )
154 % Box = box around the graph ( a l t e r n a t i v e l y , use
155 % box ’ on ’ ;
156 % Tick length [ 2 Dgraphlength 3Dgraphlength ]
157 % Xtick = 0 : 5 : 1 00 l a b e l s t i c k s up to 100 , with a major t i c k every 5
158 % Fonts i ze : f ont s i z e f o r axes numbering only , s e e Xlabe l and Ylabel
159 % fo r ax i s l egend . Or ig inpro d e f au l t i s 18 which i s 14 here
160
161 % se t ( gca , ’ box ’ , ’ on ’ , ’ t i c k l eng th ’ , [ 0 . 0 1 0 . 0 2 ] , ’ XMinorTick ’ , ’ on ’ , . . .
162 % ’XTick ’ , 0 : 3 0 0 : 2 8 0 0 , ’ YMinorTick ’ , ’ on ’ , ’ YTick ’ , 0 : 1 0 0 0 : 1 5 0 0 0 , . . .
163 % ’ f on t s i z e ’ , 1 4 ) ;
164
165 % Uncomment below f o r f i x ed axes s i z e : [ xmin xmax ymin ymax ]
166 % ax i s ( [ 0 1500 0 12000 ] ) ;
167 ax i s auto ;
15
168
169 l egend ( legendContent , ’ Locat ion ’ , l egendLocat ion ) ;
170 % use code below i f l egend needs to be hidden or code above f o r v i s i b l e
171 % legend
172 % myLegend = legend ( legendContent , ’ Location ’ , l egendLocat ion ) ;
173 % se t (myLegend , ’ v i s i b l e ’ , ’ o f f ’ ) ;
174
175 %:−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
176 % Adding top and r i gh t axes :
177 % Fir s t , s t o r e the handle to those axes .
178 % Next c r e a t e a second s e t o f axes ,
179 % po s i t i o n This on top o f the f i r s t and make i t t ransparent .
180
181 % ax1=gca ;
182 % ax2 = axes ( ’ Pos i t ion ’ , get ( ax1 , ’ Pos i t ion ’ ) , ’ Color ’ , ’ none ’ ) ;
183 % se t ( ax2 , ’ XAxisLocation ’ , ’ top ’ , ’ YAxisLocation ’ , ’ Right ’ ) ;
184 %
185 % % se t the same Limits and Ticks on ax2 as on ax1 ;
186 %
187 % se t ( ax2 , ’XLim’ , get ( ax1 , ’XLim ’ ) , ’YLim’ , get ( ax1 , ’YLim ’ ) ) ;
188 % se t ( ax2 , ’XTick ’ , get ( ax1 , ’XTick ’ ) , ’YTick ’ , get ( ax1 , ’YTick ’ ) ) ;
189 % se t ( ax2 , ’ XTickLabel ’ , [ ] , ’ YTickLabel ’ , [ ] ) ; % de l e t e ax i s t i c k numbers
190
191 %NOTE: Legend has to be s e t be f o r e these axes uncomment and copy−paste
the
192 %block in to command window i f l egend needs to be f i x ed manually
193 %:−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
194
195 s a v e f i g ( gcf , graphName) ;
196
197 % i f the format reques ted isn ’ t png , save a png anyway
198 i f ˜ strcmp ( format , ’ png ’ ) ;
199 saveas ( gcf , [ imageDirectory ’ \ ’ graphName ] , ’ png ’ ) ;
200 end
201
202 saveas ( gcf , [ imageDirectory ’ \ ’ graphName ] , format ) ;
203
204 end
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205
206
207
208
209
210 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
211 % FUNCTION MCADATA IMPORT
212 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
213
214 f unc t i on [A] = mca data import ( f i l ename , formatSpec , startRow , endRow)
215 % Function reads one f i l e and c r e a t e s vec to r array o f v a r i a b l e s
216
217
218 %% A outputs a <2 column double> with the data
219 %% Format s t r i n g f o r each l i n e o f t ex t :
220 % column1 : double (% f )
221 % column2 : double (% f )
222 % For more in format ion , s ee the TEXTSCAN documentation .
223
224 c l e a r A;
225
226 %% I n i t i a l i z e v a r i a b l e s .
227 d e l im i t e r = ’ ’ ;
228
229 i f nargin<=3
230 startRow = 13 ;
231 endRow = 2060 ;
232 formatSpec = ’%f%∗s%∗s%∗s%[ˆ\n\ r ] ’ ;
233 end
234
235 %% Open the text f i l e .
236 f i l e ID = fopen ( f i l ename , ’ r ’ ) ;
237
238 %% Read columns o f data accord ing to format s t r i n g .
239 % This c a l l i s based on the s t r u c tu r e o f the f i l e used to generate t h i s
240 % code . I f an e r r o r occurs f o r a d i f f e r e n t f i l e , t ry r eg ene ra t i ng the
code
241 % from the Import Tool .
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242 dataArray = text scan ( f i l e ID , formatSpec , endRow(1)−startRow (1)+1, ’
De l im i t e r ’ , d e l im i t e r , ’ MultipleDelimsAsOne ’ , true , ’ HeaderLines ’ ,
startRow (1)−1, ’ ReturnOnError ’ , f a l s e ) ;
243 f o r b lock=2: l ength ( startRow )
244 f rewind ( f i l e ID ) ;
245 dataArrayBlock = text scan ( f i l e ID , formatSpec , endRow( block )−startRow (
block )+1, ’ De l im i t e r ’ , d e l im i t e r , ’ MultipleDelimsAsOne ’ , true , ’
HeaderLines ’ , startRow ( block )−1, ’ ReturnOnError ’ , f a l s e ) ;
246 dataArray {1} = [ dataArray {1} ; dataArrayBlock { 1 } ] ;
247 end
248
249
250 %% Close the text f i l e .
251 f c l o s e ( f i l e ID ) ;
252
253 %% Output va r i ab l e .
254 A = [ dataArray {1 : end−1} ] ;
255
256 end
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