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HIGHER ORDER CONVERGENCE RATES IN THEORY OF
HOMOGENIZATION II: OSCILLATORY INITIAL DATA
SUNGHAN KIM AND KI-AHM LEE
Abstract. We establish the higher order convergence rates in periodic homoge-
nization of fully nonlinear uniformly parabolic Cauchy problems, accompanied
with rapidly oscillating initial data. The higher order convergence rates are
achieved by constructing the higher order initial layer correctors and the higher
order interior correctors that describe the oscillatory behavior of the solutions to
the given ε-problems. In order to construct these correctors, we establish a regu-
larity theory in the slow variables, that is, the non-oscillatory physical variables,
of solutions to either the spatially periodic Cauchy problems or the cell problems,
based on the classical theory for viscosity solutions.
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2 SUNGHAN KIM AND KI-AHM LEE
1. Introduction
We are interested in higher order convergence rates in periodic homogeniza-
tion of fully nonlinear uniformly parabolic Cauchy problems, accompanied with
rapidly oscillating initial data. We conduct our analysis based on the theory of
viscosity solutions. Readers may consult [CIL], [W1], [W2] and [W3] for standard
existence and regularity theory of viscosity solutions.
1.1. Main Result. The governing problem under our consideration is formulated
as
(1.1)

uεt =
1
ε2
F
(
ε2D2uε, x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
uε(x, 0) = g
(
x,
x
ε
)
on Rn,
Our main result is stated as follows.
Theorem 1.1. Assume F and g verify (2.1) - (2.3) and (2.5) - (2.6) respectively. Let
uε be the viscosity solution to (1.1) for ε > 0. Then for each integer d ≥ 0, there exist
v˜d,k : Rn × [0,T] × Rn × [0,∞) → R, which is periodic in its third argument, and
w˜d,k : Rn × [0,T] ×Rn ×R→ R, which is periodic in its third and fourth arguments, for
each k ≥ 0, such that one has
(1.2)
∣∣∣∣∣∣∣∣uε(x, t) −
b m2 c∑
d=0
m−2d∑
k=0
εk+2d
(
v˜d,k
(
x, t,
x
ε
,
t
ε2
)
+ w˜d,k
(
x, t,
x
ε
,
t
ε2
))∣∣∣∣∣∣∣∣ ≤ Cmεm−1,
for all x ∈ Rn and all 0 ≤ t ≤ T, and, in particular,
(1.3)
∣∣∣∣∣∣∣∣uε(x, t) −
b m2 c∑
d=0
m−2d∑
k=0
εk+2dw˜d,k
(
x, t,
x
ε
,
t
ε2
)∣∣∣∣∣∣∣∣ ≤ Cmεm−1,
for all x ∈ Rn and all cmε2| log ε| ≤ t ≤ T, provided 0 < ε ≤ 12 and m ≥ 0, where cm > 0
and Cm > 0 depend only on n, λ, Λ, α, m, T and K.
Let us make a few remarks regarding Theorem 1.1 as follows.
Remark 1.2. We shall call v˜d,k the (d, k)-th (or (k + 2d)-th order) initial layer corrector.
We will see later that the initial layer correctors decay exponentially fast as the fast
temporal variable s = ε−1t approaches the infinity. This is why the time region
associated with the estimate (1.3) begins with the layer t ' ε2| log ε|.
Remark 1.3. We shall call w˜d,k the (d, k)-th (or (k + 2d)-th order) interior corrector.
We will observe later that w˜d,k for k ∈ {0, 1} are constant in the fast variables
(y, s) = (ε−1x, ε−2t), for any d ≥ 0. Thus, the left hand side of the estimate (1.3)
begins with uε(x, t)− u¯0,0(x, t)− εu¯0,1(x, t)− ε2w0,2(x, t, ε−1x, ε−2t)− · · · , which shows
that uε becomes non-oscillatory in ε-scales, as soon as we stay away from the
initial time layer; instead, D2uε is rapidly oscillating in this region, which is why
the interior correctors begin to oscillate in the fast variables from the second order.
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1.2. Historical Background. Periodic homogenization of (1.1) (or (1.5), to be more
exact) is rigorously justified in [AB] and [M1]; see also the references therein, and
[Ish] for first order fully nonlinear equations as well as [ABM] for iterated homog-
enization. There is a wide range of existing literature on the rate of convergence in
the homogenization process of (1.5), provided that the initial data is non-oscillatory;
that is, g is independent on its second argument. Recent development can be found,
for instance, in [JK], [M2] and [CM] using continuous dependence estimates, [Ich]
based on a different approach, and [L], [LS] in stationary ergodic settings; see also
the references therein for classical results in this regard.
Higher order convergence rate in the theory of homogenization has been studied
in various settings. We refer to [CS], [KMP] for divergence type elliptic equations,
[MS] for perforated domains with mixed boundary conditions, [CE] for Maxwell
equations, [ABDW] for wave equations, [HO] for some numerical results, and
also the references therein. Recently, the authors proved in [KL] higher order
convergence rate for non-divergence type elliptic equations, based on the theory
of viscosity solutions.
As far as we know, however, there has not yet been any result on (higher order)
convergence rate in homogenization of (1.1). In this paper, we prove higher order
convergence rate regarding (1.1). Based on this result, we also achieve higher
order convergence rate (in Proposition 5.2) for uniformly parabolic equations with
non-oscillatory initial data, that is,
(1.4)
u¯
ε
t = F
(
D2u¯ε, x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
u¯ε(x, 0) = g¯(x) on Rn.
Moreover, we achieve optimal convergence rate (in Proposition 5.3) in homoge-
nization of
(1.5)

uεt = F
(
D2uε, x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
uε(x, 0) = g
(
x,
x
ε
)
on Rn.
Although (1.1) and (1.5) coincide with each other when F is linear in the Hessian
variable D2uε, we observe a significant difference between them in the homogeniza-
tion process, once F becomes nonlinear. The optimal convergence rate regarding
the solution of (1.5) is established under some additional conditions on the behav-
ior of F at infinity. We believe that these results will enrich our understanding
especially on the highly oscillating behavior of a lower dimensional object.
1.3. Heuristic Discussion and Main Difficulties. Our analysis can be split into
two parts. The first part is about initial layer correctors, and the second part
is about interior correctors. Initial layer correctors will be given by solutions to
certain spatially periodic Cauchy problems. Due to the periodicity, we will observe
that the initial layer correctors converge to some values as time goes to infinity,
and that the convergence will be exponentially fast. The limit values will turn out
to be the effective initial data.
The exponential decay estimate of the difference between initial layer correctors
and the corresponding effective initial data is deduced from the Harnack inequality
for viscosity solutions. Such an decay estimate can be considered classical if one
thinks of heat equations (or divergence type uniformly parabolic equations) on
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spatially periodic domain. One may also find some variations in this regard in
several other places. For example, see [JK], [CM] for continuous dependence
estimates, and [AA] for elliptic boundary correctors.
However, what is new in this paper is that we achieve exponential decay es-
timates for higher order derivatives of initial layer correctors in non-oscillatory
variables. It also provides higher order regularity of the effective initial data.
Moreover, such an exponential decay estimate will be used significantly when we
achieve higher order convergence rate of the associated homogenization process.
On the other hand, the analysis on interior correctors mainly follows our pre-
vious work [KL]. Indeed, we find the argument here almost identical to that of
the prescribed paper. Nonetheless, we will provide the details for readers’ conve-
nience.
The main difficulties in achieving higher order convergence rate are due to the
nonlinear structure of (1.1) and (1.4). If our operator is linear (that is, F(P, x, t, y, s) =
tr(A(x, t, y, s)P)), the construction of the higher order correctors at the current step is
independent of that at the previous step. However, when the operator is fully non-
linear, the operator seems to “record” all the oscillatory behavior of the correctors
that are constructed in the previous step. Such a phenomenon makes the analysis
much more complicated as we move further. For instance, see the problem (4.55)
that arises from the d-th step.
An interesting observation in this direction is that the nonlinearity of F pro-
duces the coupling effect near the initial time layer (that is, 0 < t  ε2| log ε|)
between the oscillation due to the initial data and the oscillation “recorded” from
the previous step. We observe that this nonlinear coupling effect does not affect
the construction of the higher order interior correctors in the current step, since
it dissipates exponentially fast and becomes negligible, once we stay away from
the initial time layer (that is, when t & ε2| log ε|). However, it does not mean that
the nonlinear coupling effect in the current step can be disregarded afterwards as
well. We realize that the nonlinear coupling effect becomes effective and needs to
be taken care of in the next step of the construction of the higher order initial layer
correctors. As far as we know, our observation of such a nonlinear coupling effect
in the construction of the higher order correctors has been unprecedented in the
theory of homogenization.
Let us make the final remark on homogenization of (1.5). The key difference in
the homogenization process between (1.1) and (1.5) is that the initial layer corrector
of the latter problem may not be differentiable in the slow variables in general, even
though the operator F is smooth and concave. In contrast, the initial corrector of
(1.1) is as smooth as is the operator F. The main reason for such a distinction is,
roughly speaking, that the operator of (1.1) oscillates “in coordination with” the
oscillation of the initial data, which “stabilize” the influence of the fully nonlinearity
of the operator near the initial time layer to a controllable level. This ensures the
base-case initial layer corrector (and the base-case effective initial data) to be smooth
enough in the slow variables to induce higher order ones. However, the operator
of (1.5) makes “too much” impact on the oscillation of the solution near the initial
layer and, as a result, defects the regularity of the base-case initial layer corrector
in a substantial way.
We observe that the higher order convergence rate in the framework of (1.5)
is a highly sophisticated matter that requires a thorough analysis on the limiting
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behavior of the sequence {ε2F( 1ε2 P, x, t, y, s)}ε>0 as ε→ 0. This part will be the subject
of our forthcoming paper.
Instead, we prove the optimal convergence rate for certain uniformly parabolic
operators F and certain initial data g. We observe that the convergence rate is
determined by that of the sequence {ε2F( 1ε2 P, x, t, y, s)}ε>0 to its limit operator (if
any). Moreover, we find out that either the structure of the limit operator or that
of the initial data determines affects the rate of the homogenization process.
1.4. Outline. This paper is organized as follows. In Section 2, we introduce the
notations and the standing assumptions that will be used throughout this paper,
unless stated otherwise. In Section 3, we establish the regularity theory in the slow
variables and, in Section 4, we prove our main result, Theorem 1.1. Section 5 is
devoted to proving some additional results, namely the higher order convergence
rate in homogenization of (1.4), and the optimal convergence rate in homogeniza-
tion of (1.5).
2. Notation and Standing Assumptions
Let n ≥ 1 be the spatial dimension and T > 0 be the terminal time. We will
call x (resp., t, y, and s) the slow spatial (resp., slow temporal, fast spatial, and fast
temporal) variable.
By Sn we denote the space of all real symmetric matrices of order n, endowed
with (L2,L2)-norm; that is, ‖P‖ = (∑ni, j=1 p2i j)1/2 for any P ∈ Sn. By Ei j = (ei jkl) we will
denote the (i, j)-th standard basis matrix for Sn that is ei jkl = 2
−1(δikδ jl + δilδ jk) with δ
being the Kronecker delta. By tr(P) we denote the trace of P.
Let F be a smooth functional on Sn. By ∂F∂pi j (P) we denote the derivative of F in
direction Ei j at P. By DkpF we denote the k-th order derivative of F on Sn such that
DkpF(P) =
(
∂kF
∂pi1 j1 · · · ∂pil jl · · · ∂pik jk
(P)
)
=
(
∂kF
∂pi1 j1 · · · ∂p jlil · · · ∂pik jk
(P)
)
.
For notational convenience, we also understand DkpF in the sense of Fre´chet deriva-
tives. That is, for each P ∈ Sn, we consider DkpF(P) as the (symmetric) multilinear
map from (Sn)k to R such that
DkpF(P)(Q1, · · · ,Qk) = ∂
kF
∂pi1 j1 · · · ∂pik jk
(P)q1i1 j1 · · · qkik jk ,
for any Ql = (qli j) ∈ Sn with 1 ≤ l ≤ k; here and thereafter we use the summation
convention for repeated indices. In particular, we have
DpF(P)(Q) = tr(DpF(P)Q).
We will use the parabolic terminologies, such as |(x, t)| = (|x|2 + |t|)1/2. For more
details, we refer to [W1]. See [CIL] for the classical existence theory, the comparison
principle and the stability theory of viscosity solutions. Also see [W1], [W2] and
[W3] for the basic regularity theory for viscosity solutions, such as the Harnack
inequality, and interior and boundary Ck,α-estimates.
Now let us make the standing assumptions throughout this paper. Assume
F : Sn ×Rn × [0,T] ×Rn ×R→ R is uniformly elliptic and concave on Sn. That is,
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there are constants 0 < λ ≤ Λ such that
(2.1) λ ‖Q‖ ≤ F(P + Q, x, t, y, s) − F(P, x, t, y, s) ≤ Λ ‖Q‖ (Q ∈ Sn,Q ≥ 0),
and
ρF(P, x, t, y, s) + (1 − ρ)F(Q, x, t, y, s) ≤ F(ρP + (1 − ρ)Q, x, t, y, s) (Q ∈ Sn, ρ ∈ [0, 1]),
for all (P, x, t, y, s) ∈ Sn ×Rn × [0,T] ×Rn ×R. We also assume that F is periodic in
its last two arguments:
(2.2) F(P, x, t, y + k, s + l) = F(P, x, t, y, s) (k ∈ Zn, l ∈ Z),
for all (P, x, t, y, s) ∈ Sn×Rn× [0,T]×Rn×R. Suppose further that F ∈ C∞(Sn×Rn×
[0,T]; Cα(Rn ×R)) for some 0 < α < 1, and there is K > 0 such that
(2.3)
∑
|κ|+|µ|+2ν=m
wwwwwDκpDµx∂νt F(P, x, t, ·, ·)wwwwwCα(Rn×R) ≤ K ‖P‖(1−|κ|)+ ,
for any (P, x, t) ∈ Sn × Rn × [0,T], for any integer m ≥ 0. Let us remark that (2.3)
implies
(2.4) F(0, x, t, y, s) = 0,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn ×R. In other words, there is no source term in
(1.1) and (1.5).
On the other hand, let g : Rn ×Rn → R be periodic in its second argument; that
is,
(2.5) g(x, y + k) = g(x, y) (k ∈ Zn),
for any (x, y) ∈ Rn ×Rn. Also suppose that g ∈ C∞(Rn; C2,α(Rn)) and
(2.6)
∑
|µ|=m
wwwwwDµx g(x, ·)wwwwwC2,α(Rn) ≤ K,
for any x ∈ Rn and each integer m ≥ 0.
3. Regularity Theory in Slow Variables
Suppose that we have a family of uniformly parabolic equations that are defined
in the fast variables (y, s) and are parameterized by the slow variables (x, t). Then
we obtain a function v = v(x, t, y, s) such that (y, s) 7→ v(x, t, y, s) solves the equation
corresponding to (x, t). The regularity of (y, s) 7→ v(x, t, y, s) can be deduced from
existing literature concerning uniformly parabolic equations. In this section, we
study the regularity of (x, t) 7→ v(x, t, y, s), based on existing results on the regularity
of (y, s) 7→ v(x, t, y, s).
This section is mainly concerned with the following two types of uniformly
parabolic equations, namely the spatially periodic Cauchy problems and the cell
problems. The former will be the equations for initial layer correctors, whereas the
latter are will be those for interior correctors.
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3.1. Spatially Periodic Cauchy Problem. Let f : Rn × [0,T] ×Rn × [0,∞)→ R be
periodic in its third argument, that is,
(3.1) f (x, t, y + k, s) = f (x, t, y, s) (k ∈ Zn),
for any (x, t, y, s) ∈ Rn× [0,T]×Rn× [0,∞). Assume that f ∈ C∞(Rn× [0,T]; Cα(Rn×
[0,∞))) and there is β > 0 such that∑
|µ|+2ν=m
[wwwwwDµx∂νt f (x, t, ·, ·)wwwwwCα(Rn×[0,∞)) + eβs wwwwwDµx∂νt f (x, t, ·, s)wwwwwCα(Rn)] ≤ K,(3.2)
for all (x, t, s) ∈ Rn × [0,T]× [0,∞) and each integer m ≥ 0, with 0 < α < 1 and K > 0
being the same constants that are used in (2.3).
For each (x, t) ∈ Rn × [0,T], let us consider the following spatially periodic and
uniformly parabolic Cauchy problem,
(3.3)
vs = F(D2yv, x, t, y, s) + f (x, t, y, s) in Rn × (0,∞),v(x, t, y, 0) = g(x, y) on Rn.
By the standard existence theory [CIL], we know that there exists a unique viscosity
solution v(x, t, ·, ·) ∈ BUC(Rn × [0,∞)) to (3.3). Due to the periodicity of F, f and g,
we deduce that v is also periodic in y, that is,
(3.4) v(x, t, y + k, s) = v(x, t, y, s) (k ∈ Zn),
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn × [0,∞).
We shall begin with an easy observation that the spatial oscillation of v(x, t, y, s)
in y decays exponentially fast as s → ∞. The exponential rate will turn out to be
independent of (x, t).
Lemma 3.1. For each (x, t) ∈ Rn × [0,T], there exists a unique γ ∈ R such that
(3.5) eβ0s|v(x, t, y, s) − γ| ≤ C,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn × [0,∞), where 0 < β0 < β depends only on n, λ, Λ
and β, and C > 0 depend only on n, λ, Λ, β, β0 and K.
Proof. Since (x, t) will be fixed throughout the proof, let us write v = v(y, s), F =
F(M, y, s), f = f (y, s) and g = g(y) for notational convenience. By S(s), I(s) and
O(s) let us denote supRn v(·, s), infRn v(·, s) and respectively oscRn v(·, s). Also write
Y = (0, 1)n and 2Y = (0, 2)n. By the spatial periodicity (3.4) of v, we have S(s) =
sup2Y v(·, s) = supY v(·, s), and similar identities for I(s) and O(s) as well.
Fix s0 ≥ 0. Then
∂s
(
S(s0) +
K
β
(e−βs0 − e−βs)
)
= Ke−βs ≥ f (y, s),
for any y ∈ Rn and s ≥ s0, due to (3.2). Since we have (2.4), we deduce that
S(s0) + Kβ (e
−βs0 − e−βs) is a supersolution to (3.3) in Rn × [s0,∞). Similarly, one can
observe that I(s0) − Kβ (e−βs0 − e−βs) is a subsolution to (3.3) in Rn × [s0,∞). Thus, by
the comparison principle [CIL] for viscosity solutions, we deduce that
(3.6) I(s0) − Kβ (e
−βs0 − e−βs) ≤ v(y, s) ≤ S(s0) + Kβ (e
−βs0 − e−βs),
for any y ∈ Rn and s ≥ s0.
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Now for each nonnegative integer k, let us define
vk(y, s) = v(y, s + k) − I(k) + Kβ e
−βk (y ∈ Rn, s ≥ 0).
From (3.6) with s and s0 replaced by s + k and k respectively, we deduce that
vk(y, s) ≥ 0 (y ∈ Rn, s ≥ 0).
On the other hand, we see that vk is a (spatially periodic) viscosity solution to
∂svk = F(D2yvk, y, s + k) + f (y, s + k) in 2Y × (0, 1).
Therefore, we may apply the Harnack inequality in Y¯× [ 12 , 1] and deduce from the
spatial periodicity of vk that
S
(
k +
1
2
)
− I(k) + K
β
e−βk ≤ c1
(
I(k + 1) − I(k) + K
β
e−βk
)
,
where c1 depends only on n, λ and Λ. Utilizing (3.6) with s0 = k + 12 and s = k + 1,
we obtain that S(k + 1) ≤ S(k + 12 ) + Kβ e−βk. Combining these two inequalities, we
arrive at
(3.7) S(k + 1) − I(k) ≤ c1
(
I(k + 1) − I(k) + K
β
e−βk
)
.
Now we define
wk(y, s) = S(k) +
K
β
e−βk − v(y, s + k) (y ∈ Rn, s ≥ 0).
Then by (3.6) and (3.3), wk is a spatially periodic nonnegative viscosity solution to
∂swk = −F(−D2ywk, y, s + k) − f (y, s + k) in 2Y × (0, 1).
Notice that the operator −F(−M, y, s) satisfies the same ellipticity condition (2.1).
Hence, we may invoke a similar argument as above and prove that
(3.8) S(k) − I(k + 1) ≤ c1
(
S(k) − S(k + 1) + K
β
e−βk
)
.
Notice that the constant c1 here is the same as that in (3.7).
By (3.7) and (3.8), we have
(3.9) O(k + 1) ≤ c1 − 1
c1 + 1
O(k) +
2c1K
(c1 + 1)ν
e−βk.
Iterating (3.9) with respect to k and using O(0) = oscRn g ≤ 2K, we arrive at
(3.10) eβ0sO(s) ≤ c2K with 0 < β0 < min
(
β, log
c1 + 1
c1 − 1
)
,
where c2 > 0 is another constant depending only on n, λ, Λ, β and β0.
The estimate (3.10) implies that O(s) → 0 as s → ∞. On the other hand, we
know from (3.6) that both S(s) and I(s) converge as s → ∞. Combining these two
observations, we deduce that S(s) and I(s) converge to the same limit, which we
shall denote by γ. Then (3.5) follows immediately from (3.10). 
Remark 3.2. The proof of Lemma 3.1 does not involve the periodicity of F in s.
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By Lemma 3.1, we are able to define v¯ : Rn × [0,T]→ R by
(3.11) v¯(x, t) = lim
s→∞ v(x, t, 0, s).
The limit value in the right hand side of (3.11) is precisely the unique constant γ in
the statement of Lemma 3.1. With v¯ at hand, (3.5) reads
(3.12) eβ0s|v(x, t, y, s) − v¯(x, t)| ≤ C,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn × [0,∞).
One may notice that the proof of Lemma 3.1 does not involve the assumptions on
the concavity of F in P, the Cα regularity of F and f in (y, s) and the C2,α regularity of
g in y. Assuming these conditions additionally, we are allowed to use the interior
and boundary C2,α¯ estimates (the so-called Schauder theory) for viscosity solutions
(with some 0 < α¯ ≤ α). As a result, we improve the estimate (3.12) in terms of C2,α¯
norm.
Lemma 3.3. There exists 0 < α¯ < α, depending only on n, λ, Λ and α, such that
v¯ ∈ L∞(Rn × [0,T]) and v ∈ L∞(Rn × [0,T]; C2,α¯(Rn × [0,∞))) with
(3.13) ‖v(x, t, ·, ·)‖C2,α¯(Rn×[0,∞)) + eβ0s ‖v(x, t, ·, s) − v¯(x, t)‖C2,α¯(Rn) ≤ C,
for any (x, t, s) ∈ Rn × [0,T] × [0,∞), where C > 0 depends only on n, λ, Λ, β, β0 and K.
Proof. Let us fix (x, t) ∈ Rn × [0,T] and simply write F(P, y, s), f (y, s), g(y), v(y, s),
and γ by F(P, x, t, y, s), f (x, t, y, s), g(x, y), v(x, t, y, s) and, respectively, v¯(x, t). Let us
denote by Y and 2Y the cubes (0, 1)n and (0, 2)n.
In view of (3.3), the function v˜(y, s) = v(y, s) − γ is a viscosity solution to
(3.14)
v˜s = F(D2yv˜, y, s) + f (y, s) in 2Y × (0,∞),v˜(y, 0) = g(y) − γ on 2Y.
Since F is uniformly elliptic and concave in P, and since F and f are Cα while g
is C2,α in (y, s), we may apply the boundary C2,α¯ estimate [W2] to (3.14) for some
0 < α¯ ≤ α, depending only on n, λ, Λ and α. This yields that v˜ ∈ C2,α¯(Y¯ × [0, s0])
with
‖v˜‖C2,α¯(Y¯×[0,s0]) ≤ c1
(
‖v˜‖L∞(2Y×[0,1)) +
wwww fwwwwCα(2Y×[0,1)) + wwwwgwwwwC2,α(2Y)) ,
where 0 < s0 ≤ 12 and c1 > 0 depend only on n, λ, Λ, α and K. Utilizing (3.5), (3.2)
and (2.6) (with m = 0), we derive that
(3.15) ‖v˜‖C2,α¯(Y×[0,s0]) ≤ c2,
where c2 > 0 is determined only by n, λ, Λ, α, β, β0 and K.
Now let us fix a nonnegative integer k and define
v˜k(y, s) = v˜(y, s + k) (y ∈ Rn, s ≥ 0).
Then from (3.14), we know that v˜k solves
∂sv˜k = F(D2yv˜k, y, s + k) + f (y, s + k) in 2Y × (0, 2).
Hence, it follows from the interior C2,α¯ estimate (with α¯ being the same as that in
(3.15)) that v˜k ∈ C2,α¯(Y¯ × [s0, s0 + 1]) with
‖v˜k‖C2,α¯(Y¯×[s0,s0+1]) ≤ c3
(
‖v˜k‖L∞(2Y×(0,2)) +
wwww fwwwwCα(2Y×(0,2))) ,
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where c3 > 0 depends only on n, λ, Λ, α and K. Utilizing (3.5) and (3.2) (with
m = 0), we deduce that
(3.16) ‖v˜k‖C2,α¯(Y¯×[s0,s0+1]) ≤ c4e−β0k,
where c4 > 0 is determined only by n, λ, Λ, α, β, β0 and K.
Iterating (3.16) with respect to k and utilizing (3.15) for the initial case of this
iteration argument, we arrive at (3.13). 
Let us remark that Lemma 3.3 yields the compactness (in (y, s)) of the sequences
{v(xi, ti, y, s)}∞i=1 and {v˜(xi, ti, y, s)}∞i=1 when (xi, ti) → (x, t). By the stability theory
[CIL] of viscosity solutions, we obtain that v and v˜ are continuous in (x, t), stated
as below. Let us also point out that the following lemma is a version of continuous
dependence estimates, and we refer to [JK], [CM] and other literature for more
discussions in this regard.
Lemma 3.4. Let α¯ be the Ho¨lder exponent chosen in Lemma 3.3. Then v¯ ∈ C(Rn × [0,T])
and v ∈ C(Rn × [0,T]; C2,αˆloc (Rn × [0,∞))) for any 0 < αˆ < α¯.
Proof. As in the proof of Lemma 3.3, we will fix (x, t) ∈ Rn × [0,T] and continue
with using the simplified notation for F, f , g, v, γ and v˜. Let us take any sequence
(xi, ti) → (x, t) as i → ∞. For notational convenience, let us write Fi(P, y, s) =
F(P, xi, ti, y, s), fi(y, s) = f (xi, ti, y, s), gi(y) = g(xi, y), vi(y, s) = v(xi, ti, y, s), γi = v¯(xi, ti)
and v˜i(y, s) = vi(y, s)− γi. By C we denote a positive constant that depends only on
n, λ, Λ, α, β, β0 and K, and will let it vary from one line to another.
We prove vi → v first. By (3.13) we have
‖vi‖C2,α¯(Rn×[0,∞)) ≤ C,
for any i = 1, 2, · · · . Hence, we know from the Arzela-Ascoli theorem that for
any subsequence {w j}∞j=1 of {vi}∞i=1, there exist a further subsequence {w jk }∞k=1 and
a certain function w ∈ C2,α¯(Rn × [0,∞)) such that w jk → w in C2,αˆloc (Rn × [0,∞)) as
k→∞, for any 0 < αˆ < α¯. One may notice that w jk solves∂sw jk = F jk (D2yw jk , y, s) + f jk (y, s) in Rn × (0,∞),w jk (y, 0) = g jk (y) in Rn,
in the viscosity sense. Due to the regularity assumptions (2.3), (2.6) and (3.2) on F,
g and respectively f , we know that Fi → F uniformly on Sn × Rn × [0,∞), gi → g
uniformly on Rn and fi → f uniformly on Rn × [0,∞), as i → ∞. Hence, letting
k → ∞, we observe from the stability theory [CIL] that the limit function w also
solves ws = F(D2yw, y, s) + f (y, s) in Rn × (0,∞),w(y, 0) = g(y) on Rn,
in the viscosity sense. However, the above equation is identical with the equation
(3.3). Since v is the unique solution to (3.3), we deduce that w = v on Rn × [0,∞).
What we have proved so far is that for any subsequence of {vi}∞i=1, there exists a
further subsequence which converges to v. Thus, vi → v as i→∞ in C2,αˆloc (Rn×[0,∞))
for any 0 < αˆ < α¯.
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Now we are left with showing that γi → γ. Due to (3.13), we have
(3.17) eβ0s ‖v˜i(·, s)‖C2,α¯(Rn) ≤ C,
for any s ≥ 0, uniformly for all i = 1, 2, · · · . Since v˜i(y, s) = vi(y, s) − γi and
v˜(y, s) = v(y, s) − γ, we deduce from (3.17) and (3.13) that
|γi − γ| ≤ 2Ce−β0s + |vi(0, s) − v(0, s)|.
Given any δ > 0, we fix a sufficiently large s0 such that 4Ce−β0s0 ≤ δ, and cor-
respondingly choose i0 such that 2|vi(0, s0) − v(0, s0)| ≤ δ for all i ≥ i0. Then we
have |γi − γ| ≤ δ for all i ≥ i0, proving that γi → γ as i → ∞. Thus, the proof is
finished. 
By Lemma 3.4, we are ready to prove the differentiability of v and h in the slow
variables (x, t), and an exponential decay estimate for the derivatives of v−h. Here
we use Lemma 3.4 to obtain compactness (in (y, s)) of the difference quotients (in
(x, t)) of v. Arguing similarly as in the proof of Lemma 3.4, we deduce that the
difference quotients converge to a single limit, proving the differentiability of v.
Lemma3.5. Let α¯ be the Ho¨lder exponent chosen in Lemma 3.3. Then there exist Dxk v¯(x, t)
and Dxk v(x, t, ·, ·) ∈ C2,α¯(Rn × [0,∞)), for any 1 ≤ k ≤ n, such thatwwwwDxk v(x, t, ·, ·)wwwwC2,α¯(Rn×[0,∞)) + eβ1s wwwwDxk (v(x, t, ·, s) − v¯(x, t))wwwwC2,α¯(Rn) ≤ C,
for any (x, t, s) ∈ Rn × [0,T] × Rn × [0,∞), where 0 < β1 < β0 depends only on n, λ,
Λ and β0, and C > 0 depends only on n, λ, Λ, α, β, β0, β1 and K. Moreover, we have
v¯ ∈ C1(Rn × [0,T]) and v ∈ C1(Rn × [0,T]; C2,αˆloc (Rn × [0,∞))) for any 0 < αˆ < α¯.
Remark 3.6. According to the parabolic terminology, C1 regularity in (x, t) only
involves derivatives in x. For more details, see Section 2.
Proof of Lemma 3.5. Throughout this proof, let us write by C a positive constant
depending only on n, λ, Λ, α, β and K, and allow it to vary from one line to another.
Fix (x, t) ∈ Rn × [0,T] and 1 ≤ k ≤ n. We shall omit the dependence on t for
notational convenience. Let us define
Aσ(y, s) =
∫ 1
0
DpF(ρD2yv(x + σek, y, s) + (1 − ρ)D2yv(x, y, s), x, y, s)dρ,
Ψσ(y, s) =
F(D2yv(x + σek, y, s), x + σek, y, s) − F(D2yv(x + σek, y, s), x, y, s)
σ
+
f (x + σek, y, s) − f (x, y, s)
σ
,
Gσ(y) =
g(x + σek, y) − g(x, y)
σ
,
for (y, s) ∈ Rn × [0,∞), and nonzero σ ∈ R.
Clearly, Aσ, Ψσ and Gσ are periodic in y. The ellipticity of Aσ follows immediately
from (2.1). Indeed, Aσ satisfies
(3.18) λ ‖Q‖ ≤ tr(Aσ(y, s)Q) ≤ Λ ‖Q‖ (Q ∈ Sn,Q ≥ 0),
for any (y, s) ∈ Rn × [0,∞). It should be remarked that the lower and the upper
ellipticity bounds of Aσ are not only independent of σ but also the same as those
of F.
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By (2.3) and (3.13), we know that Aσ ∈ Cα¯(Rn × [0,∞)) and
(3.19) ‖Aσ‖Cα¯(Rn×[0,∞)) ≤ C.
Let us remark here that we need Lipschitz regularity of DpF in P in order to have
(3.19).
Similarly, we may deduce from (2.3), (3.2) and (3.13) that Ψσ ∈ Cα¯(Rn × [0,∞))
satisfies
(3.20) ‖Ψσ‖Cα¯(Rn×[0,∞)) + eβ0s ‖Ψσ(·, s)‖Cα¯(Rn) ≤ C.
On the other hand, it follows directly from (2.6) that G ∈ C2,α(Rn) and
(3.21) ‖Gσ‖C2,α(Rn) ≤ K.
Now we define
Vσ(y, s) =
v(x + σek, y, s) − v(x, y, s)
σ
and Γσ =
v¯(x + σek) − v¯(x)
σ
,
for (y, s) ∈ Rn × [0,∞) and nonzero σ ∈ R. Linearizing the equation (3.3), we see
that Vσ is a viscosity solution to
(3.22)
∂sVσ = tr(Aσ(y, s)D2yVσ) + Ψσ(y, s) in Rn × (0,∞),Vσ(y, 0) = Gσ(y) on Rn.
Owing to (3.19) - (3.21), we observe that the equation (3.22) belongs to the same
class of (3.3). Hence, Lemma 3.3 is applicable to the problem (3.22). In particular,
the exponent β in the statement of Lemma 3.3 is replaced here by β0. Thus, we
obtain some 0 < β1 < β0, depending only on n, λ, Λ and β0, such that
(3.23) ‖Vσ‖C2,α¯(Rn×[0,∞)) + eβ1s ‖Vσ(·, s) − Γσ‖C2,α¯(Rn) ≤ C.
Now we invoke the compactness argument used in the proof of Lemma 3.4.
Choose any sequence σi → 0 as i → ∞. Then by (3.23), there exist a subsequence
{τ j}∞j=1 of {σi}∞i=1 and a function V ∈ C2,α¯(Rn × [0,∞)) such that Vτ j → V in C2,αˆloc (Rn ×
[0,∞)) as j→∞, for any 0 < αˆ < α¯.
On the other hand, from the regularity assumptions on F and f ((2.3) and (3.2)
respectively) and the continuity of D2yv(x, t, y, s) in (x, t) (Lemma 3.4), we deduce
that Aσ → A and Ψσ → Ψ locally uniformly in Rn × [0,∞) as σ→ 0, where
A(y, s) = DpF(D2yv(x, y, s), x, y, s),
Ψ(y, s) = Dxk F(D
2
yv(x, y, s), x, y, s) + Dxk f (x, y, s).
It also follows from the regularity assumption (2.6) on g that Gσ → G uniformly in
Rn with
G(y) = Dxk g(x, y).
Hence, it follows from the stability of viscosity solutions (see [CIL] for the
details) that the limit function V of Vτ j is a viscosity solution to
(3.24)
Vs = tr(A(y, s)D2yV) + Ψ(y, s) in Rn × (0,∞),V(y, 0) = G(y) on Rn.
However, A, G and Ψ also satisfy (3.18), (3.21) and respectively (3.20). Thus, (3.24)
belongs to the same class of (3.3), which implies that V is the unique (spatially
HIGHER ORDER CONVERGENCE RATES: OSCILLATORY INITIAL DATA 13
periodic) viscosity solution to (3.24). This shows that Vσ → V in C2,αˆloc (Rn × [0,∞))
as σ→ 0, for any 0 < αˆ < α¯. In other words,
V(y, s) = Dxk v(x, y, s).
Equipped with the uniform estimate (3.23) and the observation that Vσ → V,
we may also prove that Γσ → Γ as σ → 0, for some Γ ∈ R. Since this part repeats
the argument used in the end of the proof of Lemma 3.4, we skip the details. Let
us remark that
Γ = Dxk v¯(x).
The second assertion of Lemma 3.5 can be justified by following the proof of
Lemma 3.4 regarding (3.24). To avoid the redundancy of the argument, we omit
the details. 
From the proof of Lemma 3.5, we observe that the regularity of v and v¯ in (x, t)
can be improved in a systematic way. Induction on the order of the derivatives (in
(x, t)) of v and v¯ leads us to the following proposition.
Proposition 3.7. Under the assumptions (2.1) - (2.6), (3.1) and (3.2), v ∈ C∞(Rn ×
[0,T]; C2,αˆ(Rn × [0,∞))), for any 0 < αˆ < α¯, and v¯ ∈ C∞(Rn × [0,T]) and
∑
|µ|+2ν=m
[wwwwwDµx∂νt v(x, t, ·, ·)wwwwwC2,α¯(Rn×[0,∞)) + eβms wwwwwDµx∂νt (v(x, t, ·, s) − v¯(x, t))wwwwwC2,α¯(Rn)] ≤ Cm,
(3.25)
for all (x, t, s) ∈ Rn × [0,T] × [0,∞) and each integer m ≥ 0, where 0 < βm < β depends
only on n, λ, Λ, m and β, and Cm > 0 depends only on n, λ, Λ, α, β, m and K.
Remark 3.8. As pointed out in Remark 3.2, the proof of this proposition does not
use the periodicity of F in s. Moreover, 0 < βm < · · · < β0 < β for any m ≥ 1 and Cm
depends on the choice of β0, · · · , βm.
Proof of Proposition 3.7. The proof of this proposition repeats that of Lemma 3.5.
One may notice that although the statement of this lemma only involves the deriva-
tives in x, the proof works equally well for the derivatives in t. Here we will only
provide the sketch of the proof, and leave out the details to avoid redundancy.
Let Vk and V¯k be the k-th order derivative (in (x, t)) of v and respectively v¯. Let
(Pk) be the equation which Vk solves, and suppose (as the induction hypothesis)
that the coefficient Ak, the source term Ψk and the initial data Gk of (Pk) belong to the
same class of (3.3). We know that this hypothesis is satisfied when k = 1, since in
that case the equation (Pk) is precisely (3.24). By the induction hypothesis, Lemma
3.4 is applicable, which gives us higher regularity of Vk in the fast variables.
Now let {Vk,σ}σ,0 be the sequence of difference quotients of Vk (in (x, t)). To avoid
confusion, let us denote by (Pk,σ) the equation for Vk,σ. Let us also denote by Ak,σ,
Ψk,σ and Gk,σ the coefficient, the source term and respectively the initial data of
(Pk,σ).
Following the proof of Lemma 3.5, we may observe that (Pk,σ) is obtained by lin-
earizing (Pk). Utilizing the structure conditions of F, f and g, one may deduce that
(Pk,σ) belongs to the same class of (Pk) with the structure conditions for (Pk,σ) being
independent of σ. Moreover, one may observe from the regularity assumptions on
F and f that Ak,σ and Ψk,σ converge to some Ak+1 and Ψk+1, respectively, as σ → 0
locally uniformly in the underlying domain of (y, s). Here one needs to use the
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continuity of D2yVk in (x, t) that will be given in the induction hypotheses. On the
other hand, Gk,σ will converge to some Gk+1 uniformly in y, due to the regularity
assumption on G.
Hence, the stability theory of viscosity solutions will ensure that any limit of
Vk,σ is a viscosity solution to the problem (Pk+1) having Ak+1, Ψk+1 and Gk+1 as the
coefficient, the source term and, respectively, the initial data. Then the uniqueness
of (viscosity) solutions to (Pk+1) will lead us to the observation that Vk,σ converges
to a single limit function, say Vk+1. In other words, Vk is differentiable (in (x, t))
and the corresponding derivative is Vk+1. Utilizing this fact, one may also prove
that V¯k is differentiable with the derivative being V¯k+1.
We observe that Lemma 3.4 provides us the desired estimate for Vk and V¯k,
while Lemma 3.5 yields that for Vk+1 and V¯k+1. The rest of the proof can now be
finished by an induction argument. 
3.2. Cell Problem. Let us begin by stating a classical result in [E2] regarding cell
problems. Here we provide a proof for the sake of completeness.
Lemma 3.9. For each (P, x, t) ∈ Sn × Rn × [0,T], there exists a unique γ ∈ R such that
the following equation,
(3.26) ws = F(D2yw + P, x, t, y, s) − γ in Rn ×R,
has a periodic viscosity solution w ∈ BUC(Rn ×R).
Proof. Let us fix (P, x, t) ∈ Sn × Rn × [0,T]. The proof is divided into two parts,
namely the existence and the uniqueness of γ. We shall begin by proving the
uniqueness.
Letγbe a constant such that (3.26) has a periodic viscosity solution w ∈ BUC(Rn×
R). Suppose towards a contradiction that there is another constant γ′ such that the
following equation,
w′s = F(D2yw′ + P, x, t, y, s) − γ′ in Rn ×R,
also has a periodic viscosity solution w′ ∈ BUC(Rn ×R).
Assume without loss of generality that γ > γ′. Adding a constant to w if
necessary, we may suppose that w < w′ in Rn × R. This inequality is ensured by
the global boundedness of w and w′. Then, for any sufficiently small δ > 0 such
that δ(w′ − w) < γ − γ′ in Rn ×R, we have
δw′ + w′s − F(D2yw′ + P, x, t, y, s) ≤ δw + ws − F(D2yw + P, x, t, y, s) in Rn ×R,
in the viscosity sense. Thus, it follows from the comparison principle [CIL] that
w ≥ w′ in Rn × R, which is a contradiction to our prior assumption that w ≤ w′.
Hence, γ must be unique, if any.
Let us now prove the existence of γ. Consider the penalized problem,
(3.27) wδs = F(D
2
yw
δ + P, x, t, y, s) − δwδ in Rn ×R,
for each δ > 0. Owing to the uniform ellipticity of F, there exists a unique viscosity
solution to (3.27). In particular, the uniqueness implies wδ = wδ(y, s) to be periodic
in (y, s). We have in addition that
(3.28)
wwwwwδwδwwwwwL∞(Rn×R) ≤ ‖F(P, x, t, , ·, ·)‖L∞(Rn×R) ,
for all δ > 0.
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Define wˆδ = wδ − infRn×R wδ onRn ×R. Let us write Y = (− 12 , 12 )n and I = (− 12 , 12 ).
Then wˆδ is a nonnegative viscosity solution to
(3.29) wˆδs = F(D
2
ywˆ
δ + P, x, t, y, s) − δwδ in (2Y) × (3I).
Then the Harnack inequality implies that
(3.30) sup
Y×(I−1)
wˆδ ≤ c1
(
inf
Y×(I+1)
wˆδ +
wwwwwδwδwwwwwL∞((2Y)×(3I))) ,
where c1 is a constant depending only on n, λ and Λ. By the periodicity of wˆδ, we
know that supY×(I−1) wˆ
δ = oscRn×R wδ and infY×(I+1) wˆδ = 0. Thus, we obtain from
(3.30) and (3.28) that
(3.31) osc
Rn×R
wδ ≤ c1 ‖F(P, x, t, ·, ·)‖L∞(Rn×R) ,
for all δ > 0.
Let us define w˜δ = wδ − wδ(0, 0) on Rn × R. Then w˜δ also solves (3.29) in the
viscosity sense, whence it follows from the interior Ho¨lder estimate [W1] (the
so-called Krylov-Safanov theory) that w˜δ ∈ Cη(Y¯ × I¯) andwwwwww˜δwwwwwCη(Y¯×I¯) ≤ c2 (wwwwww˜δwwwwwL∞((2Y)×(3I)) + wwwwwδwδwwwwwL∞((2Y)×(3I))) ,
where 0 < η < 1 and c2 > 0 depend only on n, λ and Λ. By the periodicity of w˜δ
and the estimates (3.31) and (3.28), we observe that w˜δ ∈ C2,α¯(Rn ×R) with
(3.32)
wwwwww˜δwwwwwCη(Rn×R) ≤ c3 ‖F(P, x, t, ·, ·)‖L∞(Rn×R) ,
for all δ > 0, where c3 depends only on n, λ and Λ.
Owing to (3.28), (3.31) and (3.32), the Arzela-Ascoli theorem yields a positive
sequence δi → 0 and γ ∈ R and w ∈ C2,α¯(Rn ×R) such that
(3.33) δiwδi → γ and w˜δi → w uniformly in Rn ×R,
as i → ∞, for any 0 < αˆ < α¯. Then the stability theory [CIL] for viscosity solution
yields that w is a (periodic) viscosity solution to (3.26) with the constant γ. This
finishes the proof of the existence of γ. 
Remark 3.10. Let us remark that periodic viscosity solutions to (3.26), if any, are
unique up to an additive constant. This is an a priori observation that can be proved
as follows. Let w and w′ be two periodic viscosity solutions to (3.26) with the same
γ. Then W = w − w′ solves a linearized equation Ws = tr(A(y, s)D2yW) in Rn ×R in
the viscosity sense, with A(y, s) being bounded measurable and uniformly elliptic.
However, W is globally bounded on Rn × R. Thus, the Liouville theorem [W1]
yields that W is a constant function, and the claim is proved.
Remark 3.11. One shall notice from the uniqueness ofγ that the convergence δiwδi →
γ in (3.33) is true for any (positive) sequence δi → 0. Moreover, it follows from
Remark 3.10 that the convergence w˜δi → w also holds for any sequence δi → 0. The
latter is because any (uniform) limit w of w˜δi is always a periodic viscosity solution
to (3.26) that satisfies w(0, 0) = 0, regardless of which sequence δi → 0 one takes.
Let F¯ : Sn ×Rn × [0,T]→ R be defined by
(3.34) F¯(P, x, t) = lim
δ→0 δw
δ(P, x, t, 0, 0),
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where wδ(P, x, t, ·, ·) is the unique viscosity solution to (3.27). The well-definedness
of F¯ is ensured by Remark 3.11. One may also notice from this remark that (3.34)
simply reads F¯(P, x, t) = γ, where γ is the unique constant satisfying Lemma 3.9.
Let us define w : Sn ×Rn × [0,T] ×Rn ×R→ R by
(3.35) w(P, x, t, y, s) = lim
δ→0(w
δ(P, x, t, y, s) − wδ(P, x, t, 0, 0)).
The well-definedness of w follows from Remark 3.10 and Remark 3.11. For the
future reference, let us rewrite (3.26) using F¯ and w as below: For each (P, x, t) ∈
Sn ×Rn × [0,T], w(P, x, t, ·, ·) ∈ BUC(Rn ×R) is the periodic viscosity solution to the
following equation,
(3.36) ws = F(D2yw + P, x, t, y, s) − F¯(P, x, t) in Rn ×R,
that satisfies
w(P, x, t, 0, 0) = 0.
Before we study the regularity of F¯ and w in the slow variables, let us collect
basic structure conditions on F¯ in the following lemma. One may find a proof for
this lemma in [E2], but we provide it for the sake of completeness.
Lemma 3.12. F¯ is uniformly elliptic in the sense of (2.1); that is,
λ ‖Q‖ ≤ F¯(P + Q, x, t) − F¯(P, x, t) ≤ Λ ‖Q‖ (Q ∈ Sn,Q ≥ 0),
for any (P, x, t) ∈ Sn ×Rn × [0,T]. Moreover, F¯ is concave in P; that is,
ρF¯(P, x, t) + (1 − ρ)F¯(Q, x, t) ≤ F¯(ρP + (1 − ρ)Q, x, t) (Q ∈ Sn, ρ ∈ [0, 1]),
for any (P, x, t) ∈ Sn ×Rn × [0,T].
Proof. Let us fix (P, x, t) ∈ Sn × Rn × [0,T] throughout the proof. Assume to the
contrary that there is some Q ∈ Sn that satisfies Q ≥ 0 and
λ ‖Q‖ + F¯(P, x, t) > F¯(P + Q, x, t).
For simplicity, let us write wP+Q(y, s) = w(P+Q, x, t, y, s) and wP(y, s) = w(P, x, t, y, s).
By the assumption above and the ellipticity condition (2.1) of F, we observe that
wP+Q solves
wP+Qs = F(D
2
yw
P+Q + P + Q, x, t, y, s) − F¯(P, x, t)
≥ F(D2ywP+Q + P, x, t, y, s) + λ ‖Q‖ − F¯(P, x, t)
> F(D2yw
P+Q + P, x, t, y, s) − F¯(P, x, t) in Rn ×R,
in the viscosity sense. In other words, wP+Q is a (strict) supersolution to the equation
which wP solves. To this end, we may follow the uniqueness part of the proof of
Lemma 3.9, and arrive at a contradiction.
The second assertion can be proved by a similar argument as above, and we
omit the details. 
We shall now study the regularity of F¯ and w in (P, x, t), which follows closely to
the authors’ previous work [KL]. We begin by improving the regularity of w in the
fast variables (y, s), based on the interior C2,α estimates [W2] for viscosity solutions
to concave equations.
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Lemma 3.13. There exists 0 < α¯ ≤ α depending only on n, λ, Λ and α such that
w(P, x, t, ·, ·) ∈ C2,α¯(Rn ×R) with
(3.37) ‖w(P, x, t, ·, ·)‖C2,α¯(Rn×R) ≤ C ‖P‖ ,
for each (P, x, t) ∈ Sn × Rn × [0,T], where C > 0 depends only on n, λ, Λ, α and K.
Moreover, w ∈ C(Sn ×Rn × [0,T]; C2,αˆ(Rn ×R)) for any 0 < αˆ < α¯.
Proof. Fix (P, x, t) ∈ Sn × Rn × [0,T], and write Y = (− 12 , 12 )n and I = (− 12 , 12 ). For
notational convenience, let us skip the dependence of F on (x, t), and simply write
w(y, s) = w(P, x, t, y, s) and γ = F¯(P, x, t). Since we have
ws = F(D2yw + P, y, s) − γ in (2Y) × (2I),
in the viscosity sense, it follows from the concavity and the Cα regularity of F in
(y, s) that the interior C2,α¯ estimate [W2] is available for some 0 < α¯ ≤ α, which
depends only on n, λ, Λ and α. As a result, we obtain w ∈ C2,α¯(Y¯ × I¯) with
(3.38) ‖w‖C2,α¯(Y¯×I¯) ≤ c1
(
‖w‖L∞((2Y)×(2I)) + ‖F(P, ·, ·)‖Cα((2Y)×(2I)) + |γ|
)
.
Now utilizing (3.28), (3.34), (2.1) and (2.3) (with m = 0), we have |γ| ≤ C ‖P‖
and ‖F(P, ·, ·)‖Cα(Rn×R) ≤ C ‖P‖. On the other hand, we deduce from (3.32) and (3.35)
that ‖w‖L∞(Rn×R) ≤ C ‖P‖. Thus, combining the last three inequalities with (3.38),
and utilizing the periodicity of w, we arrive at (3.37). This proves the first part of
Lemma 3.13.
The second part of Lemma 3.13 follows easily from (3.37). Suppose that
(Pi, xi, ti)→ (P, x, t) as i→∞, and write γi = F¯(Pi, xi, ti) and wi(y, s) = w(Pi, xi, ti, y, s).
Then (3.37) yields that the sequences {γi}∞i=1 and {wi}∞i=1 are bounded in R and, re-
spectively, in C2,α¯(Rn×R). Hence, any subsequence of {(γi,wi)}∞i=1 contains a further
subsequence which converges in R × C2,αˆloc (Rn × R), for any 0 < αˆ < α¯. However,
we deduce from the stability [CIL] of viscosity solutions that any limit (γ′,w′) of
{(γi,wi)}∞i=1 should satisfy w′s = F(D2yw′ + P, x, t, y, s) − γ′ in Rn × R in the viscosity
sense. Then Lemma 3.9 ensures that γ′ = γ. Moreover, since wi(0, 0) = 0 for any
i = 1, 2, · · · , we have w′(0, 0) = 0. Thus, it follows from Remark 3.10 that w = w′.
Therefore, γi → γ and wi → w as s → ∞, with the latter convergence being held
in C2,αˆloc (R
n × R) for any 0 < αˆ < α¯. Now since wi and w are all periodic, we have
wi → w in C2,αˆ(Rn ×R) for any 0 < αˆ < α¯. This proves that F¯ and w are continuous
in (P, x, t). 
With the above lemma at hand, we can proceed with the proof of (continuous)
differentiability of F¯ and w in (P, x, t). The proof is also similar to that of Lemma
3.5.
Lemma 3.14. Let α¯ be the Ho¨lder exponent chosen in Lemma 3.13. Then there exist
DκpD
µ
x F¯(P, x, t) and DκpD
µ
x w(P, x, t, ·, ·) ∈ C2,α¯(Rn ×R), for any pair (κ, µ) of multi-indices
satisfying |κ| + |µ| = 1, such that∣∣∣DκpDµx F¯(P, x, t)∣∣∣ + wwwwwDκpDµx w(P, x, t, ·, ·)wwwwwC2,α¯(Rn×R) ≤ C ‖P‖1−|κ| ,
for any (P, x, t) ∈ Sn × Rn × [0,T], where C > 0 depends only on n, λ, Λ, α and K.
Moreover, we have F¯ ∈ C1(Sn ×Rn × [0,T]) and w ∈ C1(Sn ×Rn × [0,T]; C2,αˆ(Rn ×R))
for any 0 < αˆ < α¯.
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Remark 3.15. As pointed out in Remark 3.6, C1 regularity in (P, x, t) does not involve
that in t, according to the parabolic terminology.
Proof of Lemma 3.14. In this proof, we use C to denote a positive constant that
depends only on n, λ, Λ, α and K, and allow it to vary from one line to another.
We shall prove this lemma for the derivatives in P only, since the same argument
applies to the proof for the derivatives in x. Fix (P, x, t) ∈ Sn × Rn × [0,T] and
1 ≤ i, j ≤ n. Recall from Section 2 that by Ei j we denote the (i, j)-th standard basis
matrix in Sn. For notational convenience, we shall skip the dependence of F, w and
F¯ on (x, t). Define
Aσ(y, s) =
∫ 1
0
DpF(ρD2yw(P + σEi j, y, s) + (1 − ρ)D2yw(P, y, s) + ρσEi j, y, s)dρ,
Wσ(y, s) =
w(P + σEi j, y, s) − w(P, y, s)
σ
and Γσ =
F¯(P + σEi j) − F¯(P)
σ
,
for (y, s) ∈ Rn ×R. By linearization, we deduce that Wσ is a (viscosity) solution to
(3.39) ∂sWσ = tr(Aσ(y, s)(D2yWσ + Ei j)) − Γσ in Rn ×R.
Clearly, Aσ is periodic on Rn × R. More importantly, Aσ is uniformly elliptic
in the sense of (3.18) and Ho¨lder continuous with the uniform estimate (3.19). It
should be stressed that the lower and upper ellipticity bounds for of Aσ are given
by λ and, respectively, Λ and are independent of σ. Hence, (3.39) belongs to the
same class of (3.36). As a result, Lemma 3.13 is applicable to (3.39). This yields that
Wσ ∈ C2,α¯(Rn ×R) and
(3.40) |Γσ| + ‖Wσ‖C2,α¯(Rn×R) ≤ C
wwwwwEi jwwwww ≤ C.
Notice that Lemma 3.13 ensures w ∈ C(Sn; C2,αˆ(Rn × R)) for any 0 < αˆ < α¯.
This combined with uniform ellipticity (2.1) of F yields that we have Aσ → A in
Cαˆ(Rn ×R) as σ→ 0 for any 0 < αˆ < α¯, where
A(y, s) = DpF(D2yw(P, y, s) + P, y, s).
On the other hand, the uniform estimate (3.40) and the periodicity of Wσ implies
that any subsequence of {(Γσ,Wσ)}σ,0 contains a further subsequence that converges
in R × C2,αˆ(Rn × R), for any 0 < αˆ < α¯. However, the stability [CIL] of viscosity
solutions ensures that a (uniform) limit (Γ,W) of {(Γσ,Wσ)}σ,0, if any, should satisfy
(3.41) Ws = tr(A(y, s)(D2yW + Ei j)) − Γ in Rn ×R,
in the viscosity sense. Since A is periodic and uniformly elliptic (in the sense
of (3.18)) and W is also periodic, Lemma 3.9 applies to (3.41). This proves the
uniqueness of Γ. Moreover, since Wσ(0, 0) = 0 for all nonzero σ, the limit W should
also be unique, owing to Remark 3.10. Therefore, Γσ → Γ and Wσ → W as σ → 0,
where the latter holds in C2,αˆ(Rn ×R) for any 0 < αˆ < α¯.
By the definition of Γσ and Wσ, we conclude that F¯ and w are differentiable at P
in direction Ei j with
Γ = Dpi j F¯(P) and W(y, s) = Dpi j w(P, y, s).
The rest of the proof then follows from Lemma 3.13, and hence we omit the
details. 
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The following proposition is obtained by induction on the order of derivatives
of F¯ and w in the slow variables (P, x, t).
Proposition 3.16. Assume that F verifies (2.1) - (2.3), and let F¯ and w be defined by
(3.34) and respectively (3.35). Then F¯ ∈ C∞(Sn × Rn × [0,T]) and w ∈ C∞(Sn × Rn ×
[0,T]; C2,αˆ(Rn ×R)), for any 0 < αˆ < α¯, and
∑
|κ|+|µ|+2ν=m
[∣∣∣DκpDµx∂νt F¯(P, x, t)∣∣∣ + wwwwwDκpDµx∂νt w(P, x, t, ·, ·)wwwwwC2,α¯(Rn×R)] ≤ Cm ‖P‖(1−|κ|)+ ,
(3.42)
for all (P, x, t) ∈ Sn × Rn × [0,T] and for each integer m ≥ 0, where 0 < α¯ ≤ α depends
only on n, λ, Λ and α, and Cm > 0 depends only on n, λ, Λ, α, m and K.
Proof. One may notice that the higher regularity of F¯ and w in the slow variables
(P, x, t) can be obtained by inductively applying Lemma 3.14 on the number of
derivatives. Since the whole argument resembles that of the proof of Proposition
3.7, we omit the details. 
4. Higher Order Convergence Rate
This section is devoted to achieving the higher order convergence rates of the
homogenization process of (1.1). We expect that after a short time, the solution uε of
(1.1) becomes unaffected by the rapidly oscillatory behavior of the initial data, and
that it rather behaves as a solution to certain Cauchy problem with a non-oscillatory
initial data. Thus, it is reasonable to split uε into the non-oscillatory part u¯ε and
the oscillatory part v˜ε near the initial time layer; by the region “near the initial time
layer” we indicate the set of points (x, t) with x ∈ Rn and 0 < t ε2| log ε|.
For this reason, we construct two types of the higher order correctors associated
with the homogenization problem (1.1), namely the initial layer corrector and the
interior corrector. The former type captures the oscillatory behavior of v˜ε near
the initial time layer, while the latter describes that of u¯ε in the interior. The
construction of these correctors of higher orders will be based on the regularity
theory (in the slow variables) established in Section 3.
Throughout this section, the constants K > 0 and 0 < α < 1 will be used to
denote those in (2.3) and (2.6).
4.1. Initial Layer Corrector. In this subsection, we aim at proving the following
proposition. Throughout this subsection, we denote by βk,m a positive constant
that depends only on n, λ, Λ, k and m, and by Ck,m a positive constant that depends
only on n, λ, Λ, α, k, m and K. We shall also let them vary from one line to another.
Proposition 4.1. Assume F and g verify (2.1) - (2.3) and (2.5) - (2.6). Then there exist a
sequence {v˜k}∞k=0 of functions on Rn × [0,T] ×Rn × [0,∞) that are periodic in their third
argument and a sequence {g¯k}∞k=0 of functions on Rn such that the following are true.
(i) v˜k ∈ C∞(Rn × [0,T]; C2,αˆ(Rn × [0,∞))), for any 0 < αˆ < α¯, and
(4.1)
∑
|µ|+2ν=m
[wwwwwDµx∂νt v˜k(x, t, ·, ·)wwwwwC2,α¯(Rn×[0,∞)) + eβk,ms wwwwwDµx∂νt v˜k(x, t, ·, s)wwwwwC2,α¯(Rn)] ≤ Ck,m,
for any (x, t, s) ∈ Rn × [0,T] × [0,∞) and each integer m ≥ 0.
20 SUNGHAN KIM AND KI-AHM LEE
(ii) g¯k ∈ C∞(Rn) and
(4.2)
∑
|µ|=m
∣∣∣Dµx g¯k(x)∣∣∣ ≤ Ck,m,
for any x ∈ Rn and each integer m ≥ 0.
(iii) Define v˜εm : Rn × [0,T]→ R and g¯εm : Rn → R by
(4.3) v˜εm(x, t) =
m∑
k=0
εkv˜k
(
x, t,
x
ε
,
t
ε2
)
and g¯εm(x) =
m∑
k=0
εk g¯k(x),
for each integer m ≥ 0 and each real number ε > 0. Then v˜εm and g¯εm satisfy
(4.4)

∂tv˜εm =
1
ε2
F
(
ε2D2v˜εm, x, t,
x
ε
,
t
ε2
)
+ ψεm
(
x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
v˜εm(x, 0) + g¯
ε
m(x) = g
(
x,
x
ε
)
on Rn,
with some ψεm : Rn × [0,T] ×Rn × [0,∞)→ R that verifies
(4.5)
∣∣∣ψεm(x, t, y, s)∣∣∣ ≤ Cmεm−1e−βms,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn × [0,∞) and any 0 < ε ≤ 12 .
Remark 4.2. We shall see later that this proposition does not require F to satisfy
(2.2); instead, we only need it to be periodic in the fast spatial variable y.
Remark 4.3. Due to (4.1), we know that v˜εm decays as ε → 0, once t stays positive.
We shall see later in Subsection 4.3 that v˜εm is the truncated version of the oscillatory
part of the solution uε to (1.1) near the initial time layer. For this reason, we call v˜k
the k-th order initial layer corrector, and g¯k the k-th order effective initial data.
Let us begin with heuristic arguments by the formal expansion. The compu-
tation presented here uses the Taylor expansion of F in its matrix variable P. We
should mention that such an approach has already been shown in the authors’
previous work [KL].
Differentiating v˜εm with respect to t, we obtain
(4.6) ε2∂tv˜εm(x, t) =
m∑
k=0
εk∂sv˜k
(
x, t,
x
ε
,
t
ε2
)
+
m∑
k=0
εk+2∂tv˜k
(
x, t,
x
ε
,
t
ε2
)
.
In order to proceed with the derivatives of v˜εm in variable x, let us introduce the
mapping Vk : Rn × [0,T] ×Rn × [0,∞)→ Sn defined by
(4.7) Vk(x, t, y, s) = D2yv˜k(x, t, y, s) + (DxDy + DyDx)v˜k−1(x, t, y, s) + D2xv˜k−2(x, t, y, s),
for each k ≥ 0, where v˜k is chosen by the identically zero function when k ∈ {−2,−1}.
Replacing Vm+1 and Vm+2 by (DxDy + DyDx)vm + D2xv˜m−1 and D2xv˜m respectively, for
the moment, we have
(4.8) F
(
ε2D2v˜εm(x, t), x, t,
x
ε
,
t
ε2
)
= F
m+2∑
k=0
εkVk
(
x, t,
x
ε
,
t
ε2
)
, x, t,
x
ε
,
t
ε2
 .
For notational convenience, let us write
(4.9) Bk(x, t, y, s) = DkpF(V0(x, t, y, s), x, t, y, s),
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for (x, t, y, s) ∈ Rn × [0,T] ×Rn × [0,∞), and especially B = B1. Recall from Section
2 that we understand Bk(x, t, y, s) as the symmetric k-linear functional on (Sn)k. We
shall also define Φk : Rn × [0,T] ×Rn × [0,∞)→ R by
Φ0(x, t, y, s) = B0(x, t, y, s)
if k = 0, and by
Φk(x, t, y, s) =
k∑
l=1
1
l!
∑
i1+···+il=k
i1,··· ,il≥1
Bl(x, t, y, s)(Vi1 (x, t, y, s), · · · ,Vil (x, t, y, s)),
if k ≥ 1.
Denoting by Tm(P0,P) the m-th order Taylor polynomial of F in P at P0, namely,
Tm(P0,P)(x, t, y, s) =
m∑
k=0
1
k!
DkpF(P0, x, t, y, s)(P, · · · ,P),
we have
Tm
V0, m+2∑
k=1
εkVk
 (x, t, y, s) − m∑
k=0
εkΦk(x, t, y, s)
=
m+2∑
k=2
∑
m+1≤i1+···+ik≤k(m+2)
1≤i1,··· ,ik≤m+2
εi1+···+ik
k!
Bk(x, t, y, s)(Vi1 (x, t, y, s), · · · ,Vik (x, t, y, s)).
(4.10)
Thus, by the m-th order Taylor expansion of F in P at V0, we obtain from (4.8) and
(4.10) that
(4.11) F
(
ε2D2v˜εm(x, t), x, t,
x
ε
,
t
ε2
)
=
m∑
k=0
εkΦk
(
x, t,
x
ε
,
t
ε2
)
+ Eεm
(
x, t,
x
ε
,
t
ε2
)
,
for any (x, t) ∈ Rn × (0,T), where Eεm : Rn × [0,T]×Rn × [0,∞)→ R is defined so as
to satisfy
Eεm(x, t, y, s) − Rm
V0, m+2∑
k=1
εkVk
 (x, t, y, s)
=
m+2∑
k=2
∑
m+1≤i1+···+ik≤k(m+2)
1≤i1,··· ,ik≤m+2
εi1+···+ik
k!
Bk(x, t, y, s)(Vi1 (x, t, y, s), · · · ,Vik (x, t, y, s)),
(4.12)
with Rm(P0,P) being the m-th order remainder term (of F in P at P0).
Hence, plugging v˜εm into (1.1) and equating the power of ε, we derive the fol-
lowing equation from (4.6) and (4.11),
(4.13) ∂sv˜k(x, t, y, s) + ∂tv˜k−2(x, t, y, s) = Φk(x, t, y, s),
for each k ≥ 0; let us recall that v˜k is chosen by the identically zero function if
k ∈ {−2,−1}.
Lemma 4.4. There exists a sequence {vk}∞k=0 of functions onRn×[0,T]×Rn×[0,∞)→ R,
which are periodic in the third argument, such that the following are true.
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(i) Define v˜k : Rn × [0,T] ×Rn × [0,∞)→ R and g¯k : Rn → R by
(4.14) v˜k(x, t, y, s) = vk(x, t, y, s) − lim
s→∞ vk(x, t, 0, s) and g¯k(x) = lims→∞ vk(x, 0, 0, s).
Then v˜k and g¯k satisfy (4.1) and (4.2) respectively.
(ii) vk(x, t, ·, ·) satisfies
(4.15)
∂svk(x, t, y, s) + ∂tv˜k−2(x, t, y, s) = Φk(x, t, y, s) in Rn × (0,∞),vk(x, t, y, 0) = gk(x, y) on Rn,
in the classical sense, where we take v˜−2 and v˜−1 by the identically zero functions, and
denote by g0 the function g and by gk the identically zero function for each k ≥ 1.
Proof. Let us define v0 : Rn × [0,T] ×Rn × [0,∞)→ R in such a way that v0(x, t, ·, ·)
is the spatially periodic solution to
(4.16)
∂sv0 = F(D2yv0, x, t, y, s) in Rn × (0,∞),v0(x, t, y, 0) = g(x, y) on Rn,
for each (x, t) ∈ Rn × [0,T]. By Lemma 3.1, {v0(x, t, 0, s)}s>0 converges as s → ∞
and, hence, one can ddefine v˜0 and g¯0 as in (4.14). Moreover, the estimates (4.1)
and (4.2) follow from Proposition 3.7. Now as we define V0 by (4.7), that is
V0 = D2yv˜0 = D2yv0, we see that (4.16) implies (4.15) for k = 0 (because v˜−2 is
the identically zero function). This establishes the initial case of the induction
argument.
Now fix an integer k ≥ 1 and suppose (as the induction hypothesis) that we
have vk that satisfies assertion (i), for 0 ≤ k ≤ r − 1. Then by (4.1), the mapping Vk
defined by (4.7) satisfies Vk ∈ C∞(Rn × [0,T]; Cαˆ(Rn × [0,∞))) for any 0 < αˆ < α¯,
with
(4.17)
∑
|µ|+2ν=m
[wwwwwDµx∂νt Vk(x, t, ·, ·)wwwwwCα¯(Rn×[0,∞)) + eβk,ms wwwwwDµx∂νt Vk(x, t, ·, s)wwwwwCα¯(Rn)] ≤ Ck,m,
for any (x, t, s) ∈ Rn × [0,T] × [0,∞) and any integer m ≥ 0, for each 0 ≤ k ≤ r − 1.
Moreover, it follows from (2.3) that Bk ∈ C∞(Rn × [0,T]; Cαˆ(Rn × [0,∞))) for any
0 < αˆ < α¯, for each k ≥ 0, and
(4.18)
∑
|µ|+2ν=m
[wwwwwDµx∂νt Bk(x, t, ·, ·)wwwwwCα¯(Rn×[0,∞)) + eβk,ms wwwwwDµx∂νt Bk(x, t, ·, s)wwwwwCα¯(Rn)] ≤ Ck,m,
for any (x, t, s) ∈ Rn × [0,T] × [0,∞) and any integer m ≥ 0.
Define fr : Rn × [0,T] ×Rn ×R→ R by
fr(x, t, y, s)
= tr(B(x, t, y, s)(2DxDyv˜r−1(x, t, y, s) + D2xv˜r−2(x, t, y, s))) − ∂tv˜r−2(x, t, y, s)
+
r∑
l=2
1
l!
∑
i1+···+il=r
i1,··· ,il≥2
Bl(x, t, y, s)(Vi1 (x, t, y, s), · · · ,Vil (x, t, y, s)).
(4.19)
One may notice that the definition (4.19) of fr involves v˜k−1, v˜k−2, {Bk}rk=1 and {Vk}r−1k=1
only. Thus, it follows from the induction hypothesis (that is, assertion (i) of this
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lemma) together with the estimates (4.17) and (4.18) that fr ∈ C∞(Rn×[0,T]; Cαˆ(Rn×
[0,∞))), for any 0 < αˆ < α¯, and
(4.20)
∑
|µ|+2ν=m
[wwwwwDµx∂νt fr(x, t, ·, ·)wwwwwCα¯(Rn×[0,∞)) + eβk,ms wwwwwDµx∂νt fr(x, t, ·, s)wwwwwCα¯(Rn)] ≤ Cr,m,
for any (x, t, s) ∈ Rn × [0,T] × [0,∞) and each integer m ≥ 0.
Now it follows from the classical existence theory [CIL] for viscosity solutions
that there is a (unique) function vr : Rn × [0,T] ×Rn × [0,∞) for which vr(x, t, ·, ·) is
the spatially periodic solution to
(4.21)
∂svr = tr(B(x, t, y, s)D2yvr) + fr(x, t, y, s) in Rn × (0,∞),vr(x, t, y, 0) = gr(x, y) on Rn,
for each (x, t) ∈ Rn× [0,T]. Equipped with the decay estimate (4.20) for fr, one may
use Lemma 3.1 and Proposition 3.7 (with F(P, x, t, y, s) = tr(B(x, t, y, s)P), g(x, y) = 0
and f (x, t, y, s) = fr(x, t, y, s)) to ensure that assertion (i) of this lemma is indeed true.
As a result, vr satisfies (4.21) in the classical sense, whence we have the identity
tr(B(x, t, y, s)D2yvr(x, t, y, s)) + fr(x, t, y, s) = Φr(x, t, y, s) − ∂tv˜r−2(x, t, y, s),
for each (x, t, y, s) ∈ Rn × [0,T] × Rn × [0,∞). Thus, the proof is finished by the
induction principle. 
Remark 4.5. Let us remark that the proof above does not involve the periodicity
of F in the fast temporal variable s. This is why Proposition 4.1 holds even if we
only assume the spatial periodicity of F (that is periodicity in y), as mentioned in
Remark 4.2.
We are now ready to prove Proposition 4.1
Proof of Proposition 4.1. Let {vk}∞k=0 be the sequence taken from Lemma 4.4 and de-
fine v˜k and g¯k by (4.14). Then it follows from the equation (4.15) and the heuristic
computation performed before Lemma 4.4 (that is, (4.6), (4.11) and (4.13)) that the
functions v˜εm and g¯εm defined by (4.3) satisfy (4.4) with
ψεm(x, t, y, s) =
m∑
k=m−1
εk∂tv˜k(x, t, y, s) − ε−2Eεm(x, t, y, s),
where Eεm is given by (4.12). The rest of the proof is devoted to showing the
exponential decay estimate (4.5) for ψεm.
Let us denote by βm a positive constant that is determined only by n, λ, Λ and
m, and Cm a positive constant that depends only on n, λ, Λ, α, m, T and K. We shall
also allow them to vary from one line to another.
By (4.1), we know that
(4.22)
m∑
k=m−1
εk
∣∣∣∂tv˜k(x, t, y, s)∣∣∣ ≤ Cmεm−1e−βms,
for any 0 < ε ≤ 12 . The decay estimate for Eεm is proved as follows.
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As Rm being the m-th order remainder term in the Taylor expansion of F, we
know that ∣∣∣∣∣∣∣Rm
V0, m+2∑
k=1
εkVk
 (x, t, y, s)
∣∣∣∣∣∣∣ ≤ Cmεm+1
wwwwwwwwwww
m+2∑
k=1
εk−1Vk(x, t, y, s)
wwwwwwwwwww
m+1
≤ Cmεm+1e−βms,
(4.23)
provided that 0 < ε ≤ 12 , where the second inequality follows (4.17). On the other
hand, utilizing (4.18) and (4.1), we derive that
(4.24)
∣∣∣Bk(Vi1 , · · · ,Vik )∣∣∣ (x, t, y, s) ≤ Cme−βms,
for any 1 ≤ k ≤ m and 1 ≤ i1, · · · , ik = m + 2.
Collecting (4.23) and (4.24), and noting the fact that the summation indices
i1, · · · , ik in the definition of Eεm are subject to the restriction i1 + · · · + ik ≥ m + 1, we
deduce that
(4.25)
∣∣∣Eεm(x, t, y, s)∣∣∣ ≤ Cmεm+1e−βms,
for all 0 < ε ≤ 12 . Thus, (4.5) follows from (4.22), (4.23) and (4.25). 
We are going to finish this subsection with a more general version of Proposition
4.1. Following the proof of the proposition, we realize that we can add more source
terms that oscillate periodically in the fast spatial variable but decay exponentially
as the fast temporal variable approaches the infinity. We shall see later that the
proof of our main result, Theorem 1.1, leads us to such a general extent.
Proposition 4.6. Assume F verifies (2.1) - (2.3). Let d ≥ 0 and m ≥ 2d be integers and
define Fεd,m : S
n ×Rn × [0,T] ×Rn × [0,∞)→ R by
ε2d+2Fεd,m(P, x, t, y, s) = F
ε2d+2P + m∑
k=0
εk(Xd,k + Yd,k)(x, t, y, s), x, t, y, s

− F
 m∑
k=0
εk(Xd,k + Yd,k)(x, t, y, s), x, t, y, s
 ,
(4.26)
with sequences {Xd,k}∞k=0 and {Yd,k}∞k=0 of Sn-valued mappings on Rn × [0,T] × Rn × R
and, respectively, on Rn × [0,T] ×Rn × [0,∞), for which the former are periodic in their
third and fourth arguments and satisfy (4.46), whereas the latter are periodic in their third
argument and satisfy (4.17). Let us also define f εd,m : R
n × [0,T] ×Rn × [0,∞)→ R by
(4.27) ε2d+2 f εd,m(x, t, y, s) =
m∑
k=0
εk fd,k(x, t, y, s),
with a sequence { fd,k}∞k=0 of functions on Rn × [0,T] × Rn × [0,∞) that satisfy (3.1) and
(3.2). Moreover, we set gεd,m : R
n ×Rn → R by
(4.28) gεd,m(x, y) =
m−2d∑
k=0
εkgd,k(x, y),
with a sequence {gd,k}∞k=0 of functions on Rn ×Rn that satisfy (2.5) and (2.6).
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Under these circumstances, there exist a sequence {v˜d,k}∞k=0 of functions onRn× [0,T]×
Rn×[0,∞), which are periodic in their third argument, and a sequence {g¯d,k}∞k=0 of functions
on Rn such that the following are true.
(i) v˜d,k ∈ C∞(Rn × [0,T]; C2,αˆ(Rn × [0,∞))), for any 0 < αˆ < α¯, and the estimate (4.1)
holds for any integer m ≥ 0.
(ii) g¯d,k ∈ C∞(Rn) and the estimate (4.2) holds for any integer m ≥ 0.
(iii) Define v˜εd,m : R
n × [0,T]→ R and g¯εd,m : Rn → R by
(4.29) v˜εd,m(x, t) =
m−2d∑
k=0
εkv˜d,k
(
x, t,
x
ε
,
t
ε2
)
and εk g¯εd,m(x) =
m−2d∑
k=0
g¯d,k(x),
for any integer m ≥ 2d and any real number ε > 0. Then v˜εd,m and g¯εd,m satisfy
(4.30)

∂tv˜εd,m = F
ε
d,m
(
D2v˜εd,m, x, t,
x
ε
,
t
ε2
)
+ f εd,m
(
x, t,
x
ε
,
t
ε2
)
+ ψεd,m
(
x, t,
x
ε
,
t
ε2
) in Rn × (0,T),
v˜εd,m(x, 0) + g¯
ε
d,m(x) = g
ε
d,m
(
x,
x
ε
)
on Rn,
with some ψεd,m : R
n × [0,T] ×Rn × [0,∞)→ R verifying
(4.31)
∣∣∣ψεd,m(x, t, y, s)∣∣∣ ≤ Cd,mεm−2d−1e−βd,ms,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn × [0,∞) and any 0 < ε ≤ 12 .
Proof. The proof of this proposition basically follow that of Proposition 4.1. Nev-
ertheless, we need to check some computation to make sure that the argument of
the proof of the preceding proposition is indeed available here. We will only show
the heuristic computation to avoid any repeated argument.
It suffices to consider the case d = 0 in order to exploit the idea. To simplify the
exposition of our argument, let us write by k the subindex (0, k). As before, the key
step here is to derive (4.13) with a suitable Φk.
Take Vk by (4.7) for k ≥ 0, and write
Bk(x, t, y, s) = DkpF((X0 + Y0 + V0)(x, t, y, s), x, t, y, s).
Set Φk in such a way that we have
Φ0(x, t, y, s) − f0(x, t, y, s) = B0(x, t, y, s),
if k = 0, and
Φk(x, t, y, s) − fk(x, t, y, s)
=
k∑
l=1
1
l!
∑
i1+···+il=k
i1,··· ,il≥1
[
Bl(x, t, y, s)((Xi1 + Yi1 + Vi1 )(x, t, y, s), · · · , (Xil + Yil + Vil )(x, t, y, s))
−Bl(x, t, y, s)((Xi1 + Yi1 )(x, t, y, s), · · · , (Xil + Yil )(x, t, y, s))
]
.
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Following the (m-th order) Taylor expansion of F in the matrix variable P that we
have already done in (4.10) and (4.11), we arrive at
ε2Fεm
(
D2v˜εm(x, t), x, t,
x
ε
,
t
ε2
)
+ε2 f εm
(
x, t,
x
ε
,
t
ε2
)
=
m∑
k=0
εkΦk
(
x, t,
x
ε
,
t
ε2
)
+Eεm
(
x, t,
x
ε
,
t
ε2
)
,
for some suitable Eεm. Equating the power of ε of the right hand side of the last
identity and that of (4.6), we arrive at (4.13) with Φk defined by as above.
Now due to the assumptions imposed on Xk, Yk, fk and gk, we may construct
the desired sequences {v˜k}∞k=0 and {g¯k}∞k=0 by the induction argument in the proof of
Lemma 4.4. Especially the initial data gk in (4.15) is replaced by that given in the
statement of Proposition 4.6.
The error estimates of the remainder term ψεm can be derived by arguing anal-
ogously as in the proof of Proposition 4.1. We leave out all the details to the
reader. 
4.2. Interior Corrector. In this subsection, we shall construct the higher order
interior correctors for the problem (1.1). Throughout this subsection, Ck,m is used
to denote a positive constant that depends only on n, λ, Λ, α, k, m, T and K, and
may vary from one line to another.
Proposition 4.7. Assume that F satisfies (2.1) - (2.3) and let {g¯k}∞k=0 be a sequence of
functions on Rn that satisfy (4.2). Then there exist a sequence {w˜k}∞k=0 of functions on
Rn × [0,T]×Rn ×R, which are periodic in both of their third and fourth arguments, such
that the following are true.
(i) w˜k ∈ C∞(Rn × [0,T]; C2,αˆ(Rn ×R)), for any 0 < αˆ < α¯, and
(4.32)
∑
|µ|+2ν=m
wwwwwDµx∂νt w˜k(x, t, ·, ·)wwwwwC2,α¯(Rn×R) ≤ Ck,m
for any (x, t) ∈ Rn × [0,T] and any integer m ≥ 0
(ii) w˜k is independent of its third and fourth argument for k ∈ {0, 1} and we have
(4.33) w˜k(x, 0, 0, 0) = g¯k(x),
for any x ∈ Rn and for each k ≥ 0.
(iii) Define w˜εm : Rn × [0,T]→ R by
w˜εm(x, t) =
m∑
k=0
εkw˜k
(
x, t,
x
ε
,
t
ε2
)
,
for each integer m ≥ 0 and each real number ε > 0. Then w˜εm solves
(4.34) ∂tw˜εm =
1
ε2
F
(
ε2D2w˜εm, x, t,
x
ε
,
t
ε2
)
+ ψεm
(
x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
with some ψεm : Rn × [0,T] ×Rn ×R→ R that verifies
(4.35)
∣∣∣ψεm(x, t, y, s)∣∣∣ ≤ Cmεm−1,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn ×R and any 0 < ε ≤ 12 .
Remark 4.8. By Proposition 4.7 (ii), we see that the zeroth and the first order interior
correctors for the problem (1.1) are non-oscillatory in ε-scales. We will see later in
Lemma 4.9 that they are exactly the zeroth and the first order effective limit profiles
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for the problem (1.1). This shows that the rapid oscillation of the initial data of
(1.1) only affects the solution near the initial time layer, and the influence quickly
dissipates as soon as one stays inside the interior of the underlying domain.
In coherence with the definition (4.7) of Vk, let us define Wk : Rn×[0,T]×Rn×R→
Sn by
(4.36) Wk(x, t, y, s) = D2yw˜k(x, t, y, s)+(DxDy+DyDx)w˜k−1(x, t, y, s)+D2xw˜k−2(x, t, y, s),
for each k ≥ 0, with w˜k being understood as the identically zero function when
k ∈ {−2,−1}. Similarly as in the definition (4.9) of Bk, we shall write
(4.37) Ak(x, t, y, s) = DkpF(0, x, t, y, s)
for (x, t, y, s) ∈ Rn×[0,T]×Rn×R, for each integer k ≥ 0, and simply denote A = A1.
Following the formal computation in the proof of Proposition 4.1, we derive that
w˜k should solve the following recursively defined equation,
∂sw˜k(x, t, y, s) + ∂tw˜k−2(x, t, y, s) = Φk(x, t, y, s),
for each k ≥ 2, where Φk : Rn × [0,T] ×Rn ×R→ R is defined by
Φk(x, t, y, s) =
k∑
l=2
1
l!
∑
i1+···+il=k
i1,··· ,il≥2
Al(x, t, y, s)(Wi1 (x, t, y, s), · · · ,Wil (x, t, y, s)).
The following lemma can be considered as the counterpart of Lemma 4.4. Let
us remark that the proof is essentially the same with that in the authors’ previous
work [KL] (where the elliptic equations are in concern), but we present it for the
reader’s convenience.
Lemma 4.9. There exist a sequence {wk}∞k=0 of functions on Rn × [0,T] ×Rn ×R, which
are periodic in their third and fourth arguments, and a sequence {u¯k}∞k=0 of functions on
Rn × [0,T] such that the following are true.
(i) Define w˜k : Rn × [0,T] ×Rn ×R→ R by
(4.38) w˜k(x, t, y, s) = wk(x, t, y, s) + u¯k(x, t).
Then w˜k satisfies (4.32) and (4.33).
(ii) wk(x, t, ·, ·) satisfies
(4.39) ∂swk(x, t, y, s) + ∂tw˜k−2(x, t, y, s) = Φk(x, t, y, s) in Rn ×R,
in the classical sense, where we take w˜−2 and w˜−1 by the identically zero functions.
Proof. Since the coefficient A = A1 defined by (4.37) is periodic and uniformly
elliptic, we know from Lemma 3.9 that there exists a unique effective coefficient
A¯ : Rn × [0,T]→ Sn and a unique matrix corrector mapping X = (χi j) : Rn × [0,T]×
Rn × R → Sn, such that χi j(x, t, ·, ·) is the periodic solution to the following cell
problem,
(4.40) ∂sχi j = tr(A(x, t, y, s)(D2yχi j + Ei j)) − tr(A¯(x, t)Ei j) in Rn ×R,
that satisfies
(4.41) χi j(x, t, 0, 0) = 0,
for any (x, t) ∈ Rn× [0,T] and for each 1 ≤ i, j ≤ n. Here we denote by Ei j the (i, j)-th
standard basis matrix for Sn, as introduced in Section 2. In particular, A¯ is uniformly
28 SUNGHAN KIM AND KI-AHM LEE
elliptic with the same ellipticity bounds as those of A. Moreover by Proposition
3.16, we know that A¯ ∈ C∞(Rn × [0,T]) and X ∈ C∞(Rn × [0,T]; C2,αˆ(Rn × R)) for
any 0 < αˆ < α (with α being the Ho¨lder exponent in the assumption (2.3)), and
(4.42)
∑
|µ|+2ν=m
[∣∣∣Dµx∂νt A¯(x, t)∣∣∣ + wwwwwDµx∂µt X(x, t, ·, ·)wwwwwC2,α(Rn×R)] ≤ Cm,
for any (x, t) ∈ Rn × [0,T], where Cm depends only on n, λ, Λ, α, m and K.
For the base case of the induction argument below, we take all of φ0, φ1, u¯−1
and u¯−2 by the identically zero functions. Let us fix an integer r ≥ 2 and suppose
that we have already found φk and u¯k−2, for 0 ≤ k ≤ r − 1, such that we have
φk ∈ C∞(Rn× [0,T]; C2,αˆ(Rn×R)), for any 0 < αˆ < α¯, and u¯k−2 ∈ C∞(Rn× [0,T]) with
(4.43)
∑
|µ|+2ν=m
[∣∣∣Dµx∂νt u¯k−2(x, t)∣∣∣ + wwwwwDµx∂νtφk(x, t, ·, ·)wwwwwC2,α¯(Rn×R)] ≤ Ck,m,
for any (x, t) ∈ Rn × [0,T] and any integer m ≥ 0. Then we define wk : Rn × [0,T] ×
Rn ×R→ R by
(4.44) wk(x, t, y, s) = φk(x, t, y, s) + tr(X(x, t, y, s)D2xu¯k−2(x, t)).
One may notice that w0 and w1 are also identically zero, and that wk is periodic in
(y, s) for any 0 ≤ k ≤ r − 1. Set fr : Rn × [0,T] ×Rn ×R→ R by
fr(x, t, y, s)
= tr(A(x, t, y, s)(2DxDywr−1(x, t, y, s) + D2xwr−2(x, t, y, s))) − ∂twr−2(x, t, y, s)
+
r∑
l=2
1
l!
∑
i1+···+il=r
i1,··· ,il≥2
Al(x, t, y, s)(Wi1 (x, t, y, s), · · · ,Wil (x, t, y, s)),
(4.45)
where we write, for this moment, by Wk the mapping D2ywk + (DxDy + DyDx)wk−1 +
D2x(wk−2 + u¯k−2); we shall see later that this definition is indeed the same with (4.36)
due to (4.38). The right hand side of (4.45) only involves {φk}r−1k=0, {u¯k−2}r−1k=0 and
{wk}r−1k=0. Owing to the induction hypothesis (4.43) and the estimate (4.42), we have
Wk ∈ C∞(Rn × [0,T]; Cαˆ(Rn ×R)), for any 0 < αˆ < α¯, with
(4.46)
∑
|µ|+2ν=m
wwwwwDµx∂νt Wk(x, t, ·, ·)wwwwwCα¯(Rn×R) ≤ Ck,m,
for all (x, t) ∈ Rn × [0,T] and each integer m ≥ 0. Therefore, we have fr ∈ C∞(Rn ×
[0,T]; Cαˆ(Rn ×R)), for any 0 < αˆ < α¯, and
(4.47)
∑
|µ|+2ν=m
wwwwwDµx∂νt fr(x, t, ·, ·)wwwwwCα¯(Rn×R) ≤ Cr,m,
for all (x, t) ∈ Rn × [0,T] and each integer m ≥ 0.
Then by Lemma 3.9 and Remark 3.10, there exists a unique f¯r : Rn × [0,T]→ R
and φr : Rn × [0,T] × Rn × R → R such that φr(x, t, ·, ·) is the periodic solution to
the following cell problem,
(4.48) ∂sφr = tr(A(x, t, y, s)D2yφr) + fr(x, t, y, s) − f¯r(x, t) in Rn ×R,
that satisfies
(4.49) φr(x, t, 0, 0) = 0,
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for each (x, t) ∈ Rn × [0,T]. By (2.3) and (4.47), we observe that (4.48) satisfies the
assumptions of Proposition 3.16. Therefore, we have φr ∈ C∞(Rn × [0,T]; C2,αˆ(Rn ×
R)), for any 0 < αˆ < α¯, and f¯r ∈ C∞(Rn × [0,T]), with
(4.50)
∑
|µ|+2ν=m
[∣∣∣Dµx∂νt f¯r(x, t)∣∣∣ + wwwwwDµx∂νtφr(x, t, ·, ·)wwwwwC2,α¯(Rn×R)] ≤ Cr,m,
for any (x, t) ∈ Rn × [0,T] and each integer m ≥ 0.
Next let us consider the initial value problem
(4.51)
∂tu¯r−2 = tr(A¯(x, t)D2xu¯r−2) + f¯r(x, t) in Rn × (0,T),u¯r−2(x, 0) = g¯r−2(x) on Rn.
Then due to (4.50) and (4.42), we obtain that u¯r−2 ∈ C∞(Rn × [0,T]) and
(4.52)
∑
|µ|+2ν=m
∣∣∣Dµx∂νt u¯r−2(x, t)∣∣∣ ≤ Cr,m,
for any (x, t) ∈ Rn × [0,T]. Combining (4.52) with (4.50), we derive (4.43) for k = r.
Moreover, as we define wr by (4.44) with k = r, then the equation (4.39) follows
from (4.40), (4.48) and (4.51).
To this end, the induction principle gives the functions φk and u¯k−2 that satisfy
(4.43), (4.48), (4.49) and (4.51), for each integer k ≥ 0 (with φ0, φ1, u¯−2 and u¯−1 being
identically zero). Defining w˜k by (4.38) with wk being chosen by (4.44), we see
that w˜k satisfies (4.32). Moreover, the identity (4.33) is proved by combining (4.41),
(4.49) and (4.51). This finishes the proof. 
Remark 4.10. Let us mention that A¯(x, t) = DpF¯(0, x, t) and X = Dpw(0, x, t, y, s),
where F¯ and w is the effective operator and the corrector satisfying the cell problem
(3.26). We leave out the proof regarding this fact to the reader.
Remark 4.11. One may notice from the proof above thatφ2 and f¯2 are the identically
zero functions. It is worthwhile to mention that the (zeroth order) effective limit
u¯0 is given by the solution to
(4.53)
∂tu¯0 = tr(A¯(x, t)D2xu¯0) in Rn × (0,T),u¯0(x, 0) = g¯0(x) on Rn.
Equipped with Lemma 4.9, we are ready to prove Proposition 4.7.
Proof of Proposition 4.7. The proof is very similar with that of Proposition 4.1. Take
{w˜k}∞k=0 constructed in Lemma 4.9 and proceed with the heuristic computation in
that proof. Moreover we utilize (4.39), (4.32) and (4.46) to achieve the estimate
(4.35), just like we use (4.15), (4.1) and (4.17) to have (4.5). We skip the proof to
avoid repeated arguments. 
Let us finish this subsection by proving a generalized version of Proposition
4.7 that can be considered as the counterpart of Proposition 4.6. As mentioned
briefly in the comments before Proposition 4.6, we will need such a generalized
form when proving Theorem 1.1.
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Proposition 4.12. Assume F verifies (2.1) - (2.3) and let d ≥ 0 and m ≥ 2d be integers.
Define Fεd,m : S
n × [0,T] ×Rn ×R→ R by
ε2d+2F¯εd,m(P, x, t, y, s) = F
ε2d+2P + m∑
k=0
εkXd,k(x, t, y, s), x, t, y, s

− F
 m∑
k=0
εkXd,k(x, t, y, s), x, t, y, s
 ,
with a sequence {Xd,k}∞k=0 of Sn-valued mappings onRn × [0,T]×Rn ×R that are periodic
in their third and the fourth arguments and satisfy (4.46). Also let {g¯d,k}∞k=0 be a sequence
of functions on Rn that satisfy (4.2). Then there exist a sequence {w˜d,k}∞k=0 of functions on
Rn × [0,T] × Rn × R that are periodic in both of their third and fourth arguments such
that the following are true.
(i) w˜d,k ∈ C∞(Rn× [0,T]; Cαˆ(Rn×R)), for any 0 < αˆ < α¯, and the estimate (4.32) holds
for any integer m ≥ 0.
(ii) w˜d,k is independent of its third and fourth argument for k ∈ {0, 1} and we have (4.33)
with g¯k replaced by g¯d,k.
(iii) Define w˜εd,m : R
n × [0,T]→ R by
(4.54) w˜εd,m(x, t) =
m−2d∑
k=0
εkw˜d,k
(
x, t,
x
ε
,
t
ε2
)
,
for each m ≥ 2d and each real number ε > 0. Then w˜εm solves
∂tw˜εd,m = F¯
ε
d,m
(
ε2D2w˜εmx, t,
x
ε
,
t
ε2
)
+ ψεd,m
(
x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
with some ψεd,m : R
n × [0,T] ×Rn ×R→ R that verifies∣∣∣ψεd,m(x, t, y, s)∣∣∣ ≤ Cd,mεm−2d−1,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn ×R and any 0 < ε ≤ 12 .
Proof. The proof is follows the arguments in the proofs of Proposition 4.7 and
Proposition 4.6. We omit the details. 
4.3. Nonlinear Coupling Effect and the Bootstrap Argument. So far we have
observed how one can construct the correctors that approximate the solution of
(1.1) in the region near the initial time layer and, respectively, in the interior of the
underlying domain. If the governing operator F were linear in its matrix variable
P, we would prove our main theorem, namely Theorem 1.1, by merely repeating
Proposition 4.1 and Proposition 4.7. However, due to the nonlinearity of F, we
realize that one has to take care of the “nonlinear coupling effect” near the initial
time layer, which makes the iteration argument more involved. This is the reason
that we have come up with Proposition 4.6 and Proposition 4.12.
In what follows, we shall fix integers d ≥ 0 and m ≥ 2d + 2, unless stated
otherwise. For notational convenience, let us denote by βd,m a positive constant
that depends only on n, λ, Λ, d and m, and write by cd,m and Cd,m positive constants
that are determined only by n, λ, Λ, α, d, m, T and K. We shall also let these
constants to vary from one line to another.
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Let us begin with our analysis under the setting of Proposition 4.6. With the
operator Fεd,m, the source term f
ε
d,m and the initial data g
ε
d,m given as in (4.26),
(4.27) and respectively (4.28), we consider the following (uniformly parabolic and
spatially periodic) Cauchy problem with rapidly oscillating initial data,
(4.55)

∂tuεd,m = F
ε
d,m
(
D2uεd,m, x, t,
x
ε
,
t
ε2
)
+ f εd,m
(
x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
uεd,m(x, 0) = g
ε
d,m
(
x,
x
ε
)
on Rn.
Let {v˜d,k}∞k=0 and {g¯d,k}∞k=0 be chosen as those in Proposition 4.6 and define Yd+1,k :
Rn × [0,T] ×Rn × [0,∞)→ Sn by
(4.56) Yd+1,k(x, t, y, s)(x, t, y, s) = Yd,k(x, t, y, s) + Vd,k−2d(x, t, y, s),
with Vd,k−2d being defined by (4.7) for k ≥ 2d and by the identically zero mapping
for 0 ≤ k ≤ 2d − 1. Set F˜εd,m : Sn ×Rn × [0,T] ×Rn × [0,∞)→ R by
ε2d+2F˜εd,m(P, x, t, y, s) = F
ε2d+2P + m∑
k=0
εk(Xd,k + Yd+1,k)(x, t, y, s), x, t, y, s

− F
 m∑
k=0
εk(Xd,k + Yd+1,k)(x, t, y, s), x, t, y, s
 .
(4.57)
Under this situation, let us consider the following Cauchy problem with non-
oscillatory initial data,
(4.58)
∂tu¯
ε
d,m = F˜
ε
d,m
(
D2u¯εd,m, x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
u¯εd,m(x, 0) = g¯
ε
d,m(x) on R
n,
where g¯εd,m is defined by (4.29).
Let v˜εd,m be chosen by (4.29) and we claim that it describes the oscillatory behavior
of the viscosity solution uεd,m to (4.55) near the initial time layer, up to an error of
order εm−2d+1, and the viscosity solution u¯εd,m to (4.58) is the non-oscillatory part left
from this error correction.
Lemma 4.13. Let uεd,m and u¯
ε
d,m be the viscosity solutions to (4.55) and, respectively,
(4.58), and suppose that v˜εd,m is defined by (4.29). Then one has
(4.59)
∣∣∣uεd,m(x, t) − u¯εd,m(x, t) − v˜εd,m(x, t)∣∣∣ ≤ Cd,mεm−2d+1,
for all x ∈ Rn and all 0 ≤ t ≤ T and, in particular,
(4.60)
∣∣∣uεd,m(x, t) − u¯εd,m(x, t)∣∣∣ ≤ Cmεm−2d+1,
for all x ∈ Rn and all cd,mε2| log ε| ≤ t ≤ T, provided 0 < ε ≤ 12 .
Proof. It should be stressed that the operator Fεd,m of (4.58) is uniformly elliptic with
the same ellipticity bounds as those of F. This property ensures the existence and
the uniqueness of the (bounded uniformly continuous) viscosity solution u¯εd,m to
(4.58).
Since the initial data g¯εd,m is smooth and the operator F˜
ε
d,m is smooth, concave
and uniformly elliptic, we deduce from the regularity theory [W2] of the viscosity
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solutions that u¯εm is also smooth. Let us define φεd,m : R
n × [0,T] ×Rn × [0,∞)→ R
by
φεd,m(x, t, y, s) = F˜
ε
d,m+2
(
D2u¯εm(x, t), x, t, y, s
)
− F˜εd,m
(
D2u¯εm(x, t), x, t, y, s
)
,
where we take F˜εd,m+2 as in (4.57), with all of Xd,m+1, Xd,m+2, Yd,m+1 and Yd,m+2 being
replaced, for the moment, by the identically zero mappings, and with Vd,m−2d+1
and Vd,m−2d+2 being replaced by (DxDy + DyDx)vd,m−2d + D2xv˜d,m−2d−1 and D2xv˜d,m−2d
respectively. Then by (2.1) and (4.17), we have
(4.61)
∣∣∣φεd,m(x, t, y, s)∣∣∣ ≤ Cd,mεm−2d+1e−βd,ms,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn × [0,∞) and any 0 < ε ≤ 12 . Let us remark here
that we do not require any estimate for D2u¯εd,m to derive (4.61), due to the uniform
ellipticity condition (2.1) on F.
Now it follows from (4.58) and (4.30) that u¯εd,m + v˜
ε
d,m solves
(4.62)

∂t
(
u¯εd,m + v˜
ε
d,m
)
=
1
ε2
F
(
ε2D2
(
u¯εd,m + v˜
ε
d,m
)
, x, t,
x
ε
,
t
ε2
)
+ rεd,m
(
x, t,
x
ε
,
t
ε2
) in Rn × (0,T),
(
u¯εd,m + v˜
ε
d,m
)
(x, 0) = gεd,m
(
x,
x
ε
)
on Rn,
with rεd,m : R
n × [0,T] ×Rn × [0,∞) being defined by
rεd,m(x, t, y, s) = ψ
ε
d,m(x, t, y, s) + φ
ε
d,m(x, t, y, s).
In comparison of (4.62) with (4.55), we deduce from the comparison principle [CIL]
for viscosity solutions that
(4.63)
∣∣∣uεd,m(x, t) − u¯εd,m(x, t) − v˜εd,m(x, t)∣∣∣ ≤ sup
ξ∈Rn
∫ t
0
∣∣∣rεd,m(ξ, τ, ε−1ξ, ε−2τ)∣∣∣ dτ.
Now (4.59) follows immediately from (4.63), (4.31) and (4.61). The estimate (4.60)
then follows from (4.59) and (4.1) (for v˜d,k). 
The lemma above yields the higher order approximation of uεd,m by v˜
ε
d,m and
u¯εd,m. Notice that the oscillatory behavior of u¯
ε
d,m (in the interior) has not yet been
analyzed. To study its oscillatory behavior in the interior, we need to construct
the higher order interior correctors for (4.58). However, one may notice that the
operator F˜εd,m of (4.58) is no longer periodic in the fast temporal variable due
to the presence of
∑m
k=0 ε
k(Yd,k + Vd,k−2d), which is only periodic in the fast spatial
variable. Nevertheless, we observe that the construction of the higher order interior
correctors for (4.58) is not affected by the influence of this term, since the influence
dissipates exponentially fast as s = ε−2t → ∞ and becomes negligible as soon as
we stay away from the initial time layer (that is, t & ε2‖ log ε|). Therefore, it will
suffice to construct the correctors based on Proposition 4.12.
In this direction, we choose the sequence {w˜d,k}∞k=0 according to Proposition 4.12,
and define Xd+1,k : Rn × [0,T] ×Rn ×R→ Sn by
(4.64) Xd+1,k(x, t, y, s) = Xd,k(x, t, y, s) + Wd,k−2d(x, t, y, s),
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with Wd,k−2d being selected by (4.36) if k ≥ 2d + 2 and by the identically zero
mapping if 0 ≤ k ≤ 2d + 1. For each k ≥ 2, let f 1d+1,k and f 2d+1,k be the functions on
Rn × [0,T] ×Rn × [0,∞) defined by
f 1d+1,k(x, t, y, s)
=
k∑
l=2
1
l!
∑
i1+···+il=k
i1,··· ,ik≥1
[
Bl(x, t, y, s)((Xd+1,i1 + Yd+1,i1 )(x, t, y, s), · · · , (Xd+1,il + Yd+1,il )(x, t, y, s))
−Bl(x, t, y, s)(Xd+1,i1 (x, t, y, s), · · · ,Xd+1,il (x, t, y, s))
]
,
and respectively by
f 2d+1,k(x, t, y, s)
=
k∑
l=2
1
l!
∑
i1+···+il=k
i1,··· ,ik≥1
[
Bl(x, t, y, s)((Xd,i1 + Yd+1,i1 )(x, t, y, s), · · · , (Xd,il + Yd+1,il )(x, t, y, s))
−Bl(x, t, y, s)(Xd,i1 (x, t, y, s), · · · ,Xd,il (x, t, y, s))
]
,
and then we set fd+1,k : Rn × [0,T] ×Rn × [0,∞)→ R by
(4.65) fd+1,k(x, t, y, s) = f 1d+1,k(x, t, y, s) + f
2
d+1,k(x, t, y, s).
Let us also set fd+1,k, for k ∈ {0, 1}, by the identically zero functions.
On the other hand, let us choose gd+1,k : Rn ×Rn → R by
(4.66) gd+1,k(x, y) = g¯d,k+2(x) − w˜d,k+2(x, 0, y, 0),
for each k ≥ 0, where the sequence {g¯d,k}∞k=0 is chosen by Proposition 4.12.
Lemma 4.14. Let {Xd+1,k}∞k=0, {Yd+1,k}∞k=0, { fd+1,k}∞k=0 and {gd+1,k}∞k=0 be the sequences
defined by (4.64), (4.56), (4.65) and (4.66) respectively, and let Fεd+1,m, f
ε
d+1,m and g
ε
d+1,m
be defined under the rules (4.26), (4.27) and (4.28) with these sequences. Let uεd+1,m be the
viscosity solution to (4.55) with Fεd,m, f
ε
d,m and g
ε
d,m being replaced by F
ε
d+1,m, f
ε
d+1,m and
gεd+1,m. Moreover, let u¯
ε
d,m be the viscosity solution to (4.58) and w˜
ε
d,m be defined by (4.54).
Then one has
(4.67)
∣∣∣u¯εd,m(x, t) − w˜εd,m(x, t) − ε2uεd+1,m(x, t)∣∣∣ ≤ Cd,mεm−2d−1,
for all x ∈ Rn and all 0 ≤ t ≤ T, provided 0 < ε ≤ 12 .
Proof. It is noteworthy that Proposition 4.12 (ii) implies that w˜d,k(x, 0, y, 0) = g¯d,k(x)
for k ∈ {0, 1}. This is why the right hand side of (4.66) begins with k + 2 but not
k. Moreover, utilizing the original assumptions on the sequences {Xd,k}∞k=0, {Yd,k}∞k=0
and the assertions in Proposition 4.6 (i) - (ii) and Proposition 4.12 (i) - (ii), one may
also prove that the new sequences {Xd+1,k}∞k=0, {Yd+1,k}∞k=0, { fd+1,k}∞k=0 and {gd+1,k}∞k=0
verify all the assumptions in Proposition 4.6. Thus, arguing as in the proof of
Lemma 4.13, one may observe that
∂t
(
w˜εd,m + ε
2uε1,m
)
= F˜εd,m
(
D2
(
w˜εd,m + ε
2uεd+1,m
)
, x, t,
x
ε
,
t
ε2
)
+ rεd,m
(
x, t,
x
ε
,
t
ε2
) in Rn × (0,T),
(
w˜εd,m + ε
2uεd+1,m
)
(x, 0) = g¯εd,m(x) on R
n,
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in the viscosity sense, for some rεd,m : R
n × [0,T] ×Rn ×R→ R satisfying
(4.68)
∣∣∣rεd,m(x, t, y, s)∣∣∣ ≤ Cmεm−2d−1.
Thus, the error estimate (4.67) follows from the comparison principle [CIL] for
viscosity solutions (see (4.63), for instance) and (4.68). We skip the details in order
to avoid repeated arguments. 
Remark 4.15. It is worthwhile to see that uεd,m and u
ε
d+1,m solve the Cauchy problems
that belong to the same class, in the sense that the operators, the source terms and
the initial data of the both problems satisfy the same assumptions of Proposition
4.1. Now due to the ε2-factor in front of uεd+1,m in the estimate of (4.67) allows us to
prove Theorem 1.1 by a bootstrap argument.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Combining Lemma 4.13 with Lemma 4.14, we derive that
(4.69)
∣∣∣uεd,m(x, t) − v˜εd,m(x, t) − w˜εd,m(x, t) − ε2uεd+1,m(x, t)∣∣∣ ≤ Cd,mεm−2d−1,
for all x ∈ Rn and all 0 ≤ t ≤ T and, in particular,
(4.70)
∣∣∣uεd,m(x, t) − w˜εd,m(x, t) − ε2uεd+1,m(x, t)∣∣∣ ≤ Cd,mεm−2d−1,
for all x ∈ Rn and all cmε2| log ε| ≤ t ≤ T, provided 0 < ε ≤ 12 . Meanwhile, we
obtain the new sequences {Xd+1,k}∞k=0, {Yd+1,k}∞k=0, { fd+1,k}∞k=0 and {gd+1,k}∞k=0 verify all
the assumptions in Proposition 4.6, from the sequences {Xd,k}∞k=0, {Yd,k}∞k=0, { fd,k}∞k=0
and {gd,k}∞k=0.
Let us take X0,k and Y0,k by the identically zero mappings for all k ≥ 0. We shall
also choose f0,k and g0,k by the identically zero functions for all k ≥ 0 but g0,0 = g.
Then one may see that the problem (4.55) for d = 0 coincides with our base-case
problem (1.1). Now we iterate Lemma 4.13 and Lemma 4.14 for bm2 c-times, from
which we obtain the sequences {v˜d,k}∞k=0 and {w˜d,k}∞k=0 for 0 ≤ d ≤ bm2 c such that the
functions v˜εd,m and w˜
ε
d,m defined by (4.29) and, respectively, (4.54) satisfy (4.69) and
(4.70). Finally, the estimates (1.2) and (1.3) follow from the triangle inequality and
(4.69) and, respectively, (4.70). 
5. Further Observations
This section is devoted to making some further observations on the (higher
order) convergence rates for uniformly parabolic Cauchy problems. In Subsection
5.1, we obtain the higher order convergence rate for (1.4). In Subsection 5.2, we
achieve the optimal convergence rate for (1.5) under some additional structure
condition on the operator F and the initial data g.
5.1. Non-oscillatory Initial Data and Higher Order Convergence Rate. Based on
the construction of the higher order correctors, we are able to achieve the higher
order convergence rate of the homogenization process of the problem (1.4). The
iteration argument is basically the same with that in the proof of Theorem 1.1. The
key difference here is that we begin with the higher order error correction in the
interior first, not near the initial time layer. This seems to be reasonable, since we
do not have any “zeroth order” oscillation near the initial layer in the framework
of the problem (1.4).
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The construction of the higher order interior correctors for (1.4) is essentially the
same with Proposition 4.7, and has already been studied in the authors’ previous
work [KL] in the framework of elliptic equations.
Proposition 5.1. Assume that F satisfies (2.1) - (2.3) and let g¯ : Rn → R satisfy (4.2).
Then there exist a sequence {w˜k}∞k=0 of functions on Rn × [0,T] ×Rn ×R that are periodic
in both of their third and fourth arguments and satisfy Proposition 4.7 (i) - (iii), with (5.1)
replaced by
(5.1) ∂tw˜εm = F
(
D2w˜εm, x, t,
x
ε
,
t
ε2
)
+ ψεm
(
x, t,
x
ε
,
t
ε2
)
in Rn × (0,T).
Proof. The main difference of the proof here from that of Proposition 4.7 is that the
function u¯0 in Lemma 4.9 is chosen by the solution to∂tu¯0 = F¯(D2xu¯0, x, t) in Rn × (0,T),u¯0(x, 0) = g¯0(x) on Rn,
instead of (4.53). It should be stressed that the matrix corrector X and the effective
coefficient A¯ are chosen to be the same as those in Remark 4.10. We omit the rest
of the proof to avoid redundant arguments. 
Equipped with Proposition 5.1 together with Proposition 4.1 and Proposition
4.7, we are ready to state and prove the higher order convergence rate regarding
the homogenization problem of (1.4).
Proposition 5.2. Assume F and g verify (2.1) - (2.3) and (4.2) respectively. Let u¯ε
be the viscosity solution to (1.4) for ε > 0. Then for each integer d ≥ 0, there exist
v˜d,k : Rn × [0,T] × Rn × [0,∞) → R, which is periodic in its third argument, and
w˜d,k : Rn × [0,T] ×Rn ×R→ R, which is periodic in its third and fourth arguments, for
each k ≥ 0, such that one has∣∣∣∣∣∣∣∣u¯ε(x, t) −
b m2 c∑
d=0
m−2d∑
k=0
εk+2d
(
v˜d,k
(
x, t,
x
ε
,
t
ε2
)
+ w˜d,k
(
x, t,
x
ε
,
t
ε2
))∣∣∣∣∣∣∣∣ ≤ Cmεm−1,
for all x ∈ Rn and all 0 ≤ t ≤ T, and, in particular,∣∣∣∣∣∣∣∣u¯ε(x, t) −
b m2 c∑
d=0
m−2d∑
k=0
εk+2dw˜d,k
(
x, t,
x
ε
,
t
ε2
)∣∣∣∣∣∣∣∣ ≤ Cmεm−1,
for all x ∈ Rn and all cmε2| log ε| ≤ t ≤ T, provided 0 < ε ≤ 12 and m ≥ 2, where cm > 0
and Cm > 0 depend only on n, λ, Λ, α, m, T and K.
Proof. Let us fix m ≥ 2. Due to Proposition 5.1, we derive that∣∣∣u¯ε(x, t) − w˜εm(x, t) − ε2uε0,m∣∣∣ ≤ Cmεm−1,
for any x ∈ Rn and any 0 ≤ t ≤ T, provided 0 < ε ≤ 12 , where Cm > 0 depends only
on n, λ, Λ, α, m, T and K, with uε0,m being the viscosity solution to to (4.55) for d = 0,
X0,k = Wk, Y0,k = 0, and f ε0,m = 0. Recall from (4.36) the definition of Wk. Thus, u
ε
0,m
falls under the regime of Lemma 4.13, and hence we may proceed as in the proof
of Theorem 1.1 and achieve the desired estimates. This finishes the proof. 
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5.2. Oscillatory Initial Data and Optimal Convergence Rate. Let us begin with
a short overview the homogenization process of the problem (1.5), which can be
found in [AB] and [M1]. First we make an additional assumption on F that there
is F∗ : Sn ×Rn × [0,T] ×Rn ×R for which
(5.2) ε2F
( 1
ε2
P, x, t, y, s
)
→ F∗(P, x, t, y, s) as ε→ 0,
locally uniformly for all (P, x, t, y, s) ∈ (Sn \ {0}) × Rn × [0,T] × Rn × R. Here F∗ is
called the recession operator (corresponding to F). It is clear from its definition
that F∗ also satisfies the conditions (2.1) - (2.2).
Following Lemma 3.1 and the comments above it, we obtain a (unique) function
v : Rn × [0,T] × Rn × [0,∞) → R that is periodic in its third argument and that
v(x, t, ·, ·) is the spatially periodic solution to
(5.3)
vs = F∗(D2yv, x, t, y, s) in Rn × (0,∞),v(x, t, y, 0) = g(y, x) on Rn,
for each (x, t) ∈ Rn × [0,T], and a function v¯ : Rn × [0,T]→ R defined by
(5.4) v¯(x, t) = lim
s→∞ v(x, t, 0, s).
Let us define v˜ : Rn × [0,T] ×Rn × [0,∞)→ R and g¯ : Rn → R by
v˜(x, t, y, s) = v(x, t, y, s) − v¯(x, t) and g¯(x) = v¯(x, 0),
as in (4.14).
On the other hand, let F¯ : Sn×Rn×[0,T]→ R and w : Sn×Rn×[0,T]×Rn×R→ R
be defined by (3.34) and, respectively, (3.35). For the reader’s convenience, let us
repeat that F¯(P, x, t) is the unique real number such that w(P, x, t, ·, ·) is the periodic
solution to
ws = F(D2yw + P, x, t, y, s) − F¯(P, x, t) in Rn ×R,
and also satisfies
w(P, x, t, 0, 0) = 0.
Under these circumstances, the ε-problem (1.5) is homogenized to the following
effective problem
(5.5)
u¯t = F¯(D2u¯, x, t) in Rn × (0,T),u¯(x, 0) = g¯(x) on Rn,
according to [AB] and [M1], in the sense that the viscosity solution uε of (1.5)
converges to the viscosity solution u¯ of (5.5) locally uniformly in Rn × (0,T).
The following proposition gives the optimal rate of uε → u¯ under some addi-
tional assumptions.
Proposition 5.3. Assume F and g verify (2.1) - (2.3) and (2.5) - (2.6). Suppose that F∗
satisfies, with some 0 ≤ δ < 1,
(5.6) |F(P, x, t, y, s) − F∗(P, x, t, y, s)| ≤ K ‖P‖δ ,
for all (P, x, t, y, s) ∈ Sn ×Rn × [0,T] ×Rn ×R, and that v and v¯ satisfy the conclusion of
Proposition 3.7. Under these circumstances, let uε and u¯ be the viscosity solutions to (1.5)
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and, respectively, (5.5). Then there are positive constants c and C, depending only on n,
λ, Λ, α, δ and K, such that
(5.7) |uε(x, t) − u¯(x, t)| ≤ Cεmin(1,2−2δ),
for all x ∈ Rn and all cε2| log ε| ≤ t ≤ T, provided 0 < ε ≤ 12 .
Remark 5.4. The inequality (5.6) implies that
(5.8)
∣∣∣∣∣ε2F ( 1ε2 P, x, t, y, s) − F∗(P, x, t, y, s)
∣∣∣∣∣ ≤ Kε2−2δ ‖P‖δ ,
for any (P, x, t, y, s) ∈ Sn ×Rn × [0,T]×Rn ×R. In comparison of (5.8) with (5.7), we
realize that the rate of uε → u¯ depends sensitively on the rate of (5.2).
Remark 5.5. The second additional assumption that v and v¯ satisfy the assertion of
Proposition 3.7 has been made because this assumption fails to hold for general F∗.
The main reason is that nonlinear F∗ is Lipschitz continuous (in the matrix variable
P) at best, which prevents us from having Proposition 3.7. We shall provide some
concrete example later in this regard.
Proof of Proposition 5.3. Throughout this proof, we will write by c and C positive
constants depending at most on n, λ, Λ, α, δ and K, and let them vary from one
line to another.
Define v˜ε : Rn × [0,T]→ R by
v˜ε(x, t) = v˜
(
x, t,
x
ε
,
t
ε2
)
.
Since v and v¯ is assumed to satisfy (3.25) for all m ≥ 0, we observe that v˜ε is a
(classical solution) to
v˜εt = F
(
D2v˜ε, x, t,
x
ε
,
t
ε2
)
+ ψε
(
x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
v˜ε(x, 0) = g
(
x,
x
ε
)
− g¯(x) on Rn,
with ψε : Rn × [0,T] ×Rn × [0,∞)→ R being defined by
ψε(x, t, y, s) = F∗(ε−2V0(x, y, s), x, t, y, s) − F
 2∑
k=0
εk−2Vk(x, y, s), x, t, y, s
 ,
where we write by V0, V1 and V2 the Sn-valued mappings D2yv˜, (DxDy + DyDx)v˜
and, respectively, D2xv˜.
One may notice that (3.25) implies (4.17) for V0, V1 and V2. Thus, utilizing (5.6),
we observe that
(5.9)
∣∣∣F∗(ε−2V0(x, y, s), x, t, y, s) − F(ε−2V0(x, y, s), x, t, y, s)∣∣∣ ≤ Cε−2δe−δβs,
for any (x, y, s) ∈ Rn ×Rn × [0,∞) and any 0 < ε ≤ 12 . On the other hand, we have
from (2.1) that
(5.10)
∣∣∣∣∣∣∣F(ε−2V0(x, y, s), x, t, y, s) − F
 2∑
k=0
εk−2Vk(x, y, s), x, t, y, s

∣∣∣∣∣∣∣ ≤ Cε−1e−βs,
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for any (x, t, y, s) ∈ Rn × [0,T] × Rn × [0,∞) and any 0 < ε ≤ 12 . Combining (5.9)
with (5.10), we arrive at ∣∣∣ψε(x, t, y, s)∣∣∣ ≤ Cε−2δe−δβs,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn × [0,∞) and any 0 < ε ≤ 12 .
Thus, arguing analogously as in the proof of Lemma 4.13, we deduce that
(5.11) |uε(x, t) − u¯ε(x, t)| ≤ Cε2−2δ,
for all x ∈ Rn and all cε2| log ε| ≤ t ≤ T, provided 0 < ε ≤ 12 , where u¯ε is the
(viscosity) solution tou¯
ε
t = F˜
ε
(
D2u¯εx, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
u¯ε(x, 0) = g¯(x) on Rn,
with F˜ε : Sn ×Rn × [0,T] ×Rn × [0,∞)→ R being defined by
F˜ε(P, x, t, y, s) = F(P + ε−2V0(x, t, y, s), x, t, y, s) − F(ε−2V0(x, t, y, s), x, t, y, s).
On the other hand, we know that Proposition 3.16 is true under the assumptions
(2.1) - (2.3) on F. Hence, it follows from the estimate (3.42) and the assumption
(3.25), which holds also for g¯, that the solution u¯ to (5.5) satisfies u¯ ∈ C∞(Rn× [0,T])
with the estimate (4.52). Now we define w˜ : Rn × [0,T] ×Rn ×R→ R by
w˜(x, t, y, s) = w(D2xu¯(x, t), x, t, y, s).
Then w˜ satisfies (4.32) for all m ≥ 0. Therefore, arguing as above, we observe that
the function w˜ε : Rn × [0,T]→ R, defined by
w˜ε(x, t) = u¯(x, t) + ε2w˜
(
x, t,
x
ε
,
t
ε2
)
,
solves w˜
ε
t = F
(
D2w˜ε, x, t,
x
ε
,
t
ε2
)
+ ψε
(
x, t,
x
ε
,
t
ε2
)
in Rn × (0,T),
w˜ε(x, 0) = g¯(x) on Rn,
for some ψε : Rn × [0,T] ×Rn ×R→ R satisfying∣∣∣ψε(x, t, y, s)∣∣∣ ≤ Cε,
for any (x, t, y, s) ∈ Rn × [0,T] ×Rn ×R and any 0 < ε ≤ 12 .
Now we may proceed as in the proof of Lemma 4.14 and deduce that
(5.12)
∣∣∣∣∣u¯ε(x, t) − w˜ε (x, t, xε , tε2 ) − ε2uε1(x, t)
∣∣∣∣∣ ≤ Cε,
for all x ∈ Rn and all 0 ≤ t ≤ T, provided 0 < ε ≤ 12 , where uε1 is the viscosity
solution to a uniformly parabolic Cauchy problem that belongs to the same class
of (4.55), in the sense of uniform ellipticity of the operator, that an exponential
decay estimate for the source term is available and that the initial data is of order
1 = ε0. Here we do not specify the form of this Cauchy problem, since the argument
becomes repetitive otherwise. It is only important to observe that |uε1(x, t)| ≤ C for
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all x ∈ Rn, 0 ≤ t ≤ T and all 0 < ε ≤ 12 . Finally, the error estimate (5.7) can be
deduced by combining (5.11) and (5.12). 
Let us finish this subsection with an example that reveals that the assumptions
of Proposition 5.3 are satisfied for certain F and g.
Example 5.6. Let F∗ be independent of (x, t, y, s) and satisfy F∗(P) < −F∗(−P) for any
nonzero matrix P ∈ Sn. For instance, one may take F∗ by Pucci’s minimal operator
for the lower ellipticity bound λ′ > λ and the upper ellipticity bound Λ′ < Λ. On
the other hand, let g be given by g(x, y) = ψ(x)φ(y) on Rn × Rn, with φ being a
smooth periodic function and ψ being a smooth bounded function.
Let us write by F−(P) and F+(P) the functionals F∗(P) and, respectively, −F∗(−P),
and consider the spatially periodic Cauchy problem,∂sv± = F±(D2yv±) in Rn × (0,∞),v±(y, 0) = φ(y) on Rn.
According to Lemma 3.1, there are unique real numbers γ+ and γ− such that
γ± = lims→∞ v±(0, s). Notice that v± ∈ C2,α for some 0 < α < 1 depending only on
n, λ and Λ, owing to the convexity of F+ and the concavity of F−.
Let us observe that γ+ > γ−. First it follows from the comparison principle that
v+ > v− in Rn × (0,∞), which implies γ+ ≥ γ−. Moreover, since F+(P) > F−(P) for
any nonzero P ∈ Sn, the function w = v+ − v− solves
∂s(v+ − v−) ≥ tr(A(y, s)D2y(v+ − v−)) in Rn × (0,∞),
where A is the linearized coefficient associated with F+. This implies that the
function W(s) = minRn (v+(·, s) − v−(·, s)) is non-decreasing for s > 0, whence we
have γ+ > γ−.
Now let v be the solution to (5.3). Then the uniqueness of v implies that v(x, y, s) =
ψ(x)v−(y, s) if ψ(x) ≥ 0 and v(x, y, s) = ψ(x)v+(y, s) if ψ(x) ≤ 0. This also implies that
the function v¯ defined by (5.4) satisfies v¯(x) = γ+ψ(x) if ψ(x) ≥ 0 and v¯(x) = γ−ψ(x)
if ψ(x) ≤ 0.
This implies that if ψ changes sign at some point, then v and v¯ are not even
differentiable at that point. On the other hand, we have v and v¯ satisfying the con-
clusion of Proposition 3.7, provided thatψ is either uniformly positive or uniformly
negative.
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