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Abstract—In this paper we give an overview of our ap-
proach of using aggregation operators, and more specifi-
cally, fuzzy integrals for solving re-identification problems.
We show that the use of Choquet integrals are suitable for
some kind of problems.
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1. Introduction
Re-identification algorithms when applied to databases
permit to identify those objects that can be found in differ-
ent files but that correspond to the same entity. Two partic-
ular family of algorithms can be distinguished.
• Record linkage (or record matching) algorithms:
These algorithms intend to link records of one file
with those records in another file that correspond to
the same individual. The difficulties of the approach
are due to the fact that the records might be described
using different attributes, or, in the case of using the
same attributes, there are errors in the data.
• Schema matching or, more particularly, attribute
matching: They are algorithms to link attributes or
schemata in databases. The typical problems these al-
gorithms have to face is that the name of the attributes
in different files do not coincide, or that a single at-
tribute in one file corresponds to several ones in an-
other file. In the most general case, schema matching
needs to construct n : m relationships.
In recent years we have shown that some particular fuzzy
integrals can be used in some cases for re-identification.
They have been applied to both record linkage and attribute
matching.
In this paper we will describe how this problem is tack-
led using fuzzy integrals, the underlying assumptions of
our model, and describe why this approach works. Some
simple examples of application will be given.
The structure of the paper is as follows. In Section 2
we give some preliminaries. We focus on fuzzy measures
and integrals and on the re-identification methods. Then, in
Example 3 we present an example. The paper finishes with
some conclusions.
2. Preliminaries
This section is devoted to give a short review of fuzzy
measures and integrals and then, to some re-identification
methods.
2.1. Fuzzy measures and integrals
Definition 1 A fuzzy measure µ on a set X is a function
µ : 2X −→ R+ with the following properties:
1. µ(∅) = 0
2. m(A) ≤ m(B) whenever A ⊂ B and A, B ∈ 2X.
For the sake of simplicity, we assume X = {1, . . . ,N}.
Families of fuzzy measures have been defined in the lit-
erature. In this paper we focus on the so-called symmetric
fuzzy measures. In a symmetric fuzzy measure, the mea-
sure of a set only depends on the cardinality of the set but
not on the elements of the set.
Definition 2 A fuzzy measure µ is symmetric when µ(A) =
µ(B) whenever |A| = |B|.
Here, | · | represents the cardinality of a set.
Symmetric fuzzy measures can be represented by non-
decreasing functions f : [0, 1] → [0, 1] such that f (0) = 0
and f (1) = 1 so µ(A) = f (|A|/|X|).
Definition 3 [1] Given a fuzzy measure µ and a function f ,
the Choquet integral of f with respect to µ is defined using
the i-th order statistics (x(i)) as:
CIµ( f ) :=
n∑
i=1
f ((x(i)) − f (x(i−1)))µ({(i) · · · (n)})
where we define x(0) := 0.
The Choquet integral with respect to a symmetric fuzzy
measure corresponds to the OWA operator [9].
Definition 4 [4] Given a fuzzy measure µ and a function
f (into [0, 1]), the Sugeno integral of f with respect to µ is
defined using the i-th order statistics (x(i)) as:
S µ( f ) :=
n∨
j=1
f (x( j)) ∧ µ(A( j))
A(i) = {x(i), · · · , x(n)}, A(n+1) = ∅. Here ∧ denotes the mini-
mum and ∨ denotes the maximum.
2.2. Re-identification methods
As said in the introduction, standard record linkage
methods are centered on the linkage of objects belonging
to the same entities from two or more files when such files
share a set of variables, or any other kind of information. In
this case, the difficulties for a good performance of record
linkage algorithms are due to the fact that files contain er-
rors (e.g., the income of an individual is not the same in
both files or attributes are represented in different scales).
Two main approaches have been used for standard record
linkage. See [6, 7, 8] for more details:
Probabilistic Record Linkage(PRLB): For each pair of
records (a,b), we compute a conditional probability
of having a correct link using a coincidence vector of
variables. Then, we use this probability to classify
each pair (a,b) as either a linked pair (LP) or a non-
linked pair (NP).
Distance-based Record Linkage(DBRL): Records of
file A are compared to records of file B with respect to
a given distance function, and then each record in A is
linked to the nearest record in B using such distance
function.
3. Example: normal distributions
We describe below some experiments to test the perfor-
mance of fuzzy integrals in a re-identification problem. The
fuzzy integrals have been combined with fuzzy measures.
The experiments use normal distributions as entities, so
a normal distribution is considered as an individual or at-
tribute (either record linkage or attribute linkage).
The fuzzy integrals have been computed with respect to
symmetric fuzzy measures generated from the following
three parametric functions:
Qα1 (x) = xα for α = 1/5, 2/5, · · · , . . . , 10/5
Qα2 (x) = 1/(1 + e(α−x)∗10) for α = {0, 0.1, . . .0.9}
Qα3 (x) =
{
0 if x ≤ α
1 if x > α for α = {0, 0.1, . . .0.9}
3.1. Data generation
We have generated two different synthetic data files us-
ing a pseudo-random gaussian generator. The files were
generated with twenty normal distribution (entities). The
first file contain normal distributions with (µ, σ) from the
sets µ = {0, 1, 2, 3, 4} and σ = {0.5, 1, 1.5, 2}. The sec-
ond file contains normal distributions from (µ, σ) with µ in
µ = {0, 2, 4, 6, 8} and σ in the same set σ = {0.5, 1, 1.5, 2}.
For each distribution we have generated twenty-five ele-
ments (variables).
These files correspond to the original data files. These
distributions are represented in Figure 1.
Figure 1: Normal distributions with different µ
Figure 2: Normal distributions with adding linear noise
Afterwards, we have generated four synthetic data files
for each original data file. These files have been generated
with the same normal distributions but adding linear noise
based on a normal distribution N(0, 1). We have considered
four levels of noise,  = 0.1 ∗ N(0, 1),  = 0.25 ∗ N(0, 1),
 = 0.5 ∗N(0, 1) and  = N(0, 1). These files are to be used
in the re-identification experiment. These distributions are
displayed in Figure 2.
According to this description, we obtain two original
files with twenty records (normal distributions) described
with twenty-five attributes. Additionally, we get eight dis-
torted files with an identical number of records belonging
to the same normal distributions but modified with some
noise. The number of attributes is the same, although in
this case, they are noisy attributes.
3.2. Re-identification
We have used the fuzzy integrals for re-identification. In
particular, we have used the Choquet integral with sym-
metric fuzzy measures. As said above, such operator is
equivalent to the OWA operator.
The integral, with a particular measure, is applied to each
record, obtaining a representative for such record. Different
parameterizations lead to different representatives.
Then, once we have representatives for all records, re-
identification is done comparing the representatives of each
record in one file with the representatives of each record in
the other file. The rationale is that when the representatives
are similar, the original records should also be similar.
In our case, we have considered the fuzzy measures
listed above with 10 different parameterizations. This leads
to 10 representatives for each record (for each normal dis-
tribution, either original or distorted).
Taking this into account, new files are created with the
representatives. That is, for each pair of files, we obtain a
second pair of files. These new files have the same number
of records as the original files (representatives are built for
each original record) and 10 attributes (there is one attribute
for each parameterization). As the representatives of both
files have been obtained from the same parameterizations,
we can say that the new files are described using the same
attributes.
Therefore, as both file share attributes (the parameteri-
zations), we can use now standard record linkage methods
(e.g., probability or distance-based) to link the files.
3.3. Results
We have obtained good results with all fuzzy measures.
The results are given in Table 1. The table contains the best
number of re-identifications obtained for each experiment
with either distance-based or probabilistic record linkage.
The experiments show that the re-identification is pos-
sible, and that the larger the distortion, the worse the re-
identification. These are expected results.
 µ Case 1 Case 2
N(0,1)*0.1 Qα1 (x) 14 16
N(0,1)*0.25 Qα1 (x) 11 14
N(0,1)*0.5 Qα1 (x) 10 14
N(0,1)*1.0 Qα1 (x) 8 11
N(0,1)*0.1 Qα2 (x) 14 18
N(0,1)*0.25 Qα2 (x) 14 17
N(0,1)*0.5 Qα2 (x) 10 17
N(0,1)*1.0 Qα2 (x) 11 11
N(0,1)*0.1 Qα3 (x) 15 17
N(0,1)*0.25 Qα3 (x) 11 18
N(0,1)*0.5 Qα3 (x) 12 16
N(0,1)*1.0 Qα3 (x) 11 11
Table 1: Results of the re-identification. Case 1: Files
with the following normal distributions N(0, 0.5)..N(4, 2);
Case 2: Files with the following normal distributions
N(0, 0.5)..N(8, 2)
3.4. Alternative example
In the previous section we have described the results
when the masked file are obtained with linear noise addi-
tion. But we can considered other ways to obtain a masked
file.
We can consider the addition of other kind of noise like
N(µ, σ)∗ + (1−)∗N(µ′, σ′). In this case we obtain a new
probability distribution like the one we can see in Figure 3.
If we apply the Choquet integral with a symmetric mea-
sure (OWA operator) to this family of distribution for small
Figure 3: normals
 we will obtain similar results than when the distortion
corresponds to the addition of linear noise. This is so be-
cause the OWA operator sorts data values from the small-
est values to greatest ones and the resulting values after the
ordering are not so dissimilar. For larger values of  this
would not be the case, the noisy distribution might be re-
identified with a time-series generated from N(µ′, σ′).
4. Conclusions
In this paper, we have studied the use of owa operators
for the re-identification individual problem, and focused in
the particular case in which individuals are represented by
normal distributions. We have proved that owa operators
are a suitable tools for such re-identification as they have
lead to good results with three different fuzzy measures.
Additional experiments have been done with real data.
Some of the results are reported in [5] (attribute matching)
and [2, 3] (record linkage).
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