Abstract. We present a version of Opial's inequality for time scales and point out some of its applications to so-called dynamic equations. Such dynamic equations contain both differential equations and difference equations as special cases. Various extensions of our inequality are offered as well.
Introduction. Opial inequalities and many of their generalizations have various applications in the theories of differential and difference equations. This is very nicely illustrated in the book [2] "Opial Inequalities with
Applications in Differential and Difference Equations" by Agarwal and Pang, which currently is the only book devoted solely to continuous and discrete versions of Opial inequalities. In this paper we present several Opial inequalities that are valid on so-called time scales. The calculus of time scales has been introduced by Hilger [8] in order to unify discrete and continuous analysis. Hence our results cover both the continuous (originally by Opial [12] ) and discrete (originally by Lasota [11] ) Opial inequalities as given in [2] .
For convenience we now recall the following easiest versions of Opial's inequality. 
with equality when x i = ci.
In this paper we prove an Opial inequality that contains both Theorem 1.1 and Theorem 1.2 as special cases. This result is proved in Section 3 and reads as follows.
Theorem 1.3 (Dynamic Opial Inequality). Let T be a time scale with
with equality when x(t) = ct.
To see how Theorems 1.1 and 1.2 are special cases of Theorem 1.3, it is at this point sufficient to know that
• T = R corresponds to the continuous case, and
• T = Z corresponds to the discrete case, and x σ (t) = x(t + 1),
t=0 f (t) in this case. A general time scale, however, is an arbitrary closed subset of the reals. Hence our Theorem 1.3 covers many more cases than just the continuous and the discrete ones; see e.g. the examples at the end of the next section, Section 2, where we give a short introduction to the calculus on time scales. Next, in Section 3, we prove the above Theorem 1.3 and offer an application of this inequality. We also present an Opial inequality that applies to functions x with x(0) = x(h) = 0 and gives a better bound than the one in Theorem 1.3. Finally, Section 4 contains a number of generalizations of Theorem 1.3, most of which are contained in [2] for the special cases T = R and/or T = Z.
The time scales calculus.
In this section we briefly introduce the time scales calculus. For proofs and further explanations and results we refer to the papers by Hilger [4, 8, 9] , to the book by Kaymakçalan, Lakshmikantham, and Sivasundaram [10] , and to the more recent papers [1, 3, 5, 6, 7] . A time scale T is a nonempty closed subset of R, and the (forward) jump operator σ : T → T is defined by
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(supplemented by inf ∅ = sup T), while the graininess µ : T → R + is given by
For a function f : T → R we define the derivative f ∆ as follows: Let t ∈ T. If there exists a number α ∈ R such that for all ε > 0 there exists a neighborhood U of t with
then f is said to be (delta) differentiable at t, and we call α the derivative of f at t and denote it by f ∆ (t). Moreover, we write f σ = f • σ. The following formulas are useful:
A function F with F ∆ = f is called an antiderivative of f , and then we define
where a, b ∈ T. The following existence theorem [8] holds:
• Rd-continuous functions possess antiderivatives. Here, a function is called rd-continuous if it is continuous at right-dense points (i.e., points t where σ(t) = t), and if the left-sided limits exist at leftdense points (i.e., points t where (t) = t, with being the backward jump operator defined in a natural way similar to the forward jump operator σ). We have (see e.g. [4, Theorem 7] )
Throughout this paper we assume that 0 ∈ T and let h > 0 with h ∈ T.
Other examples of time scales (to which our inequalities apply as well) are e.g.
(which produces so-called q-difference equations),
or the Cantor set.
We conclude this section with two simple consequences of the product rule as well as Hölder's inequality for time scales. Those results will be needed in Sections 3 and 4. First,
and by induction,
Finally, Hölder's inequality for time scales (see [ 
where p > 1 and q = p/(p − 1).
Opial's inequality and an application.
We now prove the simplest version of Opial's inequality on time scales as presented in Theorem 1.3 and then proceed to illustrate the applications of this inequality by means of an example. Then y ∆ = |x ∆ | and |x| ≤ y so that
where we have used formulas (2.2) and (2.4) for p = 2. Now, let x(t) = ct for some c ∈ R. Then x ∆ (t) ≡ c, and it is easy to check that
We now give an application of Theorem 1.3.
Example 3.1. Let y be a solution of the initial value problem where y(t) = t solves (3.1) .
Proof. Clearly y as defined above solves (3.1). We let y be a solution of (3.1) and define
where we haved used our Opial inequality, Theorem 1.3. Hence
Let w be the unique solution of
Note that this w exists since 1
(we used the quotient rule from Section 2) so that 
where
and β = max{|x(0)|, |x(h)|}. 
Proof. We consider y(t) =
where we have used again (2.2) and (2.4) for p = 2. Similarly, one shows
By putting ν(u) = max{u, h − u} and adding the above two inequalities, we find
This is true for any u ∈ [0, h] ∩ T, so it is also true if ν(u) is replaced by min u∈[0,h]∩T ν(u).
However, this last quantity is easily seen to be equal to α.
where α is given in (3.2).
Proof. This follows easily from Theorem 3.1 since in this case β = 0.
Extensions.
Here we wish to offer some generalizations of the inequalities presented above. The continuous and/or discrete versions of those inequalities may be found in [2] . We have not included all of those results in this paper, but most of them may be proved using similar techniques. 
Proof. We consider
Then y ∆ = √ q σ |x ∆ | and (note that 0 ≤ s < t implies σ(s) ≤ t and hence q(σ(s)) ≥ q(t); apply (2.1))
Again we have used (2.2) and (2.4) for p = 2.
The following result involves higher order derivatives. As usual, we write f ∆ n for the nth (delta) derivative of f .
Hence we have
and for 0 ≤ t ≤ h,
where we put f = y ∆ n−1 . Therefore Proof. This is Theorem 4.2 with l = 1. Proof. This is Theorem 4.2 with n = 1.
