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Résumé
Dans le cadre de la réalité augmentée mobile, un flux vidéo est
envoyé à l’utilisateur au travers d’un canal de communication sans
fil. Pour garantir une transmission efficace à faible délai, le débit du
flux est contrôlé en adaptant les différents paramètres d’encodage
en fonction de la bande passante. Le débit peut être diminué en ré-
duisant sa fréquence et/ou en augmentant le facteur de compression
du flux vidéo. Ces modifications de paramètres ont un impact sur
le niveau de détail et la fluidité perçue par l’utilisateur et donc sur
son appréciation subjective. L’expérience ressentie par l’utilisateur
dépend également du contexte. Lors d’un mouvement rapide de la
tête, la notion de fluidité est plus importante que lorsque le regard
est fixe.
Nous proposons un schéma d’adaptation global qui permet de
déterminer comment adapter les paramètres d’encodage pour ob-
tenir la meilleure expérience utilisateur possible en fonction d’un
contexte dynamique. Par exemple, lorsque l’utilisateur bouge sa tête
rapidement, l’image est plus fortement compressée pour permettre
d’augmenter la fréquence d’affichage et ainsi d’obtenir une meilleure
perception du mouvement.
Le manque de mesure directe pour l’expérience utilisateur sub-
jective est compensé par la conception d’une métrique objective et
d’un modèle générique qui permettent de prédire la qualité d’expé-
rience de l’utilisateur en temps réel.
X Résumé
Une stratégie de contrôle de débit basée sur une approche sys-
tème est développée afin de gérer plusieurs paramètres d’encodage
pour contrôler le débit du flux. L’encodeur est modélisé de manière
abstraite sous forme de système linéaire monovariable, où la varia-
tion du contenu est traitée comme une perturbation. Un contrôleur
stable et performant est développé pour le modèle abstrait de l’en-
codeur.
Pour pouvoir implanter concrètement ce contrôleur, il est né-
cessaire de déterminer les combinaisons de paramètres de l’encodeur
réel qui correspondent à l’entrée unique du modèle abstrait. Un nou-
vel algorithme direct détermine cette correspondance en temps réel
basé sur une méthode de mapping.
L’adaptation contextuelle proposée permet ensuite d’obtenir la
combinaison de paramètres d’encodage qui maximise la qualité d’ex-
périence grâce au modèle de qualité d’expérience. Finalement, le
schéma d’adaptation global intègre le contrôle de débit, la méthode
de mapping et l’adaptation contextuelle pour une implémentation
en temps réel.
Des simulations et des mesures expérimentales illustrent l’ap-
proche présentée et le schéma d’adaptation global est validé avec
différents scénarios.
Mots clés : réalité augmentée, approche système, schéma d’adapta-
tion, qualité d’expérience, contrôle de débit, encodage vidéo, map-
ping.
Abstract
In the framework of mobile augmented reality, a video stream
is sent to the user with the help of a wireless communication link.
To guarantee an efficient transmission, the video stream rate is con-
trolled by adapting the encoding parameters such as to follow a
given bandwidth. The rate can be reduced by reducing the frame
rate and/or by choosing a higher compression factor for the video
stream. These parameter modifications impact both the level of de-
tail and the fluidity perceived by the user, and thus his/her subjec-
tive appreciation. The experience perceived by the user also depends
on the context. During a rapid head motion, the notion of fluidity
is more important than for a fixed head position.
We propose an end-to-end adaptation scheme which enables the
encoding of parameters such as to provide the best experience for
the user regarding the dynamical context. For example, when the
user moves quickly his/her head, the frame is compressed more to
increase the frame rate and hence achieve a better perception of the
motion.
The lack of direct measurement for the subjective user experience
is addressed with the design of objective metrics and a generic model
to predict the user quality of experience in real time.
A rate control strategy based on a systems approach is de-
ployed to manage the multiple encoding parameters which control
the stream rate. The encoder is modeled in an abstract manner as
a single-variable linear system, where the content variation is taken
XII Abstract
as a perturbation. A stable and efficient controller is designed for
the abstract model of the encoder.
To implement the designed controller, the parameter combina-
tions for the real encoder corresponding to the single input of the
abstract model should be determined. A new one-pass algorithm
determines this correspondence in real time based on a mapping
method.
Then, the proposed contextual adaptation enables to get the en-
coding parameter combination that maximizes the quality of expe-
rience using an appropriate model. Finally, the global adaptation
scheme combines the rate control, the mapping method and the con-
textual adaptation for real-time implementation.
Simulation and experiments illustrate the approach and the
global adaptation scheme is validated through different scenarios.
Keywords: augmented reality, system approach, adaptation scheme,
quality of experience, rate control, video encoding, mapping.
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1Introduction
La réalité augmentée améliore la perception de
l’utilisateur en superposant des informations vir-
tuelles sur le monde réel.
Le monde numérique prend de plus en plus de place dans nos vies.
Nous sommes constamment confrontés à des ordinateurs ou autres
systèmes informatiques : nous prenons notre billet de train dans
un distributeur automatique, nous appelons un collègue avec notre
smartphone (téléphone intelligent) pour l’informer de notre retard,
nous travaillons une grande partie de la journée sur un ordinateur,
nous regardons un match de hockey sur une télévision équipée d’un
récepteur pour la vidéo à la demande et nous discutons à distance
avec nos amis dans un univers virtuel. Les informations générées in-
formatiquement sont partout, la barrière entre le réel et le virtuel
devient de plus en plus fine. Nous sommes maintenant dans le siècle
de l’informatique omniprésente, caractérisée par la présence d’infor-
mations numériques dans une multitude d’objets.
L’être humain possède généralement cinq sens pour percevoir son
monde environnant : la vue, l’ouïe, le toucher, le goût et l’odorat. La
perception utilisateur est définie comme l’acquisition d’informations
externes en utilisant les sens. Nous utilisons plusieurs sens pour per-
cevoir un événement ou une scène auxquels nous sommes confrontés.
Un chirurgien peut par exemple percevoir la gravité de la blessure
d’un patient en observant la plaie ou en palpant son pouls.
2 1 Introduction
La réalité augmentée (ar pour Augmented Reality) complète
notre perception du monde réel en y superposant des informations
virtuelles générées par ordinateur (Fig. 1). L’ar combine les mondes
réel et virtuel de manière interactive et cohérente. Dans le domaine
de la médecine, l’ar permet au chirurgien de voir virtuellement à
l’intérieur du patient grâce aux modèles 3D des organes générés à
partir de l’imagerie médicale. L’emplacement des tissus atteints par
une tumeur peut être mis en évidence. Grâce à l’ar, le chirurgien
a accès à des informations supplémentaires qu’il peut utiliser direc-
tement pour appuyer ses décisions et améliorer la précision de ses
actes. Dans le domaine industriel, les opérateurs ont accès à toutes
les informations d’une installation, même à celles qui ne seraient
pas visibles directement. Des mesures de température, pression ou
niveau de produit sont intégrées virtuellement à l’emplacement adé-
quat grâce aux images d’ar superposées à l’installation réelle. D’une
manière générale, l’ar permet à l’utilisateur de percevoir des infor-
mations qui ne seraient pas accessibles autrement. Avec l’ar, un site
culturel devient virtuellement actif. Imaginez que vous observez la
ville de Berlin à partir de la Fernsehturm haute de 200m. Vous pour-
riez voir une version virtuelle du Mur de Berlin à son emplacement
historique, comme s’il était encore là ; ne vous en souviendriez-vous
pas mieux qu’avec les explications du guide audio actuel ?
Supposons un équipement qui permette de superposer des images
d’ar à notre vision. Depuis la Fernsehturm, le réalisme des objets
virtuels doit être suffisant pour pouvoir reconnaître les miradors
et différencier les versions de construction du mur. Pour offrir une
bonne expérience à l’utilisateur, les graphismes d’ar doivent sembler
faire partie de la réalité en tout temps. C’est-à-dire que le niveau de
détail et la fréquence d’affichage doivent être élevés pour obtenir une
cohérence entre les mondes réel et virtuel. Le modèle virtuel du Mur
de Berlin doit rester positionné au bon endroit pour l’utilisateur,
même en cas de mouvement rapide de la tête ; le problème d’ali-
gnement entre la réalité et les objets virtuels – connu sous le nom
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(a) La réalité perçue par l’utilisa-
teur.
(b) Les objets virtuels générés par
l’ordinateur.
(c) Scène d’ar vue par l’utilisateur.
Fig. 1: L’utilisateur voit les objets virtuels superposés à la réalité
grâce à un dispositif d’affichage.
d’erreur d’alignement 1 – doit être aussi petite que possible pour ob-
tenir une impression naturelle. Le point de vue de l’utilisateur peut
être situé à différents endroits, en fonction de sa position et de ses
1. registration
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Fig. 2: Les graphismes d’ar sont générés puis encodés sous forme de
flux vidéo par l’unité de calcul. Le flux vidéo est ensuite envoyé à
travers le canal de communication vers l’utilisateur puis affiché sur
des lunettes semi-transparentes dans cet exemple.
déplacements. Les graphismes de ar doivent être générés rapidement
pour chacun des points de vue pour garder un bon alignement.
Lorsque l’utilisateur se déplace sur la terrasse de la tour pour ob-
server chaque partie du Mur de Berlin virtuel intégré dans la ville,
l’équipement qu’il porte sur lui pour percevoir l’ar doit être mo-
bile. Une solution est de limiter au minimum l’équipement porté par
l’utilisateur et de déporter les unités de calcul au centre de la tour
pour générer les graphismes d’ar. Ces graphismes sont encodés sous
forme de flux vidéo, puis envoyés à travers un canal de communica-
tion sans fil. Finalement, l’équipement mobile de l’utilisateur reçoit,
décode puis affiche ce flux vidéo dans le visiocasque (hmd pour Head
Mounted Display) de l’utilisateur (Fig. 2). Pour garantir une trans-
mission efficace, le flux vidéo doit être compressé en fonction de la
bande passante disponible du canal de communication. Un méca-
nisme de contrôle de débit 2 doit adapter les paramètres d’encodage
pour réguler le débit 3 du flux vidéo.
La réduction du débit du flux vidéo est obtenue en diminuant la




fluidité d’une scène en mouvement est liée à la vitesse du mouvement
et à la fréquence des images. De même, son réalisme dépend du
niveau de détail de l’image qui est généralement lié au volume de
données représentant l’image et donc sa taille.
L’expérience utilisateur représente l’appréciation subjective per-
çue par un utilisateur qui interagit avec une interface. L’expérience
utilisateur est l’élément qui doit donner envie à l’utilisateur de conti-
nuer à interagir avec une interface. Des changements dans la fluidité
ou le réalisme d’une scène d’ar ont un impact sur l’expérience uti-
lisateur. D’autres éléments ont une influence sur l’expérience uti-
lisateur pour l’ar. Les caractéristiques de l’utilisateur, comme sa
sensibilité, son acuité visuelle ou sa capacité à appréhender un tel
système peuvent changer son niveau de satisfaction. Des éléments
extérieurs liés au contexte d’utilisation peuvent également influen-
cer l’expérience utilisateur. Par exemple en présence d’un danger,
l’utilisateur aura une perception différente et son comportement va
changer ; ses mouvements seront plus rapides et il traitera en priorité
les informations qui pourraient l’aider à résoudre la situation.
Le problème exposé peut se résumer à la question suivante :
Comment adapter les paramètres d’encodage pour obtenir la meil-
leure expérience utilisateur possible en fonction d’un contexte dyna-
mique donné ?
1.1 Objectifs
Cette dissertation s’articule autour de l’adaptation de l’encodage
dans le domaine de l’ar, en tenant compte du contexte et de la
perception de l’utilisateur. L’objectif principal est de trouver une
méthode qui garantit la meilleure expérience utilisateur possible,
sans toucher à la conception ou à l’architecture de l’application d’ar.
Pour cela, il faut définir la manière d’adapter automatiquement les
paramètres d’encodage en fonction du contexte et développer un
contrôle de débit qui prend en compte les spécificités de l’encodage




Dans cette dissertation, nous montrons qu’une approche système
alliée au principe de rétroaction permet de développer de manière
efficace des méthodes pour améliorer l’expérience utilisateur dans le
domaine de l’ar. La représentation abstraite des systèmes permet de
développer un schéma d’adaptation global. Les différents systèmes
sont modélisés au niveau d’abstraction approprié. Cela permet de
synthétiser les algorithmes d’adaptation, tant au niveau de l’expé-
rience utilisateur que pour le contrôle de débit. La gestion simultanée
de plusieurs paramètres pour l’encodage du flux vidéo de l’ar per-
met d’adapter l’encodage en fonction du contexte afin d’atteindre
une meilleure expérience utilisateur.
1.3 Contributions
Dans cette dissertation, nous présentons une méthodologie pour
adapter les paramètres d’encodage. Les contributions apportées par
cette thèse sont les suivantes :
1. Conception d’un modèle générique pour la qualité d’ex-
périence. Ce modèle objectif permet de prédire la qualité d’ex-
périence d’un utilisateur en temps réel en n’utilisant que des
mesures liées au contexte et à l’encodage.
2. Représentation du modèle de qualité d’expérience par
une fonction mathématique. Le modèle est défini par une
fonction spline multivariable. Le modèle peut être utilisé pour
faire de l’adaptation grâce à la dissociation des variables mani-
pulées et des variables mesurées.
3. Stratégie de contrôle de débit basée sur une approche
système. Un modèle générique linéaire d’encodeur permet de
développer un contrôleur et de prendre en compte de façon abs-
traite plusieurs paramètres d’encodage. La stabilité et la perfor-
mance du contrôle de débit peuvent ainsi être analysées.
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4. Algorithme direct de correspondance entre le modèle
générique et un encodeur. Cet algorithme permet de déter-
miner les valeurs des paramètres réels de l’encodeur à partir de
la variable de sortie du contrôle de débit. Ce mapping (mise en
correspondance) est calculé en temps réel pour chaque image.
5. Schéma d’adaptation global. Les paramètres d’encodage sont
adaptés en temps réel pour maximiser la qualité d’expérience.
Malgré les contraintes de bande passante ou les événements
contextuels, l’utilisateur obtient la meilleure qualité possible
d’ar.
1.4 Organisation de la dissertation
Dans le Chap. 2, nous étudions l’expérience utilisateur dans le
domaine de l’ar et identifions les éléments ayant un impact sur
elle. Certains de ces éléments sont liés au contexte et d’autres à
l’encodage vidéo. Nous définissons une métrique objective nommée
qualité d’expérience (qoe pour Quality of Experience) qui est ensuite
utilisée pour nos analyses et synthèses. Nous construisons ensuite un
modèle de qoe qui représente l’impact des éléments contextuels et
des paramètres d’encodage sur la qoe.
Lorsqu’on prend en compte un encodeur évolué basé sur la trans-
formée en cosinus discrète (dct pour Discrete Cosine Transform),
il est nécessaire d’implémenter un contrôle de débit afin de maîtri-
ser le débit du flux vidéo. En effet, pour des paramètres d’encodage
fixe, le débit varie en fonction du contenu du flux vidéo. Dans le
Chap. 3, nous proposons une approche système basée sur un modèle
linéaire qui permet d’exploiter les outils de l’automatique permet-
tant d’analyser les caractéristiques dynamiques. Ainsi, le contrôleur
est synthétisé et intégré dans une boucle de rétroaction.
Le modèle de l’encodeur n’étant pas linéaire, il est judicieux de
le transformer en une représentation linéaire. Le Chap. 4 propose un
changement de variable pour obtenir la représentation désirée. Le
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passage entre les deux représentations se fait à l’aide d’un mapping,
qui est différent pour chaque image. Ce mapping est nécessaire pour
appliquer le contrôle de débit à l’encodeur réel. Nous proposons une
identification en temps réel de ce mapping qui permet de mettre en
oeuvre le contrôle de débit en évitant d’augmenter le délai.
En utilisant une approche système et le principe de rétroaction,
nous développons une stratégie d’adaptation qui permet d’obtenir
la meilleure qoe possible en temps réel (Chap. 5). En fonction de
la bande passante disponible, les différentes combinaisons des para-
mètres d’encodage sont déterminées. A chaque instant, les informa-
tions contextuelles sont mesurées et la partie du modèle correspon-
dant à ce contexte actuel est utilisée pour choisir la meilleure combi-
naison des paramètres d’encodage. Enfin, l’adaptation contextuelle
et le contrôle de débit sont intégrés dans un schéma d’adaptation
global qui permet de garantir la meilleure qoe possible en fonction
du contexte, et ce, en dépit de la variation du contenu du flux vidéo.
Le Chap. 6 conclut cette dissertation. Les principales contribu-
tions y sont rappelées et quelques pistes d’amélioration y sont pro-
posées.
2Qualité d’expérience
L’étude de la qualité d’expérience permet de dé-
velopper de nouvelles solutions pour améliorer
l’expérience de l’utilisateur.
De nombreuses métaphores d’interaction homme-machine telle
que l’ar seraient technologiquement prêtes à être utilisées à large
échelle. Cependant, nombre d’entre elles ont du mal à s’imposer car
elles ne répondent pas aux attentes des utilisateurs. L’expérience
utilisateur est donc un point important auquel il faut tenir compte
pour le développement de nouvelles technologies.
Dans ce chapitre, nous étudions l’expérience utilisateur dans le
contexte de l’ar mobile, où les données d’ar sont encodées sous
forme de flux vidéo. Nous proposons un modèle pour représenter
l’expérience utilisateur. Ce modèle permet de prédire la qualité d’ex-
périence (qoe pour Quality of Experience) de l’utilisateur et ainsi de
déterminer comment offrir à l’utilisateur la meilleure qoe possible,
sans avoir à questionner continuellement l’utilisateur. La meilleure
qoe possible est obtenue pour un contexte courant de l’utilisateur,
en fonction des contraintes de l’application d’ar qui ne peuvent pas
être dépassées. Par exemple, il n’est pas possible de d’augmenter le
réalisme au delà des capacités matérielles et logicielles.
Le modèle de qoe permet d’obtenir une métrique objective pour
la qoe, calculée à partir du modèle et des valeurs de ses variables.
Le modèle peut être construit arbitrairement ou sur la base d’éva-
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luations subjectives. Le modèle de qoe sera ensuite utilisé dans le
schéma d’adaptation présenté dans le Chap. 5 pour adapter les pa-
ramètres d’encodage en fonction du contexte.
La Sect. 2.1 présente l’état de l’art lié à l’expérience utilisateur
dans le domaine de l’ar. Nous y définissons également la qoe. Dans
la Sect. 2.2, la forme du modèle de qoe est proposée et les variables
du modèle sont sélectionnées. La Sect. 2.3 présente un modèle gé-
nérique de qoe basé sur une fonction spline multivariable, puis son
utilisation est illustrée lors des simulations. La démarche pour iden-
tifier le modèle de qoe avec des évaluations subjectives est présentée
dans la Sect. 2.4. Finalement, la Sect. 2.5 rappelle les contributions
de ce chapitre et présente les perspectives.
2.1 Etat de l’art
De nombreuses études ont été faites dans le domaine de l’expé-
rience utilisateur, sans toutefois proposer un modèle de qualité pour
l’ar. Le flux ar est un flux multimédia avec des caractéristiques
spécifiques liées à la perception et notamment concernant le délai.
Nous présentons dans les prochains paragraphes les travaux signifi-
catifs concernant la modélisation de la qualité des flux multimédias
et la perception dans les environnements virtuels. Ceci correspon-
dant au domaine englobant autant l’ar, la réalité virtuelle (vr pour
Virtual Reality) et la réalité mixte.
2.1.1 Qualité d’un flux multimédia
L’évaluation de la qualité vidéo prend une place considérable
dans les études liées à l’expérience utilisateur. L’impact de la varia-
tion de paramètres d’encodage sur la perception de l’utilisateur est
quantifié dans le but de déterminer un moyen adéquat pour encoder
la vidéo en fonction des contraintes de transmission de données et
de la variation du contenu. Engelke et Zepernick ont présenté une
étude générale sur les métriques de qualité de la vidéo basés sur la
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perception [1]. Les mesures objectives, comme le rapport crête signal
sur bruit (psnr pour Peak Signal to Noise Ratio), sont souvent utili-
sées mais sont faiblement corrélées avec la qualité réellement perçue
par l’utilisateur. Le concept de qoe a été introduit pour y remé-
dier. Les auteurs distinguent les méthodes d’évaluation subjective,
qui nécessitent des évaluations laborieuses et des méthodes objec-
tives perceptuelles, qui prédisent la qualité de manière automatique.
L’approche psychophysique intègre des aspects du système visuel hu-
main (hvs pour Human Visual System) dans la modélisation alors
que l’approche ingénieur est principalement basée sur l’analyse de
l’image et de ses caractéristiques.
De nombreux modèles de la perception humaine et des métriques
liées à la qualité ont été développés pour prédire la qualité perçue
par l’utilisateur et améliorer la performance des systèmes d’encodage
ou de transmission. Les approches diffèrent en fonction de la nature
du flux multimédia. Ghinea et son équipe se sont intéressés à la
qualité de perception (qop pour Quality of Perception) pour les pré-
sentations multimédia à contenu informatif, encodées et transmises
à travers un réseau de communication [2–6]. Dans leurs études, les
auteurs différencient la satisfaction liée à la qualité du média, de la
capacité à analyser l’information contenue dans le média. Certains
paramètres d’encodage comme l’augmentation de la fréquence d’affi-
chage ou du délai de transmission ont un effet sur la satisfaction mais
pas forcément sur l’assimilation des informations. En tenant compte
de l’assimilation de l’information, Chen et al. ont montré l’impor-
tance de s’adapter à l’utilisateur en étudiant la qop en fonction du
style cognitif de l’utilisateur [7], où certains préfèrent recevoir l’in-
formation à travers une image alors que d’autrent préfèrent lire ou
entendre des mots. Dans le domaine de la vidéo, Pereira propose de
caractériser la qoe avec un modèle comprenant des notions senso-
rielles, perceptuelles et émotionnelles [8]. Perkis et al. ont présenté
un modèle en forme d’arbre intégrant des branches pour les para-
mètres objectifs et subjectifs afin de mesurer la qoe des services
multimédia [9].
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L’approche psychophysique qui prend en compte les connais-
sances du hvs est régulièrement utilisée pour construire des modèles
ou des métriques [10,11]. Les mécanismes pour la perception des cou-
leurs, des formes et des mouvements ont été utilisés par Winkler pour
construire la métrique de distorsion perceptuelle (pdm pour Percep-
tual Distortion Metric) permettant d’évaluer la qualité vidéo [12].
Des métriques de qualité plus spécifiques au domaine des com-
munications ont été développées pour remplacer avantageusement
les mesures objectives, en tenant compte des caractéristiques de la
transmission [13–15]. La diminution du débit de la vidéo ou l’aug-
mentation des pertes de paquets engendrent une baisse dans la qua-
lité de l’image. Cranley et al. proposent une manière optimale d’en-
coder une vidéo sujette au streaming (diffusion de flux continu) pour
un débit donné [16]. Cependant, les mécanismes de streaming en-
gendrent un délais qui n’est pas acceptable pour notre domaine
d’application d’ar. Les auteurs proposent d’utiliser la trajectoire
d’adaptation optimale (oat pour Optimal Adaptation Trajectory)
dans l’espace d’adaptation pour représenter la configuration d’enco-
dage qui correspond le mieux à la complexité spatiale et temporelle
de la vidéo. L’oat est déterminée grâce à des évaluations subjectives
entreprises précédemment. D’autres études montrent que le contenu
spatio-temporel d’une vidéo a un impact sur la qualité perçue par
l’utilisateur [17,18]. De ce fait, il est judicieux d’adapter la fréquence
d’affichage ou le débit de transmission en fonction de la dynamique
plutôt que de le laisser fixe.
Ces techniques font référence à des flux multimédias proches du
domaine de l’ar, mais ne peuvent pas s’y appliquer directement.
En effet, des notions différentes de perception interviennent lors-
qu’un utilisateur est confronté à un environnement virtuel. La tête
et le regard de l’utilisateur restent principalement statiques lors du
visionnement d’une vidéo, alors qu’ils sont généralement en mouve-
ment dans les environnement virtuels. L’ar se distingue également
du visionnement de vidéo par l’alignement 1 entre les éléments vir-
1. registration
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tuels et le monde réel. Les problèmes d’alignement sont principa-
lement dus au délai. Comme cela joue un rôle prépondérant pour
l’expérience utilisateur dans l’ar, les études présentées ci-dessus ne
sont pas adaptées à notre problématique.
2.1.2 Perception dans les environnements virtuels
La perception et l’expérience utilisateur ont également été étu-
diées dans le domaine des environnements virtuels. Nous proposons
un modèle qui prend en compte plusieurs éléments qui ont un impact
sur l’expérience utilisateur, alors qu’ils sont généralement étudiés sé-
parément.
Azuma explique que les erreurs d’alignement apparaissent à
cause du délai global 2 [19]. Le délai global du système est défini
comme la différence entre le moment où le système de positionne-
ment 3 mesure la pose (combinaison de position et orientation) du
point de vue, et le moment où les images générées par rapport à ce
point de vue sont affichées. Un délai global de 100ms est typique
dans les systèmes d’ar existants. Certains systèmes plus simples
peuvent obtenir un délai plus faible, mais d’autres ont un délai plus
long notamment dans le cas de transmission sur un canal de com-
munication chargé. Ce délai peut causer de grandes erreurs d’aligne-
ment, ce qui perturbe l’illusion de coexistence entre les mondes réel
et virtuel. A titre d’exemple, avec un délai de 100ms et une vitesse
de rotation de la tête de 50 degrés par seconde, l’erreur angulaire
dynamique est de 5 degrés. A bout de bras, cela correspond à une
erreur d’alignement de presque 60mm.
Pasman et Jansen ont évalué que l’utilisateur accepte un délai
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La sensibilité du délai durant un mouvement de tête dans un
environnement virtuel a été identifiée la première fois par Ellis et
al [21]. Les utilisateurs doivent différencier des scénarios utilisant
des délais différents. Lors d’un mouvement de la tête, ils ne sont pas
capables de détecter de différences lorsque l’écart entre les délais est
inférieur au seuil de 30ms. Allison et al. ont complété cette étude en
tenant compte de la vitesse moyenne de la tête [22]. Un utilisateur
aurait un seuil de perception entre 60ms et 200ms pour des vitesses
angulaires décroissant de 90 à 22.5 degrés par seconde. D’autres
études ont montré que l’utilisateur n’était pas capable de discrimi-
ner des délais différents de moins de 17ms, que ce soit en terme de
mouvement relatif entre les mondes réel et virtuel dans un environ-
nement virtuel ou pour des scènes de plus grande complexité [23,24].
Plus récemment, constatant que la perception du mouvement relatif
n’est pas encore bien comprise quand la tête est elle-même en mou-
vement, Jerald et al. ont remarqué que la sensibilité au mouvement
est plus haute vers la fin du mouvement alors qu’elle n’est pas si
importante durant toute la durée du mouvement [25]. Comme les
méthodes et les résultats de ces études diffèrent, un consensus à ce
sujet n’a pas encore été trouvé.
La fréquence d’affichage a également un effet sur la qoe. La sensa-
tion d’immersion augmente quand la fréquence augmente. Un niveau
d’interaction réaliste est obtenu avec une fréquence de 20Hz [26]. Des
tests subjectifs ont montré que les performances pour juger la va-
riation de dimension d’un objet virtuel sont significativement plus
faibles quand la fréquence diminue de 20Hz à 10Hz [27].
Perritaz et al. ont étudié l’effet couplé de la fréquence et de la
compression mpeg (Moving Picture Experts Group) sur l’expérience
de l’utilisateur équipé d’un visiocasque (hmd pour Head Mounted
Display) dans lequel l’utilisateur voyait un flux vidéo compressé de
la réalité [28]. Les résultats des tests subjectifs sont similaires à ceux
obtenus par Cranley et al. [16] alors que les conditions n’étaient
pas comparables. Dans l’étude de Cranley et al., les séquences vidéo
étaient projetées sur un écran d’ordinateur sans aucune interaction.
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La résolution de l’image a aussi un effet sur la performance et la
qoe. Des expériences ont montré qu’une diminution de la résolution
entraîne une baisse du sentiment d’immersion et de plus faibles per-
formances même pour de simples tâches [29]. Ryu et al. ont même
montré que la résolution de l’image influence l’estimation de la dis-
tance dans un environnement virtuel où les images sont projetées
sur un grand écran [30]. Lors des tests, les sujets avaient tendance
à sous-estimer la distance dans l’espace virtuel pour des résolutions
basses. La notion de distance a également été étudiée dans le cadre
de l’ar stéréoscopique, où les facteurs importants, tels que la taille
relative des objets, l’angle de vue ou la résolution d’affichage, ont
été classifiés [31].
Whalen et al. ont décrit une méthode pour évaluer la qoe dans
les environnements virtuels en intégrant les mesures physiologiques
de stress et d’activité cérébrale [32]. Ces différentes mesures peuvent
être utilisées pour qualifier la notion de contexte. Le contexte re-
présente les conditions d’utilisation qui influencent l’expérience uti-
lisateur. Ainsi, une situation d’urgence de l’utilisateur pourrait être
remarquée grâce à une augmentation de sa fréquence cardiaque.
En résumé de ces différentes études, il ressort que les éléments qui
ont un impact important sur l’expérience utilisateur dans le domaine
de l’ar sont :
– l’alignement statique et dynamique (dû au délai)
– le niveau de détail de l’image
– la vitesse de déplacement de la tête
– l’interaction avec l’environnement.
Tout comme pour les flux multimédia, on retrouve différentes mé-
thodes spécifiques à l’objectif de la recherche pour évaluer la qualité
d’expérience de l’utilisateur, mais pas de modèle générique d’expé-
rience utilisateur pour l’ar.
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2.1.3 Définition de la qualité d’expérience
Dans la littérature, différents termes font référence à l’expérience
utilisateur et plus précisément à la qoe. Les standards pour les trans-
missions d’itu (International Telecommunication Union) définissent
la qoe comme étant l’acceptabilité globale d’une application ou d’un
service, telle qu’elle est perçue subjectivement par l’utilisateur fi-
nal [33]. La qoe comprend tous les effets du système global, dont la
perception peut être influencée par les attentes de l’utilisateur et le
contexte. Une notion plus générale de la qoe est utilisée par Alben
pour définir tous les aspects d’interaction entre une personne et un
produit [34]. Jain présente la qoe comme étant un élément important
à étudier et utiliser dans le domaine du multimédia [35]. Comparée
à la qualité de service (qos pour Quality of Service), la qoe com-
prend des notions de subjectivité et de dépendance au contexte. Des
mesures sont nécessaires pour comprendre la qoe et développer des
systèmes qui s’adaptent aux besoins des utilisateurs. McNamara et
Kirakowski ont développé le concept d’utilisabilité en différenciant
la qualité d’utilisation (qou pour Quality of Use) de la qoe [36].
Alors que la qou ne traite que l’interaction objective entre l’utili-
sateur et le produit, les aspects subjectifs sont représentés dans la
notion de qoe. L’étude de la qoe peut être approchée de trois ma-
nières différentes : ajouter une nouvelle dimension à la structure de
l’utilisabilité, proposer une nouveau concept distinct de l’utilisabilité
ou regarder le concept d’expérience avec un regard plus théorique et
philosophique. Les auteurs rappellent que les méthodes et l’interpré-
tation des données sont propres à chaque domaine d’investigation.
La littérature propose un grand nombre de définitions pour la
qoe. Notre définition permet d’utiliser une approche système dans
le but de mettre en place un schéma d’adaptation.
Définition 1 (Qualité d’expérience). La qoe est la métrique qui
représente la satisfaction subjective de l’utilisateur, relative à l’ex-
ploitation d’un système d’ar, dans un but donné et un contexte
donné. Elle est définie entre 0 (mauvaise) et 1 (optimale).
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2.2 Modélisation de la QoE
L’évaluation de la qualité peut se faire de manière subjective ou
de manière objective. Il existe une combinaison de ces méthodes,
comme l’évaluation objective perceptuelle.
L’évaluation subjective se base sur les notes d’appréciation d’un
groupe d’utilisateurs auquel différentes configurations sont présen-
tées. Les résultats sont analysés pour déterminer la configuration
offrant la meilleure qualité ou quantifier l’effet de la modifica-
tion dans les configurations. Ces méthodes d’évaluation subjective
rendent bien l’impression finale de l’utilisateur pour un environne-
ment donné. Cependant, elles requièrent du temps pour être mises
en oeuvre et ne peuvent donc pas être utilisées pour l’évaluation de
la qualité en temps réel.
L’évaluation objective utilise des métriques objectives liées au
rendu final. Dans le cadre de l’évaluation de la qualité d’image, la
métrique traditionnelle est le psnr qui correspond au rapport entre
le signal transmis de l’image originale et le bruit dû aux artefacts
d’encodage. Cette métrique nécessite l’image de référence, ce qui
n’est pas toujours possible, la classant ainsi dans les méthodes basées
sur une référence 4. D’autres méthodes ne nécessitant pas ou qu’une
partie de la référence ont également été développées pour l’évaluation
de la qualité d’image [1]. Les méthodes d’évaluation objective ont
l’avantage de pouvoir être utilisées pour l’estimation de la qualité
en temps réel. Cependant, elles sont fortement critiquées pour leur
manque de pertinence et de corrélation par rapport aux méthodes
subjectives [10].
L’évaluation objective perceptuelle de qualité regroupe les avan-
tages des évaluations subjective et objective [37]. La pertinence de
l’évaluation subjective est alliée à la capacité d’estimer la qualité en
temps réel comme pour l’évaluation objective. Les méthodes objec-
tives perceptuelles se basent généralement sur un modèle qui émule
4. reference-based
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le canal de perception humain, construit sur la base de la connais-
sance de la perception humaine.
Dans cette dissertation, nous proposons un modèle objectif per-
ceptuel qui permet d’estimer la qoe sur la base de la valeur des va-
riables prises en compte. Les variables correspondent aux éléments
quantifiables qui ont un impact sur l’expérience utilisateur. Les sec-
tions suivantes présentent les différentes variables prises en compte
dans le modèle ainsi que la représentation mathématique du modèle.
La méthode développée peut être utilisée dans divers domaines, mais
nous présentons la démarche pour obtenir un modèle de qoe pour
l’ar.
2.2.1 Représentation du modèle
Dans le cadre de l’ar, nous avons classifié les variables qui ont
un impact sur l’expérience utilisateur en trois groupes principaux :
– les variables de conception
– les paramètres d’encodage
– les variables contextuelles.
Les variables de conception correspondent aux aspects liés au
matériel et à l’ergonomie. La dimension de l’écran, le poids du sys-
tème d’ar, l’infrastructure de communication et l’erreur statique de
positionnement font partie de ce premier groupe. Ces variables sont
déterminées lors de la conception et sont généralement fixes.
Les paramètres d’encodage sont liés au réalisme de la scène vir-
tuelle ou de sa représentation en tant qu’image. Ces paramètres cor-
respondent par exemple au nombre de polygones composant un objet
virtuel, la profondeur de couleurs, la résolution de l’image affichée
ou l’intervalle de temps entre deux images successives.
Les variables contextuelles ont également un impact important
sur l’expérience utilisateur. Dans une situation de stress, par exemple
lors d’une alarme, l’utilisateur ne va pas apprécier l’expérience d’ar
de la même manière que durant son utilisation habituelle. L’ar est
également appréhendée différemment en fonction des connaissances
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préalables ou du niveau d’expertise de son utilisateur. D’autres va-
riables contextuelles comme la santé ou l’acuité visuelle de l’uti-
lisateur, sa vitesse de déplacement ou le degré de difficulté de la
tâche modifient également l’expérience utilisateur. Certaines de ces
variables peuvent être mesurées et leur impact sur l’expérience uti-
lisateur peut être quantifié (Sect. 2.2.2).
Les paramètres de conception ne changent pas au cours du temps
et ne sont donc pas pris en compte pour notre étude d’adaptation
en temps réel. Nous considérons dès lors uniquement les paramètres
d’encodage et les variables contextuelles car leur évolution dyna-
mique modifie l’expérience utilisateur en temps réel.
Définition 2 (Modèle de qualité d’expérience). Le modèle de
qoe représente l’impact des paramètres d’encodage ve et des variables
contextuelles vc sur la métrique qoe. Ce modèle est exprimé sous la
forme d’une fonction M tel que :
QoE = M(ve, vc). (1)
Une hypersurface est choisie pour représenter le modèle qui lie les
variables sélectionnées à la qoe. L’hypersurface correspond à la gé-
néralisation du concept de surface pour des dimensions supérieures
à trois. La Sec. 2.3 présente le choix d’une fonction lisse pour repré-
senter cette surface.
Dans le Chap. 5, le modèle de qoe est utilisé pour choisir les
valeurs des paramètres d’encodage en temps réel. Les paramètres
d’encodage y seront traités comme des variables manipulées alors que
les variables contextuelles ne seront que mesurées. Afin de pouvoir
mettre en oeuvre le schéma d’adaptation du Chap. 5, nous proposons
de représenter l’hypersurface dans un espace qui ne tient plus compte
des variables contextuelles.
Définition 3 (Espace d’encodage). L’espace d’encodage est l’es-
pace engendré par les paramètres d’encodage ve. La dimension de
cet espace correspond au nombres de paramètres d’encodage pris en
compte. L’espace d’encodage augmenté correspond à l’espace d’enco-
dage avec la métrique qoe comme dimension supplémentaire.
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Définition 4 (Modèle contextuel). Le modèle contextuel de qoe
Mc(ve, k) correspond à la section de coupe du modèle M(ve, vc) dans
l’espace d’encodage augmenté à un instant discret k. A cet instant
k correspond un contexte donné, représenté par les valeurs des va-
riables contextuelles vc(k) .
QoE = Mc(ve, k) (2)
Le modèle contextuel dépend de l’instant k, mais plus du tout
des variables contextuelles vc. Des hypersurfaces de dimension infé-
rieure au modèle M représentent des contextes différents dans l’es-
pace d’encodage augmenté.
Comme l’utilisateur perçoit l’expérience de manière continue,
nous faisons l’hypothèse que la valeur de la métrique qoe de l’utili-
sateur subit un maintien d’ordre zéro entre les instants discrets ; un
instant discret k correspondant à la génération d’une nouvelle image
d’ar.
2.2.2 Sélection des variables du modèle
Les études sur la perception dans les environnements virtuels
ont montré les différentes variables qui influencent l’expérience uti-
lisateur (Sect. 2.1.2). Dans le cadre de cette thèse, nous retenons :
– la fréquence de génération des images f
– le facteur de quantification 5 de l’image q
– le délai global d
– la vitesse angulaire de la tête s.
Les deux premières variables f et q font partie des paramètres
d’encodage, alors que les deux dernières d et s sont des variables
contextuelles. Ces quatre variables sont utilisées pour le schéma
d’adaptation présenté au Chap. 5.
5. quantization
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La Fig. 3 illustre le délai et la quantification de l’image, où un
objet virtuel est placé dans un environnement réel. L’environnement
réel est représenté par une table émulée pour représenter la vision de
transparence de l’utilisateur, alors qu’un pendule inversé monté sur
son rail fait office d’objet virtuel (Fig. 3a). La Fig. 3b illustre l’erreur
d’alignement dynamique due au délai global pour une vitesse rela-
tive entre les mondes réel et virtuel, par exemple quand l’utilisateur
tourne la tête. La Fig. 3c montre la scène virtuelle quantifiée avec
une densité de pixels plus faible.
Paramètres d’encodage
Les paramètres d’encodage (fréquence et quantification) influen-
cent le débit du flux vidéo, mais également la qualité du flux vidéo
et donc l’expérience utilisateur.
Le facteur de quantification de l’image modifie la qualité intrin-
sèque de l’image. Nous utilisons ici la notion de facteur de quantifi-
cation de façon générique, sans se restreindre à une transformation
spécifique. La résolution en pixels de l’image, le facteur de compres-
sion spatial, la profondeur de couleurs ou le niveau de détail des
objets virtuels sont des facteurs de quantification. Avec une valeur
élevée du facteur quantification (par exemple une résolution élevée),
l’image quantifiée reste très proche de l’image originale et donc la
qualité reste élevée. De même, un faible facteur de quantification
(par exemple une petit nombre de couleurs) engendre une image de
qualité plus basse. Un facteur de quantification spécifique est choisi
dans certaines sections de cette dissertation en fonction de l’objectif
choisi ou des contraintes matérielles et logicielles.
La fréquence de génération des images, correspond à la fréquence
à laquelle les images sont produites. Cette fréquence modifie l’expé-
rience utilisateur. Dans le cas d’une scène statique avec un point de
vue en mouvement, l’objet virtuel reste parfaitement aligné à l’en-
vironnement réel uniquement quand la nouvelle image vient d’être
affichée. Plus le laps de temps entre l’affichage de deux images est
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(a) L’objet virtuel est placé sur une
table réelle. La table est émulée
avec un parallélépipède gris idéal.
Elle est affichée sans délai, avec une
fréquence et une résolution maxi-
males.
(b) Illustration de l’erreur dyna-
mique d’alignement pour un délai
de 100ms et une vitesse relative de
20 degrés par seconde.
(c) La scène virtuelle est géné-
rée avec une densité de 179 × 134
pixels, puis est projetée à la réso-
lution d’affichage de 800 × 600. La
table reste générée avec une densité
maximale de 800 × 600.
Fig. 3: Illustration de l’effet du délai global et de la quantification
(densité de pixels) de l’image sur l’expérience utilisateur.
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grand, plus l’erreur d’alignement est grand. Ce délai s’ajoute au dé-
lai global. Il n’est pas perceptible quand la fréquence est élevée, mais
peut devenir gênant quand la fréquence est basse.
Les contraintes d’implémentation ne permettent pas nécessaire-
ment d’avoir une fréquence et un facteur de quantification élevés.
La puissance de calcul limitée ou une bande passante étroite du ca-
nal de communication peuvent en être la cause, d’où la nécessité
d’adapter ces paramètres. Il est possible de contrôler la fréquence
en modifiant l’intervalle de temps entre deux rendus successifs de
la scène virtuelle. De même, chaque scène peut être encodée sous
forme d’images ayant une résolution ou des paramètres de compres-
sion différents.
Plus la fréquence ou le facteur de quantification est faible, plus la
qoe est faible. Il y a donc une relationmonotone entre les paramètres
de quantification et la qoe. Le modèle doit contenir cette notion de
monotonie.
Délai global
Le délai global est une variable ayant un impact important sur
l’expérience utilisateur. Prenons le cas d’un système d’ar où les
mesures de positionnement et l’alignement mécanique des éléments
d’affichage sont parfaits ; en d’autres termes, il n’y a pas d’erreur
statique d’alignement. Lors d’un changement de point de vue de
l’utilisateur, si le délai est nul, les mondes réel et virtuel resteront
parfaitement alignés. Par contre si le délai n’est pas nul, les objets
virtuels sembleront traîner derrière leur position supposée dans le
monde réel. Plus le délai est élevé, plus la cohérence entre les mondes
réel et virtuel est faible. Le délai est classifié soit comme une variable
de conception s’il reste fixe, soit comme une variable contextuelle s’il
varie.
L’écart entre la réalité et la position des objets virtuels est appelé
erreur dynamique d’alignement. Pour l’ar mobile, le délai global
est la somme des délais du positionnement, de la génération de la
scène virtuelle, de l’encodage, de la transmission, du décodage et de
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l’affichage. Certains d’entre eux sont fixes alors que d’autres sont
variables et peuvent être contrôlés. Par exemple, un changement
de complexité de la scène virtuelle peut influencer le délai de la
génération de la scène et celui des procédés d’encodage. Certains de
ces délais peuvent être mesurés ou approximés. Il existe par exemple
des méthodes pour mesurer le délai global dans une application d’ar
avec transparence vidéo [38].
De manière similaire aux paramètres d’encodage, la qoe dimi-
nue quand le délai global augmente. Il y a donc aussi une relation
monotone entre le délai et la qoe à intégrer dans le modèle.
Mouvement de la tête et des yeux
Comme expliqué dans la section précédente, la combinaison du
délai et d’un changement de point de vue de l’utilisateur engendre
une erreur dynamique d’alignement. Cette section explique et quan-
tifie cette notion de changement de point de vue.
Une image d’ar provient de la projection d’une scène virtuelle
immobile perçue par un point de vue donné, appelé généralement
caméra virtuelle. Cette image est ensuite affichée pour l’utilisateur.
Dans le dispositif de génération d’images, la caméra virtuelle est
placée de telle sorte que la scène virtuelle projetée dans l’image soit
superposée au monde réel. La pose de la caméra virtuelle est calculée
en fonction du point de vue de l’utilisateur, de la pose du dispositif
d’affichage et de la pose de la scène virtuelle dans le référentiel réel.
L’erreur dynamique d’alignement apparait lorsque l’image est
affichée avec du délai et que la caméra virtuelle est en mouvement.
Plus le mouvement est rapide, plus l’erreur est grande. Il est donc
nécessaire de quantifier la vitesse de la caméra virtuelle.
Dans le cas de l’affichage à travers un dispositif solidaire à la
tête, par exemple un hmd, il est courant d’utiliser les hypothèses
suivantes [39, 40] :
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– la vision humaine est modélisée avec un modèle simple de ca-
méra 6
– la direction du regard est fixe et alignée à la tête
– l’écran d’affichage est centré et perpendiculaire à la direction
du regard.
Dans ce cas, la vitesse de la caméra virtuelle correspond à la vi-
tesse de déplacement de la tête. Il existe de nombreuse manières de
quantifier la vitesse de la tête. La dynamique de translation de la tête
étant beaucoup plus faible que la dynamique de rotation, nous consi-
dérons uniquement la vitesse de rotation de la tête. Dans d’autres
cas, il peut être nécessaire de quantifier également le mouvement des
yeux [41] ou la dynamique de la scène virtuelle.
En résumé, nous considérons la norme de la vitesse de rotation de
la tête pour quantifier le changement de point de vue qui engendre
l’erreur dynamique d’alignement pour une scène virtuelle immobile.
2.3 Modèle générique
Le modèle de qoe représente l’impact des variables contextuelles
et des paramètres d’encodage sur la métrique qoe. Cette section pré-
sente la fonction de l’hypersurface qui correspond au modèle ainsi
qu’un modèle générique Mg qui sera utilisé pour prédire la qoe. La
fonctionMg du modèle qoe =Mg(ve, vc) est une hypersurface. Nous
avons sélectionné une fonction spline multivariable (Annexe A) pour
représenter Mg. Une spline est une fonction qui offre de nombreux
avantages, tant au niveau de la flexibilité que de l’utilisation. Cette
fonction répond à nos besoins concernant la monotonie, la coupe
dans un sous-espace et la possibilité d’approximer des points de me-
sure.
Cette section présente la construction du modèle générique. Ce
modèle est ensuite utilisé pour évaluer l’évolution de la métrique qoe
en simulation.
6. pinhole camera model
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2.3.1 Construction du modèle
Cette section présente la construction d’un modèle de qoe géné-
rique. Le modèle est identifié pour un cas particulier dans la Sect. 2.4.
Une spline multivariable monotone est utilisée pour représenter
le modèle. Les quatre variables du modèle sont la fréquence f , la
quantification q, le délai global d et la vitesse de la tête s. La métrique
qoe correspond à la valeur de la fonction spline S(f, q, d, s).
Nous faisons l’hypothèse que la qoe diminue de manière mono-
tone lorsque le délai augmente, la fréquence diminue ou la quan-
tification diminue. Nous représentons ce comportement en fixant
la monotonie de la spline, c’est à dire en contraignant la crois-
sance/décroissance des coefficients correspondants (Sect. A.6).
La spline est définie dans un domaine borné par les valeurs mi-
nimales et maximales de chacune des quatre variables. La fréquence
f est comprise arbitrairement entre 1 et 100Hz correspondant à une
large gamme de fluidité atteignable sur des équipements récents. La
quantification q correspond au paramètre de compression d’un en-
codeur fictif qui s’étend de 0 à 100, où la valeur de 100 engendre
une image identique à l’image de référence alors que la valeur de 0
donne une image avec moins de détails et donc de moins bonne qua-
lité. Comme il n’est pas fait référence à un encodeur particulier, la
notion de qualité de l’image encodée est très relative. Le délai d est
pris en compte entre 0 et 100ms et la vitesse de rotation de la tête
s entre 0 et 1 rads (≈60 degrés par seconde), comme suggéré dans de
précédentes études [19].
Le modèle générique proposé correspond à une spline d’ordre 3
pour toutes les variables ; il s’agit d’un compromis entre la flexibilité
et le nombre de coefficients nécessaires. Le modèle générique peut
être coupé dans l’espace d’encodage augmenté en sections, pour ob-
tenir le modèle pour un contexte donné : il s’agit du modèle contex-
tuel Mc(f, q.k) (Fig. 4). Des noeuds sont placés aux extrémités de
chaque variable avec une multiplicité égale à l’ordre. Les noeuds in-
térieurs sont placés arbitrairement ; une densité élevée augmente la
souplesse.









Fig. 4: Le modèle contextuel Mc(f, q, k) correspond à la section de
coupe du modèle générique dans l’espace d’encodage augmenté pour
un contexte donné. Trois modèlesMci sont représentés pour (d¯1 = 0,
s¯1 = 0), (d¯2 = 10, s¯2 = 0.2), (d¯3 = 20, s¯3 = 0.4).
Le modèle générique Mg est donc donné par la fonction spline
multivariable suivante :
Mg(f, q, d, s) = S(f, q, d, s) (3)
avec les noeuds et les coefficients choisis arbitrairement (Annexe B).
La Sect. 2.4.2 présente l’identification des coefficients α du modèle
M à partir de mesures expérimentales.






(a) Le modèle qoe permet de dé-
terminer la valeur de la métrique
qoe à partir des valeurs des para-
mètres d’encodage f , q et des per-
turbations contextuelles d et s.
ր
q = 40 տ
f = 60
• qoe = 0.71
ÆMc
(b) Le modèle contextuel Mc pour
le contexte d = 0 et s = 0 permet
de trouver la valeur de la qoe, pour
des paramètres d’encodage f et q
donnés.
Fig. 5: La valeur de la métrique qoe est obtenue à partir du modèle
et des valeurs des variables.
2.3.2 Simulation du modèle générique
Cette section montre comment la métrique qoe est évaluée en
temps réel, lorsque les variables du modèle de qoe f , q, d et s va-
rient. Le modèle générique Mg (Sect. 2.3 et Annexe B) est utilisé
pour déterminer la valeur de la qoe. A chaque instant k, le modèle
contextuel Mc est sélectionné en fonction des valeurs des variables
contextuelles s et d. Les valeurs des paramètres d’encodage f et q
donnent la valeur de la qoe, visible sur le modèle contextuel (Fig. 5).
L’estimation de la qoe est illustrée avec une simulation lors de
laquelle les variables évoluent au cours du temps. Les Fig. 6 et 7
montrent comment la métrique qoe est calculée. La Fig. 6 présente
l’évolution temporelle de variables f , q, d et s ainsi que la métrique
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qoe. La Fig. 7 montre les modèles contextuels sélectionnés pour des
instants donnés.
La simulation se déroule en deux phases. Dans la première phase
jusqu’à l’instant ·, les variables contextuelles sont constantes et les
paramètres d’encodage varient. Dans la deuxième phase à partir de
l’instant ·, les paramètres d’encodage sont constants et les variables
contextuelles varient.
Paramètres d’encodage variables
La simulation commence avec une vitesse de tête lente s = 0.1 rads
et un délai faible d = 10ms. Le modèle contextuelMc correspondant
est constant (Fig. 7a) jusqu’à l’instant ·. Il provient de la coupe du
modèle générique Mg dans l’espace d’encodage augmenté.
A l’instant ¶, la fréquence f=1Hz et le facteur de quantification
q = 0 sont à leurs valeurs minimales (Fig. 6c). La valeur de la mé-
trique qoe est calculée à partir du modèle contextuel (Fig. 7a), puis
reportée dans le graphique correspondant (Fig. 6d).
Durant la période ¬, la fréquence augmente progressivement
jusqu’à sa valeur maximale f = 100Hz. La valeur de la métrique
qoe augmente (Fig. 6d). Cela correspond à suivre l’arête du modèle
contextuel Mc le long de l’axe de la fréquence f (Fig. 7a).
De manière similaire durant la période ­, le facteur de quan-
tification augmente jusqu’à q = 100. La valeur de la métrique qoe
augmente encore. Cela correspond à suivre l’arête du modèle contex-
tuel Mc le long de l’axe de la quantification q.
Durant la période ®, la fréquence et la quantification sont dimi-
nuées jusqu’à f = 50Hz et q = 50. La valeur de la métrique qoe
diminue. Cela correspond à se déplacer vers le centre du modèle
contextuel Mc.
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(a) Délai global d.















(b) Vitesse de rotation de la tête s.



















(c) Fréquence f (bleu continu) et
facteur de quantification q (vert
traitillé).
















(d) Mesure de la métrique qoe.
Fig. 6: Les variables contextuelles (le délai d et la vitesse de la tête
s) et les paramètres d’encodage (la fréquence f et la quantification
q) évoluent arbitrairement. La valeur de la métrique qoe est obte-
nue grâce au modèle générique Mg. Les instants sont notés avec un
nombre blanc sur un disque noir. Les périodes sont notées avec un
nombre noir sur un disque blanc.














(a) Entre les instants ¶ et ·,
le modèle contextuel Mc est sé-
lectionné pour les valeurs des va-









(b) A l’instant ¸, le modèle contex-
tuel Mc est sélectionné pour les
valeurs des variables contextuelles
s = 1 et d = 0.






(c) A l’instant ¹, le modèle contex-
tuel Mc est sélectionné pour les
valeurs des variables contextuelles
s = 0.5 et d = 0.






(d) A l’instant º, le modèle contex-
tuel Mc est sélectionné pour les
valeurs des variables contextuelles
s = 0 et d = 10.
Fig. 7: Le modèle contextuel Mc, correspondant à la coupe du mo-
dèle génériqueMg dans l’espace d’encodage augmenté, est représenté
pour différents instants.
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Contexte variable
A partir de l’instant ·, les deux paramètres d’encodage restent
constants. Par contre, les variables contextuelles d et s varient. L’al-
lure du modèle contextuel Mc évolue au cours du temps.
Durant la période ¯, la valeur du délai change. La qoe diminue
quand le délai augmente et vice versa.
Durant la période °, la vitesse de la tête change. A l’instant
¸, la vitesse de la tête est élevée s = 1 rads . Le modèle contextuel
correspondant est illustré dans la Fig. 7b. Pour des paramètres d’en-
codage identiques à précédemment, la valeur de la métrique qoe est
nettement plus faible. Ceci est dû au décalage entre les mondes réel
et virtuel engendré par la relativement basse fréquence d’affichage.
A l’instant ¹, la vitesse de la tête diminue à s = 0.5 rads et la valeur
de la qoe augmente. A l’instant º, la tête est statique et la qoe
résultante atteint une valeur encore plus élevée.
2.4 Identification du modèle
Le modèle générique de qoe présenté dans la Sect. 2.3.1 ne consi-
dère pas les conditions d’utilisation. Le facteur de quantification
n’est par exemple pas lié à un encodeur. Le modèle de qoe est donc
identifié pour les conditions d’utilisation particulières données, sur
la base d’évaluations subjectives de l’expérience utilisateur. L’idée
est de récolter une mesure quantitative représentant la satisfaction
de l’utilisateur pour différentes combinaisons de variables, afin de
saisir l’impact de la quantification, de la fréquence des images, du
délai et de la vitesse angulaire de la tête sur l’expérience utilisateur.
Cette section présente la procédure pour identifier le modèle de
qoe. La Sect. 2.4.1 présente la méthode d’évaluation subjective qui
permet d’obtenir les appréciations subjectives de l’utilisateur pour
les différentes combinaisons de variables. La Sect. 2.4.2 montre com-
ment trouver l’hypersurface qui approxime au mieux les points de
mesure. L’hypersurface est la spline multivariable qui représente le
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modèle identifié. La Sect. 2.4.3 présente l’identification expérimen-
tale du modèle par un utilisateur pilote, afin de confirmer l’allure de
l’hypersurface choisie.
2.4.1 Evaluation subjective
La première étape de l’identification de modèle concerne l’éva-
luation subjective. Il est demandé à l’utilisateur de donner son ap-
préciation pour différentes valeurs de chaque variable.
Un ensemble de valeurs est choisi pour chacune de s variables.
Pour la fréquence f , l’ensemble des valeurs xf est donné par le vec-
teur d’entrée [f0, . . . , fnf ]. Les ensembles pour la quantification xq ,
le délai xd et la vitesse de la tête xs sont construits de manière si-
milaire. Les valeurs de ces quatre ensembles peuvent être combinées
sous la forme d’une matrice d’entrées x comprenant quatre colonnes
(nombre de variables prises en comptes) et nM =
∏
i=f,q,d,s ni lignes
(nombre de combinaisons différentes possibles).
Des tests subjectifs sont ensuite effectués sur un groupe d’uti-
lisateurs test, en s’inspirant des recommandations de l’itu [42, 43].
L’utilisateur est équipé d’un système d’ar puis est confronté aux
différentes combinaisons de variables contenues dans x, présentées
dans un ordre aléatoire. Les essais durent environ 10 secondes et
sont séparés par une pause lors de laquelle l’utilisateur doit don-
ner une note comprise dans l’intervalle [0, 1] (ou une autre échelle
plus parlante pour l’utilisateur) pour représenter son appréciation.
La note 1 correspond à la meilleure expérience. Il est important de
noter que l’échelle utilisée n’offre pas une représentation absolue,
mais seulement une information relative entre les valeurs. Ainsi, une
note de 0.6 correspond à une expérience meilleure qu’une note de
0.3, mais ça ne veut pas dire que l’expérience est deux fois plus éle-
vée. Les notes sont récoltées dans un vecteur colonne de sortie y où
leur position correspond à la combinaison représentée dans la ma-
trice d’entrées x. Les n points de mesures correspondent aux tuples
(x(i,•), yi).
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Certaines variables peuvent être fixées manuellement, comme
c’est le cas pour le délai, la fréquence et la quantification dont
les valeurs sont modifiables directement dans un environnement de
test. D’autres variables ne peuvent pas être imposées techniquement.
C’est le cas de la vitesse de rotation de la tête qui dépend des mou-
vements de l’utilisateur. Il est cependant possible de contraindre
l’utilisateur à tourner la tête à une vitesse désirée en lui demandant
d’orienter sa tête entre deux points fixes en une période de temps
fixe. On obtient ainsi un déplacement angulaire de la tête quasi-
triangulaire [25]. Un métronome digital audio est utilisé pour donné
la période de temps à l’utilisateur.
La durée du test subjectif pour un utilisateur dépend du nombre
d’appréciations demandées. Il faut évidemment y ajouter le temps
nécessaire à installer l’utilisateur et lui expliquer le déroulement de
l’expérimentation. Dans une période d’une heure, il est possible d’ob-
tenir environ 150 appréciations. Il est recommandé de ne pas tenir
compte des 10 premières appréciations lors desquelles l’utilisateur
s’accoutume à l’environnement [42, 43]. De plus, afin de diminuer
l’effet des erreurs d’appréciation, chaque combinaison doit être no-
tée deux fois par l’utilisateur. En tenant compte de ces remarques,
on aperçoit qu’environ nM = 70 combinaisons différentes peuvent
être montrées à l’utilisateur en une heure.
2.4.2 Hypersurface d’approximation
Le but de l’approximation est de trouver une hypersurface qui
passe au plus près des points de mesure x, y. Comme la fonction
spline multivariable S a été choisie pour représenter cette hyper-
surface, le modèle M(f, q, d, s) est entièrement défini par les noeuds
et les coefficients de la spline. L’ordre de la spline est choisi pour
un compromis de flexibilité. Un ordre élevé permet d’avoir une plus
grande flexibilité entre deux noeuds donnés, mais requiert plus de
points pour être défini entre ces deux noeuds. Un ordre de 3 permet
d’obtenir une flexibilité suffisante même pour un faible nombre de
points de mesure.
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Les noeuds τ de la spline S sont choisis en fonction de l’ordre
et des vecteurs d’entrée xf , xq, xd et xs. Pour chacune des dimen-
sions, des noeuds sont placés aux extrémités du vecteur d’entrée
avec une multiplicité égale à l’ordre (3) afin que la valeur et la
dérivée de la spline puissent y être non nulles. Des noeuds inté-
rieurs sont positionnés de telle sorte qu’il y ait au moins un noeud
entre chaque paire de valeurs successives. Par exemple si la di-
mension de la fréquence contient un vecteur d’entrée à quatre va-
leurs xf = [f0, f1, f2, f3], les noeuds pour la fréquence seront τf =
[τf,0, τf,1, τf,2, τf,3, τf,4, τf,5, τf,6], tels que τf,0 = τf,1 = τf,2 = f0,
τf,4 = τf,5 = τf,6 = f3 et f1 < τf,3 < f2.
Les coefficients α de la spline S sont déterminés grâce à une pro-
cédure d’optimisation qui minimise l’erreur au carré entre la spline et
les points de mesure. Cependant, une contrainte est introduite pour
forcer la monotonie dans la directions des variables : la métrique
qoe augmente quand la fréquence augmente, quand la quantifica-









α(ζf ,...) ≤ α(ζf+1,...) (5)
α(...,ζq,...) ≤ α(...,ζq+1,...) (6)
α(...,ζd,...) ≥ α(...,ζd+1,...) (7)
Un algorithme d’optimisation standard (par exemple la fonction
fmincon de MATLAB) permet de trouver les valeurs des coeffi-
cients α.
2.4.3 Identification expérimentale
Afin de valider la procédure d’identification et de confirmer l’al-
lure du modèle, notamment le comportement monotone sur certaines
variables, nous avons appliqué la procédure d’identification pour un
utilisateur pilote. Ce dernier n’avait jamais été confronté à une ap-
plication d’ar auparavant.
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Le prototype d’ar employé pour cette identification expérimen-
tale possède des limitations qui ne permettent pas d’identifier un
modèle pour une large nombre d’utilisateurs. Le délai minimum est
de l’ordre de 80ms et la fréquence maximale d’environ 30Hz. Ainsi,
la plage de mesure disponible pour ces variables ne permet pas d’ob-
tenir un modèle suffisamment complet.
Matériel
Le modèle de qoe a été identifié dans le cadre d’un scénario
particulier avec un matériel donné. Dans le scénario considéré, la
scène ar consiste en un pendule inversé virtuel immobile posé sur
une table. L’utilisateur peut bouger sa tête librement et regarder le
pendule affiché dans son hmd à transparence optique. Le hmd mo-
noculaire (Liteye 750, http://www.liteye.com) affiche les images à
une résolution de 800×600 pixels. Son champ de vision de 22 degrés
permet à l’utilisateur d’avoir un bon sentiment d’immersion. Un sys-
tème de positionnement hybride inertio-optique (InterSense IS-1200
VisTracker, http://www.intersense.com) est fixé sur le hmd. Une
constellation de marqueurs est placé au plafond de la zone de test.
La pose est calculée sur la base des images acquises par la caméra et
des mesures de la plate-forme inertielle. Basé sur la mesure du point
de vue de l’utilisateur, la scène virtuelle est générée sur un ordina-
teur. L’image est ensuite affichée sur le hmd connecté à l’ordinateur.
L’ensemble placé sur la tête de l’utilisateur, comprenant le système
de positionnement et le hmd, a une masse d’environ 500 g.
Plage de mesure
Dans ce scénario, trois variables ont été prises en compte. La
fréquence de génération de l’image f , la quantification de l’image
q et la vitesse de rotation de la tête s. L’impact du délai d n’est
pas mesuré durant cette identification expérimentale ; il est supposé
constant à environ 80ms (borne inférieure imposé par le prototype
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utilisé). Trois fréquences ont été choisies dans l’intervalle possible :
2Hz, 10Hz et 20Hz. Pour ce scénario, la quantification de l’image se
fait par la résolution de l’image générée. Trois résolutions différentes
ont été sélectionnées : 800 × 600, 438 × 329 (30% de la résolution
800 × 600), 252 × 190 (10% de la résolution 800 × 600). L’image
résultante est ensuite mise à l’échelle pour la résolution d’affichage de
800×600. Trois vitesses de rotation de la tête ont été sélectionnées :
quasi-statique, 0.2 rads et 0.4
rad
s .
Nous avons donc les vecteurs de variables suivants :
xf = [2, 10, 20]
xq = [0.1, 0.3, 1]
xs = [0, 0.2, 0.4]
et obtenons une matrice d’entrée x de 27 lignes et 3 colonnes. L’uti-
lisateur est confronté deux fois à chacune des combinaisons de cette
matrice, dans un ordre aléatoire.
Environnement
L’utilisateur est assis sur une chaise fixe à 140 cm de la table où
l’objet virtuel est positionné (Fig. 8). Deux marqueurs sont physi-
quement placés sur la table avec un écart de 70 cm. Les marqueurs
correspondent à l’emplacement des extrémités du rail du pendule
virtuel et donnent ainsi la position absolue de l’objet virtuel. L’uti-
lisateur observe la table réelle augmentée du pendule virtuel. Le
mouvement de la tête est imposé en demandant à l’utilisateur de
tourner la tête entre deux points fixe de la table, en gardant le re-
gard fixe par rapport à la tête. Le mouvement correspond à un angle
de lacet de 40 degrés, effectué en une période de temps donnée par
le métronome audio [25]
Résultats
Après chaque essai, l’utilisateur donne une note d’appréciation
de l’expérience utilisateur comprise entre 0 et 1, où 1 correspond à





Fig. 8: L’utilisateur est positionné à un endroit fixe et tourne la
tête pour observer une objet virtuel placé sur une table. Le pendule
(bande allongée rouge) est positionné sur la table (rectangle gris).
L’angle de vue du hmd est de 22 degrés.
la meilleure expérience utilisateur. Ces valeurs sont stockées dans le
vecteur de sortie y.
Le Tableau 1 montre la matrice d’entrée x et le vecteur sortie
y pour les 54 mesures prises en compte pour l’identification, dans
l’ordre appliqué.
La spline multivariable d’ordre 3 représente le modèle. Les noeuds
sont placés aux extrémités :
τ = {τf , τq, τs}
τf = [2, 2, 2, 20, 20, 20]
τq = [0.1, 0.1, 0.1, 1, 1, 1]
τs = [0, 0, 0, 0.4, 0.4, 0.4]
Les données exhibent un comportement monotone dans la direc-
tion de la fréquence f et celle de la quantification q. L’allure mono-
tone de la fonction spline est donc forcée dans ces deux directions
lors de l’optimisation. Le tableau de coefficients α à trois dimensions






























































































































Tableau 1: Evaluation subjective. Les combinaisons de paramètres





avec les colonnes re-
présentant les paramètres f , q et s Les appréciations de l’utilisateur






issu de l’approximation pour les noeuds τ et les mesures x et y est
présenté dans le Tableau 2.
Le modèle identifié Mi = S(f, q, s) est défini par les noeuds τ et
les coefficients α. Son allure est présentée dans la Fig. 9 dans l’espace
d’encodage augmenté pour cinq vitesses de tête.



















Tableau 2: Tableau des coefficients α issu de l’optimisation sous
contraintes. Les dimensions représentent dans l’ordre la fréquence
f , la quantification q et la vitesse de la tête s.
Discussion
L’identification expérimentale a permis de valider la procédure
d’évaluation subjective. Lors de cette expérience, nous avons remar-
qué que l’utilisateur a donné des notes très proches pour toutes les
combinaisons de paramètres montrées deux fois. Cela suggère que
pour un utilisateur donné, l’évaluation subjective est reproductible.
L’expérimentation a duré environ 35 minutes, conformément à ce
qui était attendu. En cas de durée plus longue, il semble nécessaire de
faire une pause pour garder la concentration de l’utilisateur. Avant
l’expérimentation, il est important de sensibiliser l’utilisateur à l’en-
vironnement de test, et de lui faire prendre conscience intuitivement
qu’il doit évaluer la fluidité et le niveau de détail.
L’application et la matériel utilisés pour le test comportent des
limitations qui n’ont pas permis d’obtenir des mesures plus nom-
breuses. Le système de positionnement engendre une erreur de po-
sitionnement statique. Avec le logiciel utilisé, il n’est pas possible











Fig. 9: Le modèle de qoe Mi(f, q, s) est identifié pour trois variables.
Les mesures sont représentés par des cercles dans l’espace d’encodage
augmenté. Le modèle est représenté pour cinq contextes différents :
vitesses de tête s0 quasi-statique, à s1 = 0.1, s2 = 0.2, s3 = 0.3 et
s4 = 0.4 rads .
d’évaluer le modèle pour des délais inférieurs ; il serait évidemment
intéressant de pouvoir évaluer l’impact du délai étant donné qu’il
influence fortement la qoe. De même, le temps de calcul nécessaire
à la création des images ne permet pas d’atteindre une fréquence
d’images élevée. Malgré ces limitations, il a tout de même été pos-
sible d’identifier le modèle pour une plage réduite des variables.
2.5 Conclusion
Dans ce chapitre, nous avons modélisé l’expérience utilisateur
dans le contexte de l’ar mobile. Nous avons d’abord défini la mé-
trique qoe pour l’évaluation objective de l’expérience utilisateur. La
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valeur de cette métrique est estimée en temps réel à partir d’un mo-
dèle de qoe et des mesures des variables choisies ayant un impact
sur l’expérience utilisateur. Ces variables ont été identifiées pour
l’ar mobile. Nous avons pris en compte deux paramètres d’encodage
(la fréquence et la quantification) ainsi que deux variables contex-
tuelles (la vitesse de la tête et le délai global). Le modèle est exprimé
comme une fonction spline multivariable de ces variables. Ce modèle
est coupé en sections dans l’espace d’encodage augmenté pour ob-
tenir le modèle contextuel qui ne dépend plus que des paramètres
d’encodage. L’utilisation du modèle générique est illustré au tra-
vers d’une simulation où la métrique qoe est estimée pour différents
profils de paramètres d’encodage et de variables contextuelles. Fina-
lement, le modèle de qoe est identifié pour un cas particulier grâce à
une évaluation subjective requérant l’utilisateur. Ce modèle identifié
confirme les hypothèses concernant l’allure de la surface. Il peut dès
lors être utilisé pour l’adaptation sans avoir recours à l’utilisateur.
La métrique objective perceptuelle proposée et le modèle de qoe
sont inspirés des études sur l’évaluation de la qualité de flux vidéo
en y intégrant les notions propres à l’ar (voir état de l’art aux
Sect. 2.1.1 et 2.1.2). La structure mathématique proposée permet
de considérer plusieurs variables, ce que les modèles existants ne
permettent généralement pas. Comme suggéré par Cranley et al. [16],
les modèles de qualité peuvent être utilisés pour l’adaptation des
paramètres d’encodage ; c’est le cas du modèle de qoe proposé.
Le modèle de qoe est présenté pour l’ar mobile, mais la mé-
thodologie peut s’appliquer à d’autres domaines d’utilisation. Dans
ce cas, il faut identifier les variables qui modifient l’expérience utili-
sateur et séparer les variables modifiables (dans notre cas les para-
mètres d’encodage) des variables qui ne peuvent pas être modifiées
mais qui sont mesurables (comme les variables contextuelles).
Le modèle développé dans ce chapitre sera utilisé dans le schéma
d’adaptation présenté dans le Chap. 5. Ce modèle permettra de dé-
terminer les valeurs à appliquer en temps réel pour les paramètres
d’encodage, en fonction de l’estimation des variables contextuelles.
3Modèle pour le contrôle de débit
Le système encodeur est représenté par un mo-
dèle abstrait pour permettre la conception d’un
contrôle de débit linéaire.
Les données d’ar sont transmises vers l’utilisateur sous forme de
flux vidéo au travers d’un canal de communication. Les capacités
du canal de communication limitent le débit 1 de transmission. En
fonction de l’infrastructure ou du protocole utilisés, le flux vidéo peut
subir des délais et/ou des pertes de données. Il devient nécessaire de
contrôler le débit du flux vidéo par rapport au débit disponible du
canal de communication pour assurer la meilleure qoe possible.
L’encodage du flux vidéo permet de modifier son débit. Cepen-
dant, le contenu du flux vidéo peut également influencer son débit.
Par exemple pour une compression spatiale, une image avec de nom-
breux détails aura une taille plus grande qu’une image de couleur
uniforme. De même si l’encodeur utilise une compression temporelle,
une séquence avec de rapides changements engendrera un débit plus
élevé qu’une séquence vidéo statique.
Un mécanisme de contrôle de débit 2 doit être mis en place pour
gérer le débit du flux vidéo. Le contrôle de débit adapte les para-
mètres d’encodage du flux vidéo en fonction des capacités du canal
de communication et du contenu.
1. rate
2. rate control
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Dans ce chapitre, nous proposons un modèle linéaire monova-
riable de l’encodeur qui permet de concevoir un contrôleur. Le mo-
dèle considère plusieurs paramètres d’encodage simultanément de
façon abstraite. Afin obtenir la meilleure expérience utilisateur pos-
sible, les paramètres d’encodage seront sélectionnés ultérieurement
en utilisant le modèle de qoe développé dans le Chap. 2.
Une approche système est utilisée pour modéliser le procédé d’en-
codage de manière générique. L’effet des paramètres d’encodage est
représenté par une nouvelle entrée unique u. Le modèle abstrait ainsi
obtenu présente un comportement linéaire, simplifiant ainsi le déve-
loppement du contrôle de débit. Le Chap. 4 présente la méthode qui
permet ensuite d’appliquer le contrôle de débit à un encodeur avec
ses propres paramètres d’encodage.
La Sect. 3.1 rappelle brièvement les notions de transmission de
données et présente d’autres approches pour le contrôle de débit.
L’approche système est ensuite présentée dans la Sect. 3.2. Les sys-
tèmes encodeur et transmission y sont introduits. La Sect. 3.3 pré-
sente le nouveau modèle générique de l’encodeur où le contenu ap-
paraît sous forme de perturbation. Finalement, la Sect. 3.4 rappelle
les éléments principaux et resitue le présent chapitre dans la thèse.
3.1 Etat de l’art
Habituellement, le contrôle de débit est un mécanisme qui traite
à la fois l’encodage et l’envoi du flux vidéo. Il adapte les paramètres
d’encodage pour contrôler le niveau du tampon 3 de transmission.
Les données contenues dans ce tampon sont envoyées quand le canal
de communication le permet, en fonction du protocole de communi-
cation utilisé. Le tampon rend ainsi la transmission plus fluide, ce
qui permet de limiter la gigue 4 du flux vidéo au minimum et d’uti-
liser un mécanisme de correction d’erreur. Cependant, le tampon
3. buffer
4. jitter
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engendre généralement un délai non négligeable entre la création du
flux vidéo et son envoi. Dans le cas du streaming (diffusion de flux
continu) vidéo par exemple, le tampon a un effet bénéfique car il
est important pour l’utilisateur de recevoir un flux vidéo fluide alors
que le délai pouvant atteindre plusieurs secondes n’est pas gênant.
Le mécanisme de contrôle de débit s’occupe de réguler le remplis-
sage du tampon. Lorsque le niveau du tampon diminue ou atteint
un seuil bas, le contrôle de débit augmente le débit du flux vidéo
pour alimenter le tampon. Lorsque le niveau du tampon augmente
ou atteint un seuil élevé, le contrôle de débit diminue le débit du
flux vidéo.
Dans les prochains paragraphes, nous présentons d’abord des
stratégies de contrôle de débit qui tiennent compte de la qualité per-
çue du flux vidéo présenté à l’utilisateur. D’autres études mettent
en oeuvre des contrôleurs au sens automatique pour améliorer les
performances du contrôle de débit. Finalement, nous proposons une
approche générique du contrôle de débit qui permet d’être indépen-
dant du type d’encodeur et du mécanisme de transmission.
3.1.1 Contrôle de débit avec notion de qualité
Saw présente les principes de compression vidéo intégrant la no-
tion de qualité ainsi que les techniques conventionnelles de contrôle
de débit [44]. L’auteur montre d’abord la nature non stationnaire de
la vidéo ; la taille de la vidéo dépend de son contenu. La base de la
compression vidéo consiste à supprimer les redondances spatiales et
temporelles et le fractionnement des macroblocs de l’image comme
c’est le cas pour la compression mpeg (Moving Picture Experts
Group). Les techniques de contrôle du débit-qualité compressent la
vidéo en tenant compte de métriques objectives afin de garantir une
certaine qualité de la vidéo. L’auteur présente également des ap-
proches plus originales comme celle basée sur la prédiction linéaire
et la quantification non linéaire, ou les approches de logique floue.
Chen et Ngan présentent les récentes évolutions du contrôle de
débit pour le codage vidéo [45]. Le contrôle de débit tend à obtenir
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une qualité d’image maximale sans excéder le débit disponible. La
qualité est représentée avec des mesures de distorsion comme le rap-
port crête signal sur bruit (psnr pour Peak Signal to Noise Ratio)
qui ne sont pas liées au système visuel humain (hvs pour Human
Visual System) [12]. Toujours selon Chen et Ngan, le principe de
contrôle de débit est d’ajuster les paramètres de quantification de
chaque image pour réduire le débit de l’image compressée. Pour une
compression en temps réel, les algorithmes gourmands en puissance
de calculs doivent être évités pour respecter les contraintes de dé-
lai et de gigue. Les algorithmes à une passe 5 sont ainsi préférés
aux algorithmes à plusieurs passes 6. Les fondements théoriques du
contrôle de débit basés sur la théorie débit-distorsion montrent que
les algorithmes recommandés par les standards de codage vidéo ne
correspondent pas à la solution optimale. De plus, les algorithmes
recommandés ne font pas partie de la norme des standards vidéo
étant donné que de nombreux schémas de contrôle de débit sont
spécifiques à un standard, comme H.261, mpeg-1 ou mpeg-4. Les
auteurs soulignent le fait que le domaine du contrôle de débit laisse
encore place à l’amélioration. Ils donnent quelques pistes concernant
des techniques subjectives correspondant mieux à la perception hu-
maine.
3.1.2 Contrôle de débit basé sur l’automatique
Il existe également des conceptions de contrôleurs pour le contrôle
de débit de flux en streaming basés sur les théories de l’automa-
tique. Yu et Ahmad ont été les premiers à utiliser un contrôleur pid
(Proportionnel Intégral Dérivé) pour obtenir un débit précis d’un
flux mpeg-4 tout en gardant la mémoire tampon à un niveau adé-
quat [46]. Les auteurs ont remarqué que les solutions de contrôle
de débit comme le vm8 (Verification Model, version 8) n’utilisaient
jusqu’alors qu’un contrôleur proportionnel pour la mémoire tampon.
5. single-pass
6. multi-pass
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Ils ont donc logiquement étendu le contrôleur à la forme pid pour
obtenir un contrôle de débit évitant les débordements du tampon
et offrant une qualité vidéo prometteuse. D’autres recherches ont
été menées pour l’utilisation de contrôleurs pour gérer la compres-
sion vidéo, que ce soit pour gérer le compromis de la qualité spatio-
temporelle du tmn8 (video codec Test Model, Near-term, version 8)
avec un pid lors de contraintes de délai [47] ou pour éviter la varia-
tion de la qualité lors de changement de scène enregistrée pour le
standard H.264 avec un algorithme pid [48].
Ces approches restent cependant spécifiques à une norme ou un
encodeur et ne peuvent pas être utilisées d’une façon générique.
Bruna et al. propose un nouvel algorithme pour les images jpeg
(Joint Photographic Experts Group) qui consiste à calculer le nou-
veau facteur de qualité à partir du facteur de qualité précédent
et du rapport entre le débit de référence et le débit mesuré [49].
L’algorithme offre une convergence rapide et peut être utilisé pour
l’encodage de flux vidéos m-jpeg (Motion Joint Photographic Ex-
perts Group). Cependant, les auteurs ne proposent pas de stratégie
pour gérer plusieurs paramètres d’encodage de manière générique,
ni d’analyse de stabilité.
3.1.3 Approche générique du contrôle de débit
Les stratégies de contrôle de débit conventionnelles sont généra-
lement spécifiques à un type d’encodeur et protocole de communica-
tion. Comme il n’y a pas de consensus pour la transmission de flux
vidéo d’ar, nous proposons une approche plus générique qui n’est
pas spécifique au choix d’implémentation.
Notre approche du contrôle de débit considère le flux vidéo jus-
qu’à qu’il soit encodé. Le mécanisme de transmission n’est pas spé-
cifié, mais le flux vidéo doit être envoyé directement après son en-
codage, en laissant le tampon vide. Le délai dû au tampon est ainsi
supprimé. Nous proposons notre propre définition pour le contrôle
de débit.
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Définition 5 (Contrôle de débit). Le contrôle de débit est un
mécanisme situé au niveau de l’encodage. Ce mécanisme manipule
les paramètres d’encodage en temps réel pour que le débit du flux
encodé suive un débit de référence.
3.2 Approche système
L’utilisation d’une approche système pour représenter le contrôle
de débit permet d’obtenir une vision abstraite rendant l’utilisation
des outils de l’automatique possible. Le concept de système cor-
respond à un ensemble d’entités qui interagissent. Un système dy-
namique est un processus avec des entrées qui modifient son com-
portement et des sorties qui illustrent l’impact de ces modifications
(Fig. 10). Les entrées et les sorties d’un système sont généralement
choisies en lien avec la physique ou l’implémentation (par exemple
en mécatronique, la tension appliquée aux bornes d’un moteur est
une entrée naturelle), mais elles peuvent aussi représenter des no-
tions plus abstraites. Le système évolue dans le temps en suivant
certaines lois qui peuvent être regroupées dans un modèle du sys-
tème.
Les systèmes peuvent être connectés entre eux si l’interopéra-
bilité le permet. Plusieurs systèmes interconnectés forment à nou-
veau un système. De même, le traitement d’un système peut être
facilité en le découpant en sous-systèmes interconnectés. Le niveau
d’abstraction utilisé pour représenter un processus est déterminé en
système
entrées sorties
Fig. 10: Un système est représenté sous forme de bloc. Les entrées
modifient le comportement d’un système dynamique. Les sorties re-
flètent ces modifications.





Fig. 11: Le contrôleur (bloc blanc) modifie les entrées en fonction
des valeurs de sortie et des valeurs de références pour contrôler le
système (bloc noir). C’est le principe de la boucle de rétroaction.
fonction de l’objectif que l’on veut atteindre. Une abstraction trop
élevée ne permet pas de représenter le processus assez précisément.
Une abstraction trop faible ou une résolution trop élevée correspond
à représenter des éléments ou des modifications qui ne sont pas né-
cessaires. Le choix du niveau d’abstraction est donc primordial pour
représenter un système de manière adéquate en fonction de ce que
l’on veut en faire.
La représentation de processus sous forme de système est utilisé
dans le domaine de l’automatique pour contrôler (dans le sens gérer
et non pas vérifier) le comportement d’un processus. Un contrôleur
est intégré dans une boucle de rétroaction pour amener les sorties
vers des valeurs de référence (Fig. 11).
Les processus de création et d’encodage des images sont intrinsè-
quement discrets. Les images sont traitées les unes après les autres
de manière séquentielle. De ce fait, nous utilisons une représenta-
tion discrète, où k correspond à un instant ou à l’indice de chaque
nouvelle image.
3.2.1 Encodeur et transmission
Les processus d’encodage et de transmission sont représentés sous
forme de systèmes. L’encodeur reçoit le flux d’images sources pour
en faire un flux d’images compressées. Cependant, pour l’approche
système, cela ne correspond pas aux entrées et sorties. Les entrées









Fig. 12: Les processus d’encodage et de transmission sont représentés
sous forme de systèmes.
du système encodeur sont les paramètres d’encodage sélectionnés
dans le Chap. 2 : la fréquence f et la quantification q. Le débit du
flux vidéo encodé fait office de sortie du système encodeur. De même,
l’entrée du système transmission représente le débit de transmission,
c’est-à-dire le débit du flux vidéo. Les métriques de la qualité de ser-
vice (qos pour Quality of Service) de la transmission, comme le taux
de perte, le délai et le gigue forment les sorties du système transmis-
sion. Etant donné que la sortie du système encodeur et l’entrée du
système transmission sont identiques, les deux systèmes peuvent être
mis en série (Fig. 12). Les systèmes peuvent être ainsi vus comme
un nouveau système plus général avec les paramètres d’encodage
comme entrées, et les métriques qos.
3.2.2 Contrôle de la transmission
Le canal de communication transfère des données entre deux élé-
ments. Nous caractérisons la capacité de transmission par le débit
disponible pour une application. Ce débit disponible peut varier en
fonction de la performance de l’infrastructure de transmission ou du
trafic de données en cours. Le débit d’envoi du flux vidéo d’ar est
fonction du débit disponible pour obtenir une transmission optimale.
En utilisant l’approche système proposée, il est possible de mettre
en place un mécanisme de contrôle pour la transmission qui déter-
mine le débit de référence de notre système transmission en fonction
des métriques de la qos. Nous faisons l’hypothèse que ce mécanisme
existe et donne en tout temps l’information sur le débit de référence.
Il est possible d’utiliser des mécanismes existants qui sont générale-
ment propres à un type de réseau [50–54].









































Fig. 13: La boucle externe détermine le débit disponible. Le contrôle
de débit de la boucle interne contrôle le débit du flux vidéo.
Nous représentons ce mécanisme par un contrôleur de transmis-
sion bouclé sur le système transmission.
De manière similaire, le contrôle de débit est représenté par un
contrôleur d’encodeur bouclé sur le système encodeur. Comme les
deux systèmes peuvent être mis en série, nous obtenons un contrôle
en cascade, où la boucle externe donne le débit de référence, calculé
à partir du débit disponible, comme référence à la boucle interne du
contrôle de débit (Fig. 13).
3.2.3 Modèle du système transmission
Un modèle du système transmission est nécessaire pour évaluer
l’impact du transfert du flux vidéo sur la qoe. Des nombreux para-
mètres de la qos ayant de l’influence [41, 55–57], nous ne retenons
que celui qui est lié à la métrique qoe : le délai de transmission.
En effet, le délai de transmission constitue une partie importante du
délai global pris en compte dans le modèle de qoe. De plus, le dé-
lai de transmission peut varier fortement, alors que les autres délais
(d’acquisition, d’encodage et d’affichage) sont généralement fixes.
Nous proposons un modèle simplifié pour la transmission qui
consiste en un tampon de type premier entré premier sorti (fifo pour
First In First Out) de taille infini. Il se vide grâce au débit disponible
variable. Le débit du flux vidéo est l’entrée, et le délai la sortie
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du système. Le débit disponible est vu comme une perturbation.
Si le débit du flux vidéo est inférieur ou égal au débit disponible,
chaque image du flux vidéo est transmise directement. Si le débit du
flux vidéo est supérieur au débit disponible, les images sont stockées
temporairement dans le tampon. Le tampon se vide à un certain
débit. Les images subissent ainsi un délai, mais ne sont pas perdues.
Le délai de transmission dT correspond à la période entre la créa-
tion de l’image au temps k⋆ et sa sortie du canal de communication
k⋆ + dT . Ce délai dépend de son niveau V dans le tampon de trans-
mission à l’instant k⋆ et du débit disponible ra, supposé constant de
l’instant k⋆ à l’instant k⋆+ dT . Comme le tampon est de type fifo,
cette image ne subit pas de délai dû aux images qui arrivent après.
Ainsi, le débit de remplissage n’influence plus le délai à partir du





Le niveau du tampon V (k⋆) est calculé sur le principe de rem-
plissage et vidage d’une cuve représentant le tampon infini (Fig. 14).
Le niveau (volume) V du tampon dépend des débits de remplissage
r(k) et de vidage ra(k). En connaissant le niveau initial V (0), que
nous supposerons nul, ainsi que l’évolution des débits r(k) et ra(k),
il est possible de calculer le niveau V (k⋆) où l’image est créée.
Définition 6 (Modèle du système transmission). Le système
transmission est modélisé par un tampon fifo. Il n’y a pas de pertes
de données lors de la transmission. Cependant, les images subissent
un délai dT lorsque le débit r excède le débit disponible ra, confor-
mément à l’Equ. (8).
La valeur du débit de référence rr que le contrôle de transmission
donne au contrôle de débit est généralement lié au débit disponible
ra. Cette valeur dépend de l’algorithme de contrôle de transmission
qui n’est pas traité dans cette thèse.
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r
raV
Fig. 14: Le système de transmission est modélisé par un tampon
infini représenté par une cuve.
3.3 Modèle du système encodeur
La synthèse du contrôleur nécessite le modèle du système à
contrôler. Nous proposons un modèle pour le système encodeur, dont
les entrées sont les paramètres d’encodage f et q et la sortie le débit
du flux vidéo r. Le système est modélisé de manière générique avec
un niveau d’abstraction adapté pour le contrôle.
Cette section introduit la représentation réelle non linéaire du
système encodeur, puis présente le modèle linéaire abstrait.
3.3.1 Représentation non linéaire
Le débit est défini comme une quantité par unité de temps. Le dé-
bit d’un flux vidéo r correspond au rapport entre la taille de l’image
compressée o et la période de temps p entre deux images successives.
La taille de l’image compressée dépend du paramètre de quantifi-
cation q et du contenu de l’image. La Fig. 15 montre la relation entre
le paramètre de quantification et la taille de l’image compressée, où
le paramètre de quantification correspond au facteur de compres-
sion jpeg de la librairie présentée à la Sect. 4.1.7. Le paramètre de
quantification influence la taille de l’image compressée de manière
non linéaire. Il est difficile de caractériser l’impact de la valeur du
paramètre de quantification et du contenu sur la taille de l’image
compressée.
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(a) Quatre images de référence (Annexe C) avec un contenu de plus
en plus riche.














(b) Taille o en fonction de la quan-
tification q pour les quatre images ;
dans l’ordre bleu continu, vert trai-
tillé, rouge pointillé et noir mixte.
Fig. 15: Relation non linéaire entre la quantification q (ici le facteur
de compression jpeg) et la taille de l’image compressée o.
L’algorithme de contrôle de débit adapte les paramètres d’en-
codage pour que le débit r suive le débit de référence rr ; quelque
soit la variation du contenu du flux vidéo (Fig. 16a). Les valeurs des
paramètres d’encodage sont calculées pour chaque image d’indice
k. Deux paramètres d’encodage sont pris en compte, la fréquence
f et la quantification q, sélectionnés au Chap. 2. Le système enco-
deur a deux entrées et exhibe un comportement non linéaire entre
la quantification q et le débit r.
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(a) Le contrôle de débit sur l’encodeur adapte di-
rectement les paramètres d’encodage. Le système








(b) Le contrôleur est conçu à partir du modèle
linéaire monovariable du système encodeur, dont






(c) Le découplage permet de passer de l’entrée
unique u issu du contrôle de débit aux paramètres
d’encodage ve de l’encodeur réel.
Fig. 16: Le contrôle de débit adapte les paramètres d’encodage ve
(éventuellement par l’intermédiaire de l’entrée unique u) pour que
le débit r suive la référence rr.
L’étude et le contrôle des systèmes non linéaires est un domaine
complexe. Afin de pouvoir utiliser une plus large palette de mé-
thodes, nous proposons une représentation linéaire du système en-
codeur.
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3.3.2 Modèle linéaire
Plutôt que d’utiliser la représentation non linéaire (relation entre
les paramètres d’encodage et le débit) de l’encodeur, nous proposons
un modèle abstrait linéaire. La linéarité concerne le lien entre une
nouvelle entrée abstraite (liée au paramètres d’encodage) et le dé-
bit. Il ne s’agit pas d’une linéarisation classique de système, mais
juste d’une représentation arbitraire qui permet d’utiliser des outils
linéaires.
Le débit r(k) est la sortie du système encodeur, c’est-à-dire le dé-
bit correspondant à l’instant k. Les entrées du système encodeur sont
la fréquence f(k) et la quantification q(k). Le contenu est vu comme
une perturbation car il ne peut être contrôlé. Nous utilisons la mé-
trique c(k) pour quantifier l’impact du contenu sur le débit. Cette
métrique de contenu est directement liée au contenu de l’image et
peut donc être différente pour chaque image. Le débit est supposé
proportionnel à la métrique de contenu. Cette hypothèse sera jus-
tifiée dans le Chap. 4. Ainsi, le modèle intrinsèquement discret de
l’encodeur est donné par :
r(k) = g(f, q, k)c(k) (9)
où g est la fonction qui donne les combinaisons réalisables de para-
mètres d’encodages.
Définition 7 (Fonction réalisable dans l’espace d’encodage).
La fonction g est une fonction implicite non linéaire paramétrée par
l’entrée unique u.
g(f, q, k) = u(k) (10)
où u(k) est la nouvelle entrée unique au temps k. La fonction
réalisable g couvre toutes les combinaisons de paramètres d’enco-
dage (f(k), q(k)) qui correspondent à l’entrée unique u(k) donnée
(Fig. 17). La fonction g dépend du contenu de l’image et évolue dy-
namiquement ; elle sera déterminée à l’aide de la méthode du map-
ping (mise en correspondance) (Chap. 4).
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Dans cette section, la fonction g permet de définir un modèle
de l’encodeur indépendant des paramètres d’encodage. A partir des
Equ. (9) et (10), nous obtenons un modèle pour le contrôle.
Définition 8 (Modèle abstrait de l’encodeur). Le modèle abs-
trait de l’encodeur est discret à une entrée et une sortie (siso pour
Single Input Single Output).
r(k) = u(k)c(k) (11)
Ce modèle possède une entrée u(k), une sortie r(k) et une per-
turbation c(k) sans mention des paramètres d’encodage (Fig. 16b).
Pour l’implémentation, la combinaison des valeurs des para-
mètres d’encodage f(k) et q(k) est choisie à partir de l’entrée unique
u(k) et du bloc de découplage (Fig. 16c). Le découplage utilise la mé-
thode du mapping présentée dans le Chap. 4.
f
q





Fig. 17: La fonction g = u (bleu continu) passe par toutes les combi-
naisons (f, q) possibles. Pour une valeur de l’entrée unique u donnée,
n’importe quelles de ses combinaisons (f, q) peuvent choisies, comme
par exemple ¶ et ·. La fonction g est déterminée à l’aide de la mé-
thode du mapping présentée au Chap. 4.
58 3 Modèle pour le contrôle de débit
3.4 Conclusion
Dans ce chapitre, nous avons développé une représentation en-
trée/sortie avec un actuateur linéaire pour le contrôle de débit. Cela
permet de suivre une consigne de débit, malgré un contenu d’images
variable. Nous avons utilisé l’approche système qui permet d’obte-
nir une représentation adaptée au contrôle. Nous avons modélisé la
transmission par un tampon fifo, où les données subissent un délai
si le débit dépasse le débit disponible. Le débit est lié de manière
non linéaire à certains paramètres d’encodage. Afin de pouvoir dé-
velopper des stratégies de contrôle linéaire, nous avons développé
un modèle linéaire de l’encodeur où le débit est proportionnel à une
entrée abstraite. Cela permet de traiter plusieurs paramètres d’en-
codage de manière abstraite.
Le mécanisme de contrôle de débit proposé est situé au niveau
de l’encodage. Ceci permet de supprimer le tampon de sortie du
flux vidéo et de diminuer le délai relatif. Le modèle abstrait proposé
combiné à la méthode du mapping (Chap. 4) permet de maximiser
la qualité tout en contrôlant le débit, comme proposé précédem-
ment pour des applications connexes [45]. L’utilisation du modèle
abstrait proposé permet en plus d’intégrer cette notion de qualité
indépendamment de l’algorithme de compression choisi. Par rapport
au contrôle de débit classique, les stratégies de contrôle basées sur
l’automatique (Sect. 3.1.2) permettent d’améliorer les performances.
Cependant elles ne garantissent pas la stabilité car le modèle uti-
lisé n’est pas linéaire [49]. Le modèle linéaire proposé permet de
concevoir un contrôleur en tenant compte des performances et de la
stabilité.
Le contrôle de débit développé modifie la valeur de la variable
abstraite d’entrée unique u(k). Pour être implémenté en pratique,
il est nécessaire de déterminer la valeur des paramètres d’encodage
(fréquence et quantification) sur la base de cette variable d’entrée,
grâce à la fonction réalisable g. Le Chap. 4 présente la méthode qui
permet d’y parvenir.
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Le contrôle de débit développé dans ce chapitre est utilisé par le
schéma d’adaptation présenté dans le Chap. 5. Grâce à l’intégration
du modèle de qoe présenté dans le Chap. 2 et le mapping présenté
dans le Chap. 4, les paramètres d’encodage sont adaptés pour obtenir
la meilleure expérience utilisateur possible.
4Méthode du mapping
Le mapping permet d’appliquer le contrôle de dé-
bit abstrait à un encodeur réel.
Le contrôle de débit présenté dans le Chap. 3 permet de détermi-
ner la valeur de l’entrée unique u pour suivre le débit de référence du
flux vidéo. Pour que le contrôle de débit soit applicable, il est néces-
saire de transposer cette entrée unique en paramètres d’encodage.
Les paramètres d’encodage choisis (fréquence et quantification) et
l’entrée unique u sont reliés par la fonction réalisable g dans l’espace
d’encodage.
Ce chapitre présente une méthode générique pour déterminer la
fonction g d’un encodeur. Ainsi, la valeur des paramètres d’encodage
est choisie en fonction de la valeur de l’entrée unique (Fig. 18). Cela
















Fig. 18: Le contrôle de débit donne la valeur de l’entrée unique u(k).
La méthode du mapping détermine la fonction réalisable g qui per-
met de choisir les paramètres d’encodage ve(k).
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La fonction réalisable g dans l’espace d’encodage est équivalente
à une nouvelle fonction h dans un autre espace. Nous construisons
cette nouvelle fonction grâce à la connaissance du système encodeur.
Un mapping permet ensuite de faire correspondre ces deux fonctions
et ainsi de déterminer la fonction réalisable dans l’espace d’encodage.
Dans ce chapitre, la méthode dumapping est appliquée à la classe
d’encodeurs de type transformée en cosinus discrète (dct pour Dis-
crete Cosine Transform). La Sect. 4.1 rappelle le principe d’encodage
dct. Les étapes de la compression d’une image en jpeg (Joint Pho-
tographic Experts Group) y sont présentées. La Sect. 4.2 introduit
la fonction réalisable h dans l’espace linéaire. Le mapping Φ, per-
mettant de passer entre l’espace linéaire de h et l’espace d’encodage
de g, est présenté dans la Sect. 4.3. L’analyse dans le ρ-domaine de
la Sect. 4.4 présente une nouvelle variable utilisée par le mapping
Φ2. L’algorithme permettant de déterminer le mapping en temps
réel est présenté dans la Sect. 4.5. La Sect. 4.6 présente l’application
du contrôle de débit à un flux vidéo encodé en jpeg. La Sect. 4.7
conclut ce chapitre en rappelant les principales contributions.
4.1 Compression DCT
L’encodage vidéo a pour objectif de diminuer le débit du flux
vidéo tout en gardant une qualité demandée. L’encodeur-décodeur
(codec pour COder-DECoder) est le mécanisme responsable de la
compression et de la décompression du flux vidéo. La compression
vidéo tire partie des redondances spatiales et/ou temporelles du flux
d’images pour diminuer le volume d’information nécessaire pour re-
présenter le flux vidéo.
Nous expliquons l’encodage vidéo en traitant le cas simple de la
compression m-jpeg (Motion Joint Photographic Experts Group).
Chaque image est compressée séparément en jpeg et seule la re-
dondance spatiale est traitée. Il est ainsi possible d’illustrer l’enco-
dage vidéo avec la compression d’une seule image. L’algorithme de

































Fig. 19: Etapes d’encodage et de décodage d’une image pour un
encodeur dct. La taille de l’image o compressée dépend du facteur
de quantification q, des tables de quantification T et des facteurs
d’échantillonnage s .
compression jpeg transforme une image en un volume de données
compact précédé d’un en-tête 1.
Les étapes de la procédure d’encodage jpeg sont illustrées avec
une image de référence (800 × 600 pixels avec une profondeur de
couleurs de 24 bits en rgb (Red Green Blue) avec une résolution de
8 bits). La Fig. 19 montre les étapes de la procédure d’encodage.
1. header
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La taille S de l’image non compressée dépend de sa largeur W ,
sa hauteur H et de la profondeur de couleurs D.
S = WHD (12)
4.1.1 Espace de couleurs et échantillonnage
L’image de base est représentée dans l’espace de couleurs YCbCr
(luminance-chrominance). L’image est composée de trois compo-
santes :
1. la luminance
2. la chrominance bleue
3. la chrominance rouge.
Cet espace de couleurs permet de réduire la taille d’une image
grâce au fait que l’oeil humain est plus sensible à la luminance
qu’à la chrominance. Ainsi, il est possible de diminuer la réso-
lution de la chrominance sans altérer la qualité de l’image. Le
sous-échantillonnage consiste à réduire la taille des composantes de
chrominance en diminuant la résolution verticale et/ou horizontale.
Après cette étape, les trois composantes sont traitées de manière
similaire.
La taille de l’image sous-échantillonnée S ′ dépend des facteurs
d’échantillonnage vertical sV et horizontal sH . Le sous-échantillon-
nage s est généralement de 12 ou
1
4 . Il se peut que la hauteur/largeur
de l’image ne soit pas divisible par 2 ou 4. Dans ce cas, la dimension
de l’image est artificiellement augmentée en ajoutant des lignes ou
colonnes. La taille de la composante de luminance est notée S ′Y , celle
de la chrominance S ′C . La luminance et les chrominances ont chacune
une résolution de 8 bits, notée d .
S ′ = S ′Y + 2S
′
C (13)
S ′C = ⌈W sH⌉⌈HsV ⌉d (14)
S ′Y = WHd (15)
La Fig. 20 illustre cette étape de la procédure de compression.













Fig. 20: Transformation d’espace de couleur et sous-échantillonnage.
L’image initiale ¶ est représentée en rgb ·, puis en YCbCr avec
différents facteurs échantillonnage : ¸ sH = sV = 1, ¹ sH = sV = 12
et º sH = 14 , sV =
1
2 .
4.1.2 Découpage en blocs
L’algorithme jpeg découpe les trois composantes de l’image en
blocs, généralement de 8×8 pixels. Chaque bloc f contient 64 pixels
qui ont en principe une grande ressemblance.
Le nombre de blocs N est composé du nombre de blocs de lu-
minance NY et du nombre de blocs de chaque chrominance NC . A
nouveau, la dimension de l’image est augmentée artificiellement si
les valeurs ne sont pas divisibles.
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128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 90
128 128 128 128 128 90 90 90
128 128 90 90 90 90 90 90
90 90 90 90 90 90 90 90
90 90 90 90 90 90 90 90
90 90 90 90 90 90 90 90


Fig. 21: Découpage des trois composantes en blocs f de pixels. L’un
des N blocs est illustré.
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4.1.3 DCT
La méthode de la dct permet de transcrire des données du do-
maine d’amplitude vers le domaine fréquentiel. Dans le cas de la
compression jpeg, chaque bloc de 8 × 8 pixels est représenté dans
le domaine fréquentiel par une matrice de 8 × 8 coefficients dct.
La dct bi-dimensionnelle de type II est utilisée pour convertir les
pixels f (x, y) en fréquences F (u, v). La transformée et son inverse
s’expriment mathématiquement par [58] :

































avec les coefficients normalisant :{
C(u), C(v) = 1√
2
pour u, v = 0
C(u), C(v) = 1 sinon.
(21)
Le nombre de matrices de coefficients F correspond au nombre
de blocs N . La dct ne diminue pas la quantité de données néces-
saire pour représenter l’image. Cependant, elle permet de séparer les
fréquences entre elles et ainsi de supprimer les fréquences les plus
élevées afin de réduire la quantité de données.
La dct est l’étape qui demande le plus de calculs – et donc de
temps – dans la compression jpeg.
La Fig. 22 illustre cette étape de la procédure de compression.




128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 90
128 128 128 128 128 90 90 90
128 128 90 90 90 90 90 90
90 90 90 90 90 90 90 90
90 90 90 90 90 90 90 90







216 9 −1 2 0 0 −2 1
32 2 −2 1 −1 1 0 1
2 −10 0 −1 −1 1 2 0
−6 −3 5 −1 1 −2 1 −2
0 5 2 −1 2 −2 −1 0
1 2 −5 −2 1 1 0 2
−1 −2 −2 2 −2 2 0 0
0 1 3 4 −3 1 −1 −2


Fig. 22: dct sur la matrice f .
4.1.4 Quantification
La quantification permet de diminuer la taille de l’image com-
pressée. Cette étape réduit également la qualité de l’image com-
pressée. L’oeil humain est capable de remarquer des différences de
contraste entre des zones éloignées, mais il est moins à même de
distinguer des différences entre des zones rapprochées et donc à fré-
quence élevée. La quantification utilise ce principe pour réduire les
composantes à hautes fréquences des matrices F de coefficients dct.
Les coefficients dct sont divisés par des coefficients de quantifica-
tion. Plus la fréquence est élevée, plus le coefficient de quantification
sera grand. Il y a donc plus de chances qu’un coefficient lié à une
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fréquence élevée soit annulé par la division. Une matrice de quantifi-
cation T regroupe ces coefficients diviseurs pour les composantes de
luminance et de chrominance. Un facteur de pondération W est uti-
lisé pour accentuer ou diminuer l’effet de la matrice de quantification.
Ce facteur de pondération est fonction du facteur de quantification
q. La division engendre une matrice de coefficients dct quantifiés Q :
Q (u, v) =
F (u, v)
W (q)T (u, v)
(22)
avec pour la compression jpeg de la librairie distribuée par le “In-
dependent JPEG Group” (http ://www.ijg.org/), la relation entre




0.01 si q = 100
2− q50 si 50 < q < 100
50
q
si 0 < q < 50
50 si q = 0
(23)
et les tables de quantification [58] pour la luminance TY et la chro-




16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101







17 18 24 47 99 99 99 99
18 21 26 66 99 99 99 99
24 26 56 99 99 99 99 99
47 66 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99








216 9 −1 2 0 0 −2 1
32 2 −2 1 −1 1 0 1
2 −10 0 −1 −1 1 2 0
−6 −3 5 −1 1 −2 1 −2
0 5 2 −1 2 −2 −1 0
1 2 −5 −2 1 1 0 2
−1 −2 −2 2 −2 2 0 0








22 1 0 0 0 0 0 0
5 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


Fig. 23: Quantification d’une matrice F de luminance.
Plus le facteur W est grand (ou q petit), plus il y aura de coef-
ficients dct quantifiés nuls. Et grâce au codage entropique, la taille
de l’image compressée est liée au nombre de coefficients non-nuls.
La Fig. 23 illustre cette étape de la procédure de compression.
4.1.5 Codage entropique
Le codage entropique est un algorithme de codage sans perte
qui permet de représenter une suite de signes à dimension fixe (par
exemple des nombres) par une suite de signes à dimension variable
(par exemple des codes binaires). Le codage de Huffman est l’algo-




22 1 0 0 0 0 0 0
5 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


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Fig. 24: Codage entropique en zigzag pour la matrice Q .
rithme utilisé pour la compression jpeg. La suite binaire est géné-
ralement plus compacte que la suite de nombres. Par exemple, si la
suite de signes en entrée se termine par de nombreux zéros, un seul
signe la remplacera avantageusement.
Afin de maximiser la probabilité d’avoir de nombreux zéros en
fin de suite, la matrice des coefficients quantifiés est lue en zigzag.
Les coefficients liés aux fréquences les plus élevées ayant été annulés
se retrouvent en fin de lecture.
La Fig. 24 illustre cette étape de la procédure de compression.
4.1.6 Décompression JPEG
La décompression de l’image utilise le procédé inverse de la com-
pression (Fig. 19). Certaines informations nécessaires à la décom-
pression sont contenues dans l’en-tête de l’image. L’image compres-
sée subit le décodage entropique pour retrouver la matrice des coef-
ficients dct quantifiés Q . Cette matrice est multipliée par le facteur
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de pondération W et par la table de quantification T . Puis la dct
inverse est appliquée à la matrice de coefficients F pour obtenir les
blocs f de 8× 8 pixels. La qualité de l’image quantifiée est évidem-
ment plus faible que la qualité de l’image originale.
4.1.7 Taille de l’image compressée
La taille de l’image compressée correspond à la quantité de don-
nées nécessaire pour représenter la suite de signes après l’encodage
entropique. Elle dépend principalement du facteur de quantification
q et du contenu de l’image.
Dans cette thèse, les images sont encodées en jpeg sans sous-
échantillonnage avec la librairie distribuée par le “Independent JPEG
Group” (http ://www.ijg.org/).
4.2 Fonction réalisable dans l’espace linéaire
Nous cherchons à déterminer la fonction réalisable g(f, q, k) dans
l’espace d’encodage en fonction du paramètre u. Cette section pré-
sente une nouvelle fonction réalisable h équivalente à g, dans un
espace où le paramètre u a un sens naturel. Une seconde approche
de modélisation du débit permet de définir h.
Le débit r correspond au volume de données par unité de temps.
Pour le débit d’un flux vidéo, le volume de données correspond à
la taille de l’image compressée o (ou plus généralement au volume
de données nécessaire pour reconstituer une nouvelle image), alors
que l’unité de temps est donnée par la période de temps entre deux
images successives p. Ainsi, le débit à l’instant k est mesuré grâce à
la taille compressée de l’image k et la période de temps jusqu’à la
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Le facteur de quantification q n’est pas proportionnel à la taille
de l’image compressée o (Fig. 15). Pour les besoins du développe-
ment, nous introduisons une nouvelle variable linéaire l de telle sorte
qu’elle soit proportionnelle à la taille de l’image compressée o. Cette
proposition sera confirmée dans la Sect. 4.4.1, la variable linéaire l
correspondant à une métrique interne au processus de compression.
Le facteur de multiplication entre la variable linéaire et la taille de
l’image correspond à la métrique de contenu c(k).
o(k) = l(k)c(k) (27)
A partir des Equ. (26) et (27), le débit devient ainsi fonction de








Nous définissons h comme étant la fonction de la variable linéaire
et de la période de temps pour obtenir une nouvelle expression pour
le débit.




r(k) = h(p, l, k)c(k) (30)
Pour rappel, le modèle linéaire de l’encodeur est donné par
l’Equ. (11) :
r(k) = u(k)c(k)
Ainsi, les Equ. (11), (29) et (30) nous donnent :




l(k) = p(k)u(k) (32)
La fonction h(p, l, k) est donc paramétrée par u, où le paramètre
u peut être interprété comme la pente d’une droite appartenant au
faisceau de droites dans le plan p et l (Fig. 25).








h = u3h = u4h = u5
Fig. 25: La fonction réalisable dans l’espace linéaire h = u correspond
à une droite. Pour une valeur de l’entrée unique u donnée, n’importe
lequel de ses points (p, l) peut être choisi, comme par exemple (p1, l1)
ou (p2, l2) pour h = u4.
Nous pouvons définir la fonction h et son espace de manière si-
milaire à la définition de la fonction g (Déf. 7).
Définition 9 (Espace linéaire). L’espace linéaire est l’espace en-
gendré par la variable linéaire l et la période p. Cet espace est appelé
"linéaire" car un débit donné est représenté par une droite.
Définition 10 (Fonction réalisable dans l’espace linéaire).
La fonction h est une fonction implicite non linéaire paramétrée
par u.
h(p, l, k) = u(k) (33)
où u(k) est l’entrée unique au temps k. La fonction réalisable h
couvre toutes les combinaisons de paramètres d’encodage (l(k), p(k))
qui correspondent à l’entrée unique u(k) donnée (Fig. 25).
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4.3 Définition du mapping
Les fonctions g(f, q, k) (Déf. 7 à la Sect. 3.3.2) et h(p, l, k)
(Déf. 10) sont toutes deux paramétrées par u. Ces deux fonctions
g et h sont équivalentes dans des espaces différents. Cette section
présente le mapping qui permet de faire correspondre g et h.
g(f, q, k) = h(p, l, k) = u(k) (34)
Définition 11 (Mapping Φ). Le mapping Φ est l’application qui
fait correspondre l’espace linéaire (engendré par p et l) à l’espace
d’encodage (engendré par f et q). Ce mapping permet de passer de
la fonction h à la fonction g pour déterminer les entrées de l’encodeur
f et q. Le mapping Φ et son inverse Φ−1 dépendent du contenu de
l’image et donc du temps.
(f, q, k) = Φ(p, l, k) (35)
(p, l, k) = Φ−1(f, q, k) (36)
Le mapping Φ permet de faire correspondre un point ou une fonc-
tion entre les deux espaces (Fig. 26).
Grâce à la connaissance du système, il est possible de dissocier
le mapping Φ en deux sous-parties indépendantes.
Définition 12 (Mapping Φ1). Le mapping Φ1 est l’application qui
fait correspondre la période p à la fréquence f . La fréquence corres-
pond à l’inverse de la période entre deux images successives.








Le mapping Φ1 ne dépend pas du temps.












Fig. 26: La mapping Φ fait correspondre un point et une fonction
(courbe).
Définition 13 (Mapping Φ2). Le mapping Φ2 est l’application qui
fait correspondre la variable linéaire l au facteur de quantification q.
q(k) = Φ2(l, k) (39)
l(k) = Φ−12 (q, k) (40)
Le mapping Φ2 dépend du temps.




















, (Φ−12 (q, k), k)
)
(29)
= fΦ−12 (q, k) (41)
4.3.1 Graphique des quatre quadrants
La Fig. 27 représente graphiquement le mapping Φ pour passer
de h(p, l, k) à g(f, q, k). Le quadrant en haut à gauche représente
la fonction h(p, l, k) dans l’espace linéaire, paramétrée par l’entrée

























h(p, l, k) = u
g(f, q, k) = u
f = Φ1(p) =
1
p
q = Φ2(l, k)
Fig. 27: Le mapping Φ fait correspondre la fonction réalisable h
(bleu continu) dans l’espace linéaire vers la fonction réalisable g (vert
traitillé) dans l’espace d’encodage. Le mapping Φ1 (rouge pointillé)
permet de passer de p à f . Le mapping Φ2 (noir mixte) permet de
passer de l à q.
unique u(k) sélectionnée par l’algorithme de contrôle de débit. Le
quadrant en haut à droite représente le mapping Φ1 qui donne la
correspondance statique entre p et f . Le mapping Φ2 entre l et q,
illustré dans le quadrant en bas à gauche, dépend du contenu de
l’image ; il est déterminé grâce à l’algorithme direct (Sect. 4.5). Le
mapping complet Φ permet de faire correspondre h à g dans l’espace
d’encodage (quadrant en bas à droite). La courbe g(f, q, k) corres-
pond à l’ensemble des paramètres d’encodage en adéquation avec
l’entrée unique u(k) donnée par le contrôle de débit. L’espace d’en-



































Fig. 28: Présentation du mapping de trois points de h vers g. Le
point ¶ correspond à un q maximum, le point · à un f maximum
et le point ¸ à une valeur intermédiaire.
codage étant l’espace dans lequel le modèle de qoe est défini, il est
possible d’utiliser ce modèle pour choisir f et q. Le schéma d’adap-
tation global (Chap. 5) permet de déterminer les valeurs de f et q
qui maximisent la qoe.
La Fig. 28 présente la construction de la fonction g à partir de
la fonction h et des mapping Φ1 et Φ2. Des points appartenant à
h dans l’espace linéaire sont mis en correspondance vers l’espace
d’encodage.


























¶ u = 0.3
· u = 1




Fig. 29: La fonction g change avec l’entrée unique u. La valeur de
l’entrée unique augmente de ¶ à ¸.
Evolution de la fonction réalisable g
La fonction réalisable g évolue en fonction de l’entrée unique u
et du mapping Φ2 qui dépend du contenu du flux vidéo.
La valeur de l’entrée unique u provient du contrôle de débit.
Lorsque le débit doit être augmenté, la valeur de u augmente. Ceci a
un effet direct sur la fonction réalisable h dont la pente correspond
à la valeur de u. Au travers du mapping Φ, ces changements dans h
sont transposés sur la fonction réalisable g dans l’espace d’encodage
(Fig. 29).
Le mapping Φ2 fait correspondre la variable linéaire l au pa-
ramètre de quantification q. La fonction Φ2 varie en fonction du































Fig. 30: La fonction g change lorsque le contenu du flux vidéo varie
(et donc le mapping Φ2). Le contenu s’enrichit de ¶ à ¸.
contenu du flux vidéo. Ainsi pour une fonction h fixe, le contenu
modifie la fonction réalisable g (Fig. 30).
4.4 Mapping Φ2
Il est nécessaire de déterminer le mapping Φ2 pour définir entiè-
rement la fonction cherchée g et ainsi pouvoir choisir la valeur les
paramètres d’encodage f(k) et q(k). Cette section présente la ma-
nière de déterminer le mapping Φ2 qui fait correspondre la variable
linéaire l au facteur de quantification q pour un encodeur basé sur
la dct. Comme le paramètre de quantification q possède des valeurs
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discrètes, il n’est pas possible d’obtenir une relation analytique pour
le Φ2. Ainsi, le mapping Φ2 est représenté sous forme numérique.
La Sect. 4.4.1 présente l’analyse du ρ-domaine présentée par He
et Mitra. Sur la base de cette analyse, la Sect. 4.4.2 justifie le com-
portement linéaire de la variable l par rapport à la taille de l’image
compressée o.
L’algorithme direct permettant de déterminer le mapping Φ2 en
temps réel est proposé dans la Sect. 4.5.
4.4.1 Analyse dans le ρ-domaine
La variable linéaire l introduite précédemment correspond à une
métrique interne à la compression dct provenant du modèle linéaire
proposé par He et Mitra [59]. Nous présentons ici les résultats ob-
tenus par He et Mitra pour l’analyse dans le ρ-domaine. Dans leur
travail, le débit r du flux vidéo est contrôlé uniquement par le para-
mètre de quantification q, alors que la fréquence f reste constante.
La relation entre q et r est décrite par la fonction débit-quantifi-
cation dénotée R(q). Si cette fonction est connue, il est possible d’at-
teindre le débit de consigne rr avec un paramètre de quantification
q correspondant à l’inverse de la fonction q = R−1(rr). Cependant,
la fonction R(q) est complexe et son modèle influence directement
la performance du contrôle de débit.
He et Mitra expliquent que les zéros jouent un rôle important
dans l’encodage d’images et de flux vidéo. Les auteurs proposent
donc d’utiliser une nouvelle variable ρ pour représenter le pourcen-
tage de zéros dans les coefficients dct quantifiés. Il s’avère que ρ
croît de manière monotone avec q. Il existe ainsi un mapping bijectif
entre ces deux paramètres. Les auteurs montrent que la fonction liant
le débit et le pourcentage de zéros R(ρ) est toujours une fonction
linéaire.
R(ρ) = θ(1− ρ) (42)
où θ est une constante liée au contenu de l’image.
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En résumé, He et Mitra ont montré qu’il existe une variable in-
terne de l’encodeur qui se rapporte au débit de façon linéaire.
4.4.2 Interprétation du ρ-domaine
Notre approche du contrôle de débit et du modèle de l’encodeur
se base sur les principes du ρ-domaine. Cela permet d’obtenir l’algo-
rithme direct pour lemapping Φ2 (Sect. 4.5). Nous utilisons la notion
de linéarité pour la conception de notre contrôleur ainsi que l’analyse
du ρ-domaine pour valider notre modèle linéaire d’encodeur.
La variable linéaire l est définie comme le pourcentage de coeffi-
cients dct non nuls après quantification, c’est-à-dire les coefficients
des matrices Q de l’Equ. (22). Cette variable est définie dans le ρ-
domaine par l = (1− ρ). La métrique de contenu c correspond, dans
le ρ-domaine, à la constante liée au contenu θ. Cela confirme la re-
lation linéaire pour la taille de l’image compressée o de l’Equ. (27)
utilisée pour la fonction réalisable (Sect. 4.2).
Images encodées en JPEG
Des mesures sur quelques images (Annexe C) permettent d’illus-
trer l’analyse dans le ρ-domaine proposée par He et Mitra pour la
compression jpeg ainsi que notre modèle linéaire. La Fig. 31 pré-
sente les quatre images utilisées pour illustrer le modèle linéaire de
l’encodeur. La Fig. 32 montre la relation linéaire entre la variable l
et la taille de l’image compressée o. Il est intéressant de noter que la
relation pour la première image est affine et non pas linéaire comme
c’est le cas pour les autres images. La prochaine section détaille ce
cas.
Relation affine
La première image de la Fig. 31 se différencie des trois autres
images par le fait qu’elle a été générée pour la ar. Cette image
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(a) (b)
(c) (d)
Fig. 31: Images de test (Annexe C) pour le ρ-domaine.
comporte un objet virtuel et un fond uniforme noir (le noir devient
transparent lors de l’affichage pour l’utilisateur). Comme on peut
le voir sur la Fig. 32a, la relation entre la variable l et la taille de
l’image o est affine. Ceci s’explique par le grand nombre de coef-
ficients nuls dans la matrice F dus au fond noir. De nombreuses
matrices pondérées Q sont donc quasiment remplies de zéros, mais
le codage entropique ne permet pas de les compresser infiniment.
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Fig. 32: Relation entre la variable l et la taille de l’image compressée
o pour les quatre images de test.
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Pour l’implémentation, les équations du modèle doivent être mo-







où δ représente le décalage vertical de la relation affine. Sa valeur
peut être mesurée pour le besoin de l’implémentation.














et finalement, l’Equ. 41 définissant g est étendue sans perte de gé-
néralité
g(f, q, k) = fΦ−12 (q, k) + fδ(k). (46)
Pour la suite du chapitre, nous gardons le modèle linéaire validée
pour la majorité des images. Cependant les modifications nécessaires
sont utilisées lors de l’implémentation lorsque la relation entre la
variable l et la taille de l’image compressée o est affine.
4.5 Algorithme direct
Pour pouvoir appliquer le modèle générique de l’encodeur, il est
nécessaire de déterminer le mapping Φ2 entre la variable linéaire l et
le paramètre de quantification q. Une méthode naïve pour détermi-
ner Φ2 serait de compresser l’image avec toutes les valeurs possibles
de facteurs de quantification, de mesurer le pourcentage de coeffi-
cients dct non nuls et d’en déduire une table de correspondance.
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Cette solution à plusieurs passes 2 n’est pas envisageable car elle né-
cessite de compresser l’image une infinité de fois afin de déterminer
Φ2 avec précision. L’encodage d’image est un processus qui prend un
certain temps, cette solution n’est donc pas envisageable pour une
implémentation en temps réel.
Pour permettre un encodage en temps réel, nous proposons un
algorithme direct qui ne nécessite qu’une passe 3 d’encodage (Fig 33).
Après la transformation dct des matrices f , l’image est représentée
sous forme fréquentielle par N matrices F de 8×8 coefficients. Dans
le procédé de compression complet, chaque coefficient F (u, v) est
ensuite pondéré par la valeur WT (u, v), où W dépend du facteur de
quantification q.
Nous proposons une méthode qui permet de prédire quels coeffi-
cients de F sont annulés lors de l’étape de quantification, sans exé-
cuter la quantification. Nous construisions ainsi le mapping Φ2 nu-
mérique en temps réel. A partir des tables de quantification T , nous
déterminons tout d’abord les seuils de quantification, dépendant de
q, au-delà desquels les valeurs des coefficients seraient amenées à
zéro. Nous comptons ensuite le nombre d’occurrence des valeurs des
coefficients que nous regroupons dans un histogramme. Finalement,
nous construisons le mapping qui relie le pourcentage de coefficients
nuls, au paramètre de quantification q grâce aux seuils et aux histo-
grammes.
4.5.1 Seuils de quantification
Le seuil de quantification correspond à la valeur en dessous de
laquelle le coefficient aurait été amené à zéro s’il avait subi l’étape
de quantification. Ce seuil dépend du facteur de quantification q et
de la valeur de la table de quantification T pour la position (u, v).
2. multi-pass
3. single-pass











Fig. 33: Etapes de l’algorithme du mapping Φ2 entre l et q.






275 , 275, 138,
q=3︷︸︸︷
92 , . . . , 1, 1,
q=100︷︸︸︷
1 ]
Fig. 34: Etape du calcul des seuils de quantification pour le coefficient
de luminance (u, v) = (0, 1).
Les facteurs de quantification possibles sont mis sous la forme d’un
vecteur croissant q = [0, . . . , q, . . . , 100]. Les seuils sont également re-
présentés sous forme d’un vecteur r = [r0, . . . , rq, . . . , r100] où l’indice
correspond au facteur de quantification.
rq =
⌈




La Fig. 34 montre comment les seuils r sont calculés pour le
coefficient de luminance (u, v) = (0, 1).
Les tables de quantification T sont fixes et connues à l’avance.
De ce fait, le vecteur r peut être calculé à l’avance et simplement
utilisé comme tel en temps réel.
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
216 9 −1 2 0 0 −2 1
32 2 −2 1 −1 1 0 1
2 −10 0 −1 −1 1 2 0
−6 −3 5 −1 1 −2 1 −2
0 5 2 −1 2 −2 −1 0
1 2 −5 −2 1 1 0 2
−1 −2 −2 2 −2 2 0 0





534 47 34 30 26 18 14 6
24 35 34 29 28 18 16 6
9 13 14 11 11 6 6 4
−6 −5 −3 −6 −3 −5 1 −1
−6 −11 −10 −8 −7 −4 −3 −2
−1 −5 −6 −5 −3 0 −1 −1
5 6 6 4 2 4 2 1







a = [a0, . . . ,9, 47, . . . , ai, . . . , aNY ]
Fig. 35: Deux matrices F (parmi de nombreuses autres) avec mise
en évidence du coefficient (u, v) = (0, 1).
4.5.2 Histogramme des occurrences
Un histogramme des occurrences des valeurs des coefficients est
construit pour chaque position (u, v) des coefficients. Nous avons
donc 8 × 8 = 64 histogrammes pour la composante de luminance.
Comme les deux composantes de chrominance utilisent la même
table de quantification, nous obtenons 64 histogrammes supplémen-
taires pour un total de NH = 128 histogrammes.
Pour chaque position (u, v) de coefficients de luminance (idem
pour la chrominance), un vecteur a regroupe la valeur absolue du
coefficient des NY matrices F . La Fig. 35 montre la création du vec-
teur a pour la position (u, v) = (0, 1) de la composante de luminance.
Pour chaque position (u, v) de coefficients, un histogramme h est
créé à partir du vecteur a. Cet histogramme représente le nombre
d’occurrences des valeurs présentes dans le vecteur a. Il est représenté
sous forme de vecteur ou graphique (Fig. 36).
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h h = [1529, 137, 159, 152, 170,
110, 136, 226, 155, 127, 131,
124, 127, 94, 163, 96, 109, 73,
101, 79, 94, 93, 78, 70, 84,
51, . . . , hi, . . . , hmax]
Fig. 36: Histogramme des occurrences pour les valeurs du coefficient
(u, v) = (0, 1). La valeur 9 issue de la matrice F de la Fig. 35 incré-
mente la neuvième occurrence (la valeur 127, en évidence en rouge
sur l’histogramme).
En utilisant les tables de quantification usuelles, le nombre d’his-
togrammes peut être réduit à environ NH = 70 en regroupant les
coefficients qui ont le même facteur dans la table de quantification.
4.5.3 Construction du mapping
Le mapping numérique Φ2 fait correspondre le pourcentage de
coefficients non-nuls l au facteur de quantification q. Le pourcentage
de coefficients non-nuls correspond au rapport entre le nombre de
coefficients qui n’auraient pas été amenés à zéro et le nombre total
de coefficients.
Le nombre total de coefficients NT peut être calculé simplement
à partir du nombre de matrices F .
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NT = 64(NC +NY )
Grâce aux seuils et aux histogrammes, il est possible de calculer
le nombre de coefficients nuls N0 et donc également non-nuls N0¯ en
fonction du facteur de quantification q.





où le nombre de coefficients nuls N ′0 de chacune des NH positions





Reprenons le cas des coefficients de luminance pour la position
(u, v) = (0, 1) pour illustrer le calcul de N0. Pour q = 3, nous obte-
nons rq=3 = 92 et donc N ′0(q = 3) = 6630 (Fig. 37). Pour q = 100,
nous avons rq=100 = 1 et donc N ′0(q = 100) = 1529.
La variable linéaire l correspond au pourcentage de coefficients
non-nuls. En reprenant l’Equ. (40), l’inverse du mapping Φ−12 (q) de-
vient finalement, en omettant l’instant k :




Le mapping Φ2 (Fig. 38) se présente sous la forme d’une table
de correspondance entre l et q. Par exemple pour une image donnée
(Fig. 31b), le mapping q = Φ2(l) et son inverse l = Φ−12 (q) est
représenté numériquement par le Tableau 3.
4.5.4 Validation de l’algorithme direct
L’algorithme direct permet de trouver le mapping numérique Φ2
entre le facteur de quantification q et la variable linéaire l. Cet algo-
rithme est validé avec l’estimation de la taille de l’image compressée
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Fig. 37: Somme de toutes les valeurs qui auraient été égales à zéro
après quantification pour un facteur q = 3 et donc rq=3 = 92. La
somme jusqu’à 92 (en évidence en vert) donne N ′(q = 3) = 6630.
q 0 1 2 3 4 5 6 7 8 9 10 11 12
l 0.005 0.005 0.010 0.012 0.013 0.014 0.015 0.016 0.018 0.019 0.020 0.021 0.022
q 13 14 15 16 17 18 19 20 21 22 23 24 25
l 0.023 0.023 0.024 0.025 0.026 0.027 0.028 0.029 0.029 0.030 0.031 0.032 0.032
q 26 27 28 29 30 31 32 33 34 35 36 37 38
l 0.033 0.034 0.035 0.035 0.036 0.037 0.038 0.038 0.039 0.040 0.041 0.041 0.042
q 39 40 41 42 43 44 45 46 47 48 49 50 51
l 0.042 0.043 0.044 0.044 0.045 0.046 0.046 0.047 0.048 0.048 0.049 0.050 0.050
q 52 53 54 55 56 57 58 59 60 61 62 63 64
l 0.051 0.052 0.052 0.053 0.054 0.055 0.056 0.056 0.057 0.058 0.059 0.060 0.061
q 65 66 67 68 69 70 71 72 73 74 75 76 77
l 0.062 0.064 0.065 0.066 0.067 0.069 0.071 0.072 0.074 0.077 0.077 0.079 0.082
q 78 79 80 81 82 83 84 85 86 87 88 89 90
l 0.084 0.086 0.089 0.093 0.096 0.100 0.103 0.108 0.112 0.117 0.124 0.129 0.137
q 91 92 93 94 95 96 97 98 99 100
l 0.146 0.155 0.168 0.185 0.206 0.241 0.289 0.370 0.524 0.641
Tableau 3: Table de correspondance entre q et l du mapping Φ2 pour
une image donnée.






Fig. 38: Le mapping Φ2 est calculé à partir des histogrammes h et
des vecteurs de seuils r .
o à partir du facteur de quantification q et de la métrique de contenu
c grâce à l’Equ. (27).
La taille de l’image compressée est estimée à partir de l’algo-
rithme direct pour les quatre images de test (Fig. 31). La Fig. 39
montre l’estimation oˆ et la mesure o de la taille de l’image com-
pressée. La taille o est mesurée après avoir compressé l’image avec
chaque facteur de quantification (de 0 à 100). L’estimation oˆ est ob-
tenue à partir de la métrique de contenu c de l’image mesurée une
fois pour toutes, et du mapping Φ2 calculé en une passe. La taille
estimée est proche de la taille mesurée, comme le montre l’erreur
e = |o−oˆ|
o
présentée dans la Fig. 40. L’estimation est spécialement
de bonne qualité pour des valeurs de quantification intermédiaires,
par exemple entre 10 et 90. Ces mesures confirment que le modèle
linéaire est applicable à ces images.
4.6 Application et résultats
La méthode du mapping permet de déterminer la valeur des pa-
ramètres d’encodage f et q qui correspond à l’entrée unique u liée
au débit de référence. Pour ce faire, le mapping Φ permet de passer
de la fonction réalisable h dans l’espace linéaire (l’entrée unique u
correspond à la pente d’une droite) à la fonction réalisable g dans
l’espace d’encodage (engendré par les paramètres f et q).
Cette section présente l’utilisation de la méthode du mapping
pour un encodeur de type m-jpeg. La Sect. 4.6.1 illustre la possibilité
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Fig. 39: Estimation (vert traitillé) et mesure (bleu continu) de la
taille de l’image compressée pour les quatre images de test.
de choisir entre les combinaisons de paramètres d’encodage pour
obtenir un débit constant. La Sect. 4.6.2 présente la combinaison
entre la méthode du mapping et le contrôle de débit (Chap. 3), avec
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Fig. 40: Erreur d’estimation de l’image compressée pour les quatre
images de test : e = |o−oˆ|
o
.
la conception du contrôleur de type intégrateur et les résultats de
mesures expérimentales sur différents flux vidéos.
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4.6.1 Choix des paramètres d’encodage
Pour une valeur de l’entrée unique donnée u liée au débit de
référence, il y a plusieurs combinaisons de paramètres d’encodage
possibles. Les paramètres d’encodage doivent être choisis sur la fonc-
tion réalisable g paramétrée par l’entrée unique u. Les Fig. 41 et 42
présentent le choix des paramètres d’encodage pour un flux vidéo
statique (contenu constant de la Fig. 31a).
La Fig. 41 montre le comportement du débit et des paramètres
d’encodage lorsque ces derniers évoluent arbitrairement sur la fonc-
tion réalisable g. Du début jusqu’à l’instant ¸, l’entrée unique vaut
u = 1.5 ; ensuite sa valeur change u = 3.
Du début jusqu’à l’instant ¶, les paramètres d’encodage f et q
sont choisis sur la courbe g = 1.5 de telle manière que leurs va-
leurs soient également réparties. De l’instant ¶ à l’instant ·, les
paramètres d’encodage sont choisis le long de la courbe g = 1.5 en
partant de la valeur de fréquence la plus grande possible jusqu’à la
valeur de fréquence la plus faible possible (Fig. 42).
De l’instant · à l’instant ¹, les paramètres d’encodage sont
à nouveau également répartis. A l’instant ¸ la valeur de l’entrée
unique a augmenté à u = 3 ; les paramètres doivent être choisis sur
la fonction g = 3 (Fig. 42). Cela a pour effet d’augmenter les valeurs
des paramètres d’encodage. De l’instant ¹ à l’instant º, les valeurs
des paramètres d’encodage sont choisis le long de la nouvelle courbe
g = 3 pour une fréquence f décroissante (Fig. 42).
La Fig. 41b montre que le débit résultant du choix des paramètres
d’encodage f et q reste quasiment constant. Les variations du débit
sont dues aux non-linéarités du système encodeur modélisé linéaire,
pour la relation entre la variable l et la taille de l’image compressée o.
Le contrôleur permettra d’éliminer ces variations ainsi que de forcer
le débit à suivre un débit de référence désiré.
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(a) Valeur des paramètres d’encodage : la fréquence f (bleu
continu) et le facteur de quantification q (vert traitillé).















(b) Mesure du débit du flux vidéo généré.
Fig. 41: Evolution temporelle du débit et des paramètres d’encodage
lorsque la valeur de l’entrée unique u change.
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4.6.2 Contrôle de débit
Le modèle de l’encodeur pour le contrôle de débit présenté au
Chap. 3 permet de suivre un débit de référence en dépit de la va-
riation du contenu et des non-linéarités du système encodeur. Cette
section présente la conception du contrôleur ainsi que des simula-

































Fig. 42: La fonction réalisable h = u (bleu continu) dans l’espace
linéaire correspond à une droite dont la pente vaut u. La fonction
réalisable g = u (vert traitillé) dans l’espace d’encodage correspond
au mapping Φ de la fonction h = u, pour deux valeurs de l’entrée
unique u = 1.5 et u = 3.
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Conception du contrôleur
Différentes stratégie de contrôle linéaire peuvent être mises en
place pour contrôler le système encodeur modélisé de manière abs-
traite, selon l’Equ (11). Le contrôleur est synthétisé utilisant l’hy-
pothèse courante [48, 59, 60] que le contenu c(k) est constant et de
valeur inconnue.
Nous utilisons un contrôleur de type intégrateur. La valeur de
son gain a doit être choisie de telle sorte que le système en boucle
fermée soit stable entrée bornée sortie bornée (bibo pour Bounded
Input Bounded Output), en fonction des valeurs de la métrique de
contenu c, et plus précisément de sa valeur maximale cmax. Afin
de garantir la stabilité, le gain est borné par le gain limite alim :
0 < a < alim = 2cmax . Le gain choisi détermine les performances
(par exemple le temps d’établissement) du système.
Flux vidéo statique
Afin de présenter les notions liées au mapping, le contrôle de
débit est tout d’abord appliquée à un flux vidéo dont l’image reste
identique, avec donc une métrique de contenu c fixe (Fig. 31a).
La Fig. 43 montre le comportement du débit contrôlé avec un
régulateur de type intégrateur, ceci pour différentes valeurs du gain
a. Le débit de référence rr varie en forme de signal carré. Les para-
mètres d’encodage sont choisis sur la fonction réalisable g de façon
à ce que leurs valeurs soient également réparties. Comme présenté
dans la section précédente, n’importe quel autre choix de paramètres
d’encodage sur la fonction réalisable g donne un débit résultant équi-
valent.
La valeur du gain est modifiée au cours du temps. Pour le flux
vidéo statique, la valeur de la métrique de contenu vaut environ
c ≈ 107. La valeur du gain limite vaut donc alim = 2 · 10−7.
Du début jusqu’à l’instant ¶, le gain est choisi à a = 0.4alim ; la
réponse est rapide et ne présente pas de dépassement. De l’instant ¶
à l’instant ·, la valeur du gain est diminuée à a = 0.1alim ; comme
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(a) Valeur du débit de référence (bleu continu) et mesure du
débit (vert traitillé).
















(b) Valeur des paramètres d’encodage : la fréquence f (bleu
continu) et le facteur de quantification q (vert traitillé).
Fig. 43: Evolution temporelle du débit et des paramètres d’encodage
en boucle fermée.
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nous pouvions nous y attendre, la réponse est bien plus lente. De
l’instant · à l’instant ¸, la valeur du gain est augmentée à a =
0.8alim ; la réponse présente de grands dépassements de consigne.
Dès l’instant ¸, le gain est augmenté au delà du gain limite a =
1.1alim ; le système devient instable dès qu’il y a un changement de
référence.
Flux vidéo dynamique
Lorsque le contenu du flux vidéo évolue au cours du temps, le
mapping Φ2 doit être recalculé pour chaque image. Cette section
présente la méthode du mapping appliquée à un flux vidéo de réfé-
rence (Fig. 44a). La Fig. 44b montre l’évolution du débit pour des
valeurs fixes de paramètres d’encodage. La variation du débit étant
très grande et la bande passante limitée, il est nécessaire d’utiliser
une mécanisme pour contrôler le débit afin d’éviter des délais ou des
pertes de données.
Dans le flux vidéo pris en considération, la métrique de contenu
varie entre cmin = 7.6 106 et cmax = 1.1 107. Le contrôle de débit est
appliqué à ce flux, avec une valeur de gain intégral a = 0.4alim qui
permet d’atteindre le débit de référence rapidement et sans dépas-
sement. La Fig. 45 montre son efficacité pour un débit de référence
variable.
Le choix des paramètres d’encodage évolue au cours du temps.
Du début jusqu’à l’instant ¶, les paramètres d’encodage sont choisis
de valeurs également réparties. A partir de l’instant ¶, la valeur des
paramètres d’encodage évoluent sur la fonction réalisable g. De l’ins-
tant ¶ à l’instant ·, la fréquence est augmentée et la quantification
réduite jusqu’à obtenir la fréquence maximale. De l’instant · jus-
qu’à la fin, la quantification est augmentée et la fréquence diminuée
jusqu’à obtenir la quantification maximale.
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(a) Images du flux vidéo de référence aux instants ¶, ·, ¸ et ¹.

















(b) Variation du débit pour des valeurs fixes de paramètres d’en-
codage (f = 30, q = 100) pour le flux vidéo de référence échan-
tillonné régulièrement.
Fig. 44: Le débit du flux vidéo varie fortement lorsque les paramètres
d’encodage sont constants.
Discussion
La méthode du mapping a été appliquée à un flux vidéo statique
puis dynamique. Grâce à cette méthode, le contrôle de débit permet
de suivre un débit de référence de manière efficace. Les paramètres
d’encodage peuvent être choisis librement sur la fonction réalisable g.
Le contrôleur de type intégral permet de contrôler le modèle abs-
trait sous l’hypothèse d’une métrique de contenu constante. Cette
hypothèse peut être relaxée en pratique car le contrôleur choisi
intègre l’erreur. En utilisant l’encodeur jpeg pour compresser les
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(a) Valeur du débit de référence (bleu continu) et
mesure du débit (vert traitillé).











(b) Entrée unique u calculée par le contrôle de
débit.


















(c) Valeur des paramètres d’encodage : la fré-
quence f (bleu continu) et le facteur de quanti-
fication q (vert traitillé).
Fig. 45: Comportement en boucle fermée pour le flux vidéo dyna-
mique échantillonné différemment. Les paramètres d’encodage f et q
sont choisis tels qu’ils sont sur la fonction g correspondant à l’entrée
unique u.
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images, la métrique de contenu c varie faiblement. Mais avec d’autres
encodeurs de type dct, la métrique de contenu peut varier for-
tement [59]. Le contrôleur permet de suivre la référence avec un
contenu inconnu et de compenser les non-linéarités du système.
Le contrôle adaptatif permettrait d’améliorer les performances
en adaptant la valeur du gain de l’intégrateur a(k) en fonction de la
mesure du contenu c(k).
4.7 Conclusion
Dans ce chapitre, nous avons présenté une méthode qui permet de
passer de l’entrée unique u, issue du contrôle de débit (Chap. 3), aux
paramètres d’encodage propres à l’encodeur réel, la fréquence f et
la quantification q. La fonction réalisable g couvre les combinaisons
des paramètres d’encodage qui correspondent à l’entrée unique u. Le
mapping Φ permet de trouver g dans l’espace d’encodage à partir
d’une fonction connue h. Le contrôle de débit conçu pour un modèle
abstrait de l’encodeur peut ainsi être appliqué concrètement.
L’analyse dans le ρ-domaine permet de faire correspondre le pa-
ramètre de quantification q à une variable l proportionnelle à la taille
de l’image compressée. Nous avons proposé le mapping numérique
Φ2 pour déterminer cette correspondance. Comme ce mapping dé-
pend du contenu de l’image, il doit être évalué à chaque itération
de l’encodeur pour éviter des délais supplémentaires. Pour ce faire,
nous avons développé un nouvel algorithme rapide à une passe basé
sur les caractéristiques de l’encodeur.
La méthode du mapping permet de prendre en compte plusieurs
paramètres d’encodage simultanément. La flexibilité donnée par un
degré de liberté supplémentaire permet d’obtenir une plus large
échelle de compression afin d’atteindre par exemple des débits très
faibles. L’implémentation temps réel de cette flexibilité et/ou d’un
contrôleur linéaire pour le débit est possible grâce à l’algorithme
direct proposé.
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Notons que cette méthode du mapping est générique car elle
permet de transposer l’entrée unique u dans l’espace d’encodage,
indépendamment des paramètres d’encodage choisis. Son utilisation
nécessite tout d’abord de représenter la fonction réalisable h dans
un espace naturel pour l’entrée unique u ; dans notre cas, il s’agit
de l’espace linéaire où u représente la pente de h. Ensuite, il faut
déterminer le mapping Φ pour trouver la fonction réalisable g dans
l’espace d’encodage, dont la dimension dépend du nombre de pa-
ramètres d’encodage sélectionnés. Il n’y a pas de méthode générale
pour déterminer ce mapping Φ pour tout type d’encodeur. Ce cha-
pitre a présenté la méthode pour les encodeurs basés sur la dct,
comme c’est le cas couramment.
La méthode du mapping a été combinée au contrôle de dé-
bit puis appliquée sur un flux vidéo encodé en m-jpeg. Les me-
sures confirment que l’algorithme permet de suivre efficacement une
consigne de débit, malgré des changements de contenu du flux vidéo.
Le mapping développé dans ce chapitre est utilisé par le schéma
d’adaptation présenté dans le Chap. 5. Grâce à l’intégration du mo-
dèle de qoe présenté dans le Chap. 2, les paramètres d’encodage sont
adaptés pour obtenir la meilleure expérience utilisateur possible.
5Adaptation
Les paramètres d’encodage sont adaptés en temps
réel pour maximiser la qualité d’expérience, grâce
au modèle et à la mesure des variables contex-
tuelles.
Rappelons que l’objectif de cette thèse est de déterminer com-
ment adapter les paramètres d’encodage d’un flux vidéo de ar, pour
obtenir la meilleure expérience utilisateur possible en fonction d’un
contexte dynamique. Dans le Chap. 2, nous avons présenté le modèle
de qoe qui représente l’impact des paramètres d’encodage (fréquence
et quantification) et des variables contextuelles (délai et vitesse de la
tête) sur la métrique qoe. Nous avons montré que pour un contexte
donné, l’expérience utilisateur change en fonction de la combinai-
son des paramètres d’encodage choisis. Dans le Chap. 3, nous avons
présenté l’algorithme de contrôle de débit qui détermine la valeur
de l’entrée unique du modèle de l’encodeur. Dans le Chap. 4, nous
avons présenté la méthode du mapping (mise en correspondance)
qui permet de déterminer la fonction réalisable dans l’espace d’en-
codage. Cette fonction représente les combinaisons des paramètres
d’encodage qui correspondent à la valeur de l’entrée unique issue du
contrôle de débit.
Dans ce chapitre, nous proposons le schéma d’adaptation global
qui détermine en temps réel la combinaison optimale des paramètres
d’encodage afin de maximiser la qoe. Le modèle de qoe et la fonc-
tion réalisable étant représentés dans le même espace d’encodage,
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il est possible de les combiner pour trouver les valeurs optimales
des paramètres d’encodage pour le contexte et le débit de référence
donnés.
La Sect. 5.1 présente l’état de l’art dans le domaine de l’adap-
tation de flux vidéos. L’architecture utilisée pour notre approche
d’adaptation est présentée dans la Sect. 5.2. La Sect. 5.3 présente
l’adaptation contextuelle qui permet de déterminer la combinaison
de paramètres d’encodage qui donne la meilleure qoe possible en
fonction du contexte. Notre schéma d’adaptation global est présenté
et illustré dans la Sect. 5.4. Les éléments des chapitres précédents
y sont combinés à l’adaptation contextuelle. La Sect. 5.5 présente
l’application du schéma d’adaptation en simulation. Des mesures
expérimentales permettent de valider le schéma d’adaptation pro-
posé. Finalement, la Sect. 5.6 résume les éléments principaux de ce
chapitre.
5.1 Etat de l’art
Des stratégies d’adaptation sont utilisées pour garantir ou maxi-
miser la qualité d’un flux vidéo en fonction du débit. En fonction
des besoins, l’adaptation se fait au niveau de l’encodage et/ou de la
transmission.
De nombreuses méthodes d’adaptation ont été développées afin
de contrôler la qualité d’un flux vidéo. Dans le but de contrôler
la qualité vidéo, un modèle du système visuel humain (hvs pour
Human Visual System) est utilisé pour prédire la distorsion de la
vidéo due à la transmission [61]. Pour pouvoir être utilisées en rétro-
action, des métriques subjectives ont été spécialement développées
pour l’adaptation [62, 63].
Les transmissions sur un réseau sans fil sont soumises à de
larges variations de caractéristiques du réseau. Certaines techniques
d’adaptation pour la transmission sont conçues pour garantir une
qualité de service (qos pour Quality of Service). Le transcodage du
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flux vidéo, la modification de la fréquence et de la profondeur de cou-
leurs permettent de réduire les pertes de données et ainsi de main-
tenir la qos requise [64]. La planification d’envoi de paquets permet
de garantir un faible taux de perte et ainsi d’augmenter la qualité
de la vidéo transmise [65]. Il est également possible de planifier la
transmission au niveau de l’application afin d’adapter le débit de la
vidéo en fonction de l’estimation de la bande passante disponible et
de respecter des contraintes de délai [66,67]. Ces études permettent
d’améliorer les performances de la transmission, cependant la notion
d’expérience utilisateur n’est pas prise en compte.
Cranley et al. ont développé un schéma d’adaptation pour le
streaming (diffusion de flux continu) de vidéo en tenant compte de la
qualité perçue par l’utilisateur, l’encodage vidéo et la transmission.
Le délai engendré par le tampon du mécanisme de streaming n’est
pas acceptable pour notre domaine d’application d’ar. La contri-
bution principale de Cranley concerne la modélisation de la qua-
lité au travers de la trajectoire d’adaptation optimale (oat pour
Optimal Adaptation Trajectory), qui permet de lier les paramètres
d’encodage à la qualité (Sect. 2.1), avec de nombreuses évaluations
subjectives. L’oat proposée par Cranley ne considère que deux pa-
ramètres d’encodage : la fréquence et la résolution spatiale. Dans
leurs perspectives, ils proposent d’ailleurs de traiter plus de para-
mètres ; ce qui est le cas de notre modèle de qoe qui considère les
variables contextuelles. Une oat est proposée pour chaque vidéo
ayant une dynamique différente. Aucune solution générique n’est
proposée pour gérer la dynamique d’une nouvelle vidéo. Dans notre
cas spécifique à l’ar, la dynamique est quantifiée avec la vitesse
de la tête. Cela permet de gérer n’importe quelle nouvelle scène de
manière générique. De plus, la structure du modèle de qoe permet
d’intégrer facilement d’autres métriques de dynamique. Cranley et
al. proposent l’algorithme adaptation perceptuelle de qualité (pqa
pour Perceptual Quality Adaptation) pour indiquer comment l’en-
codage doit être adapté en fonction de l’oat [68]. Leur stratégie
d’adaptation est relativement basique, car elle ne fait que changer
de source vidéo pré-encodée en fonction de la bande passante. Les
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simulations montrent que l’utilisation explicite de la qualité pour
les décisions d’adaptation permettent de maximiser la qualité per-
çue par l’utilisateur [69]. En ne traitant pas les paramètres de com-
pression (par exemple la quantification jpeg (Joint Photographic
Experts Group)), Cranley et al. occultent le problème du contrôle
de débit. Leur stratégie d’adaptation n’est pas capable de suivre un
débit de référence, mais peut uniquement contrôler grossièrement le
débit dans une fourchette de valeurs. Le contrôle de débit combiné
à la méthode de mapping que nous avons proposée permet de gé-
rer efficacement des paramètres d’encodage propres à un encodeur.
Cranley et al. utilisent des mécanismes et des protocoles spécifiques.
Notre approche système permet de se détacher des mécanismes im-
plantés et d’intégrer de nouveaux éléments de manière générique.
5.2 Architecture
Afin de maximiser la qoe en fonction du contexte dynamique,
nous proposons une approche globale d’adaptation, allant de la créa-
tion du flux vidéo jusqu’à sa perception par l’utilisateur (Fig. 46).
Les éléments de cette infrastructure sont représentés par une ar-
chitecture client-serveur qui intègre également l’utilisateur (Fig. 46a).
Le client mobile comporte l’interface de rendu pour l’utilisateur,
alors que le serveur gère l’adaptation et les processus nécessitant
une grande puissance de calcul [70]. Il s’agit d’une stratégie dite à
client léger 1 qui permet de réduire l’équipement mobile au strict né-
cessaire. Le flux vidéo (traits larges) est transmis du serveur jusque
vers l’utilisateur. Certains signaux (traits fins) sont nécessaires pour
la génération de la scène d’ar et pour l’adaptation (Fig. 46b) :
mc(k) : Les mesures contextuelles correspondent au valeurs me-
surables du contexte, soit la pose (combinaison de position et
orientation) de la tête et le délai global d. Le flux vidéo est
1. thin client
5.3 Adaptation contextuelle 109
généré à partir de la scène d’ar et du point de vue de l’uti-
lisateur donné par la pose. La vitesse de la tête s vient de la
discrétisation de l’orientation de la tête, basé sur les quater-
nions. Le délai d(k) et la vitesse s(k) sont utilisés à chaque
itération k de l’adaptation.
UX : L’expérience utilisateur correspond à l’appréciation sub-
jective donnée par l’utilisateur. Elle est utilisée pour identifier
le modèle de qoe mais n’est plus requise en temps réel pour
l’adaptation.
n(k) : Les métriques de la qos de la transmission sont généra-
lement combinées à partir des informations obtenues par le
serveur et le client.
r(k) : La mesure du débit provient du système encodeur qui est
situé au niveau du serveur. Le débit est mesuré à chaque ins-
tant discret k.
La représentation système permet de dissocier les signaux et les
flux. Ainsi, l’adaptation contrôle le système ar en adaptant les para-
mètres d’encodage ve(k) (Fig. 46c). Le système ar comprend l’infra-
structure globale, de l’imagerie à l’utilisateur, en faisant abstraction
de l’architecture.
La section suivante présente le schéma d’adaptation global en
détail. Le schéma global intègre les éléments présentés dans les cha-
pitres précédents.
5.3 Adaptation contextuelle
L’adaptation est composée de trois boucles de rétroaction et peut
être représenté sous forme compacte avec le système ar (Fig. 47).
– L’adaptation de la transmission (boucle externe inférieure) :
Les métriques de la qos de la transmission sont utilisées par
le contrôleur de la transmission pour obtenir un débit de ré-
férence rr(k)(Sect. 3.2.2). Cet élément n’est pas traité dans le
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(b) Le serveur est constitué des processus
d’adaptation et d’imagerie. L’imagerie gé-





(c) Représentation compacte de
l’adaptation. Le système ar en-
globe l’imagerie, la transmission, le
client et l’utilisateur.
Fig. 46: L’approche d’adaptation proposée utilise une architecture client-serveur. Le flux vidéo
d’ar est généré et encodé par le serveur, puis transmis au client et affiché pour l’utilisateur. Les
blocs gris représentent des entités physiques, les blocs noirs représentent des systèmes et les blocs
blancs représentent des mécanismes d’adaptation.
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– Le contrôle de débit (boucle interne inférieure) détermine la
valeur de l’entrée unique u(k) à partir du débit mesuré r(k)
et du débit de référence (Chap. 3). La méthode du mapping
donne les combinaisons de paramètres d’encodage possibles,
représentés dans la fonction réalisable g(vc, k) (Chap. 4).
– L’adaptation contextuelle (boucle supérieure) permet de choi-
sir la combinaison de paramètres d’encodage afin de maximiser
la qoe de l’utilisateur en fonction du contexte.
Cette section présente l’adaptation contextuelle, avec notam-
ment l’interaction entre la fonction réalisable g et le modèle de qoe
(Chap. 2).
5.3.1 Fonctions réalisables
Les fonctions réalisables g (Déf. 7) et h (Déf. 10) jouent un rôle
prépondérant dans le schéma d’adaptation. Elles permettent de faire
le lien entre le contrôle de débit et le modèle de qoe.
La fonction réalisable h est définie dans l’espace linéaire (Déf. 9),
alors que la fonction réalisable g est définie dans l’espace d’encodage
(Déf. 3). Pour rappel, les paramètres d’encodage (la fréquence f et
la quantification q) doivent être choisis sur la courbe définie par la
fonction g.
Le schéma à quatre quadrants permet de représenter ces fonctions
ainsi que le mapping Φ qui les lie (Fig. 48a). La fonction réalisable g
dans l’espace d’encodage évolue au cours du temps lorsque l’entrée
unique et/ou le contenu varient.
5.3.2 Espace d’encodage augmenté
L’espace d’encodage augmenté (Déf. 3) permet de lier la fonction
réalisable au modèle de qoe. Cet espace correspond à l’espace en-
gendré par les paramètres d’encodage (fréquence et quantification)
et la métrique qoe. Le modèle de qoe contextuel Mc (modèle pour




























Fig. 47: L’adaptation contextuelle détermine la combinaison de paramètres d’encodage ve(k)
qui maximisent la qoe. Les mesures contextuelles mc(k) et le modèle de qoe sont utilisés pour
déterminer la combinaison optimale choisie sur la courbe de la fonction g.



























(a) La fonction réalisable g (vert
traitillé) est définie dans l’espace
d’encodage. La fonction g change
avec l’entrée unique u et le contenu










(b) La fonction G et le modèle qoe
contextuel Mc sont définis dans
l’espace d’encodage augmenté.
Fig. 48: La fonction réalisable augmentée G correspond à la surface
verticale issue de la fonction réalisable g. Dans ces figures, l’entrée
unique vaut u = 2.
La fonction réalisable g est quant à elle définie dans l’espace
d’encodage (pas augmenté). Nous définissons la fonction réalisable
augmentée G dans l’espace d’encodage augmentée comme étant la
surface verticale issue de la fonction g (Fig. 48b). Ainsi, le modèle
de qoe contextuel et la fonction réalisable augmentée G se trouvent
dans le même espace.
Les sections suivantes présentent l’utilisation du modèle de qoe
afin d’évaluer la valeur de la métrique qoe pour différentes combi-

















Fig. 49: Le modèle contextuel Mc(f, q, k) et la fonction réalisable
augmentée G(f, q, k) = u sont représentés dans le même espace.
Pour une combinaison de paramètre d’encodage donnée, la fonction
d’intersection j(f, q, k) permet d’évaluer la métrique qoe. L’éva-
luation de la qoe pour trois combinaisons est représentée qoei =
Mc(fi, qi, k).








Fig. 50: L’adaptation contextuelle choisit la combinaison des para-
mètres d’encodage optimaux fopt et qopt donnant la valeur de qoe
maximale.
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5.3.3 Evaluation de la QoE
Les paramètres d’encodage sont choisis sur la courbe de la fonc-
tion réalisable g. Pour chaque combinaison de paramètres d’enco-
dage, la métrique qoe correspondante peut être évaluée à partir du
modèle qoe = M(f, q, d, s) et des valeurs des variables contextuelles.
En fait, la métrique qoe est liée à toutes les combinaisons pos-
sibles par l’intersection entre la fonction réalisable augmentée G et le
modèle contextuel Mc. Cette intersection est donnée par la fonction
qoe = j(f, q, k) (Fig. 49).
5.3.4 Optimisation
Afin de maximiser la qoe, l’adaptation contextuelle détermine la
combinaison optimale des paramètres d’encodage. La combinaison
optimale correspond au maximum de la fonction d’intersection j




j(f, q, k) (50)
5.4 Schéma d’adaptation global
Le concept d’adaptation est représenté au travers du schéma
d’adaptation global (Fig. 51). Ce schéma comporte plusieurs boucles
de rétroaction, articulées autour du système ar. Les prochaines
sections présentent les blocs du schéma ainsi que l’algorithme en
pseudo-code (Fig. 52).
5.4.1 Identification du modèle
Le modèle M(ve, vc) est identifié au préalable à partir des me-
sures subjectives d’expérience utilisateur UX . (Chap. 2). Le modèle
générique Mg est utilisé à la place d’un modèle identifié expérimen-
talement, il ne change pas durant l’expérimentation.


























































































































































































% modélisation de QoE
M=identification(UX)






















% attente (période définie par la fréquence)
attendre(1/f(k+1))
fin_boucle(k)
Fig. 52: Pseudo-code pour l’adaptation au niveau du serveur.
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5.4.2 Estimation du contexte
Les valeurs des variables contextuelles vc(k) sont estimées à par-
tir des mesures contextuelles mc(k). L’estimation du contexte com-
prend l’estimation de la vitesse de la tête s à partir de l’orientation
mesurée, et l’estimation du délai global d sur la base de la mesure
des délais des processus internes.
5.4.3 Coupe contextuelle
Le modèle contextuelMc(ve, k) correspond à la section du modèle
M(ve, vc) dans l’espace d’encodage augmenté (Déf. 4). Le modèle
contextuel est valide pour l’instant k et ne dépend donc plus du
contexte.
5.4.4 Adaptation de transmission
Sur la base des mesures du canal de communications n(k), comme
les métriques qos, l’adaptation de transmission détermine le débit
de référence rr(k). Le mécanisme d’adaptation de transmission n’est
pas traité dans cette thèse.
5.4.5 Contrôle de débit
Grâce au modèle abstrait de l’encodeur, un contrôleur est utilisé
pour contrôler le débit du flux vidéo d’ar (Chap. 3). La valeur de
l’entrée unique u(k) est calculée à partir du débit de référence rr(k)
et du débit r(k) mesuré à la sortie de l’encodeur.
5.4.6 Mapping
La méthode du mapping présentée au Chap. 4 permet de déter-
miner les combinaisons de paramètres d’encodage qui correspondent
à la valeur de l’entrée unique u(k). Les combinaisons possibles ap-
partiennent à la fonction réalisable g(ve, k) = u(k). La courbe g




La combinaison de paramètres d’encodage ve(k + 1) est choisie
telle qu’elle maximise la métrique qoe (Sect. 5.3).
5.4.8 Système AR
Les paramètres d’encodage optimaux ve(k+1) sont appliqués au
système ar par l’intermédiaire de l’encodeur. A chaque instant k,
l’adaptation calcule les valeurs optimales des paramètres d’encodage.
Les paramètres d’encodage pour la prochaine itération valent pour
la fréquence f(k+1) et pour la quantification q(k+1). La prochaine
image sera donc encodée avec un facteur de quantification de q(k+1)
dans une période de 1
f(k+1) .
5.5 Application
Cette section présente l’application du schéma d’adaptation.
L’effet de l’adaptation contextuelle est illustré en simulation dans la
Sect. 5.5.1. Puis l’adaptation est appliquée en temps réel (Sect. 5.5.2).
La performance de l’approche proposée est comparée avec d’autres
scénarios où certains éléments d’adaptation sont inactifs.
5.5.1 Simulation de l’adaptation contextuelle
L’adaptation est appliquée à deux scénarios. Dans le premier, le
contexte varie (vitesse de la tête et délai) et le contenu du flux vidéo
est choisi constant. Dans le deuxième, le contexte reste constant mais
le contenu du flux vidéo varie.
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Le contexte varie (G constant, Mc varie)
Les Fig. 53 et 54 montrent comment l’adaptation contextuelle
modifie les paramètres d’encodage en fonction du contexte. La
Fig. 53 montre l’évolution temporelle des valeurs mesurées et des pa-
ramètres d’encodage optimaux. Afin de mieux suivre la démarche, la
Fig. 54 présente le modèle contextuel à des instants donnés. Les pro-
fils des variables contextuelles sont choisis arbitrairement (Fig. 53a
et 53b). La fonction réalisable g dans l’espace d’encodage est choisie
constante ; ce serait le cas pour un flux vidéo statique et une entrée
unique u constante.
Durant les périodes ¬ à ®, le délai est nul (Fig. 53b). Durant la
période ¬, la tête est statique (Fig. 53a). Conformément à l’espace
d’encodage augmenté à l’instant ¶ (Fig. 54a), l’adaptation contex-
tuelle choisit un facteur de quantification maximum et une fréquence
relativement faible (Fig. 53c). La qoe est à sa valeur maximale
(Fig. 53d).
Durant la période ­, la vitesse de la tête augmente jusqu’à sa
valeur maximale. L’adaptation contextuelle diminue la valeur de la
quantification et augmente la fréquence (Fig. 53c). Les Fig. 54b
et 54c montrent le modèle contextuel pour les instants · et ¸ où
la vitesse de la tête est respectivement moyenne et élevée. Durant
cette période, la qoe calculée à partir du modèle de qoe diminue
(Fig. 53d).
Durant la période ®, la vitesse de la tête diminue jusqu’à une
valeur moyenne. Ceci a pour résultat la diminution de la fréquence
et l’augmentation de la quantification.
Durant la période ¯, la vitesse de la tête reste constante et le dé-
lai augmente sensiblement. L’adaptation contextuelle a sélectionné
la meilleure combinaison de paramètres d’encodage possible. Le mo-
dèle pour l’instant ¹ est illustré sur la Fig. 54d.
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(a) Vitesse de rotation de la tête s.










¬ ­ ® ¯
¹
(b) Délai global d.
















¬ ­ ® ¯
(c) Fréquence f (bleu continu) et
facteur de quantification q (vert
traitillé).










¬ ­ ® ¯
(d) Mesure de la métrique qoe.
Fig. 53: L’adaptation contextuelle modifie les paramètres d’enco-
dage, la fréquence f et la quantification q, pour obtenir la meilleure
qoe possible en fonction du contexte variable. Les valeurs des va-
riables contextuelles, la vitesse s et le délai d, sont choisies arbitrai-








(a) A l’instant ¶, la vitesse de la
tête est nulle (s = 0). La combinai-








(b) A l’instant ·, la vitesse de la
tête est moyenne (s = 0.5). La
combinaison est optimale pour une
valeur de quantification légèrement







(c) A l’instant ¸, la vitesse de la
tête est élevée (s = 1). La combi-








(d) A l’instant ¹, la vitesse de la
tête est moyenne et le délai est
moyen (d = 0.5). La combinai-
son optimale donne une qoe faible,
mais maximale pour le contexte
donné.
Fig. 54: Le modèle contextuel change lorsque les variables contex-
tuelles évoluent. Pour ce scénario, la fonction réalisable augmentée
est supposée constante. La combinaison optimale (⋆) des paramètres
d’encodage maximise la qoe.
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Le flux vidéo varie (G varie, Mc constant)
Le contenu du flux vidéo influence la fonction réalisable g. Ainsi
même pour un contexte choisi constant et une entrée unique u
fixe, l’adaptation modifie les paramètres d’encodage en fonction du
contenu variable. La Fig. 55a montre le contenu du flux vidéo à
quatre instants donnés. De l’instant ¶ à l’instant ·, l’objet virtuel
prend de plus en plus de place dans le champ de vision de l’uti-
lisateur. De l’instant · à l’instant ¸, l’objet sort progressivement
du champ de vision de l’utilisateur jusqu’à en sortir totalement à
l’instant ¹.
La Fig. 56 montre l’effet du contenu sur la fonction réalisable aug-
mentée G pour les instants ¶, ·, ¸ et ¹. Pour un modèle contextuel
Mc fixe, la combinaison optimale des paramètres d’encodage évolue.
La Fig. 55b montre l’évolution temporelle des paramètres d’enco-
dage optimaux.
5.5.2 Mesures expérimentales de l’adaptation
Le schéma d’adaptation global maximise la qoe en tenant compte
du contexte dynamique et du flux vidéo variable. La vitesse de la tête
s est calculée par différentiation des mesures réelles d’orientation de
l’utilisateur. Le délai global d évolue en fonction du débit du flux r
et du débit de référence rr sur la base du modèle de la transmission
(Sect. 3.2.2).
Dans la Fig. 57, nous présentons différents scénarios d’adapta-
tion et comparons la métrique qoe résultante. Comme les scénarios
utilisent des fréquences d’échantillonnage différentes, la comparaison
est présentée dans le domaine temporel t, où les différentes valeurs
subissent un maintien d’ordre zéro entre les échantillons discrets. Le
scénario de référence comporte tous les éléments du schéma d’adap-
tation global. La Fig. 57a montre l’évolution de la vitesse de la tête et
du délai global pour ce scénario. La vitesse de la tête varie fortement ;
ceci est dû à des mouvements courts et brusques de l’utilisateur. Le
délai est faible puis augmente rapidement ; ceci est dû à une chute
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du débit de référence rr à l’instant ¸, que le contrôle de débit ne
corrige pas instantanément. La Fig. 57b montre l’évolution de la qoe
pour les quatre scénarios pris en compte :
1. Schéma global avec adaptation contextuelle. Les paramètres
d’encodage sont choisis de telle manière qu’il maximisent la qoe
en fonction du contexte courant.
2. Schéma global avec quantification q maximale.
3. Schéma global avec fréquence f maximale.
4. Schéma global avec les paramètres d’encodage ayant la même
valeur.
Le scénario de référence qui intègre l’adaptation contextuelle ob-
tient clairement une meilleure qoe que les autres scénarios. Il arrive
cependant que la qoe d’un autre scénario soit temporairement plus
élevé que lors du scénario de référence. Cela est dû au fait que les
scénarios ont été effectués séparément. Par exemple, l’instant dis-
cret k auquel la vitesse de la tête et le délai sont mesurés peut être
différent ; ce qui influence directement la qoe.
Le scénario avec une quantification q maximale obtient des ré-
sultats proches du scénario de référence, sauf quand la vitesse de
la tête est élevée (par exemple à l’instant ·). Le scénario avec une
fréquence f maximale donne une qoe nettement plus faible que le
scénario de référence lorsque la vitesse de la tête est faible. L’écart
de qoe entre ces deux scénarios est plus faible lorsque le débit est
plus élevé, entre l’instant ¶ et l’instant ¸. Le scénario avec les para-
mètres d’encodage ayant les mêmes valeurs obtient une qoe proche
du scénario de référence, mais toujours plus basse.
Le scénario de référence avec l’adaptation contextuelle des para-
mètres d’encodage est donc le meilleur des quatre scénarios présen-
tés. Cela montre la pertinence de l’approche d’adaptation proposée.
Si un autre modèle de qoe est utilisé, l’évolution des paramètres
d’encodage serait différent, mais l’adaptation contextuelle permet-
trait toujours d’obtenir la meilleure qoe possible grâce à l’utilisation
du modèle.
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(a) Contenu du flux vidéo dynamique aux instants ¶, ·, ¸ et ¹.
Le contenu devient de plus en plus riche jusqu’à l’instant ·, puis le
contenu s’appauvrit jusqu’à obtenir une image uniformément noire
à l’instant ¹.

















(b) Fréquence f (bleu continu) et
facteur de quantification q (vert
traitillé).











(c) Mesure de la métrique qoe.
Fig. 55: L’adaptation contextuelle modifie les paramètres d’enco-
dage, la fréquence f et la quantification q, pour obtenir la meilleure
qoe possible en fonction du contenu du flux vidéo. Les valeurs de
variables contextuelles sont constantes (vitesse s = 0.4 rads et délai
































(d) Espace d’encodage augmenté à
l’instant ¹.
Fig. 56: Le modèle contextuel change lorsque le contenu du flux vidéo
évolue. Pour ce scénario, le contexte, et donc le modèle contextuel,
est supposé constant. La combinaison optimale (⋆) des paramètres
d’encodage maximise la qoe.
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(a) Evolution de la vitesse de la tête s (bleu continu avec un facteur de
zoom de 100) et du délai global d (vert traitillé).












(b) Evolution de la qoe obtenue à partir du modèle, pour quatre scéna-
rios : adaptation contextuelle (bleu continu), quantification q maximale
(vert traitillé), fréquence f maximale (rouge pointillé), paramètres d’en-
codage f et q de valeurs similaires (noir mixte).




Dans ce chapitre, nous avons présenté le schéma d’adaptation
global qui permet d’obtenir la meilleure qoe possible en temps réel
dans un contexte donné. Ce schéma combine les éléments présentés
dans les chapitres précédents et l’adaptation contextuelle qui dé-
termine les paramètres d’encodage optimaux. Il est implémenté au
niveau du serveur sur une architecture client-serveur, mais utilise
des informations issues du client.
Le contrôle de débit (Chap. 3) modifie la valeur de l’entrée
unique u pour suivre le débit de référence donné par l’adaptation
de transmission. La méthode du mapping (Chap. 4) convertit la
valeur de l’entrée unique u en un ensemble de combinaisons de pa-
ramètres d’encodage représenté par la fonction réalisable g. L’adap-
tation contextuelle détermine la combinaison optimale en fonction
du contexte, grâce au modèle de qoe (Chap. 2).
Les simulations et les mesures expérimentales ont permis de mon-
trer le fonctionnement de l’adaptation contextuelle ainsi que de vali-
der le schéma d’adaptation. Les résultats obtenus sont liés au profil
choisi des variables contextuelles, au contenu du flux vidéo et au mo-
dèle de qoe. Cependant, le schéma d’adaptation global avec adap-
tation contextuelle des paramètres d’encodage permettait toujours
d’obtenir la meilleure qoe possible.
Le schéma d’adaptation proposé se distingue des principales so-
lutions d’adaptation [61–63] par l’approche générique, indépendante
des choix technologiques. Notons que l’adaptation au niveau de la
transmission [64–67] n’est pas considérée dans cette thèse ; unique-
ment un contrôle de débit du flux vidéo est proposé. Les travaux
de Cranley et al. [68, 69] sur l’adaptation à la qualité d’un flux de
streaming pourrait être étendue grâce au contrôle de débit combiné
à la méthode du mapping. Cela permettrait de contrôler plus préci-
sément le débit du flux vidéo, tout en considérant sa qualité.
Le schéma d’adaptation proposé étant générique, il est théori-
quement possible de remplacer le modèle de qoe du Chap. 2 par un
modèle issu de la littérature, et le contrôle de débit du Chap. 3 par
130 5 Adaptation
une stratégie équivalente. L’approche globale proposée ne se limite
pas aux éléments développés dans le cadre de cette thèse, et pourra
ainsi être utilisée avec de futures méthodes.
En prenant un point de vue plus proche du domaine de l’automa-
tique, l’adaptation contextuelle de l’encodage peut être vue comme
une solution de suractionnement. Le suractionnement concerne un
système lorsqu’il a plus d’entrées qu’il n’en faut pour contrôler ses
sorties. Les degrés de liberté laissés par le suractionnement sont gé-
néralement utilisés pour atteindre un objectif secondaire. Le contrôle
de débit du flux vidéo ne nécessiterait qu’un paramètre d’encodage ;
comme plusieurs paramètres d’encodage sont pris en compte dans
notre schéma d’adaptation, le degré de liberté est utilisé pour maxi-
miser la qoe au travers de l’adaptation contextuelle.
6Conclusion
Cette thèse présente une méthode permettant adapter les para-
mètres d’encodage afin d’obtenir la meilleure expérience utilisateur
possible en fonction d’un contexte dynamique.
La notion d’expérience utilisateur étant subjective, nous avons
conçu la qualité d’expérience comme métrique objective et un mo-
dèle générique qui permet de prédire la qualité d’expérience en temps
réel. Ce modèle est représenté par une fonction spline multivariable,
qui peut être identifiée ou définie de manière générique.
Pour garantir une transmission efficace, le débit du flux vidéo de
réalité augmentée est contrôlé en fonction de la bande passante en
adaptant les différents paramètres d’encodage. Nous proposons une
stratégie de contrôle de débit capable de gérer plusieurs paramètres
d’encodage. L’encodeur est modélisé de manière abstraite sous forme
de système linéaire monovariable, où la variation du contenu est
traitée comme une perturbation. Un contrôleur stable et performant
est développé pour le modèle abstrait.
Pour pouvoir implanter concrètement ce contrôleur , il est né-
cessaire de déterminer les combinaisons de paramètres de l’encodeur
réel qui correspondent à l’entrée unique du modèle abstrait. Afin
de trouver cette correspondance en temps réel, nous proposons un
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nouvel algorithme direct basé sur un mapping. L’algorithme a été
déterminé pour les encodeurs basés sur la transformée en cosinus
discrète.
L’adaptation contextuelle choisit ensuite la combinaison de para-
mètres d’encodage qui maximise la qualité d’expérience grâce au mo-
dèle de qualité d’expérience développé précédemment. Finalement,
le schéma d’adaptation global intègre le contrôle de débit, la mé-
thode de mapping et l’adaptation contextuelle pour une implémen-
tation en temps réel. Par exemple, lorsque l’utilisateur bouge sa tête
rapidement, l’image est plus fortement compressée pour permettre
d’augmenter la fréquence d’affichage et ainsi d’obtenir une meilleure
perception du mouvement.
Ainsi, l’adaptation proposée permet d’offrir à l’utilisateur la
meilleure expérience utilisateur possible dans un contexte donné.
6.1 Contributions
Cette thèse montre qu’une stratégie d’adaptation globale contri-
bue à améliorer l’expérience utilisateur dans un domaine de l’interac-
tion entre l’homme et la machine. Notre schéma d’adaptation offre
une solution générique et indépendante des choix technologiques.
Pour ce faire, nous proposons différents éléments.
1. Conception d’un modèle générique pour la qualité d’ex-
périence. Le modèle objectif proposé dans le Chap. 2 permet de
prédire la qualité d’expérience en temps réel en ne mesurant que
les valeurs des paramètres d’encodage ainsi que des variables
contextuelles. La procédure d’identification du modèle permet
de l’adapter à différentes conditions d’utilisation, pour la réalité
augmentée ou pour d’autres domaines.
2. Représentation du modèle de qualité d’expérience par
une fonction mathématique. Le modèle est défini par une
fonction spline multivariable (Sect. 2.3). Cette représentation
générique permet d’étendre le modèle en y intégrant de nouvelles
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variables. Ce modèle peut être projeté dans l’espace d’encodage
pour ne représenter plus que l’effet des variables qui peuvent
être adaptées en temps réel. Ainsi, le modèle peut facilement
être utilisé pour adapter ces variables afin d’atteindre un certain
objectif, en tenant compte des contraintes, comme par exemple
de bande passante.
3. Stratégie de contrôle de débit basée sur une approche
système. Afin de pouvoir contrôler le débit du flux vidéo en
adaptant simultanément plusieurs paramètres d’encodage, un
modèle abstrait de l’encodeur est proposé dans le Chap. 3. Ce
modèle linéaire monovariable permet de concevoir un contrô-
leur de façon abstraite, pour atteindre une performance désirée.
Ce modèle peut être utilisé pour développer des stratégies de
contrôle adaptées à l’encodage de flux temps réel qui ne sont pas
forcément liés à la réalité augmentée.
4. Algorithme direct de correspondance entre le modèle
générique et un encodeur. Pour pouvoir appliquer le contrôle
de débit conçu sur le modèle abstrait, la méthode de mapping
est proposée dans le Chap. 4. Un nouvel algorithme direct a été
défini pour obtenir ce mapping en temps réel (Sect. 4.5).
5. Schéma d’adaptation global. Le schéma d’adaptation pro-
posé dans le Chap. 5 intègre l’adaptation de la transmission, le
contrôle de débit et l’adaptation contextuelle. Des simulations
et des mesures expérimentales permettent des valider le schéma
d’adaptation global. La structure proposée permet d’obtenir la
meilleure qualité d’expérience possible, sans toucher à la concep-
tion ou à l’architecture de l’application d’ar. Cette structure gé-
nérique permet de remplacer ou d’améliorer l’un ou l’autre des
éléments de l’adaptation.
6.2 Perspectives
Cette thèse apporte plusieurs solutions dans le domaine de
l’adaptation pour l’expérience utilisateur, mais elle pose également
de nouveaux défis. Nous présentons ici quelques uns de ces défis.
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6.2.1 Réalité augmentée
Afin d’être détaché des choix technologiques, nous avons utilisé
une approche générique. Cela donne à cette thèse des perspectives
pour l’avenir, en suivant l’évolution de la réalité augmentée.
L’évolution de la réalité augmentée est grandement influencée
par les avancées techniques dans différents domaines, comme par
exemple la puissance de calcul des appareils mobiles, la performance
des systèmes de communication, l’utilisabilité des périphériques d’af-
fichage et la précision des système de positionnement avec prédiction.
Ces améliorations sont nécessaires pour que la réalité augmentée se
développe hors du domaine de la recherche.
Cette évolution sera à prendre en considération pour le dévelop-
pement de nouvelles solutions d’adaptation, basées sur la métho-
dologie proposée. Par exemple, si un nouvel encodeur spécialement
approprié pour la réalité augmentée venait à s’imposer, il serait né-
cessaire d’évaluer son impact sur l’expérience utilisateur. De même,
il faudrait modifier le contrôle de débit en tenant compte des parti-
cularités de ce nouvel encodeur.
6.2.2 Expérience utilisateur
Le domaine de l’expérience utilisateur est souvent plus vaste et
complexe que nous l’imaginions. L’aspect subjectif de l’utilisation
de nouvelles technologies est tel, qu’il semble difficile de modéliser
globalement l’expérience utilisateur. Dans cette thèse, nous n’avons
pris en compte que certaines variables qui influencent l’expérience
utilisateur dans le domaine de la réalité augmentée. Voici quelques
améliorations envisageables :
– Pour pouvoir utiliser l’adaptation à large échelle, il est conseillé
d’identifier le modèle de qualité d’expérience plus précisément.
Cependant, l’évaluation subjective correspond à un domaine
de recherche en soi. De plus amples évaluations seraient né-
cessaires pour quantifier la sensibilité des utilisateurs par rap-
port aux différentes variables prises en compte et pour évaluer
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la validité du modèle pour plusieurs utilisateurs ou catégories
d’utilisateurs.
– Il serait intéressant d’identifier comment l’utilisateur réagit
lorsqu’une variable (par exemple la fréquence) varie constam-
ment ou brusquement. Cette notion de variation pourrait ainsi
être intégrée dans le schéma d’adaptation pour modérer les
variations des paramètres d’encodage. D’autres variables ou
éléments (par exemple la dynamique de la scène virtuelle) in-
fluencent l’expérience utilisateur. Nous avons par exemple né-
gligé l’effet de la variation de variables.
– Dans une approche intégrant la transmission, il semble judi-
cieux de quantifier comment le canal de communication in-
fluence l’expérience utilisateur par la transformation du flux
vidéo. L’impact des pertes de paquets ou de la gigue pour-
raient ainsi être analysé. Cela permettrait d’en tenir compte
au niveau de l’adaptation de transmission.
6.2.3 Encodage de flux vidéo
L’encodage de flux vidéo n’est évidemment pas spécifique à la
réalité augmentée. De ce fait, les contributions présentées dans cette
thèse et les nouveautés dans le domaine de l’encodage peuvent être
combinées.
– Des encodeurs avec compression temporelle ou orientés pour
le mouvement, par exemple mpeg, pourraient remplacer avan-
tageusement l’encodeur m-jpeg que nous avons utilisé pour
compresser le flux vidéo de réalité augmentée. Comme l’enco-
deur mpeg est également basé sur la transformée en cosinus
discrète, le modèle linéaire de l’encodeur resterait valable. Ce-
pendant, il y un plus grand nombre de paramètres d’encodage
à gérer ; l’évaluation du modèle de qualité d’expérience et l’al-
gorithme direct de mapping pourraient présenter un degré de
complexité supérieur. Mais le taux de compression et la qualité
du flux encodé seraient certainement améliorés.
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– Le contrôle de débit proposé dans cette thèse pourrait être uti-
lisé pour d’autres flux vidéos que la réalité augmentée. Comme
notre stratégie est développée pour l’encodage de flux temps
réels, elle peut être envisagée pour encoder des flux de vidéo-
conférences par exemple.
– La méthode du mapping a été présentée pour un encodeur
ayant deux paramètres d’encodage. Mais comme cette méthode
est générique, elle peut être utilisée pour un plus grand nombre
de paramètres d’encodage, par exemple en utilisant plusieurs
paramètres de la compression mpeg. Le graphique à quadrants
devrait être étendu à des dimensions supérieurs pour représen-
ter le mapping, mais le concept reste similaire.
– La fonction réalisable g représente les combinaisons de para-
mètres d’encodage qui correspondent à une variable liée au
débit du flux vidéo. La fonction réalisable est donc liée à une
contrainte, ici la contrainte de débit. Il est possible de tenir
compte de contraintes différentes, par exemple une contrainte
de temps d’utilisation des ressources du processeur, car il dé-
pend d’un ou plusieurs paramètres d’encodage. Cela modifie-
rait considérablement le mapping qui devrait être réévalué.
6.2.4 Adaptation
Le schéma d’adaptation proposé peut être étendu, par exemple
pour intégrer l’adaptation de transmission, ou pour utiliser l’appré-
ciation de l’utilisateur en temps réel afin d’adapter le modèle de
qualité d’expérience. La structure proposée pour l’adaptation per-
met d’intégrer ce type d’extension.
FIN
AFonctions splines
Ce bref rappel sur les splines introduit les bases nécessaires à la
compréhension du modèle de qoe. La coupe d’une spline vers un
espace de dimension inférieure présente comment passer du modèle
M(ve, vc) au modèle contextuel Mc(ve, k). Le modèle M est mono-
tone dans certaines directions ; lorsque la variable augmente, la mé-
trique qoe augmente également. Afin d’intégrer ce comportement
monotone, la notion de monotonie d’une spline est expliquée.
Les fonctions splines sont utilisées pour les problèmes d’approxi-
mation, que ce soit pour l’interpolation (la courbe passe par les
points de mesure) ou pour le lissage (la courbe présente une allure
lisse mais ne passe pas forcément par les points de mesure). Dans
ce contexte, les splines sont souvent préférées aux polynômes car,
étant définies par morceaux, il est possible d’obtenir des résultats
similaires avec des fonctions d’ordres inférieurs et d’éviter le phé-
nomène de Runge (notion d’instabilité quand le nombre de points
change) [71].
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A.1 Splines monovariables
La spline monovariable S(x) est une fonction polynomiale définie
par morceaux sur un intervalle donné.
S : x 7→ y = S(x)
[a, b] 7→ R
L’intervalle [a, b] est découpé en sous-intervalles [τi, τi+1], tel que
a = τ1 ≤ τ2 ≤ . . . ≤ τp+1 = b. Les scalaires τi sont appelés les
noeuds. Le vecteur τ = [τ1, . . . , τp+1] est appelé séquence de noeuds.
Des noeuds successifs peuvent avoir la même valeur, on parlera alors
de noeuds multiples.






avec les coefficients du polynôme α.




P1(x) , τ1 ≤ x < τ2
. . .
Pi(x) , τi ≤ x < τi+1
. . .
Pp(x) , τp ≤ x < τp+1
Une spline est dite d’ordre w lorsque ses polynômes sont d’ordre
w et que la spline et ses dérivées jusqu’à l’ordre w−2 sont continues.
S ∈ Cw−2 [a, b]
Prenons à titre d’exemple la spline S(x) d’ordre w = 3 (donc
de degré 2) définie dans l’intervalle [0, 3] (Fig. 1) qui passe par les
points (x, y) : (0, 0), (1, 1), (2, 1), (3, 2).
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P1(x) , 0 ≤ x ≤ 1
P2(x) , 1 ≤ x ≤ 2
P3(x) , 2 ≤ x ≤ 3
P1(x) = x
P2(x) = −x2 + 3x− 1
P3(x) = 2x2 − 9x+ 11
où
P2(1) = P1(1) = 1
P3(2) = P2(2) = 1

























140 A Fonctions splines
A.2 B-splines monovariables
Introduites par Curry et Schoenberg, les B-splines ("B" pour
base) forment une base pour l’espace des splines avec une séquence
de noeuds donnée [72]. Une spline Sw(x) d’ordre w est exprimée de
manière unique comme une combinaison linéaire de NB B-splines





avec les coefficients α de la spline, et où les B-splines (normalisées)
sont définies grâce à la formule récursive de Carl de Boor [73] par :
Bj,1(x) =
{










Quelques points importants concernant les B-splines :
– Une B-spline est une spline positive à support minimal (le
coefficient unique vaut 1).
– Une B-spline d’ordre w est définie de manière unique pour
w + 1 noeuds.
– Entre chaque paire de noeuds successifs, une B-spline d’ordre
w est un polynôme d’ordre w.
– De 1 à w noeuds peuvent être présents aux bornes ; une mul-
tiplicité de n permet que les dérivées d’ordre w−n soient non
nulles.
– Pour une séquence de m noeuds donnés, la base des splines
comporte l = m− w B-splines d’ordre w.
Résumé
Une spline est entièrement définie par sa séquence de noeuds τ
et ses coefficients α.





Afin d’améliorer la lisibilité, l’indice w indiquant l’ordre d’une fonc-
tion est désormais omis.
Lorsqu’une spline est utilisée pour interpoler ou lisser des points
de mesure, les coefficients α sont déterminés par optimisation, tels
que la spline résultante passe au plus près des points de mesure.
La Sect. 2.4.2 présente l’identification des coefficients α à partir de
mesures. Cependant, les coefficients α peuvent aussi être choisis ar-
bitrairement pour définir une spline.
Avant de passer à un nombre supérieur de variables, il est utile
de représenter graphiquement la construction d’une spline monova-
riable.
A.3 Construction d’une spline monovariable
Soit la spline définie par la séquence de m = 8 noeuds τ =
[0, 1, 2, 3, 4, 5, 5, 5] (avec une noeud d’une multiplicité triple en 5)
et les l = 5 coefficients α = [1.5, 0.5, 1, 0.5, 0.5]. Il en découle que
l’ordre de la spline est w = m − l = 3 ; il s’agit d’une fonction
quadratique. La base est composée de l = 5 B-splines d’ordre w = 3
(Fig. 2a). Chacune des B-splines est définie pour les séquences de
w+1 = 4 noeuds successifs [0, 1, 2, 3], [1, 2, 3, 4], . . . , [4, 5, 5, 5] et leur
coefficient 1. La spline engendrée dans cette base correspond à la
somme des l = 5 B-splines pondérées par les coefficients α (Fig. 2b).
La multiplicité triple à l’abscise 5 permet à cette spline d’avoir une
pente et une valeur non nulles.
A.4 Construction d’une base multivariable
Les splines s’appliquent aussi pour plusieurs variables [74]. C’est
le cas par exemple en 3D pour définir des surfaces dans la conception
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(a) Les 5 B-splines formant
la base pour les noeuds
τ = [0, 1, 2, 3, 4, 5, 5, 5].










(b) Spline définie par les coeffi-
cients α = [1.5, 0.5, 1, 0.5, 0.5].
Fig. 2: Construction d’une spline à partir des noeuds et des coeffi-
cients.
de pièces mécaniques ou l’affichage d’objets virtuels. Il est également
possible d’utiliser les splines pour représenter une hypersurface com-
prenant un nombre encore plus élevé de variables.
La B-spline à N variables B(ζ1,...,ζN )(x1, . . . , xN ) correspond à
une extension de la B-spline monovariable. Une B-spline multiva-
riable est une fonction séparable issue du produit tensoriel de N
B-splines monovariables Bζi(xi), où l’indice i indique la variable
correspondante et l’indice ζi indique la B-spline monovariable sé-
lectionnée pour la variable correspondante.
B : (x1, . . . , xN ) 7→ y = B(ζ1,...,ζN )(x1, . . . , xN ) (5)
R
N 7→ R (6)
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Une B-spline multivariable est définie par un ensemble de N
séquences de noeuds τi (ce sont des vecteurs et non plus des sca-
laires). Comme pour le cas monovariable, les B-splines multivariables
forment une base pour l’espace des splines à N variables avec un en-
semble de séquences de noeuds données. Il y a mi noeuds dans la sé-
quence τi et l’ordre de la B-spline correspondante est wi. Le nombre
NB de B-splines qui composent la base dépend du nombres N de






li = mi − wi
A titre d’exemple, la base des splines d’ordre w = wi = 3 à
N = 2 variables (x1, x2) peut être représentée dans l’espace 3D
(Fig. 3). Avec un ensemble de séquences de noeuds τ = {τ1, τ2} =
{[0, 1, 2, 3, 4, 5, 5, 5], [10, 10, 10, 13, 19, 19, 19]}, la base contient NB =
20 B-splines multivariables B(ζ1,ζ2)(x1, x2) issues des produits ten-
soriels de deux B-splines monovariables Bζi(xi).
B(ζ1,ζ2)(x1, x2) = Bζ1(x1)Bζ2(x2)
ζi = {1, . . . , li}
i = {1, 2}
Définition 14 (Spline multivariable). La spline multivariable
SN est entièrement définie avec son ensemble de séquences de noeuds
τ et le tableau de coefficients α, de dimension N (il y a NB coeffi-
cients).
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où les B(ζ1,...,ζN ) correspondent aux B-splines multivariables issues




(a) Les B-splines monovariables
sont affichées sur leur axe corres-
pondant. La B-spline multivariable
correspond au produit tensoriel de
deux B-splines monovariables τ =




(b) Ensemble des 20 B-splines com-
posant la base. On remarque que
dans la première dimension, les B-
splines partent de zéro avec une
pente nulle ; ceci est dû au fait qu’il
n’y ait pas de multiplicité pour les
noeuds en 0.
Fig. 3: Illustration de la base des splines d’ordre 3 pour un ensemble
de séquences de noeuds donnés.
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A.5 Coupe vers un espace de dimension inférieure
Grâce au fait que les B-splines sont des fonctions séparables, une
spline SN à N variables peut être coupé vers un espace de dimension
inférieure à R variables pour obtenir une section SR. La troncation
des N − R variables est issue de l’intersection de la spline SN avec
un hyperplan, de façon analogue aux coniques issues de l’intersection
d’un cône avec un plan.
Soit la fonction à N variables :
SN = S(x1, . . . , xN )
qu’on veut couper vers l’espace à R variables (x1, . . . , xR) pour ob-
tenir la fonction :
SR = S(x1, . . . , xR, x¯R+1, . . . , x¯N )
où les N −R paramètres x¯i ne sont plus des variables mais ont des
constantes. La fonction SN peut s’écrire en dissociant les variables
x1 à xR des variables xR+1 à xN .


























où α′ correspond au nouveau tableau de coefficients coupé vers R
dimensions. Il peut être trouvé en développant les précédentes équa-
tions et en utilisant le fait que les x¯j sont fixes et connus.
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La nouvelle spline SR est maintenant définie par le tableau de
coefficients α′ déterminé par l’Equ. (9) et la séquence de séquences
de noeuds τ ′ correspondant aux dimensions restantes de la séquence
initiale τ .
Prenons un exemple. Soit la spline S(x1, x2) d’ordre w = 3 à
N = 2 variables, définie par les noeuds τ et la matrice (tableau de
dimension N = 2) coefficients α suivants (Fig. 4) :




0 1 2 0 1
1 0 2 1 3
2 2 3 1 2
1 2 2 3 2

 .
En suivant la démarche présentée précédemment, il est possible
de déterminer la spline monovariable S(x1) correspondant à la coupe
de la spline multivariable S(x1, x2) dans le plan (x1, y) pour n’im-
porte quelle valeur de x¯2. A titre d’exemple, nous présentons le
développement pour trouver la séquence des noeuds τ ′ et le vec-
teur des coefficients α′ de la spline pour la valeur x¯2 = 13. Les
noeuds correspondent simplement aux noeuds de la dimension res-
tante τ ′ = τ1 = [0, 1, 2, 3, 4, 5, 5, 5]. Les 5 coefficients α′ sont calculés
à partir de la matrice de coefficients α et de la valeur des B-splines
monovariables en x¯2 = 13. Les valeurs de ces 4 B-splines Bi(x¯2)
valent respectivement 0, 23 ,
1




calculés de manière générique.




(a) Spline à deux variables, affichée
dans son espace naturel 3D.









(b) Sections de spline dans le plan
(x1, y), pour les valeurs arbitraires
x¯2 = 10 (bleu continu), x¯2 = 13
(vert traitillé), x¯2 = 16 (rouge
pointillé) et x¯2 = 19 (noir mixte).











Dans l’exemple, la spline à deux variables est coupée vers l’espace
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α′ = α(•,1)B1(x¯2) + α(•,2)B2(x¯2) + α(•,3)B3(x¯2) + α(•,4)B4(x¯2)
= 0[0, 1, 2, 0, 1] +
2
3
[1, 0, 2, 1, 3] +
1
3




[4, 2, 7, 3, 8] (12)
où la notation α(•,i) correspond au vecteur de toutes les lignes mais
seulement la ie colonne de la matrice α.
La spline définie par τ ′ et α′ est représentée dans la Fig. 4b, avec
trois autres sections de spline pour des valeurs de x¯2 différentes.
A.6 Monotonie
Les coefficients d’une spline ont des propriétés intéressantes [75].
Il n’y a pas plus de changements de signe dans la spline S qu’il
n’y en a dans la séquence de coefficients α. De même, si tous les
coefficients αi sont non-négatifs, alors la spline S est non-négative.
Et enfin, si les coefficients α sont monotones dans la direction d’une
variable xj , alors la spline est monotone dans cette direction. Ainsi,
une spline est monotone dans toutes les directions si les coefficients
sont monotones dans toutes les directions. Notez que nous utilisons
ici le terme “spline monotone” lors que les dérivées partielles de ces
directions ne changent pas de signe.
Pour la séquence de noeuds identique au cas précédent, la spline





0 0 1 1 2
0 1 1 2 2
1 2 2 2 3







(a) Spline monotone à deux va-
riables, affichée dans son espace na-
turel 3D.









(b) Sections de spline monotone
dans le plan (x1, y), pour des va-
leurs arbitraires x¯2.
Fig. 5: Spline multivariable monotone.
BNoeuds et coefficients du modèle
générique
Le modèle générique de qoe Mg(f, q, d, s) est utilisé pour diffé-
rentes simulations. Il est défini avec les noeuds τ et les coefficients
α choisis arbitrairement pour illustrer l’allure générale du modèle.
τ = {τf , τq, τd, τs}
τf = [1, 1, 1, 10, 25, 50, 100, 100, 100]
τq = [0, 0, 0, 30, 70, 100, 100, 100]
τd = [0, 0, 0, 50, 100, 100, 100]
τs = [0, 0, 0, 0.3, 0.6, 1, 1, 1]
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

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0.0 0.1 0.2 0.4 0.4
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0.0 0.0 0.0 0.0 0.0
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0.0 0.0 0.0 0.0 0.0
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Quatre images sont utilisées pour illustrer les caractéristiques
d’encodage. Ces images, au format bitmap, ont une résolution de
800× 600 pixels et une profondeur de couleurs de 24 bits.
La première image est issue de notre prototype de génération
d’images pour l’ar.
La deuxième image provient de http://www.scottishwidows
.co.uk/tv/downloads/swtv2-800X600.bmp.
La troisième image provient de http://www.castleuk.net/fun/
2006/images/alnwick800.bmp.
La quatrième image provient de http://www.hongai.edu.hk/
images/school_logo/hnc-800-600.bmp.
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du flux vidéo, 56, 72
délai
de transmission, 52
global, 13, 20, 23
encodage vidéo, 44, 62, 135
entrée unique, 56, 61
erreur d’alignement, 3, 13, 21
espace
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évaluation subjective, 33
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qualité de service, 50, 109
modèle
de l’encodeur, 57
contextuel de qualité d’expé-
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de transmission, 51, 52
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noeud, 27, 38, 138, 140, 151
optimisation, 35, 116
paramètres d’encodage, 18, 21, 44
perception, 1, 11, 13
quadrants, 76, 111
qualité d’expérience, 7, 9, 16
quantification, 20, 21, 68, 87
réalité augmentée, 2, 134












contextuelles, 18, 23, 24
de conception, 18
du modèle, 20
vitesse de la tête, 13–15, 20, 24
Acronymes
YCbCr luminance-chrominance.
pose combinaison de position et orientation.
ar Augmented Reality pour réalité augmentée.
bibo Bounded Input Bounded Output pour entrée bornée sortie bor-
née.
codec COder-DECoder pour encodeur-décodeur.
dct Discrete Cosine Transform pour transformée en cosinus dis-
crète.
fifo First In First Out pour premier entré premier sorti.
hmd Head Mounted Display pour visiocasque.
hvs Human Visual System pour système visuel humain.
itu International Telecommunication Union.
jpeg Joint Photographic Experts Group.
lda Loss-Delay Adjustment pour ajustement perte-délai.
m-jpeg Motion Joint Photographic Experts Group.
mpeg Moving Picture Experts Group.
170 Acronymes
oat Optimal Adaptation Trajectory pour trajectoire d’adaptation
optimale.
pdm Perceptual Distortion Metric pour métrique de distorsion per-
ceptuelle.
pid Proportionnel Intégral Dérivé.
pqa Perceptual Quality Adaptation pour adaptation perceptuelle de
qualité.
psnr Peak Signal to Noise Ratio pour rapport crête signal sur bruit.
qoe Quality of Experience pour qualité d’expérience.
qop Quality of Perception pour qualité de perception.
qos Quality of Service pour qualité de service.
qou Quality of Use pour qualité d’utilisation.
rgb Red Green Blue.
siso Single Input Single Output pour à une entrée et une sortie.
tmn8 video codec Test Model, Near-term, version 8.
vm8 Verification Model, version 8.
vr Virtual Reality pour réalité virtuelle.
Symboles
B B-spline.
Ck ensemble continuellement dérivable.
D profondeur de couleurs.
F matrices des coefficients DCT.
G fonction réalisable augmentée dans l’espace d’encodage augmenté.
H hauteur de l’image.
M modèle de qoe.
Mc modèle de qoe contextuel.
Mg modèle générique de qoe.
Mi modèle de qoe identifié.
N nombre de blocs d’une image.
N0 nombre de coefficients nuls.
NT nombre total de coefficients.
N0¯ nombre de coefficients non-nuls.
P (x) polynôme.
R(ρ) modèle linéaire dans le ρ-domaine.
172 Symboles
S fonction spline.
UX expérience utilisateur subjective.
V volume de données dans le tampon.
W largeur de l’image.
Φ mapping entre l’espace linéaire et l’espace d’encodage.
Φ1 mapping entre la période p et la fréquence f .
Φ2 mapping entre la variable linéaire l et la quantification q.
α coefficients d’une spline.
δ décalage de la droite affine dans l’espace linéaire.
R ensemble des nombres réels.
Q matrices des coefficients quantifiés.
S taille de l’image.
T table de quantification.
W facteur de pondération.
a vecteur des valeurs absolues des coefficients dct.
d résolution des composantes de luminance et chrominance.
f matrice des pixels.
h histogramme des occurrences.
q vecteur de quantification.
r seuil de quantification.
s facteur d’échantillonnage.
ρ pourcentage de coefficients nuls de la dct.
τ noeuds d’une spline.
θ contenu dans le ρ-domaine.
a gain du contrôleur.
alim gain limite du contrôleur.
c métrique de contenu du flux vidéo.
Symboles 173
d délai global.
dt délai de transmission.
e erreur.
f fréquence de génération des images.
g fonction réalisable dans l’espace d’encodage.
h fonction réalisable dans l’espace linéaire.
j fonction d’intersection entre le modèle contextuel et la fonction
réalisable augmentée.
k variable de temps discrète.
l variable linéaire liée à la quantification.
mc mesures contextuelles.
n métriques liées à la transmission.
o taille de l’image compressée.
p période de temps entre deux images successives.
q facteur de quantification.
r débit (quantité par unité de temps).
ra débit disponible.
rr débit de référence.
s vitesse de rotation de la tête.
t variable de temps continue.
u entrée unique du modèle de l’encodeur.
vc variables contextuelles.
ve paramètres d’encodage.
w ordre d’une fonction.
x entrée (variable ou matrice).
y sortie (variable ou vecteur).
• indice se référant à toutes les valeurs.







mapping mise en correspondance.
multi-pass plusieurs passes.
pinhole camera model modèle simple de caméra.
quantization quantification.
rate control contrôle de débit.
rate débit.




streaming diffusion de flux continu.
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