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We consider a harmonically coupled system of two Brownian particles (say A and B) in a harmonic confine-
ment. Whole system is immersed in the heat bath at a temperature T . Both particles are driven by external
stochastic Gaussian white noises. This system generates entropy and that total entropy production satisfies
fluctuation theorem in steady state. In the weak coupling limit, the partial system also satisfies steady state
fluctuation theorem for total entropy production. Numerical simulation are done to verify the analytical results
and they have very good agreements.
PACS numbers: 05.70.Ln, 05.40.-a
I. INTRODUCTION
Stochastic thermodynamics aims to extend the classical
thermodynamics to small scale systems. These small scale
systems may be a polystyrene bead (Brownian particle), en-
zymes, DNA, RNA molecules etc., in a fluctuating environ-
ment called heat bath. Within the framework of stochastic
thermodynamics, the notion of thermodynamical observables
such as work done, entropy production, heat flow, etc., can
be defined at the level of a trajectory of a nonequilibrium en-
semble. The heat exchanged by the small system with the sur-
rounding environment, work done by external forces on it, and
the change in the internal energy of it satisfy first law of ther-
modynamics (energy conservation) even for a single stochastic
trajectory of any time duration τ . Since the work done on such
small systems is comparable to the thermal energy kBT (where
kB is the Boltzmann’s constant and T is the temperature of the
heat bath), once in a while, it is expected to observe the re-
verse action of these systems by consuming the heat from the
surrounding bath. For large scale system, we call it as the vi-
olations of second law of thermodynamics. Fluctuation theo-
rems [1–14] are the relations which measures these violations
in terms of the ratio of probability of positive entropy produc-
tion to that of negative entropy production. There has been
lots of research going on to understand the validity of fluctu-
ation theorem for various other stochastic quantities such as
heat flow, work done, power injection, etc. [15–26].
Consider a system in the contact of a heat bath of a constant
temperature. A steady supply of energy provided by external
driving such as temperature gradient, time dependent exter-
nal fields, shear flow, etc., is required to maintain the system
out of equilibrium. In general, a stochastic quantity A such
as work done, heat flow, power injection, entropy produc-
tion, etc., becomes a functional of the fluctuating trajectories.
Hence, these quantities have specified distribution. When the
probability distribution of A satisfies the relation
P(A =+aτ)
P(A =−aτ) ∼ e
aτ , (1)
for large time τ , we call fluctuation theorem holds for A. Here
sign "∼" implies the logarithmic equality:
lim
τ→∞
1
τ
ln
P(A =+aτ)
P(A =−aτ) = a. (2)
The quantity A is an extensive quantity that scales with the
observation time τ . Therefore, it is clear from Eq. (1) as the
observation time gets longer, system will appear as time irre-
versible which is consistent with second law of thermodynam-
ics. As an example, consider a thermal conductor connected
to a temperature gradient, and let A be the amount of the heat
flow for a duration τ . While the positive value of A is the
amount of heat flow along the direction of gradient of tem-
perature, the negative value of it corresponds to the direction
opposite to the temperature gradient. When the observable A
is measured along the stochastic trajectories emanating from
the initial steady state ensemble, resulting fluctuation theorem
is called as the steady state fluctuation theorem (SSFT). It is
shown in Refs. [12, 13], if A denotes the total entropy pro-
duction, that incorporates change in the entropy production
caused by the configurational change of the system and the
entropy change of the surrounding bath, then SSFT is valid
for A for all time, i.e., in this case sign ” ∼ ” is replaced by
sign ” = ” in Eq. (1).
Consider a system of n interacting degrees of freedom
(DOFs). The time scale of relaxation of these DOFs is much
larger than that of the bath DOFs. The state of system at time
t ∈ [0,τ], is represented by x(t) := (x1(t),x2(t), . . . ,xn(t)) in
the phase space. These xi(t)′s can be either continuous or
discrete DOFs. The evolution of x(t) is described by the
Langevin equation. In practice, there can be some techni-
cal difficulties due to which one cannot access the whole
system. Suppose m-DOFs of the system are experimentally
observed which we call as subsystem or partial system, i.e.,
xs(t) := (x1(t),x2(t), . . . ,xm(t)) where m < n. Because some
DOFs are hidden, in such situation, the fluctuation theorem
for total entropy production of subsystem xs(t) may not hold
when the interactions among DOFs of x(t) are significantly
large. In fact, a lot of work have been done in the area of par-
tial measurement [27–40]. In Ref. [41], authors have given
a mechanism where such partial measurement leads to a new
fluctuation theorem when the interaction among the observed
and hidden DOFs are considered to be infinitesimally small,
i.e., in the weak coupling limit. In certain experiment, the
above scenario is possible. In this paper, we are presenting
a scheme where the effect of weak coupling of complement
DOFs, i.e., xc(t) := (xm+1(t),xm+2(t), . . . ,xn(t)) on xs(t) can
be nullified. This can be feasible once we trap the whole sys-
tem x(t) in the harmonic confinement and do the measurement
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2on the system. In such case, the observed DOFs will behave
as if there are no weakly coupled hidden variables.
In this paper, we consider a coupled Brownian particle sys-
tem (say particle A and B) in a harmonic confinement of the
stiffness constant k0 . Both particles are interacting harmon-
ically with the spring constant k. Whole system is immersed
in the heat bath at a constant temperature T . In the absence
of driving, the system is in equilibrium as it does not produce
entropy. But when these particles are driven using some exter-
nal forcing, system generates entropy. In the steady state, total
entropy production obeys SSFT. In the present work, we drive
both particles using stochastic Gaussian noises and compute
the total entropy production due to one of the particles (say
of particle-A). We show that SSFT for total entropy produc-
tion of particle-A holds in the weak coupling limit (k k0).
It is interesting to mention that one can use this technique in
an experiment to nullify the effect of weak coupling of hidden
DOFs on the observed ones.
The remainder of this paper is as follows. In Sec. II, we
define the model system of two coupled Brownian particle
in a harmonic trap, immersed in the heat bath of a constant
temperature. Both of these particles are driven by external
Gaussian white noises. In Secs. II A and II B, we give the def-
initions for the partial entropy production. In Sec. III, we give
Fokker-Planck equation for the restricted characteristic func-
tion ZW (λ ,U,τ|U0) = 〈e−λWδ [U −U(τ)]〉U,U0 and its gen-
eral solution in large-τ limit. Moreover, we write the solu-
tion of characteristic function for total entropy production by
one of the particles in terms of cumulant generating function
µ(λ ) and the prefactor g(λ ): 〈e−λSAtot 〉 ∼ g(λ )e(τ/τγ )µ(λ ). In
Sec. IV, we discuss the cumulant generating function µ(λ ).
In Sec. V, we sketch the results for a special case of Brownian
particle in a harmonic trap, driven by external stochastic Gaus-
sian force. In Sec. VI, we invert the moment generating func-
tion Z(λ ) using saddle point method to get the large deviation
form of the probability distribution for total entropy produc-
tion. In Sec. VII, we discuss the large deviation function and
fluctuation theorem for total entropy production. In Sec. VIII,
we show the comparison of analytical results with the numer-
ical simulations. We summarize our paper in Sec. IX. Some
of the detailed calculations are given in the Appendix.
II. MODEL
Consider a system consists of two Brownian particles (say
particle-A and particle-B) of mass m coupled by a harmonic
spring of stiffness constant k, in a harmonic trap of the stiff-
ness constant k0. Whole system is in the heat bath at a con-
stant temperature T . The Hamiltonian of this coupled system
is given as
H (xA,xB,vA,vB) =
1
2
mv2A+
1
2
mv2B+
1
2
k0x2A
+
1
2
k0x2B+
1
2
k(xA− xB)2, (3)
where xA(xB) and vA(vB) are the position and velocity of
particle-A (particle-B), respectively.
The Langevin equations that represent the evolution of the
above coupled system in the presence of external forces are
given as
x˙A = vA, (4)
x˙B = vB, (5)
mv˙A =−γvA− [(k+ k0)xA− kxB]+ fA(t)+ηA(t), (6)
mv˙B =−γvB− [(k+ k0)xB− kxA]+ fB(t)+ηB(t), (7)
where γ is the dissipation constant, ηA(t) and ηB(t) are the
thermal noises from the heat bath with mean zero and correla-
tions 〈ηi(t)η j(t ′)〉= 2γTδi jδ (t− t ′), acting on particle-A and
B, respectively. The external forces fA(t) and fB(t) are act-
ing on particle-A and particle-B, respectively, with mean zero
and variances 〈 fA(t) fA(t ′)〉 = 2γTθδ (t− t ′), 〈 fB(t) fB(t ′)〉 =
2γTθα2δ (t − t ′). Here, we consider two choices of exter-
nal forces. For first choice, both fA(t) and fB(t) are uncorre-
lated for all time while in the another choice fB(t) = α fA(t).
We define four dimensionless parameters α , θ , trap strength
κ = mk0/γ2, and coupling parameter δ = 2km/γ2. Also
ηi(t) and f j(t) are uncorrelated with each other for all time:
〈 fi(t)η j(t ′)〉=0 for all t, t ′, i, j. For simplicity, we set Boltz-
mann’s constant as unity throughout the calculation. In the
following subsections, we give the definitions of total entropy
production for particle-A in the coupled system.
A. Partial entropy production
It is well known that total entropy production obeys fluctua-
tion theorem in the steady state for all time. The main concern
of this paper is to verify this result for a part of the system. To
do so, we write down the total entropy production for one of
the particles (say particle-A). Total entropy production con-
sists of two terms. First term comes from the change in the
entropy of the bath while the second one is due to change in
the configuration of the particle-A for a span of time τ . Both
of these terms are computed in the steady state of the coupled
system. Since the bath is infinitely large, it always remains in
the thermal equilibrium. Therefore, using the standard ther-
modynamics, we write the entropy production in the bath due
to particle-A as
∆SAmed =−
QA
T
, (8)
where QA is the amount of heat energy transferred to particle-
A from the heat bath for time duration τ
QA =
∫ τ
0
dt [ηA(t)− γvA(t)]vA(t). (9)
In the above equation, the integral follows the Stratonovich
rule of integration. The system entropy production of particle-
A in the steady state is the change in the configuration entropy
occurs during the time segment τ as [12, 13]
∆SAsys =− lnPss[U˜(τ)]+ lnPss[U˜(0)], (10)
3where U˜ = (xA,vA)T , and Pss[U˜(τ)] is the steady state distri-
bution of particle-A at time τ , obtained after integrating the
full joint steady state distribution P f ullss (xA,xB,vA,vB) over xB
and vB:
Pss[U˜(τ)] =
∫ ∞
−∞
dxB
∫ ∞
−∞
dvB P f ullss (xA,xB,vA,vB). (11)
The form of the Pss[U˜(τ)] is given in Eq. (A30). Using
Eqs. (6), (8), and (10), the total entropy production by particle-
A in a coupled Brownian particle system can be written as
∆SAtot =
1
T
∫ τ
0
dt fA(t)vA(t)+
k
T
∫ τ
0
dt xB(t)vA(t)
−1
2
U˜T (Σ˜P− H˜−1P )U˜ +
1
2
U˜T0 (Σ˜P− H˜−1P )U˜0, (12)
where the diagonal matrix Σ˜P =
1
T
diag(k+k0,m), and matrix
H˜P is given in Eq. (A32).
B. Apparent entropy production
When large number of DOFs are interacting with each
other, then the precise distribution of the entropy production
rely on the exact number of the relevant DOFs. In experi-
ments, there may arise a situation where some of the DOFs
are not accessible or hidden. In such cases, distribution of
total entropy production might vary from the case where the
exact information of the system is known. Therefore, based
on observed DOFs, one may use the definition of total en-
tropy production (which might be different from the actual
scenario), and compute it experimentally. This type of partial
entropy production we call as apparent entropy production.
Note that this definition of total entropy production of partial
system is different from the definition given in the previous
subsection (see Sec. II A). In that definition, we know the full
system, and we were computing the total entropy production
for a part of the system. But in this case, we are not aware of
the hidden variables.
For a simple model system, suppose we want to compute
the total entropy production of a single Brownian particle (say
particle-A) of mass m confined in a harmonic trap of stiffness
constant k0. The whole system is immersed in the heat bath
of a constant temperature T . The given system is driven us-
ing external Gaussian white noise fA(t) in a nonequilibrium
steady state. The underdamped Langevin equations for that
Brownian particle are given as
x˙A = vA, (13)
mv˙A =−γvA− k0xA+ fA(t)+ηA(t), (14)
where γ is the dissipation constant, and ηA(t) is the noise act-
ing on the Brownian particle from the heat bath with mean
zero and variance 〈ηA(t)ηA(t ′)〉 = 2γTδ (t − t ′). The exter-
nal Gaussian force fA(t) is acting on the particle with mean
zero and variance 〈 fA(t) fA(t ′)〉 = 2γTθδ (t − t ′). Also both
ηA(t) and fA(t) are uncorrelated with each other for all time:
〈 fA(t)ηA(t ′)〉=0 for all t, t ′.
The total entropy production of particle-A can be written as
∆SAtot = ∆S
A
med +∆S
A
sys, (15)
where medium and system entropy production are
∆SAmed =
1
T
∫ τ
0
dt fA(t)vA(t)−∆EA, (16)
∆SAsys =− ln P˜ss[U˜(τ)]+ ln P˜ss[U˜(0)], (17)
respectively. In Eq. (17), the column vector U˜ = (xA,vA)T .
On the right hand side of Eq. (16), the first term is the work
done by the stochastic force fA(t) on the Brownian particle-A,
and the second term is the change in the internal energy ∆EA
of particle-A. Both of these terms are measured with respect
to the temperature T of the heat bath. Here, ∆EA reads
∆EA =
m
2T
[v2A(τ)− v2A(0)]+
k0
2T
[x2A(τ)− x2A(0)]. (18)
In Eq. (17), P˜ss[U˜ ] is the steady state probability distribution
computed from Eqs. (13) and (14), and its form is given in
Eq. (A31). Therefore, Eq. (15) becomes
∆SAtot =
1
T
∫ τ
0
dt fA(t)vA(t)− 12U˜
T (Σ˜A− H˜−1A )U˜
+
1
2
U˜T0 (Σ˜A− H˜−1A )U˜0, (19)
where the diagonal matrix Σ˜A =
1
T
diag(k0,m), and matrix H˜A
is given in Eq. (A32).
Equation (19) is written with the assumption that there is
only one particle present in the harmonic trap [see Eqs. (13)
and (14)]. Suppose, there is one more particle present in the
harmonic trap in addition to the given particle-A, which we
are not aware of. Let us assume that these particles are inter-
acting harmonically with spring constant k. Then, the actual
dynamics of particle-A is given by Eqs. (4)–(7). In such case,
the total entropy production given by Eq. (19) is called as ap-
parent entropy production. Therefore, we compute this appar-
ent entropy production given in Eq. (19) using actual dynam-
ics [see Eqs. (4)–(7)] as an experimentalist who is not aware
of a hidden particle in the same trap.
We can combine both definitions of entropy production [see
Eqs. (12) and (19)] using a parameter Π which is defined as
Π=
{
1, Partial entropy production,
0, Apparent entropy production.
(20)
Therefore, we get
∆SAtot =W −
1
2
U˜T H˜−1U˜ +
1
2
U˜T0 H˜
−1U˜0, (21)
where
W =
1
T
∫ τ
0
dt fA(t)vA(t)+
Π k
T
∫ τ
0
dt xB(t)vA(t), (22)
and
H˜−1 =Π(Σ˜P− H˜−1P )+(1−Π)(Σ˜A− H˜−1A ). (23)
4Since Eqs. (4)–(7) shows that the column vector U =
(xA,xB,vA,vB)T is linear in the Gaussian noises, the proba-
bility density function of it is a Gaussian distribution. On the
other hand, the entropy production given in Eq. (21) is not lin-
ear with Gaussian noises. Thus, the expected distribution of
it will not be Gaussian in nature. Nevertheless, we will show
the recipe to obtain the distribution for ∆SAtot in next sections.
III. FOKKER-PLANCK EQUATION AND ITS GENERAL
SOLUTION
∆SAtot is a fluctuating quantity and its value changes from
one realization to other. Moreover, it depends upon Gaussian
noises quadratically. Therefore, mean and variance of it are
not sufficient to obtain the probability density function of par-
tial and apparent entropy production. Our goal is to find out
the probability distribution for total entropy production ∆SAtot :
Pτ(∆SAtot) which is given as
Pτ(∆SAtot) =
∫
dU
∫
dU0 P(∆SAtot ,U,τ|U0) Pss(U0), (24)
where P(∆SAtot ,U,τ|U0) is the joint distribution of ∆SAtot and U
at time τ starting from U0 at t = 0.
Multiplying both sides by e−λ∆SAtot and integrating over
∆SAtot , we get
Z(λ ) =
∫
dU
∫
dU0 Z(λ ,U,τ|U0)Pss(U0), (25)
where Z(λ ,U,τ|U0) is the restricted characteristic function:
Z(λ ,U,τ|U0) =
〈
exp[−λ∆SAtot ]δ [U−U(τ)]
〉
U,U0
. (26)
In the above equation, the angular brackets show the average
over all set of trajectories starting from initial variable U0 to
final variable U(τ). Using Eq. (A34), Eq. (26) can be written
as
Z(λ ,U,τ|U0) = e λ2 UT H−1U− λ2 UT0 H−1U0ZW (λ ,U,τ|U0), (27)
where
ZW (λ ,U,τ|U0) =
〈
e−λWδ [U−U(τ)]〉U,U0 . (28)
In Eq. (A34), second and third terms on right hand side are
boundary terms. These boundary terms will not contribute in
the averaging process as shown in Eq. (27).
In order to compute the characteristic function Z(λ ) =
〈exp[−λ∆SAtot ]〉, we first find ZW (λ ,U,τ|U0) whose evolution
is given by the following Fokker-Planck equation
∂ZW (λ ,U,τ|U0)
∂τ
=LλZW (λ ,U,τ|U0), (29)
whereLλ is the Fokker-Planck operator given as
Lλ =
1
m ∑i=A,B
[
∂H
∂xi
∂
∂vi
− ∂H
∂vi
∂
∂xi
]
+
γT (1+θ)
m2
∂ 2
∂v2A
+
γvA
m
(1+2λθ)
∂
∂vA
+
γ
m
(vB+2CλαθvA)
∂
∂vB
+ γ
[
2
m
− λ
γT
(
ΠkxBvA− γTθm
)]
+
λ 2v2Aγθ
T
+
γT (1+θα2)
m2
∂ 2
∂v2B
+
2CγTθα
m2
∂ 2
∂vA∂vB
. (30)
In the above equation H is the Hamiltonian of the coupled
system as given by Eq. (3), and C is the correlation parameter
defined as
C =
{
0, for 〈 fA(t) fB(t ′)〉= 0 ∀ t, t ′,
1, for fB(t) = α fB(t).
(31)
The differential equation (29) is subject to initial condition
ZW (λ ,U,0|U0) = δ (U−U0).
The general solution of the differential equation (29) can be
written as
ZW (λ ,U,τ|U0) =∑
n
eτEn(λ )Ψn(U,λ )χn(U0,λ ), (32)
where En(λ ) is the eigenvalue of the Fokker-Planck operator
Lλ and the corresponding left and right eigenfunctions are
χn(U0,λ ) and Ψn(U,λ ). These left and right eigenfunctions
satisfy the orthonormality condition∫
dU Ψn(U,λ )χm(U,λ ) = δn,m. (33)
Thus, the restricted characteristic function for long time (τ→
∞) is given by
ZW (λ ,U,τ|U0) = e(τ/τγ )µ(λ )Ψ(U,λ )χ(U0,λ )+ . . . , (34)
where µ(λ )τ−1γ := max{En(λ )} is the largest eigenvalue of
the Fokker-Planck operator Lλ and the corresponding left
and right eigenfunctions are χ(U0,λ ) and Ψ(U,λ ). In the
above equation, τγ =m/γ is the viscous relaxation time. Here
Z(0,U,τ|U0) = ZW (0,U,τ|U0) = P(U,τ|U0) [see Eq. (27)]
is the joint distribution of U at time τ starting from ini-
tial variable U0. Therefore, in the large time limit, the
steady state distribution can be computed from ZW (0,U,τ →
∞|U0) = P f ullss (U) =Ψ(U,0). It directly implies µ(0) = 0 and
χ(U0,0) = 1.
The Fokker-Planck equation (29) is difficult to solve to get
the largest eigenvalue µ(λ )τ−1γ and the corresponding eigen-
functions. Nevertheless, there is a technique developed in [25]
which we use to compute these functions. Detailed calcula-
tions for evaluating these functions are given in the Appendix.
Using Eq. (27) and the restricted characteristic function for W
given in Eq. (34), we write the restricted characteristic func-
tion Z(λ ,U,τ|U0) for both definitions of entropy production
∆SAtot and for both choices of external forces [see Eq. (A34)].
5Further, we integrate Z(λ ,U,τ|U0) over the initial steady state
ensemble P f ullss (U0) and final variable U [see Eq. (25)], we get
the characteristic function for ∆SAtot :
Z(λ ) = g(λ ) e(τ/τγ )µ(λ )+ . . . , (35)
where g(λ ) is the prefactor given by
g(λ ) =
∫
dU
∫
dU0 P f ullss (U0) Ψ(U,λ )χ(U0,λ )
=
∫
dU
∫
dU0 Ψ(U0,0) Ψ(U,λ )χ(U0,λ ). (36)
In Eq. (35), µ(λ ) is the cumulant generating function. In the
following section, we are giving the form of these functions.
IV. MOMENT GENERATING FUNCTION
The cumulant generating function µ(λ ) given in Eq. (A26)
has the following form
µ(λ ) =− 1
4pi
∫ ∞
−∞
du ln
[
1+
h(u,λ )
q(u)
]
, (37)
where the form of q(u) is given by
q(u) = [(κ−u2)2+u2][(δ +κ−u2)2+u2]. (38)
The form of h(u,λ ) for first choice of forces, i.e., for uncorre-
lated forces, is given as
h(u,λ ) = 4θλ (1−λ )u2[u4+(1−2κ−δ )u2+κ2+κδ
+(2−Π)δ 2/4]−λδ 2u2[λα2θ 2(Π−1)2+λΠ2
+θΠ{λ (1+α2)Π−λ −α2}], (39)
whereas for second choice of forces, i.e., for fB(t) = α fA(t),
is
h(u,λ ) = 4θλ (1−λ )u2[u4+(1−2κ−δ )u2+κ2+κδ
+(2−Π)δ 2/4]−λu2[θδα(λΠ−1){4(κ−u2)
+δ (2+αΠ)}+λΠδ 2(Π−θ(1−Π))]. (40)
The form of the prefactor g(λ ) is given in Eq. (A38), and its
computation is quite involved and not very illuminating. This
requires the computation of matrices H1(λ ), L˜1(λ ), and L˜2(λ )
[see the Appendix] which is a nontrivial task. In Sec. VI, we
show how to solve µ(λ ) and the assumption to approximate
the prefactor g(λ ).
V. SINGLE BROWNIAN PARTICLE IN A HARMONIC
TRAP
Consider a single Brownian particle in a harmonic trap of
stiffness constant k0, driven by an external stochastic Gaussian
white noise fA(t). The given system is in contact with the heat
bath at a constant temperature T . The Langevin equations
for the stochastically driven Brownian particle in a harmonic
trap are given by Eqs. (13) and (14). It is interesting to note
that both definitions of entropy production and also for both
choices of forces [see Eq. (21)] coincides at δ = 0. In this
case, the cumulant generating function µ0(λ ) in the integral
form is given as
µ0(λ ) =− 14pi
∫ ∞
−∞
du ln
[
1+
h0(u,λ )
q0(u)
]
, (41)
where h0(u,λ ) = 4θλ (1−λ )u2 and q0(u) = (u2−κ)2 + u2.
We can solve the integral given in Eq. (41) easily which gives
µ0(λ ) =
1
2
[1−ν(λ )], (42)
where
ν(λ ) =
√
1+4θλ (1−λ ) =
√
4θ(λ+−λ )(λ −λ−). (43)
Here λ± are given by
λ± =
1
2
[
1±
√
1+
1
θ
]
. (44)
One can also obtain the prefactor g0(λ ) as
g0(λ ) =
4ν(λ )
[1+ν(λ )]2
. (45)
In Eqs. (41) and (45), the subscript 0 corresponds to δ = 0.
Both µ0(λ ) and g0(λ ) are analytic functions for λ ∈ (λ−,λ+).
VI. PROBABILITY DISTRIBUTION FUNCTION
The probability density function for total entropy produc-
tion ∆SAtot can be computed by inverting the characteristic
function Z(λ ) using inverse transform
P(∆SAtot = sτ/τγ) =
1
2pii
∫ +i∞
−i∞
dλ Z(λ )eλ∆S
A
tot , (46)
where the contour of integration is taken along the direction of
imaginary axis passing through the origin of the complex λ -
plane. Using the large time (τ τγ) solution of characteristic
function Z(λ ) given in Eq. (35), we obtain
P(∆SAtot = sτ/τγ)≈
1
2pii
∫ +i∞
−i∞
dλ g(λ )e(τ/τγ )Is(λ ), (47)
where s = ∆SAtotτγ/τ is the scaled variable, and the function
Is(λ ) = [µ(λ )+λ s].
If both µ(λ ) and g(λ ) are analytic function of λ , then,
in the limit of large time τ  τγ , one can use saddle-point
method to approximate the integral (47). Therefore, we get
P(∆SAtot = sτ/τγ)≈
g(λ ∗)e(τ/τγ )Is(λ ∗)√
2pi(τ/τγ)
∣∣I′′s (λ ∗)∣∣ . (48)
6In the above equation
I′′s (λ
∗) =
∂ 2Is(λ )
∂λ 2
∣∣∣∣
λ=λ ∗(s)
, (49)
and λ ∗(s) is the saddle point obtained from solving the fol-
lowing equation
∂ Is(λ )
∂λ
∣∣∣∣
λ=λ ∗(s)
= 0. (50)
At the saddle point, the function Is(λ ∗) reads as
I(λ ∗(s)) = µ(λ ∗(s))+λ ∗(s)s. (51)
The probability density function for total entropy production
can easily be written as
p(s) = P(∆SAtot = sτ/τγ)
∣∣∣∣d∆SAtotds
∣∣∣∣ (52)
≈ τ g(λ
∗)e(τ/τγ )Is(λ ∗)√
2piτγ
∣∣I′′s (λ ∗)∣∣ . (53)
If both µ(λ ) and g(λ ) follow Gallavotti-Cohen symmetry,
i.e., µ(λ ) = µ(1− λ ) and g(λ ) = g(1− λ ), and there is no
singularities in µ(λ ) and g(λ ) within λ ∈ [0,1], then we can
obtain the probability distribution of negative entropy produc-
tion as
P(∆SAtot =−sτ/τγ)≈
e−sτ/τγ
2pii
∫ +i∞
−i∞
dλ g(λ )e(τ/τγ )Is(λ ).
(54)
From Eqs. (47) and (54), we get
P(∆SAtot = sτ/τγ)
P(∆SAtot =−sτ/τγ)
≈ esτ/τγ , (55)
which is SSFT for total entropy production. This implies that
for any observable to satisfy SSFT, the corresponding µ(λ )
and g(λ ) must satisfy Gallavotti-Cohen symmetry and they
must not contain any singularity for λ ∈ [0,1].
In the case of single Brownian particle confined in a har-
monic trap (see Sec. V), the cumulant generating function is
µ(λ )→ µ0(λ ) and the prefactor is g(λ )→ g0(λ ). Both of
these functions are analytic when λ ∈ (λ−,λ+). Moreover,
they satisfy Gallavotti-Cohen Symmetry. Therefore, the total
entropy production in this case satisfies SSFT.
But in our problem, µ(λ ) does not satisfy Gallavotti-Cohen
symmetry for large coupling δ . Thus, one may expect that
the total entropy production by the partial system (partial and
apparent entropy production) must not satisfy fluctuation the-
orem for large value of coupling parameter δ .
Computation of the prefactor g(λ ) is quite involved. Our
aim is to understand the fluctuation theorem for the partial
system in the weak coupling limit: in the limit δ → 0. There-
fore, we approximate g(λ ) to the prefactor of the characteris-
tic function of stochastically driven single Brownian particle
in a harmonic trap: g(λ )≈ g0(λ ) [see Eq. (45)][41].
On the other hand, one can, in general, compute the integral
(37) to get µ(λ ). Using integration by parts, it can be written
as
µ(λ ) =
1
4pi
∫ ∞
−∞
du
u[h′(u,λ )q(u)−h(u,λ )q′(u)]
q(u)[h(u,λ )+q(u)]
, (56)
where ′ shows the derivatives with respect to u. The above
integral can easily be solved using calculus of residue
µ(λ ) =
i
2
[
∑
j
u j(λ )−∑
k
wk
]
, (57)
where {u j(λ )} and {wk} are the zeros of [h(u,λ )+q(u)] and
q(u), respectively, that lie in the upper half of the complex u-
plane. The analytical computation of µ(λ ) using these poles
is quite involved. Alternatively, we can evaluate the integral
given in Eq. (37) numerically using MATHEMATICA. To do
so, we first analyze the domain within which the function
µ(λ ) is a real quantity. Note that this domain is the same
where the saddle point λ ∗(s) stays for finite scaled variable s.
First consider the integral of cumulant generating func-
tion for a single Brownian particle in a harmonic trap, given
in Eq. (41). The arguments of logarithm of the integrand
of µ0(λ ) are q0(u) and [h0(u,λ ) + q0(u)]. While the func-
tion q0(u) is always positive for all values of u, the function
[h0(u,λ )+ q0(u)] can have any sign. To understand the sign,
we solve the quadratic equation
h0(u,λ )+q0(u) = a0(u)λ 2−b0(u)λ −q0(u) = 0, (58)
in λ where a0(u) = b0(u) = 4θu2 and q0(u) = (u2−κ)2+u2.
The roots of above quadratic equation are
λ 0±(u) =
b0(u)±
√
b20(u)+4a0(u)q0(u)
2a0(u)
. (59)
In Figs. 1(a) and 1(b), we show the variation of λ 0±(u) (see
blue dashed lines) against u. In the complex λ -plane, we
see that µ0(λ ) is a real function for λ ∈ (λmax,λmin) where
λmin := min{λ+(u)} and λmax := max{λ−(u)}. In this case,
the extrema of functions λ 0±(u) occur at u∗ = ±
√
κ (see
Fig. 1). Therefore,
λ 0±(u
∗ =±√κ) = λ± = 1/2[1±
√
1+θ−1]. (60)
This implies µ0(λ ) is a real function within (λ−,λ+).
Similar recipe we will use to find the domain within which
µ(λ ) is a real quantity. For δ 6= 0, the argument of logarithm
of the integrand of Eq. (37) are q(u) and [h(u,λ ) + q(u)],
where q(u) is clearly positive function for all u. To see the
domain, we write the quadratic equation
h(u,λ )+q(u) = a(u)λ 2−b(u)λ −q(u) = 0, (61)
in λ . The function q(u) is given in Eq. (38), and one can find
a(u) and b(u) from Eqs. (39) and (40) for both definitions of
entropy production and for both choices of external forces.
The roots of the quadratic equation (61) are
λ δ±(u) =
b(u)±
√
b2(u)+4a(u)q(u)
2a(u)
. (62)
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FIG. 1: Variation of λ δ±(u) is plotted against u for δ>0 (red solid)
and δ=0 (blue dashed lines).
Figs. 1(a) and 1(b) show the variation of λ δ±(u) (red solid line)
against u. We have also compared the given curve with δ = 0
case (blue dashed lines). It is clear from Fig. 1 that λ δ±(u)
converge to λ 0±(u) in the limit of δ → 0. Therefore, one can
use perturbation theory to evaluate u∗ in the limit δ → 0. For
first type of forces and both definitions of entropy production,
we see that
u∗ =±
[√
κ+
δ
4
√
κ
+O(δ 2)
]
, (63)
whereas the second type of forces
u∗=

±
[√
κ+
δ (1−α)
4
√
κ
+O(δ 2)
]
, PEP,
±
[√
κ+
δ [1+2α(θ +
√
θ(1+θ))]
4
√
κ
+O(δ 2)
]
, AEP,
(64)
where PEP and AEP stand for partial and apparent entropy
production, respectively.
For each case, we substitute u∗ in Eq. (62). In the limit
of δ → 0, we get λ δ±(u∗) → λ± where λ± are given in
Eq. (44). When λ ∈ (λ−,λ+), g0(λ ) is also analytic function.
Therefore, one can directly use saddle-point approximation in
Eq. (47) to get the probability distribution for the entropy pro-
ductions given by Eq. (48).
VII. LARGE DEVIATION THEOREM AND
FLUCTUATION THEOREM
The large deviation function h(s) := Is(λ ∗(s)) is defined as
h(s) = lim
τ/τγ→∞
τγ
τ
lnP(∆SAtot = sτ/τγ). (65)
Therefore, the large deviation form of the distribution is given
by
P(∆SAtot = sτ/τγ)∼ e(τ/τγ )h(s). (66)
The distribution which satisfies fluctuation theorem, we find
that
lim
τ/τγ→∞
ln
[
P(∆SAtot =+sτ/τγ)
P(∆SAtot =−sτ/τγ)
]
= s. (67)
From the above equation, one can conclude that the large de-
viation function satisfies a symmetry properties given as
h(s)−h(−s) = s for all s. (68)
For convenience, we define an asymmetry function f (s) as
f (s) = h(s)−h(−s). (69)
When the total entropy production satisfies SSFT, we find that
the asymmetry function f (s) = s. In the example considered
in Sec. V, the slope of the associated asymmetry function f (s)
remains unity. Thus, for that system, total entropy production
satisfies SSFT. In the following, we show the comparison of
analytical results with the numerical simulation for both defi-
nitions of entropy production and for both choices of external
forces.
VIII. NUMERICAL SIMULATION
In Fig. 2, we compare the analytical results of asymme-
try function f (s) and probability density function p(s) using
Eqs. (69) and (53), respectively, with the numerical simula-
tion results for: partial entropy production for first choice of
external forces, apparent entropy production for first choice of
external forces, partial entropy production for second choice
of external forces, and apparent entropy production for sec-
ond choice of external forces. All of these results are obtained
for fixed trap strength κ = 2.0, coupling parameter δ = 0.01
and the observation time relative to relaxation time τ/τγ = 20.
Figure 2 shows a very good agreement between theoretical
predictions and numerical simulation.
From Figs. 2 (a)–(d), it is clear that the slope of asymmetry
function f (s) is unity in the limit δ → 0 which indicates that
both definitions of total entropy production of partial system
satisfy SSFT irrespective of the choice of external forces.
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FIG. 2: The asymmetry functions f (s) are plotted against the scaled variable s= ∆SAtotτγ/τ for: (a) partial entropy production for first choice of
external forces, (b) apparent entropy production for first choice of external forces, (c) partial entropy production for second choice of external
forces, and (d) apparent entropy production for second choice of external forces. The probability density functions p(s) are plotted against
the scaled variable s = ∆SAtotτγ/τ for: (e) partial entropy production for first choice of external forces, (f) apparent entropy production for first
choice of external forces, (g) partial entropy production for second choice of external forces, and (h) apparent entropy production for second
choice of external forces. In all of the above figures, blue points represent the numerical simulation results whereas red dot-dashed lines
correspond to asymmetry function f (s) and probability density function p(s) obtained from Eqs. (69) and (53), respectively. The green solid
lines in figures (a)-(d), correspond to the case when there is no coupling between particle-A and particle-B (δ = 0): f (s) = s. For all above
figures, we choose trap strength κ = 2.0, coupling parameter δ = 0.01, and the observation time relative to viscous relaxation time τ/τγ = 20.
IX. SUMMARY
We have considered two harmonically coupled Brownian
particles with coupling strength k = δγ2/(2m), where δ is the
dimensionless coupling parameter. The system is placed in
a harmonic confinement of a stiffness constant k0, and im-
mersed in the heat bath of a constant temperature T . Both
of these particles are externally driven to a nonequilibrium
steady state by stochastic Gaussian forces: fA(t) and fB(t).
While the strength of the force acting on particle-A is θ with
respect to the strength of the thermal noise of the bath, the
relative strength of the force acting on particle-B with respect
to particle-A is α2. Two different choices of forces are con-
sidered. In the first choice, both of these forces are indepen-
dent of each other while in the second choice fB(t) = α fA(t).
In the presence of external driving, system generates entropy
and the total entropy production satisfies SSFT. In this paper,
we have concentrated on the total entropy production by one
of the particles, and two different definitions of it are consid-
ered. These are partial and apparent entropy productions. We
have studied the fluctuation theorem for both definitions of en-
tropy production and also for both choices of external forces,
and showed that SSFT would violate with O(δ ). Thus, in the
weak coupling limit, the fluctuation theorem for partial and
apparent entropy production is restored. Therefore, we have
found a mechanism in which the effect of weak interactions
is diminished when the whole system is trapped in harmonic
confinement.
To understand why trap helps to nullify the effect of weak
coupling of the hidden DOFs on the observed ones, let us
consider the overdamped case, where in the presence of trap,
the relative spacing y = (xA− xB), evolves according to over-
damped Langevin equation given as
y˙ =−δ +κ
τγ
y+
η(t)+ f (t)
γ
. (70)
Here the thermal noise and external force in the relative frame
are η(t) = ηA(t)− ηB(t) and f (t) = fA(t)− fB(t), respec-
tively.
First consider the case when there is no harmonic confine-
ment (κ = 0). In this case the force due to the coupling be-
comes important when y ∼ O(τγ/δ ). The typical time-scale
above which we can see the effect of coupling is given by
the diffusive scale ty ∼ y2 ∼ O(τ2γ /δ 2), as for y O(τγ/δ ),
the coupling is negligible. Therefore, when the observation
time τ is much larger than ty, we see finite contribution to the
medium entropy production from the term δy as it becomes
comparable to the external force fA even in the weak coupling
limit δ → 0.
On the other hand (κ 6= 0 and δ  κ), typically y scales
as y ∼ O(τγ/
√
κ) because it gets saturate due to harmonic
confinement. Therefore, the force from the coupling term
δy ∼ O(δτγ/
√
κ) which is much smaller than the external
force fA(t). Thus, in this limit (δ → 0), the contribution in the
medium entropy production from the term δy is vanishingly
small. Therefore, SSFT holds for both definitions of entropy
production irrespective of the choice of the external forces.
9Appendix A: Calculation of moment generating function
We write Eqs. (4)–(7) in a matrix form as
X˙ =V (t), (A1)
mV˙ =−γV (t)−ΦX(t)+ξ (t)+F(t), (A2)
where X(t) = (xA(t),xB(t))T , V (t) = (vA(t),vB(t))T , ξ (t) =
(ηA(t),ηB(t))T , F(t) = ( fA(t), fB(t))T , and the matrix Φ is
given by
Φ=
(
k0+ k −k
−k k0+ k
)
.
Consider a time dependent quantity Q(t). The finite time
Fourier transform and its inverse are given as
Q˜(ωn) =
1
τ
∫ τ
0
Q(t) e−iωnt dt, (A3)
Q(t) =
∞
∑
n=−∞
Q˜(ωn)eiωnt , (A4)
where ωn =
2pin
τ
.
Using Eqs. (A3) and (A4), one can write Eqs. (A1) and (A2)
in Fourier basis as
X˜(ωn) = G[F˜(ωn)+ ξ˜ (ωn)]− Gτ [(imωn+ γ)∆X +m∆V ],
(A5)
V˜ (ωn) = iωnG[F˜(ωn)+ ξ˜ (ωn)]+
G
τ
[Φ∆X− imωn∆V ],
(A6)
where ∆X = X(τ)−X(0), ∆V = V (τ)−V (0), and G(ωn) =
[−mω2n + iγωn+Φ]−1 is the Green’s function symmetric ma-
trix.
We calculate UT (τ) = [XT (τ),V T (τ)] as
UT (τ) = lim
ε→0
∞
∑
n=−∞
e−iωnε
[
X˜T (ωn),V˜ T (ωn)
]
. (A7)
In the large time limit (τ→∞), we can convert the above given
summation into integration over ω . Using Eqs. (A5) and (A6)
in the above equation, we see the following terms
lim
ε→0
1
2pi
∫ ∞
−∞
dω e−iωε [(imω+ γ)∆XT +m∆V T ]GT → 0
lim
ε→0
1
2pi
∫ ∞
−∞
dω e−iωε [∆XTΦT − imω∆V T ]GT → 0.
This is because the contour of integration (clockwise) is a
semicircle in the lower half of the complex ω-plane with cen-
ter at the origin, and all of the poles lie in the upper half of
complex ω-plane. Therefore, UT (τ) becomes
UT (τ) = lim
ε→0
∞
∑
n=−∞
e−iεωn
[
(1−C){(η˜A+ f˜A)qT1
+(η˜B+ f˜B)qT2 }+C(η˜AlT1 + η˜BlT2 + f˜AlT3 )
]
, (A8)
where
qT1 =l
T
1 = (G11,G12, iωnG11, iωnG12),
qT2 =l
T
2 = (G12,G11, iωnG12, iωnG11),
lT3 =[G11+αG12,G12+αG11, iωn(G11+αG12),
iωn(G12+αG11)],
and C is the correlation parameter given by Eq. (31). For con-
venience, we write η˜i = η˜i(ωn), η˜∗i = η˜i(−ωn), f˜i = f˜i(ωn),
f˜ ∗i = f˜i(−ωn), and the matrix elments Gi j = [G(ωn)]i j.
From Eq. (A8) , one can easily find out the mean and cor-
relations of U(τ) as
〈U(τ)〉=0, (A9)
〈U(τ)UT (τ)〉=T γ
pi
∫ ∞
−∞
dω
[
(1−C){(1+θ)q1q†1+
(1+θα2)q2q†2}+C{l1l†1 + l2l†2 +θ l3l†3}
]
.
(A10)
Since U is linear with Gaussian noises, the long time steady
state distribution can be written using mean and correlations
given by Eqs. (A9) and (A10), respectively, which gives
P(U,τ → ∞|U0) = P f ullss (U) =
e−
1
2U
T M−1U√
(2pi)4 detM
, (A11)
where the matrix elements Mi j = 〈Ui(τ)UTj (τ)〉.
Using Eqs. (A5) and (A6), we write x˜B(ωn) and v˜A(ωn) as
x˜B(ωn) =G12(η˜A+ f˜A)+G11(η˜B+ f˜B)− 1τ q
T
3 ∆U, (A12)
v˜A(ωn) =iω[G11(η˜A+ f˜A)+G12(η˜B+ f˜B)]+
1
τ
qT4 ∆U,
(A13)
where
qT3 =[(γ+ iωnm)G12,(γ+ iωnm)G11,mG12,mG11],
qT4 =
(
[GΦ]11, [GΦ]12,−iωnmG11,−iωnmG12
)
.
From Eq. (22), W can be written as a sum of W1 and W2:
W =W1+W2, (A14)
where
W1 =
1
T
∫ τ
0
dt fA(t)vA(t), (A15)
W2 =
Πk
T
∫ τ
0
dt xB(t)vA(t). (A16)
Using finite time Fourier transform given in Eqs. (A3), we
write W1 as
W1 =
τ
2T
∞
∑
n=−∞
[ f˜A(ωn)vA(−ωn)+ f˜A(−ωn)vA(ωn)]. (A17)
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Substituting v˜A(ωn) from Eq. (A13) in the above equation, we
get
W1 =
τ
2T
∞
∑
n=−∞
[
iωn{G11(η˜A+ f˜A) f˜ ∗A +G12(η˜B+ f˜B) f˜ ∗A
−G∗11(η˜∗A+ f˜ ∗A) f˜A−G∗12(η˜∗B+ f˜ ∗B) f˜A}+
f˜Aq
†
4∆U
τ
+
f˜ ∗A∆U
T q4
τ
]
.
(A18)
Similarly, we can write W2 as
W2 =
Πkτ
2T
∞
∑
n=−∞
[x˜B(ωn)vA(−ωn)+ x˜B(−ωn)vA(ωn)].
(A19)
Substituting x˜B(ωn) and v˜A(ωn) from Eq. (A12) and
Eq. (A13), respectively, in the above equation, we get
W2 =
Πkτ
2T
∞
∑
n=−∞
[
iωn
{
[G11(η˜A+ f˜A)+G12(η˜B+ f˜B)]
[G∗12(η˜
∗
A+ f˜
∗
A)+G
∗
11(η˜
∗
B+ f˜
∗
B)]
−[G12(η˜A+ f˜A)+G11(η˜B+ f˜B)]
[G∗11(η˜
∗
A+ f˜
∗
A)+G
∗
12(η˜
∗
B+ f˜
∗
B)]
}
+
q†4∆U
τ
[G12(η˜A+ f˜A)+G11(η˜B+ f˜B)]
+
∆UT q4
τ
[G∗12(η˜
∗
A+ f˜
∗
A)+G
∗
11(η˜
∗
B+ f˜
∗
B)]
+
iωn∆UT q3
τ
[G∗11(η˜
∗
A+ f˜
∗
A)+G
∗
12(η˜
∗
B+ f˜
∗
B)]
− iωnq
†
3∆U
τ
[G11(η˜A+ f˜A)+G12(η˜B+ f˜B)]
−∆U
T (q3q
†
4+q4q
†
3)∆U
τ2
]
.
(A20)
Restricted characteristic function for W is given as
ZW (λ ,U,τ|U0) = 〈e−λWδ [U−U(τ)]〉U,U0
=
∫ d4σ
(2pi)4
eiσ
T U 〈eE(τ)〉U,U0 , (A21)
where we have use the integral representation of Dirac delta
function. Also E(τ) = −λW − iσTU(τ). Using Eqs. (A8)
and (A14), we write E(τ) as
E(τ) =
∞
∑
n=1
[
−λτ
T
ζ Tn Cnζ
∗
n +ζ
T
n αn+α
T
−nζ
∗
n +
λΠk
Tτ
|qn|2
]
− λτ
2T
ζ T0 C0ζ0+ζ
T
0 α0+
λΠk
2Tτ
q20, (A22)
where Cn =CIn+ΠkCIIn and |qn|2 = ∆UT (q3q†4+q4q†3)∆U .
For the case of uncorrelated forces: 〈 fA(t) fB(t ′)〉 = 0 for
all t, t ′. The row vector ζ Tn = (η˜A, η˜B, f˜A, f˜B), the matrix CIn is
CIn =
 0 0 iωnG11 00 0 iωnG12 0−iωnG∗11 −iωnG∗12 iωn[G11−G∗11] −iωnG∗12
0 0 iωnG12 0
 ,
and matrix CIIn is
CIIn =
C11 C12 C13 C14C∗12 C22 C23 C24C∗13 C∗23 C33 C34
C∗14 C
∗
24 C
∗
34 C44

whose matrix elements are
C11 =−C22 =C33 =−C44 =C13 = iωn[G11G∗12−G12G∗11],
C12 =C14 =C34 =−C23 = iωn[|G11|2−|G12|2],
C24 =−C11.
The column vector αn is given by
αn =−λT

aT11∆U
aT21∆U
aT31∆U
aT41∆U
− ie−iεωn

qT1 σ
qT2 σ
qT1 σ
qT2 σ
 ,
with
aT11 =−Πk(iωnq†3G11−q†4G12),
aT21 =a
T
41 =−Πk(iωnq†3G12−q†4G11),
aT31 =−Πk(iωnq†3G11−q†4G12)+q†4.
For second choice of external forces: fB(t) =α fA(t). The row
vector ζ Tn = (η˜A, η˜B, f˜A), the matrix CIn is
CIn =
 0 0 iωnG110 0 iωnG12−iωnG∗11 −iωnG∗12 iωn[(G11−G∗11)+
α(G12−G∗12)]
 ,
and the matrix CIIn is
CIIn =
C11 C12 C13C∗12 C22 C23
C∗13 C
∗
23 C33

whose matrix elements are
C11 =−C22 = iωn[G11G∗12−G∗11G12],
C12 =iωn[|G11|2−||G12|2],
C13 =−C23 =C11+αC12,
C33 =(1−α2)C11.
The column vector αn in this case is given by
αn =−λT
cT11∆UcT21∆U
cT31∆U
− ie−iεωn
lT1 σlT2 σ
lT3 σ
 ,
11
with
cT11 =−Πk(iωnq†3G11−q†4G12),
cT21 =−Πk(iωnq†3G12−q†4G11),
cT31 =−Πk[iωnq†3(G11+αG12)−q†4(G12+αG11)]+q†4.
Therefore, we get
〈eE(τ)〉U,U0 =
〈
exp
[
− λτ
2T
ζ T0 C0ζ0+ζ
T
0 α0+
λΠk
2Tτ
q20
]〉
×
∞
∏
n=1
〈
exp
[
− λτ
T
ζ Tn Cnζ
∗
n +ζ
T
n αn+α
T
−nζ
∗
n +
λΠk
Tτ
|qn|2
]〉
.
(A23)
In the above equation, the angular brackets represent the aver-
age over the joint Gaussian distribution of thermal and exter-
nal noises ζn. For n≥1, the average is done independently on
each term using the following distribution
P(ζn) =

exp[−ζ Tn Λ−1ζ ∗n ]
pi4 detΛ
, Uncorrelated forces,
exp[−ζ Tn Λ−1ζ ∗n ]
pi3 detΛ
, Correlated forces.
For n=0 term, the average is done with respect to distribution
given by
P(ζ0) =

exp[− 12ζ T0 Λ−1ζ0]√
(2pi)4 detΛ
, Uncorrelated forces,
exp[− 12ζ T0 Λ−1ζ0]√
(2pi)3 detΛ
, Correlated forces,
The diagonal matrix Λ is given as
Λ=

2γT
τ
diag(1,1,θ ,α2θ), Uncorrelated forces,
2γT
τ
diag(1,1,θ), Correlated forces.
Computation of the averages yields
〈eE(τ)〉U,U0 =exp[(τ/τγ)µ(λ )]
×exp
[
1
2
∞
∑
n=−∞
(
αT−nΩ
−1
n αn+
λΠk
Tτ
|qn|2
)]
.
(A24)
In the large time limit (τ→∞), we convert the summation into
integration. Therefore, we get
〈eE(τ)〉U,U0 ≈exp[(τ/τγ)µ(λ )]
×exp
[
− 1
2
σT H1σ + i∆UT H2σ +
1
2
∆UT H3∆U
]
,
(A25)
where
µ(λ ) =− τγ
4pi
∫ ∞
−∞
dω ln
[
det(ΛΩ)
]
,
H1 =
τ
2pi
∫ ∞
−∞
dω ρTΩ−1φ ,
H2 =− τ2pi
∫ ∞
−∞
dω e−iωεa†1Ω
−1φ ,
H3 =
τ
2pi
∫ ∞
−∞
dω
[
aT1Ω
−1a2+
λΠk
Tτ
(q3q
†
4+q3q
†
4)
]
,
(A26)
with the matrix Ω= [Λ−1+λτ/T Cn]. The vectors ρT , aT1 , φ ,
and a2 are given in Table I, where
Vectors Uncorrelated forces Correlated forces
ρT (q∗1,q
∗
2,q
∗
1,q
∗
2) (l
∗
1 , l
∗
2 , l
∗
3)
aT1 −λ/T (b11,b12,b13,b14) −λ/T (d11,d12,d13)
φ

qT1
qT2
qT1
qT2

lT1lT2
lT3

a2 −λT

aT11
aT21
aT31
aT41
 −λT
cT11cT21
cT31

TABLE I: The vectors ρT , aT1 , φ , and a2 are shown.
b11 =Πk[iωG∗11q3+G
∗
12q4],
b12 =Πk[iωG∗12q3+G
∗
11q4] = b14,
b13 =Πk[iωG∗11q3+G
∗
12q4]+q4,
d11 =Πk[iωG∗11q3+G
∗
12q4],
d12 =Πk[iωG∗12q3+G
∗
11q4],
d13 =Πk[iω(G∗11+αG
∗
12)q3+(G
∗
12+αG
∗
11)q4]+q4.
The restricted characteristic function for W can be written as
ZW (λ ,U,τ|U0)≈ exp[(τ/τγ)µ(λ )] e 12∆UT H3∆U
×
∫ d4σ
(2pi)4
eiσ
T U e−
1
2σ
T H1σ eiσ
T HT2 ∆U . (A27)
Calculating integration over σ , we get
ZW (λ ,U,τ|U0)≈ exp[(τ/τγ)µ(λ )] e
1
2∆U
T H3∆U√
(2pi)4 detH1(λ )
×exp
[
− 1
2
(UT +∆UT H2)H−11 (U +H
T
2 ∆U)
]
.
(A28)
We can factorize the above equation in terms of the ini-
tial and final variables [see Eq. (34)] which implies (H3 −
12
H2H−11 H
T
2 − H−11 HT2 ) + (H3 − H2H−11 HT2 − H2H−11 )T = 0.
Therefore, we get
ZW (λ ,U,τ|U0)≈ exp[(τ/τγ)µ(λ )]exp[−12U
T
0 L2(λ )U0]
× exp[−
1
2U
T L1(λ )U ]√
(2pi)4 detH1(λ )
, (A29)
where
L1(λ ) = H−11 +H
−1
1 H
T
2 and L2(λ ) =−H−11 HT2 .
In the case of partial entropy production and for both choices
of external forces, the steady state distribution Pss(U˜) can be
obtained by integrating P f ullss (U) given in Eq. (A11), over xB
and vB. Therefore, we get
Pss(U˜) =
exp[− 12U˜T H˜−1P U˜ ]√
(2pi)2 det H˜P
. (A30)
Similarly, in the case of apparent entropy production and for
both choices of external forces, the steady state distribution
Pss(U˜) can be obtained from Eqs. (13) and (14)
P˜ss(U˜) =
exp[− 12U˜T H˜−1A U˜ ]√
(2pi)2 det H˜A
. (A31)
In the Eqs. (A30) and (A31), U˜ = (xA,vA), and the matrices
H˜P and H˜A are given by
H˜P,A =
(
H11P,A 0
0 H22P,A
)
. (A32)
The matrix element H11P for first choice of external forces is
given by
H11P =
D¯m[δ 3(2+θ +α2θ)+16κ(1+θ)(δ +κ)]
4γ3κ(δ +κ)(2δ +δ 2+4κ)
+
D¯mδ 2(2+θ +α2θ)(1+κ)
2γ3κ(δ +κ)(2δ +δ 2+4κ)
,
whereas for second choice of external forces
H11P =
D¯m[δ 3{2+θ(1+α)2}+16κ(1+θ)(δ +κ)]
4γ3κ(δ +κ)(2δ +δ 2+4κ)
+
D¯m[2δ 2(2+θ +α2θ)(1+κ)+4δκθ(δ +2κ)]
4γ3κ(δ +κ)(2δ +δ 2+4κ)
.
On the other hand, H33P is same for both choices of external
forces
H33P =
D¯[4(1+θ)(δ +2κ)+δ 2(2+θ +α2θ)]
2mγ(2δ +δ 2+4κ)
.
Matrix elements H11A and H
33
A for both choices of external
forces are given as
H11A =
D¯m(1+θ)
γ3κ
,
H33A =
D¯(1+θ)
mγ
.
In all above matrix elements, D¯ = γT.
The system entropy production is given by
∆SAsys =
Π
2
[UT H−1P U−UT0 H−1P U0]+
1−Π
2
[UT H−1A U
−UT0 H−1A U0], (A33)
where
H−1P = diag(1/H
11
P ,0,1/H
33
P ,0),
H−1A = diag(1/H
11
A ,0,1/H
33
A ,0),
UT = (xA,xB,vA,vB).
Total entropy production given in Eq. (21) can be written as
∆SAtot =W −
1
2
UT H−1U +
1
2
UT0 H
−1U0, (A34)
where
H−1 =Π(ΣP−H−1P )+(1−Π)(ΣA−H−1A ).
The diagonal matrices ΣP and ΣA are given by
ΣP = diag((k+ k0)/T,0,m/T,0),
ΣA = diag(k0/T,0,m/T,0).
Therefore, the restricted characteristic function for total en-
tropy [see Eq. (A34)] is given as
Z(λ ,U,τ|U0)≈ exp[τ/τγ µ(λ )]exp[−12U
T
0 L˜2(λ )U0]
× exp[−
1
2U
T L˜1(λ )U ]√
(2pi)4 detH1(λ )
, (A35)
with
L˜1(λ ) = L1(λ )−λH−1,
L˜2(λ ) = L2(λ )+λH−1.
The characteristic function is obtained by integrating over the
initial steady state distribution and final variable
Z(λ ) =
∫
dU
∫
dU0Pss(U0)Z(λ ,U,τ|U0),
≈ g(λ ) exp[(τ/τγ)µ(λ )], (A36)
where
µ(λ ) =− 1
4pi
∫ ∞
−∞
du ln
[
1+
h(u,λ )
q(u)
]
, (A37)
and
g(λ ) =
[
det[H1(λ )H1(0)L˜1(λ )]det [H−11 (0)+ L˜2(λ )]
]−1/2
.
(A38)
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