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Generating Functions with τ-Invariance and Vertex
Representations of Quantum Affine Algebras Ur,s(ĝ)
(I): Simply-laced Cases
Naihong Hu and Honglian Zhang⋆
Abstract. We put forward the exact version of two-parameter generating
functions with τ -invariance, which allows us to give a unified and inherent defi-
nition for the Drinfeld realization of two-parameter quantum affine algebras for
all the untwisted types. As verification, we first construct their level-one vertex
representations of Ur,s(ĝ) for simply-laced types, which in turn well-detect the
effectiveness of our definitions both for (r, s)-generating functions and (r, s)-
Drinfeld realization in the framework of establishing the two-parameter vertex
representation theory.
1. Introduction
In 2000, Benkart and Witherspoon revitalized the research of two-parameter
quantum groups. They studied the structures of two-parameter quantum groups
Ur,s(g) for g = gln, or sln in [BW1] previously obtained by Takeuchi [T], and the
finite-dimensional representations and Schur-Weyl duality for type A in [BW2], and
obtained some new finite-dimensional pointed Hopf algebras ur,s(sln) in [BW3],
which possess new ribbon elements under some conditions (may yield new invariants
of 3-manifolds). Since 2004, Bergeron, Gao and Hu [BGH1] further presented the
structures of two-parameter quantum groups Ur,s(g) for g = so2n+1, sp2n, so2n,
and investigated the environment condition on the Lusztig symmetries’ existence
for types A, B, C, D in [BGH1] and type G2 in [HS]. A generalization of this
fact to the multi-parameter cases arising from Drinfeld doubles of bosonizations of
Nichols algebras of diagonal type has been obtained by Heckenberger [H], which
provides an explicit realization model for the abstract concept “Weyl groupoid”
playing a key role in the classification of both Nichols algebras of diagonal type (cf.
[H1]) and finite-dimensional pointed Hopf algebras with abelian group algebras as
the coradicals ([AS]). The finite-dimensional weight representation theory for type
A ([BW2]), types B, C, D ([BGH2]), E ([BH]) was done.
A unified definition for any types and the explicit formulae of two-parameter
quantum groups as two kind of 2-cocycle deformations of one-parameter quantum
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groups with double group-like elements in generic case, and a general treatment
for the deformed finite-dimensional representation category have been intrinsically
described by Hu-Pei [HP1, HP2] (Furthermore, for a multiparameter version, see
Pei-Hu-Rosso [PHR]). Recently, this important observation on the explicit formula
for 2-cocycle deformation serves as a crucial point for categorifying two-parameter
quantum groups in generic case. In roots of unity case, the small quantum groups
structure ur,s(g), together with the convex PBW-type Lyndon bases was studied
explicitly for types B, G2 ([HW1, HW2]), C ([CH]), F4 ([CxH]). Especially,
Isomorphism Theorem for ur,s(g)’s depending on parameter-pairs (r, s) established
by Hu-Wang [HW1, HW2] was used to distinguish the iso-classes of new finite-
dimensional pointed Hopf algebras in type A for small order of roots of unity (see
Benkart at al [BPW]). Surprisingly, the study of two-parameter small quantum
groups brings us new examples of non-semisimple and non-pointed Hopf algebras
with non-pointed duals when Garc´ıa [G] studied the quantum subgroups of two-
parameter quantum general linear group GLα,β(n).
On the other hand, Hu-Rosso-Zhang first studied two-parameter quantum affine
algebras associated to affine Lie algebras of type A
(1)
n , and gave the descriptions
of the structure and Drinfeld realization of Ur,s(ŝln), as well as the quantum affine
Lyndon basis (see [HRZ]). The discussions for the other affine cases of untwisted
types and the corresponding vertex operators constructions for all untwisted types
have been done in [HZ1, HZ2, Z]. Recently, using a combinatorial model of Young
diagrams, Jing-Zhang ([JZ1]) gave a fermionic realization of the two-parameter
quantum affine algebra of type A
(1)
n ; while [JZ2] provided a group-theoretic realiza-
tion of two-parameter quantum toroidal algebras using finite subgroups of SL2(C)
via McKay correspondence.
In the present paper, we will study two-parameter quantum affine algebras for
untwisted types from a uniform approach via working out the exact two-parameter
version of generating functions with τ -invariance, and construct the level-one vertex
operator representations for simply-laced types, for the other types will be discussed
in forthcoming work.
The paper is organized as follows. We first give the definition of two-parameter
quantum affine algebras Ur,s(ĝ) (g is of ADE-type) in the sense of Hopf algebra
in Section 2. Two-parameter quantum affine algebras Ur,s(ĝ) are characterized as
Drinfeld doubles D(B̂, B̂′) of Hopf subalgebras B̂ and B̂′ with respect to a skew-
dual pairing we give. In Section 3, we obtain the two-parameter Drinfeld realization
via the generating functions we define in the two-parameter setting. It is worthy
to mention that a similar 2-cocycle deformation between two-parameter and one-
parameter quantum affine algebras doesn’t work yet for Drinfeld generators, even
though it indeed exists when one works for Chevalley-Kac-Lusztig generators (see
[HP2, PHR]). From this point of view, there’s the rub that explicit formulae for
defining the Drinfeld realization in the two-parameter setting are nontrivial. Note
that by comparison with [HRZ], the definition has been slightly revised, where the
canonical central element c of affine Lie algebras involved plays a well-connected
role in the definition such as a result of the product for the doubled group-like
elements γ and γ′ keeps group-like (see Definitions 2.2 (X1), & 3.1 (3.2)), this
also behaviors well when one considers especially those vertex representations of
higher levels. While in the case r = q = s−1, this phenomenon degenerates and
is invisible in one-parameter case. In order to recover those inherent features in
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the two-parameter setting, to some extent, representation theory serves as a nice
sample here to help us to achieve some further necessary insights into the algebra
structure itself. In Section 4, we prove the Drinfeld Isomorphism from the two-
parameter quantum affine algebra Ur,s(ĝ) (g is of type D and E) of Drinfeld-Jimbo
type towards the two-parameter Drinfeld realization Ur,s(ĝ) using the quantum
calculations for (r, s)-brackets as developed in [HRZ] for type A
(1)
n . Here we afford
an alternative proof of the homomorphism to be injective. In Section 5, we start
from the two-parameter quantum Heisenberg algebra to obtain the Fock space,
and construct the level-one vertex representations of two-parameter quantum affine
algebras for simply-laced cases, which are irreducible. Also, these constructions in
turn well-detect the effectiveness of the (r, s)-Drinfeld realization we defined. We
include details of some proofs of a few Lemmas as an appendix, through which
readers can see the quantum calculations for (r, s)-brackets how to work effectively
in the two-parameter setting.
2. Quantum affine algebras Ur,s(ĝ) and Drinfeld double
2.1. Notations and preliminaries. From now on, denote by g the finite-
dimensional simple Lie algebras of simply-laced types with rank n. Let K ⊃ Q(r, s)
denote an algebraically closed field, where the two-parameters r, s are nonzero
complex numbers satisfying r2 6= s2. Let E be a Euclidean space Rn with an inner
product ( , ) and an orthonormal basis {ǫ1, · · · , ǫn}.
Let (aij)ij∈I (I = {1, 2, · · · , n}) be a Cartan matrix of simple Lie algebra g
with Cartan subalgebra h. Let Φ be a root system of g and αi (i ∈ I) be the simple
roots. It is possible to regard Φ as a subset of a Euclidean space E. Denote by θ
the highest root of Φ.
Let gˆ be an affine Lie algebra associated to simple Lie algebra g with Cartan
matrix (aij)ij∈I0 , where I0 = {0} ∪ I. In the following, we list the affine Dynkin
diagrams of simply-laced types, the labels on vertices fix an identification between
I0 and {0, 1, · · · , n} such that I corresponds to {1, 2, · · · , n}.
A
(1)
n−1 ❡ ❡ ❡ ❡
❡
1 2 n-2 n-1
0
❡
❡ ❡
1
2 3D
(1)
n
❡
❡
n
n-2
❡
0
❡
n-1
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E
(1)
6
❡ ❡ ❡
❡
❡
❡ ❡
1 3 4 5 6
2
0
Let δ denote the primitive imaginary root of gˆ, Take α0 = δ − θ, then Π
′ =
{αi | i ∈ I0} is a base of simple roots of affine Lie algebra gˆ. Denote by c the
canonical central element, and h the Coxeter number of affine Lie algebra gˆ. We
need the following data on (prime) root systems.
Type An−1:
Π = {αi = ǫi − ǫi+1 | 1 ≤ i ≤ n},
Ψ = {±(ǫi − ǫj) | 1 ≤ i < j ≤ n+ 1},
θ = α1 + · · ·+ αn,
α0 = δ − θ = δ − ǫ1 + ǫn,
Π′ = {α0, α1, · · · , αn}.
Type Dn:
Π = {αi = ǫi − ǫi+1 | 1 ≤ i < n} ∪ {αn = ǫn−1 + ǫn},
Ψ = {±ǫi ± ǫj | 1 ≤ i 6= j ≤ n},
θ = α1 + 2α2 + · · ·+ 2αn−2 + αn−1 + αn,
α0 = δ − θ = δ − ǫ1 − ǫ2,
Π′ = {α0, α1, · · · , αn}.
Type E6:
Π =
{
α1 =
1
2
(ǫ1 + ǫ8 − (ǫ2 + · · ·+ ǫ7)), α2 = ǫ1 + ǫ2,
α3 = ǫ2 − ǫ1, α4 = ǫ3 − ǫ2, α5 = ǫ4 − ǫ3, α6 = ǫ5 − ǫ4
}
,
Ψ =
{
±ǫi ± ǫj | 1 ≤ i 6= j ≤ n = 5
}
∪
{1
2
5∑
i=1
(−1)k(i)ǫi −
1
2
(ǫ6 + ǫ7 − ǫ8)
∣∣∣
k(i) = 0, 1, add up to an odd integer
}
,
θ = α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6,
α0 = δ − θ = δ −
1
2
(ǫ1 + ǫ2 + ǫ3 + ǫ4 + ǫ5 − ǫ6 − ǫ7 + ǫ8),
Π′ = {α0, α1, · · · , α6}.
2.2. Two-parameter quantum affine algebras Ur,s(ĝ). In this paragraph,
we give the definition of the two-parameter quantum affine algebras Ur,s(gˆ) (see
[HRZ] for gˆ = A
(1)
n ).
Assigned to Π′, there are two sets of mutually-commutative symbols W =
{ω±1i | 0 ≤ i ≤ n} and W
′ = {ω′i
±1
| 0 ≤ i ≤ n}. Define a pairing 〈 , 〉 :
τ -INVARIANT GENERATING FUNCTIONS, VERTEX REPRESENTATIONS OF Ur,s(ĝ) 5
W ′ ×W −→ K as follows
(1Aˆn−1) J = (〈ω
′
i, ωj〉) = (〈i, j〉) for A
(1)
n−1,
where J =

rs−1 r−1 1 · · · 1 s
s rs−1 r−1 · · · 1 1
· · · · · · · · · · · · · · · · · ·
1 1 1 · · · rs−1 r−1
r−1 1 1 · · · s rs−1
 .
(1Dˆn) J = (〈ω
′
i, ωj〉) = (〈i, j〉) for D
(1)
n ,
where J =

rs−1 (rs)−1 r−1 · · · 1 (rs)2
rs rs−1 r−1 · · · 1 1
· · · · · · · · · · · · · · · · · ·
1 1 1 · · · rs−1 (rs)−1
(rs)−2 1 1 · · · rs rs−1

(1Eˆ6) J = (〈ω
′
i, ωj〉) = (〈i, j〉) for E
(1)
6 ,
where J =

rs−1 (rs)−1 r−2s−1 (rs)−1 rs rs rs
rs rs−1 1 r−1 1 1 1
rs2 1 rs−1 1 r−1 1 1
rs s 1 rs−1 r−1 1 1
(rs)−1 1 s s rs−1 r−1 1
(rs)−1 1 1 1 s rs−1 r−1
(rs)−1 1 1 1 1 s rs−1

.
(2) 〈ω′i
±1
, ω−1j 〉 = 〈ω
′
i
±1
, ωj〉
−1 = 〈ω′i, ωj〉
∓1, for any gˆ.
Remark 2.1. The above structure constant matrix J is said the two-parameter
quantum affine Cartan matrix, which is the generalization of the classical quantum
affine Cartan matrix under the condition r = s−1 = q.
Definition 2.2. Let Ur,s(gˆ) be the unital associative algebra over K generated
by the elements ej , fj, ω
±1
j , ω
′ ±1
j (j ∈ I0), γ
± 12 , γ′±
1
2 , D±1, D′ ±1, satisfying the
following relations (where c is the canonical central element of gˆ):
(X1) γ±
1
2 , γ′±
1
2 are central with γ = ω′−1δ , γ
′ = ω−1δ , γγ
′ = (rs)c, such that
ωi ω
−1
i = ω
′
i ω
′ −1
i = 1 = DD
−1 = D′D′−1, and
[ω±1i , ω
±1
j ] = [ω
±1
i , D
±1 ] = [ω′ ±1j , D
±1 ] = [ω±1i , D
′±1 ] = 0
= [ω±1i , ω
′ ±1
j ] = [ω
′ ±1
j , D
′±1 ] = [D′ ±1, D±1] = [ω′±1i , ω
′ ±1
j ].
(X2) For i, j ∈ I0,
D eiD
−1 = rδ0i ei, D fiD
−1 = r−δ0i fi,
ωj ei ω
−1
j = 〈ω
′
i, ωj〉 ei, ωj fi ω
−1
j = 〈ω
′
i, ωj〉
−1 fi.
(X3) For i, j ∈ I0,
D′ eiD
′−1 = sδ0i ei, D
′ fiD
′−1 = s−δ0i fi,
ω′j ei ω
′ −1
j = 〈ω
′
j , ωi〉
−1 ei, ω
′
j fi ω
′ −1
j = 〈ω
′
j , ωi〉 fi.
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(X4) For i, j ∈ I0, we have
[ ei, fj ] =
δij
r − s
(ωi − ω
′
i).
(X5) For any i 6= j, we have the (r, s)-Serre relations(
adl ei
)1−aij
(ej) = 0,(
adr fi
)1−aij
(fj) = 0,
where the definitions of the left-adjoint action adl ei and the right-adjoint action
adr fi are given in the following sense
adl a (b) =
∑
(a)
a(1) b S(a(2)), adr a (b) =
∑
(a)
S(a(1)) b a(2), ∀ a, b ∈ Ur,s(gˆ),
where ∆(a) =
∑
(a) a(1) ⊗ a(2) is given by Proposition 2.3 below.
2.3. Hopf algebra and Drinfeld double. The following is straightforward.
Proposition 2.3. The algebra Ur,s(gˆ) ( gˆ = A
(1)
n−1 , D
(1)
n and E
(1)
6 ) is a
Hopf algebra under the comultiplication, the counit and the antipode defined below
(0 ≤ i ≤ n)
∆(ω±1i ) = ω
±1
i ⊗ ω
±1
i , ∆(ω
′
i
±1
) = ω′i
±1
⊗ ω′i
±1
,
∆(ei) = ei ⊗ 1 + ωi ⊗ ei, ∆(fi) = 1⊗ fi + fi ⊗ ω
′
i,
ε(ω±i ) = ε(ω
′
i
±1
) = 1, ε(ei) = ε(fi) = 0,
S(ω±1i ) = ω
∓1
i , S(ω
′
i
±1
) = ω′i
∓1
,
S(ei) = −ω
−1
i ei, S(fi) = −fi ω
′
i
−1
.

Remark 2.4. When r = s−1 = q, Hopf algebra Ur,s(gˆ) modulo the Hopf ideal
generated by the elements ω′i − ω
−1
i (0 ≤ i ≤ n), is just the quantum group Uq(gˆ)
of Drinfel’d-Jimbo type.
Definition 2.5. A skew-dual pairing of two Hopf algebras A and U is a
bilinear form 〈 , 〉 : U ×A −→ K such that
〈f, 1A〉 = εU(f), 〈1U , a〉 = εA(a),
〈f, a1a2〉 = 〈∆
op
U (f), a1 ⊗ a2〉, 〈f1f2, a〉 = 〈f1 ⊗ f2,∆A(a)〉,
for all f, f1, f2 ∈ U , and a, a1, a2 ∈ A, where εU and εA denote the counits of U
and A, respectively, and ∆U and ∆A are their respective comultiplications.
Let Bˆ = Bˆ(gˆ) (resp. Bˆ′ = Bˆ′(gˆ) ) denote the Hopf subalgebra of Uˆ = Ur,s(gˆ)
generated by ej , ω
±1
j (resp. fj , ω
′
j
±1
) with 0 ≤ j ≤ n for gˆ = A
(1)
n−1, and with
0 ≤ j ≤ n for gˆ = D
(1)
n , respectively. The following result was obtained for the type
A
(1)
n−1 case by [HRZ].
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Proposition 2.6. There exists a unique skew-dual pairing 〈 , 〉 : Bˆ′ × Bˆ −→
K of the Hopf subalgebras Bˆ and Bˆ′ in Ur,s(gˆ) such that 〈fi, ej〉 =
δij
si−ri
, and
the conditions (1X) and (2) are satisfied, and all other pairs of generators are 0.
Moreover, we have 〈S(a), S(b)〉 = 〈a, b〉 for a ∈ Bˆ′, b ∈ Bˆ. 
Definition 2.7. For any two skew-paired Hopf algebras A and U by a skew-
dual pairing 〈 , 〉, one may form the Drinfel’d double D(A,U) as in [KS, 8.2], which
is a Hopf algebra whose underlying coalgebra is A ⊗ U with the tensor product
coalgebra structure, and whose algebra structure is defined by
(3) (a⊗ f)(a′ ⊗ f ′) =
∑
〈SU (f(1)), a
′
(1)〉〈f(3), a
′
(3)〉 aa
′
(2) ⊗ f(2)f
′,
for a, a′ ∈ A and f, f ′ ∈ U . The antipode S is given by
S(a⊗ f) = (1⊗ SU (f))(SA(a)⊗ 1).
Clearly, both mappings A ∋ a 7→ a⊗1 ∈ D(A,U) and U ∋ f 7→ 1⊗f ∈ D(A,U)
are injective Hopf algebra homomorphisms. Let us denote the image a ⊗ 1 (resp.
1⊗ f) of a (resp. f) in D(A,U) by aˆ (resp. fˆ). By (3), we have the following cross
commutation relations between elements aˆ (for a ∈ A) and fˆ (for f ∈ U) in the
algebra D(A,U):
fˆ aˆ =
∑
〈SU (f(1)), a(1)〉 〈f(3), a(3)〉 aˆ(2)fˆ(2),(4) ∑
〈f(1), a(1)〉 fˆ(2) aˆ(2) =
∑
aˆ(1) fˆ(1) 〈f(2), a(2)〉.(5)
In fact, as an algebra the double D(A,U) is the universal algebra generated by the
algebras A and U with cross relations (4) or, equivalently, (5).
Theorem 2.8. The two-parameter quantum affine algebra U = Ur,s(gˆ) is
isomorphic to the Drinfel’d quantum double D(Bˆ, Bˆ′).
2.4. Triangular decomposition of Ur,s(gˆ). Let U0 = K[ω
±1
0 , · · · , ω
±1
n ], U
0 =
K[ω±10 , · · · , ω
±1
n , ω
′
0
±1
, · · · , ω′n
±1
], and U ′0 = K[ω
′
0
±1
, · · · , ω′n
±1
] denote the Laurent
polynomial subalgebras of Ur,s(ĝ), B̂, and B̂′ respectively. Clearly, U
0 = U0U
′
0 =
U ′0U0. Denote by Ur,s(n̂) (resp. Ur,s(n̂
−) ) the subalgebra of B̂ (resp. B̂′) generated
by ei (resp. fi) for all i ∈ I0. By definition, B̂ = Ur,s(n̂)⋊U0, B̂′ = U
′
0⋉Ur,s(n̂
−), so
that the double D(B̂, B̂′) ∼= Ur,s(n̂)⊗U
0⊗Ur,s(n̂
−), as vector spaces. On the other
hand, if we consider 〈 , 〉− : B̂′ × B̂ −→ K by 〈b′, b〉− := 〈S(b′), b〉, the convolution
inverse of the skew-dual paring 〈 , 〉 in Proposition 2.6, the composition with the flip
mapping σ then gives rise to a new skew-dual paring 〈 | 〉 := 〈 , 〉− ◦σ : B̂×B̂′ −→ K,
given by 〈b|b′〉 = 〈S(b′), b〉. As a byproduct of Theorem 2.8 (see [ BGH1, Coro. 2.6]),
we get the standard triangular decomposition of Ur,s(ĝ).
Corollary 2.9. Ur,s(ĝ) ∼= Ur,s(n̂
−)⊗ U0 ⊗ Ur,s(n̂), as vector spaces. 
Definition 2.10. (Prop. 3.2 [HRZ]) Let τ be theQ-algebra anti-automorphism
of Ur,s(ĝ) such that τ(r) = s, τ(s) = r, τ(〈ω
′
i, ωj〉
±1) = 〈ω′j , ωi〉
∓1, and
τ(ei) = fi, τ(fi) = ei, τ(ωi) = ω
′
i, τ(ω
′
i) = ωi,
τ(γ) = γ′, τ(γ′) = γ, τ(D) = D′, τ(D′) = D.
Then B̂′ = τ(B̂) with those induced defining relations from B̂, and those cross
relations in (X2)—(X4) are antisymmetric with respect to τ . 
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3. Drinfeld Realization via Generating Functions with τ-invariance
3.1. Generating functions with τ-invariance and Drinfeld realization.
In order to obtain the intrinsic definition of Drinfeld realization of the two-parameter
quantum affine algebra Ur,s(ĝ), we need first to construct the generating functions
g±ij(z) (1 ≤ i, j ≤ n) with τ -invariance, which is due to the first author defined
as follows (This was initially motivated in part by section 1.1 in [Gr] in the one-
parameter setting regardless of τ -invariance there).
Let αi, αj ∈ ∆, we set g
±
ij(z) =
∑
n∈Z+
±c
(n)
αi, αj z
n :=
∑
n∈Z+
±c
(n)
ij z
n, a formal
power series in z, where the coefficients ±c
(n)
ij are determined from the Taylor series
expansion in the variable z at 0 ∈ C of the function∑
n∈Z+
±c
(n)
ij z
n = g±ij(z) =
G±ij(z, 1)
F±ij (z, 1)
,
where we got some observations from the discussions for type A
(1)
n we did in [HRZ]
to define F±ij (z, w), G
±
ij(z, w) as follows.
F±ij (z, w) := z − (〈i, j〉〈j, i〉)
± 12w,
G±ij(z, w) := 〈j, i〉
±1z − (〈j, i〉〈i, j〉−1)±
1
2w.
We have a uniform formula for g±ij(z) as below
g±ij(z) =
〈j, i〉±1z − (〈j, i〉〈i, j〉−1)±
1
2
z − (〈i, j〉〈j, i〉)±
1
2
= (〈j, i〉〈i, j〉−1)±
1
2
(〈i, j〉〈j, i〉)±
1
2 z − 1
z − (〈i, j〉〈j, i〉)±
1
2
.(3.1)
Then in both cases (whenever i = j or i 6= j), we have a uniform expansion
formula for g±ij(z) =
∑
k≥0
±c
(k)
ij z
k with ±c
(0)
ij = 〈i, j〉
∓1 and
±c
(k)
ij =
±c
(0)
ij 〈i, i〉
∓
(k−1)aij
2
(
〈i, i〉∓
aij
2 − 〈i, i〉±
aij
2
)
, for k > 0.
Define the other generating functions in a formal variable z (also see [HRZ]):
δ(z) =
∑
n∈Z
zn, x±i (z) =
∑
k∈Z
x±i (k)z
−k,
ωi(z) =
∑
m∈Z+
ωi(m)z
−m = ωi exp
(
(r−s)
∑
ℓ≥1
ai(ℓ)z
−ℓ
)
,
ω′i(z) =
∑
n∈Z+
ω′i(−n)z
n = ω′i exp
(
−(r−s)
∑
ℓ≥1
ai(−ℓ)z
ℓ
)
.
The following property for the generating functions g±ij(z) is rather crucial for
deriving the inherent definition of Drinfeld realization in the two-parameter version.
Proposition 3.1. (The τ-invariance of generating functions) Assume
τ(r) = s, τ(s) = r, τ(〈i, j〉) = 〈j, i〉−1, τ(z) = z−1, τ(x±i (k)) = x
∓
i (−k), τ(ωi(m)) =
ω′i(−m), τ(ω
′
i(−m)) = ωi(m), for m ∈ Z+ with ωi(0) = ωi, ω
′
i(0) = ω
′
i, then
(i) τ(g±ij(z)) = g
±
ij(z), and g
±
ij(z)
−1 = g∓ij(z), g
±
ij(z
−1) = g∓ji(z) = g
±
ji(z)
−1.
(ii) τ(δ(z)) = δ(z), τ(x±i (z)) = x
∓
i (z), τ(ωi(z)) = ω
′
i(z) and τ(ω
′
i(z)) = ωi(z).
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Now let us formulate the inherent definition of Drinfeld realization for
two-parameter quantum affine algebra Ur,s(ĝ) via our generating functions
with τ -invariance. Set ri = r
di , si = s
di , where A = DB, D = diag{d0, · · ·, dn} and
B is symmetric.
Definition 3.2. (Theorem.) The (r, s)-Drinfeld realization Ur,s(ĝ) associated
to the two-parameter quantum affine algebra Ur,s(ĝ) is the assaciative algebra with
unit 1 and generators
{
x±i (k), ωi(m), ω
′
i(−n), γ
± 12 , γ′
± 12 , D±1, D′ ±1
∣∣ i ∈ I, k ∈
Z, m, n ∈ Z+
}
satisfying the relations below with τ -invariance, written in terms of
τ -invariant generating functions of formal variables z, w with Q-anti-involution τ
such that τ(γ) = γ′, τ(γ′) = γ (where c is the canonical central element of gˆ and τ
is defined as in Proposition 3.1, set gij(z) := g
+
ij(z)):
γ±
1
2 , γ′±
1
2 are central and mutually inverse such that γγ′ = (rs)c,(3.2)
ωi(0)
±1, ω′j(0)
±1 mutually commute, where ωi(0) = ωi, ω
′
j(0) = ω
′
j,(3.3)
ωi(z)ωj(w) = ωj(w)ωi(z), ω
′
i(z)ω
′
j(w) = ω
′
j(w)ω
′
i(z),(3.4)
gij
(
zw−1(γγ′)
1
2 γ
)
ω′i(z)ωj(w) = gij
(
zw−1(γγ′)
1
2 γ′
)
ωj(w)ω
′
i(z),(3.5)
Dfi(z)D
−1=fi
( z
ri
)
, D′fi(z)D
′−1=fi
( z
si
)
, for fi(z)=x
±
i (z), ωi(z), ω
′
i(z),(3.6)
ω′i(z)x
±
j (w)ω
′
i(z)
−1 = gij
( z
w
(γγ′)
1
2 γ∓
1
2
)±1
x±j (w),(3.7)
ωi(z)x
±
j (w)ωi(z)
−1 = gji
(w
z
(γγ′)
1
2 γ′±
1
2
)∓1
x±j (w),(3.8)
[x+i (z), x
−
j (w) ] =
δij
ri − si
(
δ(zw−1γ′)ωi(wγ
1
2 )− δ(zw−1γ)ω′i(zγ
′− 12 )
)
,(3.9)
F±ij (z, w)x
±
i (z)x
±
j (w) = G
±
ij(z, w)x
±
j (w)x
±
i (z),(3.10)
x±i (z)x
±
j (w) = 〈j, i〉
±1x±j (w)x
±
i (z), for aij = 0,(3.11)
Symz1,··· ,zn
n=1−aij∑
k=0
(−1)k(risi)
± k(k−1)2
[1− aij
k
]
±i
x±i (z1) · · ·x
±
i (zk)x
±
j (w)(3.12)
×x±i (zk+1) · · ·x
±
i (zn) = 0, for aij < 0, 1 ≤ i < j < n,
Symz1,··· ,zn
n=1−aij∑
k=0
(−1)k(risi)
∓ k(k−1)2
[1− aij
k
]
∓i
x±i (z1) · · ·x
±
i (zk)x
±
j (w)(3.13)
×x±i (zk+1) · · ·x
±
i (zn) = 0, for aij < 0, 1 ≤ j < i < n,
where Symz1,··· ,zn denotes symmetrization w.r.t. the indices (z1, · · ·, zn). In partic-
ular, τ keeps each term among the relations (3.2)—(3.6), (3.9)—(3.11); but inter-
changes the relations between (3.7) and (3.8), the ones between (3.12) and (3.13).
Remark 3.3. (1) When r = q = s−1, gij(z) is the same as that of the
one-parameter quantum affine algebras (cf. [Gr]).
(2) When r = q = s−1, the algebra Uq,q−1(ĝ) modulo the ideal generated by
the set {ω′i − ω
−1
i (i ∈ I), γ
′ 12 − γ−
1
2 }, is the usual Drinfeld realization Uq(ĝ).
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(3) Denote ±c¯
(k)
ij :=
±c
(k)
ij /
±c
(0)
ij , t := r−s. (3.7) is equivalent to the following
exp
(
−t
∑
ℓ>0
ai(−ℓ)z
ℓ
)
·x±j (w)·exp
(
t
∑
ℓ>0
ai(−ℓ)z
ℓ
)
=
∑
k≥0
±c¯
(k)
ij γ
∓ k2
( (γγ′) 12 z
w
)k
x±j (w).
(3.8) is equivalent to the following
exp
(
t
∑
ℓ>0
ai(ℓ)z
−ℓ
)
·x±j (w)·exp
(
−t
∑
ℓ>0
ai(ℓ)z
−ℓ
)
=
∑
k≥0
∓c¯
(k)
ji γ
′± k2
( (γγ′) 12w
z
)k
x±j (w).
Both expansions give rise to the relations (D61) and (D62) below.
Definition 3.4. (Equivalent Definition.) The unital associative algebra
Ur,s(ĝ) over K is generated by the elements x
±
i (k), ai(ℓ), ω
±1
i , ω
′
i
±1
, γ±
1
2 , γ′
± 12 ,
D±1, D′ ±1 (i ∈ I, k, k′ ∈ Z, ℓ ∈ Z\{0}), subject to the following defining relations:
(D1) γ±
1
2 , γ′ ±
1
2 are central such that γγ′ = (rs)c, ωi ω
−1
i = ω
′
i ω
′ −1
i = 1 (i ∈ I),
and for i, j ∈ I, one has
[ω±1i , ω
±1
j ] = [ω
±1
i , D
±1 ] = [ω′ ±1j , D
±1 ] = [ω±1i , D
′±1 ] = 0
= [ω±1i , ω
′ ±1
j ] = [ω
′ ±1
j , D
′±1 ] = [D′ ±1, D±1] = [ω′±1i , ω
′ ±1
j ].
(D2) [ ai(ℓ), aj(ℓ
′) ] = δℓ+ℓ′,0
(γγ′)
|ℓ|
2 (〈i, i〉
ℓaij
2 − 〈i, i〉
−ℓaij
2 )
|ℓ|(ri − si)
·
γ|ℓ| − γ′|ℓ|
ri − si
.
(D3) [ ai(ℓ), ω
±1
j ] = [ ai(ℓ), ω
′±1
j ] = 0.
(D4)
Dx±i (k)D
−1 = rk x±i (k), D
′ x±i (k)D
′ −1 = sk x±i (k),
D ai(ℓ)D
−1 = rℓ ai(ℓ), D
′ ai(ℓ)D
′ −1 = sℓ ai(ℓ).
(D5) ωi x
±
j (k)ω
−1
i = 〈ω
′
j , ωi〉
±1x±j (k), ω
′
i x
±
j (k)ω
′ −1
i = 〈ω
′
i, ωj〉
∓1x±j (k).
(D61) [ ai(ℓ), x
±
j (k) ] = ±
(γγ′)
ℓ
2 (〈i, i〉
ℓaij
2 −〈i, i〉
−ℓaij
2 )
ℓ(ri−si)
γ′±
ℓ
2 x±j (ℓ+k), for ℓ > 0,
(D62) [ ai(ℓ), x
±
j (k) ] = ±
(γγ′)
−ℓ
2 (〈i, i〉
ℓaij
2 −〈i, i〉
−ℓaij
2 )
ℓ(ri−si)
γ±
ℓ
2x±j (ℓ+k), for ℓ < 0.
(D7)
x±i (k+1)x
±
j (k
′)− 〈j, i〉±1x±j (k
′)x±i (k+1)
= −
(
〈j, i〉〈i, j〉−1
)± 12 (
x±j (k
′+1)x±i (k)− 〈i, j〉
±1x±i (k)x
±
j (k
′+1)
)
.
(D8) [x+i (k), x
−
j (k
′) ] =
δij
ri − si
(
γ′−k γ−
k+k′
2 ωi(k+k
′)− γk
′
γ′
k+k′
2 ω′i(k+k
′)
)
,
where ωi(m), ω
′
i(−m) (m ∈ Z≥0) such that ωi(0) = ωi and ω
′
i(0) = ω
′
i are defined
as below:
∞∑
m=0
ωi(m)z
−m = ωi exp
(
(ri−si)
∞∑
ℓ=1
ai(ℓ)z
−ℓ
)
,
(
ωi(−m) = 0, ∀ m > 0
)
;
∞∑
m=0
ω′i(−m)z
m = ω′i exp
(
−(ri−si)
∞∑
ℓ=1
ai(−ℓ)z
ℓ
)
,
(
ω′i(m) = 0, ∀ m > 0
)
.
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(D91) x
±
i (m)x
±
j (k) = 〈j, i〉
±1x±j (k)x
±
i (m), for aij = 0,
(D92)
Symm1,···mn
∑n=1−aij
k=0 (−1)
k(risi)
± k(k−1)2
[
1−aij
k
]
±i
x±i (m1) · · ·x
±
i (mk)x
±
j (ℓ)
×x±i (mk+1) · · ·x
±
i (mn) = 0, for aij 6= 0, 1 ≤ i < j < n,
(D93)
Symm1,···mn
∑n=1−aij
k=0 (−1)
k(risi)
∓
k(k−1)
2
[
1−aij
k
]
∓i
x±i (m1) · · ·x
±
i (mk)x
±
j (ℓ)
×x±i (mk+1) · · ·x
±
i (mn) = 0, for aij 6= 0, 1 ≤ j < i < n,
where [m]±i =
r±m
i
−s±m
i
ri−si
, [m]±i! = [m]±i · · · [2]±i[1]±i,
[
m
n
]
±i
= [m]±i![n]±i![m−n]±i! ,
Symm1,··· ,mn denotes symmetrization w.r.t. the indices (m1, · · · ,mn).
As one of crucial observations of considering the compatibilities of the defining
system above, we have
Proposition 3.5. There exists the Q-algebra antiautomorphism τ of Ur,s(ĝ)
such that τ(r) = s, τ(s) = r, τ(〈ω′i, ωj〉
±1) = 〈ω′j , ωi〉
∓1 and
τ(ωi) = ω
′
i, τ(ω
′
i) = ωi, τ(γ) = γ
′, τ(γ′) = γ, τ(D) = D′, τ(D′) = D,
τ(x±i (m)) = x
∓
i (−m), τ(ai(ℓ)) = ai(−ℓ),
τ(φi(m)) = ϕi(−m), τ(ϕi(−m)) = φi(m),
and τ preserves each defining relation (Dn) in Definition 3.1 for n = 1, · · · , n. 
3.2. Quantum Lie bracket. In this paragraph, we first establish an alge-
braic isomorphism between the two realizations of two-parameter quantum affine
algebras Ur,s(ĝ) in the above, which is called Drinfeld isomorphism in one-parameter
quantum affine algebras. We need to make some preliminaries on the definition of
quantum Lie bracket that appears to be regardless to degrees of relative elements
(see the properties (3.16) & (3.17) below). This a bit generalized quantum Lie
bracket compared to the one used in the usual construction of the quantum Lyn-
don basis (for definition, see [R2]), which is consistent with the cases when adding
the bracketing on those corresponding Lyndon words, is crucial to our proving later
on.
Definition 3.6. For qi ∈ K
∗ = K\{0} and i = 1, 2, · · · s− 1, The quantum Lie
brackets [ a1, a2, · · · , as ](q1, q2, ··· , qs−1) and [ a1, a2, · · · , as ]〈q1, q2, ··· , qs−1〉 are defined
inductively by
[ a1, a2 ]q1 = a1a2 − q1 a2a1,
[ a1, a2, · · · , as ](q1, q2, ··· , qs−1) = [ a1, [ a2, · · · , as ](q2, ··· , qs−1) ]q1 ,
[ a1, a2, · · · , as ]〈q1, q2, ··· , qs−1〉 = [ [ a1, · · · , as−1 ]〈q1, ··· , qs−2〉, as ]qs−1 ,
By consequences of the above definitions, the following identities follow
[ a, bc ]v = [ a, b ]q c+ q b [ a, c ] v
q
,(3.14)
[ ab, c ]v = a [ b, c ]q + q [ a, c ] v
q
b,(3.15)
[ a, [ b, c ]u ]v = [ [ a, b ]q, c ]uv
q
+ q [ b, [ a, c ] v
q
]u
q
,(3.16)
[ [ a, b ]u, c ]v = [ a, [ b, c ]q ]uv
q
+ q [ [ a, c ] v
q
, b ]u
q
.(3.17)
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In particular, we get immediately,
[ a, [ b1, · · · , bs ](v1, ··· , vs−1) ] =
∑
i
[ b1, · · · , [ a, bi ], · · · , bs ](v1, ··· , vs−1),(3.18)
[ a, a, b ](u, v) = a
2b− (u+v) aba+ (uv) ba2 = (uv)[ b, a, a ]〈u−1,v−1〉,(3.19)
[ a, a, a, b ](u2, uv, v2) = a
3b− [3]u,v a
2ba+ (uv)[3]u,vaba
2 − (uv)3ba3,(3.20)
[ a, a, a, a, b ](u3,u2v,uv2,v3) = a
4b− [4]u,v a
3ba+ uv
[
4
2
]
u,v
a2ba2(3.21)
− (uv)3[4]u,v aba
3 + (uv)6ba4,
where [n]u,v =
un−vn
u−v , [n]u,v! := [n]u,v · · · [2]u,v[1]u,v,
[
n
m
]
u,v
:=
[n]u,v !
[m]u,v ![n−m]u,v!
.
By the definition above, the formula (D7) will take the convenient form as
(3.22)
[
x±i (k), x
±
j (k
′+1)
]
〈i,j〉∓1
= −
(
〈j, i〉〈i, j〉−1
)± 12 [
x±j (k
′), x±i (k+1)
]
〈j,i〉∓1
.
3.3. Quantum root vectors. Furthermore, for each α = αi1 + αi2 + · · · +
αin := αi1,i2,··· ,in ∈ ∆˙
+, by [R2], we can construct the quantum root vector x+α (0)
as a (r, s)-bracketing in an inductive fashion, for more details, see [HRZ] :
x+α (0) : =
[
x+αi1,i2,··· ,in−1 (0), x
+
in
(0)
]
〈ω′αi1,i2,··· ,in−1
, ωin 〉
−1
=
[
· · ·
[
x+i1(0), x
+
i2
(0)
]
〈i1,i2〉−1
, · · · , x+in(0)
]
〈ω′αi1,i2,··· ,in−1
, ωin 〉
−1 .
(*)
Applying τ to (*), we can obtain the definition of quantum root vector x−α (0)
as below:
x−α (0) : =
[
x−in(0), x
−
αi1,i2,··· ,in−1
(0)
]
〈ω′
in
, ωαi1,i2,··· ,in−1
〉
=
[
x−in(0) · · ·
[
x−i2 (0), x
−
i1
(0)
]
〈i2,i1〉
· · ·
]
〈ω′
in
, ωαi1,i2,··· ,in−1
〉
.
Definition 3.7. (see Definition 3.9 in [HRZ]) For α = αi1,i2,··· ,in ∈ ∆˙
+, we
define the quantum affine root vectors x±α (k) of nontrivial level k by
x+α (k) :=
[
· · ·
[
x+i1 (k), x
+
i2
(0)
]
〈i1,i2〉−1
, · · · , x+in(0)
]
〈ω′αi1,i2,··· ,in−1
, ωin 〉
−1 ,
x−α (k) :=
[
x−in(0), · · · ,
[
x−i2(0), x
−
i1
(k)
]
〈i2,i1〉
· · ·
]
〈ω′in , ωαi1,i2,··· ,in−1
〉
,
where τ
(
x±α (±k)
)
= x∓α (∓k).
Remark 3.8. Using the definition, we fix an ordering of the maximal root θ,
and give the maximal quantum root vectors x−θ (1) and x
+
θ (−1) as follows.
For the case of A
(1)
n , we fix the maximal root θ = α1 + α2 + · · ·+ αn, and
x−θ (1) = [x
−
n (0), x
−
n−1(0), · · · , x
−
2 (0), x
−
1 (1) ](s, ··· , s),
x+θ (−1) = [x
+
1 (−1), x
+
2 (0), · · · , x
+
n (0) ]〈r,··· ,r〉.
For the case of D
(1)
n , we fix the maximal root
θ = α1 + α2 + · · ·+ αn−2 + αn + αn−1 + · · ·+ α2,
and
x−θ (1) = [x
−
2 (0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
2 (0), x
−
1 (1) ](s, ··· , s, r−1, ··· , r−1),
x+θ (−1) = [x
+
1 (−1), x
+
2 (0), · · · , x
+
n−2(0), x
+
n (0), · · · , x
+
2 (0) ]〈r,··· ,r,s−1,··· ,s−1〉.
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For the case of E
(1)
6 , we fix the maximal root
θ = α1 + α3 + · · ·+ α6 + α2 + α4 + α3 + α5 + α4 + α2,
and
x−θ (1) = x
−
α13456243542 (1) = [x
−
2 (0), x
−
α1345624354 (1) ]r−2s−1 = · · ·
= [x−2 (0), x
−
4 (0), x
−
5 (0), x
−
3 (0), x
−
4 (0), x
−
2 (0), x
−
6 (0), · · · ,
x−3 (0), x
−
1 (1) ](s, ··· , s, r−1, s, r−1, s, s, r−2s−1) ,
x+θ (−1) = x
+
α13456243542 (−1) = [x
+
α1345624354 (−1), x
+
2 (0) ]r−1s−2
= [x+1 (−1), x
+
3 (0), · · · , x
+
6 (0), x
+
2 (0), x
+
4 (0),
x+3 (0), x
+
5 (0), x
+
4 (0), x
+
2 (0) ]〈r, ··· , r, s−1, r, s−1, r, r, r−1s−2〉 .
3.4. Two-parameter Drinfel’d Isomorphism Theorem. We state the
main theorem as follows.
Theorem 3.9. Given a simple Lie algebra g of simply-laced type, let θ = αi1 +
· · ·+αih−1 be the maximal root with respect to a chosen prime root system Π. Then
there exists an algebra isomorphism Ψ : Ur,s(ĝ) −→ Ur,s(ĝ) defined by: for i ∈ I,
ωi 7−→ ωi
ω′i 7−→ ω
′
i
ω0 7−→ γ
′−1 ω−1θ
ω′0 7−→ γ
−1 ω′−1θ
γ±
1
2 7−→ γ±
1
2
γ′ ±
1
2 7−→ γ′ ±
1
2
D±1 7−→ D±1
D′ ±1 7−→ D′ ±1
ei 7−→ x
+
i (0)
fi 7−→ x
−
i (0)
e0 7−→ x
−
θ (1) · (γ
′−1 ω−1θ )
f0 7−→ aτ
(
x−θ (1) · (γ
′−1 ω−1θ )
)
= a(γ−1 ω′−1θ ) · x
+
θ (−1)
where ωθ = ωi1 · · · ωih−1 , ω
′
θ = ω
′
i1 · · · ω
′
ih−1
, and
a =

1, for type A(1);
(rs)n−2, for type D(1);
(rs)4, for type E
(1)
6 .
Remark 3.10. Let Ei, Fi (i ∈ I0) and ω0, ω
′
0 denote the images of ei, fi (i ∈ I0)
and ω0, ω
′
0 in the algebra Ur,s(ĝ), respectively. Denote by U
′
r,s(ĝ) the subalgebra of
Ur,s(ĝ) generated by Ei, Fi, ω
±1
i , ω
′±1
i (i ∈ I0), γ
± 12 , γ′ ±
1
2 , D±1, D′±1, that is,
U ′r,s(ĝ) :=
〈
Ei, Fi, ω
±1
i , ω
′ ±1
i , γ
± 12 , γ′ ±
1
2 , D±1, D′ ±1
∣∣∣ i ∈ I0 〉 .
Thereby, to prove the Drinfeld isomorphism theorem (Theorem 3.9) is equiva-
lent to prove the following three Theorems:
Theorem A. Ψ : Ur,s(gˆ) −→ U
′
r,s(gˆ) is an epimorphism.
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Theorem B. U ′r,s(gˆ) = Ur,s(gˆ).
Theorem C. There exists a surjective Φ : U ′r,s(gˆ) −→ Ur,s(gˆ) such that ΨΦ =
ΦΨ = 1.
4. Proof of Drinfeld Isomorphism Theorem
For completeness, we check Theorem A for types D
(1)
n and E
(1)
6 (similarly for
types E
(1)
7 and E
(1)
8 ), since we have proved it for type A
(1)
n in [HRZ].
4.1. Proof of Theorem A for Ur,s(D
(1)
n ). We have to check relations (X1)—
(X5) in Definition 2.2 for type D
(1)
n . It is easy to verify relations (X1)—(X3), which
are similar to the case of A
(1)
n−1 ([HRZ]).
To check relation (X4), we first consider that when i 6= 0,
[E0, Fi ] = [x
−
θ (1) (γ
′−1 ω−1θ ), x
−
i (0) ] = −[x
−
i (0), x
−
θ (1) ]〈ω′i, ω0〉−1(γ
′−1ω−1θ ).
Thus, relation (X4) follows from immediately from the following Lemma 4.1 in
the case of i 6= 0.
Lemma 4.1. Let i ∈ {1, · · · , n}, then we have
[x−i (0), x
−
θ (1) ]〈ω′i, ω0〉−1 = 0.
To show Lemma 4.1, the following Lemmas will play a crucial role which will
be proved in the appendix.
For our purpose, we need some notations: For 1 6 i < j 6 n− 1,
x−α1,i(1) = [x
−
i (0), · · · , x
−
2 (0), x
−
1 (1) ](s, ··· , s),
x−βi,j (1) = [x
−
i (0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
j+1(0), x
−
j (1) ](s, ··· , s, r−1, ··· , r−1).
Consequently, we get x−θ (1) = x
−
β1,2
(1).
Lemma 4.2. [x−i−1(0), x
−
βi−1,i+1
(1) ]s−1 = 0, for 1 < i < n.
Lemma 4.3. [x−i (0), x
−
βi,i+1
(1) ](rs)−1 = 0, for 1 6 i 6 n− 1.
Lemma 4.4. [x−2 (0), x
−
β1,4
(1) ] = 0.
Lemma 4.5. [x−i (0), x
−
β1,i+2
(1) ] = 0, for 3 6 i 6 n− 2.
The following Lemmas can be verified directly.
Lemma 4.6. [x−i (0), x
−
β1,i
(1) ]s−1 = 0, for 3 6 i 6 n− 1.
Lemma 4.7. [x−n (0), x
−
n (0), x
−
α1,n(1) ](rs2, r2s) = 0.
Now using the above Lemmas, we turn to prove Lemma 4.1.
Proof of Lemma 4.1. (I) When i = 1, 〈ω′1, ω0〉 = rs and 〈ω
′
1, ωθ〉 = (rs)
−1. It
follows from Lemma 4.3 for the case of i = 1.
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(II) When i = 2, 〈ω′2, ω0〉 = s, that is, 〈ω
′
2, ωθ〉 = s
−1. Let us first consider
x−θ (1) = x
−
β1,2
(1) (by definition)
= [x−2 (0), x
−
3 (0), x
−
β1,4
(1) ](r−1,r−1) (by (3.16))
= [ [x−2 (0), x
−
3 (0) ]r−1 , x
−
β1,4
(1) ]r−1
+ r−1[x−3 (0), [x
−
2 (0), x
−
β1,4
(1) ]︸ ︷︷ ︸ ] (=0 by Lemma 4.4)
= [ [x−2 (0), x
−
3 (0) ]r−1 , x
−
β1,4
(1) ]r−1 .
Our previous result leads us to get
[x−2 (0), x
−
θ (1) ]s−1 (by definition)
= [x−2 (0), [x
−
2 (0), x
−
3 (0) ]r−1 , x
−
β1,4
(1) ](r−1, s−1) (by (3.16))
= [ [x−2 (0), x
−
2 (0), x
−
3 (0) ](r−1, s−1)︸ ︷︷ ︸, x−β1,4(1) ]r−1 (=0 by (D92))
+ s−1[ [x−2 (0), x
−
3 (0) ]r−1 , [x
−
2 (0), x
−
β1,4
(1) ]︸ ︷︷ ︸ ]r−1s (=0 by Lemma 4.4)
= 0.
(III) When 3 6 i 6 n − 1, 〈ω′i, ω0〉 = 1, that is to say, 〈ω
′
i, ωθ〉 = 1. We may
use (3.16) and (D91) to show that
[x−i (0), x
−
θ (1) ] (by definition)
= [x−i (0), [x
−
2 (0), · · · , x
−
i−2(0), x
−
β1,i−1
(1) ](r−1,··· ,r−1) ]
= [x−2 (0), · · · , x
−
i−2(0), [x
−
i (0), x
−
β1,i−1
(1) ]︸ ︷︷ ︸ ](r−1,··· ,r−1).
For this purpose, it suffices to check that [x−i (0), x
−
β1,i−1
(1) ] = 0. It is now straight-
forward to verify that
[x−i (0), x
−
β1,i−1
(1) ]r−1s (by definition)
= [x−i (0), [x
−
i−1(0), x
−
i (0), x
−
β1,i+1
(1) ](r−1, r−1) ]r−1s (by (3.16))
= [x−i (0), [x
−
i−1(0), x
−
i (0) ]r−1 , x
−
β1,i+1
(1) ](r−1, r−1s) (by (3.16))
+ r−1[x−i (0), x
−
i (0), [x
−
i−1(0), x
−
β1,i+1
(1) ]︸ ︷︷ ︸ ](1, r−1s) (=0 by Lemma 4.5)
= [ [x−i (0), [x
−
i−1(0), x
−
i (0) ]r−1 ]s︸ ︷︷ ︸, x−β1,i+1(1) ]r−2 (=0 by (D92))
+ s[ [x−i−1(0), x
−
i (0) ]r−1 , [x
−
i (0), x
−
β1,i+1
(1) ]r−1 ](rs)−1 (by (3.17))
= s[x−i−1(0), [x
−
i (0), x
−
β1,i
(1) ]s−1︸ ︷︷ ︸ ]r−2 (=0 by Lemma 4.6)
+ [ [x−i−1(0), x
−
β1,i
(1) ]r−1 , x
−
i (0) ]r−1s (by definition)
= [x−β1,i−1(1), x
−
i (0) ]r−1s,
which implies that (1 + r−1s)[x−i (0), x
−
β1,i−1
(1) ] = 0. That is to say, r 6= −s,
[x−i (0), x
−
β1,i−1
(1) ] = 0.
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(IV) When i = n, 〈ω′n, ω0〉 = (rs)
−2, that is to say 〈ω′n, ωθ〉 = (rs)
2. By using
(3.16) and (D91), we see that
[x−n (0), x
−
θ (1) ](rs)2 (by definition)
= [x−n (0), [x
−
2 (0), · · · , x
−
n−3(0), x
−
β1,n−2
(1) ](r−1,··· ,r−1) ](rs)2
= [x−2 (0), · · · , x
−
n−3(0), [x
−
n (0), x
−
β1,n−2
(1) ](rs)2︸ ︷︷ ︸ ](r−1,··· ,r−1).
Hence, if we have verified that [x−n (0), x
−
β1,n−2
(1) ](rs)2 = 0, then we would get the
desired conclusion. We actually have
x−β1,n−2(1) = [x
−
n−2(0), x
−
n−1(0), x
−
n (0), x
−
α1,n−1(1) ](s, r−1, r−1) (by (3.16))
= [x−n−2(0), [x
−
n−1(0), x
−
n (0) ](rs)−1︸ ︷︷ ︸, x−α1,n−1(1) ](s2,r−1) (=0 by (D91))
+ (rs)−1[x−n−2(0), x
−
n (0), [x
−
n−1(0), x
−
α1,n−1(1) ]s︸ ︷︷ ︸ ](rs2,··· ,r−1) (by (3.16))
= (rs)−1[ [x−n−2(0), x
−
n (0) ]r−1 , x
−
α1,n(1) ]rs2
+ r−2s−1[x−n (0), [x
−
n−2(0), x
−
α1,n(1) ]︸ ︷︷ ︸ ](rs)2 (=0 by (3.16) & (D91))
= (rs)−1[ [x−n−2(0), x
−
n (0) ]r−1 , x
−
α1,n(1) ]rs2 .
It can be proved from the above steps that
x−β1,n−2(1) = (rs)
−1[x−n−2(0), x
−
n (0), x
−
α1,n(1) ](rs2,··· ,r−1).
Hence, we may easily check that
[x−n (0), x
−
β1,n−2
(1) ]rs3
= (rs)−1[x−n (0), [x
−
n−2(0), x
−
n (0) ]r−1 , x
−
α1,n(1) ](rs2, rs3) (by (3.16))
= (rs)−1[ [x−n (0), x
−
n−2(0), x
−
n (0) ](r−1, s)︸ ︷︷ ︸, x−α1,n(1) ]r2s4 (=0 by (D92))
+ r−1[ [x−n−2(0), x
−
n (0) ]r−1 , [x
−
n (0), x
−
α1n(1) ]rs2︸ ︷︷ ︸ ]rs (by (3.17))
= r−1[x−n−2(0), [x
−
n (0), x
−
n (0), x
−
α1,n(1) ](rs2, r2s)︸ ︷︷ ︸ ]r−2 (=0 by Lemma 4.7)
+ rs[ [x−n−2(0), x
−
n (0), x
−
α1,n(1) ](rs2, r−1)︸ ︷︷ ︸, x−n (0) ]r−3s−1 (by definition)
= (rs)2[x−β1,n−2(1), x
−
n (0) ]r−3s−1 .
So, we have (1 + r−1s) [x−n (0), x
−
β1,n−2
(1) ](rs)2 = 0. Since r 6= −s, then we get
[x−n (0), x
−
β1,n−2
(1) ](rs)2 = 0. This completes the proof of Lemma 4.1. 
We are now ready to prove relation (X4) for i = j = 0, that is,
Proposition 4.8. [E0, F0 ] =
γ′−1ω−1
θ
−γ−1ω′θ
−1
r−s .
Proof. Note that the construction of E0 and F0, we check the statement step
by step. First, using (D1) and (D5), we have[
E0, F0
]
= (rs)n−2
[
x−θ (1) γ
′−1ωθ
−1, γ−1ω′θ
−1
x+θ (−1)
]
= (rs)n−2
[
x−θ (1), x
+
θ (−1)
]
· (γ−1γ′−1ωθ
−1ω′θ
−1
).
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We may now use the result of the case of A
(1)
n−1
[x−α1,n−1(1), x
+
α1,n−1(−1) ] =
γω′α1,n−1 − γ
′ωα1,n−1
r − s
.
Applying the above result, it is now straightforward to verify that
[x−β1,n(1), x
+
β1,n
(−1) ] (by definition)
= [ [x−n (0), x
−
α1,n−1(1) ]s, [x
+
α1,n−1(−1), x
+
n (0) ]r ] (by (3.16))
= [ [ [x−n (0), x
+
α1,n−1(−1) ], x
−
α1,n−1(1) ]s, x
+
n (0) ]r (=0 by (3.16) & (D8))
+ [ [x−n (0), [x
−
α1,n−1(1), x
+
α1,n−1(−1) ] ]s, x
+
n (0) ]r (by (D5) & (D8))
+ [x+α1,n−1(−1), [ [x
−
n (0), x
+
n (0) ], x
−
α1,n−1(1) ]s ]r (by (D8) & (D5))
+ [x+α1,n−1(−1), [x
−
n (0), [x
−
α1,n−1(1), x
+
n (0) ] ]s ]r (=0 by (3.16) & (D8))
= γω′α1,n−1 ·
ω′n − ωn
r − s
+
γω′α1,n−1 − γ
′ωα1,n−1
r − s
ωn
=
γω′β1,n − γ
′ωβ1,n
r − s
.
We have then by repeating the above step
[x−β1,n−1(1), x
+
β1,n−1
(−1) ] (by definition)
= [ [x−n−1(0), x
−
β1,n
(1) ]r−1 , [x
+
β1,n
(−1), x+n−1(0) ]s−1 ] (by (3.16))
= [ [ [x−n−1(0), x
+
β1,n
(−1) ], x−β1,n(1) ]r−1 , x
+
n−1(0) ]s−1 (=0 by (3.16) & (D8))
+ [ [x−n−1(0), [x
−
β1,n
(1), x+β1,n(−1) ] ]r−1, x
+
n−1(0) ]s−1 (by (3.16) & (D8))
+ [x+β1,n(−1), [ [x
−
n−1(0), x
+
n−1(0) ], x
−
β1,n
(1) ]r−1 ]s−1 (by (3.16) & (D8))
+ [x+β1,n(−1), [x
−
n−1(0), [x
−
β1,n
(1), x+n−1(0) ] ]r−1 ]s−1 (=0 by (3.16) & (D8))
= (rs)−1γω′β1,n ·
ω′n−1 − ωn−1
r − s
+ (rs)−1
γω′β1,n − γ
′ωβ1,n
r − s
ωn−1
= (rs)−1
γω′β1,n−1 − γ
′ωβ1,n−1
r − s
.
Furthermore, it follows from the above results
[x−β1,n−2(1), x
+
β1,n−2
(−1) ] (by definition)
= [ [x−n−2(0), x
−
β1,n−1
(1) ]r−1 , [x
+
β1,n−1
(−1), x+n−2(0) ]s−1 ] (by (3.16))
= [ [ [x−n−2(0), x
+
β1,n−1
(−1) ], x−β1,n−1(1) ]r−1 , x
+
n−2(0) ]s−1 (=0 by (D8) & (D5))
+ [ [x−n−2(0), [x
−
β1,n−1
(1), x+β1,n−1(−1) ] ]r−1 , x
+
n−2(0) ]s−1 (by (D5) & (D8))
+ [x+β1,n−1(−1), [ [x
−
n−2(0), x
+
n−2(0) ], x
−
β1,n−1
(1) ]r−1 ]s−1 (by (D8) & (D5))
+ [x+β1,n−1(−1), [x
−
n−2(0), [x
−
β1,n−1
(1), x+n−2(0) ] ]r−1 ]s−1 (=0 by (D5) & (D8))
= (rs)−2γω′β1,n−1 ·
ω′n−2 − ωn−2
r − s
+ (rs)−2
γω′β1,n−1 − γ
′ωβ1,n−1
r − s
ωn−1
= (rs)−2
γω′β1,n−2 − γ
′ωβ1,n−2
r − s
.
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By the same way, we get at last
[x−β1,2(1), x
+
β1,2
(−1) ] = (rs)2−n
γω′β1,2 − γ
′ωβ1,2
r − s
.
As a consequence, we obtain the required result[
E0, F0
]
=
γ′−1ω−1θ − γ
−1ω′θ
−1
r − s
.

For the rest of this subsection, we will focus on checking the Serre relations of
Ur,s(D
(1)
n ).
Lemma 4.9. (1) EnE0 = (rs)
2 E0En,
(2) E0E
2
2 − (r + s)E2E0E2 + rsE
2
2E0 = 0,
(3) E20E2 − (r + s)E0E2E0 + rsE2E
2
0 = 0,
(4) F0Fn = (rs)
2 FnF0,
(5) F1F
2
0 − (r + s)F0F1F0 + rs F
2
0F1 = 0,
(6) F 22F0 − (r + s)F2F0F2 + rsF0F
2
2 = 0.
Proof. Relations (4)—(6) follow from the action of τ on relations (1)—(3).
To be precise, let us just consider the second and third relation.
(1) For the second equality, it is easy to see that[
E2, x
−
θ (1)
]
(by (3.16))
= [ [x+2 (0), x
−
2 (0) ], x
−
β1,3
(1) ]r−1 (by (D8) & (D5))
+ [x−2 (0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
3 (0), [x
+
2 (0), x
−
2 (0) ], x
−
1 (1) ](s,··· ,s,r−1··· ,r−1)
(=0 by (D8), (D5) & (D91))
= (rs)−1x−β1,3(1)ω2.
By the above observation, it can be proved in a straightforward manner that
E0E
2
2 − (r + s)E2E0E2 + rsE
2
2E0
= rs
(
E22x
−
θ (1)− (1 + r
−1s)E2x
−
θ (1)E2 + r
−1s x−θ (1)E
2
2
)
(γ′−1ω−1θ )
= rs
[
E2,
[
E2, x
−
θ (1)
]︸ ︷︷ ︸ ]r−1s (γ′−1ω−1θ )
=
[
E2, x
−
β1,3
(1)
]︸ ︷︷ ︸ω2 (γ′−1ω−1θ ) (=0 by (3.16) & (D8))
= 0.
(2) Note that the formula of
[
E2, x
−
θ (1)
]
obtained in (1), we actually have
E20E2 − (r + s)E0E2E0 + (rs)E2E
2
0
= (rs)
[
x−θ (1), x
−
θ (1), E2︸ ︷︷ ︸ ](1, rs−1)(γ′−2ω−2θ )
= −
[
x−θ (1), x
−
β1,3
(1)ω2
]
rs−1
(γ′−2ω−2θ )
= −
[
x−θ (1), x
−
β1,3
(1)
]
s−1︸ ︷︷ ︸ ω2(γ′−2ω−2θ ) (=0 by Lemma 4.10 below)
= 0.

τ -INVARIANT GENERATING FUNCTIONS, VERTEX REPRESENTATIONS OF Ur,s(ĝ) 19
Lemma 4.10.
[
x−β1,3(1), x
−
β1,2
(1)
]
s
= 0, for r 6= −s.
Proof. See the appendix.
4.2. Proof of Theorem A for Ur,s(E
(1)
6 ). As usual, we need to verify some
critical relations of Theorem A.
Note that the highest root of simple Lie algebra E6 is
θ = α13456243542
.
= α1 + α3 + · · ·+ α6 + α2 + α4 + α3 + α5 + α4 + α2.
The maximal quantum root vectors x−θ (1) and x
+
θ (−1) are defined as follows
x−θ (1) = x
−
α13456243542 (1) = [x
−
2 (0), x
−
α1345624354 (1) ]r−2s−1 = · · ·
= [x−2 (0), x
−
4 (0), x
−
5 (0), x
−
3 (0), x
−
4 (0), x
−
2 (0), x
−
6 (0), · · · ,
, x−3 (0), x
−
1 (1) ](s, ··· , s, r−1, s, r−1, s, s, r−2s−1).
x+θ (−1) = x
+
α13456243542 (−1) = [x
+
α1345624354 (−1), x
+
2 (0) ]r−1s−2
= [x+1 (−1), x
+
3 (0), · · · , x
+
6 (0), x
+
2 (0), x
+
4 (0), x
+
3 (0), x
+
5 (0),
, x+4 (0), x
+
2 (0) ]〈r, ··· , r, s−1, r, s−1, r, r, r−1s−2〉.
Similarly, relation (X4) holds due to Lemma 4.11 below in the case of i 6= 0.
Lemma 4.11. [x−i (0), x
−
θ (1) ]〈ω′1,ωθ〉 = 0, for i = 1, 2, · · · , 6.
To verify Lemma 4.11, the following three Lemmas, which we will check in the
appendix, will play a crucial role. To be precise, let x±i1 i2··· in(k) = x
±
αi1,i2,··· ,in
(k).
We may easily check that
Lemma 4.12. [x−2 (0), x
−
134562435(1) ](rs)−1 = 0.
More generally, we have
Lemma 4.13.
[x−4 (0), x
−
1345624(1) ]r = 0,
[x−3 (0), x
−
1345624354(1) ](rs)−1 = 0.
Lemma 4.14. [x−1 (0), x
−
1345624354(1) ](rs)−1 = 0.
Proof of Lemma 4.11. We may now use the previous Lemmas to show that
(I) When i = 1, 〈ω′1, ω0〉 = rs and 〈ω
′
1, ωθ〉 = (rs)
−1,
[x−1 (0), x
−
θ (1) ](rs)−1 (by definition)
= [x−1 (0), x
−
2 (0), x
−
1345624354(1) ](r−2s−1, (rs)−1) (by (3.16))
= [ [x−1 (0), x
−
2 (0) ]︸ ︷︷ ︸, x−1345624354(1) ]r−3s−2 (=0 by (D91))
+ [x−2 (0), [x
−
1 (0), x
−
1345624354(1) ](rs)−1︸ ︷︷ ︸ ]r−2s−1 (=0 by Lemma 4.14)
= 0.
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(II) When i = 2, 〈ω′2, ω0〉 = rs
2 and 〈ω′2, ωθ〉 = r
−1s−2,
[x−2 (0), x
−
θ (1) ]r−1s−2 (by definition)
= [x−2 (0), x
−
2 (0), x
−
4 (0), x
−
134562435(1) ](s r−2s−1, r−1s−2) (by (3.16))
= [x−2 (0), [x
−
2 (0), x
−
4 (0) ]r−1 , x
−
134562435(1) ](r−1, r−1s−2) (by (3.16))
+ r−1[x−2 (0), x
−
4 (0), [x
−
2 (0), x
−
134562435(1) ](rs)−1︸ ︷︷ ︸ ](rs, r−1s−2) (=0 by Lemma 4.12)
= [ [x−2 (0), x
−
2 (0), x
−
4 (0) ](r−1, s−1)︸ ︷︷ ︸, x−134562435(1) ]r−2s−1 (=0 by (D92))
+ s−1[ [x−2 (0), x
−
4 (0) ], [x
−
2 (0), x
−
134562435(1) ](rs)−1︸ ︷︷ ︸ ]r−1s (=0 by Lemma 4.12)
= 0.
(III) When i = 3, 〈ω′3, ω0〉 = rs and 〈ω
′
3, ωθ〉 = (rs)
−1. We may easily check
that
[x−3 (0), x
−
θ (1) ](rs)−1 (by definition)
= [x−3 (0), x
−
2 (0), x
−
1345624354(1) ](r−2s−1, (rs)−1) (by (3.16))
= [ [x−3 (0), x
−
2 (0) ]︸ ︷︷ ︸, x−1345624354(1) ]r−3s−2 (=0 by (D91))
+ [x−2 (0), [x
−
3 (0), x
−
1345624354(1) ](rs)−1︸ ︷︷ ︸ ]r−2s−1 (=0 by Lemma 4.13)
= 0.
(IV) When i = 4, 〈ω′4, ω0〉 = (rs)
−1 and 〈ω′4, ωθ〉 = rs. We have
[x−4 (0), x
−
θ (1) ]s2 (by definition)
= [x−4 (0), x
−
2 (0), x
−
4 (0), x
−
134562435(1) ](s r−2s−1, s2) (by (3.16))
= [x−4 (0), [x
−
2 (0), x
−
4 (0) ]r−1 , x
−
134562435(1) ](r−1, s2) (by (3.16))
+ r−1[x−2 (0), x
−
4 (0), [x
−
2 (0), x
−
134562435(1) ](rs)−1︸ ︷︷ ︸ ](rs, s2) (=0 by Lemma 4.12)
= [ [x−4 (0), x
−
2 (0), x
−
4 (0) ](r−1, s)︸ ︷︷ ︸, x−134562435(1) ]r−1s (=0 by (D92))
+ s[ [x−2 (0), x
−
4 (0) ]r−1 , [x
−
4 (0), x
−
134562435(1) ]s ](rs)−1 (by definition & (3.17))
= s [x−2 (0), [x
−
4 (0), x
−
1345624354(1) ]r︸ ︷︷ ︸ ]r−3s−1 (=0 by Lemma 4.13)
+ rs [ [x−2 (0), x
−
1345624354(1) ]r−2s−1 , x
−
4 (0) ]r−2 (by definition)
= −r−1s[x−4 (0), x
−
θ (0) ]r2 ,
which implies that (1 + r−1s) [x−4 (0), x
−
θ (0) ]rs = 0. That is to say, when r 6= −s,
[x−4 (0), x
−
θ (0) ]rs = 0.
(V) The proof of the case i = 5 or 6 is similar to that of the case i = 1 or 3,
which are left to the readers. 
We would like to point out that the proof of relation [E0, F0 ] =
ω0−ω
′
0
r−s is the
same as that of the case of D
(1)
n . We now proceed to show the Serre relations for
E
(1)
6 .
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Proposition 4.15. We have the following Serre relations
(1) E0E
2
2 − (rs)(r + s)E2E0E2 + (rs)
3 E22E0 = 0,
(2) E20E2 − (rs)(r + s)E0E2E0 + (rs)
3 E2E
2
0 = 0,
(3) F 22F0 − (rs)(r + s)F2F0F2 + (rs)
3 F0F
2
2 = 0,
(4) F2F
2
0 − (rs)(r + s)F0F2F0 + (rs)
3 F 20 F2 = 0,
Proof. Here we only give the proof of the first (r, s)-Serre relation, and the
others are left to the readers.
Let us first to prove that
[E2, x
−
θ (1) ] (by definition & (3.16))
= [ [x+2 (0), x
−
2 (0) ], x
−
1345624354(1) ]r−2s−1 (by (D8), (D5))
+ [x−2 (0), x
−
4 (0), x
−
5 (0), x
−
3 (0), x
−
4 (0), [x
+
2 (0), x
−
2 (0) ],
, x−13456(1) ](r−1, s, r−1, s, s, r−2s−1) (=0 by (D8), (D5) & (D91))
= (rs)−2x−1345624354(1)ω2
By the above result, we get that
E0E
2
2 − (rs)(r + s)E2E0E2 + (rs)
2 E22E0
= (rs)−2
(
E22x
−
θ (0)− (1 + r
−1s)E2x
−
θ (1)E2 + (r
−1s)x−θ (1)E
2
2
)
γ ω−1θ
= (rs)−2 [E2, E2, x
−
θ (1) ](1, r−1s) γ ω
−1
θ
= (rs)−2 [E2, x
−
θ (1) ]ω2
= [x−4 (0), x
−
5 (0), x
−
3 (0), x
−
4 (0), [x
+
2 (0), x
−
2 (0) ], x
−
13456(1) ](r−1, s, r−1, s, s)
(=0 by (D8), (D5) & (D91))
= 0.

4.3. Proof of Theorem B. This is similar to that of the case A
(1)
n−1 [HRZ].
We shall show that the algebra Ur,s(ĝ) is generated by Ei, Fi, ω
±1
i , ω
′ ±1
i , γ
± 12 ,
γ′ ±
1
2 (i ∈ I0). More explicitly, any generators of the algebra Ur,s(ĝ) are in the
subalgebra U ′r,s(ĝ). To do so, we also need the following two Lemmas, which can
be similarly checked like in [HRZ].
Lemma 4.16. (1)
x−1 (1)
= [E2, E3, · · · , En−2, En, · · · , E2, E0 ](s−1,··· ,s−1,r,r,··· ,r)γ
′ω1 ∈ U
′
r,s(D
(1)
n ),
then for any i ∈ I, x−i (1) ∈ U
′
r,s(D
(1)
n ).
(2)
x+1 (−1)
= τ
([
E2, E3, · · · , En−2, En, · · · , E2, E0 ](s−1,··· ,s−1,r,r,··· ,r)γ
′ω1
)
= γω′1 [F0, F2, · · · , Fn−2, Fn, · · · , F2, F0 ](r−1,··· ,r−1,r−1,s,··· ,s) ∈ U
′
r,s(D
(1)
n ),
then for any i ∈ I, x+i (−1) ∈ U
′
r,s(D
(1)
n ). 
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Lemma 4.17. (1)
x−1 (1)
= [E3, · · · , E6, E2, E4, E3, E5, E4, E2, E0 ](r−1s−2,r,r,s−1,r,s−1,r,··· ,r)γ
′ω1
∈ U ′r,s(E
(1)
6 ),
then for any i ∈ I, x−i (1) ∈ U
′
r,s(E
(1)
6 ).
(2)
x+1 (−1)
= τ
([
E3, · · · , E6, E2, E4, E3, E5, E4, E2, E0 ](r−1s−2, r, r, s−1, r, s−1, r,··· , r)γ
′ω1
)
= γω′1 [F0, F2, F4, F5, F3, F4, F2, F6, · · · , F3 ](s,··· ,s,r−1,s,r−1,s,s,r−2s−1)
∈ U ′r,s(E
(1)
6 ),
then for any i ∈ I, x+i (−1) ∈ U
′
r,s(E
(1)
6 ). 
Furthermore, applying the above results and combining (D8) with (D6), we
get the following
Lemma 4.18. (1) ai(l) ∈ U
′
r,s(gˆ), for l ∈ Z\{0}.
(2) x±i (k) ∈ U
′
r,s(gˆ), for k ∈ Z. 
Therefore, by induction, all generators are in the subalgebra U ′r,s(ĝ). So, this
finishes the proof of Theorem B. 
4.4. Proof of Theorem C. This subsection focuses on showing Theorem C.
Theorem C. There exists a surjective Φ : U ′r,s(gˆ) −→ Ur,s(gˆ) such that ΨΦ =
ΦΨ = 1.
Proof. We define Ψ on the generators as follows. For i ∈ I0,
Ψ(Ei) = ei, Ψ(Fi) = fi, Ψ(ωi) = ωi, Ψ(ω
′
i) = ω
′
i,
Ψ(γ) = γ, Ψ(γ′) = γ′, Ψ(D) = D, Ψ(D′) = D′.
Consequently, it is not difficult to see that ΨΦ = ΦΨ = 1. 
Up to now, we prove the Drinfeld Isomorphism Theorem for the two parameter
quantum affine algebras.
5. Vertex Representations
In the last section, we turn to construct the level-one vertex representations of
two-parameter quantum affine algebras Ur,s(ĝ) for types X
(1)
n (where X = ADE).
More precisely, in our construction we can take c = 1 in the Drinfeld relations in
this section.
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5.1. Two-parameter quantum Heisenberg algebra.
Definition 5.1. Two-parameter quantum Heisenberg algebra Ur,s(ĥ) is the
subalgebra of Ur,s(ĝ) generated by { aj(l), γ
± 12 , γ′±
1
2 | l ∈ Z\{0}, j ∈ I }, satisfying
the following relation, for m, l ∈ Z\{0}
[ ai(m), aj(l) ] = δm+l,0
(rs)
|m|
2 (risi)
−
maij
2 [maij ]i
|m|
γ|m| − γ′
|m|
rj − sj
.
We denote by Ur,s(ĥ
+) (resp. Ur,s(ĥ
−) ) the commutative subalgebra of Ur,s(ĥ)
generated by aj(l) (resp. aj(−l)) with l ∈ Z
>0, j ∈ I. In fact, we have Ur,s(ĥ
−) =
S(ĥ−), where S(ĥ−) is the symmetric algebra associated to ĥ−. Then S(ĥ−) is a
Ur,s(ĥ)-module with the action defined by
γ±
1
2 · v = r±
1
2 v, γ′±
1
2 · v = s±
1
2 v,
ai(−l) · v = ai(−l) v,
ai(l) · v =
∑
j
(rs)
l
2 (risi)
−
laij
2 [ laij ]i
l
·
rl − sl
rj − sj
·
d v
d aj(−l)
.
for any v ∈ S(ĥ−), l ∈ Z>0 and i ∈ I.
5.2. Fock space. Let Q =
⊕
i∈I Zαi be the root lattice of g with the Killing
form (· | ·), one can form a group algebra K[Q] with base elements of the form eβ
(β ∈ Q), and the product
eβeβ
′
= eβ+β
′
, β, β′ ∈ Q.
We define the Fock space as
F := S(ĥ−)⊗K[Q],
and make it into a Ur,s(h˜)-module (where Ur,s(h˜) is generated by { ai(±l), ω
±1
i , ω
′±1
i ,
γ±
1
2 , γ′±
1
2 | i ∈ I, l ∈ Z>0 }) via extending the action of Ur,s(ĥ
−) to the Fock space
F . Let z be a complex variable and add the action of αi(0) as follows:
zαi(0)(v ⊗ eβ) = z(αi | β)v ⊗ eβ ,
eα(v ⊗ eβ) = v ⊗ eα+β ,
ai(±l) · (v ⊗ e
β) = (ai(±l) · v)⊗ e
β, l ∈ Z\{0},
εi(0) · (v ⊗ e
β) = (εi , β) v ⊗ e
β ,
such that
ωi · (v ⊗ e
β) = 〈β, i〉 v ⊗ eβ,
ω′i · (v ⊗ e
β) = 〈i, β〉−1 v ⊗ eβ.
5.3. Vertex operators. Let ǫ0( , ): Q×Q→ K
∗ be the cocycle such that
ǫ0(α, β + θ) = ǫ0(α, β)ǫ0(α, θ),
ǫ0(α+ β, θ) = ǫ0(α, θ)ǫ0(β, θ),
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we construct such a cocycle directly by
ǫ0(αi, αj) =
 (−risi)
aij
2 , i > j,
(rs)
1
2 , i = j,
1, i < j.
For α, β ∈ Q, define K-linear operators as
ǫα(v ⊗ e
β) = ǫ0(α, β) v ⊗ e
β,
D(r)(v ⊗ eβ) = rβv ⊗ eβ, D(s)(v ⊗ eβ) = sβv ⊗ eβ.
We can now introduce the main vertex operators.
E±− (αi, z) = exp
(
±
∑∞
n=1
s±n/2
[n]
ai(−n)z
n
)
,
E±+ (αi, z) = exp
(
∓
∑∞
n=1
r∓n/2
[n]
ai(n)z
−n
)
,
where [n] = r
n−sn
r−s , for n ∈ Z
>0, αi ∈ Q.
Theorem 5.2. For the simply-laced cases, we have the vertex representation
(of level-1) π of Ur,s(ĝ) on the Fock space F as follows:
γ±1 7→ r±1, γ′±1 7→ s±1,
D 7→ D(r), D′ 7→ D(s),
x+j (z) 7→ X
+
j (z) = E
+
−(αj , z)E
+
+(αj , z)e
αjzαj(0)+1rεj(0)−
1
2 ǫαj ,
x−j (z) 7→ X
−
j (z) = E
−
−(αj , z)E
−
+(αj , z)e
−αjz−αj(0)+1sεj(0)−
1
2 ǫαj ,
ω′j(z) 7→ Φj(z) = ω
′
j exp
(
− (r − s)
∑
k>0 aj(−k)z
k
)
,
ωj(z) 7→ Ψj(z) = ωj exp
(
(r − s)
∑
k>0 aj(k)z
−k
)
.
5.4. Proof of the theorem 5.2. We have to show that the operators X±i (z),
Φi(z) and Ψi(z) satisfy all the relations of Drinfeld’s realization with γ = r, γ
′ = s.
More explicitly, we want to show that X±i (z), Φi(z) and Ψi(z) satisfy relations
(3.2)–(3.13) in Definition 3.1. It is clear that (3.2)–(3.5) follow from the construction
of vertex operators Φi(z) and Ψi(z). We are going to divide the proof into several
steps.
It is easy to see that Ψi, Φi, e
αj have the following commutative relations:
Φi(z)e
±αj = 〈i, j〉∓1e±αjΦi(z),(5.1)
Ψi(z)e
±αj = 〈j, i〉±1e±αjΨi(z).(5.2)
Note that the action of c is the identity, since here we construct a level-one
representation. (3.6) follows from the following lemma.
Lemma 5.3. For i, j ∈ I, we have
gij
( z
w
(rs)
1
2 r
)
Φi(z)Ψj(w) = gij
( z
w
(rs)
1
2 s
)
Ψj(w)Φi(z).(5.3)
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Proof: When aij = 0, the proof is trivial, so we only check the relation for the
case of aij 6= 0 (i.e., aij = −1 and aii = 2).
Φi(z)Ψj(w)
= ω′i exp
(
− (r − s)
∑
k>0
ai(−k)z
k
)
· ωj exp
(
(r − s)
∑
k>0
aj(k)w
−k
)
= Ψj(w)Φi(z) exp
(
− (r − s)2
∑
k>0
[ ai(−k), aj(k) ](
z
w
)k
)
= Ψj(w)Φi(z) exp
(
−
∑
k>0
(rs)
k
2
〈i, i〉−
aijk
2 − 〈i, i〉
aijk
2
k
· [k](
z
w
)k
)
= Ψj(w)Φi(z)

(
〈i, i〉−
1
2 ( z
w
(rs)
1
2 r)−1
〈i, i〉
1
2 ( z
w
(rs)
1
2 r)−1
)−1( 〈i, i〉− 12 ( z
w
(rs)
1
2 s)−1
〈i, i〉
1
2 ( z
w
(rs)
1
2 s)−1
)
, i 6= j,
(
〈i, i〉( z
w
(rs)
1
2 r)−1
〈i, i〉( z
w
(rs)
1
2 r)−1
)−1( 〈i, i〉( z
w
(rs)
1
2 s)−1
〈i, i〉( z
w
(rs)
1
2 s)−1
)
, i = j,
= Ψj(w)Φi(z)gij
( z
w
(rs)
1
2 r
)−1
gij
( z
w
(rs)
1
2 s
)
,
where we used the formal identity log(1− z) = −
∑∞
n=1
zn
n . 
Furthermore, the following Lemma 5.4 follows from the relations (3.7) and
(3.8).
Lemma 5.4. For i, j ∈ I, we have
Φi(z)X
±
j (w)Φi(z)
−1 = gij
( z
w
(rs)
1
2 r∓
1
2
)±1
X±j (w),
Ψi(z)X
±
j (w)Ψi(z)
−1 = gji
(w
z
(rs)
1
2 s±
1
2
)∓1
X±j (w).
(5.4)
Proof: Naturally we only check (5.2) and (5.3) for the case of aij 6= 0. The vertex
operator is a product of two exponential operators and a middle term operator. So
we first consider
Φi(z)E
±
+ (αj , w)
= exp
(
− (r − s)
∑
k>0
ai(−k)z
k
)
r
εi+1(0)
i s
εi(0)
i exp
(
∓
∑
k>0
r∓
k
2
[k]
aj(k)w
−k
)
= E±+ (αj , w)Φi(z) exp
(
± (r − s))
∑
k>0
r∓
k
2
[k]
[ ai(−k), aj(k) ](
z
w
)k
)
= E±+ (αj , w)Φi(z) exp
(
±
∑
k>0
(rs)
k
2 r∓
k
2
〈i, i〉−
aijk
2 − 〈i, i〉
aijk
2
k
(
z
w
)k
)
= E±+ (αj , w)Φi(z)

(
〈i, i〉−
1
2 ( z
w
(rs)
1
2 r∓
1
2 )−1
〈i, i〉
1
2 ( z
w
(rs)
1
2 r∓
1
2 )−1
)±1
, i 6= j,
(
〈i, i〉( z
w
(rs)
1
2 r∓
1
2 )−1
〈i, i〉( z
w
(rs)
1
2 r∓
1
2 )−1
)±1
, i = j,
= E±+ (αj , w)Φi(z)gij
( z
w
(rs)
1
2 r∓
1
2
)±1
〈i, j〉±1.
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We would proceed in the same way with the following result,
Ψi(z)E
±
−(αj , w)
= exp
(
(r − s)
∑
k>0
ai(k)z
−k
)
r
εi(0)
i s
εi+1(0)
i exp
(
±
∑
k>0
s±
k
2
[k]
aj(−k)w
k
)
= E±−(αj , w)Ψi(z) exp
(
± (r − s)
∑
k>0
s±
k
2
[k]
[ ai(k), aj(−k) ](
w
z
)k
)
= E±−(αj , w)Ψi(z) exp
(
±
∑
k>0
(rs)
k
2 s±
k
2
〈i, i〉
aijk
2 − 〈i, i〉−
aijk
2
k
(
z
w
)k
)
= E±−(αj , w)Ψi(z)

(
〈i, i〉−
1
2 ( z
w
(rs)
1
2 s±
1
2 )−1
〈i, i〉
1
2 ( z
w
(rs)
1
2 s±
1
2 )−1
)∓1
, i 6= j,
(
〈i, i〉( z
w
(rs)
1
2 s±
1
2 )−1
〈i, i〉( z
w
(rs)
1
2 s±
1
2 )−1
)∓1
, i = j,
= E±−(αj , w)Ψi(z)gji
( z
w
(rs−1)∓
1
4
)±1
〈j, i〉∓1.
Applying (5.1) and (5.2), we would arrive at the required results. Thus the
proof of the lemma is complete. 
Before checking the relations (3.9) and (3.10) and the quantum Serre-relations,
we need to introduce a useful notion—normal ordering, which plays an important
role in the theory of ordinary vertex operator calculus. Define
: αi(n)αj(−n) : = : αj(−n)αi(n) : = αj(−n)αi(n),
: αi(0)aj : = : ajαi(0) : =
1
2
(αi(0)aj + ajαi(0)).
We can extend the notion to the vertex operators. For example, we define
: X±i (z)X
±
j (w) : = E
±
−(αi, z)E
±
−(αj , w)E
±
+ (αi, z)E
±
+ (αj , w)
· e±(αi+αj)z±αi(0)+1w±αj(0)+1ǫ±αiǫ±αj ,
: X±i (z)X
∓
j (w) : = E
±
−(αi, z)E
∓
−(αj , w)E
±
+ (αi, z)E
∓
+ (αj , w)
· e±(αi−αj)z±αi(0)+1w∓αj(0)+1ǫ±αiǫ∓αj .
Therefore, the following formulas hold
: X±i (z)X
±
j (w) : = : X
±
j (w)X
±
i (z) : ,
: X±i (z)X
∓
j (w) : = : X
±
j (w)X
∓
i (z) : .
Using the above notation, we give the operator product expansions as follows
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Lemma 5.5. For i 6= j ∈ I such that aij 6= 0, we have the following operator
product expansions.
X±i (z)X
∓
j (w) =: X
±
i (z)X
∓
j (w) :
(
(
z
w
)
1
2 − (rs)∓
1
2 (
w
z
)
1
2
)
ǫ0(αi, αj)
∓1
X±i (z)X
±
j (w) =: X
±
i (z)X
±
j (w) :
(
1− (r−1s)±
1
2 (
w
z
)
)−1
(
w
z
)
1
2 ǫ0(αi, αj)
±1
X±i (z)X
∓
i (w) =: X
±
i (z)X
∓
i (w) :
(
1− (rs)
1
2 (rs)∓
1
2 r−1
w
z
)−1
(
1− (rs)
1
2 (rs)∓
1
2 s−1
w
z
)−1w
z
ǫ0(αi, αi)
∓1
X±i (z)X
±
i (w) =: X
±
i (z)X
±
i (w) :
(
1− (r−1s)±
1
2 (rs)
1
2 r−1
w
z
)
(
1− (r−1s)±
1
2 (rs)
1
2 s−1
w
z
) z
w
ǫ0(αi, αi)
±1,
where the two factors are called contraction factors, denoted as X±i (z)X
∓
j (w) and
X±i (z)X
±
j (w) respectively in the sequel.
Proof. By the definition of normal ordering, the first and third formula follow
from the following equalities.
E±+ (αi, z)E
∓
−(αj , w)
= exp
(
∓
∑
k>0
r∓
k
2
[k]
ai(k)z
−k
)
exp
(
∓
∑
k>0
s∓
k
2
[k]
aj(−k)w
k
)
= E±−(αj , w)E
∓
+ (αi, z) exp
(∑
k>0
(rs)∓
k
2
[k]2
[ ai(k), aj(−k) ](
w
z
)k
)
= E±−(αj , w)E
∓
+ (αi, z) exp
(∑
k>0
(rs)∓
k
2
[k]
(rs)
k
2
(
〈i, i〉
aijk
2 − 〈i, i〉−
aijk
2
)
k(r − s)
(
w
z
)k
)
,
= E±−(αj , w)E
∓
+ (αi, z)
·
{ (
1− (rs)∓
1
2
w
z )
)
, i 6= j,(
1− (rs)∓
1
2 (r−1s)
1
2
w
z
)−1(
1− (rs)∓
1
2 (rs−1)
1
2
w
z
)−1
, i = j,
It remains to deal with the rest two formulas, which hold from the following results.
E±+ (αi, z)E
±
−(αj , w)
= exp
(
∓
∑
k>0
r∓
k
2
[k]
ai(k)z
−k
)
exp
(
±
∑
k>0
s±
k
2
[k]
aj(−k)w
k
)
= E±−(αj , w)E
±
+ (αi, z) exp
(
−
∑
k>0
(r−1s)±
k
2
[k]2
[ ai(k), aj(−k) ](
w
z
)k
)
= E±−(αj , w)E
∓
+ (αi, z) exp
(
−
∑
k>0
(r−1s)±
k
2
[k]
(rs)
k
2
(
〈i, i〉
aijk
2 − 〈i, i〉−
aijk
2
)
k(r − s)
(
w
z
)k
)
= E±−(αj , w)E
±
+ (αi, z)
·
{ (
1− (r−1s)±
1
2
w
z
)−1
, i 6= j,(
1− (r−1s)±
1
2 (r−1s)
1
2
w
z
)(
1− (r−1s)±
1
2 (rs−1)
1
2
w
z
)
, i = j,
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where we have used the formula: log(1− x) = −
∑
n>0
xn
n . 
Now we turn to check the relation (3.10).
Lemma 5.6. The vertex operators satisfy the following
F±ij (z, w)X
±
i (z)X
±
j (w) = G
±
ij(z, w)X
±
j (w)X
±
i (z),
where F±ij (z, w) and G
±
ij(z, w) are defined as definition 3.1.
Proof. Similarly, if aij = 0, it is trivial, So we only show the Lemma for aij 6= 0.
First we notice that
G±ij(z, w)
F±ij (z, w)
=
〈j, i〉±1z − (〈j, i〉〈i, j〉−1)±
1
2w
z − (〈i, j〉〈j, i〉)±
1
2w
=

(rs)∓
1
2
(r−1s)±
1
2 z−w
z−(r−1s)±
1
2w
, i > j;
(rs)±
1
2
(r−1s)±
1
2 z−w
z−(r−1s)±
1
2w
, i < j,
(rs−1)±
1
2 z−w
z−(rs−1)±
1
2w
, i = j,
=
X±i (z)X
±
j (w)
X±j (w)X
±
i (z)
=
X±i (z)X
±
j (w)
X±j (w)X
±
i (z)
.
On the other hand, we have
: X±i (z)X
±
j (w) :=: X
±
j (w)X
±
i (z) :
Thus we get the required statement immediately. 
Furthermore, before verifying the relation (3.9), we need the following lemma.
Lemma 5.7. We claim that
: X+i (z)X
−
i (zr) := Φi(zs
− 12 )(rs)−
1
2 ,
: X+i (ws
−1)X−i (w) := Ψi(wr
1
2 )(rs)−
1
2 ,
which can be easily verified directly.
Proof. Continuing to use the above notations, we get immediately,
: X+i (z)X
−
i (zr) :
= exp
(
∞∑
n=1
sn/2
[n]
ai(−n)(z)
n
)
exp
(
−
∞∑
n=1
s−n/2
[n]
ai(−n)(zr)
n
)
exp
(
−
∞∑
n=1
r−n/2
[n]
ai(n)(z)
−n
)
exp
(
∞∑
n=1
rn/2
[n]
ai(n)(zr)
−n
)
r−αi(0)(rs)εi−
1
2
= exp
(
− (r − s)
∑
n>0
ai(−n)(zs
− 12 )k
)
rεi+1(0)sεi(0)(rs)−
1
2
= Φi(zs
− 12 )(rs)−
1
2 .
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We would proceed in the same way with the second formula.
:X+i (ws
−1)X−i (w) :
= exp
(
∞∑
n=1
sn/2
[n]
ai(−n)(ws
−1)n
)
exp
(
−
∞∑
n=1
s−n/2
[n]
ai(−n)(w)
n
)
exp
(
−
∞∑
n=1
r−n/2
[n]
ai(n)(ws
−1)−n
)
exp
(
∞∑
n=1
rn/2
[n]
ai(n)(w)
−n
)
s−αi(0)(rs)εi−
1
2
= exp
(
(r − s)
∑
n>0
ai(n)(wr
− 12 )−k
)
rεi(0)sεi+1(0)(rs)−
1
2
= Ψi(wr
− 12 )(rs)−
1
2 .
Now, we are ready to check the following proposition, which will yield the
relation (3.9).
Proposition 5.8. For i, j ∈ I, one has
[X+i (z), X
−
j (w) ] =
δij
ri − si
(
δ(zw−1s)ψi(wr
1
2 )− δ(zw−1r)φi(zs
− 12 )
)
.
Proof. Firstly, observe that
: X−j (w)X
+
i (z) : = : X
+
i (z)X
−
j (w) : .
If i > j, it is easy to see that
[X+i (z), X
−
j (w) ]
=: X+i (z)X
−
j (w) :
(
X+i (z)X
−
j (w)−X
−
j (w)X
+
i (z)
)
=: X+i (z)X
−
j (w) :
(
−
(
(
z
w
)
1
2 − (rs)−
1
2 (
w
z
)
1
2
)
(rs)
1
2 −
(
(
w
z
)
1
2 − (rs)
1
2 (
z
w
)
1
2
))
= 0.
Similarly, we get for i < j,
[X+i (z), X
−
j (w) ]
=: X+i (z)X
−
j (w) :
(
X+i (z)X
−
j (w)−X
−
j (w)X
+
i (z)
)
=: X+i (z)X
−
j (w) :
((
(
z
w
)
1
2 − (rs)−
1
2 (
w
z
)
1
2
)
+ (rs)−
1
2
(
(
w
z
)
1
2 − (rs)
1
2 (
z
w
)
1
2
))
= 0.
It suffices to show the case of i = j. Firstly, we get directly,
X+i (z)X
−
i (w) = (rs)
− 12
1(
1− r−1 wz
) 1(
1− s−1wz
) w
z
=
(rs)−
1
2
r − s
( rwz
1− s−1wz
−
swz
1− r−1 wz
)
.
On the other hand, it is clear to see that
X−i (w)X
+
i (z) =
(rs)
1
2
r − s
( r zw
1− r zw
−
s zw
1− s zw
)
.
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As a consequence, the bracket becomes
[X+i (z), X
−
i (w) ]
=: X+i (z)X
−
i (w) :
(rs)−
1
2
r − s
(( rwz
1− s−1wz
−
swz
1− r−1 wz
)
−
( r2s zw
1− r zw
−
rs2 zw
1− s zw
))
=: X+i (z)X
−
i (w) :
(rs)−
1
2
r − s
(∑
n≥0
s−nr(
w
z
)n+1
−
∑
n≥0
r−ns(
w
z
)n+1 −
∑
n≥0
rn+2s(
z
w
)n+1 +
∑
n≥0
rsn+2(
z
w
)n+1
)
=: X+i (z)X
−
i (w) :
(rs)−
1
2
r − s
(∑
n≥1
(rs){
(
s−n(
z
w
)−n + sn(
z
w
)n
)
−
(
r−n(
z
w
)−n + rn(
z
w
)n
)
}
)
=: X+i (z)X
−
i (w) : (rs)
1
2
(δ( zw s)− δ(
z
wr))
r − s
.
Applying the above Lemma 5.7, then we arrive at
[X+i (z), X
−
i (w) ] =: X
+
i (z)X
−
i (w) : (rs)
1
2
(δ( zw s)− δ(
z
wr))
r − s
=
1
r − s
(
Ψi(wr
1
2 )δ(
zs
w
)− Φi(zs
− 12 )δ(
zr
w
)
)
,
where we have used the property of δ-function:
f(z1, z2)δ(
z1
z2
) = f(z1, z1)δ(
z1
z2
) = f(z2, z2)δ(
z1
z2
).

Lastly, we are left to show the quantum Serre-relations (3.11)—(3.13).
For simplicity, we only check the “ + ” case of aij = −1, 1 ≤ i < j < n, i.e.,
X+i (z1)X
+
i (z2)X
+
j (w)− (r + s)X
+
i (z1)X
+
j (w)X
+
i (z2)(5.5)
+ (rs)X+j (w)X
+
i (z1)X
+
i (z2) + {z1 ↔ z2} = 0.
The others can be obtained similarly.
Let us review the following formulas for further reference.
X+j (w)X
+
i (z) =: X
+
j (w)X
+
i (z) : (
z
w
)
1
2
(
1− (r−1s)
1
2 (
z
w
)
)−1
ǫ0(αj , αi),
X+i (z1)X
+
i (z2) =: X
+
i (z1)X
+
i (z2) : (
z2
z1
)−1
(
1−
z2
z1
)(
1− (r−1s)
z2
z1
)
ǫ0(αi, αi).
By the properties of normal ordering, we then have
X+j (w)X
+
i (z1)X
+
i (z2)
=: X+j (w)X
+
i (z1)X
+
i (z2) : (
z1
w
)(
z2
z1
)−
1
2
(rs)−1/2
(
1− z2z1
)(
1− (r−1s) z2z1
)(
1− (r−1s)
1
2 ( z1w )
)(
1− (r−1s)
1
2 ( z2w )
) ,
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X+i (z1)X
+
j (w)X
+
i (z2)
=: X+i (z1)X
+
j (w)X
+
i (z2) : (
z2
z1
)−
1
2
(
1− z2z1
)(
1− (r−1s) z2z1
)(
1− (r−1s)
1
2 ( wz1 )
)(
1− (r−1s)
1
2 ( z2w )
) ,
X+i (z1)X
+
i (z2)X
+
j (w)
=: X+i (z1)X
+
i (z2)X
+
j (w) : (
w
z1
)(
z2
z1
)−
1
2
(rs)1/2
(
1− z2z1
)(
1− (r−1s) z2z1
)(
1− (r−1s)
1
2 ( wz1 )
)(
1− (r−1s)
1
2 ( wz2 )
) .
Note that
: X±j (w)X
±
i (z1)X
±
i (z2) : = : X
±
i (z1)X
±
j (w)X
±
i (z2) : = : X
±
i (z1)X
±
i (z2)X
±
j (w) : .
Let us proceed to show this formal series identity. Both as formal series and
fractions, we can express the contraction factors as follows.(
z1 − z2
)(
1− (r−1s) z2z1
)(
1− (r−1s)
1
2 ( z1w )
)(
1− (r−1s)
1
2 ( z2w )
)
= w
(
1− (r−1s)
z2
z1
)( (r−1s)− 12
1− (r−1s)
1
2
z1
w
−
(r−1s)−
1
2
1− (r−1s)
1
2
z2
w
)
,
(
z1 − z2
)(
1− (r−1s) z2z1
)(
1− (r−1s)
1
2 ( wz1 )
)(
1− (r−1s)
1
2 ( z2w )
)
= w(z1 − z2)
( (r−1s) 12
z1(1− (r−1s)
1
2
w
z1
)
+
1
w(1 − (r−1s)
1
2
z2
w )
)
,
(
z1 − z2
)(
1− (r−1s) z2z1
)(
1− (r−1s)
1
2 ( wz1 )
)(
1− (r−1s)
1
2 ( wz2 )
)
=
(
1− (r−1s)
z2
z1
)( z1
1− (r−1s)
1
2
w
z2
−
z2
1− (r−1s)
1
2
w
z1
)
.
Changing the positions of z1 and z2, we obtain the other three expressions
for the part {z1 ↔ z2} in the quantum Serre relation. Substituting the above
expressions into the right hand side of (5.6) and pulling out the common factors,
we obtain that
(z1z2)
− 12
{
(z1 − (r
−1s)z2)
( (r−1s)− 12
1− (r−1s)
1
2
z1
w
−
(r−1s)−
1
2
1− (r−1s)
1
2
z2
w
)
+(r + s)(rs)−
1
2w(z1 − z2)
( (r−1s) 12
z1(1− (r−1s)
1
2
w
z1
)
+
1
w(1 − (r−1s)
1
2
z2
w )
)
+
w
z2
(1− (r−1s)
z2
z1
)
( z1
1− (r−1s)
1
2
w
z2
−
z2
1− (r−1s)
1
2
w
z1
)
+ (z1 ↔ z2)
}
,
where 1
1−(r−1s)
1
2
z1
w
stands for
∑∞
n=0(r
−1s)
n
2 ( z1w )
n and similar fraction for other
formal power series.
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Collecting the factors 1
1−(r−1s)
1
2
z1
w
, 1
1−(r−1s)
1
2
z2
w
, 1
1−(r−1s)
1
2 w
z1
, 1
1−(r−1s)
1
2 w
z2
, we
get
1
1− (r−1s)
1
2
z1
w
(
(r−1s)−
1
2 (z1 − (r
−1s)z2)− (r
−1s)−
1
2 (z2 − (r
−1s)z1) + (r+s)
(rs)−
1
2 (z2 − z1)
)
+
1
1− (r−1s)
1
2
z2
w
(
− (r−1s)−
1
2 (z1 − (r
−1s)z2) + (r
−1s)−
1
2
(z2 − (r
−1s)z1) + (r+s)(rs)
− 12 (z1 − z2)
)
−
1
1− (r−1s)
1
2
w
z1
(
w(1 − (r−1s)
z2
z1
)
+w(
z2
z1
− (r−1s)) + (r+s)(rs)−
1
2 (r−1s)
1
2w(1 −
z2
z1
)
)
+
1
1− (r−1s)
1
2
w
z2(
w(
z1
z2
− (r−1s))− w(1 − (r−1s)
z1
z2
) + (r+s)(rs)−
1
2 (r−1s)
1
2w(1 −
z1
z2
)
)
= 0,
where each term is zero. 
Consequently, we complete the proof of Theorem 5.2.
6. Appendix: Proofs of Some Lemmas via Quantum Calculations
Here, we would provide more details for some Lemmas’ proofs, through which
readers can see the quantum calculations of (r, s)-brackets how to work.
Proof of Lemma 4.2. It is easy to get that
x−βi−1,i+1(1) =
[
x−i+1(0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
i+1(0),
[x−i (0), x
−
i−1(1) ]s︸ ︷︷ ︸ ](s, ··· , s, r−1, ··· , r−1) (by (3.22))
= −(rs)
1
2
[
x−i+1(0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
i+1(0),
[x−i−1(0), x
−
i (1) ]r−1
]
(s, ··· , s, r−1, ··· , r−1)
.
Using the above result, one has
[x−i−1(0), x
−
βi−1,i+1
(1) ]s−1
= −(rs)
1
2
[
x−i−1(0),
[
x−i+1(0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
i+1(0),
[x−i−1(0), x
−
i (1) ]r−1
]
(s, ··· , s, r−1, ··· , r−1)
]
s−1
(by (3.16) & (D91))
= −(rs)
1
2
[
x−i+1(0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
i+1(0),
[x−i−1(0), x
−
i−1(0), x
−
i (1) ](r−1, s−1)︸ ︷︷ ︸ ](s, ··· , s, r−1, ··· , r−1) (=0 by (D93))
= 0.

Proof of Lemma 4.3. Use induction on i. For the case of i = n−1, by definition,
it is easy to see that
[x−n−1(0), x
−
βn−1,n
(1) ](rs)−1 = [x
−
n−1(0), x
−
n (1) ](rs)−1 = 0.
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Suppose Lemma 4.3 is true for the case of i, then for the case of i− 1, we note
that
x−βi−1,i(1)
= [x−i (0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
i (0), x
−
i−1(1) ](s, ··· , s, r−1, ··· , r−1) (by (3.22))
= r−1s
[
x−i (0), · · · , x
−
n (0), x
−
n−2(0), · · · , [x
−
i (1), x
−
i−1(0) ]r
]
(s, ··· , s, r−1, ··· , r−1)
(by (3.16) & (D91))
= · · ·
= r−1s
[
x−i (0), [x
−
i+1(0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
i (1) ](s, ··· , s, r−1, ··· , r−1),
x−i−1(0)
]
(r,r−1)
(by definition)
= r−1s [x−i (0), x
−
βi,i+1
(1), x−i−1(0) ](r,r−1) (by (3.16))
= r−1s [ [x−i (0), x
−
βi,i+1
(1) ](rs)−1︸ ︷︷ ︸, x−i−1(0) ]rs (=0 by inductive hypothesis)
+ r−2 [x−βi,i+1(1), [x
−
i (0), x
−
i−1(0) ]s ]r2s
= r−2 [x−βi,i+1(1), [x
−
i (0), x
−
i−1(0) ]s ]r2s.
Using the above identity, then we have
[x−i−1(0), x
−
βi−1,i
(1) ]r−2
= r−2
[
x−i−1(0),
[
x−βi,i+1(1), [x
−
i (0), x
−
i−1(0) ]s
]
r2s
]
r−2
(by (3.16))
= r−2
[
[x−i−1(0), x
−
βi,i+1
(1) ]r−1 , [x
−
i (0), x
−
i−1(0) ]s
]
rs
+ r−3
[
x−ηi,i+1(1), [x
−
i−1(0), x
−
i (0), x
−
i−1(0) ](s, r−1)︸ ︷︷ ︸
]
(rs)2
(=0 by (D93))
= r−2
[
[x−i−1(0), x
−
βi,i+1
(1) ]r−1︸ ︷︷ ︸, [x−i (0), x−i−1(0) ]s
]
rs
.
At the same time, we can also get
[x−i−1(0), x
−
βi,i+1
(1) ]r−1
= [x−i−1(0), [x
−
i+1(0), · · · , x
−
n (0), x
−
n−2(0), · · · ,
x−i+1(0), x
−
i (1) ](s, ··· , s, r−1, ··· , r−1) ]r−1 (by (D91))
= [x−i+1(0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
i+1(0),
[x−i−1(0), x
−
i (1) ]r−1︸ ︷︷ ︸ ](s, ··· , s, r−1, ··· , r−1) ]r−1 (by (3.22) and definition)
= −(rs)−
1
2 [x−i+1(0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
i+1(0),
[x−i (0), x
−
i−1(1) ]s ](s, ··· , s, r−1, ··· , r−1) ]r−1 (by definition)
= −(rs)−
1
2 x−βi−1,i+1(1).
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At last, we get immediately
[x−i−1(0), x
−
βi−1,i
(1) ]r−2
= −r−
5
2 s−
1
2 [x−βi−1,i+1(1), [x
−
i (0), x
−
i−1(0) ]s ]rs (by (3.16))
= −r−
5
2 s−
1
2 [ [x−βi−1,i+1(1), x
−
i (0) ]r, x
−
i−1(0) ]s2 (by definition)
− r−
3
2 s−
1
2 [x−i (0), [x
−
βi−1,i+1
(1), x−i−1(0) ]s︸ ︷︷ ︸ ]r−1s (=0 by Lemma 4.2)
= (rs)−1[ [x−βi−1,i(1), x
−
i−1(0) ]s2 .
Expanding the two sides of the above identity, one gets
(1 + r−1s)[x−i−1(0), x
−
βi−1,i
(1) ](rs)−1 = 0,
which implies that if r 6= −s, then [x−i−1(0), x
−
βi−1,i
(1) ](rs)−1 = 0. Thus we have
checked Lemma 4.3 for the case of i−1. Consequently, Lemma 4.3 has been proved
by induction. 
Proof of Lemma 4.4. Firstly, note that
[x−2 (0), x
−
β1,4
(1) ] (by definition)
= [x−2 (0), [x
−
4 (0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
4 (0), x
−
α1,4 (1) ](s,··· ,s, r−1,··· ,r−1) ]
(by (3.16) & (D91))
= [x−4 (0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
4 (0), [x
−
2 (0), x
−
α1,4(1) ]︸ ︷︷ ︸ ](s,··· ,s, r−1,··· ,r−1).
So it suffices to check the relation [x−2 (0), x
−
α1,4 (1) ] = 0.
In fact, it is easy to see that
[x−2 (0), x
−
α1,4(1) ]r−1s (by definition)
= [x−2 (0), [x
−
3 (0), x
−
2 (0), x
−
1 (1) ](s, s) ]r−1s (by (3.16))
= [x−2 (0), [x
−
3 (0), x
−
2 (0) ]s, x
−
1 (1) ] ](s, r−1s) (by (3.16))
+ s[x−2 (0), x
−
2 (0), [x
−
3 (0), x
−
1 (1) ]︸ ︷︷ ︸ ](1, r−1s) (=0 by (D91))
= [ [x−2 (0), [x
−
3 (0), x
−
2 (0) ]s ]r−1︸ ︷︷ ︸, x−1 (1) ]s2 (=0 by (D93))
+ r−1[ [x−3 (0), x
−
2 (0) ]s, [x
−
2 (0), x
−
1 (1) ]s ]rs (by definition & (3.17))
= r−1[x−3 (0), [x
−
2 (0), [x
−
2 (0), x
−
1 (1) ]s ]r︸ ︷︷ ︸ ]s2 (=0 by (D92))
+ [ [x−3 (0), x
−
2 (0), x
−
1 (1) ](s, s), x
−
2 (0) ]r−1s (by definition)
= [x−α1,4(1), x
−
2 (0) ]r−1s.
Then, we obtain (1 + r−1s)[x−2 (0), x
−
α1,4(1) ] = 0. When r 6= −s, we arrive at our
required conclusion [x−2 (0), x
−
α1,4 (1) ] = 0. 
τ -INVARIANT GENERATING FUNCTIONS, VERTEX REPRESENTATIONS OF Ur,s(ĝ) 35
Proof of Lemma 4.6. Repeatedly using (3.16), it is easy to get that
[x−i (0), x
−
β1,i
(1) ]s−1 (by definition)
= [x−i (0), [x
−
i (0), x
−
i+1(0), x
−
β1,i+2
(1) ](r−1, r−1) ]s−1 (by (3.16))
= [x−i (0), [x
−
i (0), x
−
i+1(0) ]r−1 , x
−
β1,i+2
(1) ](r−1, s−1) (by (3.16))
+ r−1[x−i (0), x
−
i+1(0), [x
−
i (0), x
−
β1,i+2
(1) ]︸ ︷︷ ︸ ](1, s−1) (=0 by Lemma 4.5)
= [ [x−i (0), [x
−
i (0), x
−
i+1(0) ]r−1 ]s−1︸ ︷︷ ︸, x−β1,i+2(1) ]r−1 (=0 by (D92))
+ s−1[ [x−i (0), x
−
i+1(0) ]r−1 , [x
−
i (0), x
−
β1,i+2
(1) ]︸ ︷︷ ︸ ]r−1s (=0 by Lemma 4.5)
= 0.

Proof of Lemma 4.7. By direct calculation, one has
[x−n (0), x
−
n (0), x
−
α1,n(1) ](rs2, r2s) (by definition)
= [x−n (0), x
−
n (0), x
−
n−1(0), x
−
α1,n−1(1) ](s, rs2, r2s) (by (3.16))
= [x−n (0), [x
−
n (0), x
−
n−1(0) ]rs︸ ︷︷ ︸, x−α1,n−1(1) ](s2, r2s) (=0 by (D91))
+ rs [x−n (0), x
−
n−1(0), [x
−
n (0), x
−
α1,n−1(1) ]s ](r−1, r2s) (by (3.16))
= rs [ [x−n (0), x
−
n−1(0) ]rs︸ ︷︷ ︸, [x−n (0), x−α1,n−1(1) ]s ] (=0 by (D91))
+ (rs)2[x−n−1(0), [x
−
n (0), x
−
n (0), x
−
α1,n−1(1) ](s, r)︸ ︷︷ ︸ ]r−2s−1 (by (3.16))
= (rs)2 [x−n−1(0), [x
−
n (0), x
−
n (0), x
−
α1,n−1(1) ](s, r)︸ ︷︷ ︸ ]r−2s−1 .
Therefore, it suffices to show the relation [x−n (0), x
−
n (0), x
−
α1,n−1(1) ](s, r) = 0.
Indeed, it is easy to get the following conclusion
[x−n (0), x
−
n (0), x
−
α1,n−1(1) ](s, r) (by definition)
= [x−n (0), x
−
n (0), x
−
n−2(0), x
−
α1,n−2(1) ](s, s, r) (by (3.16))
= [x−n (0), [x
−
n (0), x
−
n−2(0) ]s, x
−
α1,n−2(1) ](s, r) (by (3.16))
+ s [x−n (0), x
−
n−2(0), [x
−
n (0), x
−
α1,n−2(1) ]︸ ︷︷ ︸ ](1, r) (=0 by (3.16) & (D91))
= [ [x−n (0), [x
−
n (0), x
−
n−2(0) ]s ]r︸ ︷︷ ︸, x−α1,n−2(1) ]s (=0 by (D92))
+ r [ [x−n (0), x
−
n−2(0) ]s, [x
−
n (0), x
−
α1,n−2(1) ]︸ ︷︷ ︸ ]r−1s (=0 by (3.18) & (D91))
= 0.

Proof of Lemma 4.10. First, we shall check that
[x−1 (1), x
−
β1,3
(1) ]r−1 = 0.
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In fact, we get directly
[x−1 (1), x
−
β1,3
(1) ]r−1 (by definition)
= [x−1 (1), [x
−
3 (0), x
−
β1,4
(1) ]r−1 ]r−1 (by (3.16))
= [ [x−1 (1), x
−
3 (0) ]︸ ︷︷ ︸, x−β1,4(1) ]r−2 (=0 by (D91))
+ [x−3 (0), [x
−
1 (1), x
−
β1,4
(1) ]r−1︸ ︷︷ ︸ ]r−1 (repeating by (3.16) & (D91))
= [x−3 (0), · · · , x
−
n (0), x
−
n−2(0), · · · , [x
−
1 (1), x
−
3 (0) ]︸ ︷︷ ︸,
[x−2 (0), x
−
1 (1) ]s ](s,··· ,s, r−1,··· ,r−1) (=0 by (D91))
+ [x−3 (0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
3 (0),
[x−1 (1), [x
−
2 (0), x
−
1 (1) ]s ]r−1︸ ︷︷ ︸ ](s,··· ,s, r−1,··· ,r−1) (=0 by (D93))
= 0.
Using the above fact, we would like to show that
[x−2 (0), [x
−
1 (1), x
−
θ (1) ]r−2 ]1 = 0.
Indeed, notice that
[x−2 (0), [x
−
1 (1), x
−
θ (1) ]r−2 ]r−1s (by definition & (3.16))
= [x−2 (0), [x
−
1 (1), x
−
2 (0) ]r−1 , x
−
β1,3
(1) ](r−2, r−1s) (using (3.16))
+ [x−2 (0), x
−
2 (0), [x
−
1 (1), x
−
β1,3
(1) ]r−1︸ ︷︷ ︸ ](1, r−1s) (=0 by the above fact)
= [ [x−2 (0), [x
−
1 (1), x
−
2 (0) ]r−1 ]s︸ ︷︷ ︸, x−β1,3(1) ]r−3 (=0 by (D92))
+ s[ [x−1 (1), x
−
2 (0) ]r−1 , [x
−
2 (0), x
−
β1,3
(1) ]r−1︸ ︷︷ ︸ ]r−2s−1 (by definition)
= s[x−1 (1), [x
−
2 (0), x
−
θ (1) ]s−1︸ ︷︷ ︸ ]r−3 (=0 by Lemma 4.1)
+ [ [x−1 (1), x
−
θ (1) ]r−2 , x
−
2 (0) ]r−1s
= [ [x−1 (1), x
−
θ (1) ]r−2 , x
−
2 (0) ]r−1s.
The above result means that if r 6= −s, then
[x−2 (0), [x
−
1 (1), x
−
θ (1) ]r−2 ]1 = 0,
which will be used in the sequel.
Using the above result, we get easily
[ [x−2 (0), x
−
1 (1) ]s, x
−
θ (1) ]r−2s−1 (using (3.16))
= [x−2 (0), [x
−
1 (1), x
−
θ (1) ]r−2 ]1 (=0 by the above fact)
+ r−2[ [x−2 (0), x
−
θ (1) ]s−1︸ ︷︷ ︸, x−1 (1) ]r2s (=0 by Lemma 4.1)
= 0.
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Applying the above statement, we are ready to derive that
[x−β1,3(0), x
−
θ (1) ]s (by definition & (3.16))
= [x−3 (0), [x
−
β1,4
(1), x−θ (1) ]s︸ ︷︷ ︸ ]s (repeating by (3.16) & Lemma 4.1)
+ [ [x−3 (0), x
−
θ (1) ]1︸ ︷︷ ︸, x−β1,4(1) ]s2 (=0 by Lemma 4.1)
= · · ·
= [x−3 (0), · · · , x
−
n (0), x
−
n−2(0), · · · , x
−
3 (0),
[ [x−2 (0), x
−
1 (1) ]s, x
−
θ (1) ]r−2s−1︸ ︷︷ ︸ ](s,··· ,s,r−1,··· ,r−1) (=0 by the above result)
= 0.
Proof of Lemma 4.12. Firstly, we need to consider
x−13456(1) (by definition)
= [x−6 (0), x
−
5 (0), x
−
4 (0)x
−
3 (0), x
−
1 (1) ](s, s, s, s) (by (3.16))
= [x−6 (0), [x
−
5 (0), x
−
4 (0) ]s, [x
−
3 (0), x
−
1 (1) ]s ](s, s)
+ s[x−6 (0), x
−
4 (0), [x
−
5 (0), [x
−
3 (0), x
−
1 (1) ]s ]1︸ ︷︷ ︸ ](1, s) (=0 by (3.16) & (D91))
= [x−6 (0), [x
−
5 (0), x
−
4 (0) ]s, [x
−
3 (0), x
−
1 (1) ]s ](s, s).
Using the above result, now we turn to check
[x−4 (0), x
−
13456(1) ]r−1s (by (3.16))
= [x−6 (0), [x
−
4 (0), x
−
5 (0), x
−
4 (0) ](s, r−1)︸ ︷︷ ︸, [x−3 (0), x−1 (1) ]s ](s2, s) (=0 by (D93))
+ r−1[x−6 (0), [x
−
5 (0), x
−
4 (0) ]s, [x
−
4 (0), x
−
3 (0), x
−
1 (1) ](s, s) ](rs, s) (by (3.17))
= r−1[x−6 (0), x
−
5 (0), [x
−
4 (0), x
−
4 (0), x
−
3 (0), x
−
1 (1) ](s, s, r)︸ ︷︷ ︸ ](s2, s) (=0 by (D92))
+ [x−6 (0), [x
−
5 (0), x
−
4 (0), x
−
3 (0), x
−
1 (1) ](s, s, s,), x
−
4 (0), ](r−1s, s) (by (3.16))
= [ [x−6 (0), x
−
5 (0), x
−
4 (0), x
−
3 (0), x
−
1 (1) ](s, s, s, s,), x
−
4 (0), ]r−1s
+ s[ [x−5 (0), x
−
4 (0), x
−
3 (0), x
−
1 (1) ](s, s, s,), [x
−
6 (0), x
−
4 (0) ]1︸ ︷︷ ︸ ]r−1 (=0 by (D91))
= −r−1s[x−4 (0), x
−
13456(1) ]rs−1 ,
this implies
(1 + r−1s) [x−4 (0), x
−
13456(1) ]1 = 0.
So, when r 6= −s, we have
[x−4 (0), x
−
13456(1) ]1 = 0.
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To get our required conclusion, we also need to deal with
[x−2 (0), x
−
134562(1) ]r−1 (by definition)
= [x−6 (0), x
−
5 (0), [x
−
2 (0), x
−
2 (0), x
−
4 (0), x
−
3 (0), x
−
1 (1) ](s, s, r−1, s−1,) ](s, s)
(by (3.16))
= [x−6 (0), x
−
5 (0), [x
−
2 (0), [x
−
2 (0), x
−
4 (0) ]r−1 , [x
−
3 (0), x
−
1 (1) ]s ](s, s−1) ](s, s)
(by (3.16))
= [x−6 (0), x
−
5 (0), [ [x
−
2 (0), x
−
2 (0), x
−
4 (0) ](r−1, s−1)︸ ︷︷ ︸, [x−3 (0), x−1 (1) ]s ]s ](s, s)
(=0 by (D93))
+ [x−6 (0), x
−
5 (0), [ [x
−
2 (0), x
−
4 (0) ]r−1 , [x
−
2 (0), x
−
3 (0), x
−
1 (1) ](s, 1)︸ ︷︷ ︸ ]s2 ](s, s)
(=0 by (3.16) & (D91))
= 0.
Combining the definition of quantum root vector with the above relation, one has
x−134562(1) (by definition)
= [x−4 (0), x
−
2 (0), x
−
13456(1) ](r−1, s) (by (3.16))
= [ [x−4 (0), x
−
2 (0) ]s, x
−
13456(1) ]r−1
+ [x−2 (0), [x
−
4 (0), x
−
13456(1) ]1︸ ︷︷ ︸ ](rs)−1 (=0 by the above result)
= [ [x−4 (0), x
−
2 (0) ]s, x
−
13456(1) ]r−1
Therefore, by definition, (3.16) and Serre relations, we arrive at
[x−2 (0), x
−
134562435(1) ](rs)−1 (by definition)
= [x−5 (0), x
−
3 (0), [x
−
2 (0), x
−
1345624(1) ](rs)−1︸ ︷︷ ︸ ](r−1, s).
So, to show Lemma 4.12, it suffices to check that [x−2 (0), x
−
1345624(1) ](rs)−1 = 0.
Actually,
[x−2 (0), x
−
1345624(1) ]r−2 (by (3.16))
= [ [x−2 (0), x
−
4 (0), x
−
2 (0) ](s, r−1)︸ ︷︷ ︸, x−13456(1) ]r−2 (=0 by (D92))
+ r−1[ [x−4 (0), x
−
2 (0) ]s, [x
−
2 (0), x
−
13456(1) ]r−1 ]1 (by (3.17))
= r−1[x−4 (0), [x
−
2 (0), x
−
2 (0), x
−
13456(1) ](r−1, s−1)︸ ︷︷ ︸ ]s (=0 by the above result)
+ (rs)−1[ [x−4 (0), x
−
2 (0), x
−
13456(1) ](r−1, s), x
−
2 (0) ]s2 (by definition)
= −r−1s [x−2 (0), x
−
1345624(1) ]s−2 .
Expanding the two sides of the above relation, we get immediately
(1 + r−1s)[x−2 (0), x
−
1345624(1) ](rs)−1 = 0.
Hence, we obtain our required conclusion. 
Proof of Lemma 4.13. To get the first relation, we notice that
x−1345624(1) = [ [x
−
4 (0), x
−
2 (0) ]s, x
−
13456(1) ]r−1 .
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Then we get directly
[x−4 (0), x
−
1345624(1) ]r (by (3.16))
= [ [x−4 (0), x
−
4 (0), x
−
2 (0) ](s, r)︸ ︷︷ ︸, x−13456(1) ]r−1 (=0 by (D92))
+ r[ [x−4 (0), x
−
2 (0) ]s, [x
−
4 (0), x
−
13456(1) ]1︸ ︷︷ ︸ ]r−2 (=0 by the proof of Lemma 4.12)
= 0.
To check the second relation, we obtain easily
[x−3 (0), x
−
1345624354(1) ]s−2 (by definition)
= [x−3 (0), x
−
4 (0), x
−
134562435(1) ](s, s−2) (by (3.16))
= [ [x−3 (0), x
−
4 (0) ]s−1 , x
−
134562435(1) ]1 (by definition)
+ s−1[x−4 (0), [x
−
3 (0), x
−
134562435(1) ]s−1︸ ︷︷ ︸ ]s2 (=0 by the below conclusion)
= [ [x−3 (0), x
−
4 (0) ]s−1 , [x
−
3 (0), x
−
5 (0), x
−
1345624(1) ](s, r−1) ]1 (by (3.16))
= [ [ [x−3 (0), x
−
4 (0) ]s−1 , x
−
3 (0) ]r︸ ︷︷ ︸, [x−5 (0), x−1345624(1) ]s ]r−2 (=0 by (D93))
+ r[x−3 (0), [ [x
−
3 (0), x
−
4 (0) ]s−1 , [x
−
5 (0), x
−
1345624(1) ]s ]r−1 ]r−2 (by (3.17))
= r[x−3 (0), [x
−
3 (0), [x
−
4 (0), x
−
5 (0), x
−
1345624(1) ](s, 1)︸ ︷︷ ︸ ](rs)−1 ]r−2
(=0 by the below conclusion)
+ r[x−3 (0), [ [x
−
3 (0), x
−
5 (0), x
−
1345624(1) ](s, , r−1), x
−
4 (0) ]s−1 ]r−2
(by definition)
= r[x−3 (0), [x
−
134562435(1), x
−
4 (0) ]s−1 ]r−2
= −rs−1[x−3 (0), x
−
1345624354(1) ]r−2 .
This implies
(1 + rs−1)[x−3 (0), x
−
1345624354(1) ](rs)−1 = 0.
So, when r 6= −s,
[x−3 (0), x
−
1345624354(1) ](rs)−1 = 0.
Up to now, the proof of Lemma 4.13 is to show that
[x−3 (0), x
−
134562435(1) ]s−1 = 0,
and
[x−4 (0), x
−
5 (0), x
−
1345624(1) ](s, 1) = 0.
Before giving the proof of the above two conclusions, we also need the following
claims, whose proofs are easy and left to the reader.
[x−3 (0), x
−
134562(1) ]1 = 0,(1)
[x−5 (0), x
−
134562(1) ]1 = 0,(2)
[x−4 (0), x
−
1345624(1) ]r = 0.(3)
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Therefore, using the above claims, one has
[x−3 (0), x
−
13456243(1) ]s−1 (by definition & (3.16))
= [x−3 (0), [x
−
3 (0), x
−
4 (0) ]r−1 , x
−
134562(1) ](s, s−1) (by (3.16))
+ r−1[x−3 (0), x
−
4 (0), [x
−
3 (0), x
−
134562(1) ]1︸ ︷︷ ︸ ]rs (=0 by (1))
= [ [x−3 (0), x
−
3 (0), x
−
4 (0) ](r−1, s−1)︸ ︷︷ ︸, x−134562(1) ]s (=0 by (D93))
+ s−1[ [x−3 (0), x
−
4 (0) ]r−1 , [x
−
3 (0), x
−
134562(1) ]1︸ ︷︷ ︸ ]s2 (=0 by (1))
= 0.
For the last conclusion, we also get obviously
[x−4 (0), x
−
5 (0), x
−
1345624(1) ](s, r−1s) (by definition & (3.16))
= [x−4 (0), [x
−
5 (0), x
−
4 (0) ]s, x
−
134562(1) ](s, r−1s) (by (3.16))
+ r[x−4 (0), x
−
4 (0), [x
−
5 (0), x
−
134562(1) ]1︸ ︷︷ ︸ ](1, r−1s) (=0 by (2))
= [ [x−4 (0), x
−
5 (0), x
−
4 (0) ](s, r−1)︸ ︷︷ ︸, x−134562(1) ]s2 (=0 by (D92))
+ r−1[ [x−5 (0), x
−
4 (0) ]s, [x
−
4 (0), x
−
134562(1) ]s ]rs (by (3.16))
= r−1[x−5 (0), [x
−
4 (0), x
−
1345624(1) ]r︸ ︷︷ ︸ ]s2 (=0 by (3))
+ [ [x−5 (0), x
−
1345624(1) ]s, x
−
4 (0) ]r−1s
= −r−1s [x−4 (0), x
−
5 (0), x
−
1345624(1) ](s, rs−1).
Expanding the two sides of the above relation, we obtain
(1 + r−1s)[x−4 (0), x
−
5 (0), x
−
1345624(1) ](s, 1) = 0.
So, [x−4 (0), x
−
5 (0), x
−
1345624(1) ](s, 1) = 0 under the condition r 6= −s. 
Proof of Lemma 4.14. For simplicity, we introduce some notations
A + [x−4 (0), x
−
2 (0), x
−
6 (0), x
−
5 (0), x
−
4 (0), x
−
3 (1) ](s, s, s, r−1, s),
and
B + [x−2 (0), x
−
6 (0), x
−
5 (0), x
−
4 (1) ](s, s, r−1).
Note that
[x−1 (0), x
−
1345624354(1) ](rs)−1 (by (3.16) & (D91))
= [x−4 (0), x
−
5 (0), [x
−
1 (0), x
−
13456243(1) ](rs)−1︸ ︷︷ ︸ ](s, s).
As a consequence, it suffices to verify that [x−1 (0), x
−
13456243(1) ](rs)−1 = 0.
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In fact, we observe that
x−13456243(1)
= [x−3 (0), x
−
4 (0), x
−
2 (0), x
−
6 (0), x
−
5 (0), x
−
4 (0), x
−
3 (0), x
−
1 (1) ](s, s, s, s, r−1, s, r−1)
(by (D7) & (D91))
= [x−3 (0), x
−
1 (0), x
−
4 (0), x
−
2 (0), x
−
6 (0), x
−
5 (0), x
−
4 (0), x
−
3 (1) ](s, s, s, r−1, s, r−1, r−1)
(by (3.16))
= [ [x−3 (0), x
−
1 (0) ]s, A ]r−2s−1 + [x
−
1 (0), [x
−
3 (0), A ](rs)−1︸ ︷︷ ︸ ]rs−1
(=0 by the following conclusion)
= [ [x−3 (0), x
−
1 (0) ]s, A ]r−2s−1 .
Applying the result, we obtain immediately
[x−1 (0), x
−
13456243(1) ]r−2 (by definition)
= [x−1 (0), [x
−
3 (0), x
−
1 (0) ]s, A ](r−2s−1, r−2) (by (3.16))
= [ [x−1 (0), x
−
3 (0), x
−
1 (0) ](s, r−1)︸ ︷︷ ︸, A ]r−3s−1 (=0 by (D93))
+ r−1[ [x−3 (0), x
−
1 (0) ]s, [x
−
1 (0), A ]r−1 ](rs)−1 (by (3.17))
= r−1[x−3 (0), [x
−
1 (0), x
−
1 (0), A ](r−1, s−1)︸ ︷︷ ︸ ]r−1s (=0 by (D93))
+ (rs)−1[ [x−3 (0), x
−
1 (0), A ](r−1, r−1), x
−
1 (0) ]s2
= −r−1s[x−1 (0), x
−
13456243(1) ]s−2 .
This leads to (1 + r−1s) [x−1 (0), x
−
13456243(1) ](rs)−1 = 0.
So, under the condition r 6= −s, we get
[x−1 (0), x
−
13456243(1) ](rs)−1 = 0.
Finally, we are left to verify
[x−3 (0), A ](rs)−1 = 0.
Indeed, it is easy to see that
[x−3 (0), A ]r−2 (by definition)
= [x−3 (0), [x
−
4 (0), x
−
3 (0) ]s, B ](r−1, r−2) (by (3.16))
= [ [x−3 (0), x
−
4 (0), x
−
3 (0) ](s, r−1)︸ ︷︷ ︸, B ]r−2 (=0 by (D93))
+ r−1[ [x−4 (0), x
−
3 (0) ]s, [x
−
3 (0), B ]r−1 ]1 (by (3.17))
= r−1[x−4 (0), [x
−
3 (0), x
−
3 (0), B ](r−1, s−1)︸ ︷︷ ︸ ]s2 (=0 by (D92) & (D93))
+ (rs)−1[ [x−4 (0), x
−
3 (0), B ](r−1, s), x
−
3 (0) ]s2
= −r−1s[x−3 (0), A ]s−2 .
This means (1 + r−1s) [x−3 (0), A ](rs)−1 = 0.
So, under the condition r 6= −s, we get [x−3 (0), A ](rs)−1 = 0.
Therefore, this completes the proof. 
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Added in proof. Part of the work started initially 10 years ago when the first author
visited l’DMA, l’Ecole Normale Supe´ieure de Paris from October to November,
2004, the Fachbereich Mathematik der Universita¨t Hamburg from November 2004
to February 2005. It was not until his visit to ICTP (Trieste, Italy) from March
to August, 2006 that Hu found out the explicit formula of the generating function
gij(z) with τ -invariance which leads to the inherent definition for the Drinfeld
realization in two-parameter setting. A reason for preventing the submission of
this work for 10 years is the newly found and amending constraint: γγ′ = (rs)c.
The original constraint γγ′ = rs is apparently dissatisfied since product of two
group-likes should be still group-like. The current change was realized and made
by the first author when the second author tried to construct level-two vertex
operator representation and found that the constraint should be γγ′ = (rs)2 in
that module. Finally, the authors would like to express their thanks to Dr. Yunnan
Li, who pointed out a necessary revision for the definition of γ, γ′ in Definition 2.2,
which is crucial for our main Theorem 3.9.
ACKNOWLEDGMENT
Hu is supported in part by the NNSF of China (No. 11271131), the RSFDP
from the MOE of China. Zhang would like to thank the support of NSFC grant
(No. 11101258) and Shanghai Leading Academic Discipline Project (J50101). Both
authors are indebted to Marc Rosso for his recommending Grosse´’s arXiv-preprint
earlier in 2004, from where the initial motivation stemmed.
References
[AS] N. Andruskiewitsch, H-J. Schneider, On the classification of finite-dimensional pointed Hopf
algebras, Ann. of Math. (2), 171 (1)(2010), 375C-417.
[BH] X. Bai, N. Hu, Two-parameter quantum groups of exceptional type E-series and convex
PBW-type basis, Algebra Colloq., 15 (4) (2008), 619–636.
[Be] J. Beck, Braid group action and quantum affine algebras, Comm. Math. Phys., 165 (1994),
555–568.
[BPW] G. Benkart, M. Pereira and S. Witherspoon, Yetter-Drinfeld modules under cocycle twists,
J. Algebra, 324 (11) (2010), 2990–3006.
[BW1] G. Benkart and S. Witherspoon, Two-parameter quantum groups and Drinfel’d doubles,
Algebr. Represent. Theory, 7 (2004), 261–286.
[BW2] G. Benkart and S. Witherspoon, Representations of two-parameter quantum groups and
Schur-Weyl duality, Hopf algebras, pp. 65–92, Lecture Notes in Pure and Appl. Math., 237,
Dekker, New York, 2004.
[BW3] G. Benkart and S. Witherspoon, Restricted two-parameter quantum groups, Fields Insti-
tute Communications, “Representations of Finite Dimensional Algebras and Related Topics
in Lie Theory and Geometry”, vol. 40, Amer. Math. Soc., Providence, RI, 2004, pp. 293–318.
[BGH1] N. Bergeron, Y. Gao and N. Hu, Drinfel’d doubles and Lusztig’s symmetries of two-
parameter quantum groups, J. Algebra, 301 (2006), 378–405.
[BGH2] N. Bergeron, Y. Gao and N. Hu, Representations of two-parameter quantum orthogonal
and symplectic groups, arXiv.math.QA/0510124, AMS/IP Studies in Advanced Mathematics,
“Proceedings of the International Conference on Complex Geometry and Related Fields”, Vol.
39, pp. 1–21, 2007.
[CH] R. Chen, N. Hu, Convex PBW-type Lyndon basis and restricted two-parameter quantum
groups of type C, Preprint (2009).
τ -INVARIANT GENERATING FUNCTIONS, VERTEX REPRESENTATIONS OF Ur,s(ĝ) 43
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