Abstract. Let W be an infinite irreducible Coxeter group with (s1, . . . , sn) the simple generators. We give a simple proof that the word s1s2 · · · sns1s2 · · · sn · · · s1s2 · · · sn is reduced for any number of repetitions of s1s2 · · · sn. This result was proved for simplylaced, crystallographic groups by Kleiner and Pelley using methods from the theory of quiver representations. Our proof only using basic facts about Coxeter groups and the geometry of root systems.
Let W be a Coxeter group with S the generating set of reflections. An element c ∈ W of the form s 1 · · · s n , with s 1 , . . . , s n some ordering of the elements of S, is called a Coxeter element. It is a result of Howlett [2] that, if W is infinite, then any Coxeter element has infinite order. In [8] , it is shown that, in each classical affine group, there is an ordering (s 1 , . . . , s n ) of the simple generators such that the word s 1 · · · s n s 1 · · · s n · · · s 1 · · · s n is reduced for any number of repetitions of s 1 · · · s n . 1 Fomin and Zelevinsky [1, Corollary 9.6] proved a version of this result for Coxeter groups with bipartite diagrams; they show that, if S = I ⊔ J is a partition of S into two sets so that all the elements in each set commute, and if W is irreducible and infinite then the word i∈I s i j∈J s j i∈I s i j∈J s j · · · i∈I s i j∈J s j is reduced for any number of repetitions of i∈I s i j∈J s j . Recently, Kleiner and Pelley [5] , relying heavily on results of Kleiner and Tyler [6] , have used methods from quiver representation theory to show that, if W is a simply-laced, crystallographic Coxeter group which is irreducible and infinite then the word s 1 · · · s n s 1 · · · s n · · · s 1 · · · s n is reduced for any number of repetitions of s 1 · · · s n . It is trivial to extend this result to the case where W ∼ = W 1 × W 2 × · · · W r , with each W i a Coxeter group meeting the above conditions.
The aim of this note is to reprove Kleiner and Pelley result using only the theory of Coxeter groups and the geometry of root systems. Our proof is inspired by that of Kleiner and Pelley, but we strip out the quiver theory and simplify several arguments. In the process, we strip out the assumptions that W is crystallographic and simply-laced. To repeat, our result is: Theorem 1. Let W be an infinite, irreducible Coxeter group and let (s 1 , · · · s n ) be any ordering of the simple generators. Then the word s 1 · · · s n s 1 · · · s n · · · s 1 · · · s n is reduced for any number of repetitions of s 1 · · · s n .
1 More specifically, the authors of [8] define four properties of a sequence r1, r2, . . . of simple reflections;
property (IV) is that the word r1r2 · · · rN is reduced for any N . For each classical affine type, they exhibit a sequence of reflections which satisfies their properties and the ordering is periodic in each case.
Our primary tool is the introduction of a skew-symmetric form ω c on the root space. In a forthcoming paper, Nathan Reading and I will use this form to generalize Reading's results on sortable elements to infinite Coxeter groups.
Conventions regarding Coxeter Groups
Let W be a Coxeter group of rank n. That means that W is generated by s 1 , . . . , s n , subject to the relations s 2 i = 1 and (s i s j ) m ij = 1 for i = j where 2 ≤ m ij = m ji ≤ ∞. The Dynkin diagram of W is the graph Γ whose vertices are labeled 1, . . . , n and where there is an edge between i and j if m ij = 2. The group W is called irreducible if Γ is connected. An element of the form s x 1 · · · s xn of W , for some permutation x 1 · · · x n of {1, . . . , n}, is called a Coxeter element. Given such a permutation, direct Γ such that i → j if x i > x j . Two permutations yield the same Coxeter element if and only if they give rise to the same orientation of Γ, so in this way we get a bijection between Coxeter elements and acyclic orientations of Γ.
Let V be the n-dimensional real vector space with basis α 1 , . . . α n and equip V with the symmetric bilinear form B such that B(α i , α i ) = 2 and B(α i , α j ) = −2 cos(π/m ij ) for i = j. Then W acts on V by s i : v → v − B(v, α i )α i and this action preserves the bilinear form B. The elements of V of the form wα i are called roots.
2 Every root is either in the positive real span of the α i , in which case it is called a positive root, or in the positive real span of the −α i , in which case it is called a negative root. The positive roots are in bijection with the reflections, via wα s ↔ wsw −1 . We write α t for the positive root associated to the reflection t. We have wα t = ±α wtw −1 .
For any w ∈ W , the set of inversions of w is defined to be the set of reflections t such that w −1 α t is a negative root. If we write w as s x 1 · · · s x N , then the inversions of w are the reflections that occur an odd number of times in the sequence s
We call this sequence the reflection sequence for the word s x 1 · · · s x N . The length of w, written ℓ(w), is the length of the shortest expression for w as a product of the simple generators and a product which achieves this minimal length is called reduced. If s x 1 · · · s x N is reduced then all the elements of the reflection sequence for s
The previous three paragraphs are very well known; a good reference for this material and far more concerning Coxeter groups is [4] . We now describe one additional combinatorial tool and one geometric tool. For i between 1 and n, define the map π i : W → W by π i (w) = s i w if ℓ(s i w) > ℓ(w) and π i (w) = w otherwise. This is sometimes known as the degenerate Hecke action. The condition that ℓ(s i w) > ℓ(w) is equivalent to the condition that s i is not an inversion of w. Note that, if
Also, if s i and s j commute, so do π i and π j . We call π x 1 · · · π x N e the Demazure product of x 1 · · · x n . For a quick introduction to the properties of the Demazure product, see Section 3 of [7] . Let c = s x 1 . . . s xn be a Coxeter element of W . A simple reflection s is called initial in c if it is the first letter of some reduced word for c and is called final in c if it is the last letter of some reduced word for c. So s x 1 is initial in c and s xn is final in c. We define a skew symmetric bilinear form ω c on V by ω c (α
.) It is easy to check that ω c does not depend on the choice of representation for c. We have Proposition 1.1. With the above notations, we have
(2) For all positive roots α t , ω c (α sx 1 , α t ) ≤ 0, with equality if and only s x 1 and t commute. (3) For all positive roots α t , ω c (α sx n , α t ) ≥ 0, with equality if and only s xn and t commute.
Proof. We first check property (1) . Let c = s 1 · · · s n with s = s 1 . We recall the formula
It is enough to check the formula in the case that v and w are simple roots, say v = α s i and w = α s j with i < j. We consider two cases.
We used that s is final in scs and initial in c to deduce the signs in the last two equalities. Case 2: i > 1. Then
and we deduce that
We have used that s i comes before s j in a reduced word for scs, as well as in a reduced word for c. This concludes the proof of (1). Because s is initial in c, ω c (α s , α t ) = B(α s , α t ). We have B(α s , α t ) ≤ 0, and strict inequality tautologically occurs unless B(α s , α t ) = 0. But B(α s , α t ) = 0 if and only if st = ts. This proves property (2) , and the proof of property (3) is very similar.
Admissible Sequences
This section essentially recapitulates (part of) section 2 of Kleiner and Pelley and we will try to repeat the terminology from Kleiner and Pelley as much as possible. Let Γ be a finite graph and let c be an acyclic orientation of Γ. If x is a sink of (Γ,
We can now state a more general result, which immediately implies Theorem 1. Proof. The "only if" direction is obvious, we prove the "if" direction by induction on M . The base case M = 0 is obvious. Note that u 1 is necessarily a source of Γ. Since φ(u 1 . . . u M ) u 1 ≤ φ(v 1 . . . v N ) u 1 , the vertex u 1 must occur somewhere in v 1 . . . v N ; let v r be the first appearance of u 1 . Let w be any vertex neighboring u 1 , we claim that w does not occur among v 1 , v 2 , . . . , v r−1 . This is because, as noted above, the occurrences of u 1 and w in v 1 . . . v N must be interlaced, with u 1 appearing first. So
Remark: Kleiner and Pelley characterize the image of φ, and use it to show that the poset S is a distributive semi-lattice. Hohlweg, Lange, and Thomas, in [3] , study the lower interval of reduced words in S (for W a finite Coxeter group) and show that it is a distributive lattice as well. Hopefully, these lattices are related to the appearance of lattice theory in Nathan Reading's and my work. (See [9] , [10] , [11] .)
The Crucial Lemmas
Now, let W be a Coxeter group and Γ its Dynkin diagram. As discussed above, there is a bijection between Coxeter elements of W and acyclic orientations of Γ, and we will feel free to use the same symbol to refer both to an orientation and the corresponding Coxeter element. In this section, we will establish the following. Note that, at this point, we have not made any assumptions about W being infinite or irreducible. That will come later, when we apply this result to prove that particular words are reduced. The key innovation of this note is contained in the following lemma, which will be essential in the proof of Proposition 3.1.
Lemma 3.2. Suppose that x 1 . . . x N is c-admissible and s x 1 . . . s x N is a reduced word of W . Let t i be the reflection s
Then ω c (α t i , α t j ) ≤ 0 for i < j, and equality implies that t i and t j commute.
Proof. Our proof is by induction on i. If i = 1, then x 1 is a sink of c and the result is part (ii) of Proposition 1.1. If i > 1 then, by induction, we have ω sx 1 csx 1 (α sx 1 t i sx 1 , α sx 1 t j sx 1 ) ≤ 0, with equality if and only if B(α sx 1 t i sx 1 , α sx 1 t j sx 1 ) = 0. But, since s x 1 · · · s x N is reduced, we know that α sx 1 t i sx 1 = s x 1 α t i so, by part (i) of Proposition 1.1, we have
as desired. Moreover, since t and u commute if and only if sts and sus do, the equality conditions match.
We now begin the proof of Proposition 3.1. Our proof is by induction on N ; if N = 1 the result is trivial. Let w and x 1 · · · x N be as in the statement of Proposition 3.1 with N > 1 and assume that the result is known for all c and for all smaller values of N . Abbreviate s = s x 1 and w ′ = π x 2 · · · π x N e. We note that x 2 · · · x N is of minimal length among scs-admissible sequences y 1 · · · y M with Demazure product w ′ -if y 1 · · · y M were a shorter such sequence then x 1 y 1 · · · y M would be a shorter c-admissible sequence with Demazure product w. So, by induction, s x 2 · · · s x N is reduced and is equal to w ′ . The only way that s x 1 s x 2 · · · s x N might not be reduced then is if s is an inversion of w ′ and w = w ′ . We adopt the notation u i for s 
we conclude that s xa commutes with s x b for all b between a and N . We will refer to this fact as "the commuting property".
But now we are near a contradiction. Since s xa commutes with s x b for all a < b ≤ N , we have
and both products are reduced and equal to w = w ′ . Moreover, from the commuting property, s = u a is the last reflection in the reflection sequence for the reduced word
is also reduced and s does not occur at all in the reflection sequence for this word. We thus deduce that the word ss
From the relation s = u a , we know that
and the left hand side of this equation is reduced by the computations of the preceding paragraph. So the sequence x 1 x 2 · · · x a−1 x a+1 · · · x N has Demazure product w. But, from the commuting relation and the fact that x 1 · · · x N is c-admissible, we know that
is a c-admissible sequence with Demazure product w that is shorter than x 1 x 2 · · · x N , contradicting our assumption of minimality. This contradiction concludes the proof of Proposition 3.1.
Finishing the Proof
Assume that W is infinite and irreducible; recall that the second assumption simply means that the Dynkin diagram Γ is connected. We now have a powerful tool to prove that certain words in W are reduced. In this section, we fill apply this tool to prove that s x 1 · · · s x N is reduced for any c-admissible sequence x 1 · · · x N . Consider the sequence w k = (π 1 π 2 · · · π n ) k . Clearly, the sequence ℓ(w k ) is weakly increasing. We claim that in fact it is strictly increasing. If not, there is some w = w k = w k+1 with π 1 w = π 2 w = · · · = π n w = w. But then s i is an inversion of w for every i from 1 to n. In an infinite Coxeter group, there is no element with this property. (In a finite Coxeter group, the only element with this property is the maximal element w 0 .) Therefore, ℓ(w k ) ≥ k. By Proposition 3.1, there is a c-admissible reduced word for each w k , call this reduced word ω k ; we know that ω k has length at least k. Let z be the letter that occurs most often in ω k , then φ(ω) z ≥ k/n. (Recall the map φ from Section 2.) Now we use that Γ is connected. Let δ be the diameter of the (unoriented) graph Γ. If x and y are adjacent vertices of Γ, then x and y alternate within ω k , so |φ(ω k ) x − φ(ω k ) y | ≤ 1 and we deduce that φ(ω k ) x ≥ k/n − δ for any x. Let M be the greatest number of times any letter occurs in x 1 · · · x N . Choosing k large enough that k/n − δ ≥ M , we see that φ(ω k ) x ≥ φ(x 1 · · · x N ) x for any x so, by Proposition 2.2, x 1 · · · x N is equivalent to a prefix of the reduced word ω k . In particular, x 1 · · · x N is reduced. This concludes the proof of Theorem 2 and hence proves Theorem 1.
We note one variant of this argument. Suppose we try using the above argument in a finite Coxeter group. We must have w k = w 0 for k sufficiently large. So we can deduce from Proposition 3.1 that there is a c-admissible sequence with product w 0 . This result also occurs in [3] . The authors of that paper characterize "c-singletons" as those elements of W which have a reduced word which is a prefix of a c-admissible reduced word with product w 0 . The argument of this note is the shortest proof I know of that c-admissible sequences giving reduced words for w 0 exist at all.
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