In this paper, we use the setup proposed by Balakrishnan and Aggarwala (2000) to compute approximate best linear unbiased estimates (ABLUEs) of the location and scale parameters of the Weibull distribution. Further, we derive approximate maximum likelihood estimates (AMLEs) of the location and scale parameters of the Weibull distribution. Finally, we carry out a simulation study to compare between the techniques considered for the estimation.
Introduction
A Type II censored sample is one for which only m smallest observations in a random sample of n items are observed (1 ≤ m ≤ n). Experiments involv-ing Type II censoring are often used in life testing. Such tests are time-and cost-effective since it might take a very long time for all items to fail. A generalization of Type II censoring is progressive Type II censoring. In this case, the first failure in the sample is observed and a random sample of size R 1 is immediately drawn from the remaining n − 1 unfailed items and removed from the test, leaving n − 1 − R 1 items in test. After the second item has failed, R 2 of the still unfailed items are removed, and so on. The experiment terminates after some prefixed series of repetitions of this procedure. Although progressive Type II censored sampling is effective in time and money, it is not very popular in lifetime experiment. It may be due to the complicated calculation of the likelihood function [see Ng, Chan and Balakrishnan (2002) ]. Some early works on progressive censoring can be found in Cohen (1963) , Mann (1971) and Thomas and Wilson (1972) . Viveros and Balakrishnan (1994) proposed a conditional method of inference to derive the exact confidence intervals. Since the publication of the book by Balakrishnan and Aggarwala (2000) , considerable amount of research work has been carried out on progressive censoring methodology. Balasooriya and Balakrishnan (2000) and Balasooriya, Saw and Gadag (2000) have studied progressively censored reliability sampling plans for Weibull and lognormal distributions, respectively. Shuo-Jye Wu (2002) has the obtained the maximum likelihood estimates of the shape and scale parameters based on concerning a progressively Type-II censored sample from the Weibull distribution. Also, he has constructed an exact confidence interval and an exact confidence region for shape and scale parameters. Ng, Chan and Balakrishnan (2002) have discussed the estimation of the parameters from progressively censored data using the EM Algorithm. Tse Sk, Xiang (2003) have explored the problem of interval estimation for parameters of Weibull-distributed data, which are Type-II progressively censored with random removals. Also, they have considered seven different confidence interval estimation procedures based on a parametric bootstrapping approach and the asymptotic normality method and the likelihood ratio statistic. In addition they, have conducted a Monte Carlo simulation to evaluate the performance of those procedures based on their lengths and their coverage probabilities. Ng, Chan and Balakrishnan (2004) have computed the expected Fisher information and asymptotic variance-covariance matrix of the maximum likelihood estimates based on a progressively Type II censored sample from Weibull distribution. Also, they used these values to determine the optimal progressive censoring plans.
Suppose n independent units are placed on a life-test with the corresponding lifetimes X 
where
For simplicity, we write A n;R 1 ,...,R m−1 = A n;R m−1 ; 1 ≤ m ≤ n and A n;R 0 = n.
In this paper, we are concerned with progressive Type-II censored data from the Weibull distribution which is commonly used to model failure-time distributions, due to desirable properties such as a positive, increasing hazard rate. The three-parameter Weibull distribution has its density as
and
In Section 2 of this paper, we use the setup proposed by Balakrishnan and Aggarwala (2000) to compute approximate best linear unbiased estimates (ABLUEs) of the location and scale parameters of the Weibull distribution. Next, we derive approximate maximum likelihood estimates (AMLEs) of location and scale parameters of Weibull distribution. Finally, we carry out a simulation study to compare between the techniques considered for the estimation. Also, we draw some comparisons and conclusions.
Estimation
In this section, we apply two different methods to estimate the location and scale parameters of the Weibull distribution.
Approximate best linear unbiased estimates
Following the technique proposed by Balakrishnan and Aggarwala (2000), we calculate the approximate best linear unbiased estimates (ABLUEs) for the location and scale parameter θ * and σ * , as follows
where the a i and b i are the coefficients of the ABLUEs given in Balakrishnan and Aggarwala (2000). Table 1 
Approximate maximum likelihood estimates
In this section, we use the approximate maximum likelihood estimation method AMLEs developed by Balakrishnan(1989 a,b, 1990 a,b,c) to estimate the scale and location parameters σ and θ (we shall denote them byσ andθ [for more details, see Balakrishnan and Varadan(1991) , Balakrishnan and Wong(1991) and Chan(1989) ]. The likelihood function based on progressive Type-II right censored sample X 1:m:n , X 2:m:n , . . . , X m:m:n can be written as
Upon partial differentiation of the logarithm of the likelihood function with respect to θ and σ , the score equations to be solved for θ and σ in this case are given by
where 
We may then consider the following approximationś
(2.13)
14)
From (2.4) and (2.5) by using the above relations, the approximate likelihood equations for θ and σ can be written as ∂lnL ∂θ 16) and ∂lnL ∂σ
By solving (2.16) and (2.17), we obtain the approximate MLEs of θ and σ as
and γ i , β i , λ i and μ i are given in (2.12-2.15). By solving (2.17) for σ, we obtain a quadratic equation in σ that has two roots; however, one of them drops out, under the condition that C > 0.
Simulation Study
Using the algorithm given in Balakrishnan and Aggarwala (2000), progressively Type-II right censored samples the from Weibull distribution with location parameter θ = 0.0, scale parameter σ = 1.0 and shape parameters δ = 2, 3, 4, 5 was generated based on 10000 Monte Carlo runs. Next, we calculate the MSE and Bias of the ABLUEs and AMLEs based on different censoring schemes and the numerical results are parented in Tables 2 and 3 .
Illustrative example:
A progressively Type-II right censored sample of size m = 6 from a sample of size n = 20 from the Weibull distribution with θ = 0.0, σ = 1.0, δ = 3.0 and censoring scheme R = (6, 0, 2, 0, 0, 6), was simulated by using an algorithm given in Balakrishnan and Aggarwalla(2000). The simulated progressively Type-II right censored sample is 0.5381790, 0.5527108, 0.5998031, 0.6260462, 0.7449507, 0.7478878.
By making use of (2.1) and (2.2) and the coefficients a i and b i for n = 20, m = 6 and δ = 3.0 given in Table 1 , we determine the ABLUEs of θ and σ as follows 
Comparisons and Conclusions
By using the different censoring schemes given above in Section 2 and the algorithm given in Balakrishnan and Aggarwala (2000), we generate a progressively Type-II right censored samples from the Weibull distribution with location parameter θ = 0.0 and scale parameter σ = 1.0 based on 10000 Monte Carlo runs. The coefficients of the ABLUEs are presented in Table 1 . The Bias and the MSE of ABLUEs and AMLEs of the location and scale parameters from Weibull distribution are presented in Tables 2 and 3 . From the numerical results presented in Tables 1, 2 and 3, we notice the following:
1. As a check of the entries of Table 1 , for the coefficients of the ABLUEs, we see that
2. From Table 2 , we see that when n and δ increase, the mean square errors MSE(θ * ) and MSE(σ * ) decrease for all censoring schemes.
3. From Table 3 , we see that when n and δ increase, the mean square errors MSE(θ) and MSE(σ) decrease for all censoring schemes.
In order to compare the performance of the ABLUEs and AMLEs, Balakrishnan and Lee (1998) have defined the relative efficiency between the two methods of estimation as follows The values of the relative efficiency in (3.1) and (3.2) can be interpreted as follows:
• if Eff (θ) >100, we conclude that the estimation of θ based on the ABLUEs is more efficient than that based on the AMLEs.
• if Eff(θ) <100, we conclude that the estimation of θ based on the AMLEs is more efficient than that based on the ABLUEs. Tables 2 and 3 , we have the relative efficiency for our ABLUEs and AMLEs as given in Table 4 below: Form Table 4 , we see that the ABLUE of θ is more efficient than the AMLE for n ≥ 15 and δ = 2, 3, 4, 5. The AMLE of σ is more efficient than the ABLUE for n ≥ 8 and δ = 2, 3, 4, 5.
By applying this technique to our results in given in

