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1.1. Qué es un clúster 
El término clúster se aplica a los conjuntos o conglomerados de computadoras 
construidos mediante la utilización de componentes de hardware comunes y que se 
comportan como si fuesen una única computadora.  
Hoy en día desempeñan un papel importante en la solución de problemas de las 
ciencias, las ingenierías y del comercio moderno.  
La tecnología de clúster ha evolucionado en apoyo de actividades que van desde 
aplicaciones de supercómputo y software de misiones críticas, servidores web y 
comercio electrónico, hasta bases de datos de alto rendimiento, entre otros usos.  
El cómputo con clústers surge como resultado de la convergencia de varias tendencias 
actuales que incluyen la disponibilidad de microprocesadores económicos de alto 
rendimiento y redes de alta velocidad, el desarrollo de herramientas de software para 
cómputo distribuido de alto rendimiento, así como la creciente necesidad de potencia 
computacional para aplicaciones que la requieran.  
Simplemente, un clústers es un grupo de múltiples ordenadores unidos mediante una res 
de alta velocidad, de tal forma que el conjunto es visto como un único ordenador, más 
potente que los comunes de escritorio.  
Los clústers son usualmente empleados para mejorar el rendimiento y/o la 
disponibilidad por encima de la que es provista por un solo computador, típicamente 





La construcción de los ordenadores del clúster es más fácil y económica debido a su 
flexibilidad: pueden tener todos la misma configuración de hardware y sistema 
operativo (clúster homogéneo), diferente rendimiento pero con arquitecturas y sistemas 
operativos similares (clúster semi-homogéneo), o tener diferente hardware y sistema 
operativo (clúster heterogéneo), lo que hace más fácil y económica su construcción.  
Para que un clúster funcione como tal, no basta sólo con conectar entre sí los 
ordenadores, sino que es necesario proveer un sistema de manejo del clúster, el cual se 


















1.2. Propósitos de un clúster 
De un clúster se espera que presente combinaciones de Alto rendimiento, Alta 
disponibilidad, Balanceo de carga, Escalabilidad 
1.2.1. Alto rendimiento 
Un clúster de alto rendimiento es un conjunto de ordenadores que está diseñado para 
dar altas prestaciones en cuanto a capacidad de cálculo. Los motivos para utilizar un 
clúster de alto rendimiento son:  
 El tamaño del problema por resolver  
 El precio de la máquina necesaria para resolverlo.  
Por medio de un clúster se pueden conseguir capacidades de cálculo superiores a las de 
un ordenador más caro que el costo conjunto de los ordenadores del clúster.  
Ejemplo de clústers baratísimos son los que se están realizando en algunas 
universidades con computadoras personales desechados por "anticuados" que consiguen 










1.2.2. Alta disponibilidad 
Un clúster de alta disponibilidad es un conjunto de dos o más máquinas que se 
caracterizan por mantener una serie de servicios compartidos y por estar constantemente 
monitorizándose entre sí. Podemos dividirlo en dos clases:  
 Alta disponibilidad de infraestructura: Si se produce un fallo de hardware en alguna 
de las máquinas del clúster, el software de alta disponibilidad es capaz de arrancar 
automáticamente los servicios en cualquiera de las otras máquinas del clúster (failover). 
Y cuando la máquina que ha fallado se recupera, los servicios son nuevamente migrados 
a la máquina original (failback). Esta capacidad de recuperación automática de servicios 
nos garantiza la alta disponibilidad de los servicios ofrecidos por el clúster, 
minimizando así la percepción del fallo por parte de los usuarios.  
 Alta disponibilidad de aplicación: Si se produce un fallo del hardware o de las 
aplicaciones de alguna de las máquinas del clúster, el software de alta disponibilidad es 
capaz de arrancar automáticamente los servicios que han fallado en cualquiera de las 
otras máquinas del clúster. Y cuando la máquina que ha fallado se recupera, los 
servicios son nuevamente migrados a la máquina original. Esta capacidad de 
recuperación automática de servicios nos garantiza la integridad de la información, ya 
que no hay pérdida de datos, y además evita molestias a los usuarios, que no tienen por 









1.2.3. Balanceo de carga 
El balanceo de carga es un concepto usado en informática que se refiere a la técnica 
usada para compartir el trabajo a realizar entre varios procesos, ordenadores, discos u 
otros recursos. Está íntimamente ligado a los sistemas de multiprocesamiento, o que 
hacen uso de más de una unidad de procesamiento para realizar labores útiles.  
El balanceo de carga se mantiene gracias a un algoritmo que divide de la manera más 
equitativa posible el trabajo, para evitar los así denominados cuellos de botella.  
Un clúster de balanceo de carga o de cómputo adaptativo está compuesto por uno o 
más ordenadores (llamados nodos) que actúan como front-end del clúster, y que se 
ocupan de repartir las peticiones de servicio que reciba el clúster, a otros ordenadores 
del clúster que forman el back-end de éste. Un tipo concreto de clúster cuya función es 
repartir la carga de proceso entre los nodos en lugar de los servicios es el clúster 
openMosix.  
Las características más destacadas de este tipo de clúster son:  
 Escalabilidad: Se puede ampliar su capacidad fácilmente añadiendo más ordenadores 
al clúster.  
 Robustez. Ante la caída de alguno de los ordenadores del clúster el servicio se puede 









En telecomunicaciones y en ingeniería informática, la escalabilidad es la propiedad 
deseable de un sistema, una red o un proceso, que indica su habilidad para extender el 
margen de operaciones sin perder calidad, o bien manejar el crecimiento continuo de 
trabajo de manera fluida, o bien para estar preparado para hacerse más grande sin perder 
calidad en los servicios ofrecidos. 
En general, también se podría definir como la capacidad del sistema informático de 
cambiar su tamaño o configuración para adaptarse a las circunstancias cambiantes. Por 
ejemplo, una Universidad que establece una red de usuarios por Internet para un edificio 
de docentes y no solamente quiere que su sistema informático tenga capacidad para 
acoger a los actuales clientes que son todos profesores, sino también a los clientes que 
pueda tener en el futuro dado que hay profesores visitantes que requieren de la red por 
algunos aplicativos académicos, para esto es necesario implementar soluciones que 
permitan el crecimiento de la red sin que la posibilidad de su uso y re-uso, disminuya o 
que pueda cambiar su configuración si es necesario. 
La escalabilidad como propiedad de los sistemas es generalmente difícil de definir en 
cualquier caso, en particular es necesario definir los requerimientos específicos para la 
escalabilidad en esas dimensiones donde se crea que son importantes. Es una edición 
altamente significativa en sistemas electrónicos, bases de datos, routers y redes. A un 
sistema cuyo rendimiento es mejorado después de haberle añadido más capacidad 








1.3. Gestión de Recursos Distribuidos: Sistemas 
Gestores de Colas 
Los sistemas de gestión de colas, gestionan una cola de ejecución, planifican la 
ejecución de las tareas y gestionan los recursos, para minimizar costes y maximizar 
rendimiento de las aplicaciones. 
Funcionamiento: 
1. Los usuarios envían trabajos. 
2. El gestor de recursos registra el trabajo. 
3. Tan pronto los recursos pedidos se hallen disponibles, el gestor de colas pone a 
ejecución el trabajo solicitado que según su planificación es el que tiene mayor 
prioridad. 
4. Se puede consultar el estado de los trabajos, en ejecución, en espera o 
terminados. 
5. Se puede eliminar un trabajo. 
6. El gestor de colas es configurable. 
1.4. El Solver: 
Un Solver es un término genérico que se refiere a una pieza de software, posiblemente 
en la forma de un programa de ordenador independiente, o de una librería, que 
“resuelve” un problema matemático (teoremas, ecuaciones lineales y no lineales, 
árboles de expansión, algoritmos de búsqueda…). Un Solver toma como entrada la 
descripción del problema de una manera específica, y calcula su solución, que da como 
salida. En un Solver, se hace hincapié en la creación de un programa o librería que 






2. Descripción del proyecto común 
El proyecto común es un servicio de Cloud Computing público que permite resolver  
problemas genéricos mediante un clúster. 
La novedad de este proyecto radica en 2 aspectos 
1. Utilización de Cuda para resolver los problemas 
2. Resolución de problemas genéricos 
La utilización del lenguaje Cuda permite aprovechar el gran paralelismo y el ancho de 
banda de la memoria que ofrecen los múltiples núcleos de las GPU dando la posibilidad 
de lanzar un gran número de hilos simultáneos mejorando el rendimiento respecto a las 
CPU de propósito general en problemas que se puedan dividir en tareas independientes 
y tengan un gran coste aritmético. 
El modelo de programación de CUDA está diseñado para que se creen aplicaciones que 
de forma transparente escalen su paralelismo para poder incrementar el número de 
núcleos computacionales. Este diseño contiene tres puntos claves, que son la jerarquía 
de grupos de hilos, las memorias compartidas y las barreras de sincronización 
Este proyecto será una herramienta de alto nivel, con la cual, cualquier usuario, aunque 
no posea grandes conocimientos de informática, podrá resolver el problema que desee. 
Para ello el usuario dispondrá de una interfaz con la que podrá generar un modelo que 
represente su problema y sea procesable por un algoritmo estándar. 
El proyecto común engloba por varías partes: 
 Portal-Web: Front-end para la gestión y administración. 
 Manager: Gestión de los recursos del proyecto. 
 Solver: Aplicación que resuelve los problemas 












Servidor de Ficheros  
 
Los usuarios sólo podrán comunicarse con el clúster mediante el servidor web, el cual 
dispone de dos servicios, un Portal-Web y un Web-Services. 
El portal web se utilizará para la administración del clúster por parte de los 
administradores,  los usuarios podrán darse de alta en el servicio y hacer algunas 
gestiones. 
El Web-Services será una interfaz de estándar con la cual cualquier aplicación podrá 
acceder a los recursos que este ofrece. 
El Servidor Web se comunicará con el clúster únicamente mediante la BD, además 
tendrá acceso a un servidor de ficheros dónde depositará los datos de los usuarios y 
recogerá los resultados. 
El Manager es el gestor de colas del clúster. Se comunica con el Servidor Web  
mediante la BD y el servidor de ficheros. 
El Solver es el encargado de resolver los problemas. Está compuesto por Agentes que 
son los encargados de ejecutar los algoritmos para solucionar los problemas. Sólo se 





3. Descripción del PFC Cudy 
 
Cudy engloba dos aplicaciones, una aplicación cliente escrita en Java y un Web-
Services con el cual se comunica la aplicación. 
La aplicación java será la interfaz que usará un usuario que quiera resolver un problema 
mediante el clúster. Permitirá al usuario modelar sus datos para luego enviarlos al 
clúster para que calcule el resultado  
El Web-Services se instalará en el servidor Web y será en el encargado de hacer de 
intermediario entre la aplicación Java y el Clúster. 
 
En un primer momento la idea de este proyecto era realizar una aplicación para resolver 
un problema concreto de optimización de redes. Para ello se iba a disponer una 
herramienta gráfica que permitiera representar el problema resolver de forma sencilla. 
Después de analizar en profundidad las posibilidades del clúster se optó por hacer una 
aplicación que pudiera resolver problemas genéricos aunque esto implicara renunciar a 
la representación visual de los problemas. 







Es necesario que los datos estén en un formato estándar para que un algoritmo estándar 
pueda entenderlos. Para hacer posible esto se ha creado una estructura de datos que 
puede representar una gran variedad de problemas. 
La estructura consta de tres tipos modelos, que representarán cualquier entidad que 













A cada modelo se le pueden definir unas propiedades que definirán los atributos que 
posee la entidad.  
El modelo del tipo Container además de tener lo mismo que el modelo simple, puede 
tener otro modelo contenido. 
El modelo del tipo Linker, además de tener lo mismo que el modelo simple, puede 






Un ejemplo de esto podría ser: 
- Card ( Simple ) 
- Switch ( Container de Card) 
- Cable ( Linker de Card y de Card) 
 
 
A partir de estos modelos se generaran instancias que representarán los objetos 
concretos. Siguiendo el ejemplo será cada uno de los Switchs con sus respectivas 
propiedades y las tarjetas que contiene. 
Una vez el problema esté representado con los modelos comentados, se podrá generar 
un fichero xml que codificará toda la estructura de datos y será lo suficiente estándar 






4. Requisitos  
 
4.1 Requisitos Funcionales 
1. Debe permitir crear modelos de datos que representen problemas genéricos. 
2. Debe permitir importación y exportación a Excel. 
3. Debe restringir el uso del clúster a los usuarios autorizados. 
4. Debe permitir consultar el estado de los problemas enviados. 
5. Debe permitir el uso de la aplicación sin conexión al clúster. 
6. Debe permitir seleccionar el algoritmo con el que se resolverá el problema. 
7. Debe permitir seleccionar la cola a la que se asignara el problema. 
8. Debe poderse guardar los modelos creados por el usuario en ordenador local. 
 
4.2 Requisitos No Funcionales 
1. Debe ser una aplicación de escritorio. 
2. Debe estar en inglés. 
3. Debe ser Interoperable 
4. Debe ser Mantenible. 
5. Debe ser Fiable. 
6. Debe ser Usable 
7. Debe ser Mantenible 








5 Especificación  
 

























5.2. Descripción de casos de uso 
Caso de uso: Crear Job 
Actor: Usuario 
Descripción: Se crea un Job nuevo en el sistema 
Diálogo típico: Cuando el usuario elige esta opción, se crea un Job nuevo. 
Errores posibles:  
 El nombre escogido por el usuario ya existe. 
 El nombre escogido por el usuario contiene menos de 3 
caracteres 
Caso de uso: Borrar Job 
Actor: Usuario 
Descripción: Se crea un Job nuevo en el sistema 
Diálogo típico: Cuando el usuario elige esta opción, se le pide confirmación, si 
confirma, se borra el Job. 









Caso de uso: Crear Modelo 
Actor: Usuario 
Descripción: Se crea un Modelo nuevo en el Job seleccionado 
Diálogo típico: El usuario selecciona un Job, escoge añadir un nuevo modelo. Para ello 
ha de escoger el tipo de modelo que desea añadir, ponerle un nombre, y asignarle al 
nuevo modelo las propiedades que desee. 
Errores posibles:  
 El nombre escogido por el usuario ya existe. 
 El nombre escogido por el usuario contiene menos de 3 
caracteres 
Caso de uso: Crear Propiedad 
Actor: Usuario 
Descripción: Se crea una nueva propiedad en el modelo seleccionado 
Diálogo típico: El usuario selecciona un Modelo y escoge añadir una nueva propiedad. 
Para ello ha de escoger el tipo de propiedad (Tag o Atributo) y ponerle un nombre. 
Además si es un modelo de salida se le deberá asignar un label 
Errores posibles:  
 El nombre o label escogido por el usuario ya existe. 







Caso de uso: Importar Excel 
Actor: Usuario 
Descripción: Importa los valores del modelo indicado 
Diálogo típico: El usuario escoge importar los valores a un modelo concreto 
Errores posibles:  
 El archivo seleccionado no es valido 
 El modelo no se encuentra presente en el Excel 
 El formato de los datos no es valido 
 
 
Caso de uso: Exportar Excel 
Actor: Usuario 
Descripción: Exporta los valores de la solución de un Job a un excel 
Diálogo típico: El usuario seleccionado un Job en estado Finished y decide exportar los 
resultados a excel 
Errores posibles y vías alternativas:  








Caso de uso: Insertar/modificar valor 
Actor: Usuario 
Descripción: Se añade un valor a la Propiedad de la Instancia Indicada 
Diálogo típico: El usuario selecciona una Instancia y le asigna un valor a una 
propiedad. 
Errores posibles: - 
 
Caso de uso: Asignar Algoritmo a Job 
Actor: Usuario 
Descripción: Se asigna un Algoritmo a un Job 
Diálogo típico: El usuario selecciona una Job y le asigna un Algoritmo 
Errores posibles: - 
 
Caso de uso: Asignar Queue a Job 
Actor: Usuario 
Descripción: Se asigna una Queue a un Job 
Diálogo típico: El usuario selecciona una Job y le asigna una Queue 






Caso de uso: Enviar Job 
Actor: Usuario Logeado 
Descripción: Se envía un Job al clúster para ser procesado 
Diálogo típico: El usuario selecciona un Job y decide enviarlo a Procesar 
Errores posibles:  
 Error en la comunicación con el clúster 
 
Caso de uso: Consultar Estado Job 
Actor: Usuario Logeado 
Descripción: Se envía una petición al clúster para obtener el estado de todos los Jobs 
enviado 
Diálogo típico: El usuario consulta el estado de un Job 
Errores posibles:  










Caso de uso: Descargar Resultado 
Actor: Usuario Logeado 
Descripción: Una vez un Job se ha terminado de procesar, se puede proceder a 
descargar los datos resultantes 
Diálogo típico: Usuario seleccionado un Job en estado Finished y dedice descargar los 
datos Resultantes 
Errores posibles:  




Caso de uso: Sincronizar Algoritmos 
Actor: Usuario Logeado 
Descripción: Se hace una petición al clúster para que envíe los algoritmos que dispone 
el usuario logeado. 
Diálogo típico: El usuario decide sincronizar la colección de algoritmos  
Errores posibles:  








Caso de uso: Sincronizar Colas 
Actor: Usuario Logeado 
Descripción: Se hace una petición al clúster para que envíe las Queue que dispone el 
usuario logeado. 
Diálogo típico: : El usuario decide sincronizar la colección de Queues 
Errores posibles:  























































































6.2 Diseño Cliente 
6.2.1 Capa Presentación 
La capa de presentación está compuesta a partir de estas clases 
 
 Todas ellas se corresponden a las diferentes pantallas y menús visuales de la aplicación, 
exceptuando el controlador de vistas “ViewController”. 
El controlador de vistas se encarga de gestionar toda la interfaz gráfica de la aplicación 
así como hacer las llamadas al controlador de dominio cuando alguna de las diferentes 





6.2.1.1 Controlador de la Capa Presentación 
El controlador de vistas se encarga de gestionar toda la interfaz gráfica de la aplicación 
así como hacer las llamadas al controlador de dominio cuando alguna de las diferentes 
ventanas necesita información de otras capas. 







6.2.2 Capa Dominio 
La capa de dominio se ha construido usando controladores de tipo transacción ya que 
era importante mantener una buena cohesión para cumplir el requisito funcional de ser 
mantenible.  
El controlador de transacción se basa en estos principios 
 Se introduce una clase concreta para cada operación del 
sistema (Transacción) 
 Cada parámetro de la operación da lugar a un atributo de la 
clase, si el atributo es in o inout se añade una operación para 
consultar su valor 
 Cada controlador tiene una operación que se encarga de 
realizar la transacción. 
 Existe una superclase abstracta llamada Transacción de la cual 
heredan todos los demás controladores. 
 Por cada transacción que se quiera realizar se creara un objeto 
correspondiente a dicha transacción. (La operación 
constructora inicializa todos los atributos). A continuación 
debe ejecutarse la operación execute() a partir de este 
momento se podrán consultar el resultado de la transacción si 
lo hay.  
 Una vez consultados los resultados se procede a destruir el 
objeto para liberar memoria. 






















6.2.3 Capa de Datos 
La capa de datos es la encargada de gestionar la persistencia de los datos locales. Se ha 
utilizado un diseño directo de la persistencia, es decir los controladores de dominio 
tienen una lógica muy simple, y todo el trabajo se hace en la capa de datos. 
Se ha utilizado el patrón Table Data Gateway para el diseño de la capa de datos. Este 
patrón se basa en que hay una clase (Singleton) por cada tabla de la base de datos y se 
encapsula todo el acceso (Busquedas,Modificaciones,Borrados…) en esa clase. 
Además en esta capa hay también unos controladores que se usan a para exportar e 





6.2.4 Web Services Client 
Esta capa es la encargada de hacer de interfaz con el Web Services para conseguir un 















6.2.4 Base de Datos Local 
Para el diseño de la base de datos se ha utilizado se han utilizado dos patrones 
En la tabla Job la herencia se ha resuelto aplicando el patrón Single Table Inheritance 
ya que nos proporciona la mejor eficiencia en las consultas, es bastante mantenible .Por 
contra, este patrón tiene que se desperdicia espacio, aunque en este caso, como no va a 
ser una tabla con muchos registros premian más las ventajas. 
En cambio con la tabla Model, la herencia se ha resuelto aplicando el patrón Class 
Table Inheritance. Aun siendo el patrón menos eficiente, se ha escogido este ya que 
minimiza la perdida de espacio en la BD, teniendo en cuenta que será una tabla con 







6.3  Diseño Web Services 
El Web Services está compuesto únicamente por dos capas.  
La primera capa “Services” es un interfaz dónde se publicarán las operaciones públicas 
que se ofrecen. Todas estas operaciones serán de consulta o actualización a la base de 
datos del clúster y se gestionarán mediante la capa “Data” 
Las operaciones de sincronización de Algoritmos  y Colas requerirán enviar un tipos 
complejo, esto se ha solucionará utilizando la librería GSON que permite pasar a 
formato JSON cualquier clase, simplificando mucho el proceso de envío. Por este 
motivo es necesario materializar las clases BeAlgorithm y BeQueue tanto en el Web 






















A continuación se muestra el diagrama entidad-relación de la BD del cluster. Se han omitido las 
tablas maestras y algunas otras para una mejor comprensión. Asimismo, también se han omitido 






6.3 Diagramas secuencia 














6.3.2 Crear Modelo 
:ViewController
TxCreateNewModelJob

















6.3.3 Insert Value 
:ViewController
TxSaveValues









































































































































































































Se ha utilizado java 1.6 para la implementación tanto del cliente como del Web-Services 
La interfaz gráfica se implementado con la librería SWING 
Además se han utilizado las siguientes librerías: 
 Sqlite-JDBC 3.7.2 
 Mysql-JDBC 5.1.18 
 GSON 2.0 (Librería para serializar clases en formato JSON) 
 POI 3.7 20101029 (Exportación/importación Excel) 
 JAX-WS 2.2 (Generación ficheros WebServices) 
7.2 SQLite 
El la parte cliente de la aplicación era necesario implementar un sistema de permanencia 
de los datos, en un primer momento se escogió guardar los datos en formato xml, pero 
esto obligaba a gestionar las restricciones de integridad en la capa de dominio. 
Finalmente se escogió usar SQLite ya que nos permite la mayoría de funcionalidades de 
otros SGDB más sofisticados con la ventaja que no necesita de ningún servidor, toda la 








7.3 Entorno de desarrollo 
Se han utilizado las siguientes herramientas para desarrollar el proyecto: 
 NetBeans 7.0.1 
 VMWare Fusión con una Debian 2.6.32 
 Mysql DataBaseServer 










8.1 Pruebas Unitarias 
Se han realizado pruebas unitarias para cada uno de los casos de uso implementados y 
se ha comprobado que funcionan correctamente. 
8.2 Pruebas de Stress 
Se han realizado pruebas de Stress para comprobar la carga que soporta el Web-
Services. 
Para ello se ha dispuesto del siguiente escenario 
Maquina A Maquina B
Servidor Virtualizado
 






Se han realizado las siguientes pruebas: 




1 0 22ms - 
0 1 - 32ms 
1 1 24ms 35ms 
2 2 26ms 37ms 
10 10 118ms 171ms 
Con las pruebas realizadas no se puede inducir la carga máquina que soporta el sistema, 
ya que contra más números de threads añadamos, estos se reparten cpu y el número de 
peticiones que recibe la máquina se incrementa muy poco. 
Lo que si puedo afirmar es el que el Web-Services hace una buena gestión de los 
recursos, mantiene un uso de la memoria constantes 





Estado 1: Maquina A 2 Threads 
Estado 2: Maquina A 2 Threads + Maquina B 2 Threads 
Estado 3: Maquina A 2 Threads  
Estado 4: Maquina A 2 Threads + Maquina B 70 Threads 
Estado 5: Maquina A 2 Threads 
Estado 6 Sin Peticiones 
Podemos ver como el consumo de memoria se mantiene estable. Vemos un grafico de 
esa forma porque la maquina virtual va llenando la pila, cuando llega a un uso elevado 
llama al garbage colector para vaciar la pila de direcciones de memoria reservadas pero 
no usadas. 
Es interesante ver también que hay un pico elevado en el consumo de la cpu cuando se 
lanzan 70 threads de la maquina B, aunque pasados unos minutos el consumo de cpu se 
estabiliza.  
El consumo es de aproximadamente un 13% con una sóla máquina haciendo peticiones 
con 2 threads y de 28% con 2 máquinas haciendo peticiones con 2 threads. 
 Para sacar conclusiones sería necesario disponer de más máquinas haciendo peticiones 
aunque podemos afirmar que el Web Services ha aguantado unas 150 peticiones por 











Para la realización de este proyecto se ha dispuesto una planificación basada en tareas y 
subtareas para lograr un seguimiento adecuado. 
Las tareas que han definido y el tiempo empleado en cada una de ellas son: 
• Toma de requisitos (4 Horas) 
• Definición casos de uso (8 Horas) 
• Definición modelo conceptual (4 Horas) 
• Investigación de las tecnologías a utilizar (20 Horas) 
• Planificación del proyecto ( 2 Horas) 
• Implementación (200 Horas) 
• Documentación (10 Horas) 
• Pruebas (15 Horas) 
• Redacción de la memoria (15 Horas) 
• Preparación de la presentación  
Total en Horas: 278 






La valoración económica del proyecto es la siguiente: 
 Precio Estándar por hora de consultoría 30€/h 








 Apuntes asignatura ES1 
 Apuntes asignatura ES2 
 http://stackoverflow.com/ (Dudas técnicas concretas) 
 http://docs.oracle.com/javase/6/docs/api/ (Documentación Java) 
 http://chuwiki.chuidiang.org/index.php?title=Categor%C3%ADa:Java 
(Ejemplos Java) 
 https://sites.google.com/site/gson/gson-user-guide (Documentación GSON) 
 http://www.sqlite.org/docs.html (Documentación sqlite) 
 http://www.xerial.org/trac/Xerial/wiki/SQLiteJDBC (Documentación Driver 
sqlite) 
 http://glassfish.java.net/docs/index.html (Documentación Glassfish) 
 http://poi.apache.org/spreadsheet/quick-guide.html (Documentación POI) 
 
