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INTRODUCTION
Dans son manuscrit [1], A.Grothendieck a souvent fait re´fe´rence a` la notion de
n-cate´gorie et n-groupoide comme moyen de formalisation en alge`bre homologique
et homotopique. Selon lui on devrait pouvoir associer a un espace topologique X
un n-groupoide fondamentale Π
n
(X) qui ge´ne´ralise le groupoide de Poincare´ de
X et qui contiendrait l’information des groupes d’homotopie π
i
(X) pour i ≤ n.
Aussi on pourrait de´finir une notion de re´alisation ge´ome´trique d’un n-groupoide qui
permettrait par la suite de voir que tout n-groupoide est n-e´quivalent a un Π
n
(X).
D’autre part les n-cate´gories permettrait une bonne interpretation de la cohomologie
non abe´lienne suivant les travaux de J. Giraud [2] et L. Breen [3].
A. Grothendieck a donne´ quelques indications de la fac¸on dont on peut de´finir
une n-cate´gorie, en essayant d’expliciter les diffe´rentes compositions des i-fle`ches, les
morphismes de cohe´rences et les relations aux quelles elles satisfont. Mais le proble`me
qui oblige les usagers de ses notions (J. Giraud [2] - L. Breen [3] - O. Leroy [4]) a` se
restreindre au cas n = 1,2 et 3 c’est qu’a` partir de n ≥ 3 les donne´es deviennent trop
nombreuses et leur comportement se complique.
L’objet de cette the`se consiste en un premier temps, de donner une bonne de´finition
formelle d’une n-cate´gorie et d’un n-goupoide non strictes en termes d’ensembles
multi-simpliciaux avec les proprie´te´s qui en de´coulent, et dans un second temps de
ve´rifier avec cette nouvelle notion certains des ide´es de Grothendieck. Comme le mot
n-cate´gorie veut dire stricte dans la litte´rature on appellera notre construction de
n-cate´gorie large un n-nerf.
On appelle 1-nerf un foncteur contravariant Φ, de la cate´gorie simpliciale ∆ vers
celle des ensembles, qui ve´rifie la condition suivante :
(⋆) Pour tout entier non nul m, l’application :
Φ(m)
δ[m]
−−−−−−→
∼
Φ(1)×
Φ(0)
, . . . ,×
Φ(0)
Φ(1)
x −−−−−−→ (δ
′
01(x), . . . , δ
′
m−1,m(x))
1
est une bijection, ou` pour i, j ∈ {0, . . . , m}, δ
ij
: [1]−−−→[m] est l’application qui
envoie 0, 1 respectivement sur i, j, et δ
′
ij
= Φ(δ
ij
). L’ide´e de base de notre approche
de n-cate´gorie non stricte est due au fait qu’un 1-nerf est une cate´gorie au sens usnel
et inversement. En effet si on conside´re Φ
0
(respectivement Φ
1
) comme l’ensemble
d’objets (respectivement des fle`ches) de Φ, on de´finit la composition dans Φ par
gf := δ
′
02
(σ) ou` (f, g) est un e´le´ment de Φ
1
×Φ0Φ1 et σ est l’unique e´le´ment de Φ(2) tel
que δ
[2]
(σ) = (f, g). Alors Φ muni de cette composition est une cate´gorie au sens usuel,
et inversement le nerf d’une cate´gorie est un ensemble simplicial qui satisfait bien la
condition (⋆). Soit maintenant Φ : ∆−−−→Hom(∆, Ens) un foncteur contravariant tel
que pour tout objet m de ∆, le foncteur Φ
m
est un 1-nerf et la morphisme δ
[m]
soit
une e´quivalence de cate´gories, alors Φ se comporte comme une 2-cate´gorie non stricte
(The´ore`me (1.4.3)). Ce qui montre qu’une approche recurrente dans cette direction
permet de de´finir une n-cate´gorie non stricte comme un n-nerf, mais cela ne´cessite
une bonne notion de n-e´quivalence que doivent ve´rifier les transformations naturelles
du type δ
[m]
. Pour re´soudre ce proble´me on introduit la notion de troncation qui va
repre´senter l’aspect local des n-e´quivalences.
On appelle n-pre´-nerf un foncteur contravariant de la cate´gorie ∆n vers celle des
ensembles. Un morphisme entre deux n-pre´-nerf est une transformation naturelle
entre les foncteurs qui les repre´sentent. Soient Φ un n-pre´-nerf et i un entier tel
que 0 ≤ i ≤ n. On appelle i-fle`che de Φ un e´le´ment de l’ensemble C
i
:= Φ(I
i
, 0
n−i
)
(ou` I
i
= (1, . . . , 1) i-fois) et objet une 0-fle`che. lorsque i est tel que 1 ≤ i ≤ n, on
obtient deux applications s, b : C
i
−−−→C
i−1
qui sont respectivement les images par Φ
des fle`ches δk0 et δ
k
1 de ∆
n
telles que :
δki = I[1] × ..× δi × ..× I[0] et
[0]
δi−−−−−−→ [1]
0 −−−−−−→ i
Les applications s , b sont appelle´es respectivement source et but des i-fle`ches de Φ.
On appelle (n-i)-pre´-nerf des i-fle`ches de Φ le (n-i)-pre´-nerf F
i
(Φ) := Φ
I
i
.
Un n-pre´-nerf Φ est 1-troncable si et seulement si pour tout objet M de ∆
n−1
l’ensemble simpliciale Φ
M
qui a` un objet m de ∆ fait correspondre l’ensemble
Φ(M,m) := Φ
M
(m) est un 1-nerf. On montre qu’alors Φ induit un (n-1)-pre´-nerf
TΦ faisant associer a` chaque M l’ensemble des classes d’isomorphismes d’objets de la
cate´gorie Φ
M
(deux objets de Φ
M
repre´sentent la meˆme classe s’ils sont respectivement
source et but d’une fle`che inversible de Φ
M
). On dit qu’un n-pre´-nerf Φ est k-troncable,
ou` 2 ≤ k ≤ n, si et seulement si Φ est (k-1)-troncable et T
k−1
Φ est un 1-nerf, et on
pose T
k
Φ = T (T
k−1
Φ). Avec cette de´finition de troncation on voit apparaˆıtre deux
notions de k-e´quivalences :
Equivalence inte´rieure : Soit Φ un n-pre´-nerf k-troncable, avec 1 ≤ k ≤ n et
conside´rons les applications :
2
C
n−k
s,b
−−−−−−→ C
n−k−1y tk
T kΦ(In−k)
Soient u et v deux (n-k)-fle`ches de Φ telles que s(u) = s(v) et b(u) = b(v). On dit que
u et v sont k-e´quivalents si et seulement si on a : tk(u) = tk(v) (c.a`.d repre´sentent
la meˆme classe dans T kΦ(In−k)). On ve´rifie facilement que la relation ”k-e´quivalent”
est une relation d’e´quivalence sur l’ensemble des (n-k)-fle`ches de Φ, et on appelle ce
genre de relation l’e´quivalence inte´rieure dans Φ.
Equivalence exte´rieure : Soit F : Φ−−−→Ψ un morphisme entre deux n-pre´-nerfs
k-troncables. On dit que F est une k-e´quivalence exte´rieure si et seulement si pour
tout entier h dans {0, . . . , k} , toutes (n-h-1)-fle`ches u, v de Φ et toute (n-h)-fle`che
w de Ψ tels que : s(w) = F (In−h−1, 0h+1)(u) et b(w) = F (In−h−1, 0h+1)(v), il existe
une (n-h)-fle`che x de Φ ve´rifiant :
(a) s(x) = u , b(x) = v et F (In−h, 0h)(x) , w sont h-e´quivalents dans Ψ
(b) Si une (n-h)-fle`che y de Φ satisfait (a), alors x et y sont h-e´quivalents dans Φ.
On peut representer une k-e´quivalence exte´rieure par la famille des diagrammes du
genre ci-dessous, avec 0 ≤ h ≤ k.
∀u, v ∈ Φ(In−h−1, Oh+1)
F (In−h−1,Oh+1)
−−−−−−−−−−→ Ψ(In−h−1, Oh+1)
s,b
x x s,b
∃x ∈ Φ(In−h, Oh) −−−−−−−→
F (In−h,Oh)
∀w ∈ Ψ(In−h, Oh)
On appelle n-nerf ou n-cate´gorie large un n-pre´-nerf n-troncable Φ ve´rifiant pour
tout entier s tel que 1 ≤ s ≤ n − 1 et tout objet (M,m) de ∆n−s−1 × ∆ les deux
axiomes suivants :
(C1) Le foncteur Φ
M,0
: ∆s−−−→Ens est constant.
(C2) La morphisme δ
[m]
M
: Φ
M,m
−−−→Φ
M,1
×
Φ
M,0
. . . .×
Φ
M,0
Φ
M,1
est une s-e´quivalence
exte´rieure.
On en de´duit que pour tout entier s tel que 1 ≤ s ≤ n−1, Φ
M
posse´de la structure
d’un (n-s)-nerf. Donc pour tout i tel que 1 ≤ i ≤ n le (n-i)-pre´-nerf Fi(Φ) des i-
fle`ches est un (n-i)-nerf. L’ope´rateur troncation est un foncteur covariant de n-Cat
vers (n-1)-Cat, ou` n-Cat est la cate´gorie dont les objets sont les n-nerfs et les fle`ches
sont les morphismes.
3
Conjecture : Soit HO-n-Cat le localise´ ([5] P. Gabriel-M. Zisman) de la cate´gorie n-
Cat par rapport aux n-e´quivalences exte´rieures. On peut de´finir un (n+1)-nerf n-CAT
telle que HO-n-Cat = Tn(n-CAT).
Soit C une 2-cate´gorie large usuelle, on lui associe l’ensemble bisimplicial N de´fini
par le 2-pre´-nerf suivant :
∆
2
−−−−−−→ Ens
(m,n) −−−−−−→ N
n
m
ou` N
n
m
est l’ensemble des familles de quadruplets (x
i
, f
α
ij
, λ
αβ
ij
, ε
α
ijk
) e´le´ment du produit
C
0
× C
1
× C
2
× C
2
, avec 0 ≤ i < j < k ≤ m , 0 ≤ α < β < γ ≤ n et
x
i
f
α
ij
−−−−−−→x
j
f
α
ij
λ
αβ
ij
−−−−−−→f
β
ij
f
α
jk
f
α
ij
ε
α
ijk
−−−−−−→
∼
f
α
ik
tels qu’on a les relations de cohe`rences suivantes :
λ
αβ
ik
· ε
α
ijk
= ε
β
ijk
· (λ
αβ
ik
⋆ λ
αβ
ij
)
λ
βγ
ij
· λ
αβ
ij
= λ
αγ
ij
N est un 2-nerf qu’on appelle nerf double de C. Inversement si Φ un 2-nerf Φ
les ensembles Φ
0,0
, Φ
1,0
et Φ
1,1
se comportent respectivement comme les ensembles
d’objets, de fle`ches et de 2-fle`ches d’une 2-cate´gorie large, ou` les compositions ainsi
que le reste de la structure sont de´termine´es par l’e´quivalence exte´rieure δ
[2]
et la
fonctorialite´ de Φ (The´ore`me (1.4.2)).
Soit C une 2-cate´gorie large, et conside´rons la 2-cate´gorie large C
′
, qui correspond a`
son nerf double. Les 2-cate´gorie C et C ont les meˆmes i-fle`ches, la composition verticale
des 2-fle`ches est la meˆme dans C et C
′
, mais la composition des fle`ches dans C n’est
pas forcement la meˆme que celle dans C
′
, ils sont isomorphes. Cela se traduit par le
fait qu’il y a un 2-foncteur large ([4] O. Leroy) entre C et C
′
qui admet un inverse
stricte (ou exacte).
Soit maintenant Φ un 2-nerf, et conside´rons le nerf double Ψ de la 2-cate´gorie large
C qui correspond a` Φ. Alors ils existent un 2-nerf strict S et deux 2-e´quivalences
exte´rieures α , β comme suite :
Φ
α
−−−−−−→
∼
S
β
←−−−−−−
∼
Ψ
(Remarques (1.4.5))
On ve´rifie de meˆme que le nerf multiple d’ordre n d’une n-cate´gorie stricte est
un n-nerf stricte (c.a`.d les transformations naturelle δ
[m]
sont des isomorphismes)
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(Proposition (1.3.8). En ayant ces resultats nous proposons la notion de n-nerf
comme reponse a` la recherche d’une notion de n-cate´gorie large entreprise par A.
Grothendieck [1] et d’autres.
La notion de n-nerf fait penser de fac¸on naturelle a` la notion de n-groupoide ou` on
peut inverser les i-fle`ches a` (n-i)-e´quivalence pre`s. On appelle n-groupoide la donne´e
d’un n-nerf Φ telle que ; pour tout i tel que 1 ≤ i ≤ n la cate´gorie C
i
(Φ) = T
n−i
Φ
N
avec N = I
(i−1)
est un groupoide. Soit F : Φ−−−→Ψ un morphisme entre n-nerfs, alors
pour tout i ∈ {1, . . . , n} , F induit de fac¸on naturelle un morphisme :
C
i
(F ) : C
i
(Φ)−−−−−−→C
i
(Ψ)
On appelle i-e`me groupe d’homotopie de Φ de base un objet f de C
i
(Φ), le groupe
Aut
Ci(Φ)
(f) qu’on notera par π
i
(Φ, f). Pour tout objet f de C
j
(Φ), ou` 1 ≤ j ≤ i ≤ n,
on de´signera par π
i
(Φ, f) le groupe π
i
(Φ, I
i−j
f
). On pose π
0
(Φ) = TnΦ l’ensemble des
classes de n-e´quivalence d’objets de Φ. Ces groupes d’homotopies ainsi que l’ensemble
π
0
(Φ) caracte´risent le n-groupoide Φ a` n-e´quivalence pre`s. Lorsque 2 ≤ i ≤ n on
peut conside´rer les e´le´ments du groupe π
i
(Φ, f) comme les 2-fle`ches d’un 2-nerf, et en
appliquant la relation de Godement dans cette 2-cate´gorie large correspondante on
montre que π
i
(Φ, f) est abe´lien (The´ore`me (2.2.1)).
D’autre part a` chaque espace topologique X on fait associer fonctorielement un
n-groupoide Π
n
(X) qui ge´ne´ralise le groupoide fondamental de Poincare´ pour n = 1
(The´ore`me (2.3.6)), il est construit de la fac¸on suivante :
Pour tout entier positif m on de´signe par le m-simplexe fondamental l’ensemble :
Rm = {(t0, . . . , tn) tel que 0 ≤ ti ≤ 1 et
∑
ti = 1}. Pour tout i ∈ {0, . . . , m}, on
de´finit les applications :
Rm−1
d”i−−−→Rm
(t0, .., tm−1)−−−→(t0, .., 0, .., tm−1)
Rm+1
ε”i−−−→Rm
(t0, .., tm+1)−−−→(t0, .., ti + ti+1 , .., tm+1)
On vient de construire un foncteur covariant R : ∆−−−→Ens, qui envoie les applica-
tions δi et δij vers les ope´rateurs coˆte´s et sommets d’un m-simplexe suivants :
{1}
δ”i−−−→Rm
1−−−→(0, .., 0, 1, 0, .., 0)
R
δ”ij
−−−→Rm
(t, s)−−−→(0, .., 0, t, 0, .., 0, s, 0, .., 0)
On appelle multi-complexe singulier (ou` ∞-complexe simgulier) d’un espace
topologique X , la famille X = (Xn)n≥1 de n-pre´-nerfs X
n de´finie de fac¸on re´currente
pour tout n ≥ 1 et tout objet (M,m) de ∆n ×∆ par :
X1(m) = Hom(Rm, X), X1(0) = X
Xn+1(M,m) = {f ∈ Hom(Rm, Xn(M)) | ∀x ∈ Rm, ∀i ∈ {0, . . . , mn} δ
′
i(f(x)) = fi}
ou` δ
′
i : X
n+1
M,m
−−−→Xn+1
M,0
= Xn
M
est l’ images de l’application δi par le foncteur X
n+1
M
5
et fi est un e´le´ment de X
n
M
inde´pendant de x. Pour simplifier les notations on posera
dans la suite X
M
= Xn
M
. Soient f , g deux e´le´ments de X
M
avec M = (m1, . . . , mn),
on dit que f et g sont homotopes et note f = g si et seulement si il existe γ ∈ X
M,1
tel que δ
′
0(γ) = f et δ
′
1(γ) = g. L’homotopie dans XM est une relation d’e´quivalence
, et on de´signera par (X
M
) l’ensemble de ses classes d’e´quivalences.
Finalement pour un espace topologique X son n-groupoide de Poincare´ associe´ est
le foncteur Π
n
(X) : ∆n−−−→Ens de´fini pour tout objet M de ∆n par :
Π
n
(X)(0n) = X , Πn(X)(M) = (XM ), Πn(X)(d
k
i ) = X
n(dki ) et Πn(X)(ε
k
i ) = X
n(εki )
On montre que les groupes d’homotopies supe´rieures π
i
(X, x) de X pour x dans X
et 1 ≤ i ≤ n sont alors isomorphes aux groupes π
i
(Π
n
(X), x) (The´ore`me (2.4.4)).
Il y a aussi un foncteur dans l’autre sens du pre´ce`dent qui a` un n-groupoide Φ
fait correspondre un espace topologique (sa re´alisation ge´ome´trique) | Φ | avec une
application naturelle :
F : Hom
(
| Φ |, X
)
−−−−−−→ Hom
(
Φ,Π
n
(X)
)
et comme conse´quence de F , pour tout n-groupoide Φ il existe un morphisme de Φ
vers Π
n
(| Φ |). Nous conjecturons que le foncteur | | est un inverse a` e´quivalence pre`s
du foncteur Π
n
( ) de la cate´gorie des espaces topologiques n-tronque´s vers la cate´gorie
des n-groupoides, et nous montrons quelques parties de cela.
J’aimerais exprimer ici ma profonde gratitude a` mon directeur de the`se Carlos
SIMPSON qui m’a initie´ a` la recherche et aupre`s duquel j’ai beaucoup appris. Ses
conseils avise´s, sa patience et sa compre´hention m’ont apporte´ une aide capitale pour
l’e´laboration de cette the`se.
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CHAPITRE 1 :
NOTION DE n-NERF
On se propose de donner une approche simpliciale a` la notion de n-cate´gorie non
stricte, par un foncteur contravariant Φ : ∆n−−−→Ens de la cate´gorie produit n-e`me
de la cate´gorie simpliciale ∆ vers celle des ensembles qui satisfait certains axiomes.
En suite on ve´rifie que cette approche est en accord avec les de´finitions usuelles bien
connues pour n = 1 et 2. Cette de´finition permet de surmonter la difficulte´ d’expliciter
les contraintes de cohe´rences des diverses compositions qui deviennent de plus en plus
nombreuses lorsque n augmente. On vera au cas n=2 que notre approche bien qu’elle
est simple d’aspect englobe toute la complexite´ d’une 2-cate´gorie non stricte. Comme
le mot n-cate´gorie veut dire stricte dans la litte´rature on appellera notre construction
de n-cate´gorie large un n-nerf.
(1.1).— Notations et de´finitions
Soit ∆ la cate´gorie dont les objets sont les ensembles finies de la forme :
[n] = {0, . . . , n}, ou` n est un entier naturel, et les fle`ches sont les applications
σ : [n]−−−→[m] telle que 0 ≤ σ(i) ≤ σ(j) ≤ m si 0 ≤ i < j ≤ n. Parmis les fle`ches
de ∆ on distingue la famille d’applications e´le´mentaires de´finies pour tout m entier
naturel et tout i ∈ {0, . . . , m} par :
[m− 1]
di−−−→ [m]
j < i −−−→ j
j ≥ i −−−→ j + 1
[m+ 1]
εi−−−→ [m]
j ≤ i −−−→ j
j > i −−−→ j − 1
Soit σ : [n]−−−→[m] une fle`che de ∆, alors σ s’ecrit de fac¸on unique sous la forme :
σ = di1 ...dis .εj1 ...εjt ; ou` i1...is dans l’ordre de´croissant sont les e´le´ments de [m] qui
ne sont pas atteints par σ, et j1...jt dans l’ordre croissant les e´le´ments de [n] tels que
σ(j) = σ(j + 1), avec n − t + s = m ([8] P. May). Un foncteur de ∆ vers Ens est
comple`tement de´termine´ par les images des di et εi.
On de´signe par ∆n la cate´gorie n-produit de ∆, ses objets sont les produits
cartesiens [m
1
] × .. × [m
n
], qu’on notera dans la suite par : M = (m
1
, . . . , m
n
).
Une fle`che µ : M−−−→M
′
est de la forme µ = (µ
1
, . . . , µ
n
), avec µi ∈Mor∆(mi, m
′
i).
Comme pour ∆ les fle`ches de ∆n sont engendre´es par les fle`ches e´le´mentaires dki et
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εki de´finies pour tout M = (m1 , . . . , mn) ∈ Ob(∆
n), 1 ≤ k ≤ n et 0 ≤ i ≤ m
k
par :
dki = I[m1] × ..× di × ..× I[mn]
εki = I[m1] × ..× εi × ..× I[mn]
De´finition (1.1.1) : Un n-pre´-nerf est un foncteur contravariant Φ de la cate´gorie
∆n vers celle des ensembles. Pour de´terminer un tel foncteur il suffit de connaˆıtre les
images des applications dki et ε
k
i . Une transformation naturelle entre deux n-pre´-nerf
sera appelle´e un morphisme.
Soient Φ un (n+p)-pre´-nerf et (M,N) un objet de ∆n ×∆p. On de´signe par Φ
M
le p-pe´r-nerf de´fini par : Φ
M
(N) = Φ(M,N).
Soit Φ un (n+1)-pre´-nerf. On de´signe par b
M
, s
M
les images respectives par Φ des
applications δ
M
0
et δ
M
1
de´finies par :
[0]×M
δ
M
i−−−−−−→ [1]×M
(0, .α
1
, .., α
n
) −−−−−−→ (i, .α
1
, .., α
n
)
ou` i = 0, 1
De´finition (1.1.2) : Soit Φ un (n+1)-pre´-nerf. On appelle 2-produit fibre´ de Φ1
par rapport a` Φ0 le n-pre´-nerf Φ1×Φ0Φ1, qui a` un objet M de ∆
n
fait correspondre
le produit fibre´ ensembliste des applications :
Φ
1,M
b
M
−−−−−−→ Φ
0,M
s
M
←−−−−−− Φ
1,M
Le foncteur Φ1×Φ0Φ1 est bien de´fini car si σ : M−−−→N est une fle`che de ∆
n
,
l’application Φ1(σ) × Φ1(σ) est a` valeur dans l’ensemble Φ1,M×Φ
0,M
Φ
1,M
. En effet,
soit (f, g) un e´le´ment de Φ
1,N
×
Φ
0,N
Φ
1,N
et posons (f
′
, g
′
) = (Φ1(σ)(f),Φ1(σ)(g)).
Comme la fonctorialite´ de Φ nous permet de transformer un diagramme commutative
en un autre, on a :
[0]×M
δ
M
i−−−→ [1]×M
I
[0]
×σ
y y I
[1]
×σ
[0]×N −−−→
δ
N
i
[1]×N
⇒
Φ
0,M
Φ(δ
M
i
)
−−−→ Φ
1,M
Φ0(σ)
x x Φ1(σ)
Φ
0,N
−−−→
Φ(δ
N
i
)
Φ
1,N
La commutativite´ du deuxie`me diagramme nous permet de dire que (f
′
, g
′
) est bien
un e´le´ment de Φ
1,M
×
Φ
0,M
Φ
1,M
:
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b
M
(f
′
) = Φ(δ
M
1 )[Φ1(σ)(f)]
= Φ1(σ)[Φ(δ
N
1 )(f)]
= Φ0(σ)(b
N
)(f)
= Φ0(σ)(s
N
)(g)
= Φ1(σ)[Φ(δ
N
0 )(g)]
= Φ(δ
M
0 )[Φ1(σ)(g)]
= s
M
(g
′
).
On peux de´finir de fac¸on similaire le m-produit fibre´ de Φ1 par rapport a` Φ0, c’est
le n-pre´-nerf Φ1×Φ0 . . .×Φ0Φ1 qui associe a` un objet M de ∆
n le produit fibre´ des
applications :
Φ
1,M
×
Φ
0,M
. . .×
Φ
,M
Φ
1,M
b
M
P
m−1
−−−−−−→ Φ
0,M
s
M
←−−−−−− Φ
1,M
ou` le premier terme est un produit de (m-1)-facteurs et, P
m−1
est la projection sur le
(m-1)-e`me facteur. Ce m-produit fibre´ est aussi e´gale au produit fibre´ des applications
suivantes :
Φ
1,M
b
M
−−−−−−→ Φ
0,M
s
M
P
1←−−−−−− Φ
1,M
×
Φ
0,M
. . .×
Φ
,M
Φ
1,M
On en de´duit alors que le 2-produit fibre´ est associative.
De´finition (1.1.3) : Un pre´-nerf Φ : ∆−−−→Ens est un 1-nerf si et seulement si
pour tout entier m ≥ 2, l’application :
Φm
δ[m]
−−−−−−→
∼
Φ1×Φ0Φ1, . . . ,×Φ0Φ1
x −−−−−−→ (δ
′
01(x), . . . , δ
′
m−1,m(x))
est une bijection, avec pour i, j ∈ {0, . . . , m}, δij : [1]−−−→[m] est l’application qui
envoie 0, 1 respectivement sur i, j, et δ
′
ij = Φ(δij).
Proposition (1.1.4) : Un 1-nerf est une cate´gorie au sens usuel et inversement.
Preuve : (1) Soit Φ un 1-nerf. Les fle`ches de ∆ suivantes :
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[0]
δ0 ,δ1−−−−−−→ [1]
δ
ij
−−−−−−→ [m] et [1]
δ00−−−−−−→ [0]
se transforment par Φ en donnant les applications :
Φ
0
δ
′
0
,δ
′
1←−−−−−− Φ
1
δ
′
ij
←−−−−−− Φ
m
et Φ
1
I
←−−−−−− Φ
0
Soit L
2
l’inverse δ
[2]
. Si on conside´re Φ
0
(respectivement Φ
1
) comme ensemble
d’objets (respectivement de fle`ches) de Φ, on de´finit le compose´ d’un e´le´ment (f, g)
de Φ
1
×Φ0Φ1 par gf := δ
′
02
(σ) ou` σ = L
2
(f, g).
(a) Montrons que cette composition est associative. Soit (f, g, h) un e´le´ment de
Φ
1
×Φ0Φ1×Φ0Φ1 et posons :
σ
1
= L
2
(f, g) τ
1
= L
2
(g, h) T = L
3
(f, g, h)
σ2 = L2(gf, h) τ2 = L2(f, hg)
Pour tout i,j,k tels que 0≤i<j<k≤3, on de´signe par T
ijk
= δ
′
ijk
(T ) la face de coˆte´s i,j,k
du 3-simplexe T . Soient les fle`ches de ∆ suivantes :
[1]
δ
01
,δ
12
,δ
02−−−−−−→ [2]
δ
ijk
−−−−−−→ [3]
δ
ij
,δ
jk
,δ
ik
←−−−−−− [1]
On a alors les relations :

δijkδ01 = δij
δijkδ12 = δjk
δijkδ02 = δik
en appliquant Φ on obtient


δ
′
01δ
′
ijk = δ
′
ij
δ
′
12δ
′
ijk = δ
′
jk
δ
′
02δ
′
ijk = δ
′
ik
On en de´duit les relations :
δ
[2]
(T
012
) = (f, g) = δ
[2]
(σ
1
) δ
[2]
(T
123
) = (g, h) = δ
[2]
(τ
1
)
ce qui montre que σ
1
= T
012
et τ
1
= T
123
. Et par suite on obtient :
δ
[2]
(σ2) = (gf, h) = δ[2](T023) δ[2](τ2) = (f, hg) = δ[2](T013)
σ
2
= T
023
τ
2
= T
013
(hg)f = δ
′
02
(T
013
) = δ
′
03
(T ) = δ
′
02
(T
023
) = h(gf)
(b) Pour tout e´le´ment x de Φ(0), montrons que I
x
= I(x) la fle`che identite´ de x
represente l’identite´ pour la composition des fle`ches de Φ. Soient f une fle`che de Φ ,
σ = L
2
(I
s(f)
, f) et posons τ = δ
′
001
(f). Donc on a δ
[2]
(σ) = δ
[2]
(τ), et par conse´quent :
fI
s(f)
= δ
′
02
(τ) = δ
′
02
δ
′
001
(f) = δ
′
01
(f) = f . On ve´rifie de meˆme que : I
b(f)
f = f .
D’autre part pour (f, g) dans Φ
1
×Φ0Φ1 et σ = L2(f, g) on a :
s(gf) = δ
′
0δ
′
02(σ) = δ
′
0(σ) = δ
′
0δ
′
01(σ) = δ
′
0(Is(f)) = s(f)
b(gf) = δ
′
1δ
′
02(σ) = δ
′
2(σ) = δ
′
1δ
′
12(σ) = δ
′
1(Ib(g)) = b(g)
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(2) Inversement soit C une cate´gorie. On de´finit le nerf de C comme le foncteur Φ qui
a` un objet m de ∆ fait correspondre l’ensemble Φ(m) de´fini par :
Φ(m) = {(xi, fij )0≤i<j≤m | xi = s(fij ), xj = b(fij ) et fjkfij = fik}
Et pour tout k ∈ {0, .., m}, les images de dk et εk par Φ sont donne´es par :
Φ(m)
Φ(dk)
−−−−−−→ Φ(m− 1)
(xi, fij ) −−−−−−→ (xi, fij)i,j 6=k
Φ(m)
Φ(εk)
−−−−−−→ Φ(m+ 1)
(xi, fij) −−−−−−→ (xi, fij , Ix
k
)
La de´composition de δ
k,k+1
en fonction des di s’e´crit : δk,k+1 = dm ...dk+1dk−1 ...d0 .
Donc son image par Φ est l’application δ
′
k,k+1
qui envoie l’e´le´ment (xi, fij ) vers la
fle`che f
k,k+1
. Ce qui montre que l’application :
Φ(m)
δ
[m]
−−−−−−→ Φ(1)×
Φ(0)
...×
Φ(0)
Φ(1)
(xi, fij ) −−−−−−→ (fi,i+1)
est bijective. Par conse´quent Φ est un 1-nerf.
Remarque et de´finitions : Un morphisme entre deux 1-nerfs est une trans-
formation naturelle qui correspond a` un vrai foncteur entre les cate´gories usuelle
correspondantes et inversement.
Soient Φ un n-pre´-nerf et i un entier tel que 0 ≤ i ≤ n. On appelle i-fle`che de Φ un
e´le´ment de l’ensemble C
i
:= Φ(I
i
, 0
n−i
) (ou` I
i
= (1, . . . , 1) i-fois) et objet une 0-fle`che.
lorsque i est tel que 1 ≤ i ≤ n, on obtient deux applications s, b : C
i
−−−→C
i−1
qui
sont respectivement les images par Φ des fle`ches δk0 et δ
k
1 de ∆
n
telles que :
δki = I[1] × ..× δi × ..× I[0] et
[0]
δi−−−−−−→ [1]
0 −−−−−−→ i
Les applications s , b sont appelle´es respectivement source et but des i-fle`ches de Φ.
On appelle (n-i)-pre´-nerf des i-fle`ches de Φ le (n-i)-pre´-nerf F
i
(Φ) := Φ
I
i
.
(1.2).— Troncation d’un n-pre´-nerf :
De´finition (1.2.1) : Soit Φ : ∆−−−→Ens une cate´gorie. On appelle 1-troncation
de Φ l’ensemble des classes d’isomorphismes d’objets de la cate´gorie associe´e. On le
note par TΦ = [Φ(0)]∼. Deux e´le´ments x et y de Φ(0) repre´sentent la meˆme classe
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si et seulement si, ils existent deux fle`ches f et g de Φ avec s(f) = b(g) = x et
b(f) = s(g) = y tels que : gf = I
x
et fg = I
y
.
De´finition (1.2.2) : Un n-pre´-nerf Φ : ∆n−−−→Ens est dite 1-troncable si et
seulement si pour tout N objet de ∆n−1, le pre´-nerf ΦN est une cate´gorie.
Proposition (1.2.3) : Un n-pre´-nerf 1-troncable Φ induit un foncteur contravari-
ant TΦ : ∆n−1−−−→Ens qui a` chaque objet N de ∆n−1 fait correspondre l’ensemble
T (ΦN ). Le (n-1)-pre´-nerf TΦ est appelle´ la 1-troncation de Φ.
Preuve : Soit σ : M−−−→N une fle`che de ∆n−1 et posons σ0 = σ × I[0]. Alors
il existe une unique application TΦ(σ) rendant commutatif le diagramme suivant :
Φ(N, 0)
Φ(σ0)
−−−−−−→ Φ(M, 0)
t
y y t
TΦ(N) −−−−−−→
TΦ(σ)
TΦ(M)
donc TΦ(σ)(t(x)) = t[Φ(σ0)(x)]
Soient σ : M−−−→N et τ : N−−−→S deux fle`ches de ∆n−1. Donc pour tout x dans
Φ(S, 0), on a :
(τσ)0 = τ0σ0 et Φ(τ0σ0) = Φ(σ0)Φ(τ0)
TΦ(τσ)
(
t(x)
)
= t
[
Φ
(
(τσ)0
)
(x)
]
= t
[
Φ(σ0)
(
Φ(τ0(x)
)]
= TΦ(σ)
[
t
(
Φ(τ0)(x)
)]
= TΦ
[
TΦ(σ)
(
t(x)
)]
=
[
TΦ(σ)TΦ(σ)
](
t(x)
)
D’ou` TΦ(τσ) = TΦ(σ)TΦ(τ). Par conse´quent TΦ est un (n-1)-pre´-nerf.
De´finition (1.2.4) : Soient Φ : ∆n−−−→Ens un n-pre´-nerf et k un entier tel que
1 ≤ k ≤ n. On dit que Φ est k-troncable si et seulement si Φ est (k-1)-troncable
et le (n-k+1)-pre´-nerf T k−1Φ : ∆n−k+1−−−→Ens est 1-troncable. On pose alors :
T kΦ := T (T k−1Φ).
Soit Φ : ∆n−−−→Ens un n-pre´-nerf k-troncable. Alors pour tout h tel que
1 ≤ h ≤ k < n et tout M objet de ∆n−h, on a une application naturelle :
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th(Φ)(M) : Φ(M, 0h) −−−−−−→ ThΦ(M)
qui est le compose´ h fois de l’application canonique : t(Φ)(M) : Φ(M, 0) −−−→ TΦ(M)
qui a` chaque e´le´ment de Φ(M, 0) fait correspondre sa classe dans TΦ(M). Pour tout h
tel que 1 ≤ h < k ≤ n on a : Th(TΦ) = T (ThΦ) qui se de´duit de fac¸on re´currente de
Th+1(Φ) := T (ThΦ). Dans la suite on notera th(Φ) par th s’il n’y a pas d’ambiguite´.
Pour tout n entier naturel non nul, on de´signe par n-PN la cate´gorie ou` les objets
sont les n-pre´-nerfs n-troncables et les fle`ches sont les morphismes. Si F : Φ−−−→Ψ est
une fle`che de n-PN, alors F induit une fle`che TF : TΦ−−−→TΨ de (n-1)-PN de´finie
de fac¸on a` ce que le diagramme suivant soit commutative :
Φ(M, 0)
F (M,0)
−−−−−−→ Ψ(M, 0)
t(Φ)(M)
y y t(Ψ)(M)
TΦ(M) −−−−−−→
TF (M)
TΨ(M)
En effet TF est de´finie par TF (M)(t(x)) = t(F (M, 0)(x)).
Proposition (1.2.5) : Pour tout h ∈ {1, . . . , n − 1} , Th est un foncteur covariant
de n-PN.
Preuve : Soient Φ
F
−−−→Ψ
G
−−−→Θ deux fle`ches de n-PN, et M dans Ob(∆n−1). On
obtient deux diagrammes commutatifs :
Φ(M, 0)
F (M,0)
−−−−−−→ Ψ(M, 0)
G(M,0)
−−−−−−→ Θ(M, 0)
t(Φ)
y t(Ψ)y t(Θ)y
TΦ(M) −−−−−−→
TF (M)
TΨ(M) −−−−−−→
TG(M)
TΘ(M)
ce qui entraine que le grand diagramme est aussi commutatif, donc
T (GF ) = (TG)(TF ). En plus la commutativite´ du diagramme :
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Φ(M, 0)
IΦ(M,0)
−−−−−−→ Φ(M, 0)
t
y ty
TΦ(M) −−−−−−→
T (IΦ)(M)
TΦ(M)
montre que T (IΦ) = ITΦ , et par conse´quent l’opperation de troncation est bien un
foncteur covariant. En effectuant cette oppe´ration h fois on montre la proposition.
Proposition (1.2.6) : Soit Φ un n-pre´-nerf k-troncable, avec 2 ≤ k ≤ n. Alors
pour tout h tel que 1 ≤ h < k, on a :
(a) Φ est h-troncable.
(b) ThΦ est un (n-h)-pre´-nerf (k-h)-troncable.
(c) T (ThΦ) = Th(TΦ).
Preuve : (a) et (b) Φ est k-troncable, donc par de´finition elle est (k-1)-troncable et
T k−1Φ est 1-troncable. De meˆme on a, Φ est (k-2)-troncable et T k−2Φ est 1-troncable.
On en de´duit que T k−2Φ est 2-troncable. Ainsi de suite, on arrive a` Φ 1-troncable et
TΦ est (k-1)-troncable.
(c) Soit h tel que 1 ≤ h < k alors :
T (ThΦ) = T [T (Th−1Φ)]
= T 2(Th−1)
. . . . . . . . . . . . . . . . . . . . . . . .
= Th(TΦ).
Lemme (1.2.7) : (a) Si Φ est un n-pre´-nerf 1-troncable, avec 1 < n , alors pour
tout entier m , Φm est un (n-1)-pre´-nerf 1-troncable et T (Φm) = (TΦ)m.
(b) Si Φ est un n-pre´-nerf k-troncable, avec 1 < k < n , alors pour tout entier m ,
Φm est un (n-1)-pre´-nerf k-troncable et T
k(Φm) = (T
kΦ)m.
Preuve : (a) Φ est 1-troncable, si et seulement si Φm,m2,...,mn−1 est 1-troncable,
d’ou` Φm est 1-troncable. Soient m un entier et M ∈ ∆n−2, alors
T (Φm)(M) = [Φm(M, 0)]
∼
= [Φ(m,M, 0)]∼
= TΦ(m,M)
= (TΦ)m(M).
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Donc T (Φm) = (TΦ)m.
(b) D’apre`s la proposition (1.2.2) Φ est un (n-1)-pre´-nerf (k-1)-troncable, et en lui
appliqant (a) on montre que T (Φm) est 1-troncable et (T
2Φ)m = T
2(Φm). On en
de´duit que Φm est 2-troncable. Ainsi de suite on montre (b).
Proposition (1.2.8) : Soit Φ un n-pre´-nerf k-troncable avec 2 ≤ k ≤ n. Soient s
un entier et M un objet de ∆s.
(a) Si 1 ≤ s ≤ n− k alors Φ
M
est un (n-s)-pre´-nerf k-troncable.
(b) Si n− k ≤ s < n alors Φ
M
est un (n-s)-pre´-nerf (n-s)-troncable.
(c) Soit h entier tel que, 1 ≤ h ≤ k. Si Φ
M
est h-troncable alors T
h
(Φ
M
) = (T
h
Φ)
M
.
Preuve : Pour n et k fixe´s, ve´rifiant 2 ≤ k ≤ n, faisons une re´currence sur s :
(a) Le cas s = 1 est justifie´ par le Lemme pre´ce´dent. Supposons que (a) est vraie
pour s ∈ {1, . . . , n− k− 1}. Soit M
′
= (m,m
2
, . . . , m
s+1
) un (s+1)-uplet d’entiers, et
posons M = (m,m2, . . . , ms), alors ΦM est k-troncable. En lui appliquant le Lemme
(1.2.7), on aura Φ
M
′ = (ΦM )ms+1 est un (n-s-1)-pre´-nerf k-troncable.
(b) Le cas s = n−k est justifie´ par (a). Un raisonement analogue au pre´ce´dent permet
de justifie´ l’autre partie de (b).
(c) Soient M = (m,m
2
, . . . , m
s
) ∈ ∆n−s et h un entier tel que, 1 ≤ h ≤ k. Si Φ
M
est
h-troncable alors :
T
h
(Φ
M
) = T
h−1
[T (Φ)
M
]
= T
h−1
(TΦ)
M
. . . . . . . . . . . . . . . . . . . . . . . .
= T (T
h−1
Φ)
M
= (T
h
Φ)
M
.
Remarque (1.2.9) : Conside`rons le diagramme d’applications suivant :
A
s1,b1−−−→ B
s2,b2
y y s3,b3
C −−−→
s4,b4
D
tels que


s3s1 = s4s2
s3b1 = s4b2
b3s1 = b4s2
b3b1 = b4b2
Pour tout entiers m,m
′
> 0 , on a une bijection :
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mfois∏
B×
D
...×
D
B
(A×
C
. . .×
C
A)
Γ
−−−−−−→
∼
m
′
fois∏
C×
D
...×
D
C
(A×
B
. . .×
B
A)
(
(xi1, . . . , x
i
m
′ )
)
1≤i≤m
−−−−−−→
(
(x1j , . . . , x
m
j )
)
1≤j≤m
′
Proposition (1.2.10) : Soit Φ un n-pre´-nerf 1-troncable, avec n > 1 . Alors pour
tout entier m ≥ 1 , le m-produit fibre´ Ψ = Φ1×Φ0 . . .×Φ0Φ1 est un (n-1)-pre´-nerf
1-troncable, et TΨ = (TΦ)1×(TΦ)0 . . .×(TΦ)0(TΦ)1.
Preuve : Ψ est 1-troncable si et seulement si pour tout (M,m
′
) objet de ∆n−2×∆,
l’application :
Ψ(M,m
′
)
δM
[m
′
]
−−−−−−→ Ψ(M, 1)×
Ψ(M,0)
. . .×
Ψ(M,0)
Ψ(M, 1)
est une bijective. Or, on sait que :
Ψ(M,m
′
) = Ψ(1,M,m
′
)×
Ψ(0,M,m
′
)
. . .×
Ψ(0,M,m
′
)
Ψ(1,M,m
′
) (mfois)
δ
(0,M)
[m
′
]
: Φ(1,M,m
′
)−−−→Φ(1,M, 1)×
Φ(1,M,0)
. . .×
Φ(1,M,0)
Φ(1,M, 1) (m
′
fois)
δ
(0,M)
[m
′
]
: Φ(0,M,m
′
)−−−→Φ(0, 1,M)×
Φ(0,M,0)
. . .×
Φ(0,M,0)
Φ(0,M, 1) (m
′
fois)
Si on pose : A = Φ(1,M, 1) , B = Φ(0,M, 1) , C = Φ(1,M, 0) et D = Φ(0,M, 0) on
aura, d’apre`s la remarque (1.2.9), un diagramme commutative :
Ψ(M,m
′
)
δM
[m
′
]
−−−−−−→ Ψ(M, 1)×
Ψ(M,0)
. . .×
Ψ(M,0)
Ψ(M, 1)
δ
(1,M)
[m
′
]
×...×δ
(1,M)
[m
′
]
y ∼ ‖
mfois∏
B×
D
...×
D
B
(A×
C
. . .×
C
A)
Γ
−−−−−−→
∼
m
′
fois∏
C×
D
...×
D
C
(A×
B
. . .×
B
A)
En effet, si σ = (σ1, . . . , σm) est un e´le´ment de Ψ(M,m
′
) alors :
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δ
(1,M)
[m
′
]
× . . .× δ
(1,M)
[m
′
]
(σ) =
(
(δ
01
(σi), . . . , δ
m
′
−1,m
′ (σi))
)
1≤i≤m
δM
[m
′
]
(σ) =
(
(δ
j,j+1
(σ1), . . . , δj,j+1(σm′ ))
)
0≤j≤m
′
−1
= Γ
[(
(δ
01
(σi), . . . , δ
m
′
−1,m
′ (σi))
)
1≤i≤m
]
= Γ
[
δ
(1,M)
[m
′
]
× . . .× δ
(1,M)
[m
′
]
(σ)
]
On en de´duit que δM
[m
′
]
est une bijection, d’ou` Ψ est 1-troncable. Soit Mun objet de
∆n−2 alors :
(TΨ)(M) = [Ψ(M, 0)]∼
= [Φ1(M, 0)×Φ0(M,0) . . .×Φ0(M,0)Φ1(M, 0)]
∼
= [Φ1(M, 0)]
∼×
[Φ0(M,0)]
∼ . . .×[Φ0(M,0)]∼ [Φ1(M, 0)]
∼
= (TΦ1)(M)×(TΦ0)(M) . . .×(TΦ0)(M)(TΦ1)(M)
= (TΦ)1(M)×(TΦ)0(M) . . .×(TΦ)0(M)(TΦ)1(M)
=
(
(TΦ)1×(TΦ)0 . . .×(TΦ)0(TΦ)1
)
(M)
D’ou` TΨ = (TΦ)1×(TΦ)0 . . .×(TΦ)0(TΦ)1.
(1.3).— n-Equivalence et n-nerf.
Equivalence inte´rieure : Soit Φ un n-pre´-nerf k-troncable, avec 1 ≤ k ≤ n et
conside´rons les applications :
C
n−k
s,b
−−−−−−→ C
n−k−1y tk
T kΦ(In−k)
Soient u et v deux (n-k)-fle`ches de Φ telles que s(u) = s(v) et b(u) = b(v). On dit que
u et v sont k-e´quivalents si et seulement si on a : tk(u) = tk(v) (c.a`.d repre´sentent
la meˆme classe dans T kΦ(In−k)). On ve´rifie facilement que la relation ”k-e´quivalent”
est une relation d’e´quivalence sur l’ensemble des (n-k)-fle`ches de Φ, et on appelle ce
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genre de relation l’e´quivalence inte´rieure dans Φ.
Cas limite : (k = 0, n > 0) Deux n-fle`ches de Φ qui ont meˆme source et meˆme but
sont 0-e´quivalents si et seulement si ils sont e´gales.
Equivalence exte´rieure : Soit F : Φ−−−→Ψ un morphisme entre deux n-pre´-nerfs
k-troncables. On dit que F est une k-e´quivalence exte´rieure si et seulement si pour
tout entier h dans {0, . . . , k} , toutes (n-h-1)-fle`ches u, v de Φ et toute (n-h)-fle`che
w de Ψ tels que : s(w) = F (In−h−1, 0h+1)(u) et b(w) = F (In−h−1, 0h+1)(v), il existe
une (n-h)-fle`che x de Φ ve´rifiant :
(a) s(x) = u , b(x) = v et F (In−h, 0h)(x) , w sont h-e´quivalents dans Ψ
(b) Si une (n-h)-fle`che y de Φ satisfait (a), alors x et y sont h-e´quivalents dans Φ.
On peut representer une k-e´quivalence exte´rieure par la famille des diagrammes du
genre ci-dessous, avec 0 ≤ h ≤ k.
∀u, v ∈ Φ(In−h−1, Oh+1)
F (In−h−1,Oh+1)
−−−−−−−−−−→ Ψ(In−h−1, Oh+1)
s,b
x x s,b
∃x ∈ Φ(In−h, Oh) −−−−−−−→
F (In−h,Oh)
∀w ∈ Ψ(In−h, Oh)
On dira que le diagramme ci-dessus posse´de la propriete´ de h-e´quivalence.
Cas limites :
(h=k=0) F est une 0-e´quivalence si pour tout u, v ∈ Φ(In−1, 0) et tout w ∈ Ψ(In)
tels que : F (In−1)(u) = s(w) et F (In−1)(v) = b(w) il existe x ∈ Φ(In) ve´rifiant :
(a) s(x) = u , b(x) = v et F (In)(x) = w.
(b) x est l’unique e´le´ment de Φ(In) ve´rifiant (a).
(h=k=n) Pour tout w ∈ Ψ(0n), il existe x ∈ Φ(0n) ve´rifiant :
(a) F (In)(x) , w sont n-e´quivalents.
(b) Si y ∈ Φ(0n) ve´rifie (a), alors y et x sont n-e´quivalents dans Φ.
Soit F : Φ−−−→Ψ un morphisme entre deux n-pre´-nerfs n-troncables. Pour tout i dans
{1, . . . , n} on de´signe par C
i
(Φ) la cate´gorie T
n−i
Φ
N
, ou` N = I
i−1
(C’est la cate´gorie
ou` les objets sont les (i-1)-fle`ches de Φ et les morphismes sont les classes de (n-i)-
e´quivalences des i-fle`ches de Φ). SoientM = I
n−i−1
, donc F induit une transformation
naturelle :
T iΦ
M
: C
n−i(Φ)−−−−−−→Cn−i(Ψ)
qui induit par la suite une application :
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Hom
C
n−i
(Φ)
(u, v)
Gu,v
n−i
−−−−−−→ Hom
C
n−i
(Ψ)
(u′, v
′
)
ti(x) −−−−−−→ T iF
M,1
(th(x)) = ti(F
M,1
(0i)(x))
pour tout u, v objets de C
n−i
(Φ), ou` u
′
= F
M
(0i+1)(u) et v
′
= F
M
(0i+1)(v).
Proposition (1.3.1) : F est une n-e´quivalence exte´rieure si et seulement si
pour tout i dans {1, . . . , n}, et tout u, v dans Φ(Ii−1, 0n−i+1) les applications Gu,vn−i
et TnF : TnΦ−−−→TnΨ sont bijectives.
Preuve : Il est claire qu’on a les e´quivalences suivantes :
(a) est vrai si et seulement si Gu,v
n−i
est surjective.
(b) est vrai si et seulement si Gu,v
n−i
est injective.
Lorsque h = n (a) et (b) est e´quivalent a` TnF est bijective. Ce qui montre la
proposition (1.3.1).
De´finition (1.3.2) : On appelle n-nerf ou n-cate´gorie large un n-pre´-nerf n-
troncable Φ ve´rifiant pour tout entier s tel que 1 ≤ s ≤ n − 1 et tout objet (M,m)
de ∆n−s−1 ×∆ les deux axiomes suivants :
(C1) Le foncteur Φ
M,0
: ∆s−−−→Ens est constant.
(C2) Le morphisme δ
[m]
M
: Φ
M,m
−−−→Φ
M,1
×
Φ
M,0
. . . .×
Φ
M,0
Φ
M,1
est une s-e´quivalence
exte´rieure.
Remarque (1.3.3) : D’apre`s la de´finition (1.3.2), pour tout entier s dans
{0, . . . , n − 1}, Φ
M
posse`de la structure d’un (n-s)-nerf. Donc pour tout i tel que
1 ≤ i ≤ n le (n-i)-pre´-nerf Fi(Φ) des i-fle`ches est un (n-i)-nerf.
(i-1)-fle`ches
Compositions des i-fle`ches par rapport aux (i-1)-fle`ches :
Soit Φ un n-nerf avec n ≥ 1 et, pour tout i ∈ {1, . . . , n} posons N = I
i−1 . On a
une (n-i)-e´quivalence exte´rieure :
Φ
N,2
δ
[2]
N−−−−−−→
∼
Φ
N,1
×
Φ
N,0
Φ
N,1
Or, l’ensemble C
i
des i-fle`ches et C
i−1
des (i-1)-fle`ches sont tels que :
C
i
= Φ
N,1
(0
n−i
) et C
i−1
= Φ
N
(0
n−i+1
). Alors δ
[2]
N
induit une application :
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Φ
N,2
(0
n−i
)
δ
[2]
N
(0
n−i
)
−−−−−−→ C
i
×
C
i−1
C
i
ve´rifiant :
(i) ∀(f, g) ∈ C
i
×
C
i−1
C
i
il existe λ ∈ Φ
N,2
(0
n−i
) tel que :
t
n−i(
δ
[2]
N
(λ)
)
=
(
t
n−i
(f), t
n−i
(g)
)
(ii) L’unicite´ de λ est a` (n-i)-e´quivalence pre`s c.a`.d si λ
′
satisfait (i) alors
t
n−i
(λ) = t
n−i
(λ
′
).
D’apre`s l’Axiome de choix il existe une application : L
i
: C
i
×
C
i−1
C
i
−−−→Φ
N,2
(0
n−i
)
qui rend commutatif le diagramme suivant :
C
i
×
C
i−1
C
i
L
i−−−−−−→ Φ
N,2
(0
n−i
)
t
n−i
y y δ[2]
N
T
n−i
Φ
N,1
×
T
n−i
Φ
N,0
T
n−i
Φ
N,1
←−−−−−−
t
n−i
C
i
×
C
i−1
C
i
L’application L
i
est au fait le choix d’un syste`me de repre´sentants des classes de
(n-i)-e´quivalences des e´le´ment de Φ
N,2
(0
n−i
). Finalement on obtient une composition
des i-fle`ches par rapport aux (i-1)-fle`ches :
C
i
×
C
i−1
C
i
δ
′
02
◦L
i
−−−−−−→ C
i
(f, g) −−−−−−→ g•
i
f := δ
′
02
(
L
i
(f, g)
)
Composition dans la cate´gorie C
i
(Φ) :
La composition des fle`ches de la cate´gorie C
i
(Φ) est donne´e par la bijection :
T
n−i
δ
[2]
N
: T
n−i
Φ
N,2
−−−−−−→ T
n−i
Φ
N,1
×
T
n−i
Φ
N,0
T
n−i
Φ
N,1
de la manie`re suivante, en posant F = T
n−i
δ
[2]
N
, C
′
i
= T
n−i
Φ
N,1
:
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C
′
i
×
C
i−1
C
′
i
T
n−i
δ
′
02
◦F
−1
−−−−−−−−→ C
′
i
(α, β) −−−−−−→ α•¯
i
β := T
n−i
δ
′
02
(
F
−1
(α, β)
)
Lemme (1.3.4) : La composition dans la cate´gorie C
i
(Φ) est compatible avec
celle des i-fle`ches par rapport aux (i-1)-fle`ches dans Φ c.a`.d que pour tout (f, g) dans
C
i
×
C
i−1
C
i
on a : g¯•¯
i
f¯ = g•
i
f .
Preuve : Conside´rons le diagramme :
C
i
×
C
i−1
C
i
L
i−−−−−−→ Φ
N,2
(0
n−i
)
δ
[2]
N−−−−−−→ C
i
×
C
i−1
C
i
t
n−i
y (1) tn−i y (2) tn−i y
C
′
i
×
C
i−1
C
′
i
←−−−−−−
F
−1
T
n−i
Φ
N,2
−−−−−−→
F
C
′
i
×
C
i−1
C
′
i
Il est claire que le diagramme (2) et le diagramme exte´rieur forme´ par (1) et (2) sont
commutatif. Or, l’application F est bijective ce qui entraine que le diagramme (1) est
aussi commutatif. On en de´duit que pour tout (f, g) dans C
i
×
C
i−1
C
i
, la relation :
t
n−i[
L
i
(f, g)
]
= F
−1
(f¯ , g¯)
ce qui entraine en appliquant T
n−i
δ
′
02
la relation :
T
n−i
δ
′
02
[
t
n−i
(L
i
(f, g))
]
= g¯•¯
i
f¯
D’autre par, d’apre`s (7-1) on a la relation ve´rifie´ par L
i
:
T
n−i
δ
′
02
[
t
n−i
(L
i
(f, g))
]
= t
n−i[
δ
′
02
(L
i
(f, g))
]
= g•
i
f
Proposition (1.3.5) : (a) Soit F : Φ−−−→Ψ une k-e´quivalence entre deux n-
nerfs k-troncables avec 1 ≤ k ≤ n, alors TF : TΦ−−−→TΨ est une (k-1)-e´quivalence
e´xterieure.
(b) L’ope´rateur troncation est un foncteur covariant de n-Cat vers (n-1)-Cat, ou` n-
Cat est la cate´gorie dont les objets sont les n-nerfs et les fle`ches sont morphismes.
Preuve :
(a) Soient h ∈ {0, . . . , k − 1} et N = I
k−h−1
, on veut montrer que le diagramme
suivant posse´de la propriete´ de h-e´quivalence :
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TΦ(N, 0
h+1
)
TF (N,0
h+1
)
−−−−−−−→ TΨ(N, 0
h+1
)
s,b
y (1) y s,b
TΦ(N, 1, 0
h
) −−−−−−→
TF (N,1,0
h
)
TΨ(N, 1, 0
h
)
Pour h > 1 on a : TΦ(N, 0
h
) = Φ(N, 1, 0
h+1
) et TΨ(N, 0
h
) = Ψ(N, 0
h+1
)
donc le diagramme (1) correspond a` celui forme´ par Φ, Ψ, F et qui ve´rifie de´ja` la
propriete´ de h-e´quivalence.
Pour h = 0 le diagramme (1) s’ecrit :
Φ(N, 0
2
)
TF (N,0)
−−−−−−→ Ψ(N, 0
2
)
s,b
y y s,b
TΦ(N, 1) −−−−−−→
TF (N,1)
TΨ(N, 1)
Soient w ∈ Ψ(N, 1, 0) et u, v ∈ Φ(N, 0
2
) tels que s(w) = F (N, 0
2
)(u) et b(w) =
F (N, 0
2
)(v). La commutativite´ du diagramme suivant :
Φ(N, 02)
TF (N)
−−−−−−→ Ψ(N, 02)
s,b
y (2) y s,b
Φ(N, 1, 0) −−−−−−→
F (N,1)
Ψ(N, 0)
montre qu’il existe un e´le´ment x de Φ(N, 1, 0) unique a` 1-e´quivalence inte´rieure
pre`s tel que s(x) = u , b(x) = v et F (N, 1)(x) 1-e´quivalent a` w. Comme t(w) =
t
[
F (N, 1)(x)
]
= TF (N, 1)(t(x)) et que la classe t(x) est unique, on de´duit que le
diagramme (2) posse´de la propriete´ de 0-e´quivalence. Par conse´quent TF est une
(k-1)-e´quivalence exte´rieure.
(b) On sait de´ja` d’apre`s la proposition (1.2.5) que T est un foncteur de n-PN vers
(n-1)-PN et en plus d’apre`s (a) ce foncteur respecte l’e´quivalence exte´rieure, donc il
suffit de montrer que si Φ est un n-nerf alors TΦ est un (n-1)-nerf.
Soit (M,m,N) un objet de ∆
n−s−1
×∆×∆s avec 1 ≤ s ≤ n− 1
(i) Le foncteur (TΦ)
M,0
= T (Φ
M,0
) est constant, en effet :
(TΦ)
M,0
(N) = t
[
Φ
M,0
(N, 0)
]
= Φ(M, 0
s+1
).
(ii) D’apre`s (a) (Tδ)
[m]
M
: (TΦ)
M,m
−−−→(TΦ)
M,1
×(TΦ)
M,0
. . . .×
(TΦ)
M,0
(TΦ)
M,1
est une
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(s-1)-e´quivalence exte´rieure, car δ
[m]
M
: Φ
M,m
−−−→Φ
M,1
×Φ
M,0
. . . .×Φ
M,0
Φ
M,1
est une s-
e´quivalence exte´rieure et T (Φ
M,m
) = (TΦ)
M,m
. On en de´duit que TΦ est un (n-1)-nerf
et par conse´quent T est bien un foncteur de n-Cat vers (n-1)-Cat.
Lemme (1.3.6) : Le compose´ de deux n-e´quivalences exte´rieures est une n-
e´quivalence exte´rieure.
Preuve : Soient Φ
F
−−−→Ψ
G
−−−→Θ deux n-e´quivalences exte´rieures, on sait que le
compose´ G.F est le morphisme de´finie pour tout objet M de ∆n par G.F (M) =
G(M).F (M). Soit h un e´le´ment de l’ensemble {0, . . . , n} et posons N = I
n−h−1
. Les
diagrammes (3) et (4) suivants :
Φ(N, 0
h+1
)
F (N,0
h+1
)
−−−−−−→ Ψ(N, 0
h+1
)
G(N,0
h+1
)
−−−−−−→ Θ(N, 0
h+1
)
s,b
y (3) s,by (4) s,by
Φ(N, 0
h
) −−−−−−→
F (N,1,0
h
)
Ψ(N, 0
h
) −−−−−−→
G(N,1,0
h
)
Θ(N, 0
h
)
posse´dent la propriete´ de h-e´quivalence, donc pour tout w ∈ Θ(N, 1, 0
h
) et tout
u, v ∈ Φ(N, 0
h+1
) tels que s(w) = G.F (N, 0
h+1
)(u) et b(w) = G.F (N, 0
h+1
)(v) on a :
(i) ∃x
′
∈ Ψ(N, 1, 0
h
) tel que s(x
′
) = F (N, 0
h+1
)(u), b(x
′
) = F (N, 0
h+1
)(v)
et th(w) = th
[
G(N, 1, 0
h
)(x
′
)
]
= (ThG)(N, 1, 0
h
)
[
th(x
′
)
]
(diagramme (4))
(ii)∃x ∈ Φ(N, 1, 0
h
) tel que s(x) = u, b(x) = v
et th(x
′
) = th
[
F (N, 1, 0
h
)(x)
]
= (ThF )(N, 1, 0
h
)
[
th(x)
]
(diagramme (3))
En appliquant ThG(N, 1) a` la deuxie`me formule on obtient :
ThG(N, 1)
[
th(x)
]
= ThG
[
ThF (N, 1)(th(x))
]
th(w) = Th(F.G)
[
th(x)
]
th(w) = Th
[
(G.F )(N, 1)(x)
]
l’unicite´ de x est a` h-e´quivalence pre`s d’ou` G.F est une h-e´quivalence.
Remarque (1.3.7) : Pour tout h ∈ {1, . . . , n−1}, en composant h fois le foncteur
T on obtient Th qui sera un foncteur covariant de n-Cat vers (n-h)-Cat.
Conjecture : Soit HO-n-Cat le localise´ ([5] P. Gabriel-M. Zisman) de la cate´gorie
n-Cat par rapport aux n-e´quivalences exte´rieures. On peut de´finir un (n+1)-nerf n-
CAT telle que HO-n-Cat = Tn(n-CAT).
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Rappel (1.3.8) : Une n-cate´gorie stricte C est la donne´e :
(1) D’un diagramme d’ensembles et d’applications :
Ci
si−−−→
←−−−
−−−→
bi
Ci+1 avec


si−1si = si−1bi
bi−1si = bi−1bi
siei = biei = ICi
ou` i ∈ {0, . . . , n− 1}.
(2) D’une famille d’applications : ⋆
ij
: C
j
×
Ci
C
j
−−−→ Cj , pour tout i, j tels que
0 ≤ i < j ≤ n.
Ve´rifiant les deux axiomes suivants :
i) Pour tout i, j tels que 0 ≤ i < j ≤ n, Cij = (Ci, Cj, ⋆ij ) est une cate´gorie.
ii) Pour tout i, j, k tels que 0 ≤ i < j < k ≤ n les compositions ⋆
ij
et ⋆
ik
ve´rifient la
relation de Godement.
Soit C une n-cate´gorie stricte. on appelle le nerf multiple de C d’ordre n le n-pre´-
nerf :
∆n
Φ
−−−−−−→ Ens
M −−−−−−→ N
M
(C)
ou` N
M
(C) est de´fini par :
N
M
(C) =
m1∏
C0
. . .
mn∏
Cn−1
Cn ou` M = (m1, . . . , mn).
Les images des applications d
k
i
et ε
k
i
, pour k dans {1, . . . , n} et i dans {0, . . . , m
k
}, de
la meˆme fac¸on que dans la Remarque (1.2.9) : pour de´finir d
k
i
on utilise la composition
⋆
nk
pour les n-fle`ches de la k-e`me composante, quant aux ε
k
i
on inse´re les identite´s.
Proposition (1.3.9) : Le nerf multiple d’une n-cate´gorie stricte est un n-nerf
strict (c.a`.d les δ
[m]
sont des isomorphismes).
Preuve : Si on de´signe par C∼
n−1
les classes d’isomorphismes des (n-1)-fle`ches,
alors :
TC = (C1, . . . , Cn−2 , C
∼
n−1
, ⋆
ij
) est une (n-1)-cate´gorie stricte.
Montrons que Φ est 1-troncable : Soit (m1, . . . , mn) ∈ Ob(∆
n) et posons :
M = (m1, . . . , mn−1), X =
m1∏
C0
. . .
mn−1∏
Cn−2
C
n−1
alors l’application :
24
m1∏
C0
. . .
mn∏
Cn−1
Cn
δ
mn
[M]
−−−−−−→
mn∏
X
[m1∏
C0
. . .
mn−1∏
Cn−2
Cn
]
(x
i1...in
)
i1...in
−−−−−−→
(
x
i1...in−1,1
, . . . , x
i1...in−1,mn
)
est une bijection, donc Φ est 1-troncable.
Or TΦ(m1, . . . , mn) =
m1∏
C0
. . .
mn−1∏
Cn−2
C∼
n−1
, donc T (Φ) n’est autre que le (n-1)-pre´-nerf
associe´e a` TC. On en de´duit alors que Φ est 2-troncable et par la suite n-troncable.
Soient maintenant s ∈ {1, . . . , n} et (M,m) un objet de ∆s × ∆, le morphisme
δ
[m]
M est un isomorphisme. En effet si N est un objet de ∆
n−s−2
alors l’application :
Φ
M,m
(N)
δm[M](N)
−−−−−−→
mn∏
ΦM,0
Φ
M,1
(N)
(x
i1...in
)
i1...in
−−−−−−→
(
(x
i1..is−1,1,is+1..in
), . . . , (x
i1..is−1,mn,is+1..in
)
)
est une une bijection, d’ou` δm[M ] est une (n-s-1)-e´quivalence exte´rieure et par
conse´quent Φ est un n-nerf strict.
(1.4).— 2-cate´gorie usuelle et 2-nerf.
Rappel ([2], [3], [4]) : Une 2-cate´gorie large C est la donne´e :
(a) D’un diagramme d’ensembles et d’applications :
C0
s1←−−−
−−−→
←−−−
b1
C1
s2←−−−
−−−→
←−−−
b2
C2 avec


s1s2 = b1s2
b1s2 = b1b2
s1e2 = b1e2 = IC0
(b) De trois applications :
-Composition des fle`ches :
C1×C0C1 −−−→ C1
(f, g) −−−→ gf
x
f
−−−→y
g
−−−→z ⇒ x
gf
−−−→z
-Composition verticale des 2-fle`ches :
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C2×C1C2 −−−→ C2
(ϕ, ϕ
′
) −−−→ ϕ
′
· ϕ
f
y ϕ−−−→y ϕ′−−−→y h ⇒ f y ϕ′ ·ϕ−−−→y h
-Composition horizontale des 2-fle`ches :
C2×C0C2 −−−→ C2
(α, β) −−−→ β ∗ α
f
−−−→
g
−−−→y α y β
−−−→
f
′
−−−→
g
′
⇒
gf
−−−→y β∗α
−−−→
g
′
f
′
(c) De trois isomorphismes de cohe´rences :
-D’associativite´ :
∀(f, g, h) ∈ C1×C0C1×C0C1 on a (hg)f
Φ(f,g,h)
−−−−−−→
∼
h(gf)
-D’identite´s : ∀(x, f, y) ∈ C0×C0C1×C0C0 on a
fIx
U(f)
−−−−−−→
∼
f et Iyf
V (f)
−−−−−−→
∼
f
Ve´rifiant la commutativite´ des diagrammes ferme´s de 2-fle`ches suivants, faisant
intervenir les donne´es pre´ce´dentes.
(1) (Axiome du Pentagone) pour x
f
−−−→y
g
−−−→z
h
−−−→t
k
−−−→s on a
[(kh)g]f
Φ(k,h,g)∗If
−−−−−−→ [k(hg)]f
Φ(k,hg,f)
−−−−−−→ k[(hg)f ]
‖
y Ik∗Φ(h,g,f)
[(kh)g]f −−−−−−→
Φ(kh,g,f)
(kh)(gf) −−−−−−→
Φ(k,h,gf)
k[h(gf)]
(2) (Associativite de la composition verticale des 2-fle`ches)
Pour
y α−−−→y β−−−→y γ−−−→y on a (γ · β) · α = γ · (β · α)
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(3) Pour
−−−→ −−−→y α y α′
−−−→ −−−→y β y β′
−−−→ −−−→
on a (β
′
· α
′
) ∗ (β · α) = (β
′
∗ β) · (α
′
∗ α)
(4) Pour
f
−−−→
Iy
−−−→y α y I2
y
−−−→
g
−−−→
Iy
on a V (g) · (I
2
y
∗ α) = α · V (f)
(5) Pour
Ix−−−→
f
−−−→y I2
y
y α
−−−→
Ix
−−−→
g
on a U(g) · (α ∗ I
2
y
) = α · U(f)
(6)


V (Ix) = U(Ix)
Ig ⋆ If = Igf pour
f
−−−→
g
−−−→
Et la commutativite´ des diagrammes suivants :
(7)
(hg)f
Φ(h,g,f)
−−−−−−→ h(gf)
(γ∗β)∗α
y y γ∗(β∗α)
(h
′
g
′
)f
′
−−−−−−→
Φ(h
′
,g
′
,f
′
)
h
′
(g
′
f
′
)
avec
f
−−−→
g
−−−→
h
−−−→y α y β y γ
−−−→
f
′
−−−→
g
′
−−−→
h
′
(8)
(gIy)f
Φ(g,Iy,f)
−−−−−→ g(Iyf)
‖
y Ig∗V (f)
(gIy)f −−−−→
U(g)∗If
gf
avec x
f
−−−→y
Iy
−−−→y
g
−−−→z
(9)
(gf)Ix
Φ(g,f,Ix)
−−−−−→ g(fIx)
‖
y Ig∗U(f)
(gf)Ix −−−→
U(gf)
gf
avec x
Ix−−−→x
f
−−−→y
g
−−−→z
(10)
(Izg)f
Φ(Iz,g,f)
−−−−−→ Iy(gf)
‖
y V (gf)
(Izg)f −−−−→
V (g)∗If
gf
avec x
f
−−−→y
g
−−−→z
Iz−−−→z
Soit C une 2-cate´gorie large. On appelle nerf double de C le 2-pre´-nerf Φ de´fini
pour tout objet (m,n) de ∆
2
par :
Φ(m,n) est l’ensemble des familles de quadruplets (x
i
, f
α
ij
, λ
αβ
ij
, ε
α
ijk
) e´le´ments du
produit
C0 × C1 × C2 × C2 , avec 0 ≤ i < j < k ≤ m , 0 ≤ α < β < γ ≤ n et
x
i
f
α
ij
−−−−−−→x
j
f
α
ij
λ
αβ
ij
−−−−−−→f
β
ij
f
α
jk
f
α
ij
ε
α
ijk
−−−−−−→
∼
f
α
ik
tels qu’on a les relations de cohe`rences suivantes :
λ
αβ
ik
· ε
α
ijk
= ε
β
ijk
· (λ
αβ
ik
⋆ λ
αβ
ij
) (i)
λ
βγ
ij
· λ
αβ
ij
= λ
αγ
ij
(ii)
L’image par Φ de la fle`che e´le´mentaire d
1
a
( respectivement d
2
a
) est l’application
qui a` la famille {(x
i
, f
α
ij
, λ
αβ
ij
, ε
α
ijk
)} fait correspondre la famille {(x
i
, f
α
ij
, λ
αβ
ij
, ε
α
ijk
)}
tels que i, j, k ∈ {0, . . . , m} \ {a} ( respectivement α, β ∈ {0, . . . , n} \ {a} ). Et pour
les ε
k
a
l’action de Φ(ε
k
a
) sur un quadruplet est l’insertion de l’identite´ entre la position
d’ordre a et a+1.
The´ore`me (1.4.1) : Le nerf double d’une 2-cate´gorie large est un 2-nerf.
Preuve : (a) Soit Φ le nerf double d’une 2-cate´gorie large C, alors il est claire
qu’on a : Φ(0, n) = Φ(0, 0) = C
0
.
(b) Montrons d’abord que Φ est 2-troncable. Pour cela on va ve´rifier que Φ et TΦ
sont 1-troncables. Soit (m,n) un couple d’entiers positifs non nuls, et posant :
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δ
[n]
m
= Φ(δ
01
m
)× . . .× Φ(δ
n−1,n
m
)
δ
n
[m]
= Φ(δ
n
01
)× . . .× Φ(δ
n
m−1,m
)
avec
[m]× [1]
δ
α,β
m−−−→ [m]× [n]
(x, o) −−−→ (x, α)
(x, 1) −−−→ (x, β)
[1]× [n]
δ
n
ij
−−−→ [m]× [n]
(0, x) −−−→ (i, x)
(1, x) −−−→ (j, x)
L’application suivante :
Φ
m,n
δ
[n]
m−−−→ Φ
m,1
×
Φ
m,0
. . .×
Φ
m,0
Φ
m,1
(x
i
, f
α
ij
, λ
αβ
ij
, ε
α
ijk
) −−−→
(
(x
i
, f
α
ij
, λ
01
ij
, ε
α
ijk
)
α=0,1
, . . . , (x
i
, f
α
ij
, λ
n−1,n
ij
, ε
α
ijk
)
α=n−1,n
)
est bien une bijection car si on pose λ
αβ
ij
= λ
β−1,β
ij
. . . λ
α,α+1
ij
on construit de fac¸on
unique l’ante´ce´dent par δ
[n]
m
d’un e´le´ment de l’ensemble Φ
m,1
×
Φ
m,0
. . .×
Φ
m,0
Φ
m,1
.
Ce qui entraine que Φ est 1-troncable.
Posons Ψ = TΦ , alors Ψ est 1-troncable si et seulement si c’est une cate´gorie.
D’abord on sait que :
Ψ
1
×
Ψ
0
, . . . ,×
Ψ
0
Ψ
1
= (TΦ)
1
×(TΦ)
0
. . .×(TΦ)
0
(TΦ)
1
= [Φ
0,1
]∼×
[Φ
0,0
]∼
. . .×
[Φ
0,0
]∼
[Φ
1,0
]∼
= [Φ
1,0
×
Φ
0,0
. . .×
Φ
0,0
Φ
1,0
]∼
alors l’application suivante :
Ψ
m
δ
[m]
−−−−−−→ Ψ
1
×
Ψ
0
, . . . ,×
Ψ
0
Ψ
1
t(f
ij
, ε
ijk
) −−−−−−→ t
(
f
01
, . . . , f
m−1,m
)
est de meˆme une bijection en effet : soit Y = t[(x
i
, f
i,i+1)0≤i≤m ] un e´le´ment de
Ψ
1
×
Ψ
0
, . . . ,×
Ψ
0
Ψ
1
, et posons :
f
ij
=
(
(f
j−1,j
f
j−2,j−1
) . . .
)
f
i,i+1
pour tout 0 ≤ i < j ≤ m
on peut alors construire graˆce aux isomorphismes d’associativives des isomorphismes
de cohe`rences ε
ijk
: f
jk
f
ij
−−−→f
ik
pour tout i, j, k tels que 0 ≤ i < j < k ≤ m.
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Alors t(x
i
, f
i,j
, ε
ijk
) est un l’ante´ce´dent de Y par δ
[m]
, d’ou` la surjection. Soient
t(x
i
, f
i,j
, ε
ijk
) et t(x
i
, g
i,j
, µ
ijk
) deux e´le´ment de Ψ
m
qui ont meˆme image par δ
[m]
,
donc il existe une famille d’isomorphismes λ
i,i+1
: f
i,i+1
−−−→g
i,i+1
pour 0 ≤ i ≤ m−1.
Graˆce aux compositions horizontale et verticale des 2-fle`ches on peut construire une
famille d’isomorphismes λ
i,j
: f
i,j
−−−→g
i,j
de fac¸on recurrente par :
λ
i,i+2 = µi,i+1,i+2 · (λi+1,i+2 ⋆ λi,i+1) · (εi,i+1,i+2)
−1
λ
i,i+3
= µ
i,i+2,i+3
· (λ
i+2,i+3
⋆ λ
i,i+2
) · (ε
i,i+2,i+3
)
−1
. . . . . .
λ
i,j
= µ
i,j−1,j · (λj−1,j ⋆ λi,j−1) · (εi,j−1,j )
−1
et qui ve´rifie la relation (i) par construction. Ce qui montre que (x
i
, f
i,j
, ε
ijk
) et
(x
i
, g
i,j
, µ
ijk
) repre´sentent la meˆme classe, et par conse´quent δ
[m]
est injective.
(c) Ve´rifions maintenent que δ
[m]
: Φ
m
−−−→Φ
1
×Φ
0
. . .×Φ
0
Φ
1
est une 1-e´quivalence
exte´rieure. Il y a deux cas a` ve´rifier :
(h=0) : On montre que le diagramme suivant posse´de la propriete´ de 0-
e´quivalence :
Φ
m,0
δ
0
[m]
−−−−−−→ Φ
1,0
×
C0
. . .×
C0
Φ
1,0
s,b
x x s,b
Φ
m,1
δ
1
[m]
−−−−−−→ Φ1,1×C0 . . .×C0Φ1,1
Soient
{
u, v ∈ Φ
m,0
w ∈ Φ
1,1
×
C0
. . .×
C0
Φ
1,1
tels que
{
δ
0
[m]
(u) = s(w)
δ
0
[m]
(v) = b(w)
Donc u ,v et w sont de la forme :
w =
(
x
i
, f
0
i,i+1
, f
1
i,i+1
, λ
i,i+1
)
0≤i≤m−1
et


u = (x
i
, f
0
i,j
, ε
0
ijk
)
0≤i<j<k≤m
v = (x
i
, f
1
i,j
, ε
1
ijk
)
0≤i<j<k≤m
Une construction analogue a` celle de (a) permet de construire des 2-fle`ches λ
ij
:
f
0
ij
−−−→f
1
ij
qui ve´rifient la relation (i), alors X = (x
i
, f
α
ij
, λ
ij
, ε
α
ijk
)
α=0,1
est l’unique
e´le´ment de Φ
m,1 tel que δ
1
[m]
(X) = w , s(X) = u et b(X) = v.
(h=1) : Il s’agit dans ce cas de montrer que l’appliction suivante :
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Φ
m,0
δ
0
[m]
−−−−−−→ Φ
1,0
×
C0
. . .×
C0
Φ
1,0
(x
i
, f
ij
, ε
ijk
) −−−−−−→
(
f
01
, . . . , f
m−1,m
)
posse´de la propriete´ de 1-e´quivalence, qui est une conse´quence du fait que TΦ est une
cate´gorie. On conclu alors que δ
[m]
est une 1-e´quivalence exte´rieure et par suite Φ est
un 2-nerf.
The´ore`me (1.4.2) : A chaque 2-nerf correspond une 2-cate´gorie large .
Preuve : Soit Φ un 2-nerf, on va lui associer une une 2-cate´gorie large C tel que
C
0
= Φ
0,0
, C
1
= Φ
1,0
et C
2
= Φ
1,1
. Les applications source, but et identite´ sont
obtenues en prenant l’image par Φ du diagramme de ∆
2
suivant :
[0]× [0]
δ0×I−−−−−−→
←−−−−−−
−−−−−−→
δ1×I
[1]× [0]
I×δ0−−−−−−→
←−−−−−−
−−−−−−→
I×δ1
[1]× [1]
qui donne le diagramme :
C0
s1←−−−−−−
−−−−−−→
←−−−−−−
b1
C1
s2←−−−−−−
−−−−−−→
←−−−−−−
b2
C2 tels que


s1s2 = b1s2
b1s2 = b1b2
siei = biei = ICi
Lemme (1.4.3) : (i) Pour toute fle`che θ : [m]−−−→[n] de ∆ on a un foncteur Θ
de Φ
n
vers Φ
m
de´fini par :
σ ∈ Φ
n,0
−−−−−−→ θ
0
(σ) ∈ Φ
m,0
ε : σ−−−→τ ∈ Φ
n,1
−−−−−−→ θ
1
(ε) : θ
0
(σ)−−−→θ
0
(τ) ∈ Φ
m,1
avec θ
0
(σ) := Φ(θ × I
[0]
)(σ) et θ
1
(ε) := Φ(θ × I
[1]
)(ε)
(ii) Si ε : σ−−−→τ est un isomorphisme alors pour tout θ dans fl∆ , θ
1
(ε) est un
isomorphisme.
(iii) Soit ε dans Φ
m,1
, si δ
1
[m]
(ε) est un isomorphisme alors ε est un isomorphisme.
Preuve : (i) la commutativite´ du diagramme suivant, obtenu comme image par
Φ d’un diagramme commutatif dans ∆
2
,
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Φ
n,0
e
0
n−−−−−−→ Φ
n,1
s,b
−−−−−−→ Φ
n,0
θ
0
y (a) y θ1 (b) x θ0
Φ
m,0
−−−−−−→
e
0
m
Φ
m,1
−−−−−−→
s,b
Φ
1,0
ou`
{
e
0
n
= Φ(I
[n]
× e
0
)
e
0
m
= Φ(I
[m]
× e
0
)
(a) montre que θ
1
(I
σ
) = I
θ
0
(σ)
et (b) montre que θ
1
(ε) : θ
0
(σ)−−−→θ
0
(τ).
La fonctorialite´ de Θ est due a` la commutativite´ du diagramme suivant :
Φ
n,2
δ
[2]
n−−−−−−→
∼
Φ
n,1
×
Φ
n,0
Φ
n,1
θ
1
×θ
1
−−−−−−→ Φ
m,1
×
Φ
m,0
Φ
m,1
δ
02
n
y (⋆) ≀x δ[2]
m
Φ
n,1
−−−−−−→
θ
1
Φ
m,1
−−−−−−→
δ
02
m
Φ
m,2
L’application Φ(θ × δ
02
) : Φ
n,2
−−−→Φ
m,2
coupe le diagramme pre´ce´dent en deux
diagrammes dont la commutativite´ est conse´quence de l’image par Φ du diagramme
commutatif de ∆
2
suivant :
[n]× [2]
θ×I
[2]
←−−−−−− [m]× [2]
I
[n]
×δ
02
x x I
[m]
×δ
02
[n]× [1] ←−−−−−−
θ×I
[1]
[m]× [1]
D’autre part on sait que δ
[2]
n
et δ
[2]
m
sont des bijections, ce qui entraine la commutativite´
du diagramme (⋆). Par conse´quent pour tout (ε, ε
′
) dans Φ
m,1
×
Φ
m,0
Φ
m,1
on a
θ
1
(ε
′
· ε) = θ
1
(ε
′
) · θ
1
(ε).
(ii) est une conse´quence immediate de (i).
(iii) Soit λ : δ
0
[m]
(τ)−−−→δ
0
[m]
(σ) l’inverse de δ
1
[m]
(ε). Comme Φ est une 2-cate´gorie il
existe un unique ε
′
: τ−−−→σ tel que δ
1
[m]
(ε
′
) = λ. On ve´rifie facilement d’apre`s (i)
que ε
′
est l’inverse de ε.
(a) Composition verticale des 2-fle`ches : D’apre`s la proposition (1.1.4),
pour tout entier naturel non nul m, Φm est un 1-nerf qui correspond a` la cate´gorie
(Φ
m,0
,Φ
m,1
, µm) ou` µm est l’unique application qui rend commutatif le diagramme
suivant :
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Φ
m,2
δ[2]m−−−−−−→
∼
Φ
m,1
×
Φ
m,0
Φ
m,1
δ
′
02
y y µm
Φ
m,1
−−−−−−→
IΦ
m,1
Φ
m,1
µ
m
(δ
[2]
m ) = δ
′
02
On de´signe par L
[2]
m
l’inverse de δ
[2]
m , et pour tout (α, β) dans Φm,1×Φ
m,0
Φ
m,1
on pose
β · α = δ
′
02L
[2]
m
(α, β). Donc pour m = 1 on retrouve la composition verticale des 2-
fle`ches de Φ, qui est associative car Φ
m
est une cate´gorie ce qui entraine l’Axiome (2)
de la de´finition d’une 2-cate´gorie large.
(b) Composition des fle`ches : L’e´quivalence exte´rieure δ
[m]
permet de choisir a`
l’aide de l’Axiom de choix une application L
m
: C1×C0 . . .×C0C1−−−→Φm,0 avec pour
tout e´le´ment X de C1×C0 . . .×C0C1 un isomorphisme :
a
m
(X) : δ0[m](Lm(X))−−−→X
Lorsque m = 2 on obtient la composition des fle`ches par gf := δ
0
02
(L
2
(f, g)).
(c) Composition horizontale des 2-fle`ches : Conside´rons le diagramme :
Φ2(0)
δ0[2]
−−−−−−→ C1×C0C1
s,b
x x s,b
Φ2(1) −−−−−−→
δ1[2]
C2×C0C2
Pour tout couple (α, β) dans C2×C0C2, on pose s(α, β) = (f, g) , b(α, β) = (f
′
, g
′
)
, σ = L
2
(f, g) et σ
′
= L
2
(f
′
, g
′
). Soit λ la compose´e dans la cate´gorie Φ1×Φ0Φ1 des
trois fle`ches suivantes :
δ0[2](σ)
a
2
(f,g)
−−−−−−→
∼
(f, g)
(α,β)
−−−−−−→ (f
′
, g
′
)
a
2
(f
′
,g
′
)
−−−−−−→
∼
δ0[2](σ
′
)
Alors il existe un unique ε
α,β
: σ−−−→σ
′
dans Φ
2,1
tel que δ1[2](εα,β ) = λ. D’apre`s le
Lemme (1.4.4) on a le morphisme δ
1
02
(ε
α,β
) : δ
0
02
(σ)−−−→δ
0
02
(σ
′
), donc on de´finit alors
la composition horizontale par β ⋆ α := δ
1
02
(ε
α,β
) : gf−−−→g
′
f
′
(d) Les isomorphismes de cohe´rences d’identite´ : Soient les fle`ches de ∆2
suivantes :
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[1]
δ
ij
−−−−−−→ [2]
δ
011
,δ
001−−−−−−→ [1]
ou` δ
011
(0, 1, 2) = (0, 1, 1) et δ
001
(0, 1, 2) = (0, 0, 1), alors en appliquant Φ on obtient
les relations :

δ
0
01
δ
0
011
= δ
0
01
= IΦ
1,0
δ
0
12
δ
0
011
= δ
0
11
= I
b
δ
0
02
δ
0
011
= δ
0
01
= I
Φ
1,0
et


δ
0
01
δ
0
001
= δ
0
01
= IΦ
1,0
δ
0
12
δ
0
001
= δ
0
00
= I
s
δ
0
02
δ
0
001
= δ
0
01
= I
Φ
1,0
Soient f un e´le´ment de Φ
1,0
, τ = L
2
(f, I
b(f)
) et σ = δ
0
011
(f). Donc d’apre`s les
relations pre´ce´dentes on a δ
0
[2]
(σ) = (f, I
b(f)
) et δ
0
02
(σ) = f , par conse´quent il existe
un unique isomorphisme ε
f
: τ−−−→σ tel que δ
1
[2]
(ε
f
) = a
2
(f, I
b(f)
). On en de´duit alors
un isomorphisme V (f) := δ
1
02
(ε
f
) : I
b(f)
f−−−→f . Si on coside´re la fle`che δ
0
001
(f) on
obtient avec la meˆme construction un isomorphisme U(f) := δ
1
02
(ε
f
) : fI
s(f)
−−−→f .
Lorsque f = I
x
on trouve V (I
x
) = U(I
x
), car δ
0
011
(I
x
) = δ
0
001
(I
x
).
(e) L’isomorphisme de cohe´rence d’associativite´ : Soit (f, g, h) dans
C
1
×
C
0
C
1
×
C
0
C
1
, et posons σ
1
= L
2
(f, g) , τ
1
= L
2
(g, h) , σ
2
= L
2
(gf, h) , τ
2
=
L
2
(f, hg) et T = L
3
(f, g, h). On veut construire de fac¸on naturelle un isomorphisme
A(f, g, h) de (hg)f = δ
0
02
(τ
2
) vers h(gf) = δ
0
02
(σ
2
). Pour cela on va montrer que σ
2
et
τ
2
sont isomorphes a` deux faces du 3-simplexe T ayant δ
0
03
(T ) comme coˆte´ commun,
ce qui permet en se restreignons a` ce coˆte´ de realiser notre isomorphisme. Rappelons
que δ
n
ijk
= Φ(δ
ijk
× I
[n]
) et posons T
ijk
= δ
0
ijk
(T ) pour tout i,j,k tels que 0≤i≤j≤k≤3.
On ve´rifie facilement qu’on a δ
0
[2]
(T
ijk
) = (δ
ij
(T ), δ
jk
(T )) et les isomorphismes :
δ
0
[2]
(τ
1
)
a
2
(g,h)
−−−−−−→
∼
(g, h)
(a
2
3
,a
3
3
)
←−−−−−−
∼
δ
0
[2]
(T
123
)
δ
0
[2]
(σ
1
)
∼
−−−−−−→
a
2
(f,g)
(f, g)
∼
←−−−−−−
(a
1
3
,a
2
3
)
δ
0
[2]
(T
012
)
Ce qui entraine l’existence unique de deux isomorphismes :
{
η
1
: T
123
−−−→τ
1
µ
1
: T
012
−−−→σ
1
tels que

 δ
1
[2]
(η
1
) =
[
a
2
(g, h)
]−1
· (a
2
3
, a
3
3
)
δ
1
[2]
(µ
1
) =
[
a
2
(f, g)
]−1
· (a
1
3
, a
2
3
)
Conside´rons maintenant les isomorphismes
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δ
0
[2]
(τ
2
)
a2 (f,hg)−−−−−−→
∼
(f, hg)
(a
1
3
,δ
1
02
(η1 ))
←−−−−−−−
∼
δ
0
[2]
(T
013
)
δ
0
[2]
(T
023
)
∼
−−−−−−−→
(δ
1
02
(µ
1
),a
3
3
)
(gf, h)
∼
←−−−−−−
a
2
(gf,h)
δ
0
[2]
(σ
2
)
De meˆme ils existent deux isomorphisme uniques :
{
η
2
: τ
2
−−−→T
013
µ
2
: T
023
−−−→σ
2
tels que

 δ
1
[2]
(η
2
) =
[
(a
1
3
, δ
1
02
(η
1
)
]−1
· a
2
(f, hg)
δ
1
[2]
(µ
2
) =
[
a
2
(gf, h)
]−1
· (δ
1
02
(µ
1
), a
3
3
)
Finalement on retrouve A(f, g, h) en composant les isomorphismes :
δ
0
02
(τ
2
) = (hg)f
δ
1
02
(η
2
)
−−−−−−→
∼
δ
0
02
(T
013
) = δ
0
02
(T
023
)
δ
1
02
(µ
2
)
−−−−−−→
∼
h(gf) = δ
0
02
(σ
2
)
Ve´rifions maintenant que les compositions ainsi que les isomorphismes de cohe´rences
qu’on vient de construire satisfont les dix axiomes d’une 2-cate´gorie large.
Axiome (1) (Axiome du Pentagone) Soient f, g, k, h quatre fle`ches de Φ telles
que b(f) = s(g) , b(g) = s(h) et b(h) = s(k). D’abord on a besoin de fixer un certain
nombre de donne´es, et pour cela on va utiliser les notations suivantes :
R = L
4
(f, g, h, k) R
′
= L
3
(f, g, h) R” = L
3
(g, h, k)
T = L
3
(f, g, kh) τ
1
= L
2
(g, kh) σ
1
= L
2
(f, g)
ρ = L
2
(g, h) τ
2
= L
2
(f, (kh)g) σ
2
= L
2
(gf, kh)
T
′
= L
3
(f, hg, k) τ
′
1
= L
2
(hg, k) σ
′
1
= L
2
(f, hg)
τ
′
2
= L
2
(f, k(hg)) σ
′
2
= L
2
((hg)f, k)
T ” = L
3
(gf, h, k) τ”
1
= L
2
(h, k) σ”
1
= L
2
(gf, h)
σ”
2
= L
2
(h(gf), k)
Maintenant on va conside´rer des diagrammes commutatifs dans la cate´gorie
Φ
1
×
Φ
0
Φ
1
et puis on s’inte´ressera aux diagrammes commutatifs dans la cate´gorie Φ
2
qui repre´sentent ces premiers (un diagramme dans Φ
1
×
Φ
0
Φ
1
est l’image par δ
[2]
de
son repre´e´sentant dans Φ
2
).
Soient les diagrammes dans Φ
1
×
Φ
0
Φ
1
et leur repre´sentant dans Φ
2
( les nouvelles
fle´ches qui apparaissent sur les diagrammes sont de´finies de fac¸on unique tels que ces
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diagrammes soient commutatifs ) :
δ
0
[2]
(σ1)
a
2
(f,g)
−−−−−−→ (f, g)
(a
1
4
,a
2
4
)
←−−−−−− δ
0
[2]
(R012)
δ
1
[2]
(µ
1
)
y Idy x δ1
[2]
(λ
012
)
δ
0
[2]
(R
′
012
) −−−−−−→
a
12
3
(f,g,h)
(f, g) ←−−−−−−
a
12
3
(f,g,kh)
δ
0
[2]
(T
012
)
σ
1
η
1−−−−−−→ R
012
µ
1
y (a) x λ012
R
′
012
−−−−−−→
η
′
1
T
012
δ
0
[2]
(τ”
1
)
a
2
(h,k)
−−−−−−→ (h, k)
(a
3
4
,a
4
4
)
←−−−−−− δ
0
[2]
(R234)
δ
1
[2]
(µ
2
)
y Idy x δ1
[2]
(λ”
123
)
δ
0
[2]
(R”
123
) −−−−−−→
a
23
3
(g,h,k)
(h, k) ←−−−−−−
a
23
3
(gf,h,k)
δ
0
[2]
(T ”
123
)
τ”
1
η
2−−−−−−→ R
234
µ
2
y (b) x λ”
123
R”
123
−−−−−−→
η
′
2
T ”
123
Les diagrammes suivants vont tenir compte des pre´ce´dents :
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δ
0
[2]
(ρ)
a2 (g,h)−−−−−−→ (g, h)
(a
2
4
,a
3
4
)
←−−−−−− δ
0
[2]
(R
123
)
δ
1
[2]
(µ
3
)
y Idy x δ1
[2]
(ε”
012
)
δ
0
[2]
(R
′
123
) −−−−−−→
a
23
3
(f,g,h)
(g, h) ←−−−−−−
a
12
3
(g,h,k)
δ
0
[2]
(R”
012
)
ρ
η
3−−−−−−→ R
123
µ
3
y (c) x ε”
012
R
′
123
−−−−−−→
η
′
3
R”
012
δ
0
[2]
(τ
1
)
a2 (g,kh)−−−−−−→ (g, kh)
(a
2
4
,δ
1
02
(η
2
)
−1
)
←−−−−−−−− δ
0
[2]
(R
124
)
δ
1
[2]
(µ
4
)
y Idy x δ1
[2]
(λ
123
)
δ
0
[2]
(R”
013
) −−−−−−−−→
(a
1
3
,δ
1
02
(µ
2
)
−1
)
(g, kh) ←−−−−−−
a
23
3
(f,g,kh)
δ
0
[2]
(T
123
)
τ
1
η
4−−−−−−→ R
124
µ
4
y (d) x λ123
R”
013
−−−−−−→
η
′
4
T
123
δ
0
[2]
(τ
′
1
)
a
2
(hg,k)
−−−−−−→ (hg, k)
(δ
1
02
(η
3
)
−1
,a
4
4
)
←−−−−−−−− δ
0
[2]
(R
134
)
δ
1
[2]
(µ
5
)
y Idy x δ1
[2]
(λ
′
123
)
δ
0
[2]
(R”
023
) −−−−−−−−−−→
(δ
1
02
(η
′
3
·µ
3
)
−1
,a
3
3
)
(hg, k) ←−−−−−−
a
23
3
(f,hg,k)
δ
0
[2]
(T
′
123
)
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τ
′
1
η
5−−−−−−→ R
134
µ
5
y (e) x λ′
123
R”
023
−−−−−−→
η
′
5
T
′
123
D’autre part on a les isomorphismes dans Φ
1
×
Φ
0
Φ
1
×
Φ
0
Φ
1
suivants :
δ
0
[3]
(T )
a
3
(f,g,kh)
−−−−−−→ (f, g, kh)
(a
1
4
,a
2
4
,δ
0
02
(η
2
)
−1
)
←−−−−−−−−−− δ
0
[3]
(R
0124
)
δ
0
[3]
(T
′
)
a
3
(f,hg,k)
−−−−−−→ (f, hg, k)
(a
1
4
,δ
0
02
(η
3
)
−1
,a
3
4
)
←−−−−−−−−−− δ
0
[3]
(R
0134
)
δ
0
[3]
(T ”)
a
3
(gf,h,k)
−−−−−−→ (gf, h, k)
(δ
0
02
(η
1
)
−1
,a
3
4
,a
4
4
)
←−−−−−−−−−− δ
0
[3]
(R
0234
)
δ
0
[3]
(R
′
)
a
3
(f,g,h)
−−−−−−→ (f, g, h)
(a
1
4
,a
2
4
,a
3
4
)
←−−−−−− δ
0
[3]
(R
0123
)
δ
0
[3]
(R”)
a
3
(g,h,k)
−−−−−−→ (g, h, k)
(a
2
4
,a
3
4
,a
4
4
)
←−−−−−− δ
0
[3]
(R
1234
)
qui sont repre´sente´s dans Φ
3
par les isomorphismes :
T
λ
−−−−−−→ R
0124
T
′ λ
′
−−−−−−→ R
0134
T ”
λ”
−−−−−−→ R
0234
R
′ ε
′
−−−−−−→ R0123
R”
ε”
−−−−−−→ R
1234
On ve´rifie facilement qu’on a les relations :
λ012 = δ
1
012
(λ) ε
′
012
= δ
1
012
(ε
′
)
λ
123
= δ
1
123
(λ) ε”
123
= λ”
123
· η
′
2
λ
′
123
= δ
1
123
(λ
′
) ε”
023
= λ
′
123
· η
′
5
λ”
123
= δ
1
123
(λ”) ε”
013
= λ
123
· η
′
4
en remarqant que leur images par δ
1
[2]
coinsident et, en appliquant le fait que δ
1
[2]
est
injective, on obteint les relations (∗) suivantes :
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δ
1
02
(ε”
023
) = ε”
03
= δ
1
02
(λ
′
123
) · δ
1
02
(η
′
5
) = δ
1
02
(η
5
) · δ
1
02
(µ
5
)
−1
δ
1
02
(ε”
013
) = ε”
03
= δ
1
02
(λ
123
) · δ
1
02
(η
′
4
) = δ
1
02
(η
4
) · δ
1
02
(µ
4
)
−1
(*)
On de´finit γ
1
, γ
2
et γ
3
respectivement par la compose´e de chaqu’une des paires
des applications composables suivantes :
T
023
λ
023−−−−−−→ R
024
(λ”
013
)
−1
−−−−−−→ T ”
013
T
013
λ
013−−−−−−→ R
014
(λ
′
013
)
−1
−−−−−−→ T
′
013
T
′
023
λ
′
023−−−−−−→ R
034
(λ”
023
)
−1
−−−−−−→ T ”
023
Ve´rifions maintenant la commutativite´ des diagrammes (1) , (2) et (3) ci-dessous :
δ
0
[2]
(σ
2
)
a
2
(gf,kh)
−−−−−−→ (gf, kh)
(δ
1
02
(η
′
1
·µ
1
)
−1
,a
3
3
)
←−−−−−−−−−− δ
0
[2]
(T
023
)
Id
y Idy (1) x δ1
[2]
(γ
1
)
δ
0
[2]
(σ
2
) −−−−−−→
a2 (gf,kh)
(gf, kh) ←−−−−−−−−−−
(a
1
3
,δ
1
02
(η
′
2
·µ
2
)
−1
)
δ
0
[2]
(T ”
013
)
En utilisant les diagrammes (a) et (b) on obtient les e´galite´s suivantes :
δ
1
[2]
(γ
1
) = δ
1
[2]
((λ”
013
)
−1
· λ
023
) = δ
1
[2]
((λ”
01
)
−1
· λ
02
, (λ”
13
)
−1
· λ
23
)
diagrammes (a), (b) = (a
1
3
(gf, h, k) · δ
1
02
(η
′
1
· µ
1
)
−1
, δ
1
02
(η
′
2
· µ
2
)
−1
· a
3
3
(f, g, kh))
D’ou` la commutativite´ du diagramme (1).
δ
0
[2]
(τ
2
)
a2 (f,(kh)g)−−−−−−→ (f, (kh)g)
(a
1
3
,δ
1
02
(η
′
4
·µ
4
)
−1
)
←−−−−−−−−−− δ
0
[2]
(T
023
)
δ
1
02
(ε
I
f
,A(g,h,k)
)
y (If ,A(g,h,k))y (2) x δ1[2] (γ2)
δ
0
[2]
(σ
2
) −−−−−−→
a
2
(f,k(hg))
(f, k(hg)) ←−−−−−−−−−−
(a
1
3
,δ
1
02
(η
′
5
·µ
5
)
−1
)
δ
0
[2]
(T ”
013
)
De meˆme en utilisant la commutativite´ des diagrammes (e) , (d) et les relations (*)
on obtient :
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δ
1
[2]
(γ
2
) = δ
1
[2]
((λ
′
013
)
−1
· λ
013
) = δ
1
[2]
((λ
′
01
)
−1
· λ
01
, (λ
′
13
)
−1
· λ
13
)
diagrammes (e), (d) = (a
1
3
(f, hg, k)
−1
· a
1
4
· (a
1
3
)
−1
· a
1
3
(f, g, kh), δ
1
02
(λ
′
123
)
−1
· δ
1
02
(λ
123
)
relation (∗) = (a
1
3
(f, hg, k)
−1
· a
1
4
· (a
1
3
)
−1
· a
1
3
(f, g, kh), δ
1
02
(η
′
5
) · δ
1
02
(η
′
4
)
−1
)
On sait aussi que A(g, h, k) = δ
1
02
(µ
5
)
−1
· δ
1
02
(µ
4
), ce qui montre la commutativite´ du
diagramme (2). La de´marche utilise´e pour montrer la commutativite´ du diagramme
(2) est aussi valable pour le diagramme (3) suivant :
δ
0
[2]
(τ
2
)
a
2
((hg)f,k)
−−−−−−→ ((hg)f, k) ←−−−−−− δ
0
[2]
(T
′
023
)
δ
1
02
(ε
A(f,g,h),I
f
)
y (A(f,g,h),If )y (3) x δ1[2](γ3)
δ
0
[2]
(σ”
2
) −−−−−−→
a
2
(h(gf),k)
(h(gf), k) ←−−−−−− δ
0
[2]
(T ”
023
)
Les diagrammes (1) (2) et (3) sont obtenus en appliquant δ
[2]
aux diagrammes dans
Φ
2
suivants :
τ
2
−−−→ T
013
ε
I
f
,A(g,h,k)
y (2)′ y γ2
τ
′
2
−−−→ T
′
013
T
′
023
γ
3−−−→ T ”
023x (3)′ x
σ
′
2
−−−−−−→
ε
A(f,g,h),I
f
σ”
2
T
023
←−−− σ
2
γ
1
y (1)′ y Id
T ”
013
−−−→ σ
2
Puisque δ
[2]
est une 1- equivalence exte´rieure, ces diagrammes sont commutatifs. En
appliquant δ
02
aux diagrammes (1)
′
, (2)
′
et (3)
′
on obtient trois diagrammes dans la
cate´gorie Φ
1
qui on obtient un quatrie`me diagramme qui est commutatif d’apre`s la
de´finition de γ
1
, γ
2
et γ
3
:
T03
Id
−−−→ T03
δ
1
02
(γ
2
)
x x δ1
02
(γ
1
)
T
′
03
−−−→
δ
1
02
(γ
3
)
T ”
03
Finalement le diagramme globale forme´ par ce dernier et les images des diagrammes
(1)
′
, (2)
′
et (3)
′
est le diagramme commutatif suivant :
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δ
0
02
(τ
2
)
A(f,g,kh)
−−−−−−→ δ
0
02
(σ
2
)
A(gf,h,k)
−−−−−−→ δ
0
02
(σ”
2
)
A(g,h,k)⋆I
f
y y Id
δ
0
02
(τ
′
2
) −−−−−−→
A(f,hg,k)
δ
0
02
(σ
′
2
) −−−−−−→
I
k
⋆A(f,g,h)
δ
0
02
(σ”
2
)
ce qui entraine l’axiome (1)
Axiome (2) On sait que Φ
1
est un 1-nerf d’apre`s la proposition (1.1.4) donc la
composition dans cette cate´gorie est associative, ce qui montre que la composition
verticale des 2-fle`ches de Φ est associative.
Axiome (3) (Relation de Godement) : Soient (α, β) et (α
′
, β
′
) deux e´le´ments de
C
2
×
C
0
C
2
tels que bb(α) = ss(β
′
). On peut les repre´senter de la fac¸on suivante :
f
−−−−−−→
f
′
−−−−−−→y α y α′
−−−−−−→
g
−−−−−−→
g
′y β y β′
−−−−−−→
h
−−−−−−→
h
′
avec


f = s(α)
g = s(β) = b(α)
h = b(β)
f
′
= s(α
′
)
g
′
= s(β
′
) = b(α
′
)
h
′
= b(β
′
)
Posons σ = L
2
(f, f
′
) , σ
′
= L
2
(g, g
′
) et σ” = L
2
(h, h
′
). On sait d’apre`s le paragraphe
(c) qu’ils existent trois e´le´ments de Φ
2,1
uniques :
ε
α,α
′ : σ−−−→σ
′
ε
β,β
′ : σ
′
−−−→σ” ε
β·α,β
′
·α
′ : σ−−−→σ
”
tels que les diagrammes (1) , (2) et celui forme´ par leur re´union, soient commutatifs :
δ
0
[2]
(σ)
δ
1
[2]
(ε
α,α
′ )
−−−−−−→ δ
0
[2]
(σ
′
)
δ
1
[2]
(ε
β,β
′ )
−−−−−−→ δ
0
[2]
(σ”)
a
2
y ≀ (1) a2
y ≀ (2) ≀
y a2
(f, f
′
) −−−−−−→
(α,α
′
)
(g, g
′
) −−−−−−→
(β,β
′
)
(h, h
′
)
On en de´duit que :
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δ
1
[2]
(ε
β,β
′ ) · δ
1
[2]
(ε
α,α
′ ) = δ
1
[2]
(ε
β·α,β
′
·α
′ ) et puis ε
β,β
′ · ε
α,α
′ = ε
β·α,β
′
·α
′
D’ou` finalement en appliquant δ02 on retrouve l’Axiome(3) :
(β
′
⋆ β) · (α
′
⋆ α) = (β
′
· α
′
) ⋆ (β · α)
Axiome (4) et (5) : Soient ϕ : f−−−→f
′
une 2-fle`che de Φ , σ = L
2
(f, I
b(f)
) et
σ
′
= L
2
(f
′
, I
b(f)
).
Posons τ = δ
0
011
(f) et τ
′
= δ
0
011
(f
′
) et Conside´rons les isomorphismes :
δ
0
[2]
(σ)
δ
1
[2]
(ε
f
)
−−−−−−→
∼
δ
0
[2]
(τ)
(ϕ,I
2
b(f)
)
−−−−−−→ δ
0
[2]
(τ
′
)
δ
1
[2]
(ε
f
′ )
←−−−−−−
∼
δ
0
[2]
(σ
′
)
L’application δ
0
011
: Φ
1,1
−−−→Φ
2,1
fait correspondre a` ϕ l’e´le´ment δ
0
011
(ϕ) tel que
δ
0
[2]
(δ
0
011
(ϕ)) = (ϕ, I
2
b(f)
) et δ
0
02
(δ
0
011
(ϕ)) = ϕ
D’autre part on sait qu’il existe un unique ε : σ−−−→σ
′
tel que
δ
1
[2]
(ε) =
[
δ
1
[2]
(ε
f
′ )
]−1
· δ
1
[2]
(δ
0
011
(ϕ)) · δ
1
[2]
(ε
f
)
D’ou` ε
f
′ ·ε = δ
0
011
(ϕ) ·ε
f
, ce qui entraine en appliquant δ
0
02
a` cette e´galite´, la relation :
V (f
′
) · (I
2
b(f)
⋆ ϕ) = ϕ · V (f)
Avec un raisonement analoque et, en conside´rant δ
0
001
(ϕ), on montre que la relation
suivante est e´galement satisfaite :
U(f
′
) · (ϕ ⋆ I
2
s(f)
) = ϕ · U(f)
Axiome (6) : (i) D’apre`s le paragraphe sur les isomorphismes de cohe`rences
d’identie´, on a δ
0
011
(I
x
) = δ
0
001
(I
x
) donc ε
Ix
= ε
Ix et par suite U(I
x
) = V (I
x
).
(ii) Soit (f, g) dans Φ
1,0
×
Φ0,0
Φ
1,0
, et posons σ = L
2
(f, g). On a le diagramme
commutatif suivant :
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δ
0
[2]
(σ)
a2 (f,g)−−−−−−→ (f, g)
δ
1
[2]
(ε
If ,Ig
)
y y (If ,Ig)
δ
0
[2]
(σ) −−−−−−→
a
2
(f,g)
(f, g)
Donc δ
1
[2]
(ε
If ,Ig
) = I
δ
0
[2]
(σ)
= δ
1
[2]
(Iσ) d’ou` εIf ,Ig = Iσ et par suite on a :
Ig ⋆ If = δ
1
02
(ε
If ,Ig
) = δ
1
02
(Iσ) = I
δ
0
02
(σ)
= Igf
Axiome (7) : Soient (f, g, h) , (f
′
, g
′
, h
′
) deux e´le´ments de C
1
×
C
0
C
1
×
C
0
C
1
et
(α, β, γ) un e´le´ment de C
2
×
C
0
C
2
×
C
0
C
2
comme dans le diagramme suivant :
f
−−−→
g
−−−→
h
−−−→y α y β y γ
−−−→
f
′
−−−→
g
′
−−−→
h
′
Gardons les meˆmes notations utilise´es aux paragraphes (c) et (e), quant aux
e´le´ments f
′
, g
′
et h
′
on garde les meˆme symboles mais avec des primes ( c.a`.d
T
′
, σ
′
1
, τ
′
1
, µ
′
1
, η
′
1
, σ
′
2
, τ
′
2
, µ
′
2
, η
′
2
).
(i) On sait qu’il existe un unique morphisme ω : T−−−→T
′
tel que le diagramme
suivant est commutative :
δ
0
[3]
(T )
a3 (f,g,h)−−−−−−→
∼
(f, g, h)
δ
1
[3]
(ω)
y y (α,β,γ)
δ
0
[3]
(T
′
)
∼
−−−−−−→
a
3
(f
′
,g
′
,h
′
)
(f
′
, g
′
, h
′
)
Conside´rons les deux diagrammes commutatifs :
43
δ
0
[2]
(τ
1
)
a2 (g,h)−−−−−−→
∼
(g, h)
(a
2
3
,a
3
3
)
←−−−−−−
∼
δ
0
[2]
(T
123
)
δ
1
[2]
(ε
β,γ
)
y y (β,γ) y (δ1
12(ω)
,δ
1
23
(ω))
δ
0
[2]
(τ
′
1
)
∼
−−−−−−→
a
2
(g
′
,h
′
)
(g
′
, h
′
)
∼
←−−−−−−
(a
2
3
,a
3
3
)
δ
0
[2]
(T
′
123
)
Le morphisme ω : T−−−→T
′
induit un morphisme δ
1
123
(ω) : T
123
−−−→T
′
123
tel que
δ
1
[2]
(δ
1
123
(ω)) = (δ
1
12
(ω), δ
1
23
(ω)). Donc d’apre`s les paragraphes (c) et (e), le diagramme
pre´ce´dent entraine le diagramme commutative :
τ
1
η
1←−−−−−− T
123
ε
β,γ
y y δ1
123
(ω)
τ
′
1
←−−−−−−
η
′
1
T
′
123
qui, en lui appliquant δ02, donne le diagramme commutative suivant :
hg
δ
1
02
(η
1
)
←−−−−−− δ
0
13
(T )
γ⋆β
y y δ1
13
(ω)
h
′
g
′
←−−−−−−
δ
1
02
(η
′
1
)
δ
0
13
(T
′
)
(ii) Conside´rons maintenant les deux diagrammes commutatifs suivants :
δ
0
[2]
(τ
2
)
a
2
(f,hg)
−−−−−−→
∼
(f, hg)
(a
1
3
,δ
1
02
(η
1
))
←−−−−−−−
∼
δ
0
[2]
(T
013
)
δ
1
[2]
(ε
α,γ⋆β
)
y y (α,γ⋆β) y (δ1
01
(ω),δ
1
13
(ω))
δ
0
[2]
(τ
′
2
)
∼
−−−−−−→
a
2
(f
′
,h
′
g
′
)
(f
′
, h
′
g
′
)
∼
←−−−−−−−
(a
1
3
,δ
1
02
(η
′
1
))
δ
0
[2]
(T
′
013
)
Comme δ
1
[2]
(ω)((δ
1
123
(ω)) = (δ
1
01
(ω), δ
1
13
(ω)) alors d’apre`s (c) et (e) on obtient le
diagramme commutatif :
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τ
2
η
2−−−−−−→ T
013
ε
α,γ⋆β
y y δ1
013
(ω)
τ
′
2
−−−−−−→
η
′
2
T
′
013
En lui appliquant δ
02
, on de´duit le diagramme commutatif :
(hg)f
δ
1
02
(η
2
)
−−−−−−→ δ
0
03
(T )
(γ⋆β)⋆α
y (a) y δ1
03
(ω)
(h
′
g
′
)f
′
−−−−−−→
δ
1
02
(η
′
2
)
δ
0
03
(T
′
)
(iii) Une construction analogue au pre´ce´dente avec (σ
i
, µ
i
, T
012
, T
023
) et
(σ
′
i
, µ
′
i
, T
′
012
, T
′
023
) permet d’aboutir au diagramme commutatif :
T
023
µ
2←−−−−−− σ
2
δ
1
023
(ω)
y y εβ⋆α,γ
T
′
023
←−−−−−−
µ
′
2
σ
′
2
Et par conse´quent le diagramme commutatif :
δ
0
03
(T )
δ
1
02
(µ
2
)
←−−−−−− h(gf)
δ
1
03
(ω)
y (b) y γ⋆(β⋆α)
δ
0
03
(T
′
) ←−−−−−−
δ
0
02
(µ
′
2
)
h
′
(g
′
f
′
)
La commutativite´ des diagrammes (a) et (b) entraine alors l’Axiome (7).[
γ ⋆ (β ⋆ α)
]
·A(f, g, h) = A(f
′
, g
′
, h
′
) ·
[
(γ ⋆ β) ⋆ α
]
Axiomes (8), (9) et (10) : Les Axiomes (8), (9) et (10) se resemblent donc
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il suffit de montrer l’un de ces Axiomes et pour les autres la meˆme de´marche est
valable. Ve´rifions alors l’Axiome (8). Soit (f, I
y
, g) dans C
1
×
C
0
C
1
×
C
0
C
1
, repre´sente´s
par le diagramme :
x
f
−−−−−−→y
Iy
−−−−−−→z
g
−−−−−−→t
Dans ce paragraphe on re´fe`re de meˆme aux notations des paragraphes (c) et (e). En
plus on a besoin des notations : T = (f, I
y
, g) , ρ = (f, g) , F = δ
011
(f) , G = δ
001
(g)
et T
′
= δ
0
0112
(ρ). On sait par le fait que Φ3 est un 1-nerf qu’il existe un unique
ω : T−−−→T
′
tel que δ
1
[3]
(ω) soit e´gale au compose´ des isomorphismes suivants :
δ
1
[3]
(T )
a
3
(f,Iy ,g)
−−−−−−→
∼
(f, I
y
, g)
(a
1
2
,I
2
y
,a
2
2
)
←−−−−−−
∼
(δ
0
02
(ρ), I
2
y
, δ
0
12
(ρ)) = δ
1
[3]
(T
′
)
Soit η”
1
= δ
0
001
(a
2
2
(f, g) , donc δ
0
[2]
(η”
1
) = (I
2
y
, a
2
2
(f, g)) et δ
0
02
(η”
1
) = a
2
2
(f, g). On obtient
alors un diagramme commutatif :
δ
0
[2]
(T
123
)
δ
1
[2]
(ω
123
)
−−−−−−→ δ
0
[2]
(T
′
123
)
(a
2
3
,a
3
3
)
y ≀ ≀
y δ
1
[2]
(η”
1
)
δ
0
[2]
(τ
1
)
∼
−−−−−−→
δ
1
[2]
(ε
g
)
(I
y
, g) = δ
0
[2]
(G)
Il existe un unique η
′
1
: T
123
−−−→G tel que δ
0
[2]
(η
′
1
) = (a
2
3
, a
3
3
) , ce qui implique le
diagramme commutatif :
T123
ω
123−−−−−−→ T
′
123y η′
1
y η”
1
G = G
puis
δ
0
13
(T )
ω
13−−−−−−→ δ
0
13
(T
′
)y δ0
02
(η
′
1
)
y (a2
3
,a
3
3
)
g = g
Soit maintenant les diagrammes :
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δ
0
[2]
(τ
2
)
a
2
(f,gIy )
−−−−−−→ (f, gI
y
)
(a
1
3
,δ
1
02
(η1 )
←−−−−−− δ
0
[2]
(T
013
)
δ
1
[2]
(ε
g
)
y (1) (a
2
3
,a
3
3
)
y ≀ (2) ≀
y δ
1
[2]
(η”
1
)
δ
0
[2]
(ρ)
∼
−−−−−−→
a
[2
(f,g)
(f, g)
∼
←−−−−−−
a
2
(f,g)
δ
0
[2]
(ρ)
La commutativite´ de (1) est d’apre`s le paragraphe (c), quant au diagramme (2) sa
commutativite´ est due au fait qu’on a :
η
1
= [ε
g
]
−1
· η
′
1
T
′
013
= δ
0
013
(T
′
) = ρ
ω
13
= [a
2
2
(f, g)]
−1
· U(g) · δ
0
02
(η
1
)
On en de´duit le diagramme commutatif :
τ
2
η
2−−−−−−→ T
013
ε
I
f
,U(g)
y y ω013
ρ = ρ
puis
(gI
y
)f
δ
0
02
(η
2
)
−−−−−−→ δ
0
03
(T )
U(g)⋆I
f
y (a) y (ω03 )
gf = gf
D’autre part un raisonement analogue au pre´ce´dent permet d’obtenir des diagrammes
du meˆme genre :
T
023
µ
2−−−−−−→ σ
2
ω
023
y y ε
V (f),Ig
ρ = ρ
puis
δ
0
03
(T )
δ
0
02
(η
2
)
−−−−−−→ g(I
y
f)
ω
03
y (b) y Ig⋆V (f)
gf = gf
On en de´duit alors de (a) et (b) l’Axiome (8) :[
Ig ⋆ V (f)
]
·A(f, I
y
, g) = U(g) ⋆ I
f
Remarques (1.4.4) : (1) Soit C une 2-cate´gorie large, et conside´rons la 2-cate´gorie
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large C
′
, qui correspond a` son nerf double. Il est claire qu’on a C
0
= C
′
0
, C
1
= C
′
1
et C2 = C
′
2
, la composition verticale des 2-fle`ches est la meˆme dans C et C
′
, mais la
composition des fle`ches dans C n’est pas forcement la meˆme que celle dans C
′
, ils sont
isomorphes. Cela se traduit par le fait qu’il y a un 2-foncteur large ([4] O. Leroy)
entre C et C
′
qui admet un inverse stricte (ou exacte).
(2) Soit maintenant Φ un 2-nerf, et conside´rons le nerf double Ψ de la 2-cate´gorie
large C qui correspond a` Φ. Alors ils existent un 2-nerf strict S et deux 2-e´quivalences
exte´rieures α , β comme suite :
Φ
α
−−−−−−→
∼
S
β
←−−−−−−
∼
Ψ
En effet on de´finit S pour tout objet (m,n) de ∆2 par :
S
0,0
= C
0
, S
1,0
= C
1
, S
1,1
= C
2
S
m,1
= S
1,1
×
S
0,0
. . .×
S
0,0
S
1,1
(mfois)
S
m,0
= S
1,0
×
S
0,0
. . .×
S
0,0
S
1,0
(mfois)
S
m,n
= S
m,1×S
m,0
. . .×
S
m,0
S
m,1 (nfois)
Soit (m,n) un objet de ∆
2
, on de´finit les images des applications d
k
i
et ε
k
i
, pour
(k, i) dans {1} × {0, . . . , m} ou dans {2} × {0, . . . , n}, par :
S
m,n
d
1
i−−−−−−→ S
m−1,n
(f
α
01
, . . . , f
α
m−1,m
)
1≤α≤n
−−−−−−→
(f
α
12
, . . . , f
α
m−1,m
) si i = 0
(f
α
01
, .., f
α
i,i+1
f
α
i−1,i
, .., f
α
m−1,m
) si 0 < i < m
(f
α
01
, . . . , f
α
m−2,m−1
) si i = m
S
m,n
ε
1
i−−−−−−→ S
m+1,n
(f
α
01
, . . . , f
α
m−1,m
)
1≤α≤n
−−−−−−→
(f
α
01
, .., I
s(f
α
i,i+1
)
, .., f
α
m−1,m
) si 0 ≤ i < m
(f
α
01
, . . . , f
α
m−1,m
, I
b(f
α
m−1,m
)
) si i = m
en conside´rant la composition des fle`ches ou la composition verticale des 2-fle`ches
suivant que n est nul ou pas. On de´finit de meˆme d
2
i
et ε
2
i
, en conside´rant la
composition horizontale des 2-fle`ches.
Le 2-pre`-nerf S est 1-troncable par construction, en plus on a :
(TS)
m
= (TS)
1
×
(TS)0
. . .×
(TS)0
(TS)
1
ce qui montre que S est 2-troncable. On sait que :
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S
m,n
=
n∏
S
1,0
×
S
0,0
...×
S
0,0
S
1,0
(
S
1,1
×
S
0,0
. . .×
S
0,0
S
1,1
)
(
S
1
×
S
0
. . .×
S
0
S
1
)
(n) =
m∏
S
0,0
(
S
1,1
×
S
1,0
. . .×
S
1,0
S
1,1
)
On de´duit, d’apre`s la remarque (1.2.9), qu’on a un isomorphisme naturel :
S
m
δ
[m]
−−−−−−→ S
1
×
S
0
. . .×
S
0
S
1
D’ou` S est un 2-nerf strict. De meˆme graˆce a` la remarque (1.2.9) et aux 1-e´quivalences
δ
[m]
: Φ
m
−−−→Φ
1
×
Φ
0
. . .×
Φ
0
Φ
1
et δ
[m]
: Ψ−−−→Ψ
1
×
Ψ
0
. . .×
Ψ
0
Ψ
1
on peut construire les 2-e´quivalences exte´rieures α et β.
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CHAPITRE 2 :
NOTION de n-GROUPOIDE
Dans ce chapitre on donne une de´finition de n-groupoide comme un n-nerf (n-
cate´gorie large) dans lequel on peut inveser les i-fle`ches a` (n-i)-e´quivalence pre`s.
D’autre part on fait associer a` chaque espace topologique un n-groupoide qui
ge´ne´ralise pour n = 1 le groupoide de Poincare´.
(2.1).— Notations et de´finitions :
Soit Φ un n-nerf avec n ≥ 1, on de´signe par π
0
(Φ) l’ensemble des classes de n-
e´quivalence d’objets de Φ, il est de´fini comme suite :
π
0
(Φ) = T
n
Φ = {tn(x), x ∈ Φ(0
n
)}
On appelle n-groupoide la donne´e d’un n-nerf Φ telle que :
pour tout i ∈ {1, . . . , n} la cate´gorie C
i
(Φ) = T
n−i
Φ
N
avec N = I
(i−1)
est un
groupoide. Soit F : Φ−−−→Ψ un morphisme entre n-nerfs, alors pour tout i ∈
{1, . . . , n} , F induit de fac¸on naturelle un morphisme :
C
i
(F ) : C
i
(Φ)−−−−−−→C
i
(Ψ)
et pour tout i, j tels que 1 ≤ i < j ≤ n et tout objet f de C
i
(Φ) on a la relation
suivante :
C
i
(F )(0)(I
i−j
f ) = I
i−j
C
j
(F )(0)(f)
qui se de´duit facilement des de´finitions de F et C
i
(F ). Soient Φ un n-groupoide et f
un objet de Ci(Φ). On appelle i-e`me groupe d’homotopie de Φ de base f , le groupe
Aut
Ci(Φ)
(f) qu’on notera par π
i
(Φ, f). Pour tout objet f de Φ on de´signera par π
i
(Φ, f)
le groupe π
i
(Φ, I
i−j
f
).
(2.2).— Propriete´s des n-groupoides :
The´ore`me (2.2.1) Soit Φ un n-groupoide, alors pour tout i, j tels que 2 ≤ j ≤
i ≤ n, et tout objet f de C
j
(Φ), le groupe π
i
(Φ, f) est abe´lien.
Preuve : Soient i, j tels que 2 ≤ j ≤ i ≤ n, et posons : S = I
i−2
, N = I
i−1
. Le
2-nerf A
i
= T
n−i
Φ
S
est un 2-groupoide tel que :
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2-flA
i
=C
i
= flC
i
(Φ) et flA
i
=C
i−1
= ObC
i
(Φ)
Donc la composition ve´rticale des 2-fle`ches de A
i
coinside avec celle des fle`ches de C
i
.
Comme A
i
est une 2-cate´gorie, alors elle posse´de en plus une composition horisontale
∗ pour les 2-fle`ches et qui ve´rifie avec la premie`re la relation de Godement suivante :
(β
′
•¯
i
α
′
) ∗ (β•¯
i
α) = (β
′
∗ β)•¯
i
(α
′
∗ α)
ou` α , β , α
′
et β
′
sont des 2-fle`ches de A
i
tels que b(α) = s(β) , b(α
′
) = s(β
′
) et
ss(β
′
) = bb(α) , suivant le diagramme :
−−−−−−→ −−−−−−→y α y α′
−−−−−−→ −−−−−−→y β y β′
−−−−−−→ −−−−−−→
Lorsqu’on prend α et β dans π
i
(Φ, f) ou` f est un objet de C
j
(Φ), la relation de
Godement pour les diagrammes :
−−−−−−→ −−−−−−→y α y Ii−j+1
f
−−−−−−→ −−−−−−→y Ii−j+1
f
y β
−−−−−−→ −−−−−−→
−−−−−−→ −−−−−−→y Ii−j+1
f
y β
−−−−−−→ −−−−−−→y α y Ii−j+1
f
−−−−−−→ −−−−−−→
donne les relations :
β ∗ α = (β ∗ I)•¯
i
(I ∗ α) = (I ∗ α)•¯
i
(β ∗ I) ou` I = I
i−j+1
f
et d’apre`s les axiomes (4), (5) et (6) on obtient les relations :
β ∗ α = U−1•¯
i
(β•¯
i
α)•¯
i
U = U−1•¯
i
(α•¯
i
β)•¯
i
U ou` U = U(I
i−j
f
)
On en de´duit que : α•¯
i
β = β•¯
i
α , β ∗ α = α ∗ β et par suite π
i
(Φ, f) est abe´lien.
Proposition (2.2.2) : Soient F : Φ−−−→Ψ une morphisme entre deux n-
groupoides, f un objet de Ci(Φ) et f
′
= Ci(F )(0)(f). Alors F induit un morphisme
de groupes π
i
(F, f) : π
i
(Φ, f) −−−−−−→ π
i
(Ψ, f
′
) pour tout i ∈ {1, . . . , n}, et une
application π
0
(F ) : π
0
(Φ)−−−→π
0
(Ψ) telle que π
0
(F ) = T
n
(F ).
Lemme (2.2.3) : Si λ : A−−−→B est une morphisme entre deux cate´gories, alors
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pour tout (x, y) ∈ A(1)×
A(0)
A(1) on a : λ(1)(y.x) = λ(1)(y).λ(1)(x).
Preuve du Lemme : Dans la cate´gorie ∆ les fle`ches δij : [1]−−−→[2] nous donnent
les diagrammes commutatifs (1) et (2) :
A(1)
δ
′
02←−−−−−− A(2)
δ
′
01×δ
′
12−−−−−−→ A(1)×
A(0)
A(1)
λ(1)
y (1) λ(2)y (2) y λ(1)×λ(1)
B(1) ←−−−−−−
δ
′
02
B(2) −−−−−−→
δ
′
01×δ
′
12
B(1)×
B(0)
B(1)
Or, on sait que δ
′
01 × δ
′
12 est une bijection donc le grand diagramme est commutatifs
ce qui montre que λ respecte la composition des fle`ches.
Preuve de la proposition : On sait que pour tout i ∈ {1, . . . , n}, on a une
morphisme Ci(F ) : Ci(Φ)−−−→Ci(Ψ), et par suite un diagramme commutatif :
Ci(Φ)(1)
Ci(F )(1)
−−−−−−→ Ci(Ψ)(1)
s,b
y (1) y s,b
Ci(Φ)(0) −−−−−−→
Ci(F )(0)
Ci(Ψ)(0)
Soit α est un e´le´ment de Ci(Φ)(1) tel que s(α) = b(α) ; alors d’apre`s le diagramme (1)
on obtient :
s
[
Ci(F )(1)(α)
]
= b
[
Ci(F )(1)(α)
]
= Ci(F )(0)
(
s(α)
)
On en de´duit que pour tout objet f de Ci(Φ) la restriction de Ci(F )(1) a` πi(Φ, f) est
une application π
i
(F, f) : π
i
(Φ, f) −−−→ π
i
(Ψ, f
′
). En appliquant le Lemme (2.2.3)
au morphisme Ci(F ), on montre que πi(F, f) respecte la composition des fle`ches de
Ci(Φ). Par conse´quent πi(F, f) est un morphisme de groupes.
Proposition (2.2.4) : Soit F : Φ−−−→Ψ un morphisme entre deux n-groupoides.
F est une n-e´quivalence exte´rieure si et seulement si pour tout i ∈ {1, . . . , n} et tout
objet f de Ci(Φ) ; πi(F, f) est un isomorphisme, et π0(F ) est une bijection.
Preuve : On sait que F est une n-e´quivalence exte´rieure si et seulement si pour
tout i ∈ {1, . . . , n} et tout u, v objets de Ci(Φ), l’application :
Gu,vi : HomCi(Φ)(u, v)−−−−−−→HomCi(Φ)(u, u)
induite par Ci(F ) ainsi que l’application T
N
F : T
N
Φ−−−→T
N
Ψ sont bijectives, ou`
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u
′
= Ci(F )(1)(u) (Proposition (1.3.1)). Lorsqu’on prend i ∈ {1, . . . , n} et u = v, on
obtient π
i
(F, u) = Gu,ui et qui est donc un isomorphisme.
Inversement lorsque Hom
Ci(Φ)
(u, v) est non vide, la donne´e d’un e´le´ment α de
Hom
Ci(Φ)
(v, u) (il existe toujours car Ci(Φ) est un groupoide) permet de construire
une bijection :
Hom
Ci(Φ)
(u, v)
tα−−−−−−→ Hom
Ci(Φ)
(u, u)
ϕ −−−−−−→ α · ϕ
Si on pose α
′
= Gv,ui (α) on obtient le diagramme commutative suivant :
Hom
Ci(Φ)
(u, v)
tα−−−−−−→ Hom
Ci(Φ)
(u, u)
Gu,v
y y Gu,ui
Hom
Ci(Φ)
(u
′
, v
′
) −−−−−−→
t
α
′
Hom
Ci(Φ)
(u
′
, u
′
)
Et comme Gu,u est un isomorphisme, alors Gu,v est une bijection. Par conse´quent F
est une n-e´quivalence exte´rieure.
Lemme (2.2.5) : Soit Φ un (n+1)-groupoide, avec n ≥ 1, alors :
(1) Φ1×Φ0Φ1 est un n-groupoide ;
(2) Pour tout i, j tels que 2 ≤ j ≤ i ≤ n et tout objet (f, g) de Cj(Φ1×Φ0Φ1) on a :
πi
(
Φ1×Φ0Φ1, (f, g)
)
= πi(Φ1, f)×Φ(0n)πi(Φ1, g)
Preuve : (1) Comme conse´quence de la proposition (1.3.5), Φ1×Φ0Φ1 est un (n-
1)-pre´-nerf (n-1)-troncable.
Soient s ∈ {1, . . . , n− 1} , (M,m) un objet de ∆
n−s−1
×∆ et posons Ψ = Φ1×Φ0Φ1.
On sait que : Ψ
M,0
= (Φ1)M,0×(Φ0)M,0
(Φ1)M,0 = Φ1,M,0×Φ
0,M,0
Φ
1,M,0
Or, Φ
1,M,0
et Φ
0,M,0
sont des foncteurs constants, alors il en est de meˆme pour Ψ
M,0
.
Montrons maintenant que δ
[m]
M
: Ψ
M,m
−−−→Ψ
M,1
×
Ψ
M,0
. . .×
Ψ
M,0
Ψ
M,1
est une s-e´quivalence exte´rieure. Posons N = (1,M) :
A = Ψ
M,1
×
Ψ
M,0
. . .×
Ψ
M,0
Ψ
M,1
B =
(
Φ
N,1
×
Φ
N,0
. . .×
Φ
N,0
Φ
N,1
)
×
Φ
0n−s
(
Φ
N,1
×
Φ
N,0
. . .×
Φ
N,0
Φ
N,1
)
On sait que :
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Ψ
M,m
= Φ
N,m
×
Φ
0n−s
Φ
N,m
δ
[m]
N
: Φ
N,m
−−−→ Φ
N,1
×
Φ
N,0
. . .×
Φ
N,0
Φ
N,1
(s− equivalence)
D’autre part, d’apre`s la remarque (1.2.8), pour tout objet R de ∆s on a une bijection
naturelle F (R) : A(R)−−−→B(R) qui rend commutatif le diagramme suivant :
Ψ
M,m
(R)
δ
[m]
M−−−−−−→ B(R)
δ
[m]
N
×δ
[m]
N
y ‖
A(R) −−−−−−→
F (R)
B(R)
L’isomorphisme naturel F est alors une s-e´quivalence exte´rieure entre les s-pre´-nerfs
A et B. D’ou` δ
[m]
M
est une s-e´quivalence exte´rieure, et par conse´quent Ψ est un n-nerf.
Soient i ∈ {1, . . . , n} et N = I
i−1
, alors :
Ci(Ψ) = T
n−iΨ
N
=
(
Tn−iΦ
1,N
)
×Φ
0n−1
(
Tn−iΦ
1,N
)
= Ci(Φ1)×Φ
0n−1
Ci(Φ1) (⋆)
Comme Ci(Φ1) est un groupoide, il s’en suit que Ci(Ψ) est aussi un groupoide, donc
Ψ est un n-groupoide.
(2) Soient i, j tels que 2 ≤ j ≤ j ≤ n et (f, g) un objet de Cj(Ψ), alors d’apre`s la
relation (⋆) ona :
πi
(
Ψ, (f, g)
)
= Aut
Ci(Ψ)
(
(f, g)
)
= Aut
Ci(Φ1)×Φ
0n−1
Ci(Φ1)
(
(f, g)
)
= Aut
Ci(Φ1)
(f)×
Φ
0n
Aut
Ci(Φ1)
(g)
= πi(Φ1, f)×Φ(0n)πi(Φ1, g)
The´ore`me (2.2.6) : Soient Φ un 2-groupoide, τ un e´le´ment de Φ
2,0
tel que
δ
0
[2]
(τ) = (f, g) et δ
0
02
(τ) = h. Alors il existe un isomorphisme
L : π
2
(Φ, f) −−−−−−→ π
2
(Φ, h)
Preuve : D’apre`s les propositions (2.2.2) , (2.2,4) et le Lemme (2.2.5), le
diagramme :
Φ
1
δ
02←−−−−−−Φ
2
δ
[2]
−−−−−−→Φ
1
×
Φ
0
Φ
1
ou` δ
[2]
est une 1-e´quivalence exte´rieure, induit le morphisme et l’isomorphisme
suivants :
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π
1
(Φ
1
, h) ←−−−−−− π
1
(Φ
2
, τ) −−−−−−→
∼
π
1
(Φ
1
, f)×
Φ(0,0)
π
1
(Φ
1
, g)
Or, on a C
2
(Φ) = Φ
1
= C
1
(Φ
1
) et C
1
(Φ
2
) = Φ
2
alors les morphismes pre´ce´dents
coinsident avec :
π
2
(Φ, h)
δ
1
02←−−−−−− Aut
Φ
2
(τ)
δ
1
[2]
−−−−−−→
∼
π
2
(Φ, f)×
Φ(0,0)
π
2
(Φ, g)
Conside´rons maintenant le morphisme L compose´ des morphismes :
π
2
(Φ, f)
I
−−−−−−→ π
2
(Φ, f)×
Φ(0,0)
π
2
(Φ, g)
δ
1
[2]
←−−−−−−
∼
Aut
Φ
2
(τ)
δ
1
02−−−−−−→ π
2
(Φ, h)
ou` I est le morphisme qui a` α fait correspondre le couple (α, I
g
). Pour montrer
que L est un isomorphisme on va l’expliciter. Soient α un e´le´ment de π
2
(Φ, f) et
σ = L
2
(f, g) ; on a alors le diagramme commutatif suivant :
δ
0
[2]
(σ)
a
2
(f,g)
−−−−−−→
∼
δ
0
[2]
(τ) = (f, g)
δ
1
[2]
(ε
α,Ig
)
y y (α,Ig )
δ
0
[2]
(σ)
∼
−−−−−−→
a
2
(f,g)
δ
0
[2]
(τ) = (f, g)
Donc ils existent un isomorphisme µ : σ−−−→τ et un morphisme η : τ−−−→τ uniques
tels que δ
1
[2]
(µ) = a
2
(f, g) et δ
1
[2]
(η) = (α, I
g
). On en de´duit que : η · µ = µ · ε
α,Ig
, et
par conse´quent :
L(α) = δ
1
02
(η) = δ
1
02
(µ) · (I
g
⋆ α) · [δ
1
02
(µ)]
−1
Montrons maintenant que L est bijective.
(i) Injection : Soit (α, β) dans π
2
(Φ, f) tel que L(α) = L(β). Comme Φ est un
2-groupoide, on suppose la donne´e pour toute fle`che k de Φ d’un isomorphisme
de cohe´rences ω(k) : k
−1
k−−−→I
s(k)
compatible avec les autres isomorphismes de
cohe´rences de Φ. Pour simplifier les notaions posons : Ω = ω(g) ⋆ I
f
. On a les
e´quivalences suivantes :
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L(α) = L(β) ⇔ I
g
⋆ α = I
g
⋆ β
⇔ I
g
−1 ⋆ (Ig ⋆ α) = I
g
−1 ⋆ (Ig ⋆ β)
Axiomes (7), (6) ⇔ I
g
−1
g
⋆ α = I
g
−1
g
⋆ β
⇔ Ω · (I
g
−1
g
⋆ α) · Ω
−1
= Ω · (I
g
−1
g
⋆ β) ·Ω
−1
Axiome (3) ⇔ I
2
s(g)
⋆ α = I
2
s(g)
⋆ β
s(g) = b(f) ⇔ V (f) · (I
2
b(f)
⋆ α)(V (f))
−1
= V (f) · (I
2
b(f)
⋆ α)(V (f))
−1
Axiome (4) ⇔ α = β
(ii) Surjection : Soit λ un e´le´ment de π
2
(Φ, h) , on va construire un l’e´le´ment α de
π
2
(Φ, f) tel que L(α) = λ. Pour simplifier un peu les notations posons :
β = [δ
1
02
(µ)]
−1
· λ · δ
1
02
(µ) et A = A(f, g, g
−1
) l’isomorphisme d’associativite´.
On alors les e´quivalences suivantes :
L(α) = λ ⇔ I
g
⋆ α = β
⇔ I
g
−1 ⋆ (Ig ⋆ α) = I
g
−1 ⋆ β
Axiomes (7), (6) ⇔ I
g
−1
g
⋆ α = A
−1
· (I
g
−1 ⋆ β) ·A
Axiome (3) ⇔ I
2
s(g)
⋆ α = Ω ·A
−1
· (I
g
−1 ⋆ β) ·A · Ω
−1
Axiome (4) ⇔ α = V (f) · Ω ·A
−1
· (I
g
−1 ⋆ β) ·A · Ω
−1
[V (f)]
−1
On en de´duit que L est surjective, donc bijecive. Comme L est compose´ de morphismes
de groupes alors c’est un isomorphisme.
Corollaire (2.2.7) : Soit Φ un 2-groupoide et f une fle`che de Φ. Alors il existe
un isomorphisme L : π
2
(Φ, I
s(f)
)−−−→π
2
(Φ, f)
Preuve : Il suffit d’appliquer le The´ore`me (2.2.5) a` l’e´le´ment τ = δ
0
001
(f) de Φ
1,0
.
Proposition (2.2.8) : Soit Φ un n-groupoide , n ≥ 2. Alors pour tout entier i tel
que 2 ≤ i ≤ n et tout objet f de C
i
(Φ), on a un isomorphisme naturel :
π
i
(Φ, I
s(f)
) −−−−−−→
∼
π
i
(Φ, f)
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Preuve : Conside´rons le 2-nerf A
i
(Φ) = T
n−i
Φ
I
i−2
, c’est un 2-groupoide pour
lequel l’ensemble des fle`ches coinside avec l’ensemble d’objets du 1-nerf C
i
(Φ). Donc
d’apre`s le Corollaire (2.2.7) on a l’isomorphisme :
π
2
(A
i
(Φ), I
s(f)
) −−−−−−→
∼
π
2
(A
i
(Φ), f)
Or, C
2
(A
i
(Φ)) = C
i
(Φ) alors π
2
(A
i
(Φ), I
s(f)
) = π
i
(Φ, I
s(f)
) et π
2
(A
i
(Φ), f) = π
i
(Φ, f),
ce qui montre la proposition.
Remarque : Si on conside´re I
b(f)
dans le corollaire (2.2.7) on obtient de meˆme
un isomorphisme π2(Φ, Ib(f))−−−→π2(Φ, f) et par suite un isomorphisme
ϕ
f
: π
2
(Φ, I
s(f)
)−−−−−−→π
2
(Φ, I
b(f)
)
Lorsque s(f) = b(f) = x l’automorphisme ϕ
f
ne depend que de la classe de f dans
π
1
(Φ, x), donc ϕ est une action de π
1
(Φ, x) sur π
2
(Φ, x). On est en train de ge´ne´raliser
la proposition (2.2.8) a` f un objet de C
j
(Φ) avec 2 ≤ j < i ≤ n. Ce qui entrainera
l’action de π
1
(Φ, x) sur les π
i
(Φ, x).
(2.3).— n-Groupoide de Poincare´ associe´ a` un espace topologique :
Rappel (2.3.1) : Soit ∆ la cate´gorie simpliciale, parmi ses fle`ches on distingue la
famille suivante qui jouera un roˆle important dans la suite :
[0]
δi−−−→ [m]
0 −−−→ i
[1]
δij
−−−→ [m]
0, 1 −−−→ i, j
Le foncteur R : Pour tout m entier positif on de´signe par le m-simplexe fondamental
l’ensemble :
Rm = {(t0, . . . , tn) tel que 0 ≤ ti ≤ 1 et
∑
ti = 1}. Et pour tout i ∈ {0, . . . , m}, on
de´finit les applications :
Rm−1
d”i−−−→Rm
(t0, .., tm−1)−−−→(t0, .., 0, .., tm−1)
Rm+1
ε”i−−−→Rm
(t0, .., tm+1)−−−→(t0, .., ti + ti+1 , .., tm+1)
On vient de construire un foncteur covariant R : ∆−−−→Ens, qui envoie les applica-
tions δi et δij vers les ope´rateurs coˆte´s et sommets d’un m-simplexe suivants :
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{1}
δ”i−−−→Rm
1−−−→(0, .., 0, 1, 0, .., 0)
R
δ”ij
−−−→Rm
(t, s)−−−→(0, .., 0, t, 0, .., 0, s, 0, .., 0)
Le multi-complexe singulier d’un espace topologique :
De´finition (2.3.2) : On appelle multi-complexe singulier (ou` ∞-complexe
simgulier) d’un espace topologique X la famille X = (Xn)n≥1 de n-pre´-nerfs Xn
avec n ≥ 1, de´finie de fac¸on re´currente pour tout n ≥ 1 et tout (M,m) objet de
∆n ×∆ par :
X1(m) = Hom(Rm, X), X1(0) = X
Xn+1(M,m) = {f ∈ Hom(Rm, Xn(M)) | ∀x ∈ Rm, ∀i ∈ {0, . . . , mn} δ
′
i(f(x)) = fi}
Ou` δ
′
i : X
n+1
M,m
−−−→Xn+1
M,0
= Xn
M
est l’ image de l’application δi par le foncteur X
n+1
M
et fi est un e´le´ment de X
n
M
inde´pendant de x. Dans la suite on notera les ensembles
Xn
M
par X
M
.
On de´signe par Rn : ∆
n−−−→Ens le foncteur covariant de´fini pour tout objet
(m
1
, . . . , m
n
) de ∆n, pour tout k ∈ {1, . . . , n} et tout i ∈ {0, . . . , mk} par :
Rn(m1 , . . . , mn) = R
mn × ..×Rm1
Rn(dki ) = I × ..d
”
i ..× I et Rn(ε
k
i ) = I × ..ε
”
i ..× I
ou` les applications d”i et ε
”
i sont place´es a` la k-e`me position. On de´finit Hn par le
foncteur contravariant Hom(Rn, X), compose´ du foncteur Hom( , X) et Rn.
Soit X un espace topologique. On de´signe par L la famille des n-pre´-nerfs Ln
X
avec
n ≥ 1 de´finie pour tout (M,m) objet de ∆n ×∆ par :
Lm
X
= Hom(Rm, X) et Ln+1
X
(M,m) = Hom(Rm,Ln
X
(M))
Remarque : Xn+1
X
(M,m) est un sous ensemble de Ln+1
X
(M,m), plus pe´cise´ment
Xn+1
X
est un sous foncteur de Ln+1
X
.
Lemme (2.3.3) : Soit α : Hn−−−→LnX la morphisme de´finie pour tout M =
(m1, . . . , mn) objet de ∆
n par :
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Hn(M)
α
M−−−−−−→ Ln
X
(M)
f −−−−−−→ α
M
(f)
tel que ∀(xn, . . . , x1) ∈ Rn(M) on a αM (f)(xn) . . . (x1) = f(xn, . . . , x1). Alors α est
un isomorphisme naturelle.
Preuve : α admet un inverse naturel β de´fini par : β
M
(g)(xn, . . . , x1) =
g(xn) . . . (x1).
Proposition (2.3.4) : Soit M = (m
1
, . . . , m
n
) un objet de ∆n. Alors tout e´le´ment
de X
M
correspend de fac¸on biunivoque a` un e´le´ment f de Hn(M) tel que :
∀k ∈ {0, . . . , n− 1}, ∀i ∈ {0, . . . , m
n−k
}
et ∀(xn, .., xˆn−k , .., x1) ∈ Rn−1(m1, .., mˆn−k , .., mn) on a
f(xn, .., xn−k+1, δ
”
i , xn−k−1, .., x1) = fi(xn−k−1 , .., x1)
ou` fi est un e´le´ment de Xm
1
,...,m
n−k−1
inde´pendant des variables xn, .., xn−k+1.
Si m
n−k
= 0 alors X
M
= Xm
1
,...,m
n−k−1
.
Preuve : D’apre`s la remarque pe´ce´dente un e´le´ment f de Xn+1
X
(M,m) est en
particulier un e´le´ment de Ln+1
X
(M,m) qui s’identifie par Lemme (2.3.3) a` un e´le´ment
g de Hn(M) tel que g(xn, . . . , x1) = f(xn) . . . (x1) donc ∀k ∈ {0, . . . , n − 1} et
∀i ∈ {0, . . . , m
n−k
} :
f(xn)..(xn−k+1)(δ
”
i )(xn−k−1)..(x1) = f(xn)..(δ
”
0)(δ
”
i )(xn−k−1)..(x1)
. . .
= f(δ”0)..(δ
”
0)(δ
”
i )(xn−k−1)..(x1)
ce qui montre que g ne de´pend que des variables xn, .., xn−k+1. Lorsque mn−k = 0, la
seule composante possible a` la (n-k)-e`me coordonne´e est δ”0 donc f = f0.
Equivalence d’homotopie dans X
M
:
Soient f , g deux e´le´ments de X
M
avec M = (m1, . . . , ms), on dit que f et g sont
homotopes et note f = g si et seulement si il existe γ ∈ X
M,1
tel que δ
′
0(γ) = f et
δ
′
1(γ) = g. L’homotopie dans XM est une relation d’e´quivalence , et on de´signera par
(X
M
) l’ensemble de ses classes d’e´quivalences.
Remarques : D’apre`s la proposition (2.3.4) on peut dire que l’ensemble les classes
d’homotopies (X
M
) de X
M
s’identifie a` Xm
1
,...,ms
lorsqu’il existe un s ∈ {1, . . . , m
n
}
tel que m
s
= 0.
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Les applications H(dki ) et H(ε
k
i ) correspondent a` des changements du domaine de
la k-e`me variable, donc d’apre`s la proposition, leur restrictions envoient les e´le´ment
de X
M
dans X
M
′ ou` M et M
′
sont respectivement but et sourse des dki et ε
k
i .
Soit X un espace topologique, on de´signe par Φn : ∆n−−−→Ens le n-pre´-nerf de´fini
pour tout objet M de ∆n par :
Φn(M) = (X
M
), Φn(dki ) = X
n(dki ) et Φ
n(εki ) = X
n(εki )
The´ore`me (2.3.5) : Pour tout n ≥ 1 , Φn est un n-nerf et pour tout k ∈
{1, . . . , n− 1}, T k(Φn) = Φn−k.
Preuve :Montrons d’abord que Φn est n-tronquable. Il suffit pour cela de montrer
que Φ est 1-tronquable et T (Φn) = Φn−1. Soit (M,m) un objet de ∆n−1×∆, montrons
que l’application suivante est bijective :
X
M,m
δM[m]
−−−−−−→ X
M,1
×
XM
. . .×
XM
X
M,1
f −−−−−−→ (δ′
01
(f), . . . , δ′
m−1,m
(f))
(1) Injection : Soient f et g dans X
M,m
tels que δ
M
[m]
(f) = δ
M
[m]
(f), alors pour tout
i ∈ {0, . . . , n−1} il existe une homotopie λi,i+1 entre δ
′
01
(f) et δ
′
01
(g). les applications :
f : δ”0({1})−−−→XM , g : δ
”
0({1})−−−→XM et λi,i+1 : R× δ
”
i,i+1(R)
ve´rifient la condition de recollement des applications continues, donc on obtient une
apllication F : (δ”0({1})×R
m) ∪ (δ”1({1})×R
m) ∪ (
m−1⋃
i=0
R× δi,i+1(R))−−−→XM .
Le domaine de F est une de´formation de R×Rm, donc ce de´rnier admet un retracte
r sur le premier. L’application λ = Fr est alors une homotopie entre f et g. En effet
pour tout x ∈ Rm on a :
δ
′
0
(λ)(x) = λ(δ”0({1}), x) = F (δ
”
0({1}), x) = f(x)
δ
′
1
(λ)(x) = λ(δ”1({1}), x) = F (δ
”
1({1}), x) = g(x)
En plus λ est bien dans X
M,m,1
, car pour tout t ∈ R et tout i ∈ {0, . . . , m− 1}
δ
′
i
(λ(t)) = λ(t, δ”1({1}) = F (t, δ
”
1({1}) = λi,i+1(t, δ
”
1({1}) = Ci ne de´pend pas de t.
(2) Surjection : Soit (λ0, . . . , λm−1) ∈ XM,1×XM , . . . ,×XMXM,1 . Les applications
λi : δ
”
i,i+1(R
m)−−−→X
M
ou` i ∈ {0, . . . , m− 1} ve´rifient la condition de recollement en
une application globale λ
[m]
:
m−1⋃
i=0
δ”i,i+1(R)−−−→XM .
Le domaine de λ
[m]
est la re´union de m coˆte´s du simplexe Rm, alors il existe un
retracte r de Rm sur cette re´union, et par conse´quent le compose´ λ = λ
[m]
r est un
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m-simplexes simguliers tel que : δ
[m]
(λ) = (λ0, . . . , λm−1). Pour tout t ∈ R et tout
i ∈ {0, . . . , m− 1}, on a :
δ”
i,i+1
(λ)(t) = λ(δ”i,i+1(t)) = δ[m](δ
”
i,i+1(t)) = λi,i+1(t)
De meˆme on peut voir facilement que λ ∈ X
M,m
.
Montrons maintenant que T (Φn) = Φn−1. Soient M = (m
1
, . . . , m
n−1
) un objet
de ∆n−1 et f , g deux e´le´ment de X
M
. Alors f et g sont 1-e´quivalents si et seulement
si il existe λ dans X
M,1
tel que δ
′
0
(λ) = f et δ
′
1
(λ) = g, ce qui est e´quivalent de dire
que f et g sont homotopes, par conse´quent on a :
T (Φn)(M) = [Φn(M, 0)]∼ = [X
M,0
]∼ = [X
M
]∼ = X
M
= Φn−1(M)
Ce qu’on vient de montrer pour Φn est aussi valable pour Φn−1. On en de´duit alors
que Φn est n-tronquable.
Remarque : La notion de k-e´quivalence inte´rieure dans le n-pre´-nerf Φn est
identique a` celle de l’homotopie dans Φn−k, pour tout k ∈ {0, . . . , n− 1}.
Il nous reste a` montrer que pour tout s ∈ {0, . . . , n− 1} et tout objet (M,m) de
∆n−s ×∆ le morphisme :
δ
M
[m]
: Φn
M,m
−−−−−−→Φn
M,1
×
Φn
M,0
. . .×
Φn
M,0
Φn
M,1
est une (n-s-1)-e´quivalence exte´rieure. Soit h tel que 0 ≤ h < n− s− 1, on pose :
ns = n− s− 1
I = I
ns−h−1
δ
M
[m]
(ns) = δ
M
[m]
(I)
RI = R× . . .×R
X
M,m,I
= Φn(M,m, I)
X
M,m,I,1
= Φn(M,m, I, 1)
Soient u , v , w comme dans le diagramme suivant :
u, v ∈ X
M,m,I
δ
M
[m]
(ns)
−−−−−−→ Π
X
M
X
M,1,I
δ
′
0,δ
′
1
x x δ′0,δ′1
X
M,m,I,1
−−−−−−→
δ
M
[m]
(ns+1)
Π
X
M
X
M,1,I,1
∋ w
Les applications suivantes :
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u : δ”0({1})×R
I ×Rm −−−−−−→ X
M
v : δ”1({1})×R
I ×Rm −−−−−−→ X
M
wi,i+1 : R ×RI × δ”i,i+1(R) −−−−−−→ XM
ve´rifient la condition de recollement, donc on obtient une application continue :
F : (δ”0(R)×R
m) ∪ (δ”1(R)×R
m) ∪ (
m−1⋃
i=0
R × δ”i,i+1(R)) −−−−−−→ XM
Soit r est un retracte de R×RI×Rm sur le domaine de F , le compose´ xr = Fr est
un e´le´ment deX
M,m,I,1
dont l’image par δ
M
[m]
(n
s
+1) est homotope a` w. L’appartenance
de xr a` XM,m,I,1 est due a` sa de´pendance de u, v et w. D’autre part si (t, z, t
′
) est un
e´le´ment de R ×RI × δ”i,i+1(R), alors :
δ
′
i,i+1(xr)(t, z, t
′
) = xr(t, z, δ
′
i,i+1(t
′
)) = F (t, z, δ
′
i,i+1(t
′
)) = wi,i+1(t, z, t
′
)
ce qui montre que δ
M
[m]
(ns + 1)(xr) = w. Soit y dans XM,m,I,1 tel que : δ
′
0(y) = u ,
δ
′
1(y) = v et pour tout i ∈ {0, . . . , m−1}, il existe une homotopie λi,i+1 entre δ
′
i,i+1(y)
et δ
′
i,i+1(xr). De meˆme en recollant les applications :
λi,i+1 : R×R ×R
I × δ”i,i+1(R)−−−−−−→XM
on obtient une application globale
L : ∪(
m−1⋃
i=0
R×R×RI × δ”i,i+1(R))−−−−−−→XM
tel que le compose´ λ = Lr de L avec un retracte r de R×R×RI×Rm sur le domaine
de L soit une homotopie entre y et xr. Lorsque h = n− s−1, la construction de xr se
fait de la meˆme fac¸on en conside´rant un repre´sentant de la classe w, et on se rame`ne
aux cas pre´ce´dants en utilisant la transitivite´ de l’homotopie.
Conclusion : Pour chaque entier naturel non nul n et chaque espace topologique
X nous venant de lui faire associer un n-nerf.
The´ore`me (2.3.6) : Soit X un espace topologique, alors pour tout entier naturel
non nul n, le n-nerf ΦnX est un n-groupoide, qu’on appellera n-groupoide de Poincare
de X et qu’on notera par Πn(X).
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Preuve : On de´signe par Φ le n-nerf Φn
X
, et conside´rons la cate´gorie Ch(Φ). Il est
claire qu’on a : C
h−1
= XN et Ch = XN,1. Soit l’application :
X
N,1
Inv
−−−−−−→ X
N,1
f −−−−−−→ f ′
ou`
R
f
′
−−−−−−→ X
N
(s, t) −−−−−−→ f(t, s)
Montorns que l’application Inv est celle qui fait associer a` chaque fle`che de Ch(Φ)
son inverse par la loi de composition des fle`ches, pour cela il faut montrer qu’on a la
commutativite´ des deux diagrammes suivants :
X
N,1
×XNXN,1
µ
−−−−−−→ X
N,1
I
X
N,1
×Inv
y
y I
X
N,1
−−−−−−→
s
X
N
X
N,1
×XNXN,1
µ
−−−−−−→ X
N,1
Inv×I
X
N,1
y
y I
X
N,1
−−−−−−→
b
X
N
On sait, d’apre`s (2) de la de´monstration du The´ore`me (2.3.5), que la donne´e d’un
retracte r de R2 sur ses deux coˆte´s δ”01(R)∪ δ
”
12(R) permet la construction pour tout
(f, g) dans X
N,1
× X
N,1
d’un repre´sentant l de la classe qui correspond au compose´
de f et g. Si on de´signe par F l’application de δ”01(R)∪ δ
”
12(R) dans X qui est de´finie
comme le recollement de f et g, alors on peut prendre l = δ”02(F ◦ r) suivant le
diagramme :
R
l
−−−−−−→ X
N
δ”02
y x F
R2 −−−−−−→
r
δ”01(R) ∪ δ
”
12(R)
Constuction d’un retracte : L’ensemble R2 est une surface plane de l’espace
euclidien re´el ayant ~n = (1, 1, 1) comme vecteur normale. Soient les points B = (0, 1, 0)
et D = ( 12 , 0,
1
2 ) de R
2. Pour tout pointM = (x, y, z) de R2 on conside`re le plan P
M
de
l’espace euclidien passant parM et de base (~n,
−−→
BD), son e´quation est X−Z = −z+x.
On de´fini le retracte r par :
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R2
r
−−−−−−→ δ”01(R) ∪ δ
”
12(R)
M −−−−−−→ δ”12(R) ∩ PM si 0 ≤ x ≤
1−y
2
δ”01(R) ∩ PM si
1−y
2 ≤ x ≤ 1− y
Qui est donne´ explicitement par :
R2
r
−−−−−−→ δ”01(R) ∪ δ
”
12(R)
M −−−−−−→ (0, 1 + x− z,−x+ z) si 0 ≤ x ≤ 1−y
2
(x− z, 1− x+ z, 0) si 1−y2 ≤ x ≤ 1− y
Montrons maintenant qu’on a :
(1) µ(f, Inv(f)) = Id
s(f)
et (2) µ(g, Inv(g)) = Id
b(g)
(1) Soit l1 le repre´sentant correspondant a` la classe du compose´ de f et Inv(f)
de´fini par :
R
l1−−−−−−→ X
N
(x, z) −−−−−−→ f(1− 2x, 2x) si 0 ≤ x ≤ 12
f(2x− 1, 2− 2x) si 12 ≤ x ≤ 1
L’homotopie Γ1 : R ×R−−−→XN de´finie par
Γ1
[
(a, b), (x, y)
]
=


f(1, 0) si 0 ≤ x ≤ b
2
f(1− 2x+ b, 2x− b) si b2 ≤ x ≤
1
2
f(2x+ b− 1, 2− 2x− b) si 12 ≤ x ≤ 1−
b
2
f(1, 0) si 1− b2 ≤ x ≤ 1
est tels que
δ
′
0(Γ1)(x, y) = Γ1
[
(1, 0), (x, y)
]
= l1(x,y)
δ
′
1(Γ1)(x, y) = Γ1
[
(0, 1), (x, y)
]
= f(1, 0) = Id
s(f)
(x, y)
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Il est claire de voir que Γ1 est dans XN,1 , et par conse´quent l1 = Ids(f) .
(2) Une homotopie du meˆme genre montrera qu’on a aussi µ(g, Inv(g)) = Id
b(g)
.
On en de´duit alors que ΦnX est un n-groupoide.
Fonctorialite´ de Π
n
:
Soit n un entier naturelle non nul fixe´ et soit f : X−−−→Y une fle`che dans la
cate´gorie T op. L’application f induit un morphisme
Π
n
(f) : Π
n
(X)−−−→Π
n
(Y ) de´finie comme suite :
Π
n
(X)(M)
Πn(f)(M)−−−−−−→ Π
n
(Y )(M)
λ −−−−−−→ f ◦ λ
R
M λ
−−−→ X
Id
y y f
R
M
−−−→
f◦λ
Y
avec M = (m1, . . . , mn) et R
M
= Rmn × . . .×Rm1
La de´finition de Π
n
(f) est bien justifie´e car pour tout (x1, . . . , xn) dans R
M
on a :
f ◦ λ(x
n
, .., x
k+1
, δ”i , xk , .., x1) = f
[
λ(x
n
, .., x
k+1
, δ”i , xk , .., x1)
]
= f
[
λi(xk , .., x1)
]
0 ≤ i ≤ m
k
ce qui montre que f ◦ λ appartient a` Y
M
. Soit σ :M−−−→N une fle`che de ∆n, on a
R
M R(σ)
−−−−−−→R
N λ
−−−−−−→X
f
−−−−−−→Y
Montrons qu’on a la commutativite´ du diagramme suivant :
Π
n
(X)(M)
Πn (f)(M)−−−−−−→ Π
n
(Y )(M)
Πn (X)(σ)
x x Πn (Y )(σ)
Π
n
(X)(N) −−−−−−→
Πn (f)(N)
Π
n
(Y )(N)
Soit λ ∈ Π
n
(X)(N)
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Π
n
(f)(M).Π
n
(X)(σ)(λ) = Π
n
(f)(M)
(
λ ◦ R(σ)
)
= f ◦
(
λ ◦ R(σ)
)
(associtivite de ◦) =
(
f ◦ λ
)
◦ R(σ)
= Π
n
(Y )(σ)(f ◦ λ)
= Π
n
(Y )(σ).Π
n
(f)(N)(λ)
On en de´duit qu’on a un foncteur covariant Π
n
( ) de la cate´gorie T op vers la cate´gorie
n-Gr , des n-groupoides et transformations naturelles, qui a` un espace topologique X
fait correspondre son n-groupoide de Poincare´ Π
n
(X).
(2.4).— Groupes d’homotopie de Π
n
(X)
Proposition (2.4.1) : Soient (Z, z
0
) un espace topologique, n ≥ 1 et N = I
n
.
Alors ils existent des bijections entre les ensembles suivants :
(a)
[
(R
N
, δR
N
); (Z, z
0
)
] α
−−−→
∼
[
(R
N
/
δR
N , w
0
); (Z, z
0
)
]
w
0
= p(x) pour x ∈ δR
N
(b)
[
(R
N
/
δR
N , w
0
); (Z, z
0
)
] β
−−−→
∼
[
(S
n
, s
0
); (Z, z
0
)
]
s
0
= (1, 0, . . . , 0)
Preuve : (a) On de´finit l’application α comme par : α(u¯) = u¯′ ou` u
′
:
R
N
/
δR
N−−−→Z est l’unique application qui rend commutatif le diagramme suivant :
R
N u
−−−−−−→ Z
p
y ‖
R
N
/
δR
N −−−−−−→
u
′
Z
La continuite´ de u et de p entrainent celle de u
′
. Soit Γ une homotopie relative entre
deux e´le´ments u et v de
[
(R
N
, δR
N
); (Z, z
0
)
]
alors elle induit une homotopie Γ
′
qui
rend commutatif le diagramme :
I ×R
N Γ
−−−−−−→ Z
Id×p
y ‖
I ×R
N
/
δR
N −−−−−−→
Γ
′
Z
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De meˆme la continuite´ de Γ , Id × p et la relation I × R
N
/
δR
N = I × R
N
/
I×δR
N
entrainent celle de Γ
′
. Montrons maintenant que α est une bijection.
Surjection : Soit u¯′ dans
[
(R
N
/
δR
N , w
0
); (Z, z
0
)
]
. Le compose´ u = u
′
◦ p est une
application continue telle que α(u¯) = u¯′ , donc α est surjective.
Injection : Soient u¯ et v¯ deux e´le´ment de
[
(R
N
, δR
N
); (Z, z0)
]
tels que α(u¯) = α(v¯).
Soient u¯′ = α(u¯) , v¯′ = α(v¯) et Γ
′
une homotopie relative entre u
′
et v
′
alors
Γ = Γ
′
◦ (I × p) est une homotopie relative entre u et v, ce qui montre que u¯ = v¯.
Finalement α est une bijection.
(b) La donne´e d’un home´omorphisme ϕ : (S
n
, s0)−−−→ (R
N
/
δR
N , w0) nous permet
de construire une bijection β de´finie de la fac¸on suivante :
[
(R
N
/
δR
N , w
0
); (Z, z
0
)
] β
−−−−−−→
[
(S
n
, s
0
); (Z, z
0
)
]
f¯ −−−−−−→ f ◦ ϕ
Si Γ est une homotopie entre deux e´lements f et g de
[
(R
N
/
δR
N , w
0
); (Z, z
0
)
]
alors
Γ ◦ (Id× ϕ) est une homotopie entre f ◦ ϕ et g ◦ ϕ. Ce qui montre que β(f¯) = β(g¯).
D’autre part l’application β admet un inverse β
′
de´fini par :
β
′
(u¯) = u ◦ ϕ−1 , donc β est une bijection.
Proposition (2.4.2) : Soient (Z, z
0
) un espace topologique, n ≥ 1 et N = I
(i−1)
avec 1 ≤ i ≤ n. Alors on a :
(a)
[
(R, δR); (Z
N
, Id
N
(z
0
))
]
est en bijection avec
[
(R
N,1
, δR
N,1
); (Z, z
0
)
]
(b) π
i
(
Π
n
(Z), z
0
)
=
[
(R
N,1
, δR
N,1
); (Z, z
0
)
]
Preuve : (a) On ve´rifiera sans peine que l’application σ de´finie comme suite :
[
(R, δR); (Z
N
, Id
N
(z
0
))
] σ
−−−→
[
(R
N,1
, δR
N,1
); (Z, z
0
)
]
f¯ −−−→ F¯
ou` F est de´finie par F (t
1
, .., t
i
) = f(t
1
)...(t
i
) est une bijection.
(b) On sait que :
π
i
(
Π
n
(Z), z
0
)
=
{
f¯ ∈ Z
N,1
| ∀(t, x) ∈ (δR)×R
N
f(t, x) = Id
N
(z
0
) ∈ Z
N
}
Or, δ(R
N,1
) = (δR)×R
N ⋃
R × (δR
N
)
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et ∀(t, x) ∈ R× (δR
N
) on a f(t, x) = f(δ
′
0
, x) = f(δ
′
1
, x) = Id
N
(z
0
)
d’ou` ∀(t, x) ∈ δR
N,1
on a f(t, x) = Id
N
(z
0
).
On en de´duit alors que π
i
(
Π
n
(Z), z0
)
=
[
(R
N,1
, δR
N,1
); (Z, z0)
]
Conside´rant l’application suivante :
π
i
(
Π
n
(X), x
0
) γ
−−−−−−→ π
1
(
X
N
, Id
N
(x
0
)
)
f¯ −−−−−−→ g¯
ou` g :
(
I, δI
)
−−−→
(
X
N
, Id
N
(x
0
)
)
de´finie par g(t) = f(1− t, t)
γ est bien de´finie. En effet soient f¯ et f¯ ′ sont deux e´le´e´ments de π
i
(
Π
n
(X), x
0
)
tels que
f¯ = f¯ ′ . Soit Γ une homotopie entre f et f
′
telle que Γ(δ”
0
, x) = f(x) , Γ(δ”
1
, x) = f
′
(x)
et Γ(x, δ”
i
) = f(δ”
0
) = f
′
(δ”
0
) = Id
N
(x
0
).
Alors on peut de´finir de fac¸on naturelle une homotopie entre g et g
′
par
I × I
Γ
′
−−−−−−→ X
N
(s, t) −−−−−−→ Γ
(
(1− s, s), (1− t, t)
)
La continuite´ de Γ entraine celle de Γ
′
ce qui montre que g¯ = g¯′ et par conse´quent γ
est bien de´finie.
Proposition (2.4.3) : L’application γ est un isomorphisme de groupes.
Preuve : Montrons que γ est une bijection.
(a) Soient f¯ et f¯ ′ deux e´le´ments de π
i
(
Π
n
(X), x
0
)
tels que γ(f) = γ(f
′
). Soit Γ
′
une homotopie entre g et g
′
ou` g¯ = γ(f) et g¯′ = γ
′
(f
′
) telle que Γ
′
(0, x) = g(x) ,
Γ
′
(1, x) = g
′
(x) et Γ
′
(x, i) = g(i) = g
′
(i) = Id
N
(x
0
) pour i = 0, 1.
Alors on peut de´finir de fac¸on naturelle une homotopie Γ entre f et f
′
par
R ×R
Γ
−−−−−−→ X
N(
(s, s
′
), (t, t
′
)
)
−−−−−−→ Γ
′
(s
′
, t
′
)
La continuite´ de Γ
′
entraine celle de Γ ce qui montre que g¯ = g¯′ et par conse´quent γ
est injective.
(b) Soit g un e´le´ment de π
i
(
X
N
, Id
N
(x
0
)
)
, donc l’application continue suivante :
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(R, δR)
f
−−−−−−→ (X
N
, Id
N
(x
0
)
(s, t) −−−−−−→ g(t)
et telle que γ(f¯) = g¯, ce qui entraine que γ est surjective.
Montrons maintenant que γ est un morphisme de groupes, ce qui revient a` montrer
que pour tout f¯ , f¯ ′ dans π
i
(
Π
n
(X), x
0
)
on a : γ(f¯ ′ • f¯) = g¯′ · g¯.
On sait que les compositions • et · sont de´finies par f¯ ′ • f¯ = F¯ et g¯′ · g¯ = G¯ ou`
(R, δR)
F
−−−−−−→ (X
N
, Id
N
(x
0
)) et (I, δI)
G
−−−−−−→ (X
N
, Id
N
(x
0
))
sont de´finies par :
F (x, y) =


f
′
(2x, 1− 2x) si 0 ≤ x ≤ 12
f(2x− 1, 2− 2x) si 12 ≤ x ≤ 1
G(t) =


g(2t) si 0 ≤ t ≤ 1
2
g
′
(2t− 1) si 1
2
≤ t ≤ 1
Or, pour tout (x, y) dans R on a x+ y = 1 donc
F (x, y) =


f
′
(2− 2y, 2y − 1) si 12 ≤ y ≤ 1
f(1− 2y, 2y) si 0 ≤ y ≤ 12
On en de´duit que γ(F¯ ) = G¯ , donc γ est un morphisme de groupes et par suite un
isomorphisme.
The´ore`me (2.4.4) : Soient (X, x
0
) un espace topologique pointe´, n un entier
naturel non nul. Alors pour tout i ∈ {1, .., n}, il existe un isomorphisme de groupes
entre π
i
(Π
n
(X), x
0
) et π
i
(X, x
0
).
Preuve : D’apre`s les propositions (2.4.1) et (2.4.2), et en remplac¸ons N par I
i−1
on obtient les bijections suivantes :
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π
1
(
X
N
, Id
N
(x
0
)
)
≃
[
(S1, s
0
); (X
N
, Id
N
(x
0
)
]
≃
[
(R, δR); (X
N
, Id
N
(x
0
)
]
≃
[
(R
N,1
, δR
N,1
); (X, x
0
)
]
≃
[
(Si, s
0
); (X, x
0
)
]
≃ π
i
(X, x
0
)
qui sont des isomorphismes de groupes par transfe`re de la strucrure de π
i
(Π
n
(X), x
0
).
On de´duit alors d’apre`s la proposition (2.6.3) qu’il existe un isomorphisme entre
π
i
(Π
n
(X), x
0
) et π
i
(X, x
0
).
(2.5).—Re´alisation ge´ome`trique d’un n-groupoide :
Soit Φ un n-groupoide. Pour toute fle`che σ : M
′
−−−→M de ∆n on a les deux
applications :
Φ(M)
σ
′
=Φ(σ)
−−−−−−→ Φ(M
′
) R
M
′
σ”=Rσ
−−−−−−→ R
M
Conside´rons l’ensemble : Φ¯ :=
⋃
M∈ob(∆n)
R
M
× Φ(M). De manie`re naturelle on de´finit
sur cet ensemble la relation qui, pour tout (x, y) dans R
M
′
×Φ(M), identifie l’e´le´ment
(x, σ
′
(y)) de R
M
′
×Φ(M
′
) a` l’e´le´ment (σ”(x), y) de R
M
×Φ(M). Cette relation est une
relation d’e´quivalence, et on note par | Φ | l’ensemble de ses classes d’e´quivalences.
| Φ | est munit de fac¸on naturelle d’une structure d’espace topologique, ou` Φ(M) est
munit de la topologie discre`te (si le n-groupoide Φ est a` valeurs dans la cate´gorie
T op des espaces topologiques on prend dans ce cas la topologie de Φ(M)). dans la
suite on e´crira une classe dans | Φ | par | (x, a)
M
| ou` (x, a) est un repre´sentant dans
R
M
× Φ(M).
Soit F : Φ−−−→Ψ un morphisme entre deux n-groupoides, alors F induit une
application continue :
| Φ |
|F |
−−−−−−→ | Ψ |
| (x, a)
M
| −−−−−−→ | (x, F
M
(a))
M
|
Cette application ne de´pend pas du repre´sentant (x, a)
M
, en effet :
si (x, y) est un e´le´ment de R
M
× Φ(M
′
) et σ : M−−−→M
′
une fle`che de ∆n on a les
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relations :
| (x, σ
′
(y))
M
|=| (σ”(x), y)
M
′ | et σ
′
F
M
′ = FMσ
′
Alors :
| F |
[
| (x, σ
′
(y))
M
|
]
= | (x, F
M
σ
′
(y))
M
|
= | (x, σ
′
F
M
′ (y))M |
= | (σ”(x), F
M
′ (y))
M
′ |
= | F |
[
| (σ”(x), y)
M
′ |
]
D’autre part la continuite´ des applications F
M
entraine celle de | F |.
On vient de construire un foncteur | | : n-Gr −−−→ T op de la cate´gorie des
n-groupoides et transformations naturelles vers celle des espaces topologiques. Au
paragraphe 3 chapitre 2, nous avons construit un foncteur dans le sense inverse
Π
n
( ) : T op −−−→ n-Gr qui a` un espace topologique fait associer son n-groupoide
de Poincare´.
Proposition (2.5.1) : Soient Φ un n-groupoide et X un espace topologique. Alors
il existe une application naturelle :
F : Hom
(
| Φ |, X
)
−−−−−−→ Hom
(
Φ,Π
n
(X)
)
Preuve : Soient f :| Φ | −−−→X une application continue et M un e´le´ment de ∆n.
Pour tout a dans Φ(M) on de´signe par La l’application de R
M
vers R
M
× Φ(M) qui
a` x fait correspondre le couple (x, a). On de´finit F(f) par :
Φ(M)
F(f)(M)
−−−−−−→ X
M
a −−−−−−→ Γa
ou` Γa est la compose´ des trois applications suivantes :
R
M La−−−−−−→ R
M
× Φ(M)
S
M−−−−−−→ | Φ |
f
−−−−−−→X
et S
M
l’application canonique qui envoie un e´le´ment vers sa classe dans | Φ |. Montrons
maintenant que F(f) est un morphisme.
Soit σ : M
′
−−−→M une fle`che de ∆n, on veut montrer la commutativite´ du
diagramme suivant :
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Φ(M)
F(f)(M)
−−−−−−→ X
M
σ
′
y y σ¯
Φ(M
′
) −−−−−−→
F(f)(M
′
)
X
M
′
ou` σ
′
= Φ(σ) et σ¯ = Π
n
(X)(σ)
Pour tout (x, a) dans R
M
′
× Φ(M) on a les relations suivantes :[
σ¯ ◦ F(f)(M)
]
(a) = σ¯
[
Γa
]
= Γa ◦ σ”[
F(f)(M) ◦ σ
′
]
(a) = Γσ′ (a)
| (x, σ
′
(a))
M
′ |=| (σ
”(x), a)
M
|
On en de´duit :
Γσ′ (a)(x) = f
(
| (x, σ
′
(a))
M
′ |
)
= f
(
| (σ”(x), a)
M
|
)
= Γa(σ
”(x))
= [Γa ◦ σ”](x)
ce qui montre que F(f) est un morphisme.
Si on prend dans la proposition (2.5.1), X =| Φ | et f = Id
|Φ|
, on obtient une
morphisme de Φ vers Π
n
(| Φ |). Nous conjecturons que le foncteur | | est un inverse a`
e´quivalence pre`s du foncteur Π
n
( ) de la cate´gorie des espaces topologiques n-tronque´s
vers la cate´gorie n-Gr des n-groupoides.
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