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ABSTRACT 
The concept of generalized order statistics is a unified approach to a 
variety of models of ordered random variables like order statistics, record 
values, sequential order statistics etc. It has been introduced and studied 
extensively by Kamps (1995 a,b) and is defined as follows: 
Let F{x) be an absolutely continuous distribution function (df ) of 
random variable (rv) X having probability density function (pdf) fix). 
n-\ 
Let wejV,«>2,A:>0,w = (W],W2,...,W7„_|)e9^"" ,M^ = ^ w y , such 
that Yy. =k + n-r + Mj, >0 for all r e{\,2,...,n-\]. Then 
X{r,n,m,k),r = \,2,...,n are called generalized order statistics {gos) if 
their joint p(iris given by 
n [ l - nxdf f{Xi)[\ - F(x,)]^-^ / (x„) (1) 
n-\ 
0=1 ; /=i 
on the cone F ^ (0+) <xx<X2<... < x„ < F~^ (1) of 9^ "^ . 
Here we may consider two cases: 
Case I: m\ ~ 1712 =...= w„-i = m 
Casell: r,-^^/^ ;z,j = l,2,...,«-l 
For Case I, the marginal density of the r-th gos is given by [Kamps, 1995 
b] 
fx(r,n,.,k) (^) = 7 % : [ 1 - F{x)Yr -' f{y:)g'-' {F{x)) (2) 
( r - l j ! 
Abstract 
andthe]o'mipdf of X(r,n,m,k) and X(s,n,m,k), \<r<s<n is 
fx{r ,n,m,k),X(s,n,m, 
(r-l)\(s-r-\)\ sm y y JJ 
x[hm{F(y))-h^(F{x))r-'-^ [l-F{y)]y^-^ f(x)f(y) (3) 
where C^_] = J^ / / , /j =k + {n- i){m +1) 
/=1 
h^{x) ^ (l-xr+\m^-l m + 1 
- l o g ( l - x ) , m = -\ 
gm(x) = hfn(^)-h^{0), xe[0,1) 
Table 1: Variants of the generalized order statistics 
i) Sequential a„ {n-r + \)ar iVr '/r+l ~^) 
order 
statistics 
ii) Ordinary 1 n-r + \ 0 
order 
statistics 
iii) Record 1 1 -1 
values 
iv) Progressively n 
type II ^n+^ n-r + l+Y,Rj ^r 
censored J""'' 
order 
statistics 
V) Pfeifer's /?„ /?, (^^- /?^^ j_ l ) 
record values 
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For Case II, the pdf of X(r,n,m,k) is [Kamps and Cramer, 2001] 
and the joint pc^of X(r, n, m, k) and X{s, n,m,k), l<r<s<n is 
fx(r,n,ffi,k),X{s,n,m,k)ix,y) = Cs-l S ^/^ (^) 
i=r+l 
s . . ^l-Fiy)^^' 
y\-F(x)j 
X Y,ai{r){\-F{x)Y' fix) fiy) 
(1 - Fix)) (1 - F{y)) (5) 
where 
/=1 
^ 1 
\iri-ri) 7=1 ^^  7 
J*' 
and 
. ( ' • ) 1 
j=r+\irj-ri) 
Dual generalized order statistics {dgos) X'{r,n,m,k) is defined with 
1 - F{x) replaced by F{x) 
Case I: mj =^2 =...= m„_i = w 
Its joint/»<^is [Burkschat etal., 2003] 
Abstract IV 
y-T(l,«,w,A:),---,X'(/7,«,w,/:) / ,^^ x 
fn-\ \ (n-\ ^ 
= k UinxjTfixj) [FMt~'fM (6) 
for F~'(l)>;C]>X2>--->;c„>F'V0) 
The joint density function of r-th and s-th dgos'is 
rX'{r,n,m,k),X\s,n,nl,k)r^ A _ iw r / , A „ r - l i [F{x)r f{x)g';;'[F{x)] {r-\)\{s-r-\)\ 
X[/^^(/^C;^))-h^{F{x))r'-\F{y)f^-'f{y), x>y, (7) 
where 
^wW = 1 
^ -x'"^', m ^ - 1 
m + 1 
logx, m = \ 
gmM = ^m(x)-^m(^)^ X G [0,1). 
and the density function of r-th dgos is given by 
(r-1) 
Case II . /^ - 5^  y. 
fxir,n,fn,k)ix) = Q ^ i / W X a , ( r ) [ F ( x ) ] ^ ' - ' 
/=1 
W/ /x(^«,w,yt) ,X(j ,« ,m,/ t ) (^ '> ' ) -Q-l /W Z ^ / ' ' (•^ )| 
/=r+l 
Fjy) 
F{x) 
X 
/=] F{x) F{y) 
where 
(8) 
(9) 
(10) 
Abstract 
r 1 
^/(^)=n7 -^^yi'^yj^ \<i<r<n 
M(rj-ri) 
and 
«/ (^)= f l Z 7' ri'^ri r + l<i<s<n. 
j=r+\(rj-ri) 
For m = 0 and A: = 1, dgos reduces to reverse order statistics and for 
w = - 1 , it reduces to lower record values. 
The research work presented in this thesis is based on the moments of 
generalized and dual generalized order statistics with some applications. 
This thesis is based on seven chapters. A comprehensive bibliography has 
also been given at the end. 
Chapter 1 is introductory in nature. This chapter consists of those 
concepts and results like order statistics, record values, sequential order 
statistics, generalized order statistics, dual generalized order statistics etc., 
which are used in subsequent chapters. 
Chapter 2 deals with the single and product moments of dual generalized 
order statistics from a power function distribution 
F{x) = v'P xP ; 0 < x < v , v > 0 . Some deductions for order statistics 
and lower records, which are special cases of dual generalized order 
statistics, are also discussed. 
Abstract vi 
Chapter 3 discusses the exact moments of generalized order statistics 
from the general form of distributions F{x) = {ax + bY, which contains: 
Table!: F{x) = [ax + bf 
Distribution function 
Power f 
F{x) = 
unction 
(p-x^ 
KP-CCJ 
Pareto distributi 
- (fi + S^ 
\x + 5 ) 
distribution 
e 
,a<x</3 
on 
6 
, ju<x<co 
Exponential distribution 
a 
1 
P-a 
1 
fi + d 
c 
b 
P-a 
5 
1 
c 
e 
-e 
00 
For the moments of dual generalized order statistics, the general form of 
distributions F{x) = [ax-\-bY is considered. This form of distributions 
contains power function distribution, Pareto distribution and reflected 
exponential distribution. Some deductions for order statistics, upper 
records and lower records are also discussed. 
Chapter 4 deals with the recurrence relations for single and product 
moments of generalized order statistics from doubly truncated Weibull 
distribution and also from the general class of distributions 
F{x) = \-QX'p[--{h{x)-h{a)]], xe{a,l3), which includes Burr 
c 
Abstract vii 
distribution F(x) = , 0<x<<x), power function distribution 
y/^ + x'j 
F(x) = x^ ,0 < X <l, Pareto distribution F(x) = l-a^ x~^, a < x <OD 
and Weibull distribution F{x) = 1 - e , 0 < x < oo,as its special cases. 
Recurrence relations for single and product moments of order statistics 
and record values are deduced from these relations. 
Chapter 5 is based on the recurrence relations for single and product 
moments of dual generalized order statistics from exponentiated Weibull 
distribution F{x) = [l-e'^^""^ Y x>0, A.>0, 6>0, r > 0 and from 
the general class of distributions F{x) = [ah(x) + bf which includes 
distributions as given in Table 3. 
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Table 3: F(x) = [ah{x) +b]' 
Distribution function 
Power function 
F{x) = a-^x^ , 
0<x<a 
Pareto 
F(x) = l - a ^ x " ^ , 
a <x <co 
a 
< 
-1 
a 
-aP 
Reflected exponential 
F(x) = e^^""-^^ , 
-co<x< ju 
Inverse Weibull 
F{x) = e-^'~\ , 
0<x<oo 
Burr type III 
Fix) 
= i\ + 0x-P)-^, 
0<x<oo 
Cauchy 
Fix) 
1 1 _i 
= - + —tan 
2 ;r 
-GO < X < 0 0 
fx-d' 
X 
c 
r 
1 
1 
e 
c 
\ ' 1 
1 
71 
h 
0 
0 
1 
J ^ / " 
c 
0 
0 
1 
1 
1 
1 
2 
c 
P_ 
p 
1 
00 
1 
e 
00 
-X 
-X 
1 
hix) 
x^ 
X 
x-P 
X 
^~e.-p 
e~^-' 
x~P 
x-P 
Ox-P 
tan~' 
(x-e^ 
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Some deductions for order statistics and lower records are also discussed. 
Chapter 6 deals with the characterization of continuous distributions 
through conditional expectation of function of dual generalized order 
statistics. More specifically it has been shown here that, for 
Wj = mj - m, /, j = 1,2,...,«-1, if 
E[(^{X'(s,n,m,k)]\ X'(r,n,m,k) = x] = gj^(x), l<r <s<n 
then for two consecutive values r and r + 1, 
F(x) = exp 1 r/3 S's\r(0 
rr+\ ^ Ss\r+liO-gs\r(0 
•dt 
where ^(x) is a monotonic and continuous function of JC and g{.) is a 
finite and differentiable function of x.X'{r,n,m,k) is the r-th dual 
generalized order statistics. It has also been shown that if 
E[^{X\r,n,m,k)]\ X'{s,n,m,k) = y] = g,^^{y) 
then 
im + \)fiy)[F(y)r S'r\s(y) 
1 - [F{y)] m+\ is-l)[gr\s(y)-gr\s-\(y)'\ 
= Aiy) m^-\ 
s'ruiy) fjy) 1 ^ 
F{y) log F{y) (s - l)[g > (y) - g , . j (;;)] = Aiy) 
and 
m = -\ 
Fix) = ^-^^p[-^Ay)dy m+\ , m ^ -I 
F{x) = exp -llA{y)dy m = - l , x > p 
Abstract X 
The case of /f ^y; is also discussed. Results for order statistics are also 
deduced. 
Chapter 7 deals with the correlation coefficient between two generalized 
order statistics front the general form of distributions F{x) = {ax + bY. 
Its dual is also discussed for the form of distributions F{x) = [ax + b]^. 
For simplicity, we have considered the case 
m: =m j =m, i, j = 1,2,...,«- 1 and taken c = . Further, various 
•^  m + 1 
deductions for order statistics and record values are also discussed. 
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PREFACE 
The thesis entitled "Moments of Generalized and Dual Generalized 
Order Statistics with Applications" is based on seven chapters. 
Chapter 1 is introductory in nature and deals with the basic concepts and 
results, which are used in subsequent chapters. 
Chapter 2 deals with the exact moments of dual generalized order 
statistics from a power function distribution. Exact moments of order 
statistics and lower records are also deduced as a special case for power 
function distribution. 
Chapter 3 discusses the exact moments of generalized order statistics 
from a general form of distributions F(x) = [ax + bY and also exact 
moments of dual generalized order statistics from the distribution 
function F{x) = [ax + b]^. 
Chapter 4 is based on the recurrence relations for single and product 
moments of generalized order statistics from doubly truncated Weibull 
distribution and also from the general form of distributions 
F{x) = 1 - exp[—{K^) - h(^)}]- Its special cases are discussed as well. 
c 
Chapter 5 is based on the recurrence relations for single and product 
moments of dual generalized order statistics from exponentiated Weibull 
distribution and also from a general class of distributions 
F{x) = [ah{x) + bf. 
Preface \{ 
Chapter 6 deals with the characterization of continuous distributions 
through conditional expectation of function of dual generalized order 
statistics conditioned on non-adjacent dual generalized order statistics. 
Results for order statistics are also discussed. 
Chapter 7 deals with the correlation coefficient between two generalized 
order statistics from the general form of distributions F{x) = \ax + bf. 
The correlation coefficient for dual generalized order statistics is also 
obtained for the distribution function F{x) = [ax + b\'^. Further, various 
deductions for order statistics and record values are discussed. 
In the end, a comprehensive bibliography is given. 
CHAPTER 1 
PRELIMINARIES AND BASIC CONCEPTS 
In this chapter we have introduced those concepts and results, which are 
used in subsequent chapters. 
1. Order statistics 
Let Xy,X2,...,Xy^ be a random sample of size n from a continuous 
population having probability density function ipdj) f{x) and 
distribution function {df) F{x). Let they be arranged in ascending order 
of magnitude as 
X < X T < <X < <X 
then Xi.yi,X2-_n^—^^n:n ^^^ collectively called the order statistics of the 
sample and X^.„ (r = 1,2,...,«) is called the r-th order statistic of the 
sample. X\.j^=mm{Xi,X2,—,Xy^) and Xy^.y^=m2ix{X\,X2,—,Xy^) 
are called extreme order statistics or the smallest and the largest order 
statistics. 
1.1: Distribution of order statistics 
The pdf of X .^„ , the r-th order statistics is given by (David and 
Nagaraja, 2003) 
frni^) = —-7^ - [ / ^ W r ' D - ^ W r V W , -cX)<X<oc (1.1) 
{r-\)\{n-r)\ 
The pdfs of smallest and largest order statistics are, 
f,.^^{x) = n[\-F{x)r'f{x) • -co<x<co (1.2) 
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f,,,{x)^n[F{x)r'f{x) • -^<x<^ (1.3) 
The df of Xf.yi is given by 
F,,„{x) = P{X,,^<x) 
= P (at least r of Jf],X2,...,^^^ are less than or equal to x) 
n 
= ^P(exactlyiof Xi,Z2,.",-^« are less than or equal to x) 
i=r 
= ifrl[n^)]'[i-^wr' •,-^<x<^ (1.4) 
i-r 
= "^^  f u''~\\-uf~''du (1.5) 
( r - l ) ! ( « - r ) ! J 
= lF^^^^{r,n-r + l) (1.6) 
1 ^ ^ 
where Ip{a,b) = —^{^ ' ' "^ (1 -0^"^^^ , B{a,b) = lt''-\\-t)^~^dt 
B(a,b) Q Q 
T?//^ is obtained by the relationship between binomial sums and 
incomplete beta function. It may be expressed in negative binomial sums 
as (Khan, 1991) 
F,Jx) = W~\'][F{x)Y[\-F{x)r-'-'-, -^<x<^ (1.7) 
For continuous case the pdf of X .^„ may also be obtained by 
differentiating (1.5) w.r.t. x. 
The k-th moment of X^.„ is 
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00 
«S=^[^r^:J- J//r:«W«^ (1-8) 
- 0 0 
The joint pdf of X^.^, X^.„, \<r <s<n is given by 
{r-\)\{s-r-\)\{n-s)\ 
y<[F{y)-F{x)r'-\\-F{y)r'f{x)f{y);-^<x<y<^ (1.9) 
The joint dfof X^.y^ and X^.^, {\<r <s<n) can be obtained as follows: 
= P(at least r oi X\,X2,—,Xy^dLVQ at most x 
and at least^of Xi,X2,.--,-^n are at most j^) 
n j 
are at most x 
and exactly j of Xi,X2,...,Xfj are at most y) 
= i I , , , . r ! T-inx)nF{y)-F{x)]J-^[l-F{y)r-J 
(1.10) 
We can write the joint df of X .^;^  and X^.„ in (1.10) equivalently as: 
,1 F{x)F(y) 
(r-l)l{s-r-l)\{n-s)\ ^ ^ 
x{\-v)"~'dudv 
= h{x),F{y)ir^s -r,n-s + \);-co<x<y<<x> (1.11) 
which is incomplete bivariate beta function. 
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It may be noted that ior x > y 
(1.12) 
The product moments of the j-th and k-th order of X^.„ and X^.„ 
respectively, {l<r < s <n) is given by: 
(^iis^n =E[X/,^Xs:n]= ^x^' y^f^^s:nix,y)dxdy 
-<x)<x<y<<x> 
(1.13) 
In general, the joint pdf of Xi^.^,Xj^.^,...,Xi^.^ for 
1 < z'l < 12 <—<ik ^ « is given by 
/ / , , / 2 , . . . , ' i : « ^ • ^ / i : « ' " ^ / ^ • " ' • " ' " ^ ' i •" ^ 
-n\< 
k 
7=0 
[F(x,^^,)-F(x,p^-^'-''^-' 
( / ; + l - / ; - l ) ! 
-co<:^, <x, <...<x, <oo (1.14) 
where JCQ =-OO,X^+I =+°05 '0 ~^''ic+l =^ + 1 
Remarks: 
1. The ranking of random variables X| ,X2, . . . ,X„ is preserved under 
any monotonic increasing transformation of the random variables. 
2. Regarding the probability integral transformation, if X ^ . „ , l < r < « , 
are the order statistics from a continuous distribution F{x), then the 
transformation t/^.„ = F{Xy.j^) produces a random variable, which is 
the r-th order statistics from a uniform distribution on t /(0, l) . 
3. Even if X\,X2,...,Xy^ are independent random variables, order 
statistics are not independent random variables. 
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4. Let X\,X2,..;Xj^ be iid random variables from a continuous 
distribution, then the set of order statistics {Xi.„,X2:„,...,X„:„} is 
both sufficient and complete (Lehmann, 1986). 
5. Let X be a continuous random variable with E[Xf..jj] = or^ -^ , 
a) If « = E{X) exists then a^.„ exists, but converse is not necessarily 
true. That is, a^.^ may exist for certain (but not all) values of r , 
even though a does not exist. 
b) a^-fj for all n determine the distribution completely. 
2. Truncated distribution 
Let X he a continuous random variable having probability density 
function (pdf) f{x) and distribution function {df) F{x) in the interval 
[—00,00]. 
Let jf{x)dx = Q and jf{x)dx = P (2.1) 
— 0 0 —CO 
where Qi and / | are known constants. Then doubly truncated pdf of 
X is given by: 
j^;xe(Q^,PO (2.2) 
and the corresponding df is given by 
F{x)-Q 
P-Q ; x E ( a , / ' i ) (2.3) 
The lower and upper truncation points are Qi and P\ respectively; the 
degrees of truncation are Q (from below) and 1 - P (from above). If we 
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put Q = 0, the distribution will be truncated to the right. Similarly, for 
P ~\, the distribution will be truncated to the left. Whereas for 
Q = 0,P = 1, we get the non-truncated distribution. Truncated 
distributions are useful in finding the conditional distributions of order 
statistics. 
In the following, we will relate the conditional distribution of order 
statistics (conditioned on another order statistic) to the distribution of 
order statistics from a population whose distribution is truncated from the 
original population distribution F{x). 
Result 1.1: (David and Nagaraja, 2003): Let Xi,X2,...,X„ be a 
random sample from an absolutely continuous population with df F{x) 
and pdf f{x) and let X,.„<X2.„< <X^.^< < Z„.„ denote the 
order statistics obtained from this sample. Then the conditional 
distribution of Xf..y^, given that X^.„ = y for s>r,\s the same as the 
distribution of the r-th order statistic obtained from a sample of size 
{s -1) from a population whose distribution is truncated on the right at 
y-
Result 1.2: (David and Nagaraja, 2003): Let Xi,X2,...,Xn be a 
random sample from an absolutely continuous population with dfF{x) 
and pdf f{x), and let Xj.„ < Xi^n ^•••- ^n:n denote the order statistics 
obtained from this sample. Then the conditional distribution of Xyy^, 
given that X^.^ =x for r <s, is the same as the distribution of the 
(5 - r) -th order statistic obtained from a sample of size {n - r) from a 
population whose distribution is truncated on the left at x. 
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3. Record values and record times 
Suppose that Xj, X2,..., X„ is a sequence of independent and identically 
distributed random variables with df F{x). Let 
F„ =max(min){jr],X2,...,X^} for n>\. We say Xj is an upper (lower) 
record values of {X^, n>\], if Yj >(<)7y_j,7 >1. By definition X^ is 
an upper as well as lower record values. One can transform the upper 
record values into lower record values by replacing the original sequence 
of {Xj} by {-Xjj>\) or if P(X,. >0) = 1 for all / by <j—, />1 
•^i 
the 
lower record value of this sequence will correspond to the upper record 
values of the original sequence (Ahsanullah, 1995) 
The indices at which upper record values occur are given by the record 
times {L''(„)}, « > 0 . That is >^ (^„) is the n-th upper record, where 
f/(„) = min{7|7 >t/(„_,), Xj>Xy(„_i), n>\] and U^^^ = 1. The 
distribution of Ur^y n > 1 does not depend on F. Further, we will denote 
L(„) as the indices where the lower record values occur. By assumption 
Un^ - Ln) = 1. The distribution of L(„-) also does not depend on F. 
Record values are found in many situations of daily life as well as in 
many statistical applications. Often we are interested in observing new 
records and in recoding them: e.g. Olympic records or world records in 
sports. 
Record values are defined by Chandler (1952) as a model of successive 
extremes in a sequence of identically and independent random variables. 
It may also be helpful as a model for successively largest insurance 
claims in non-life insurance, for highest water levels or highest 
temperatures. Record values are also useful in reliability theory. 
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To be precise, record values are defined by means of record times. That 
is, those times have to be described at which successively largest values 
appear. 
Chandler (1952) describes several properties of record values and notes 
their Markovian structure. Two recent books on records by Ahsanullah 
(1995) and Arnold et al. (1998) are worth mentioning. 
3.1: Distribution of record values 
Let R{x) be a continuous function of x with R{x) = -\nF{x) and 
F{x) = \- F{x), where 'In' is the natural logarithm. 
If we define F^{x) as the df of ^{/(„) for /7>1, then we have 
(Ahsanullah, 1995) 
F„(x)=P(X^(,)<x) 
= f f^^^(«),-^<^<«> (3.1) 
^"^ {n-\)\ 
and the pdf f„{x) of X^j^^^ is 
fni^)=^r-—^fi^^ - ^ < x < a ) (3.2) 
{n-\)\ 
The joint pdf of X^(,) and X^^j^ is 
^ ^ ^ (R(x,)p , ^(R(xj)-R(x,))'-<-' 
Ji i i^i' ^ /•) = f^i^i) fix i) 
'^  ^ (/-I)! O'-^'-l)! 
-00<x^-<x,-<c» (3.3) 
The joint pdf of the n record values ^t/(i)'^t/(2)''"'^t/(/7) is given by 
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/l,2, ,«(^1,^2.---.^J= K^l)K^2)---K^«-l)/(^«)' 
- 00 < X] <X2 <...< X„_, < A:„ < CO 
«- l « (3.4) 
where r{x) = J7?(x) / (x) 
dx 1 - F(x) , 0<F(x)<l 
is known as hazard rate 
In particular at / = 1, j = n. we have 
f\,ni\^n> K^l) 
{R{x„)-R{x,)) 
{n-2)\ 
n-2 
- / ( x j , - CX)< X, < X2 < 00. 
The conditional distribution of Xy^j-^ \ ^[/(,) = x, is 
f(^uo) l^t/(0 - • ^ / ) -
/ / / ^ n ^ ; ) 
/ . ( ^ , ) 
7 - i - l (i?(x^)-i?(xjy-'-' /(x^) 
a - / - I ) ! 1 - F ( x j (3.5) 
and the pdf for A'^/,) | ^ , t y ( / ) l ^ t / ( y ) -^j IS 
/(^t/Col^t/O)-^;) 
(7-1)! 
( / - l ) ! ( j -^- - l ) ! R{x,) 
i - \ 
1-
R{x,) 
j - i - \ 
R{x,) 
-CO<Xj < X . < 00 (3.6) 
3.2: A:-Records 
In some situations record values themselves are viewed as 'outlier' and 
hence second or third largest values are of special interest. Insurance 
claims in some non-life insurance can be used as an example. 
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Let Xi,X2,---,Xfj be an identically and independent sequence of random 
variables with a continuous distribution function F{x) and let k be a 
positive integer. 
Then the random variables L> \fi) given by (Ahsanullah, 1995) 
# ) ( « ) = ! 
L^'\n +1) = min{; e N;Xjj,,_, > ^,a)(„),^a)(„),,_,},« ^ N, 
are called k-th record times and the quantities X (k). .,neN are called k-
L (n) 
th record values or A: - records. 
We can obtain ordinary record values at k = \. 
The joint density of the A:-records X (^ ) ,---,X (A;). is given as 
;_A-F(X!) 
\ l 
and the marginal densities and marginal distribution functions are given 
by: 
fx a) W = r^,Wx)r^ [1 -Fix)]^ ~^  fix) (3.8) 
and 
Fx a) W -1 - [1 - ^W] Z -lkR{x)y (3.9) 
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4. Sequential order statistics 
A k-oxxt-oi-n systems are important technical structures which are often 
considered in the Hterature. Such systems consist of « components of the 
same kind with independent and identically distributed {iid) life lengths. 
All components start working simultaneously, and the system will work 
as long as k components function. Parallel and series systems are 
particular cases of k-ouX-of-n systems corresponding to A: = 1 and k = n, 
respectively. In the conventional modeling of these structures it is 
supposed that the failure of any component does not affect the remaining 
ones. Hence, the {n-k + \) -th order statistic from an iid sample describes 
the lifetime of some A:-out-of-« system. 
In A:-out-of-«-system, it is generally assumed that we have components 
of the same kind without any interactions with respect to life-length 
distributions. Hence, the system failure is modeled by an order statistics 
based on iidr.v. 's. 
However, the failure of some components can more or less strongly 
influence the remaining components. This can be thought of as damage 
caused by the / - t h failure in the system. Thus, a more flexible model, 
that is more general and therefore more applicable to practical situations, 
must take some dependence structure into account. 
In this model, the life length distribution of the remaining components in 
the system may change after each failure of the components. If we 
observe the i - th failure at time x, the remaining components are now 
supposed to have a possibly different life-length distribution. This 
distribution is truncated on the left at x to ensure realizations arranged in 
ascending order of magnitude (Kamps, 1995b). 
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Let (y? )\<i<n,\<j<n-i+\ tie independent random variables with 
( ^ f W n - W ~ ^ n l ^ ' " ^ « (4.1) 
where Fi,F2,...,Fyj are strictly increasing and continuous distribution 
functions 
with Ff\\)<--<F-\\) 
Moreover, let X^^ = YJ^^A<j<n, 
and for 2<i<n: 
Xf = Ff^ [Fi (7)') )(1 - F^ (Xt^^)), 
xP = minl^y^ ,\<j<n-i + \} 
Then random variables X^\---,X^"^ are called sequential order 
statistics. 
If we have absolutely continuous distribution functions Fj , • • •, F„ with 
densities f\,---,fn respectively, the joint density of the first r sequential 
fl) (r) 
order statistics X^ , • • •, X^ Ms given by 
' J-f l-F^ix,)]"-' Mx,) 
. 1 - ^ ( ^ M ) 1 - ^ ( ^ M ) 
, r<n,XQ=-co (4.2) 
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Sequential order statistics form a Markov chain with transition 
probabihties 
[x^:^>r\X^^-'-^=sy 
/ \n-r+\ 
,2<r<n (4.3) 
Remark 4.1: Choosing F\ -... = F^^ = F, we can obtain the joint 
density function of the order statistics -^i:^»• • • > ^«:« based on n iidr.v. 's 
with distribution function F. 
Remark 4.2: Distribution function of r -th sequential order statistics is 
given by 
F, (/) = 1 - [1 - F{t)f>- ,l<r<n (4.4) 
where F(.) is a distribution function and « | , . . . ,«„ are positive real 
numbers. 
5. Generalized and dual generalized order statistics 
5.1: Generalized order statistics 
Let F{x) be an absolutely continuous df with pdf f{x) of r.v. X. 
n-\ 
Let neN,n>2,k>0,m = {mi,m2,...,mfj_i)e^'^ ,Mf. = ^mj , such n-\ 
j=r 
that /f. =k + n-r + M,, >0 for all r e{1,2,...,77-1}. Then 
X{r,n,m,k),r = \,2,...,n are called generalized order statistics (gos) if 
their joint/7(^is given by 
W-F{xi)r' f{xi)[l-F{x„)f-^ f{x„) (5.1) 
1 7 - 1 
/=1 
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on the cone F~^ (0+) <xi<X2<... < x„ < F~^ (1) of 91". 
Table 1.1: Variants of the generalized order statistics 
i) Sequential 
order 
statistics 
ii) Ordinary 
order 
statistics 
iii) Record 
values 
iv) Progressively 
type II 
censored 
order 
statistics 
v) Pfeifer's 
record values 
Tn^k 
a„ 
1 
1 
R, + \ 
Pn 
Yr 
(n-r + \)a^ 
n-r + \ 
1 
rt 
j=r 
Pr 
{Yr -
iPr 
nif. 
 Yr+\ -1) 
0 
-1 
Rr 
- Pr+\ -1) 
The joint density of the first r generalized order statistics (gos) is given 
by: 
fxi\,n,m,k),...,X(r,n,m,k) (^1' ^2 > - ' ^r ) 
fr-\ 
= c r-\ Ylil-Fix^T'fiXi) [l-F(x,)]'^"-'^''r-^fix,) (5.2) 
on the cone F ^ (0+) < xj < X2 <... < x„ < F ^ (1). 
Also, we can define gos as follows: (Burkschat et al, 2003) 
Let Bj, \< j <n, be independent random variables having beta 
Beta {Yj, 1) distribution with df P {Bj <t) = / \ te [0,1] 
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Then it can be seen that 
X{r,n,m,k)-^F~^{).-W,), r = l,2,"-«. (5.3) 
where W^ = Y\B 
7=1 
Here we may consider two cases: 
Case I: mi=m2=...= m^_i=m 
Case II: f / =^ yj ; /, j -1,2,..., n - 1 
For Case I, the marginal density of the r-th generalized order statistics 
{gos) is given by (Kamps, 1995b) 
C. 
fx{r,n,m,k) (^) = jf^, [1" ^(^)] ^ ' "^  / W gm^ (Fix)) (5.4) 
andthejoint/?<5^of X(r,«,m,A:) and X(5,«,w,A:), l<r<s<n is 
fx{r ,n,m,k),X(s,n,m, 
c 5-1 
( r - l ) ! ( 5 - r - l ) ! [^-F{x)r g'm~\F{x)) 
^[hmiHy))-h^{F{x))Y-'-^ [1 -F{y)]y^-^ f{x) f{y) (5.5) 
where Cy._\ = ]^iK/, /i =k + {n-i){m +1) 
/=1 
/z^(x) = ^ ( l - x ) ' " + ^ m ^ - l m + \ 
log(l-x) ,m = - l 
^m (^) = K (^) - /2m (0), X G [0,1) 
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The conditional pdf of X{s,n,m,k) given X(r,n,m,k) = x, \<r <s<n 
is given by 
fx(s,n,m,k)\Xir,n,m,k) (y I ^) 
Cs-i [hm {F{y)) - hm {F{x))r-'-' [1 - F{y)Y^-' f{y) 
{s-r-\)\C,_, [\-F{x)Y^-' 
x<y (5.6) 
and the conditional pdf of X{r,n,m,k) given X(s,n,m,k)-y, 
\<r <s <n is 
fx{r,n,m,k)\X(s,n,m,k) i^\y)-
(5-l)!(m + l) 
( r - l ) ! ( 5 - r - l ) ! 
jF{xr[i-(Fixr-'Y-\(F{x)r^' -(^(j^r^'r^-^ ^ ^^^ 
[i-iFiy)r'r' 
x< y (5.7) 
For Case II, the pdf of X{r,n,m,k) is (Kamps and Cramer, 2001) 
fx{r,n,m,k) (^) = Q-1 / ( ^ ) E ^/ (^) [1" ^(^)] ^ ' 
/-I 
(5.8) 
and the joint p(^of X{r, n, in, k) and X{s, n,m,k), \<r <s <n is 
fx{r,n,fn,k)X{s,n,m,k)i^^y) = Cs-\ E «/'' ("y) 
/=r+l 
f ^ -F{y) 
\-F{x) 
Vi 
X Y^aiirXl-Fix)/' 
M 
K^) f{y) 
{\-F{x)){\-F{y)) (5.9) 
where 
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Q - l = n ^ / ' Yi^k + n-i + Mi 
i=\ 
^ 1 
^iir) = Y\- ^'Ti^rj, \<i<r<n 
J*' 
and 
a r'is)- n 1 
J*' 
,/i ^y j , r + \<i<s <n 
Thus, the conditional pdf of X{s,n,m,k) given X(r,n,m,k)-x, 
\<r <s <n is given by 
fx(s,n,m,k)\X{r,n,m,k)iy I ^) 
-^ L 4 (') 1 - ny) \-F{x) 
Yi Ry) 
[\-F{y)\ ,x<y 
(5.10) 
and the conditional pdf of X{r,n,m,k) given X(s,n,m,k) = y, 
\<r <s <n is given by 
fx{r,n,m,k)\X{s,n,m,k) (^ I J^) 
I^'W 
/=r + l 
Y,a,{r)[F {x)] r, 
F{x) 
Y,a,{s)[F {y)] r, 
i=\ 
(5.11) 
5.2: Dual generalized order statistics 
Dual generalized order statistics (dgos) X'{r,n,fn,k) is defined with 
1 - F{x) replaced by F{x). 
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Case I: m\-m2=--=myi_\=m 
Its joint p<^is (Burkschat et al., 2003) 
rX'(\,n,m,k),--;X'(n,n,m,k)^^ ... x ) 
fn-\ \ 
= k 
(n-\ 
\r=\ J 
TlYr YVinxi)rf{Xj) 
0=1 
A-\ [F{x„)r-'f{x„){5.n) 
for F" ' ( l )>x, >X2>--->x„>F"V0) 
The joint density function oir-th and s-th dgos is 
rX'{r,n,m,k),X'{s,n,m,k) ^^ ^ _ C. 
( r - l ) ! ( 5 - r - l ) ! 
i s - r - l 
[Fix)r f{x)g';;\F{x)] 
x[hm{Fiy))-h^iF{x))r'-'[F{y)Y^-Viy\ x>y, (5.13) 
where 
h„Jx) = < ^ -x'^^K m # - l m + l 
iogx, m -I 
gm{x)^h^{x)-h^{\), XE[0,\). 
and the density function oir-th dgos is given by 
/ 
X'(r,n,m,k) 
(X) c r-l (r-1)! [F{x)Y^-'g:;\F{x))f{x). 
(5.14) 
(5.15) 
(5.16) 
Case II. Yi ^  /,• 
fx(r,n,fn,k)(x) = C,_J(x)Xa,(r)[F{x)] ' (5.17) 
1=1 
(r) fx{r,n,m,k\X{s,n,m,k)i^^y) = Cs-\f{x) J ] a / (5) 
i=r+\ 
F{y) 
F{x) 
Yi 
^ '''' Fix)F{y) (5.18) /=] 
where 
Preliminaries and basic concepts 19 
Cr-l = r i / / ' ri=k + n-i + Mi (5.19) 
/=1 
«/W = ri7 -.^ri^Tj, l < / < r < « (5.20) 
j=i(rj-ri) 
and 
5 1 /^'•)(5)= n , r + l<i<s<n. (5.21) 
y=,+l(ry-r/) 
We can also define the dgos as follows: 
Let Bj, \< j <n, be independent random variables having beta 
BetaiYj, 1) distribution with df P{Bj <t) = t^\ te [0,1] 
X'{r,n,m,k)~F~\w,) (5.22) 
r 
where W^ = H ^ y 
For m = 0 and A: = 1, dgos reduces to reverse order statistics and for 
m = - 1 , it reduces to lower record values. 
6. Some continuous distributions 
I. Pareto distribution 
A random variable X is said to have the Pareto distribution if its 
probability density function {pdf)f{x) and distribution function 
{df)F{x) are of the form given below: 
f{x) = pAPx~^P^^'^; A<x<oo; X,p>0 
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F{x) = \-:iPx~P; / i<x<oo; A,;?>0 
Many socio-economic and naturally occurring quantities are distributed 
according to Pareto law. For example, distribution of city population 
sizes, personal income etc. 
II. Power function distribution 
A random variable X is said to have a power function distribution if its 
pdf and df are of the form given below: 
f{x) = pX~PxP~^- 0 < x < / i ; X,p>0 
F{x) = rPxP;0<x<X; A,p>0 
The power function distribution is used to approximate representation of 
the lower tail of the distribution of random variable having fixed lower 
bound. It may be noted that if X has a power function distribution, then 
Y = — has a Pareto distribution. 
X 
III. Beta distribution 
a) Beta distribution of the first kind 
A random variable X is said to have the beta distribution of first kind if 
its pdf is of the form 
f(x) = — ^ - — x ^ ' ^ a - j c ) ^ " ' ; 0 < x < l , p , ^ > 0 
B{p,q) 
Beta distribution arises as the distribution of an ordered variable from a 
rectangular distribution. Suppose X^.„ is an ordered sample from 
t/(0,l), then Xf.jj is distributed as B{r,n-r + V). The standard 
rectangular distribution R{0,\) is the special case of beta distribution of 
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first kind obtained by putting the exponents p and q equal to 1. If ^ = 1, 
the distribution reduces to power function distribution. 
b) Beta distribution of the second kind 
The continuous random variable X, which is distributed according to 
probability law: 
1 xP-^ 
•^(^) = " ^ ; — ; ;; i7 ( A ^ ) > O , O < X < O O 
is known as a beta variate of the second kind with parameters p and q. 
Beta distribution of second kind reduces to beta distribution of first kind 
if we replace 1 + x by —. 
y 
The beta distribution is one of the most frequently employed distributions 
to fit theoretical distributions. Beta distribution may be applied directly 
to the analysis of Markov processes with "uncertain" transition 
probabilities. 
IV. Weibull distribution 
A random variable X is said to have a Weibull distribution if its pdf is 
given by: 
f{x) = OpxP'^ e'^""^ ; 0<x<oo; 0>O, p>0 
and the df is given by 
F{x) = l-e~^''^ ; 0<x<oo', 0>0, p>0 
Weibull distribution is widely used in reliability and quality control. The 
distribution is also useful in cases where the conditions of strict 
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randomness of exponential distribution are not satisfied. It is sometimes 
used as a tolerance distribution in the analysis of quantal response data. 
If we put p = 1 in Weibull distribution, we get the pdf of exponential 
distribution. 
If we put /? = 2, it gives pdf of Rayleigh distribution. 
If X has a Weibull distribution, then the pdf of 
r = -/?log ^ -1 IS 
f(y) = e-ye-''~' 
which is a form of an extreme value distribution. 
V. Inverse Weibull distribution The pdf and the df of inverse 
Weibull distribution is given by 
f{x) = epx~^P^^\~^''~\ 0<x<oo; ^ >0, p>0 
F{x) = e ' ^ ^ \ 0<x<oo; e>0, p>0 
VI. Exponential distribution 
A random variable X is said to have an exponential distribution if its 
pdf is given by 
/ (x ) = 6 'e"^ ' ' ;0<x<oo; e>0 
and the df is given by 
F{x) = l-e~^''; 0<x<oo; 0>O 
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The exponential distribution plays an important role in describing a large 
class of phenomena particularly in the area of reliability theory. The 
exponential distribution has many other applications. In fact, whenever a 
continuous random variable X assuming non-negative values satisfies 
the assumption, 
P{X >s + t\X>s)^ P{X > t) for all 5 and / , 
then X will have an exponential distribution. This is particularly a very 
appropriate failure law when present does not depend on the past, for 
example, in studying the life of a bulb etc. 
VII. Rectangular distribution 
A random variable X is said to have a rectangular distribution if its pdf 
is given by 
/ W = ^ ; P<x<x 
and the df is given by 
x-p 
The standard rectangular distribution /?(0,1) is obtained by putting /5 = 0 
and X = \. It is noted that every distribution fiinction F{X) follows 
rectangular distribution i?(0,l). This distribution is used in "rounding 
off errors, probability integral transformation, random number 
generation, traffic flow, generation of normal, exponential distribution 
etc. 
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VIII. Burr distribution 
Let X be a continuous random variable, then different forms of 
cumulative distribution function of X are listed below (Johnson et al., 
1994): 
1 F{x) = x, 0 < x < l 
2 F(jc) = (l + e" ' ' )"^, -oo<jc<oo 
3 F{x) = i\ + x ^) ^, 0<x<oo 
F{x) 1 + 
/ x l /c 
' c-x ^ 
-1-k 
\ X J 
, 0<k<c 
5 F(x) = [l + c^-^^'^^^^ --<x<-
2 2 
6 /^(jc) = [ l + ce J , - o o < x < o o 
7 F(x) = 2~^(l + tanhx)^, - 0 0 < X < 00 
8 F{x) = (- 1 „x •tan e - 0 0 < JC < 0 0 
9 F(x) = l -
c[(l + e ' ' ) ^ - l ] + 2 
, - 0 0 < X < 00 
10 F(x) = (l + e~^ f, 0<x<oo 
/ 
11 F{x) = X sin 2;^ 
27r 
, 0 < x < l 
12 F(x) = l - ( l + x'")"'^,0<x<oo 
where k and c are positive parameters. 
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Special attention is given to type XII, whose pdf is given as: 
f{x) = kcx''~^{\+x''y^^^^'>; 0<jc<oo; k,c>0 
This distribution is frequently used for the purpose of graduation and in 
reliability theory. At c = 1, it is called Lomax distribution whereas at 
A: = 1, it is known as Log-logistic distribution. 
IX. Cauchy distribution 
The special form of the Pearson type VII distribution, with pdf 
f{x) = — -co<jc<aD;/l>0;-co<^<oo 
^^[\ + {{x-e)IXY-] 
is called the Cauchy distribution. 
The df'is given by 
1 1 -\(x-6\ F(x) = —+ —tan -oo<x<oo;A>0;-oo<6'<QO 
2 71 X 
The distribution is symmetrical about x = 9. The distribution does not 
possess finite moments of order greater than or equal to 1, and so does 
not possess a finite expected value or standard deviation. However, 0 
and X are location and scale parameters, respectively, and may be 
regarded as being analogous to mean and standard deviation. 
There is no standard form of the Cauchy distribution, as it is not possible 
to standardize without using (finite) values of mean and standard 
deviation, which does not exist in this case. However, a standard form is 
obtained by putting ^ = 0,/L = l. The standard probability density 
function is given by 
/ W = ^ - c X ) < x < c o 
^(1 + x^) 
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and the standard cumulative distribution function is 
F(x) = —H—tan~ jc -oo<x<oo. 
2 TT 
X. Exponentiated Weibull distribution 
The exponentiated Weibull distributiobn was introduced by Mudholkar et 
al. (1995). Its properties have been studied in more detail by Mudholkar 
and Hutson (1996) and Nassar and Eissa (2003). These authors have 
presented useful applications of the distribution in the modeling of flood 
data and in reliability. The dfdind density/?4^ of a random variable X 
having the exponentiated Weibull distributiobn are given by. 
F{x) = [\-e~^^''''\\ 
/(x) = r ^ / / - V ( ^ ^ ) ' [ l - e - (^- ) ' r \ 
x>0, /l>0, e>0, r>0 
CHAPTER 2 
EXACT MOMENTS OF DUAL GENERALIZED ORDER 
STATISTICS FROM POWER FUNCTION DISTRIBUTION 
1. Introduction 
A random variable X is said to have power function distribution if the 
probability density function {pdf) of X is of the form 
f{x) = pv~PxP'^ ; 0 < x < v , v > 0 (1.1) 
= 0, otherwise 
and the corresponding distribution function {df) is 
F(x) = v"^x^ ; 0<jc<v, v > 0 (1.2) 
Therefore, for the power function distribution, we have 
F(x) = - / ( x ) (1.3) 
P 
Malik (1967) obtained the explicit expression for moment of power 
function distribution whereas Khan et al. (1983 a, b) established the 
recurrence relations for single and product moments of order statistics for 
truncated power function distribution. For record values, Ahsanullah 
(2004) has given the expression for moments of power function 
distribution. Also he established the recurrence relations for the moments 
of record values for power function distribution. In this chapter we have 
obtained simple expressions for the exact moments of dual generalized 
order statistics from power function distribution. 
Part of the results of this chapter is contained in Athar et al. (2007 b) 
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2. Single moments 
Lemma 2.1: For the power function distribution as given in (1.2) and 
any non-negative finite integers a and b. 
^b\ 
{m +1)^ /=o \^ J 
Ja{a + {m + \)i,Qi\ (2.1) 
,« b 
(m + 1) /=o 
K-iy (b-\ 1 
V J^a t(y[a + {m + \)i\ 
,m^-\ (2.2) 
blpK"" 
b+] [^a(a)] 
, m = -1 (2.3) 
where ^(a,Z7)= ^^x"""^  [F(jc)f g^ [F(x ) ]^ (2.4) 
.a 
Ja(a,0) = 
t^{a) (2.5) 
and t^{a) = a + ap 
Proof: When m 5^  - 1 , we have 
g'rAn^)] = ' 'i-(f(x)r' 
m + 1 
:^b 
1 '^  
(^ +1)^ /=o 
(b\ 
\h 
[{F{x)r'i 
Thus 
Ja{a,b) = - — 
(m +1) 
£'x«-'[F(x)fX(-iy 
/=o 
M 
v'y 
[(F(x))'"^ir^ 
hence the result (2.1). 
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Using (2.5) in (2.1), we get (2.2). 
At m = -1 in (2.2), we have 
0 
Ja{a,b) = - as X ( - i y 
0 /=o 
ru\ 
v^y 
= 0 
Since (2.2) is of the form 0/0 at w = - 1 , therefore we have 
V a b 
im + l)i=o 
(b 
\'J 
1 
t(x[ci-\-{m + \)i\ 
V a b 
{m + If i=o i(-iy 
fb^ 
v'y 
[a + {a + {m + V)i}p]' 
Differentiating numerator and denominator b times, we have 
,a b rk\ 
\'J 
{-\)H\p^i\a + (a + (m + \)i}pY^'^ 
Thus applying L'Hospital rule we have 
b ,,a b 
P ^ lim Jaia,b)= _ I(-l) i+b (b 
\'J 
i\b>0 
But for all integers « > 0 and for all real numbers x, we have Ruiz 
(1996) 
n Jn^ 
i=0 
S (-1)' . (X- / ) "=«! 
V J 
Therefore, ^ (-1) 
/=0 
i+b ru\ f=b\. 
VJ 
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Hence lim J^(a,b) = - Mp^v"" 
/ w ^ - l {a-\- ap) b+\ 
Theorem 2.1: For the power function distribution as given in (1.2) and 
Yr>\,k>\,\<r<n, m^-l. 
{r - \)\ (2.6) 
.cc pv- C, r-\ 
r—^ ^^  S(-iy fr-i 
V ' J 
1 
^ayYr-i) 
(2.7) 
Proof: We have 
0^1) X'« (r,n, m,k)]= - ^ ^ x« [F(x)]^^-^ f{x)g^"^[F(x)]dx (2.8) 
Now applying (1.3), we get 
V ^ ( r -1 ) ! -^  
and hence the theorem, in view of (2.4) and (2.5). 
Identity 2.1: For Yj.>\,k>\\<r<n and m^ -\. 
(2.9) 
S (-1)' 
/=0 
^ r - 1 ^ 1 (w + l ) ' ' " ' ( r - l ) ! 
V ' ; Yr-i 
7-1 
(2.10) 
Proof: (2.10) can be proved by putting « = 0 in (2.7). 
Remark 2.1: If we put m = 0, A: = 1 in (2.7), we get the result for order 
statistics 
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E[x'-{r,nAl))=E[xl^^J 
''-1 Yr - 1 ^ 
/=o V ' y '« 
1 
t^{n + i-r + \) 
where C n\ n-r+\:n {n-r)\{r-\)\ 
For m = 0 and k = \, Identity 2.1 becomes 
r-\ f 
I (-1)' 
/=0 
r-O 1 (r-1)! 
V ' J 
7-1 
Thus, we have 
/=0 
1 
V ' J /^ (/7 + / - r +1) 
(2.11) 
/=0 
fr-\\ 
V ' y 
1 
[« + (;7 + / - r + l)p] 
^ ^n-r+\:n 
(r-1)! 
a 
n(«+--7+i) 
7=1 ^ 
And hence we have 
^^^ti-r+\:n 
r{n + \)r[{a/p) + n-r + \]v'' 
r(n-r + l)r[« + {a/ p) + \] 
as obtained by Malik (1967). 
(2.12) 
Remark 2.2: Moments of k-th lower record values from the power 
function distribution may be obtained in view of (2.3) and (2.6) at 
m = - l . 
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£(X '« ( r , ; . , -U) ) = ^ ^ ^ ^ ^ (2.13) 
by noting y^ = k and Q_j = k^. 
Remark 2.3: For m = 0 and YJ. = a - r +1, <2 e R+ , we get the moment 
of order statistics with non-integral sample size 
3. Product moments 
r-l] 1 
(2.14) 
V ' y r^(a' + / - r + l) 
Lemma 3.1: For the power function distribution as given in (1.2) and 
non-negative integers a,b,c with m^-\ 
J^piaAc) = -—— - — - (3.1) 
where 
^oc-\ yP-l ^p^^^Y [h^{F{y)) - h^{F{x))f [F{y)fdydx (3.2) 
Proof: From (3.2), we have 
Ja,p{a,h,c)=^ x'^-'y'^-^FixiriFiytdydx 
and hence using (1.2), we get 
J^^piaAc) = v-^(-^) ( x « - ^ - l {^y^^'P-^ dy\dx 
{p + cp)[a + P + p{a + c)\ 
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and hence the lemma. 
Lemma 3.2: For the power function distribution as given in (1.2) and 
any non-negative integers a,b,c. 
Ja,p{a,b,c) I (-1)' {m + iy j=o UJ 
X 
t^ [c + {m +1) J] t^^p [{a + c) + (m + 1) b] 
J„jg{a,b,c) blp'^v"^^ 
.b+\ [t/3ic)r[ta^/3i^ + c)] 
; m = -I 
, w ^ - 1 (3.3) 
(3.4) 
Proof: When m^ -I: 
We have 
[h^(F{y)) - h^(F(x))f = — ^ [iF{x)r^' - {F{y)r'-'f 
{m + \y 
(b 
{m + \r j=Q 
Z(-iy . [{F{y)r''v[{F{x)r'f-j 
\j) 
Thus, we have 
Ja^p{a,b,c) 
{m + \r j=o 
E (-1)^  fb [jJ 
, r r x--'y^-^[F{x)r [{F{y)r^^y[{F{x)r^TJ[F{y)fdydx 
and hence , we get (3.3) on the application of (3.1). 
When m = -\: 
Since at w = -1 (3.3) is of the 0/0, so after applying L-Hospital's rule 
(3.4) can be proved on the lines of (2.3). 
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Theorem 3.1: For power function distribution as given in (1.2) and 
Y^,Y^>\,k>\,\<r<s<n, m ^ -\. 
E\X"^ {r,«, m, k)X'^{s, n, m, k)]= ^ '— 
'--1 -fr-l) 
7=0 w y 
Ja,/3[irn + W + ms-r-l),rs] (3.5) 
p\-^^ c 5-1 {m+iy-'i^-ms-r-iy. 
'--1 -^'--1 J^lfr-\^fs-r-\'^ 
xE Z H) 
7=0 /=0 V -/ J V / J t/3(rs-l)fa+fiirr-j) 
(3.6) 
and subsequently for s = r + \ 
£:(x"^ (r, n, m, yt)X'^ (r +1, n, m, k) 
r-[ v^ v"+^ C ^r-n 
V J J ^J3irr+\)fa+^irr-j) 
(3.7) 
Proof: We have 
E[X"^ (r, n, m, k)X'^is, n, m, k) 
Q-1 
( r - l ) ! ( 5 - r - l ) ! x^ yP {Fi,x)f fix) 
r-\ 5-r- l l / . - l xg'm (Fix))[h^{F{y))-h^{Fix))r''' [F{y)Y^-' f{y)dydx 
(3.8) 
Since 
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gm\F{x)) ^ [l-(F(x))-^'] 
r-\ 
m + \ 
1 ' • - l I(-iy (m + Xy-^ j=o 
^r-n 
V J J 
[F(x)] (m+\)j 
Therefore in view of (1.3), we get 
E[X"^ {r, n, m, k)X'^ {s, n, m, k)) 
C 
s-\ r-\ 
(r-ms-r-1)1 ^rn + iy-' JIo 
I (-1)-
X i i^"~' y^~' [FW]^ '"^ )^^ '^^ )^ 
^{K{F{y))-K{nm'~''' Vny)^^' dydx 
Thus the Theorem is proved in view of lemma 3.1 and lemma 3.2. 
Identity 3.1: For yf.,y^>l, k>l,l<r <s<n and m^ -\ 
s-r-
z Hi 
1=0 I 
1 {m + \y~'''is-r-\)\ 
Ys-l YlYi 
i=r+\ 
(3.9) 
Proof: At a-P-Q in (3.6), we have 
1 = 
C. 
.5-2 {m + \y~^{r-\)\{s-r-\)\ 
r-\ (r-\\ 
V J J r r-J 
X< 
s-r-\ 
Z (-1)' 
/=0 
s -r -\ 
Ys-l 
Now on application of (2.10), we get the required result. 
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At r = 0, (3.9) reduces to (2.10). 
Remark 3.1: At m = 0 and A: = 1, the product moment of order statistics 
is 
£ ( X " ' ( . , « A 1 K ' / ' ( . , « , 0 , 1 ) ) = £ ( A - „ % ^ , „ . < „ , „ ) 
-r r?- 1/^ +^ 
'--l ^-'•-1 jJr-X^is-r-X"' 
xZ Z (-1) 
7=0 /=0 ^ } ) \ 
n 
J J tp{n-S + 1 + \)ta+p{n -r + j + \ 
(3.10) 
' ^ ^ ' ' ' ^ ^ ' " " ' ( r - l ) ! ( 5 - / - l ) ! ( ; i - 5 ) ! " ^ " - ^ " ' ' " - ' " - ^ ' " 
Using (2.10) and (3.9), (3.10) may be re-written as 
_Y{n + \)r[{a/p) + n-s + l)r[{{a + ^)/p} + n-r + l]v''^^ 
r{n-s + \)r[n-r + \ + {a/p)]r[n + {{a + ^)/p} + l] 
At a = /? = 1, (3.11) reduces to 
- ^ l ^ n-r+\:n • ^ n-s+\.n ) 
_ Y{n + 1) r[(l/;?) + ^ - 5 + l)r[(2/;?) + ^ - r + 1] v^ 
r (« -5 +1) r [ « - r +1 + iyip)\ r[« + (2/p) +1] 
(3.11) 
(3.12) 
as obtained by Malik (1967). 
Remark 3.2: At w ^ -1 in (3.7), the moments of k-th record value is 
given by 
E\X''' {r,n,-U)X'P {r + \,n-\,k)U^^ (3.13) 
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Remark 3.3: At y5 = 0 in (3.6), we have 
•la E\X"^{r,n,m,k) = pv 
a c s-\ 
{m + \f-^{r-ms-r-\)\ 
r-^ s-r-\ .^^(r_xYs-r-\^ 
xE Z (-1) 
j=0 /=0 V J ) V / J Ys-l ^ayTr-j) 
(3.14) 
In view of (3.9), (3.14) becomes 
E\X"^{r,n,m,k)]= pv 
.cc r-\ 
(m + 1)''"^ (^-1)! y=0 
5Vd_ Y^ (_i)7 ^r-\\ 1 
V 3 ) '•a y^r-j ) 
(3.15) 
as obtained in (2.7). 
CHAPTER 3 
EXACT MOMENTS OF GENERALIZED AND DUAL 
GENERALIZED ORDER STATISTICS FROM A GENERAL 
FORM OF DISTRIBUTIONS 
1. Introduction 
In this chapter single and product moments of generalized and dual 
generalized order statistics drawn from a family of distributions have 
been obtained. Further, some important deductions are discussed. For 
simplicity, we will consider m^ = "-w^.j = m. 
2. Moments for generalized order statistics 
Let the general form of the distributions 
F{x) = [ax + bf, a<x<p (2.1) 
where a, b and c are such that F{a) = 0 and F{p) = 1. 
Since X{r,n,m,k)-F~\\-Y\Bj) 
where Bj,\<j<n are independent random variables having beta 
Bete{Yj,\) distribution, we have 
X{r,n,m,k) — 
b 
Y[Bf-b (2.2) 
Part of the results of this chapter is contained in Khan et al. (2007 a). 
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2.1: Single moments 
Theorem 2.1: For the distribution given in (2.1), 
a^ 1=0 
fp^ 
\^J 
C (k) 
r-\ 
ik+-) 
^r-\ 
(2.3) 
where j:? is a positive integer and 
{k+-) r (k+-) (k+-) 
Cr-\' =Ilri ' , Ti ' =k + - + {n-j)im + l) (2.4) 
Proof: We have from (2.2), 
E[XP{r,n,m,k)] = E 
a 
Y\Bf-b 
KM 
(-ly fu\ 
\aj 
( 
f r.\ 
=(-m-] Z(-i)r-^n4^. 
\^J i=0 y^jb J=^ 
die 
(b\ P p ^P^ (-1)^  - i ( - i y : -^n 
\^J /=0 \' J b'j=\crj + i 
= (-1/ fbY P 
- Z(-iy 
\<^J /=o 
^p^ 1 i=\ 
WYJ 
b' \'JO r \k+-
Xlr) '' 
M 
and hence the result. 
Remark 2.1: For order statistics (m = 0, A: = 1), we have 
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1 P 
E{XP,n) = ^Y.(-bY~' 
a^ i=0 
/ ^ K . ^ 
v^y 
r(n + l)r(n + \ + — r) 
(2.5) 
r{n-r + l)r{n + \ + -) 
c 
Remark 2.2: For record values (m = -1), we have 
k 
k + ^  
V c J 
(2.6) 
Similarly, single moments of order statistics with non-integral sample 
size (m = 0, y^. = a-r + \, a eVi^) may also be obtained. 
Examples 
1. Power function distribution 
F(x)^ 
yP-aj 
1 P 
P-a p-a 
6 
, a<x<P 
Here a = - p-a' 
b = P 
p-a 
, c = e 
Thus, from (2.3), we have 
E[XP(r,n,m,k)] = iP-c(yY,i-iy 
i=0 
R / R \P-'(n\ d^) P 
\P-ccj v'y 
r-J (2.7) 
C„ ^ 
r - l 
If we take a = Q and 0-\, we have the results for uniform 
t/(0,/?)distribution as 
E[XP{r,n,m,k)\-P^lL{-'^i 
/=0 
fp^ 
\'J 
C, {k) 
r-\ 
c (k+i) 
(2.8) 
r-\ 
as obtained by Kamps (1995b). 
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T\\Qp-th moments of order statistics (w = 0, A: = 1) is 
/=0 
P -h^ n\ {n + i-r)\ 
\'J {n + i)\ {n-r)\ 
(2.9) 
£[jr„ .J = _A!L^ as obtained by Malik (1967). (« + l) 
l\\Qp-th moments of record values (a/ m = -\) is 
i=0 
^P\( k > 
\U \k + i 
as obtained by Kamps (1995b) 
E[X {r,n-\,k)] = I3r[k'' -{k + ly'], 
[ See Grudzien and Szynal (1983) and Nagaraja (1978)]. 
2. Pareto distribution 
F(x) 1 5 
-x + -ju + S ju + S 
jU<X<co 
Here a = , b = , c = -6 
jU + S ju + S 
Then, from (2.3), we have 
p f 8 Y~'fD\ r^^^ 
E[XP{r,n,mM = {M + ^YZ ''' 
i=0 ju + S) W 
(2.10) 
At f^  = 0, we have 
C, {k) 
E[XP{r,n,m,k)] = = ju^—^^^^ as obtained by Kamps (1995b) 
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T\\Qp-th moments of order statistics (m = 0, A: = 1) is 
E[XP,,]^^P n\ e__ 
e 
as obtained by Malik (1966). 
Vci^p-th moments of record values (a? m--\) is 
E\X'P{r,n-\ky\^nP 
f \ 
k 
V e) 
E[X {r,n-\,k)] = ^ 
{ \ 
k 
I 0J 
[ See Grudzien and Szynal (1983), Nagaraja (1978) and Ahsanullah and 
Houchens(1989)]. 
3. Exponential distribution 
Fix) = [ax + bf 
X 
Let a = — , b = \^ then we have 
c 
Lim F{x) = e -Xx 
C->GO 
We have, (Athar et al, 2007 b) 
r-\ 
I (-1)" 
M=0 
(r-\\ 
V " J 
r-\, 1 (m + l ) ' " ' ( r - l ) ! 
I r-u {k) 
(2.11) 
Thus using (2.11) in (2.3), we have 
Exact moments of generalized and dual generalized order statistics from a general form. 43 
E{XP{r,n,m,k)] 
P(7\-P {-\Y{X) f r.\ 
c'P{m + \Y~\r-\)\i=Q 
K-ir' ^cj!jx(-ir 
vO u=Q 
fr-\\ 
V " J 
1 
y{k + ic') 
/ r-u 
TV (2.12) 
., 1 0 ^ . ..i(p^ At c' = - = 0, (2.12) is of the form - as XC"!) ' 
c 0 i=0 
0. 
v ^ ; 
Therefore applying L'Hospital rule, we have 
E[XP{r,n,m,k)\ 
{X) -p ' •^p)^(k)'^\ .J^-A(-iyp^-
pl{m + \y~\r-iy.i=o 
K-D' "c)!{I(-i)" 
W M=0 V " y /r-u 
(2.13) 
Using the result (Ruiz, 1996) 
f^\ 
w=0 yUj 
(2.14) 
we have, 
E[XP{r,n,m,k)] = {X)-Pp\C^}}, \ 
^m + \Y~\r-\)\-Q Z (-1)" 
n 1 
V w y p+1 
This resuh was given by Kamps (1995b). 
For m = 0, A: = 1, we have 
m ^ -\ 
(2.15) 
fn\ 
E[XP{r,n,m,k)\ = r '^  {XyPp\Y,{-\f ' 
V J M=0 w )[n-r + u + \]P^^ 
as obtained by Lieblein (1955). 
When m = -\, applying L'Hospital rule in (2.15), we have 
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ar^w'A: '" '•-1 (r-\\ 
( r - l ) ! ( r - l ) ! , r o V « J 
.r-1 X (-1)'^-'(;? + \){p + 2)---{p + r- \){n -r + uY~'(k) ^-Ulr\-P-r 
(2.16) 
Applying (2.14) in (2.16), we have 
E[XP{r,n,m,k)\ = 
E[XP{r,n,m,k)\ = 
{XyPpW {p + \){p + 2y--{p + r-X){r-\)\ 
( r - l ) ! ( r - l ) ! 
X-P Y{p + r) 
{r-\)\ k' 
kP-^r 
m = -1 (2.17) 
as obtained by Kamps (1995b). And 
E[X {r,n-l,k)] = r ' r(i+r) r (r-1)! k U 
[ See Grudzien and Szynal (1983), Nagaraja (1978)]. 
2.2: Product moments 
Theorem 2.2: For distribution given in (2.1), 
E[XP{r,n,m,k)X'i{s,n,m,k)] 
= (-1) p+q 
fhY^^ P q 
\aj Z Z(-i) 
u+v 
M=0 V=0 u+v \Uj 
q 
V, , , M + V, 
(2.18) 
where p and q are positive integers. 
Proof: We have from (2.2), 
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E[XP {r,n,m,k)X'^ {s,n,m,k)\ 
l[Bf-b M > < A^  n^ l/c 
1^7=1 
(-1) p+q 
(bY^^ 
\aj 
1 
\P 
.lie E 
1 
^9 
,1/c 
(_!)/'+? fbY^^ p ^ 
\aj Z Z(-i) M=0 V=0 
M+V ^ P^ 
v"y 
^ ^ ^ 
v^y j^U+ 7=1 y=r+i 
= ( - 1 ) p+q 
fljY+'} P q 
\aj E Z(-i) M=0 V=0 
M+V 
f r.\ 
yUj 
f^\ 
v^y .w+v 
r cy 
xn 7 n 
cy, 
j=icrj+iu + v)j^^^^crj+v 
= (-1) /7 + ^  
/ z , y + ? p q 
v«y M=o v=o 
^/?^ 
v"y 
rg^ 
v^y 
1 
nrf nrf> 
J-- j=r+\ 
M 
Ylri 
j=r+] J 
and hence the result. 
Remark 2.3: At q = 0, (2.18) reduces to (2.3). 
Remark 2.4: For order statistics {m = 0, k -1),WQ have 
E[XP„X}J = (-1) -nP+^ fbY^"^ n\ P S 
\aj I K-i) u+v («-^)!„=o v=o u+v 
r \^ 
v^y 
r(«+i+--5) r(«+i+ r) 
c c 
r(/7+i+--r) r(«+i+—) 
c c 
(2.19) 
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Remark 2.5: For record values (w = -1), we have 
E[XP{r,n,-l,k)XHs,n,-\,k)] 
= {-l)P^^ (}j\P+^ P q _^ \ ip V VT—Ti" —— 
^ ^ ^ ^ lU+V 
fvVq^ 
y^y w=o v-o yUj \^J 
( \ 
V c J 
V 
yt + V 
k + u + v 
c J 
(2.20) 
Similarly, product moments of order statistics with non-integral sample 
size (m-0, y^ = a-r + l, a e^_^_) may also be obtained. 
Examples: 
1. Power function distribution 
F{x) = P-x 
yP-aj 
\(^ 
1 p 
p-a p-a 
, a<x<p 
Here a , b = and c = 6. 
p-a p-a 
From (2.18), we have 
E[XP(r,n,m,k)X^s,n,m,k)] 
P (} 
M=0 V=0 
u+v 
V P J 
^^^ f n\fn\ P 
yUj v^y V u+v (k+^) (k+^ 
r 9 r d 
(2.21) 
Product moment of two order statistics {i.e.m = 0 ,A: = 1) is 
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^V^r.n^ s:n\ 
n\ P. S., . . , , / / ? -aV^Vn^^ .^ 
P \ P J 
P 
v"^ y 
r(n +1 + — s)r(n +1 + r) 
X ^ ^ (2.22) 
Taking (2 = 0 and ^ = 1 in (2.22), we have the results for uniform 
[/(0,y^) distribution as 
A P ± (p\ 
yUj 
fn\ 
\^J 
^Y{n + \ + v-s)T{n + \ + {u + v)-r) 
r(« +1 + V - r) Y{n + \ + u + v) 
For P-\, (2.23) becomes 
E[X,,^X,.J = ^ ' ^ ' " ' ^ \ , as given by Malik (1967) 
Product moments of two record values (m = -1) is 
E[XP{r,n-\,k)X'J{s,n-\,k)\ 
P <1 f B-r/ 
M=0 v -0 V « 
'"-"'^pYq] 
yUj 
k + ~ 
e 
\^j 
V e) k+ 
u + v 
(2.24) 
2. Pareto distribution 
F(x) = // + (^  ^^ 
V X + ^ y 
1 <^  
-x + -
-1-e 
ju + S ju + S 
, ju<x<<x) 
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Here a = , b = , c =-6 
ju + S fi + S 
E[XP{r,n,m,k)X'^(s,n,m,k)] 
P <} 
M=0 V=0 
M+V M +s^ 
V S J yUj V, , , M+V, 
Taking J = 0 in (2.25), we have 
(2.25) 
E[XPir,n,m,k)XHs,n,m,k)] = M^^'^ ' " ' '"^ (2.26) 
Product moment of two order statistics {i.e.m = 0 ,A: = 1) is 
E{XP.,,X!,^\^^P'^^^ e e 
r ( « + i - 5 ) ^( ^1 q .^( ^1 p + ^x 
^ ' 1(« + 1 r ) i ( « + l ) 
e e 
{2.21) 
as obtained by Huang (1975) and 
1 2 
^. ,. r(n + l 5)r(n + l r) 
^ "^  r(« + 1 r) l{n + 1 — ) 
6 9 
as obtained by Malik (1966). 
Product moments of two record values {m = -\) is 
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E[XP{r,n-\,k)X'^{s,n-\,k)\ 
P q , (u + S 
— — u+v /" + c 
M=Ov-0 
\^ + ^ fr.\ fq\ 
\ o J 
P 
\^J 
k 
k-'-
y e) 
s 
e 
, u + v k 
I e ) 
r 
(2.29) 
3. Exponential distribution 
F{x) = [ax + bf 
X 
Let a = — , ZJ = 1, then we have 
c 
Lim F{x) = e 
C->co 
-Xx 
E[XP{r,n,m,k)X^s,n,m,k)] 
f 1 y + ^ P q 
yXc' J w=Ov=0 
/^^ r^k) Mk+vc') 
v^y 
5-1 ^r-1 ^ ' ^ 1 
y^{k+vc') ^{k+{u+v)c') ' ^ 
^5-1 ^ r - 1 
/ 1 \ / ' + ^ 
/Ic' 
<k) p q 
V/LC ; M=0V=0 
M+V ^ P^ 
v«y 
r^\ 
v^y T-r C^+vc') yt (k+{u+v)c') 
j=r+\ 7=1 
We have (Athar et al, 2007 b). 
(2.30) 
s-r-\ 
I (-1)' 
/=0 
s -r -\ 1 (m + l ) ' ~ ' ' ~^ (5 - r - l ) ! 
y ' s-i 
j=r+\ 
(k) 
(2.31) 
Thus in view of (2.11) and (2.31), we have 
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E[XP {r,n,m,k)X'^ {s,n,m,k)] = ( 1 T' ^t,. p s 
yXc J w=0 v=0 
f r.\ 
yUj 
X 
im + iy'''~\s-r-l)[ ~o 
'-'-^ /s-r-\^ 
I (-1)' 
, (k+vc) 
1 
X 
1 
(m + i r*( r - l ) ! /=o 
r-1 fr-]^ 1 
V * J 
(k+(u+v)c') 
/r-i 
f 1 y-"' ^ a^ p s 
\Aj w=0 v=0 
^^^ 
v^y 
X 
(m+ ! / - ' • - ' ( 5 - r - 1 ) ! "o T'(-!)('"'"^ ^^^ '^'•"''^ ''^ " 
(m + i r ' ( r - l ) ! ~ o V ' ; 
^^^^_jy|^ -0[/JS + (" + v)cT (2.32) 
Applying L'Hospital rule and taking c' ->• 0 in (2.32), we have 
E[XPir,n,m,k)XHs,n,m,k)] 
1 r I \P+^ 
\Aj .5-2 im + \y-\s-r-mr-l)l «^=0v=0 
/7 ^ rr.\r^\ 
yUj 
' |^ri(_iyr^-^-lV-l)'^![/'Sr^''-' 
/=0 q\ 
X 
r-1 
X(-l)' rr-n j=o V ' y 
(-ir;^![/Sr-'(^ + v)^  (2.33) 
Using (2.14) in (2.33), we have 
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E{XP {r,n,m,k)X'^ {s,n,m,k)'\ = 
f 1 ^ 
\Xj 
p+q C's'-^^PW• 
.s-2 (m + iy'\s-r-l)\{r-l)\ 
X 
^-j:^^ ifs - r - 1 ^ 
z (-ly 
/=0 
1 
.{k)-,q+\ ir^] 
'^1 ifr-l^ Z(-iy 
/=0 
1 
V ' y 
W i / ' + i irl^] 
m ^ -\ 
(2.34) 
For m = -\, (2.34) can be written as 
E[XP{r,n,m,k)XHs,n,m,k)] f \ \ 
\Xj 
p+q f-,{k) Ct^iPW-
{s-r-\)\{r-\)\ 
X 
^;^-l :(s - r - 1 ^ [^  + („ - ^ + i){m + l)]-(^+l) 
i=0 y (m + 1) 5-r - l 
'X' ^/r -\\k + {n-r + i){m +1)]-^^+') 
/=o V ' y (m + l ) r - l 
(2.35) 
Taking w ^ - 1 , and applying L'Hospital rule (2.35) becomes we have 
( 1 y^^ Cf^ i p\q\ E[XP{r,n,m,k)X'^{s,n,m,k)] = 
yA.j ( ^ - r - l ) ! ( r - l ) ! 
I (-ly 
/=0 
(-1)^-^-' k-^^^^^-^'-'-^\n - s + iy-'-\q +1)(^ + 2)•. .(g + ^ - r -1)" 
( 5 - r - l ) ! 
( r - l ) ! (2.36) 
Using (2.14) in (2.36), we have 
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E{X^ {r,n,m,k)X^{s,n,m,k)] 
(1 r ^ c f i r ( ; . + r)r(^ + . - r ) , ^ _ ( , , , , , ) 
\Xj ( 5 - r - l ) ! ( r - l ) ! (2.37) 
Taking (5' = 0, we get the result for single moments as obtained earlier. 
3. Moments for dual generalized order statistics 
Let the general form of the distribution 
F{x) = {ax + b'f, a<x<l3 (3.1) 
where a,b and c are such that F{a) = 0 and F{P) = 1. 
,-1 Since X'{r,n,m,k)~ F (J~[5,), we have 
7=1 
X'{r,n,m,k) — 
b 
f r ^ 
,1/c 
0=1 
(3.2) 
3.1: Single moments 
Theorem 3.1: For the distribution given in (3.1), and p an integer 
E\X'P {r,n,m,k)-\ = ^Y^{-b)P-' 
a^ /=0 
(p\ C (k) r-\ 
v'y 
c ^ 
(3.3) 
Proof: Proof follows on the lines of Theorem 2.1. 
Remark 3.1: For order statistics (m = 0, ^ = 1), we have 
f\r{n + l)r{n + \ + --r) 
\' J r{n-r + \)T{n + l + '~) 
Remark 3.2: For lower records (w = -1), we have 
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E{X'P {r,n-\,k)\ = ^J:{-b)P-' 
aP /=0 
fp^ 
\ i j 
f \ 
k 
V cj 
Examples 
1. F(x) = ^ x-a^ 
\P-aj 
e 
a <x< P 
1 a Here a = — , b - — and c = 0 , then 
j3-a P-a 
E[X'P{r,n,m,k)] = {p-cc)PY. ^ a ^ 
1=0^^-^. 
p-i ^ „ ^ C (k) 
C / 
Taking a = 0, we have 
E[X'P{r,n,m,k)] = /3 C 
(k) 
- RP fjA 
C ^ 
And using (2.11), we have at « = 0, 
E[X'P{r,n,m,k)] 
pPC^-) r-\ (^_i\ 
{m + \Y-\r-\)\u=Q 
1 
V " J 
y ^ 
I r-u 
as obtained by Athar et al.(2007 b). 
2. Fix)^e^\ -oo<:x:<0 
A 
Here a = — , b = \ and c ^ oo 
c 
Following the steps of example 3 in Section 2 , we have 
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E[X'P{r,n,m,k)\^ {X)-Pp\cl^^ r^l ^^^ 
(m + l)'"-^(r-l)!^,=o I(-l) 
_n^+P -l^ 1 
V " J lA'-l]''' 
and 
m^-\ 
E[X'P{r,n,m,k)] = ( - i ) ^ r(p + r) 
nr) kP 
m = -l 
3. F{x) = 
yS-x) <Xi<X< P 
1 O 
Here a = ,b = and c = -9 
d-p 5-p 
E{X'P{r,n,mM = {S-P)PY,{-\y 
i=0 
r ^ \ 
yd-pj 
p-i r ^ \ 
\ij 
C (k) 
3.2: Product moments 
Theorem 3.2: For the distribution given in (3.1), 
E[X'P (r, n, m, k)X'^ (s, n, m, k)] 
= (-1) p+q 
ffyY+'l P q 
- S E(-i) 
V<^/ w=0 v=0 
M+ V 1 
u+v 
fp^ 
yUj 
f^\ 
v^y 
(3.4) 
where p and ^ are integers. 
Proof: Proof follows on the lines of Theorem 2.2. 
Examples 
1. F{x) = ' x-a ^ 
\P-ccj 
a <x<P 
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1 a 
Here a = , b = and c^d, then 
j3-a p-a 
E[X'P {r,n,m,k)X''^ {s,n,m,k)] 
y 
= « ^ ^ ^ 
J^ JL rf^-^Y^^fnVa^ d^) C^ '^'^ '* II P-a 
M=Ov-o V « y 
^5-1 ^^--1 
v'^y V U+V 
r 0 r 0 
Taking a = 0, we have 
E[X'P {r,n,m,k)X'Hs,n,m,k)] = P^^"^ 5d_zd 
r 0 r 0 
And using (2.11) and (2.31), we have 
•>P ' ^ , E[X'^ {r, n, m, k)X"^ {s, n, m, k)] 
P''^C,_ 
s-\ 
,5-2 (m + iy~^(r-l)\{s-r~\)\ 
r-\ s-r-\ /^r — A A c —r — 1 ^ 
X S S (-1) 
w=0 v=0 V " J 
1 
J 
Yr-u 7s-v 
as obtained by Athar et al (2007 b). 
2. F{x) = e^'', - o o < x < 0 
X 
Here a = — , b = l, and c -> GO 
Following the steps of example in Section 2, we have 
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E [X'^ (r, n, m, k)X'^ {s, n, m, k)] = 
/ i \ 
y/lj 
P-"^ {-\)P^^ d^. p\q\ 
,s-2 (m + iy'\s-r-l)\(r-l)\ 
Z (-1)' 1 ik)^q+\ ir^] 
Z(-i)' 
/=0 
1 
V ' J ik),p+\ [K^i] 
, m^—\ 
and E[X'^ {r,n,m,k)X'^ {s,n,m,k)] 
(-1) p+q 
f \ \ 
\Xj 
p+q (^{k) p^^ ^  ^ ^Y^^ + s-r) 
{s-r-\)\{r-\)\ 
k-(p+q^s) ^^_^ 
3. F{x) = 
\d-xj 
- 0 0 <X< P 
Here a = ,b = and c--9 
5-P 5-/3 
E[X'P (r, n, m, k)X''^ {s, n, m, k)] 
P <J 
w=Ov=0 
+v (5-p\ 
V S J 
p C " C 5-1 " r - 1 
CHAPTER 4 
RECURRENCE RELATIONS FOR SINGLE AND PRODUCT 
MOMENTS OF GENERALIZED ORDER STATISTICS 
1. Introduction 
Some recurrence relations for moments of generalized order statistics 
have been obtained by Kamps (1995 b), Cramer and Kamps (2000), 
Kamps and Cramer (2001), Pawlas and Szynal (2001a, b), Athar and 
Islam (2004) among others. We have established recurrence relations for 
single and product moments of generalized order statistics (gos) for 
doubly truncated Weibull distribution and also for a general class of 
distributions F(jc) = l-exp[—{h{x)-h{a)}], xe{a,^). 
c 
2. Recurrence relations for moments of the doubly truncated Weibull 
distribution 
A random variable X is said to have Weibull distribution if the pdf of 
X is of the form 
/](x) = pxP~^ e"'"',x>0,p>0 (2.1) 
and the corresponding df is 
F^(x) = l-e~''\ x>0, p>0 (2.2) 
Now if for given Pi and Qi 
^'Mx)dx = Q and ^'Mx)dx = P 
then the truncated pdf is given by 
Part of the results of this chapter is contained in Khan el al. (2007 e) and Anwar et al. (2007). 
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fix) = ^  ^ , -log(l-Q)<xP<-log(l-P),p>0 (2.3) 
and the corresponding truncated df is 
Fix) = -P2+-x^-Pfix), (2.4) 
P 
where 
0 ^ = - l o g ( l - 0 , pP=-log{l-P), Q2=^ and 
1-P 
P2 = 
P-Q 
2.1: Recurrence relations for single moments 
Case I: rrij =m I =m, i,j = l,2,---,«-l. 
Here we shall produce the following lemmas proved by Athar and Islam 
(2004), which will be used in sequel: 
Let <^{x) be a monotonic and continuous function of x then for 
2<r<n,n>2 and A: = 1,2,.... 
(i) E[^{Xir,n,m,k)}]-E[^{^ir-'^,n,m,k)}] 
= 7 ^ t^ ^ 'Wfl - ^WJ^ '' ^-'' (^ W ) ^ (2.5) 
( r - 1 ) ! VI 
For ^(x) = j - ^ , we have 
E[XJ(r,n,m,k)]-E[XJ(r-\,n,m,k)] 
= 7 ^ J S ^'~' [^  C^ )]'" Sm' (F (X)) dx (2.6) 
(r - 1 ) ! -^ 1 
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(ii) E[^{X(r-l,n,m,k)}]-E[<^{X{r-l,n-l,m,k)}] 
= -^^^^7^£'^'W[l-^Wl'^^-"'(^W)^ (2.1) 
7-] (^ - 2 ) ! "i^ i 
For ^{x) = x-^ , we have 
E[XJ {r-l,n,m,k)]-E[XJ {r-l,n-l,m,k)] 
n(^-2) 
(iii) £[^{X(r,«,m,/t)}]-£[^{X(r-l,«-l,/77,>t)}] 
For ,^(x) = x^, we have 
EiXJ {r,n,m,k)]-E[XJ (r-\,n-\,m,k)] 
c 
r - 1 
r i ( r - l ) ! y g x^-' [F (x)]^^ g;-l {F (x)) ^  (2.10) 
Theorem 2.1: For the given Weibull distribution, truncated from both the 
sides, and n e N,m E 9^  A: = 1,2,.... and 2<r <n. 
E[XJ {r,n,m,k)]-E[XJ {r-\,n-\,m,k)] 
= -P2K{E[X\r,n- \,m,k + m)] - E[X-'{r -\,n-l,m,k + m)]} 
+ ^^E[XJ''P{r,n,m,k)] 
pn 
(2.11) 
where 
K^ C 
(«-l) r - l 
c 
r -2 
(«-l,A:+w) 
r - 2 
=n 
i=\{ri +m 
, y("-l)=y^ + ( „ _ l _ / ) ( ^ + l) 
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Proof: From (2.4) and (2.10), we have 
EiXJ ir,n,m,k)]-E[XJ{r-l,n-l,m,k)] 
Y\{r-l)\ -^ 1 [ p \gm \F{x))dx 
v^(r-\^\ ^\ r,(r-l)! 
pn {r-\)\ + g x^-^ [F(x)f ^ -' f{x)g'^\F{x))dx 
( r - l ) ! VI 
+ -^E[X^~P{r,n,m,k)\ 
pn 
as / , - l = 7^""^'^+'")=(^ + m) + ( « - l - r ) ( m + l), C,_i = / j C^^ !"'^  and 
hence the required resuh. 
If we put /? = 1 in the above expression, we get corresponding result for 
the exponential distribution. For the non-truncated case one has to put 
Remark 2.1: Recurrence relation for single moments of order statistics 
{m = 0,k = \) is 
E(Z4)-E(XJ_,.^_,) = -P^ [E(X4_i)-E{XJ_^.^_,)} + ^E(x/r/) 
np 
or E{XJ,„) = Q2E{Xl,.^_,)-P^E{Xi.^_,) + ^E{XJr/). 
np 
For r = 1 
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np 
For r = n 
E{Xi,n) = Q2E{XU„_0-P2 P/+^E{Xt/), 
np 
where by convention we use X„.„_| = P\ and XQ.^ = Q\ 
as obtained by Khan et al. (1983a). 
Remark 2.2: For the record values (m = -1) recurrence relation for 
single moments reduces as 
E{X^^'^y -E{X% 
= -Pn 
^ k ^ 
U-1, 
r-l {E (xj:^'^^ y -E (x^ V^ y}+—Eix^/^y-p 
^ pk 
/-(«-!) r-\f J. \ 
as K= ^ - 2 ^ F T ' f^ 
f^{n-\,k+m) ^ ^ 
c r-2 MV-t- ly 
^1 = A:, for m = - 1 . 
where X). ^ = X{r,n,-\,k), r = l,2,... \sk-th record. 
Similarly, the recurrence relations for single moments of order statistics 
with non-integral sample size for m = 0, Yr - oc-r + l, a G 91_,_ may also 
be obtained. 
Theorem 2.2: For the given WeibuU distribution, truncated from both 
the sides, and n e N,m e 9?,A: = 1,2,.... and 2<r <n. 
E[X^ {r,n,m,k)\-E[X\r-\,n-\,m,k)\ 
JP-Q) 
PY\ 
K jE[(f){X{r,n,m,k + \)\ (2.12) 
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pn 
-{-(}- P)E[(f>{X{r,n,m,k)] + E[XJ~^(r,n,m,k)]} (2.13) 
where 
H^y-^'-'e'^ K'=^=n ^' r,^ 
c<'_|'» l=iU,+iJ 
Proof: In view of equation (2.3), (2.10) becomes 
£[^^'(r,«,m,A:)]-£[X^'(r-l,«-l,m,^)] 
c 
n{r-\)\ 
{P-Q)f(x) 
pxP-'e-^' 
g'^\F{x))dx 
{P-Q)Cr-X 
pr\C)._\ 
J 
\Ak+\) 
,(^^+1) 
^ L _gi ^ (^ ) [ir(^)]r. -1 / (^ ) ^ -1 (77(^ )) ^ 
(r-1) 
where yi "^ = {k-\-\) + {n-r){m +1) and hence the Theorem. 
To prove (2.13), note that 
F{x) 1 
and the result follows from (2.10). 
Theorem 2.3: For the given Weibull distribution, truncated from both 
the sides, and n&N,me^, A: = 1,2,.... and l<r <n. 
E[XJ{r,n,m,k)]-E[XJ{r-\,n,m,k)] 
= -P2K [E\XJ{r,n-\,m,k + m)\-E[XJ{r-\,n-\,m,k + m)]] 
+ -^E\XJ~P{r,n,m,k)], 
PYr 
(2.14) 
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c r-\ 
where K ^ r\~} . =W 
c {n-\,k+m) r-1 
n ^ r-\f ., \ 
rj"-^Kmj =n 
Ti 
/ = i U / - l , 
Proof: Proof follows on the lines of Theorem 2.1 using (2.4) and (2.6). 
Remark 2.3: For the non-truncated exponential distribution i.e. at 
p = l, P = 1 and iQ = 0, we have 
E[XJ{r,n,m,k)]-E[XJ\r-l,n,m,k)] =J-E[XJ''^{r,n,m,k)], 
Yr 
as given by Pawlas and Syznal (2001 a) and Cramer and Kamps (2000). 
Theorem 2.4: For the given Weibull distribution, truncated from both the 
sides, and n^iN, meS^, k-\,l,.... and 2<r <n. 
E[XJ{r-l,n,m,k)]-E[XJ\r-\,n-l,m,k)] 
= Pi 
im + \)ir-\)K ** 
X {E[X J {r,n -\,m,k + m)]- E[XJ {r -\,n -\,m,k + m)]] 
{m + \){r-\) 
PYrYX 
jE[X^-P{r,n,m,k)] (2.15) 
Proof: Proof follows from (2.4) and (2.8). 
Case II: YI^YJ^ i, j = l,2,---,n-l. 
We have from Athar and Islam (2004) 
(i) E[^{X{r,n,m,k)}]' E[^{X{r ~ \,n,m,m 
P r 
a '=1 
(2.16) 
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(ii) E{^{X{r - 1,n,m,k))] - E[^{X{r -\,n-\,m\k))] 
{(r-l)+X^,} ^ 
7=1 
n 
Cr-2 \^'{x)Y.a,{r)[\-F{x)Y^ dx (2.17) 
a '=1 
(iii) Elixir,n,m,k))] - E[^{X(r -\,n-l,m\k)}] 
Yr P (2.18) 
where in* = (w2, W3,..., m^_i) = 9? n-2 
Theorem 2.5: For the given Weibull distribution, truncated from both the 
sides, and n E N, 2<r <n and^ = l,2, , 
E[XJ {r,n,mM-E[XJ {r-\,n~\,m*,k)] 
pn 
{-{\- P)E[(I){X{r,n,m,k))\^ E[XJ-P{r,n,m,k)\)' (2-19) 
= ^^ ^''K*jE[^{X{r,n,m,k +1)] 
pr\ 
Proof: From (2.18), we have 
E[XJ (r,n,m,k)] -E[XJ{r-l,n- \,m*,k)] 
(2.20) 
n 
Cr-2J^^^^~'Y.^t{rW{x)Y'dx (2.21) 
On using equation (2.4), RHS of (2.19) becomes 
n 
,• f^ i ,.7-1 
^' t=\ P 
dx 
and hence the required result. 
Result (2.20) can be proved by using (2.3) in (2.21). 
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2.2: Recurrence relations for product moments 
Case I: rrii = m .• -m 
We have (Athar and Islam, 2004) 
E[^{X{r, n, m, k), X{s, n, m, k)}] - E[(^{X{r, n, m, k), X{s - 1, n, m, k)}] 
C 5-2 /3/3 \l-^{x,y)[l-F(x)rf(x)g';,-\Fix)) 
X [h^iFiy)) - h^iFix))]'"--^ [1 - F{y)Y^ dydx {111) 
where ^{x,y) = ^^{x)^2{y) 
Theorem 2.6: For the given Weibull distribution, truncated from both the 
sides, and \<r < s <n-\, we91, n>2 and A: = 1,2,.... 
E[X\r,n,m,k)X^{s,n,m,k)\-E{X\r,n,m,k)X-^{s -\,n,m,k)'\ 
= -P2K^{E[X'{r,n-\,m,k + m)XJ{s,n-l,m,k + m)] 
- E[X'{r,n- \,m,k + m)X\s -\,n-\,m,k + m)}]} 
+ ^^E[X'ir,n,m,k)XJ''P{s,n,m,k)], 
PYs 
(2.23) 
where 
K,= C 5-2 
5-1 
c 
(«-l,A:+w) 
5-2 
=n Yi 
-An («-i) + m 
y\ 5-1 n 
( y (" - l ) ^ 
r5/=lU^" ^ ^+^. 
Proof: Taking ^{x,y) = x _y^  in (2.22), we have 
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E[X\r,n,m,k)XJ {s,n,m,k)]- E[X\r,n,m,k)x\s -\,n,m,k)\ 
C. 
s-[ 
rAr-ms-r-\)\ J gj'x'yJ-'[Fix)rf{x)g';„-\F{x)) 
X [hm (Hy)) - hm (^(^))] '~'" ' [F{y)Y^ dy dx (2.24) 
Now using (2.4) in (2.24), we get 
E [X' (r, n, m, k) X^ {s, n, m, k)] - E [X' (r, n, m, k) X-^ {s -1, n, m, k)] 
C 5-1 
-J 
:(P\ f ^ l J , . / - l r F 
rsir-ms-r-l)\ 
X [hm{F{y)) - h^{F{x))r'-\F{y)Y^-' 
g f x V - l [ F ( x ) f / ( x ) g - k F ( x ) ) 
P2+-y'~'fiy) 
p 
dydx 
= -Pi 
C. 
•J !^ ; f^xV- ' [F (x ) r / (^ )g ; -kF(x ) ) 
i5 - r - l 
/ , ( r - l ) ! ( . - r - l ) ! -
X [h^{F{y)) - hJF{x))r'-\F{y)Y'~^ dydx 
+ • 
C. vf^ l flJ.J 
prs{r-l)\is-r-\)\ jgj'x'yj-p[Fixrg:;\Fix)) 
x[hnr{ny))-hmiF{x))r'-\Fiy)Y^-'f{x)f(y)dydx 
= - A C._ 5-2 fP, rP. ( r - l ) ! (5 - r - l ) ! ygfxV-i[F(x)r/Wg;-kF(x)) 
„ „ 1 — An-\,k+m) 
7 + -^E[X\r,n,m,k) XJ~P{r,n,m,k)], 
FYs 
where r^ - 1 = y^^'^^^^"^^, C,_i = ^^^ -2 and hence the result 
Remark 2.4: At p = \, Q = 0, P = 1, Theorem 3.1 reduces to 
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E [X^ (r, n, m, k) X^ {s, n, m, k)] - E [X' (r, n, m, k)X-^ {s -1, n, m, k)] 
= ^E{X\r,n,m,k)xJ~P{s,n,m,k)\ 
Ys 
as obtained by Cramer and Kamps (2000) and for 5 = r +1 and J - j + 1 
E [X' (r, n, m, k) X^^^ {r+ \,n,m, k)] - E [X' (r, n, m, k)X^^^ (r, n, m, k)] 
= ^E[X'ir,n,m,k) XJ{r + \,n,m,k)\ 
Yr+l 
or E[X\r,n,m,k)XJ'^\r + \,n,m,k)\ 
= i^E[X\r,n,m,k)XJ {r + \,n,m,k)] + E[X'^-'^\r,n,m,k)] 
Yr+l 
which is the result given by Pawlas and Syznal (2001 a) for the non-
truncated exponential distribution. 
Remark 2.5: Recurrence relations between product moments of order 
statistics (m = 0, ^ = 1) is 
E{x['il)-E{x''''^\ ) = -P2—-—{£(X^''^'^ i)-£(X^''-^'^i 1)} 
n-s + l 
+ J ficxJ'V;'"). 
p (n-s + V) 
n 
as K\ and y^ =n-s + \ for m = 0, A: = 1, 
n-s-\-\ 
where X^ '^^ .„ -X^.„ X^.„ 
This is the relation obtained by Khan et al. (1983 b). 
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Case 11: /j ^ 7 • 
We have (Athar and Islam, 2004) 
E[<^{X{r, n, in, k), X{s, n, m, k)}] - E[<^{X{r, n, in, k), X{s - 1 , n, in, k)}] 
Q-2 II |;«^,J) 
a<x<y<j3 y 
U\s{'-'''' 
/=r+l 
X 
/ ( X ) 
l - F ( x ) 
\-F{x) 
dydx 
Vi 
(2.25) 
Theorem 2.7: For the given Weibull distribution, truncated from both the 
sides, and l<r < s <n-\, n>2 and A: = 1,2,... and 
m = {m\ ,m2,---, f^n-l) ^ ^ 
E{X'{r,n,fn,k)X-^ {s,n,rn,k)}- E{X'(r,n,ifi,k)X-^ {s -l,n,rfi,k)] 
( 1 - ^ ) 7 
P Ys 
J 
E{y/{X{r, n, in, k)X(s,n, in,k)}] 
+ ^i—E{X\r,n,m,k)XJ~P{s,n,m,k)] 
PYs 
(2.26) 
where 1// (x, >») = x V {y) • 
Proof: Taking ^{x,y) = x' y^ in (2.25), we have 
E {X' {r, n,m, k)X^ {s,n, in, k)} - E{X' (r, n, in, k)X^ {s - 1 , n, in, k)} 
P,P^ d 
i^r+l 
1 - Fjy) 
1 - Fix) 
Zc^i{r)[l-F{x)y 
/•=] 
fix) 
\-F(x) dydx (2.27) 
Multiplying and dividing (2.27) by \-F{y) and using (2.4) we get the 
required result. 
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3. Recurrence relations for the moments of the general class of 
distributions 
Consider the general class of distributions 
F(jc):=l-exp[--{/2(x)-/2(a)}], x&{a,P) (3.1) 
c 
and 
c c 
where c is a nonzero real constant and h{x) is a continuous, monotonic 
and differentiable function of x in the interval («,/?). 
Then \-F{x) = -^f{x) (3.2) 
n{x) 
3.1: Recurrence relations for single moments 
Case I: m-^ = ^ 2 =...= m„_| = m 
Theorem 3.1: For distribution given in (3.1) and neN,2<r <n, 
k = 1,2,... and meyi. 
E[^{X{r, n,m,k)}]- E[^{X{r -1, n, m, k)}] = — E[f{X{r, n, m, k))] 
Yr 
where f (x) = | ^ (3.3) 
h (x) 
Proof: From (2.5) and (3.2), we have 
E\^{X{r,n,m,k)\-\-E\_^{X{r-\,n,m,k)W 
^r-l fir' \^\x)\\-F{x)\^r-^\-^f{x) 
(r-1)!- mxy a 
g'r;\F{x))dx 
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c ^ 
Yr i^-^)-a 
and hence the result. 
Remark 3.1: Recurrence relation for single moments of order statistics 
(at m = 0,A: = l) is 
E[^{X,,^ )] = E[^{X,_^,^)] + ' E[(f, \X,,^)] 
(n-r + \) 
as obtained by Ali and Khan (1997). 
Remark 3.2: The recurrence relation for single moments of k-th record 
values (m = -1) will be 
E[^(xi''^)] = £[^ (X !^j)] + f £[f (4^^) 
k 
(k) 
where X). ' =X(r,«,-l,A:), r = l,2,... is A:-/"/? record. 
Similarly, the recurrence relations for single moments of order statistics 
with non-integral sample size for m = 0, ;r^  = a - r +1 , « 6 ?l^ may also 
be obtained. 
Theorem 3.2: For the distribution given in (3.1) and n^ N, 
rneSf^, 2<r <n and k = 1,2,.... 
(i) [E[^{X(r - l,n,m,k)}]" E[^{X{r -1,« - ImM]] 
c(m + l){r~\) „ . , , . „ . . . . . . - . . 
= E[<p{X{r,n,m,k)}] (3.4) 
riTr 
(ii) [E[^{X{r,n,m,k)}] -E[^{X{r -\,n-\,m,k)]]] 
= -^E[(l)'{X{r,n,m,k)]] (3.5) 
n 
Proof: Results can be established in view of (2.7), (2.9) and (3.2). 
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Case II: y^ ^  / .• 
Theorem 3.3: For distribution given in (3.1) and 
1 O 
ne N,m = (m^,^2,• •' f^n-\) ^ 9^"~ ,m* - {1712, W3,• • • w^_i) G ??"~ 
2<r <n and and A: = 1,2,.... 
(i) E[^{X{r,n,m,k)}]-E[^{X{r-1,n,m,k)]] 
Yr 
•E[(l)'{X{r,n,m,k)]] (3.6) 
(ii) E[^{X{r - 1, n, m, k)}] - E[^{X{r -\,n-\, m*,k)}] 
r-\ 
YlYr 
{ ( r - l ) + 2 ^ / } E[(l>'{X{r,n,m,k)}] (3-7) 
i=l 
(iii) E{^{X{r,n,m,k))] - E{^{X{r -\,n-\,m\k)]] 
= — E[(l)'{X{r,n,m,k)}] 
Yl 
(3.8) 
Proof: Results can be established in view of (2.16), (2.17), (2.18) and 
(3.2). 
Remark 3.3: Theorems 3.1 and 3.2 can be deduced from Theorems 3.3 
by replacing in with m, mi^-\. 
Examples 
1. Burr distribution 
F{x) P 
.1 
B + x' 
, 0 < x < o o 
Here we have 
h{x) = \n{P + x'), c = ~>0, ^{x) = xJ'''' 
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Then <^'(x) = ^^^^^ij3xJ +XJ'-'') 
T 
Therefore from (3.3), we have 
E[X-'^'{r,n,m,k)]= , ^^^^/^ E[XJ {r,n,mM 
A/rT-ij+T) 
as obtained by Pawlas and Szynal (2001 a). 
2. Power function distribution 
F{x) = xP, 0 < x < l 
We have /2(jc) = - l n ( l - x ^ ) , c = l, <^(x) = xJ''^ 
then (/,'{x)J-^^{xJ+^-P-xJ^^) 
P 
Therefore from (3.3), we get 
E[XJ^\r,n,m,k)] = ^-^^^ E[XJ^^~P(r,n,m,k)]k)] 
PTr+U + d 
+ ^-^^;^~-E[XJ^\r-U,m,k) 
PYr + (7 + 1) 
At p = 1, we have 
EiXJ"-^{r,n,m,k)] = ^^).^^ ^^  E[XJ(r,n,m,k)] 
+ ^^^—-E[XJ^\r-l,n,m,k)] 
rr +0+1) 
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which is recurrence relation for uniform distribution on (0,1) as 
obtained by Pawlas and Szynal (2001 a) and Cramer and Kamps (2000). 
3. Pareto distribution 
F{x) = \-aPx'P, a<x< 00 
We have h(x) = \nx, c = — , ^(x) = x-^'^ 
P 
then fix) = (j + l)xJ^^ 
Therefore from (3.3), we have 
EIXJ"-^ {r, n, m, k)] = ^ £[X-^ '^ ^ (r -1, n, m, k)] 
prr-U+^) 
as obtained by Cramer and Kamps (2000). 
4. Weibull distribution 
F{x) = l-e'^''\ 0<x<oo, p,0>0 
We have h{x) = x^, c = — , ^{x) = x-^'^ 
9 
then (f>'{x)=^-^^xJ'-^-P 
P 
Now in view of (3.3), we get 
E[X^^\r,n,m,k)]-E[XJ^\r-\,n,m,k)] = ^i^E[XJ^^-P{r,n,m,k)] 
pB/r 
which is same as the result (2.14) obtained in Section 2. 
Further at p = 1 and 6 = 1, this becomes 
E[XJ^^ (r, n, m, k)] - E[XJ^^ {r -1, n, m, k)] = ^ ^^ E[XJ {r, n, m, k)] 
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which is the recurrence relations for the moments of generalized order 
statistics from standard exponential distribution as given by Pawlas and 
Szynal (2001 a) and Cramer and Kamps (2000) as discussed in Section 2. 
Similarly recurrence relations for moments of generalized order statistics 
for some other distributions may be obtained with proper choice of h{x) 
and c. 
3.2: Recurrence relations for product moments 
Case I: wj = m-i =...= m„_i = m 
Theorem 3.4: For the distribution given in (3.1) and 
nEN,mE'^,\<r<s<n-\. 
E[(^{X{r, n, m, k), X{s, n, m, k)}] - E[^{X{r, n, m, k), X{s -1, n, m, k)}] 
— E[^'{X{r, n, m, k), X{s, n, m, k)}] (3.9) 
where (f> '{x, y) = -———, ^(x, y) = ^\ ix).<^2 (y) 
h{y) 
Proof: (3.9) can be established in view of (2.22) and (3.2). 
Remark 3.4: Under the assumption given in Theorem 3.4 with 
A: = 1, w = 0, we get the recurrence relations for product moments of 
order statistics 
Q 
E [^(^r -.n ^^s:n)\~E [^i^r\n ' ^^-1:« )] = 7 ^ i^ i^r:n' ^ s:n )] 
n- s + 1 
as obtained by Ali and Khan (1998). 
Remark 3.5: At m = -\', we have the recurrence relations for product 
moments of k-th record values 
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E[^{X{r,n-\,k),{s,n-\,k)]]-E[^{X{r, n-\,k),(s - 1,n-l,k)}] 
E[(^' {X(r,n-l,k),Xis,n-\,k)}] 
Case II: /j ^ 7 .• 
Theorem 3.5: For distribution given in (3.1) and for 
k,neN, m = {m\,mi,...,w„_i)e9^"~ , \<r <s <n-\. 
E[^{X{r, n, in, k), X{s, n, m, k)}] - E[^{X(r, n, m, k), X(s - 1, n, m, k)}] 
= — E[^'{X{r, n, m, k), X{s, n, m, k)}] (3.10) 
Proof: Proof follows from (2.25) and (3.2). 
Examples 
1. The Burr distribution 
F{x) = , 0 < x < c o 
We have, 
/7(x) = ln(^ + x^), c = | > 0 , ^i(x) = x', ^2{y) = y^^\^-r^\ 
Thus f(;,,^)=^(/±il^'y + (Z±ilvy« 
Therefore from (3.9), we have 
E\X'' {r,n,m,k)X^^\r ^\n,m,k)\ 
U + r)p E [X' (r, n, m,k)XJ (r + \, n, m, k)] 
+ • 
/irr+i^-(y + ^) 
E[X'^J^\r,n,m,k)] 
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as obtained by Pawlas and Szynal (2001 a). 
2. Power function distribution 
F{x) = xP, 0< jc< l 
We have /z(x) = - l n ( l - x ^ ) , c = l, <^i(x) = x' and ^ 2 W = J^^^^ 
then (/>'{x,y) = ^^i^{x^yJ^^-P -x^yJ^^) 
P 
Therefore from (3.9), we have 
E[X\r,n,m,k)XJ^\r + \,n,m,k)\ 
= ^-^-^ E[X\r,n,m,k)XJ^^~P{r + \,n,mM 
PYr+X + 0 ' + l) 
+ ^^'^] E[X'^J^' (r, n, m, k)] 
PYr+X + 0 + 1) 
3. Pareto distribution 
F{x) = \-aPx~P, a<x<co 
We have 
h{x) = \nx, c = —, ^i(x) = x', ^2(3 )^ = y 
P 
Then f(x,y) = jx' yJ 
Thus in view of (3.9) 
E[X' {r, n, m,k)XJ\r + \, n, m, k)] = ^^'^'^ E[X'^-l' {r,n,m, k)] 
(PYr+X-J) 
For p = 1 
E[X'ir,n,m,k)XJ\r + \,n,m,k)] = ^^+' E[X'''J{r,n,m,k)] 
iYr+\-j) 
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as obtained by Cramer and Kamps (2000). 
4. Weibull distribution 
F{x) = \-e'^''\ 0<x<oo, p,e>0 
We have 
h{x) = xP, c = - ^i(x) = x', ^2(> )^ = y^^ 
u 
and (l>\x,y) = ^^^-^x' y^'-^-P 
P 
Therefore, 
E[X' {r,n,m,k) XJ^\r + \,n,m,k)] 
= i Z l i i . E{X \r,n,m,k)X^^^-P{r + \,n,m, k)] 
P^Yr+l 
which is same as the result (2.26) obtained in Section 2. 
For p -1 
E{X\r,n,m,k)X^^\r ^\n,mM 
= it[3.E\_X\r,n,m,k)x\r ^\n,m,k)\ 
^Yr+X 
as obtained by Cramer and Kamps (2000). 
For z = 0, these results reduce to the results obtained for single moments. 
CHAPTER 5 
RECURRENCE RELATIONS FOR SINGLE AND PRODUCT 
MOMENTS OF DUAL GENERALIZED ORDER STATISTICS 
1. Introduction 
The concept of dual generalized order statistics was given by Burkschat 
et al. (2003) to enable a common approach to descending ordered rv's like 
reversed order statistics and lower record values. In this chapter some 
recurrence relations between expectation of function of single and joint 
dual generalized order statistics for exponentiated Weibull distribution 
are obtained and then the results are extended to a general class of 
distribution F{x) = [ah{x) + bf. Further, various deductions and 
particular cases like order statistics, lower records etc are also discussed. 
2. Recurrence relations from exponentiated Weibull distribution 
A random variable X is said to have an exponentiated Weibull 
Distribution (Madholkar et al., 1995) if its pdf is given by 
/ (x ) = r ^ / / - V ^ ^ ^ ) ' [ l - e-^'^^'r\ 
x>o, A>o,e>o,T>o (2.1) 
and the corresponding distribution function is 
F{x) = [\-e-^^'^%'. (2.2) 
Therefore, in view of (2.1) and (2.2), we have 
F{x) = ^x'-^[e^^'^'-l]f{x). 
rOf (2.3) 
Part of the results of this chapter is contained in Khan et al (2007 d) and Athar et al (2007 a) 
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For more details on this distribution and its application one may refer to 
Madholkar and Hutson (1996) and Nassar and Eissan (2003). 
2.1: Recurrence relations for single moments 
Before coming to the main results we shall prove the following lemma: 
Lemma 2.1: For 2 < r < «, n>2, k = \,2,---
E[aX'{r,n,m,k)]]-E[^{X'{r-\,n,m,k)]] 
(r-l)!j 
where ^(x) is a measurable function of x. 
Proof: We have 
E[^{r{r,n,m,k)]]-E[^{X'{r-l,n,m,k)}] 
- - 2 |^(x)[F(x)]^^"^-7(x)g;-'(F(x)) 
( r -1) ! 
[Yr Sm (^W) -ir- IX^W)"^ ' ] dx (2.5) 
An) 
Let v{x) = [F{x)Y^ C'iHx)) (2.6) 
v'(x) = [F{x)/"'-' /(x)g;-2(F(x))[rJ")g^(F(x)) - (r - l)(F(x))'""'] 
(2.7) 
Thus 
E[^{X'{r,n,m,k)]]-E[^{X'{r-\,n,m,k)}] = -^\^{x)v\x)dx 
a 
(2.8) 
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Integrating (2.8) by parts and using the value of v(jc)from (2.6), we have 
the result. 
For ^{x) = jr-^ , we have 
E[X'J{r,n,m,k)] - E[X'J{r - \,n,m,k)] 
- -^^^\^^^-\F{X)Y'"' g'm~\F{x))dx (2.9) 
rr(r-iy. 
Lemma 2.2: For 2 < r < «, n>2, k-\,2,---
(i) E[^{X'ir-U,m,k)}]-E[^{X'{r-\,n-l,m,k)}] 
^^^^^^^]^'ix)[Fix)f' /^~\F{x))dx (2.10) 
(ii) E[aX'{r,n,m,k)}]-E[aX'{r-\,n-\,m,k)]] 
&~^^ ^ in) , 
---^J^'i^)[F{x)Y^ g''-\F{x))dx (2.11) 
Proof: (i) Since ^j!] - 1 = y^""^ + m, /^^^'^ - 1 = y^""^ -1, 
.ndy,cl% = yl^^C^":,'^ 
r 
where y^"'^ = k + {n-r)(m + \) and C "^) = fl^y • 
Thus, 
E[^{X'{r -\,n,m,k)}]"E[^{X'{r -l,n-\,m,k)}] 
= - ^ lax)[F{x)Y'"''"'g';;\Fix))fix)dx 
%-rrki 1^ ^^ ^^ ^^ ^^ '^^  -'g'^-\F{x))f{x)dx 
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= ^ ^ \^i^W{x)Y''''-'/^-\F{x))f{x)[{F{x)r^' -^]dx (2.12) 
letvW := {F{x)/^"^ g'm'\F{x)) (2.13) 
v'(x) ^ iF(x)/^"^~'g';„-\F(x))f{x)[4"^g^iF(x))-{r- l)(F(x))'"^'] 
= (^(^))^'"'-'g'm'^{F{x))f{xU^^ {1-(F(X))-^^} _ ^^  _ i)(^(^))..l] 
m + l 
^ {F{x)y'"'-'/-\F{x))f{x) m + l 
X [y<"' {1 - (Fix))"*' }-(r- l)(m + l)(f (x))"*' ] 
= J-(F(x)/'"'-'g''„\F(x))f{x)[/;'^ - Y\"\F(x)r*'] 
w + 1 
= -il(F(x))' ' '"'-'g;-^(F(x))/(;c)[(F(x))'"^' - 4 ^ ] 
m +1 YY^' 
which implies 
(n) 
{F{x)/"'-'C-\F{x))f{xW{x)r'' - ^ ] = - ^ v ' ( x ) (2.14) 
Yi Yx 
Putting (2.14) in (2.12), we have 
E[^{X'{r -\,n,m,k)}]- E[^{X'{r -\,n-\,m,k)]] 
= _( /^ + l) C,^ -2 l ( ; c ) v ' ( x ) ^ (2.15) 
(^«) (r-2)!j ' ' 
Now integrating (2.15) by parts and using the value of v(x)from (2.13), 
we get the required result. 
Taking £,{x) = x- ,^ we have 
E[X'J {r -\,n,m,k)]- EiX'J {r -\,n-\,m,k)] 
= („) _ , g ^ ' [^W]'^ g;-'(i^(x))«^. (2.16) 
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To prove (ii), we have 
E[aX'{r,n,m,k)}] - E[^{X'{r - \,n - \,m,k)}] 
- '•-1 \ax)[F{x)Y^ -'g'^\F{x))f{x)dx ( r -1) 
a 
'--2 \^{x)[F{x)fr-^ -'g'^\F{x))f{x)dx 
( r -2 ) ! 
a 
^ ^ \^{x)[Fix)/^"'-'g';,-\Fix))fix)[g^(F{x))-^]dx 
letv(x) = (F(x)/^"^-V;~^(FW) 
Then proceeding as in Lemma 2.2 (i), the result can be established. 
Taking ^ (x) = x-^ , we have 
E[X'Jir,n,m,k)]-E [X'J (r-l,n-\,m,k)] 
(«) 
. ,„LV"'[^wf^'^^;"k^w)«^ (2.17) 
/l (r -1)! *^  
Theorem 2.1: For the distribution given in (2.2) and for2<r<n,n>2 
and A: = 1,2,---. 
E[X'J{r,n,m,k)]-E[X'J\r-l,n,m,k)] 
^ ^E[y/{X'{r,n,m,k)]]-E[X''~\r,n,m,k)]\ (2.18) 
where ^ (x) = x•^•"^^(^'')^ 
Proof: From (2.3) and (2.4), we have 
Recurrence relations for single and product moments of dual generalized order statistics 83 
E[X'J {r,n,m,k)]- E[X'J {r -\,n,m,k)] 
r^"^-l x'-\e^^^'> -\\ 
J 
zOPt e 
f{x)g'rr;\F{x))dx 
(r-1)! ^i/^{x)[F{x)f'"^-'f(x)g'^-\Fix))dx 
C («) M). 
-7^rx^'-«[f(x)f'-'/wg;-'(fW)A 
(r -1)! •" 
and hence the result. 
Remark 2.1: For m = 0, k = \, the recurrence relation for dual 
generalized order statistics reduces to the recurrence relation of ordinary 
order statistics as 
E(4^r.lJ-E(4-r.2J 
J 
^e TOr(n-r + l) 
EWiX„_r^^,„)]-EiX,_,^,,„)\. (2.19) 
That is, 
E{Xi,^)-E{Xl_,.J 
J 
:d 
rOX' {r-\) 
EW{X,_i.,,)-E{X,_,,„)]}. (2.20) 
Remark 2.2: The recurrence relation for single moment of lower record 
values (m = -1) will be 
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E{X'-'{r,n,-\,k)'\ - E[X'-i{r - \,n,-\,k)\ 
= ^—j\E[i//{X'ir,n,-l,k)}]-E[X''~\r,n,-\,k)]\ (2.21) 
Theorem 2.2; For the distribution given in (2.2) and for 2<r <n, n>2 
and A; = 1,2,---. 
i) E[X'J{r,n,m,k)\-E[X'-'{r-\,n-\,m,k)] 
•^ ^E[ii/{X'{r,n,m,k)]]-E[X''~\r,n,m,k)]\. (2.22) 
ii) E[X'J{r-\,n,m,k)\-E[X'-'{r-\,n-\,m,k)\ 
(2.23) 
Proof: Results can be established in view of Lemma 2.2. 
Casell: Yi^Y ]•> ^7 = l52,---,«-l. 
Lemma 2.3: For 2<r<n, n>2 and ^ = 1,2... and 
in = (m ,^ ^2 , . . . »?^_i) G 5l"~ 
£[^{X'(r,«,m,A:)}]-£[^{r(r-l,«,m,A:)}] 
= -Cl% l^'ix)tai{r)[Fix)Y'"^ dx (2.24) 
a '=1 
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Proof: We have 
£[^{X'(r,«,m,^)}]-£[^{r(r-l,«,m,yt)}] = CWJ^(x) 
/^ 
a 
X 
l/r"^ - i/r"^ - rt^)] + r'f^ + / W ar {r)\F{x)\ 
c% \^{y^)f{^)Y.^Ar)rY\ny^)1!^~' dx 
/^"^-l dx 
(2.25) 
a /=1 
Let vy(x) = [F(x)]^ 
then v;(x) = 7,[F(x)r ' -7(x) 
In view of (2.26) and (2.25), we have 
E[aX'{r,n,m,k)]]-E[aX\r-\,n,m,k)]] 
. . r P 
(2.26) 
= C)"XY.^i{r)\^{x)v\{x)dx (2.27) 
/=! a 
i=\ 
Integrating (2.27) by parts and noting that J]a,(r) = 0, we get the 
required result. 
For ^{x) = x-^ ,MiQ have 
E[X'\r,n,m,k)]-E[X'Jir-l,n,m,k)] 
= -jCl%t^dr)CxJ-\F(x)f'dx (2.28) 
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Lemma 2.4: For 2<r <n, n>2 and k -\,2... 
1 O 
m = (mi,W2,...w„_l) e9^"~ and m* = (w2,W3,...w„_i) e 9?"~ . 
(i) E{^{X'{r -\,n,fh,k)]]- E[^{X\r -l,n-\,m*,k)}] 
r-\ 
i 
( r - l )+X 'W/ ^ 
•' , . P^ r (n) 
Ci-2 I^'Wl«/(^)t^(^)]''' ^ (2.29) 
/] or ' = 
(ii) E{^{X\r,n,mM\-^[^{^'(^ - 1 , « - 1 , m ^ M \ 
- -^^ .^ -2 1^'WZ«/(0[^W]''"' ^ (2-30) 
n a i=\ 
Proof: (i) We have, 
E{^{X\r -\n,mM'\ = C^^\ \^{x)f{x)±a,{r-l)[F{x)f'"^-^ dx 
a ;=i 
= c<!'2 J^(x)/(x)i;«,('-)(rJ"> - rf^)[F{x)f-"'-' dx 
a '=1 
or, 
r-\ 
ri'^hi^iXXr -1,«, m, ^)}] + {(r -1) + X m^ - }£[^{Z'(r, n, m, k)]] 
7=1 
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i=2 
( 
a 
^ 1 in) Sn) , («) - ! (rr-rrx^wr "'^  
p ( \ 
r r 1 
/=2l^y=2r}^-r/ 
y(«)_l 
J 
p 
Cj!l j^(:^)/(x)i; 
« 
r-\ 1 
in-\) _ An) 
[F(x)f'+i dx 
Since r["^ c^ !)2 = cj!] and ^^ ^ = r;;i 
Therefore, 
,in) r-\ YrE\^{X\r - 1,«, m, ^)}] + {(r -1) + ^ ^ ; }^[^{^ V, '^ ^ '^ ^ '^ )}] 
7=1 
P 
= rl"^cl"_-,'^ j^(x)/(x)S 
a i=\ 
n y(«-l) _ > -
V^=^^7 T/ 
1) [F(x)]^' ^ 
y 
implying that 
X") r-1 ;'r^£[^(X V - 1 , n, m, k)}] + {(r-l)+J] mj}E[^{X'(r, n, m, k)}] 
M 
^rl^^Ei^iX'ir-U-hmM] 
which leads to 
r|"^[E[^{X'{r - 1,n,m, k)]} - E[^{X'{r -1,« - 1 , m,k)}]] 
r-1 
= ~{ir -1) + Z my}[E[^{X'{r, n, m, k)] - E[^{X\r - 1, n, m, k)]]\ 
;=i 
and hence on using (2.24), we get the required result. 
(ii) This can be established on the lines of Lemma 2.4 (i) 
Theorem 2,3: For the distribution given in (2.2) and 2<r<n, n>2 
k^\,2,--- and m = {mi,m2,...m„_i)e^'^~^. 
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EiX'J {r,n,m,k)]- E[X'-> {r -\,n,m,k)\ 
^ ^E\ii/{X\r,n,m,k)}\-E\_r'~ (r,n,m,k)]\ 
Proof: Proof follows on the lines of Theorem 2.1 using (2.3) and (2.28). 
Remark 2.3: Theorem 2.1 can be deduced from Theorem 2.3 by 
replacing m with m, m ^  -I. 
2.2: Recurrence relations for product moment 
Case I: mi=mj=m, i,j = 1,2,-••,n-I. 
Lemma 2.5: For \<r < s <n-l, n>2 and k = l,2,---. 
E[^{X'{r,n,m,k),X'(s,n,m,k)}]-E[^{X'{r,n,m,k),X'{s-ln,m,k)}] 
r(«) /?xp^/ ^ 
,_2 ^ | ^ ^ [ F ( x ) ] - / ( x ) g ; - l ( F ( x ) ) (r-\)\{s-r-l)\ •" •" dy 
in) 
^[h^F{y)-h„F{x)f''~\[F{x)Y' dydx,/3>x>y>a (2.31) 
where ^{x,y) = ^]ix).^2(y)-
Proof: We have 
E[^{X'ir,n,m,k),X'{s,n,m,k)}]- E[<^{X'{r,n,m,k),X'{s -\,n,m,k)}] 
^ - 2 I yix,y)[F{x)rf{x)g';;\F{x)) ( r - l ) ! ( ^ - r - l ) ! 
a a 
X [h^Fiy) - h^F{x)r'-^[F{y)/^"^''f{y) 
X[/s"\h^F{y)-h^F{x)]-{s-r-l)[F{y)r^^]dydx (2.32) 
Let v{x,y) = [F{y)f'"^ [h^Fiy) - h^FixW-''' (2.33) 
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then dv{x,y) s-r-2, 
dy = [h^F(y) - h^F(x)r''-'[Fiy)Y^ ''f{y) 
r^^-i 
Xn) w+1-X Irr {KF{y) - h^Fix)} -{s-r-1){7^(7)}'""' ] (2.34) 
Putting the value of (2.34) into (2.31), we get 
E[^{X'(r,n,m,k),X'(s,n,m,k)}]' E[<^{X'{r,n,m,k),X'{s -l,n,m,k)}] 
= , , ' ^ / " ' - i y (x, y)[F{x)]'" /(x)g;-' (Fix)) ^ ^ dy dx 
(2.35) 
^-2 \^,{x)[F{x)r f{x)/^-\F{x)) 
{r-\)\{s-r-\)\ 
a 
) dv(x,y) 
J6W—^^—dy 
a 
dy 
dx 
(2.36) 
Now, we have 
feW^—^3^ = -y2ix)[F(y)/^"\h^Fiy)-h^Fix)r''-'dy 
a ^ a 
(2.37) 
After substituting (2.37) into (2.36) and noting that 
d 
dy 
^{x,y) = ^\{x).(^2(y)^ ^he required expression is obtained. 
For <^(x,y) == x' y-^, we have 
E[X''{r,n,m,k)X'J(s,n,m,k)]-E[X''ir,n,m,k)X'J{s-l,n,m,k)] 
r/^ F J,./-i 
Y^^\r-\)\{s-r-\)\ lix^y^-\F{x)rf{x)g:;\F{x)) 
i5-r-l /(") 
><[hm{F{y))-h^{F{x)r'-'[F{y)Y' dydx, x>y (2.38) 
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Theorem 2.4: For the distribution given in (2.2) and for \<r <s <n-\, 
n>2 and k = 1,2,---. 
E[X'' {r,n,m,k) X'J {s,n,m,k)]-E[X'' (r,n,m,k) X'J {s ~l,n,m,k)] 
J [E [i//{X'{r, n, m, k) ,X'{s, n, m, k)]] 
-£[X""(r,«,m,;t)X'^~^(5,«,m,/t)]J (2.39) 
where ^(x,;^) = x';;-^'"^e(^''^ . 
Proof: The result can be established in view of (2.3) and Lemma 2.5. 
Remark 2.4: Under the assumption given in Theorem 3.1 with k = \, 
m = 0, we get the recurrence relation for product moment of order 
statistics as 
^{(^«-r+l:n^„_5+]:„)}-'^((^«-r+l:n^„-5+2:«)^ 
( « - 5 + 1) 2-6^ /1 
Replacing « - r + l b y r - l and n-s-\-\ by 5 - 1 , we have 
\S~\)T6 A 
and at m = - 1 , we have the recurrence relations for product moments of 
lower record values as 
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E{X''{r,n,-\,k) X'J{s,n,-\,k)\-E{X''{r,n,-\,k) X'J{s-\,n,-\M 
J 
krOX 9 
[E{y/{X'{r,n,-\,k) X'{s,n,-\,k))] 
-E[X'' {r,n,-\,k)X'-i'^ {s,n,-\,k)] 
Case II; Yi'^Yi, i,J -h2,---,n-l. 
Lemma 2.6: For l<r<s<n-l, n>2 and k = 1,2,... and 
m - {m\, m2,... w„_i) G 9^  n~\ 
E[^{X\r,n,m,k\X\s,n,m,k))]-E[^{X\r,n,m,k\X\s-\,n,m,k)}] 
F{y) 
Fix) 
n («) 
X t^iirWix)]'"^' ^dydx (2.40) 
where ^{x,y) = ^^{x).^2{y)-
Proof: This can be proved on the lines of Lemma 2.5. 
For ^{x,y) - x 3^ -^ , we have 
E{X''{r,n,m,k)X'^ {s,n,m,k)}]-E{X'\r,n,m,k)X'\s-\,n,m,k)]] 
= -jci% F'y-i s.J^)(.) 
a<y<x<f3 i=r+] 
F{y) 
Fix) 
M) 
X Jlajir)[Fix)f'"^ ^T^dydx (2.41) 
1=1 Fix) 
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Theorem 2.5: For the distribution given in (2.2) and for l<r<s<n-l, 
n>2 ,k -\,2,--- and /w = (wi,m2,...m„_i)e9f{ . 
E[X'' ir,n,m,k) X'J (s,n,m,k)] - E[X'' {r,n,m,k) X'J {s - \,n,m,k)] 
J \E [y/{X' {r, n, m, k),X'(s, n, in, k)}] 
-E[X'' {r,n,m,k)X'-'~^ {s,n,m,k)]\ (2.42) 
n 
where y/(x,y) = x'y'~^e''^^^ . 
Proof: The result can be established in view of (2.3) and Lemma 2.6. 
Remark 2.5: For z = 0, Theorem 2.4 and Theorem 2.5 reduce to 
Theorem 2.1 and Theorem 2.3 respectively. 
Note: For r = 1 the distribution reduces to the Weibull distribution 
which can further be reduced to exponential distribution by taking 6 = \. 
All the relations obtained in this section reduce to the relations obtained 
by Khan etal. (1983 a,b). 
3. Recurrence relations for the general class of distributions 
Let the a general class of distributions be 
F{x)---[ahix) + bf, a<x<P (3.1) 
where a, b and c are such that F{a) = 0, F{p) = 1 and h(x) is a 
monotonic and differentiable function of xin the interval [a,P]. 
Then / (x) = ach'{x)[ah{x) + bf~^ (3.2) 
and f ( . ) = ^ ^ / ( . ) (3.3) 
acn{x) 
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3.1: Recurrence relations for single moments 
Case I: mi=m;=m, i,j = l,2,---,n-\. 
Theorem 3.1: For the distribution given in (3.1) and 
n e JV, m E 91,2 < r < n. 
E[^{X\r,n,m,k)}^ 
= E[^{X'{r -l,n,m,k)}]- —^E[i// '{X'ir,n,m,k)]] (3-4) 
y). ca 
where 
11/'{x) = [ah{x) + b] w{x) and w{x) = ^ . 
h'{x) 
Proof: From (3.3) and (2.4), we have 
E[aX\r,r,,m,k)}]-E[^{X'{r-U,m,k)]] 
C^"^ P (n) , 
^\^'{x)[Fix)Y'r'-^ f(x)>gm {F{x))dx cah'{x) 
1 C^ "^  ^ («) 
'-^ \¥\x)[F{x)f^ -^ gl;\F{x))f{x)dx 
1 
a 
in) cayf. 
E[xi/'{X'{r,n,m,k)}] 
and hence the result. 
Remark.3.1;; For m = 0 and k = \ the recurrence relation for lower 
generalized order statistics reduces to the recurrence relation of ordinary 
order statistics as 
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E[^(^n-r+l:n)] "^ ^lii^n-r+2:n)] ; — ^l¥^'(^n~r+l:n)^ 
ca{n-r + l) 
(3.5) 
That is, 
E[^{X,,^)] = E[aX,^^,J] ~E[ii/'{X,,^)] (3.6) 
car 
as obtained by Ali and Khan (1997). 
Remark 3.2: The recurrence relation for single moment of k-th lower 
records will be 
E[^{X{r,n-\,k)}]= E[^{X{r -ln-\,k)}]~-^E[i//'{X{r,n-\,k)}] 
kca 
(3.7) 
Theorem 3.2: For the distribution given in (3.1) and 
n E N,m E %! < r < n. 
(l)E[^{X'ir-l,n,m,k)}]-E[<^mr-ln-l,m,k)}] 
{m + \){r -1) 
(n) (n) E[ii7'{X'{r,n,m,k))] (3.8) 
{ii)E[aX'{r,n,m,k))]-E[aX\r-\,n-\,m,k)]] 
1 
i.n) Y^ ca 
E[yy'{X'{r,n,m,k)}] (3-9) 
Proof: Results can be established in view of Lemma (2.2) and (3.3). 
CaseII: YJ'^YJ, i,j = l,2,---,n-l. 
Theorem 3.3: For the distribution given in (3.1) and 2<r <n, n>2, 
1 O 
k -l,2...m = {m\,m2,...m^_l)Ey{'^~ ,m* = (m2,W3,...m„_l)G ?{"~ 
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i\)E[^{X'{r,n,m,k)}]-E[^{X'{r-\,n,m,k)}] 
1 
Yr ' ca 
E{iif\X\r,n,m,K))-\ 
( i i )£[^{X'(>-l ,«, '^,^)}]-^[^{^V-l ,«-l , '^*,^)}] 
r-\ 
(^-i)+2: m J 
(n) (n) ^ ^ -E[ijy'{X\r,n,m,k)]] 
{:n\)E[^{X'{r,n,m,k))]-E[aX\r-U-\,fh\k))] 
1 
in) y^ 'ca 
E[y/'{X'{r,n,m,k)]] 
Proof: Results can be established on the lines of Theorem 3.1 and 
Theorem 3.2 using Lemmas 2.3 and 2.4. 
Examples 
1. Inverse Weibull distribution 
F{x) = e-^^'''^\x>Q,p,e>^ 
We have a = 1, ^ = 0,c = 1 and h{x) = g-^^^^)^ 
Let ^(x) = xJ^^, then i//'{x) = [ah{x) + b] w(x) = /±lx-^'+^"^^ 
pOP 
Thus from relation (3.4), we have 
E[X'J^\r,n,m,k)]=-E[X'-'^\r-l,n,m,k)] 
7 + 1 E[X'J^P^\r,n,m,k)] 
as obtained by Pawlas and Szynal (2001). 
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2. Power function distribution 
F{x) = r^xP, 0<x<A 
Here we have a = /T^, b = 0,c -I and h{x) = x^ 
Let ^(x) = xJ^^, then if^Xx) =^^-ii±^xJ^^ 
P 
Therefore from relation (3.4), we get 
E[X'J^\r,n,mM = E[X'J^\r-\,n,mM-^^E[X'^^\r,n,mM 
n V 
3. Pareto Distribution 
F{x)----\-XPx~P\ / i<x<oo 
We have a = -A^, b^l,c = \, h{x) = x~P and ^(jc) = x^''^, 
Therefore, 
P P 
Thus from relation (3.4), we have 
E[X'^^\r,n,m,k)]-E[X'J^\r-\,n,m,k)\ 
= ^ ^ E[X'J^' {r, n, m, k)] - - ^ f ^ £[X'^'^^^^ (r, n, m, ^ )] 
4. Burr type III 
F{x) = (l + 0x~Py^; 0<jc<oo 
Here a = 6*, /? = 1, c = -A and h(x) = x~P 
Let^(x) = x^''',then 
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P P 
Thus from relation (3.4), we have 
E[X'^^\r,n,m,k)\- E[X'J^\r -\,n,m,k)\ 
= —7p- E[X'J^' (r, n, m, k)] - - / ^ E[X'J^P^' {r,«, m, k)] 
Similarly several recurrence relations based on Theorem 3.1, Theorem 
3.2 and Theorem 3.3 can be established with proper choice oi a, b and 
h{x). 
3.2: Recurrence relations for product moments 
Case I: mj = m; =m, i,j = \,2,---,n-\. 
Theorem 3.4: For the distribution given in (3.1) and 
ne N, l<r<s<n-l 
E[^{X'(r,n,m,k),X'is,n,m,k)]]-E[^{X\r,n,m,k),X'{s - 1,n,m,k)}] 
1 
(n) 
carl 
d y 
where ^ (x, y) = [a h{y) + b] 
E[i//'{X'{r,n,m,k),X'{s,n,m,k)}] (3.10) 
<^ix,y) 
h\y) 
Proof: (3.10) can be established in view of (3.3) and (2.31). 
Remark 3.3: Under the assumption given in Theorem 3.4 with 
k = \, m = 0,we get the recurrence relation for product moment of order 
statistics as 
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^ (^ i^n-r+\:n ' ^ n-s+\:n )) ~ ^ ^^i^n-r+\:n ' ^n-s+2:n^^ 
= ^- Eiw'iX ^, ,X 1^ )} 
ca{n-s + \) n-r+\:n^ n-s+hn^^ 
That is, 
1 
ca{s -V) 
as given by Ali and Khan (1998). 
£{V'(X,_,:„,X,_,^„)} 
and at m = - 1 , we have the recurrence relations for product moments of 
k-th lower record values as 
E[^{X'ir,«-1,k),X'is,n-\,k)]]-E[^{X\r,n-\,k),X\s -1,n-\,k)]] 
1 
•E[i/y'{X\r,n-\,k),X'{s,n-\,k)]] 
Kca 
Case II: /j^/j, i,J = \,2,---,n-l. 
Theorem 3.5: For the distribution given in (3.1) and for l<r <s <n-\, 
n e N, k = 1,2,..., m = (mi, ^ 2 , . . . w„_j) e 9^"~ . 
E[^{X'{r, n, m, k), X'{s, n, m, k)}]-E[^{X'{r, n, m, k), X'(s - 1, n, m, k)}] 
1 
(n) E[y/'{XXr,n,m,k),XXs,n,m,k)}] (3.11) 
Proof: (3.11) can be established in view of (3.3) and (2.40). 
Remark 3.4: For <^(x,y) = (^2(y)^ Theorems 3.4 and 3.5 reduce to 
Theorems 3.1 and 3.3 (i) respectively. 
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Examples 
1. Inverse Weibull Distribution 
We have « = 1, Z> = 0,c = 1 and h{x) = e'^^^^)^ 
Let ^(jc,3;) = jc 'y^ ' 
then yj'{x,y)^[ah{y) + b] \ =^x^ yJ^P^^ 
Thus from (3.10), we have 
E[X'\r,n,m,k)X'-i''\s,n,m,k)\-E[X'\r,n,m,k)X'-i^\s-\,n,m,k)] 
= --^i^E[X'\r,n,m,k) X'J^P'-\s,n,m,k)] 
Y^;^p0p 
as obtained by Pawlas and Szynal (2001). 
2. Power function distribution 
F{x) = rPxP, 0<JC<A 
Here we have a = X'P, b = 0,c = \ and h{x) = xP 
P 
Then from (3.10), we get 
E[X'\r,n,m,k) X'J^\s,n,m,k)]-E[X'\r,n,m,k) X'J-^\s-\,n,m,k)] 
= ~^^E[X''{r,n,m,k)X'J''\s,n,mM 
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3. Pareto Distribution 
F{x) = \-2Px~P; A<Jc<oo 
We have a = -X^, b = \,c = \, h{x) = x~P and ^{x,y) = x'yj^^ 
P P 
Therefore from (3.10), we have 
E[X'\r,n,m,k)X'-i^\s,n,m,k)]-E[X'\r,n,m,k)X'J^\s-\,n,m,k)] 
= ^ j^E[X'\r,n,m,k) X'J^\s,n,m,k)] 
y'"^^^ E[X'\r,n,m,k)X'J^P^\s,n,m,k)] 
/;^pxp 
4. Burr type III 
Fix) = {l + 0x'Py^', 0<x<oo 
Here a = 6,b = \,c = -Z and h{x) = x'P 
P P 
Thus in view of (3.10), we get 
E[X'\r,n,m,k)X'-'^\s,n,m,k)]-E[X'\r,n,m,k)X'J^\s-\,n,m,k)] 
= -^I^E[X'\r,n,m,k)X'J^\s,n,m,k)] 
rr p^ 
- ,^//^^ E[X'\r,n,m,k)X'J^P^\s,n,m,k)] 
YTP^O 
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Note: For a = -\, b = \, C = T, h{x) = e ^^^^ and ^{x) = x-', all the 
results of Section 3 reduce to the results obtained in Section 2. 
CHAPTER 6 
CHARACTERIZATION OF CONTINUOUS DISTRIBUTIONS 
THROUGH CONDITIONAL EXPECTATION OF FUNCTIONS 
OF DUAL GENERALIZED ORDER STATISTICS 
1. Introduction 
In this chapter a general form of continuous distributions is obtained by 
considering the conditional expectation of function of dual generalized 
order statistics (dgos) and then characterizing relationships are 
established for distributions through dgos. Further, various deductions for 
order statistics and lower records are discussed. 
2. Characterization of distributions when rrij = m ,• = m 
Let X'{r,n,m,k), r = \,2,---,n be dgos, then the conditional pdf of 
X'(s,n,m,k) given X'{r,n,m,k) = x, l<r <s <n 
{s-r-iy.C,_, 
and the conditional pdf of X'{r,n,m,k) given X'{s,n,m,k) = y, 
\<r <s<n is 
Part of the results of this chapter is contained in Khan et al. (2007 b). 
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fr\siAy) (5- l ) ! (m + l) ( r - l ) ! ( 5 - r - l ) ! 
X : -. J \X) 
\\-{F{y)T^'r' 
x> y 
Theorem 2.1: Let ^(x) be a monotonic and continuous function of x. If 
E\_^{X\s,n,m,k))\ X'{r,n,m,k) = x] = g,|,(x), \<r<s<n (2.1) 
then for two consecutive values r and r + 1, 
F{x) = exp 1 .p S's\rit) 
Yr+l ^ 8s\r+\i^)-Ss\At) 
-dt (2.2) 
where g{.) is a finite and differentiable function of x. 
Proof: We have 
E[^{X'{s,n,m,k)]\ X'{r,n,m,k) = x] = g^i^^ix) 
that is, 
'S-[ 
yS-r-\ C,_^{s-r-\)\im + iy 
- gs\ri^)[F{x)f^-' (2.3) 
Differentiating (2.1) both sides with respect to x, we get 
Q_i[F(x)]'"/(x) 
.s-r-2 C,__^{s-r-2)\{m + \y 
X l^{y)[{F{x)r'' -{F{y)r'r'-\F{y)Y^-'f{y)dy 
= g'sM[F{x)Y^'' + rr.\gs\r(^)[F(x)f^''~'f(^) 
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{F{x)Y'--^{F{x)rY,^,f{x)g^\^^,{x) 
g'sM[F(x)Y'^^ gs\A^)[Fix)r^-^-'f(x) 
[F{x)f^-^[F{x)] [Fix)Y^-^[F{x)] 
rr+\gs\r+](^) 
fix) 1 
g's\Ax)[F{x)] 
fix) 
g'siM) 
+ rr+\gs\rix) 
Fix) rr+\gs\r+li^)-gs\ri^) 
^ 1 g's\ri^) 
—InF(x) = ' 
^ rr+lgs\r+\i^)-gs\ri^) 
and hence the theorem. 
Corollary 2.1: E[X'{s,n,m,k)\X'{r,n,m,k) = x] = aj^x + bj^. ^g^i^W 
(2.4) 
if and only if 
F{x) = [ax + bf, a<x<p 
where a, b and c are such that F{a) = 0 and F{P) = 1, and 
(2.5) 
* CY' * 6 * 
' i=r+\^ + CYi ' « I 
Proof: We have 
E[X'{s,n,m,k) X'{r,n,m,k) = x] 
Cs-i 1 
(2.6) 
C,_ , (5- r - l ) ! (^ + l) 
.\rs-^ 
s-r-\ 
\ (F iy) 
X ]y 
V a Fix) J 
iFiy)) m+\ 
iFix)) m+\ 
s-r-\ fiy) 
Fix) dy (2.7) 
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Let u — 
F(x) 
ay + b 
ax + b 
then y = {ax + b)u^ -b 
a 
Thus (2.7) becomes 
E[X'{s ,n,m,k)\ X'{r,n,m,k) = x] 
C 
s-\ 1 
Set w'"^' = t to get 
E[X'{s,n,m,k) X'(r,n,m,k) = x] 
r{ax + b)u^-b v_i w+j^j-r-i 
— - j - u'' [\-u J (afw 
c s-\ 
^l (ca + by^'^^^^-b 
7,-1 w 
C,_^{s-r-\)\{m + \y~'-^i 
tm+\ m+\]^x_tf-r-\^^ 
a 
* ^n * \ 
= fli x - - ( l - a I ) 
' a ' 
where 
C 
1 7,-1 m 
a 
5-1 
5 r C,_i(^-r-l)!(^ + l)^-'-\J 
c{m+\) 7W+1 w+1 (i-O'"'"'^? 
c 5-1 B (crs+^ 
C , _ , ( ^ - r - l ) ! ( ^ + l)^-'-i ^c(m + l) ) 
•,s - r 
cYi 
i^r+\ 1 + ^ r/ 
To show that (2.4) impHes (2.5), we have 
I I f i I I I I ( 3 
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* 
^s\r , 
{ax + b) 
A ^yi ^ + ^ rr+] * 
Therefore, 
1 Sslr^-^^) ac 
rr+\Ss\r+M)-Ss\ri^) «^ + ^ 
Thus 
7 (^x) ax + b 
implying 
F(x) = [ax + 6f 
Remark 2.1: Let ^(x) be a monotonic and continuous function of x, 
then 
E[^{X'{s,n,m,k)}\ X\r,n,m,k) = x] = «*| ^ ^(x) + />*| ^ (2.8) 
if and only if 
F{x) = [a^{x) + bf (2.9) 
where a, Z? and c are such that F{a) = 0 and F(/?) = 1 and ^{x) is the 
monotonic and continuous function of x in the interval [a, /?]. 
This can be proved on the lines of Corollary 2,1 by considering 
g,^,{x) = a,^r^{x) + b^\^ 
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Table 2.1: F {x) ^ [a ^  {x) + b]' 
Distribution function a ^W 
1. Power function 
F{x) = a'PxP , 
0 < x < a 
a 
a 
0 
0 
P. 
q 
P 
X 
X 
2. Pareto 
F{x) = \-aPx-P , 
a<x <<x) -a' 
2. Reflected exponential 
F{x) = e^^''~^^ , 
-CC<X<JU c 
Aju 
00 X 
4. Inverse Weibull 
F{x) = e , ^ 
0<x<co 
0 
0 
c 
1 
00 
-ex-p 
5. Burr type III 
F{x) 
= ii + ex-P)-^., 
0<x<oo 
e 
1 
-A 
-X 
X ^ 
Ox-P 
6. Cauchy 
1 1 -\fx-6] 
= - + —tan 
1 71 \ X J 
- o o < x < o o 
n 2 
1 tan' 
x-e 
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Remark 2.2: If we denote X|.„ > X2.^--- > X^.„ (lower order statistics) 
and X|.„ < X2:„••• < X„.„(order statistics), then for 
F{x) = [a^{x) + bf 
* * 
(Burkschatera/., 2003) 
* J^ c{n-j + l) , ,* b .. * . 
where « i = [[ — - — and 6 J , = — ( 1 - a j , ) 
I j^^^-^c{n-J+ l) + l I « I 
Therefore replacing n-s + \ by r, we get 
if and only if 
where . ; = "ff^ ^ ( ^ I Z Z l l L . n _ £ ( ^ z O _ and . ^ - ^ C l - a J ) 
, 4 - . + 2 ^ ( « - 7 + l) + l y c ( . - / ) + l 
as obtained by Khan and Abouammoh (2000). 
This can also be stated as [Khan and Alzaid, 2004] 
£[^(X„_^+,.„) X„_,+|.„ = x] = a2^{x) + b2 
if and only if 
F(x) = [a^(x) + bf 
And for lower record (m = -V) values 
E[^{r(s,n,-l,k)}\^'{r,n-l,k) = x] = ali^ax) + b*\r 
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where 0^1^.-
^ ck ^'-' 
l + ck 
* b * 
and b\ = — (1 -a j^ ) . 
' a ' 
Theorem 2.2: \iiov \<r <s <n 
E[^{X'{r,n,m,k)]\ X\s,n,m,k) = y]^ g^\^{y) 
then for two consecutive values s -\ and s, 
{m-^\)f{y)[F{y)r s'r\s^y'> 
(2.10) 
\-[F{y)\ m+\ {s-^)[gr\s^y)-gr\s-\^y)'\ = A{y), m^-l 
(2.11) 
fjy) 1 
F(y) logF(y) -A{y) m = -I 
and 
F{x) = 
-^^V[-lAy)dy 
1 
m+] 
, m ^ -\ 
F(x) = exp ~fj(y)dy , m = -\,x > p 
where g(.) is a finite and differentiable function of y and 
logi^(;7) = 1 
Proof; We have 
E[^{X'ir,ri,m,k)}\ X\s,n,m,k) = y] 
(^-l)!(w + l) rp 
{r-\)\{s-r-\y/y r^{x)[F{x)n\~{F{x)r'r 
\m+\ 
= gr\A^-(F(y)r'] 
(2.12) 
(2.13) 
(2.14) 
Differentiating both sides with respect to ;^, we have 
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{s-\)\{m + \f{F{y)rf{y) 
{r-\)\{s-r-2)\ 
Jy 
-{s- \){m +1)[1 - iFiy)r'-'r^[Fiy)rfiy)g,^, (y) 
implying 
-(s-mm + l)[F(y)ff{y)g^\^_,{y) 
[i-iFiy)r-''r' 
{s - l)(m +1)[1 - {F{y)r'-' r ' [F{y)rf{y)g,\, (y) 
[i-(F{y)r''r' 
After simplification we get (2.11). And (2.12) is obtained by taking limit 
m^-l in the LHS of (2.11). (2.13) is obtained by integrating (2.11) 
with respect to y. 
To prove (2.14), we note that 
logF(x), a<x<p is a non-decreasing ftanction in (-oo,0), therefore 
there exists a. p,a < p < P, such that 
logi^(;?) = l 
Now at m = -\, 
f{y) L _ 
F{y)\ogF{y) 
and 
= A{y) 
•C~^. i^^\^ dy = -\og[\ogF{x)\=fA{y)dy 
'P F{y)\ogF{y) ^P 
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and hence the result. 
Corollary 2.2: 
E[{X'{r,n,m,k)}\ X'{s,n,m,k) = y]^ a . ^ + ^ H^  " ^r\s(y) (2-15) 
if and only if 
l - [F(x) r"" =[ax + 6f, a<jc<y?, m^-l (2.16) 
where a, b and c are such that F{a) = 0 and F{/]) = 1 and 
s~r 
j^^l + c{s-j) I fl I 4=n ^^ -^^'^  
and 
log F(x) = [ax + 6f a? m = -1 
Proof: We have 
E[{X'(f,n,m,k)}\ X'(s,n,m,k) = y] 
(5-l)!(m + l) 
{r-\)\{s-r-\)\ P 
ar 
w+l 
\-[F{y)r' 
r-\r /w+1 i-[fW] 
i-[fwr' 
s-r-\ 
F^{x) 
X ^ f (x)dx 
\-F^^\yy 
Let u = 
l-[F(j.)] 
w+l 
777 + 1 
ax + b 
ay + b 
~\c 
then 
A: = 
(a>; + 6)w'/^-6 
a 
Therefore, 
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E{{X'{r,n,m,k)]\ X'(s,n,m,k) = y] 
( r - l ) ! ( 5 - r - l ) ! * a -u'-\\-uy-'-'du 
(s-iy. 
(r-iy.(s-r-iy. B 
(\ 
+ r,s -r 
f 
J 
1 \ 
y-v — B—-\-r,s-\ B{r,s-r) 
a \c ) a 
and hence the result. 
To prove that 
^r\s^y)^^r\sy''^^ * r\s 
m+\ impHes l - [ F ( x ) r ^ ' =:[ax + b] 
we use Theorem 2.2. 
Now 
A{y) = g'rlM a rs a 
* * {s-^)[gr\s(y)-SAs-l(y)] is-^)[ar\s -aj,_^]ay + b 
Now 
s-r-l 
a 
ns-i n 
cis-l-j) s-r 
=^n c{s-j) _ c(^ -1) +1 i j c{s- j) 1^ \ + c{s-\-j) j^2^ + c{s-j) c{s-\) j ^ ^ \ + c{s-j) 
c{s-\) + \ * 
= a 
implying 
A{y) = ac 
ay + b 
and thus 
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[Fix)] m+\ I fx ac 
-exp L 
[*^ ay + b 
dy , m ^  -I 
and hence the result as [aa + bf = 1 
For m = -1 (lower records) 
F{x) = exp-
ac 
^ ax+b 
- exp[ax + Z?]' 
and hence the result. 
Remark 2.3: As noted in Remark 2.2, for 
F{x)^[a^{x) + bf 
E{^{K:n) K:n= y^^ ar\s^iy')^K\s= ^[^i^n-r+\:n) ^„-^+l :«=3^] 
* c( s / ^  * b * 
where a< = JJ and b, = — ( l - « j , ) 
Therefore replacing n-r + l by J' , we get 
£[^(X,.„) X,.„=x] = a^^{x) + b^ 
if and only if 
F(x) = [a^(x) + ^] ' 
s-r c{n-r + \-j) c{n~l + V) 
where ai" = Ff "^ ^^ —^— -^^ ^—^^  = FT 
) > ( ^ - r + l -y) + l ^ i ^ c ( « - / + l) + l 
* L7 * 
and /?] = — ( l - < 3 ] ) 
(3 
as obtained by Khan and Abouammoh (2000). 
Further, 
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if and only if 
F{y) = {a^{y) + bf as given by Khan and Alzaid (2004). 
3. Characterization of distributions when fi ^ y; 
The conditional distribution of X {s, n, m, k) given X (r, n,m,k) = x, 
\<r <s<n,\s 
where, 
r+l 
Q = Y\ri^rr+\Cr-\ 
i=\ 
and at'\s) = (rr^,-ri)4''\^) 
Theorem 3.1: Let (^(x) be a monotonic and continuous function of x. If 
for \<r <s <n, 
E[^{X'{s,n,m,k)} X'(r,n,m,k) = x] = g^tj,(x), then for two 
consecutive values r and r + l, 
-fA{t)dt 
F{x) = e * 
where 
S sir it) 
A{t) = 
r r + l f c | r + l ( 0 - < ? , | , ( 0 ] 
and g(.) is a finite and differentiable function of x 
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Proof: g.|.,w=^ t4^^%,imisM!^,y 
^r i^r+2 [F{x)Y' 
/,+l C,_i ,-^ ,+1 ^ [Fix)Y' 
' Q ,-^ ,+1 -^  [F{x)Y' 
Now 
ln-1 
.,.w^f^t4^'(^)£MHF^* (3.2) 
' Q-l/=r+l ^ [F{X)Y' 
Differentiating (3.2) both sides with respect to x, we get 
^r-\ i=r+\ 
X 
Q-1 ^ W /=:r+l ^ W ^r /=r+l 
•^  {F{x)V^ 
in view of result J ] a ^ (5) = 0,1 < r < 5 (Khan and Alzaid , 2004) and 
i=r+\ 
(3.1), we have 
os\ r+\ os\r Tf \ °s\ r 
Therefore, 
1 Fjx)^, 
rr+\f(x) 
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fix) S's\ri^) 
Fix) r r + l [ ^ 5 | r + l W - ^ 5 | r W ] 
and hence the Theorem. 
= Aix) 
Comparing Theorems 2.1 and 3.1, we notice that both the results are 
identical. 
Thus proceeding as in Corollary 2.1 and Remark 2.1 we can show that 
Fix) = [ax + bf 
if and only if 
Ss\ri^)^^*\r^ + K\r (3-3) 
and 
Fix) = [a^ix) + bf 
if and only if 
gs\ri^) = ^ s\r^(x) + bs\r (3-4) 
* * . . 
where a^\ ^ and b^ ^ are as given in Corollary 2.1. 
Theorem 3.2: Let for 1 < r < 5 < « 
gr\ s ^y) = E[^{X'ir,n,m,k)]\ X'is,n,m,k) = y] (3.5) 
then for two consecutive values s -1 and s, 
rjiy) B',iy)_ S'r\siy) Fiy) ,iy) [grisiy)-gr\s-\(y)] 
and 
tads)[Fix)r-rs^aAs)e-^''^'^'' 
= Diy) 
i=\ 
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where g{.) is a finite and differentiable function of y and 
/-I 
s I '^ -' 1 
and a,{s)=l\- - = Y\' j^iirj-rs) j=\(rj-rs) (3.6) 
Proof: We have 
L\ s (*ly) = f[(X\r,n,mM X'(s,n,m,k) = y] 
/=r+l 
F{y) 
KF{X)J 
X«/(r)[F(x)f 
i=[ F(x) 
Therefore, 
i=r+\ 
'F(y)_''' X«/(r)[F(x)]^' 
/= ] Fix) 
dx 
= 8r\s(y)' Y^ai(s)[F(y)Y' 
(3.7) 
where 
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A{x,y) = X«/(r)[F(x)]^' 
F{x) 
andMfiZ).^^.ZM^(,,^) 
aj; /^(J^) 
(3.8) 
Differentiating (3.7) both sides with respect to >>, we get 
Fiy)i=r+] ^ i=r+] 
= gr\s(y)Bs{y)+gr\s(y)Bsiy). 
Thus we have 
gr\s(y)Bsiy) + gr\s(y)Bsiy) 
^ t4\')rif^i^)Mx,y)dx 
F{y)i=r+\ y 
(3.9) 
as '£al''\s) = 0. 
i=r+\ 
Now 
5-1 
Y^ai'ks -1) l^ax)A{x,y)dx = g,| ,_i {y)B,_, (y) 
i=r+\ 
(3.10) 
and since 
.(0< . ( ' • ) ar\s-\) = (Ys - YiK'(^) and a^{s-1) = (r, -r /)«/(^) 
Therefore I/ZS" of (3.10) is 
r . g.U iy) B, {y) - I af^ {s) r, f ^ (x) A (x, y) dx 
i=r+] 
= gr\s-\iy)Bs-iiy) (3.11) 
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Thus in view of (3.9) and (3.11) 
g'r\s(y)Bs{y) + gr\siy)Kiy) 
fjy) 
F{y) lYs Sr\ s (y)^s (y) - Sr\ s-\ (y)Bs-\ (y)] 
But 
s-\ 
Bs-l{y)=i:a,{s-l)[F{y)Y' 
1=] 
= I ( r . - TiX (s)[F{y)Y' = Ys Bs iy)~^B', (y) 
M f(y) 
Therefore 
gr\s(y)Bsiy) + gr\siy)Bsiy) 
fjy) 
F{y) [YS gr\ s iy) Bs iy) - YsgA sA iy) BS (y)] + gr\ s-\ B's iy) 
which on simplification yields 
Ysfiy) B'M Sr\s(y) 
F{y) B,{y) [gr\s{y)-gr\s~\iy)'\ = D{y) (3.12) 
Integrating (3.12) w.r.t. y from a to x, we get 
H'^F{y)Y^-\ogB,{y)l=-\og 
r s V 
Y,a,{s)[F{y)Y-^^ iD(y)dy 
'a 
( 
log Z«,(^)[F(x)f'-^^ 
;=1 
\Q%a,{s) = -^D{y)dy 
(3.13) 
proving the result. 
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Remark 3.1: It may be noted that for y^ ^ y. but m, = m - m, 
ai{r)= , ^ . _ , ( - i r ' ^ 
(w + 1) r-l 0- - l ) ! ( r -0 ! 
(r) 
and a] (s)- (m + l) 5-r- l (-1) 
s-i 1 
ii-r-iy.{s-i)\ 
and therefore the/7<^of X'(r,n,m,k) reduces to thepdf ofX'(r,n,m,k) 
and the joint/7c^of X'{r,n,fh,k) and X'{s,n,fh,k) reduces to the joint 
pdf of X'{r,n,m,k) and X'{s,n,m,k). 
Further at trij = m = m, 
«5 C-^ ) = 
1 1 
(m + irU^-l)! 
and 
=^1 t=\im + iy 
^ 1 1 (-1) S-l {i-iy.(s-iy. -KfWrT' 
1 -^  
n—K-i r^ 
(m4-ir^(^-l)!,=, 
^ 5 - 0 
v^- 'y 
[(F(x))'"^^]^-' 
^ ^ -[i-{Fix)rY 
(m + iy-^{s-l)l 
implying that 
[ l - (F (x ) r^^ ] = exp -lDiy)dy 1 r;c 
5-1 
as obtained in Theorem 2.2. 
CHAPTER 7 
CORRELATIONS BETWEEN GENERALIZED AND 
DUAL GENERALIZED ORDER STATISTICS 
1. Introduction 
In this chapter the correlation coefficient between two generalized order 
statistics drawn from a family of distributions has been obtained. Its dual 
is also discussed. Further, various deductions for order statistics and 
record values are discussed. 
2. Correlation coefficient between two generalized order statistics 
Theorem 2.1: The correlation coefficient between the two generalized 
order statistics X(r,n,m,k) and X(s,n,m,k),l<r < s <n,drawn from 
the distribution function (df) 
F{x) = [ax + b]'"+\ a<x<P 
is 
Corr[X{r,n,m,k),X{s,n,m,k)\= - ^ (2.1) 
where y^. =k-\-{n-r){m + \). 
Proof: Khan and Alzaid (2004) and Khan et al. (2006) have shown that 
for<^ 
F{x) = [ax + bf 
E[X{s,n,m,k)\ X{r,n,m,k) = x'\ = a\x + b\ (2.2) 
where 
Part of the results of this chapter is contained in Khan et al. (2007 c). 
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«1= n - ^ ^ , ^ * = - - ( l - a i * ) (2.3) 
and for the distribution function 
\-F"'''\x) = [ax + bf (2.4) 
E[X{r, n, m, k)\ X{s, n, m,k)- y] = a2y + ^ 2 
where 
« 2 = n T ^ ^ . ^ ^ - = - ^ ( 1 - ; ) (2.5) 
j^]l + c(s-j) a 
From (2.4), at c = 1, 
F(x) = [-fljc + (l-^)]'"+i (2.6) 
and 
* r 
a2=- (2.7) 
s 
* * 
Since a^ and a2 do not depend on a and ZJ, therefore from (2.2) to (2.7), 
we conclude that for df 
F(x) = [flx + Zj]'"+l 
,=r+ir,+("'+i) i=r+irM r,-
* r 
and «2 ~ ~ 
5 
and thus 
Corr \X{r,n,m,k),X{s,n,m,k)\ = ^la\ a^ * * 
SYr 
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A somewhat similar approach for adjacent order statistics and record 
values was discussed by Nagaraja (1988). 
This can also be proved by the relation 
X{r,n,m,k)~F~\\-Wr) 
For F{x) = [ax + bf 
X{r,n,m,k) 1 
a 
UBf-h 
Therefore 
E[X{r,n,m,k)]^-Yl ^ 
a .•_il + cyj a 
n \ ^ cvj 2b '' <^Ti b' 
a^ j^l^ + c/j a"-j=i^ + ^rj a 2 ! .1 + 
1 ^ (^Y i 
E [X{r, n, m, k) X{s, n, m, k)] 
r l + cVj r cYf 
/=l2 + c r ; M^ + ^Tj 
1 
a 
r c rj 
M^-^'^rj 2 + n -^^ 
Therefore 
4n C/i 
a ^^i+crj 
+ • 
a 
Cov [X(r, n, m, k), X{s, n, m, k)] 
a 
'' 1 + cr,- r cYj 
;=i2+cr,. ,-=,i+cry 
Thus 
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Corr.{X{r, n, m, k), X(s, n, m, k)] = U{s) [B(r)-A{r)] 
A(r) [B{s)-A{s)] 
where 
'' CY • 
B{r) = n 
^ 1 + cYj 
Further simphfication at c = yields 
m + \ 
As) ^ Ys 
Air) rr 
B{r)-A{r) = 
and hence the Theorem, 
Examples 
We have seen that for 
r{m + \Y 
[7l+2(m + l)][;Ki+(m + l)] 
F(x) = [ax + ^ ]'^+i, a<x<p 
Corr \X{r, n, m, k), X{s, n, m, k)\ = — -
A. Power function distribution 
F{x) 
yP-aj 
m+\ 
m + l > 0 , a<x< P (2.8) 
Here a = and b 
P-a p-a 
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Corr\X{r,n,m,k),X{s,n,m,k)\- I — 
and for order statistics [at m-0,k = \ and y^ = « - r +1 ] 
p-x 
F(x) 
or Fix) = 
P-a 
x-a 
a <x < p 
P-a 
Corr.{Xy.^,Xg.^) - jr n-s + \ 
s n-r+l 
as obtained by Szekely and Mori (1985) and by Rohatgi and Szekely 
(1992). 
B. Exponential distribution 
F{x) = e _ -Aix-M) _ lim 
c->oo 
1- A{x- ju) 
~\c 
(2.9) 
Here a - — , b = \ + -— and m + \ = -
c c c 
1 
Therefore as c = )• oo , /.e. as m ^  -1 (record values) 
m + 1 
^ 1 
and the correlation between the r-th and s- th records is 
as given by Rohatgi and Szekely (1992). 
C. Pareto distribution 
F(x) = ( x + 5 
a + 5 J 
m+l 
, m + \ < 0 , <2 < j c< 00 (2.10) 
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Here a = and b = 
a+d a+S 
3. Correlation coefficient between two dual generalized order 
statistics 
Theorem 3.1: The correlation coefficient between two dual generalized 
order statistics X'{r, n, m, k) and X'{s, n, m, k) from the df 
F{x) = [ax + b]^+\ a<x<P 
is given by 
(r Y s Corr [X '{r, n, m, k), X '{s, n, m, k)] = 
•SYr 
where Yr = k + {n-r){m +1). 
Proof: Khan et al (2007 b) have shown that for df 
F{x) = [ax + bf, a<x<p 
E[X'{s,n,m,k)\ X\r,n,m,k) = x'\ = a\x + b\ 
where 
' 
a[ = Y[ —^-^—and ^ =—(l-^^i ) 
i=r+\^ + cYi a 
and for the df 
\-F'^^\x) = [ax + bf 
E[X\r,n,m,k)\ X\s,n,m,k) = y'\ = a2 >" + ^ 2 
where 
j ^ ^ \ + c{s-j) a 
Therefore proceeding as in Section 2, the Theorem can be proved. 
Alternatively, using the relation 
X\r,n,m,k)~F'^{Wr) 
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for F{x) = [ax + b]' 
X'(r,n,m,k) UBf-b 
0=1 
and hence steps follow as in Section 2. 
Examples 
A. For m +1 > 0 
F{x) = ' x-a^ 
\P-ocj 
m+\ 
a<x< p 
Here a = and b = -• 
p-a p-a 
B. For w +1 = 0 
Fix) = e^^''-^\ - 0 0 <X < JU 
f 
= lim 
C->oo 
1 + 
/1(X-//)Y 
V c J 
Here a = —, b = \ and m +1 = - . 
c c c 
C. For m + l < 0 
(3.1) 
(3.2) 
f 
Here a = — 
F{x) = 
1 
m+\ 
CO <x< P 
and b = 
(3.3) 
S-P 5-P 
Thus correlation coefficient between generalized order statistics from df 
(2.8) and dual generalized order statistics from df (3.1) are same, 
correlation between generalized order statistics from df (2.9) and dual 
generalized order statistics from df (3.2) are same and the correlation 
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between generalized order statistics from (2.10) and dual generalized 
order statistics from df{?)3) are same. 
Further, since order statistics appear in the generalized order statistics 
model as well as in its dual model (Burkschat et al, 2003), therefore 
J f n — j" +1 : = Corr.(X„_^+,.„,Z„_^+i.„) 5 n-r+\ 
for the df 
F{x) = , a<x<p. 
P-a 
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