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Povzetek
V delu se osredotocˇimo na problem generiranja urnikov s paraleliziranim evo-
lucijskim algoritmom. Raziˇscˇemo pogosto uporabljene metode razporejanja
opravil ter ugotovimo, katere so primerne za primere s kompleksnimi omeji-
tvami in izberemo paralelizacijsko shemo, ki je najbolj ustrezna za ucˇinkovit
izracˇun. Prav tako izberemo primerno predstavitev podatkov, ki se sklada z
genetskimi operatorji in kriterijsko funkcijo, ki lahko enostavno pokrije ve-
lik nabor kompleksnih omejitev. Implementiramo in paraleliziramo razsˇirljiv
algoritem za izracˇun resˇitev ter raziˇscˇemo uspesˇnost generiranja. Predsta-
vimo nacˇin minimizacije prostorske kompleksnosti problema s pametnim de-
ljenjem dela med procesi. Lastnosti paralelnega programa analiziramo skozi
podrobno analizo cˇasov izvajanja in teoreticˇno analizo paralelizacije.
Kljucˇne besede: evolucijski algoritem, paralelizacija, MPI, urnik.

Abstract
The focus of our work is on the problem of generating a timetable using
a parallel evolutionary algorithm. We explore commonly used scheduling
methods and determine their suitability for cases with complex constraints,
then select a parallelization scheme most suitable for efficient computation.
Furthermore, we choose a data representation that best complements genetic
operators and the fitness function, which covers a wide range of complex con-
straints. We implement and parallelize an extensible algorithm for computing
solutions to our problem. A method of minimizing the space complexity of
the problem by efficiently dividing data between processes is also described.
We analyse the properties of our solution through a thorough analysis of run
times and memory consumptions coupled with a theoretical analysis of the
results.
Keywords: evolutionary algorithm, parallelization, MPI, timetable.

Poglavje 1
Uvod
Razvrsˇcˇanje opravil je sˇirok pojem, ki zajema teme, kot so organiziranje la-
stnega cˇasa, razvrsˇcˇanje procesov v industrijski proizvodnji ter ustvarjanje
optimalnih urnikov. Veliko strokovne pozornosti je pozˇel predvsem slednji
problem, saj se v praksi pogosto pojavlja ter zanj ne obstaja ena sama resˇitev,
ki bi ustrezala vsem. Zanima nas, kaksˇne resˇitve na podrocˇju generiranja
urnikov zˇe obstajajo, kaksˇni pristopi so pogosto uporabljeni, da lahko pre-
tehtamo prednosti in slabosti ter implementiramo svojo resˇitev, ki ustreza
prakticˇnim kriterijem. Vse to zˇelimo implementirati s paralelno shemo, ki
bo pohitrila izvajanje programa in omogocˇala, da resˇimo vecˇji problem, kot
bi ga lahko sicer sekvencˇno.
1.1 Cilj
V sklopu diplomske naloge smo se osredotocˇali na ucˇinkovito resˇevanje pro-
blema generiranja urnika v velikem problemskem prostoru z mnogimi atributi
in omejitvami. Poskusˇali smo najti ucˇinkovito predstavitev problemskega
prostora, ki ustreza izbrani paralelizacijski shemi, in v kriterijsko funkcijo
vkljucˇiti cˇimvecˇ omejitev in preprek iz realne problemske domene. Stremeli
smo k implementaciji, ki ni poenostavljena ter se cˇim bolj priblizˇa zahtevam,
ki jih postavlja domena v realnem zˇivljenju.
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Velik cilj implementacije je bila enostavnost in ucˇinkovitost dodajanja
novih kriterijev razvrsˇcˇanja, saj se kazˇe, da je generiranje urnikov velikokrat
tezˇavno zaradi raznovrstnih in kompleksnih omejitev, ki jih postavijo posa-
mezniki. Te omejitve so lahko cˇisto ocˇitne narave ali pa so samo implicitne,
ki se jih posamezniki ne zavedajo, a jih vseeno obcˇutijo. Cˇe je sistem za
omejitve dovolj razumljiv in preprost za spremembe, potem jih lahko imple-
mentiramo vecˇ, a morda za ceno ucˇinkovitosti.
Ker je problemski prostor realnih urnikov zelo velik ter resˇitev (dobrih
in slabih) nepredstavljivo mnogo, je potrebno poskrbeti za hitro izvajanje
izracˇuna. V danasˇnjem svetu ne primanjkuje procesorskih kapacitet, zato se
ni potrebno osredotocˇati izkljucˇno na ucˇinkovitost, tako kot v preteklosti, ko
so bili racˇunalniki veliko manj zmogljivi. Lahko izkoristimo dejstvo, da imajo
zˇe racˇunalniki, ki jih imamo doma, vecˇ jeder, in zaradi tega lahko ucˇinkovito
izvajajo vecˇ hkratnih izracˇunov. Paralelizacija iskanja cˇim boljˇse resˇitve je
ucˇinkovit nacˇin za pohitritev izracˇunov, ki so v nasˇem primeru zelo primerni
za vzporeden izracˇun.
Da bi uporabili izkusˇnje mnogih raziskovalcev pred nami, smo morali
pregledati zˇe uporabljene pristope, predstavitve podatkov ter paralelizacijske
sheme, ki so bile uporabljene za resˇevanje takih in podobnih problemov.
Ugotovili smo, kateri pristopi so primerni za nasˇ cilj in kako bi lahko izboljˇsali
posamezne dele teh, da sestavimo cˇim bolj ucˇinkovito resˇitev.
Resˇitev smo preiskusili najprej na podatkih, ki smo jih generirali sami, po-
tem pa sˇe na resnicˇnih podatkih za generiranje urnika Fakultete za racˇunalni-
sˇtvo in informatiko Univerze v Ljubljani.
1.2 Pregled podrocˇja
Leta 1962 je Gotlieb raziskoval in predstavil [1] prvotno razlicˇico problema,
ki je za danasˇnje pojme poenostavljena, a je vseeno povedla raziskovalce v
mnogo raziskav o lastnostih problema. Kmalu so se zacˇele pojavljati raziskave
same resˇljivosti [2], ki so analizirale, ali je teoreticˇno mozˇno sestaviti tak
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urnik, da bo zadosˇcˇal enostavnim kriterijem prekrivanj. Za predstavitev so
bili uporabljeni grafi, na podlagi katerih so dolocˇali resˇljivost.
Cˇez cˇas so se raziskave usmerile v kompleksnost resˇitve [3, 4]. Zaradi same
velikosti problemskega prostora je kmalu postalo jasno, da iskanje tocˇno naj-
boljˇse resˇitve ni izvedljivo. Cˇe tocˇne resˇitve ne moremo najti, je potrebno
najti cˇim boljˇsi priblizˇek, cˇemur sluzˇijo hevristicˇne metode preiskovanja pro-
stora. Posebej popularne metode so postale metode evolucijskih algoritmov,
kot sta simulacija kaljenja ter genetski algoritmi [5, 6, 7, 8, 9].
Evolucijski algoritmi sami po sebi niso popolna metoda za iskanje resˇitev
problema. Uporabimo jih lahko za ucˇinkovito preiskovanje problemskega pro-
stora, a so lahko dokaj cˇasovno neucˇinkoviti, cˇe mamo velik problem ali pa
hocˇemo zelo dober priblizˇek najboljˇse resˇitve. Z vzponom superracˇunalnikov
ter zmogljivih strojev, ki jih imamo na voljo, so se raziskave usmerile v po-
hitritve izvajanja algoritmov s paralelizacijo. Zaradi same narave genetskih
algoritmov—mozˇno jih je namrecˇ enostavno paralelizirati—je nastalo veliko
resˇitev za vzporeden izracˇun [10, 11]. Uporabljene so bile drevesne strukture
na enotnih in locˇenih sistemih ter razlicˇne strategije vecˇnivojskega izracˇuna.
Raziskovalci so uporabljali razlicˇne predstavitve podatkov problema, kot
sta vecˇdimenzionalna predstavitev fiksne velikosti, podobna kvadru [5], ter
matricˇna predstavitev [9]. Avtorji se zavedajo, da je predstavitev zelo po-
membna za ucˇinkovito iskanje, saj je potrebno konsistentno izvajati opera-
torje krizˇanja in mutacije nad posameznikom. Potrebno je tudi paziti, da
izberemo predstavitev, ki nam pomaga izlocˇiti popolnoma nemogocˇe resˇitve
hitro in ucˇinkovito.
Tudi danes problem sˇe ni definitivno resˇen, saj se sˇe vedno pojavlja ve-
liko cˇlankov, ki poskusˇa resˇiti problem na nove nacˇine ali pa izboljˇsati stare
[12, 13]. Za generiranje urnikov obstaja veliko orodij, ki omogocˇajo razlicˇne
nivoje prilagodljivosti ter uporabljajo razlicˇne nacˇine izracˇunov. Pojavila so
se podjetja, ki se ukvarjajo izkljucˇno z resˇitvami za ustvarjenje urnikov, saj
je to podrocˇje sˇiroko in obstaja redna potreba po celem svetu. Ker so te
komercialne resˇitve zaprte in placˇljive narave, jih nismo analizirali.
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Poglavje 2
Problemska domena
2.1 Razvrsˇcˇanje opravil
Razvrsˇcˇanje opravil je v praksi zelo pogost in izjemno tezˇek problem — od
leta 1975 je vecˇ raziskovalcev dokazalo, da je NP-poln [4, 3, 5]. Podane
imamo pogoje za veljavnost resˇitve — urnika — in pa pogoje, ki nam po-
vedo, katera resˇitev je boljˇsa od druge. V splosˇnem obstajajo sredstva, ki se
cˇasovno v resˇitvi ne smejo prekrivati, sredstva, ki se lahko, omejitve uporabe
sredstev, mehke zahteve glede razporeditve in tako dalje. V sistemu urnikov
izobrazˇevalne ustanove je precej vecˇ omejitev, implicitnih ali eksplicitnih, kot
je sprva razvidno. V implementaciji smo se osredotocˇili na omejitve, ki so
smiselne in obcˇutno zviˇsajo kakovost urnika.
Potrebno se je tudi zavedati, da je kakovost urnika tezˇko izmeriti in, v
nekaterih primerih, tudi tezˇko definirati. V vsakem parametru kvalitete lahko
zlahka dolocˇimo boljˇse in slabsˇe resˇitve: manj prekrivanj je ocˇitno boljˇse,
enakomerne obremenitve so boljˇse od neenakomernih. Tezˇava nastane, ko je
potrebno ovrednotiti kombinacije teh parametrov. Potrebno se je odlocˇiti,
kateri kriteriji so bolj pomembni od drugih ter jim pripisati vrednost na
merljivi skali. Kot bomo videli, je temu izjemno primerna kriterijska funkcija
evolucijskih algoritmov, ki temelji prav na definiranih kriterijih za kakovost
posameznika in na podlagi teh izbira najboljˇse.
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Cˇe primerjamo urnike z drugimi podrocˇji razvrsˇcˇanja opravil, lahko takoj
opazimo, da pri urnikih zaporedje vnosov v veliki vecˇini, razen cˇe to ni de-
finirano s specificˇnim kriterijem, ni pomembno. To nam poenostavi izracˇun,
saj nam ni potrebno preverjati vnaprej dolocˇenega zaporedja vnosov.
2.1.1 Omejitve
Ker iˇscˇemo resˇitev cˇim vecˇje kakovosti, moramo postaviti kriterije za to ka-
kovost. Uvedli bomo trde in mehke omejitve: trde omejitve so tiste, ki
preprecˇujejo veljavnost resˇitve in se jim je potrebno popolnoma izogniti, da
je resˇitev sploh uporabna. Mehke omejitve so v resnici sestavljene iz dveh
logicˇnih delov. Prvi so vzorci, ki, cˇe so prisotni, slabsˇajo kvaliteto resˇitve,
drugi pa jo izboljˇsujejo.
V kriterijski funkciji vse sklope obravnavamo podobno: pripiˇsemo jim
sˇtevilsko vrednost. Trde omejitve imajo visoko negativno vrednost. Mehke
omejitve, ki izboljˇsujejo resˇitev, imajo relativno manjˇso pozitivno vrednost,
tiste, ki resˇitev slabsˇajo, pa imajo relativno manjˇso negativno vrednost. Iz
tega sledi, da je boljˇsa resˇitev tista, ki je bolj pozitivna.
Nasˇtejmo najprej trde, ki smo jih uposˇtevali v implementaciji:
• Prostor ne sme biti zaseden vecˇ kot enkrat ob istem cˇasu.
• Vaje morajo biti v dvojnih ciklih.
• Izvajalec ne sme imeti dveh vnosov ob istem cˇasu.
• Termini pred 7:00 ali po 20:00 niso dovoljeni.
• Predavanja in vaje istega predmeta se ne smejo cˇasovno prekrivati.
• Predavanja istega predmeta se ne smejo cˇasovno prekrivati.
• Asistenti ne smejo imeti obremenitve nad dolocˇeno mejo.
• Prostora ne sme zasedati vecˇ sˇtudentov, kot to prostor dovoljuje.
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Mehke omejitve:
• Sˇtudentu naj se vnosi ne bi prekrivali.
• Vnosi naj ne bodo pred dolocˇeno ali po dolocˇeni uri.
• Predavanja naj bodo zdruzˇena.
• Sˇtudenti naj imajo vnose razporejene kompaktno.
• Predavanja naj bodo pred vsemi vajami v istem tednu.
Nekaj komentarjev glede zgornjih omejitev: sˇtudentom je omogocˇeno prekri-
vanje vnosov, saj se drugacˇe lahko zgodi, da problem ni resˇljiv. Z variacijo
utezˇi, ki jo podamo temu kriteriju, lahko dolocˇimo, kako mocˇno se trudimo iz-
boljˇsati resˇitve s takimi lastnostmi. Pravila mehke narave prispevajo k resˇitvi
takrat, ko je ta zˇe “uporabna”: zaradi velike razlike v utezˇi med trdimi in
mehkimi omejitvami na zacˇetku izracˇuna prevladuje iskanje posameznikov,
ki ustrezajo cˇim manj trdim omejitvam, sˇele nato, ko se sˇtevilo uveljavljenih
trdih omejitev ustali, pa se zacˇne poznati ucˇinek mehkih omejitev. Slednje
potrebujemo zato, da v nadaljevanju izracˇuna izboljˇsamo sicer mozˇno resˇitev
ter da ne izberemo samo nakljucˇne, ki sicer ustreza najstrozˇjim kriterijem,
je pa v resnici lahko slaba.
2.1.2 Problemski prostor
Sˇtevilo mozˇnih resˇitev za dolocˇen problem je lahko izjemno veliko. Vse kom-
binacije sˇtudentov, predmetov, prostorov, dni in ur tudi v manjˇsih problemih
doprinesejo do neobvladljivega sˇtevila resˇitev. Lokalnih ekstremov je veliko,
zato moramo poskrbeti, da se v njih ne zataknemo.
Z vecˇanjem sˇtevila trdih omejitev lahko izjemno hitro omejimo sˇtevilo
mozˇnih resˇitev, z mehkimi omejitvami pa spreminjamo poti, po katerih bomo
iskali boljˇse resˇitve. Dolocˇeno skrb je potrebno posvetiti temu, da imamo v
implementaciji dovolj dober generator nakljucˇnih sˇtevil, da lahko nepristran-
sko raziˇscˇemo cˇim vecˇ problemskega prostora.
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2.2 Evolucijski algoritmi
Evolucijski algoritmi so nacˇin hevristicˇnega preiskovanja prostora, ki so nav-
dihnjeni z naravno evolucijo. Uporabljajo operatorje, kot so mutacija, krizˇa-
nje in selekcija, da ustvarjajo nove generacije populacije tako, da ohranjajo
dobre lastnosti posameznikov in kombinirajo lastnosti prednikov. Znana pod-
druzˇina algoritmov so genetski algoritmi. V splosˇnem imajo evolucijski algo-
ritmi naslednje 4 stopnje:
1. Generiraj zacˇetno populacijo.
2. Dokler ne dosezˇemo ustavitvenega pogoja, ponavljaj naslednja koraka.
3. Iz populacije izberi prezˇivele s pomocˇjo kriterijske funkcije.
4. Iz prezˇivelih generiraj novo generacijo populacije z operatorji, kot sta
krizˇanje in mutacija.
Na koncu iz celotne populacije izberemo najboljˇsega posameznika glede na
vrednost kriterijske funkcije. Evolucijski algoritmi nimajo tocˇno dolocˇenega
ustavitvenega kriterija, izbrati si ga moramo sami. Pogosti izbiri sta cˇas in
dosezˇena dolocˇena vrednost kriterijske funkcije, lahko pa ga prekinemo tudi
rocˇno ali takrat, ko se resˇitev neha izboljˇsevati skozi generacije.
Optimizacijski problemi so v praksi velikokrat [3] prevecˇ kompleksni, da
bi bilo iskanje tocˇne oziroma najboljˇse resˇitve prakticˇno ali celo izvedljivo.
Za resˇevanje se uporabljajo hevristicˇne metode preiskovanja prostora, kot je
sekvencˇna metoda, ki so jo avtorji uporabili v [7]. Zelo razsˇirjen je razred evo-
lucijskih algoritmov, ki simulirajo razvoj zˇivih bitij skozi emulacijo postopka
evolucije. Glavni cilj teh algoritmov je iskanje priblizˇka optimalne resˇitve
skozi kombinacije posameznikov skozi mnogo generacij. Znan je razred ge-
netskih algoritmov, ki so podskupina evolucijskih, in postavljajo omejitve na
predstavitev podatkov in metode genetskih operatorjev: predstavitev naj bi
bila fiksne dolzˇine, genetski operatorji pa tam delujejo nad posameznimi od-
seki genov na nacˇin, ki izkoriˇscˇa fiksno dolzˇino in poravnanost predstavitve.
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Nadvse pomemben del njih je kriterijska funkcija, s katero ocenimo ustre-
znost resˇitve — posameznika v nasˇi domeni. Z njo dolocˇimo, kateri posame-
zniki iz posamezne generacije populacije prezˇivijo in ustvarijo potomce za
naslednjo generacijo. Pomembno se je zavedati, da je ta ocena le priblizˇek
in je morda pristranska glede na tistega, ki je dodeljeval utezˇi razlicˇnim kri-
terijem.
Pri izbiri prezˇivelih obstaja veliko nacˇinov odlocˇanja [14]. Lahko prepro-
sto izberemo n najboljˇsih, ali pa se spustimo v simulacijo dejanske selekcije.
Selekcija z ruleto (ang. roulette-wheel selection) izbere posameznike z ver-
jetnostjo, ki je sorazmerna z njihovo oceno ustreznosti. Rangirna selekcija
(ang. ranking selection) priredi ta postopek tako, da lahko posameznikom na
podlagi vrednosti kriterijske funkcije priredi drugacˇno verjetnost prezˇivetja.
Kot zelo ucˇinkovit in prilagodljiv nacˇin izbora prezˇivelih se v praksi izkazˇe
[15] turnirska selekcija, ki ustvari tekmovanja med posamezniki: vsakicˇ, ko
je potrebno izbrati novega prezˇivelega, nakljucˇno izberemo k posameznikov,
izmed njih pa prezˇivi tisti, ki ima najboljˇso ustreznost. Ucˇinkovit je tudi za
kriterijske funkcije, ki imajo veliko sˇuma [15] zaradi “nepopolnosti”.
Za to, da ne zapademo v lokalne ekstreme pri iskanju resˇitve, je po-
membno tudi, da ne obdrzˇimo samo najboljˇsih resˇitev. Slabsˇe resˇitve imajo
lahko dele, ki so boljˇsi od delov, ki jih imajo boljˇse resˇitve. Ti deli se lahko
s krizˇanjem kombinirajo v skupno boljˇsega posameznika. Turnirska selekcija
omogocˇa prezˇivetje slabsˇih posameznikov, saj je izbor skupin nakljucˇen.
Pogosti parametri evolucijskih algoritmov so: velikost populacije v nekaj
tisocˇ posameznikih, velika verjetnost krizˇanja in majhna verjetnost mutacije
(to se sklada z resnicˇnimi geni) ter razmeroma elitisticˇen pristop do selekcije.
Evolucijske algoritme lahko implementiramo samo s krizˇanjem, kar presene-
tljivo ne kazˇe slabih rezultatov, a je mutacija pomembna za fine spremembe
v posameznikih, hitrejˇso pridobitev resˇitve in resˇevanje iz lokalnih ekstre-
mov. Elitisticˇen pristop pa tudi pospesˇuje hitrost iskanja, saj hitreje favori-
ziramo najboljˇse. To ne pomeni, da vedno izberemo le najboljˇse (cˇeprav se
lahko odlocˇimo, da najboljˇsih n vedno prezˇivi), pomeni le, da naj svojo me-
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todo selekcije izberemo tako, da bodo boljˇsi posamezniki imeli vecˇjo mozˇnost
prezˇivetja. Sˇtevilo oziroma razmerje prezˇivelih naj ne bi bilo preveliko, saj
hocˇemo, da se nova populacija generira iz izbrane skupine prezˇivelih in ne iz
velikega dela prejˇsnje generacije, saj bi to pomenilo, da je v izvirni populaciji
manjˇsi delezˇ dobrih posameznikov.
2.3 Vzporedno racˇunanje
Cˇe zˇelimo program paralelizirati, je potrebno imeti vecˇ enot, ki lahko izvajajo
program ali njegove dele, vzporedno. V osnovi so to vecˇprocesorski sistemi, ki
so danes prisotni v vecˇini racˇunalnikov. Lahko uporabimo dodatno strojno
opremo, kot so graficˇne kartice, ki lahko zelo hitro izvajajo specificˇne tipe
programov, ali pa uporabimo namensko strojno premo za izracˇun, kot je Intel
Xeon Phi. Cˇe zˇelimo uporabiti kapacitete vecˇ sistemov naenkrat, jih lahko
povezˇemo v vecˇracˇunalniˇski sistem. Bolj dostopne so resˇitve, kjer povezˇemo
vecˇ locˇenih sistemov preko komunikacijskega kanala (za kar lahko uporabimo
MPI), lahko pa uporabimo sisteme z uniformnim pomnilnikom.
2.3.1 Izbira paralelizacijske sheme
Pri izbiri paralelizacijske sheme dolocˇenega programa je potrebno uposˇtevati
njegove lastnosti. Paralelizacija na graficˇnih karticah deluje najbolje, ko so
podatki neodvisni in je problem mozˇno razdeliti na vecˇ delov ter se vsi deli
izvajajo socˇasno (brez razlicˇnih vejitev). Koprocesorji, kot so Intel Xeon Phi
[16], dobro delujejo pri izracˇunih, za katere lahko uporabimo vektorsko enoto,
sˇe posebej ukaz FMA (Fused Multiply–Add). Obe omenjeni tehnologiji tudi
potrebujeta dolocˇeno strojno opremo, kar lahko mocˇno omeji sˇtevilo sistemov,
na katerih je mozˇno pognati program.
Standard MPI (Message Passing Interface) omogocˇa povezavo posame-
znih jeder procesorja v enem sistemu ali pa med oddaljenimi racˇunalniki.
Temelji na izmenjavi sporocˇil med posameznimi procesi, ki med seboj niso
nujno identicˇni. Vsakemu procesu je pripisan identifikator (rang), ki poo-
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seblja proces pri posˇiljanju sporocˇil. Implementacija MPI v ozadju skrbi za
cˇim bolj ucˇinkovito izmenjavo sporocˇil in podpira veliko vzorcev posˇiljanja:
komunikacijo tocˇka-tocˇka, oddajanje, zbiranje, raztros in krcˇenje. Prav tako
se implementacije zavedajo lokalnosti (ali nelokalnosti) jeder in za posˇiljanje
med njimi uporabijo najboljˇso pot: naj bo to deljen pomnilnik [17] ali pa
sklad TCP/IP.
Preucˇili smo mozˇnost kombiniranja MPI in OpenMP. Slednji sluzˇi eno-
stavni in ucˇinkoviti paralelizaciji znotraj enega sistema s pomocˇjo ucˇinkovite
komunikacije med nitmi preko deljenega pomnilnika ter zaklepanjem, ki ga
ponuja sistemska implementacija. Nasˇa motivacija je bila, da bi komunikacijo
in paralelizacijo znotraj vsakega sistema izvedli preko OpenMP, komunikacijo
med razlicˇnimi procesi pa preko povezav, ki bi jih ustvarili z MPI. Spoznali
smo [18], da hibridna implementacija med MPI in OpenMP v praksi ne deluje
tako dobro, kot bi pricˇakovali, saj prihaja do nizˇanja zmogljivosti zaradi vecˇ
rezˇijskega dela zaradi hkratne uporabe dveh paralelizacijskih shem, prednosti
komunikacije z deljenim pomnilnikom pa tudi ne bi imeli, saj MPI samodejno
zazna osnovno topologijo in za komunikacijo na enem sistemu lahko uporablja
deljeni pomnilnik (odvisno od implementacije standarda). Vecˇjo tezˇavo pred-
stavlja tezˇavno programiranje. Lahko imamo tezˇave z rezˇijo komunikacije:
odlocˇiti se moramo, ali naj prekrivamo komunikacijo in izracˇune, da bomo
ucˇinkoviti, ali naj pocˇakamo, da vse niti zakljucˇijo, nato pa samo glavna nit
posˇlje podatke. Vse to moramo tudi pravilno implementirati. Poleg tega
so tudi razlike v implementacijah knjizˇnic MPI (npr. OpenMPI, MPICH),
ki ne zagotavljajo vedno varnosti niti ali pa ne nudijo ogrodja za vecˇnitno
programiranje, ki ga ponuja standard MPI.
Jezika C in Fortran sta podprta neposredno v samem standardu MPI,
jeziku nasˇe implementacije (C++) pa so dostopne le funkcionalnosti iz im-
plementacije za jezik C, kar ne omogocˇa preprostega posˇiljanja vsebovalnikov,
ki jih ponuja C++, kot je std::vector. V ta namen smo uporabili knjizˇnico
Boost [19], ki ovija funkcionalnosti implementacije MPI s podpornimi funkci-
jami, ki olajˇsajo delo s standardnimi vzorci programiranje v C++. Uporabili
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smo komponenti Boost.MPI in Boost.Serialization: prva ponuja ovojnico
prek funkcionalnosti MPI, druga pa omogocˇa definiranje in kompaktno shra-
njevanje struktur, ki jih dolocˇimo kot uporabniki. Te strukture se potem
posˇiljajo preko vmesnikov MPI, Boost.Serialization pa poskrbi, da se kazalci
na vse strukture pravilno vzpostavijo.
V standardu MPI tocˇen nacˇin komunikacije med procesi ni definiran, a je
prepusˇcˇen posamezni implementaciji. V osnovi se racˇunalniki povezˇejo brez
posebnega orodja in le izvajajo program s toliko procesi, kolikor jih dode-
limo. Uporabimo lahko tudi upravljalnik poslov, kjer centralni racˇunalnik
nadzira poljubno mnogo drugih racˇunalnikov in na njih poganja opravila, ki
jih podamo. Ti so bolj napredni programi in lahko pametno delijo procese
med sisteme, zadrzˇijo procese v vrsti ter avtomatsko shranjujejo status in
izhode.
Poglavje 3
Implementacija
Paraleliziran algoritem smo implementirali v jeziku C++ s pomocˇjo knjizˇnic
Boost in MPI. Uporabili smo Python skripte za generiranje podatkov ter
kontroliran zaporedni zagon velikega sˇtevila programov, nato pa z njimi za-
jeli izhod ter ga analizirali in obdelali. Ker smo za potrebe poganjanja pro-
grama na razlicˇnih sistemih morali vzpostaviti primerno okolje z vso potrebno
opremo, smo ustvarili Bash skripto, ki samodejno pridobi, prevede in namesti
vse potrebne komponente ter nastavi okoljske spremenljivke na svezˇi name-
stitvi operacijskega sistema Ubuntu 15.04. Za prikaz rezultatov smo izvozili
rezultat v format JSON in podatke prikazali v spletni aplikaciji, za katero
smo uporabili HTML, JavaScript in CSS.
3.1 Vhodni podatki
Za vhodne podatke smo oblikovali sheme XML (Extensible Markup Langu-
age) v obliki dokumentov XSD (XML Schema Definition). Vhodni podatki
so tako vnesˇeni v obliki dokumentov XML, kar omogocˇa lazˇje branje, spre-
minjanje in ustvarjanje podatkov. Prav tako nam je pravilnost vhodnih po-
datkov v veliki meri zagotovljena s skladnostjo s shemo.
Vsak tip vhodnega podatka (sˇtudent, ucˇilnica, ucˇitelj in predmet) je de-
finiran v svoji datoteki — seveda vecˇ osebkov v eni. Prav tako v locˇeni
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datoteki dolocˇimo splosˇne nastavitve za evolucijski algoritem.
Ustvarili smo program za generiranje vhodnih podatkov na osnovi sˇtevila
sˇtudentov, ucˇilnic, predmetov in drugih splosˇnih znacˇilnosti. Ti podatki
so grob priblizˇek realnih, so pa uporabni za preizkusˇanje razlicˇnih velikosti
problema.
3.2 Evolucijski algoritem
Genetski algoritem smo implementirali modularno in v skladu z nacˇeli do-
brega kodiranja. Poskrbeli smo za ucˇinkovito izrabo pomnilnika, za ucˇinkovit
izracˇun kriterijske funkcije na posameznikih populacije pa smo uporabili do-
datne podatkovne strukture, ki so nekoliko zviˇsale porabo pomnilnika, a so
zmanjˇsale cˇasovno zahtevnost. Vsak vnos v urniku smo predstavili z enim
objektom, a smo omejili vnose na enourne. To pomeni, da so npr. predava-
nja, ki trajajo tri zaporedne ure, sestavljena iz treh locˇenih vnosov.
V domeni evolucijskih algoritmov je zelo pomembna predstavitev posa-
meznika. Genetski algoritmi predpostavljajo, da je zapis linearen in fiksne
dolzˇine, kar za predstavitev posameznega urnika ni primerno. Razlog ticˇi v
tem, da ni nujno, da dve resˇitvi zavzemata enako kolicˇino prostora zaradi
porazdelitev sˇtudentov po ucˇilnicah. Prav tako je tezˇko dolocˇiti smiselno
ureditev podatkov, saj urnik nima popolne naravne ureditve. Mozˇna je ure-
ditev po cˇasu, a po tem obstaja dilema, kateri kriterij uporabiti za nadaljnje
razvrsˇcˇanje enakovrednih vnosov.
Skozi raziskave predstavitev podatkov v obstojecˇih sˇtudijah [5, 11, 9] smo
se odlocˇili za zelo fleksibilno predstavitev, ki omogocˇa enostaven izracˇun kri-
terijske funkcije, saj je to najbolj cˇasovno potraten in kompleksen del algo-
ritma. Poleg tega si zˇelimo, da je generiranje posameznikov nove generacije
mozˇno enostavno implementirati na nacˇin, ki ne daje nesmiselnih rezultatov.
Vsak urnik predstavimo z (neurejenim) zaporedjem vnosov, ki so logicˇno
razvidni v urniku. Prednost tega pristopa pred vecˇdimenzionalnimi tabelami
vrednosti kot v [5], je to, da ne porabljamo prostora po nepotrebnem.
3.2. EVOLUCIJSKI ALGORITEM 15
Vsak vnos vsebuje identifikator(je):
• ucˇilnic,
• ucˇiteljev,
• predmetov,
• terminov,
• sˇtudentov, ki so vezani na vnos,
• ter vrednosti, ki oznacˇujejo, ali je to vnos predavanj ali vaj.
Ta predstavitev, poleg omogocˇanja ucˇinkovitih izracˇunov, ponuja tudi visoko
prostorsko ucˇinkovitost, saj ne shranjujemo nepotrebnega praznega prostora
kot v primeru vecˇdimenzionalne matrike vrednosti.
3.2.1 Krizˇanje
V sklopu evolucijskih algoritmov izstopajo genetski algoritmi, ki imajo znacˇil-
ne karakteristike krizˇanja, sˇe posebej v povezavi s tem, da je zapis posame-
znika fiksne dolzˇine. Obstaja enotocˇkovno krizˇanje, kjer se linearen zapis
sestavi iz dveh delov, vsak iz svojega prednika. V n-tocˇkovnem krizˇanju je
takih delov vecˇ, v uniformnem krizˇanju pa za vsak znak v nasledniku na-
kljucˇno izberemo prednika.
Take strategije krizˇanja niso primerne za nasˇ zapis posameznikov, saj ti
nimajo stroge ureditve ter niso fiksne dolzˇine. Odlocˇili smo se za nacˇin po-
doben uniformnemu krizˇanju, saj slednji kazˇe dobre rezultate [20]. Kot znak
obravnavamo posamezen predmet in nato kombiniramo razlicˇne lastnosti:
1. Kombiniramo celotne predmete.
2. Izberemo le razporeditev skupin sˇtudentov iz enega predmeta in vse
ostale lastnosti iz drugega.
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3. Izberemo razporeditev ucˇiteljev iz enega, vse ostale lastnosti iz drugega.
4. Izberemo ucˇilnice enega ter vse ostale lastnosti drugega.
Strategijo seveda vsakicˇ izberemo nakljucˇno, a je enaka za celotnega po-
sameznika. Cˇe v kaksˇni od strategij 2–4 opazimo, da se sˇtevilo vnosov obeh
predmetov ne sklada, nakljucˇno izberemo enega od obeh predmetov ter ga
prepiˇsemo v rezultat nespremenjenega. To naredimo zato, ker ne obstaja
smiselna bijektivna funkcija iz enega v drugega, ki bi ohranila integriteto
posameznika.
Vsi nacˇini krizˇanja ohranjajo smiselnost resˇitve, torej ne ustvarjajo napak,
ki jih je enostavno preprecˇiti. Na primer nikoli ne podvajajo sˇtudentov v
vnosih, ne ustvarjajo neobstojecˇih vrednosti in ohranjajo strukturo podatkov.
Za samo veljavnost resˇitve tukaj ne skrbimo, saj za to obstaja kriterijska
funkcija, ki penalizira nemogocˇe posameznike.
3.2.2 Mutacija
Mutacijo lahko vzamemo kot najbolj trivialen del evolucijskega algoritma,
saj je potrebno samo nakljucˇno spremeniti eno vrednost. Zaradi omejitev
domene se izkazˇe, da je spreminjanje samo ene vrednosti bolj kompleksno,
kot je opazno na prvi pogled. Kot pri krizˇanju imamo tudi tukaj paleto
strategij. Cˇe je prezˇiveli posameznik izbran za mutacijo, se na enem vnosu
izvrsˇi nakljucˇno izbrana strategija izmed naslednjih:
1. Vnosu spremenimo ucˇilnico.
2. Vnosu spremenimo dan.
3. Vnosu spremenimo uro.
4. Vnosu spremenimo dan in uro.
5. Kombiniramo in premesˇamo sˇtudente dveh vnosov vaj pri istem pred-
metu.
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6. Vnosu spremenimo ucˇitelja.
Pri vseh mozˇnostih je potrebno biti pozoren na prikljucˇene vnose. To
so predavanja istega predmeta, ki so cˇasovno ena zraven drugih ter dvojni
cikli vaj, ki vsebujejo iste sˇtudente. Pri mozˇnosti 1 spremenimo ucˇilnico
vsem prikljucˇenim vnosom, ne glede na to, ali so to predavanja ali vaje.
Za mozˇnosti 2, 3 in 4 spremenimo samo prikljucˇene vaje, saj so te nujno v
dvournih terminih, predavanja je pa mozˇno razbiti na vecˇ delov. Ker je za
resˇitev urnika zelo pomembna cˇasovna razporeditev vnosov, imamo tukaj tri
mozˇnosti za cˇasovno mutacijo namesto le ene. Mozˇnost 5 uporabimo samo
pri vajah (predavanj ne spreminjamo) in seveda uposˇtevamo vnose, enako
velja tudi za mozˇnost 6.
3.2.3 Kriterijska funkcija
S pazljivo implementacijo mutacij in krizˇanj si lahko izjemno pomagamo
pri hitrosti in enostavnosti implementacije kriterijske funkcije. Znebimo se
lahko mnogih preverjanj integritete in pravilnosti resˇitve, cˇe vemo, da smo
generirali brez dolocˇenih napak in teh napak nismo ustvarjali z mutacijami
in krizˇanji. Te napake vkljucˇujejo stvari, kot so to, da ustvarimo sˇtudenta, ki
ne obstaja, sˇtudentu dodamo predmet, ki ga nima oziroma sploh ne obstaja,
in podobno.
V nasˇi implementaciji lahko kriterijska funkcija zavzame vsa sˇtevila. Viˇsja
(bolj pozitivna) sˇtevila pomenijo boljˇsega posameznika. Trde omejitve smo
implementirali z zelo visoko negativno vrednostjo, mehke omejitve pa z manjˇso
negativno ali pozitivno, odvisno od potrebe pogoja.
Implementirali smo vse omejitve, omenjene v poglavju 2.1.1. S smiselno
uporabo kompromisov prostora za cˇas smo dosegli algoritemsko kompleksnost
O(n2), kjer je n sˇtevilo vnosov v posamezniku populacije. Vsak par vnosov
smo primerjali le enkrat. Za vsako tocˇko iz omejitev smo sˇteli ponovitve, nato
pa rezultatu priˇsteli zmnozˇek sˇtevila ponovitev in utezˇi, ki smo jo pripisali
dolocˇeni pojavitvi. Negativne utezˇi so pomenile slabsˇi rezultat.
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Vecˇina omejitev je za implementacijo trivialna, netrivialna pa je omejitev,
ki vrednoti kompaktnost predavanj. To smo implementirali kot normalizirano
razliko med varianco cˇasovne razporeditve vnosov enakomerne porazdelitve
ter porazdelitve, ki jo ima dolocˇen posameznik. Ta omejitev je tako delovala
na dnevni ravni, kjer je zdruzˇevala vnose znotraj enega dneva, kot tudi na
tedenski ravni, ko je zdruzˇevala vnose po celotnem tednu in si prizadevala,
da bi bil kaksˇen dan lahko prost.
3.2.4 Selekcija
Za nacˇin selekcije smo implementirali turnirsko selekcijo. Tekmovanja smo
organizirali tako, da smo nakljucˇno premesˇali posameznike v populaciji in
jo nato razdelili na toliko delov, kolikor prezˇivelih smo potrebovali. Po-
skusili smo dva nacˇina izbire zmagovalca vsakega tekmovanja: v prvem
nacˇinu smo izbrali tistega, katerega indeks je vrnila eksponentna porazde-
litev z dolocˇenim parametrom, v drugem nacˇinu pa smo preprosto izbrali
najboljˇsega. Empiricˇni preizkusi so pokazali, da algoritem hitreje konvergira
z drugim nacˇinom, zato smo ga uporabili kot koncˇno resˇitev.
Vredno je omeniti, da s tem nacˇinom selekcije vedno prezˇivi najboljˇsi
posameznik v populaciji, saj zmaga v katerikoli skupini, v katero je izbran.
To vnese dolocˇeno mero elitizma in poskrbi, da imamo manjˇso verjetnost, da
kakovost populacije zacˇne padati.
3.3 Paralelizacija
Za paralelizacijo smo si izbrali MPI in temu primerno prilagodili paraleliza-
cijsko shemo. Procesi so si med seboj v vecˇini enakovredni. Posebno vlogo
ima le glavni proces (proces 0), ki opravlja nekaj dodatnih nalog. Na zacˇetku
iz svojega okolja pobere nastavitve in vhodne podatke, jih obdela in rezul-
tate razposˇlje vsem. Med samim algoritmom je zadolzˇen za selekcijo, a le za
izvajanje tekmovanj — izracˇun kriterijske funkcije se dogaja porazdeljeno na
procesih, iz katerih posamezniki izhajajo. Na koncu se v sistemu glavnega
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procesa generira koncˇni rezultat programa.
Algoritem poteka glavnega programa s poudarjenimi deli komunikacije in
paralelizacije vidimo v algoritmu 3.1. Posˇiljanje se izvaja v vrsticah 4, 9, 12,
15, 16 in 20. V vrstici 16 posˇiljanje ni eksplicitno napisano, a za potrebe
prerazporeditve vsi procesi posˇljejo cˇas izvajanja glavnemu procesu, ki nato
prerazporedi populacijo med procese in to razposˇlje nazaj. Diagram 3.2 sluzˇi
lazˇji predstavitvi poteka programa ter razporeditvi dela in posˇiljanja med
procesi.
Za ucˇinkovitost in porabo cˇasa za posˇiljanje so pomembne vrstice 9, 12, 15
in 16. Od vseh je najbolj zahtevno posˇiljanje celotnih prezˇivelih v nacˇinu vsi-
vsem (MPI Allgather) v vrstici 15, saj je tukaj, poleg latence, ki je enaka
pri vseh pojavitvah komunikacije, prisotna tudi razmeroma velika kolicˇina
podatkov, saj posˇiljamo kompleksne strukture vnosov v urniku. Ker smo
previdno implementirali podatkovno strukturo za vnos v urniku, je slednja
velika le 4+2s+p bajtov, kjer je s sˇtevilo sˇtudentov v vnosu in p sˇtevilo pro-
cesov v vnosu. V preiskusnem naboru podatkov z 250 sˇtudenti, 20 predmeti
in 20 ucˇitelji je tako velikost enega posameznika priblizˇno 8 kB. V populaciji
velikosti 5000 posameznikov, razmerjem prezˇivelih 0,01 in s 4 procesi tako
vsak proces posˇlje 100 kB podatkov. Ta kolicˇina ni velika za posˇiljanje v
enem sistemu, a lahko predstavlja veliko oviro, cˇe povezava med locˇenimi
sistemi ni dobra ali pa je pocˇasna.
V nasˇi implementaciji se populacija izmenja v vsaki generaciji. To je
dobro za iskanje resˇitve, saj s tem povecˇamo raznolikost zaloge posameznikov,
ki jo ima vsak proces na voljo za sestavljanje naslednje generacije. Tako lahko
hitreje preiˇscˇemo prostor in se ne zadrzˇujemo v obmocˇju, ki bi ga umetno
ustvarili, cˇe bi imeli lokalne populacije, ki bi se vsakih n generacij izmenjale
med procesi.
3.3.1 Racˇunska in prostorska zahtevnost
Poleg minimiziranja velikosti struktur za zmanjˇsanje cˇasa, potrebnega za
posˇiljanje, smo tudi smiselno omejili podatke, ki se posˇiljajo. Celotna popula-
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Algoritem 3.1: Potek glavnega dela programa.
1: function program
2: if glavni proces then
3: preberi vhodne podatke;
4: razposˇlji nastavitve in vhodne podatke;
5: end if
6: generiraj zacˇetno populacijo;
7: for generacija do
8: izracˇunaj kriterijsko funkcijo na vsakem posamezniku;
9: posˇlji vrednosti glavnemu procesu;
10: if glavni proces then
11: izvedi selekcijo;
12: razposˇlji identifikatorje prezˇivelih;
13: end if
14: filtriraj populacijo v prezˇivele;
15: razposˇlji prezˇivele vsem ostalim;
16: prerazporedi populacijo glede na zmogljivosti procesov;
17: izvedi repopulacijo;
18: end for
19: najdi najboljˇsega posameznika v vsakem delu populacije;
20: posˇlji najboljˇsega posameznika glavnemu procesu;
21: if glavni proces then
22: najdi najboljˇsega posameznika;
23: izpiˇsi rezultat na podlagi najboljˇsega;
24: end if
25: end function
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Slika 3.2: Diagram poteka programa.
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cija nikoli ne obstaja na enem samem procesu (razen v primeru enega samega
procesa). Vsak proces generira le en del populacije, nato pa okoli razposˇlje le
prezˇivele, ki jih je izbral glavni proces. To pomeni, da se preposˇilja obcˇutno
manjˇsi del podatkov in mocˇno pripomore k hitrosti delovanja programa.
Cˇas izracˇuna in posˇiljanja ni edina skrb pri paralelizaciji programov. Pro-
storska kompleksnost je lahko velika skrb v sistemih z velikim sˇtevilom pro-
cesov, saj se lahko poraba pomnilnika mocˇno povecˇa s tem, ko se povecˇa
sˇtevilo procesov. S porazdelitvijo celotne populacije ucˇinkovito porazdelimo
porabo pomnilnika.
Prav tako se program samodejno prilagaja zmogljivostim sistemov, na ka-
terih tecˇe. Nasˇa resˇitev podrobno meri cˇas izvajanja razlicˇnih delov izracˇuna
in nato prilagodi sˇtevilo posameznikov, ki jih ima posamezen proces tako, da
so vsi procesi zasedeni cˇim vecˇ cˇasa. S premikajocˇim povprecˇjem izravna ek-
stremne vrednosti in tako dopusˇcˇa nekaj cˇasa ostalim programom, ki tecˇejo
v ozadju. Na ta nacˇin se izognemo nepotrebnemu cˇakanju na pocˇasnejˇse
sisteme, ki sodelujejo v izracˇunu.
Poglavje 4
Rezultati
Program smo poganjali na razlicˇnih kombinacijah naslednjih sistemov:
1. 8-jedrni Intel R© i7 3770K @ 4.3 GHz, 8 GB RAM na virtualnem stroju
Ubuntu 15.04, gostovan na Windows 10 z VMware Workstation,
2. 2-jedrni Intel R© Core 2 Duo E8500 @ 3.5 GHz, 4GB R AM na Ubuntu
Server 15.04,
3. 4-jedrni Intel R© Core i5-4278U @ 2.6 GHz, 8 GB RAM na OS X 10.10.
Na sistemih 1 in 2 smo uporabljali prevajalnik Clang 3.6.0, na sistemu 3 pa
Apple LLVM 6.1.0 (Clang-602.0.63), ki je enakovreden verziji 3.6.0. Za preva-
janje smo uporabili naslednjo skupino zastavic: -std=c++11 -Wall -Wextra
-pedantic -pipe -Wno-unused-parameter -O3 -march=native. Za upra-
vljanje smo uporabili sistem CMake.
4.1 Simulirani vhodni podatki
Za potrebe kontroliranega testiranja s podatki zmernih velikosti smo en te-
stni nabor avtomatsko zgenerirali s pomocˇjo Python skripte. Skupno sˇtevilo
sˇtudentov v treh letnikih smo nastavili na 235. Prvima dvema letnikoma smo
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dodelili po 5 predmetov, tretjemu pa 10. V prvih dveh letnikih smo uporabili
vse predmete kot obvezne, v tretjem samo enega. Ostale, neobvezne pred-
mete, smo enakomerno porazdelili med sˇtudente letnika. Vsakemu predmetu
smo pripisali svojega profesorja, sˇtevilo asistentov pa smo omejili na 10 in jim
predmete enakomerno porazdelili. Sˇtevilo predavalnic smo omejili na 4, od
katerih se lahko 2 uporabita kot ucˇilnici za vaje. Namenske ucˇilnice za vaje
so 3. Posebnih zahtev glede ucˇilnic nismo dolocˇili, tako so se vsi predmeti
lahko izvajali v vseh ucˇilnicah.
Za vse primere smo pri zagonu programa uporabili razmerje prezˇivelih
(glede na celotno populacijo) 0,01, verjetnost mutacije 0,15 in verjetnostjo
krizˇanja 0,85. Vrednosti parametrov smo dobili z empiricˇnim iskanjem ta-
kih, ki omogocˇajo hitro konvergiranje. Prav tako se ranga vrednosti skladata
z vrednostmi, ki ju navaja literatura [21]. Merjenje cˇasa smo implementi-
rali interno, da smo lahko podrobno merili cˇas izvajanja posameznega dela
programa. V ta namen smo uporabili cˇasovnike iz standardne knjizˇnice
std::chrono. Za merjenje porabe pomnilnika smo uporabili orodje top
in izpisali vrednost RES – pomnilnik, ki ga je alociral proces, brez deljenih
knjizˇnic.
4.1.1 Cˇas izvajanja
Zmanjˇsanje cˇasa izvajanja je vecˇinoma prvi cilj paralelizacije. Slika 4.1 pri-
kazuje cˇase izvajanja generacij programa s tem, ko programu dodelimo vecˇ
procesov, v obliki vecˇ sˇkatel z brki. Cˇrta povezuje povprecˇja posameznih vno-
sov. Zadnje tri vrednosti so zaradi preglednosti prikaza pomaknjene proti levi
in niso sorazmerne s skalo predhodnih vrednosti. Vse nastavitve programa,
razen sˇtevila dodeljenih procesov, so bile v vseh primerih enake. Velikost
populacije je bila 5000.
Opazimo lahko, da nam je paralelizacija uspela. Cˇas izvajanja se hitro
zmanjˇsuje do sˇtirih vzporednih procesov in pocˇasi nadaljnje zmanjˇsuje do
osmih procesov. Od tam naprej se ustali in zacˇne zelo pocˇasi zviˇsevati. Tako
zmanjˇsanje vrednosti je popolnoma v skladu s pricˇakovanji. Sistem 1 ima
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Slika 4.1: Povezava med sˇtevilom jeder in cˇasom izvajanja programa na sis-
temu 1.
dodeljenih 8 procesorskih jeder, a so 4 jedra navidezna zaradi tehnologije
Intel R© Hyper-Threading, ki navidezno podvoji sˇtevilo fizicˇnih jeder in tako
omogocˇi vzporednim procesom, da si delijo procesorske vire. Ta navidezna
jedra seveda niso enako zmogljiva, kot bi bila fizicˇna, a vseeno doprinesejo
pohitritev zaradi izkoriˇscˇenja prej neizkoriˇscˇenih delov procesorja.
V obmocˇju, kjer sˇtevilo procesov presezˇe sˇtevilo (logicˇnih) jeder, ne mo-
remo pricˇakovati pohitritev v smiselno paraleliziranem programu. Tam ne iz-
koriˇscˇamo nobenih dodatnih zmogljivosti sistema, a samo povecˇujemo rezˇijske
strosˇke posˇiljanja in upravljanja s procesi. Opazimo tudi, da se varianca
cˇasov manjˇsa do osmih vzporednih procesov, potem pa se ponovno zacˇne
zviˇsevati. To je posledica upravljalnika s procesi operacijskega sistema, ki
med izvajanjem nedeterministicˇno preklaplja med procesi.
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4.1.2 Teoreticˇna analiza cˇasov izvajanja
Zgoraj omenjene rezultate lahko potrdimo tudi z analizo pohitritve in ucˇinko-
vitosti. Najprej definirajmo nekaj osnovnih oznak. ts(n) oznacˇuje cˇas izva-
janja sekvencˇnega programa pri dolocˇeni velikosti problema n in tp(n, p) cˇas
izvajanja paralelnega programa velikosti n s p procesi.
Pohitritev (enacˇba 4.1) je mera, ki nam pove, kolikokrat hitreje se nasˇ
program izvaja glede na sekvencˇno verzijo.
S(n, p) =
ts(n)
tp(n, p)
(4.1)
Ucˇinkovitost (enacˇba 4.2) je podobna mera, ki meri, kaksˇen je delezˇ izrabe
procesorjev in nam pove, koliksˇnega dela procesorskih mocˇi ne izkoriˇscˇamo
zaradi sekvencˇnih delov programa in rezˇijskih strosˇkov komunikacije. Vredno-
sti so v obmocˇju 0 ≤ E(n, p) ≤ 1, razen v primeru superlinearnih pohitritev,
ko je ucˇinkovitost lahko vecˇja od 1.
E(n, p) =
S(n, p)
p
(4.2)
Podatke najdemo v tabeli 4.1, graficˇno predstavitev pa v sliki 4.2. Najvecˇja
pohitritev na sistemu 1 je pri osmih vzporednih procesih, kjer je pohitritev
sˇtirikratna glede na sekvencˇno izvajanje programa. Ucˇinkovitost linearno
pada zaradi rezˇijskih strosˇkov komunikacije pri vecˇ procesih. Kot pricˇakovano
najvecˇ pridobimo, ko dodamo prvi dodatni proces, nato se pohitritve napram
enemu procesu manj manjˇsajo. Nad osmimi vzporednimi procesi dodatne po-
hitritve ne opazimo vecˇ, pri velikem zvecˇanju sˇtevila procesov (32 in 64) pa
opazimo mocˇno zmanjˇsanje pohitritve in ucˇinkovitosti programa.
Ugotovimo sˇe cˇasovne delezˇe izvajanja programa. S podrobnimi meri-
tvami razlicˇnih delov programa lahko izracˇunamo delezˇe sekvencˇnega izvaja-
nja (deli programa, ki se izvajajo le na procesu 1), paralelnega izvajanja in
komunikacije. Del programa izven samega izracˇuna generacij populacije smo
izpustili, saj ti za paralelizacijo niso pomembni in so za izvajanje trivialno
hitri. Izracˇune naredimo tako, da za vsako kategorijo meritve povprecˇimo
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Slika 4.2: Pohitritev in ucˇinkovitost algoritma, izmerjena na sistemu 1
cˇase vseh procesov, nato pa izracˇunamo delezˇe cˇasov izvajanja. Pri enem sa-
mem procesu se seveda ves paralelni cˇas priˇsteje k sekvencˇnemu. Za izracˇun
smo uporabili rezultate iz sistema 1 z velikostjo populacije 5000.
Tabela 4.2 prikazuje cˇas in delezˇe cˇasa za vse tri nasˇtete kategorije. Vi-
dimo, da se program sekvencˇno izvaja zanemarljivo malo cˇasa, saj je edina
posebna naloga glavnega procesa pri glavnem izracˇunu selekcija, ki je pa zelo
hitra. Pri sˇtevilu procesov, ki je manjˇse ali enako sˇtevilu razpolozˇljivih jeder
na sistemu, je delezˇ paralelnega izvajanja med 80 in 90 %. S povecˇevanjem
sˇtevila jeder se povecˇa cˇasovni delezˇ komunikacije dokaj konstantno, ko pa
sˇtevilo procesov presezˇe sˇtevilo razpolozˇljivih jeder, se zacˇne paralelni delezˇ
mocˇno nizˇati na racˇun komunikacije. Skozi povecˇanje velikosti populacije se
delezˇi ne spremenijo opazno.
S temi vrednostmi lahko izracˇunamo Karp-Flattovo metriko e (enacˇba
4.3, vrednosti v tabeli 4.1). S pomocˇjo te metrike lahko preko eksperimental-
nih meritev izvemo, koliksˇnega delezˇa programa ne moremo pohitriti. Tako
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Tabela 4.1: Podatki za pohitritev, ucˇinkovitost in Karp-Flattovo metriko za
razlicˇno sˇtevilo procesov.
p S(n, p) E(n, p) e
1 1,000 1,000 /
2 1,864 0,932 0,063
3 2,507 0,836 0,049
4 3,121 0,780 0,043
5 3,567 0,713 0,040
6 3,675 0,613 0,038
7 3,907 0,558 0,039
8 4,097 0,512 0,049
9 3,841 0,427 0,059
10 3,982 0,398 0,068
16 3,893 0,243 0,062
32 3,223 0,101 0,097
64 2,276 0,036 0,19
lahko tudi sklepamo, ali se pri povecˇanju sˇtevila procesov zvecˇa tudi delezˇ
komunikacije.
e =
σ(n) + κ(n, p)
ts(n)
(4.3)
Sekvencˇni delezˇ programa predstavlja σ(n), κ(n, p) pa cˇas komunikacije.
Iz tabele 4.1 je razvidno, da matrika variira, a v okviru nasˇega sistema ne
narasˇcˇa, kar pomeni, da se strosˇek komunikacije ne vecˇa. Ko je sˇtevilo pro-
cesov nad zmogljivostjo sistema (8), metrika kot pricˇakovano narasˇcˇa, saj se
vecˇa delezˇ komunikacije zaradi relativno manj zmogljive arhitekture.
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Tabela 4.2: Cˇasi izvajanja programa (in njihovi delezˇi) za populacijo
N = 5000 na sistemu 1.
p sekvencˇni del paralelni del komunikacija
1 2448 s (0,947) / 85 s (0,033)
2 0,08 s (0,0000) 1160 s (0,884) 153 s (0,116)
3 0,08 s (0,0000) 857 s (0,877) 119 s (0,113)
4 0,09 s (0,0001) 679 s (0,866) 105 s (0,134)
5 0,10 s (0,0001) 589 s (0,859) 97 s (0,141)
6 0,11 s (0,0002) 573 s (0,860) 93 s (0,141)
7 0,12 s (0,0001) 531 s (0,847) 95 s (0,153)
8 0,13 s (0,0002) 479 s (0,800) 119 s (0,199)
9 0,12 s (0,0001) 493 s (0,773) 144 s (0,227)
10 0,10 s (0,0001) 447 s (0,728) 167 s (0,272)
16 0,11 s (0,0001) 479 s (0,759) 152 s (0,241)
32 0,12 s (0,0002) 522 s (0,687) 238 s (0,313)
64 0,25 s (0,0002) 611 s (0,567) 467 s (0,433)
Cˇasi izracˇuna generacije variirajo v obmocˇju 0,2 s, ko je povprecˇen cˇas
4 s in v obmocˇju 2 s, ko je povprecˇen cˇas 19 s. Opazili smo tudi znatno
poviˇsanje cˇasa izracˇuna za do 30 % ko smo na sistemu pocˇeli nekaj poleg
izvajanja samega programa. Sistema sicer med testiranjem nismo uporabljali,
zato to ne doprinese veliko k celotnemu cˇasu. Ker je sekvencˇni program v
nasˇem primeru isti kot paralelni, a izvajan na le enem procesu, imamo nekaj
nepotrebnih klicev za komunikacijo. V tabeli 4.2 vidimo, da je to okoli 3 %
celotnega cˇasa izvajanja programa. Na podlagi teh podatkov v meritvah
dovoljujemo napako 5 %.
4.1.3 Prostorska kompleksnost
Kolicˇina pomnilnika, ki ga program zavzame, ponavadi ni cilj paralelizacije,
je pa pomembna skrb, saj lahko z neprevidno paralelizacijo in povecˇanjem
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Slika 4.3: Razmerje med sˇtevilom procesov in porabo pomnilnika enega pro-
cesa.
sˇtevila procesov presezˇemo kolicˇino razpolozˇljivega pomnilnika. Poleg delje-
nja cˇasa izracˇuna je potrebno razdeliti tudi podatke, drugacˇe se lahko izjemno
povecˇa prostorska kompleksnost.
Sliki 4.3 in 4.4 prikazujeta spreminjanje porabe pomnilnika z vecˇanjem
sˇtevila jeder. Slika 4.3 prikazuje povprecˇno porabo enega procesa, slika 4.4
pa skupno porabo vseh procesov. Vidimo, da smo uspesˇno implementirali
tudi porazdelitev podatkov med procese, saj poraba narasˇcˇa linearno v od-
visnosti od sˇtevila procesov (4.4). To je najboljˇsa mozˇna situacija, saj smo
enakomerno razdelili populacijo med procese. Vredno je omeniti, da se po-
raba pomnilnika med procesi na istem sistemu razlikuje minimalno, je pa
tudi odvisna od zmogljivosti sistema zaradi nasˇega sistema prilagajanja raz-
polozˇljivim sredstvom.
Z vecˇanjem sˇtevila jeder lahko izboljˇsamo cˇas izvajanja in s tem pohitrimo
program. Cˇe zˇelimo povecˇati problem, lahko poleg drugacˇnih (vecˇjih, bolj
kompleksnih) vhodnih podatkov povecˇamo velikost posamezne generacije.
Na sliki 4.5 opazimo, da se z vecˇanjem velikosti populacije linearno vecˇa tudi
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Slika 4.4: Razmerje med sˇtevilom procesov in porabo pomnilnika vseh pro-
cesov skupaj.
poraba pomnilnika vsakega procesa, kar pomeni, da se linearno vecˇa tudi
poraba pomnilnika celotne skupine procesov. Linearno povecˇanje prostorske
kompleksnosti kazˇe, da smo uspesˇno razdelili populacijo in je noben proces
po nepotrebnem ne podvaja.
4.1.4 Evolucijski algoritem
Poglejmo si sˇe obnasˇanje nasˇega algoritma na bolj finem nivoju. Zanima nas
ucˇinkovitost nasˇega algoritma za porazdeljevanje dela glede na zmogljivosti
ter stabilnost cˇasov izvajanja. Pri procesih, ki so povezani preko MPI, je zelo
pomembna pot posˇiljanja podatkov, saj hitrost in latenca mocˇno vplivata na
zmogljivost celotnega sistema. Program smo pognali na sistemih 1, 2 in 3
ter jih povezali fizicˇno, z Ethernet kabli, in brezzˇicˇno preko omrezˇja WiFi.
Sliki 4.6 in 4.7 prikazujeta ta dva primera. Obakrat smo program pognali
z identicˇnimi nastavitvami, edina razlika je bila povezava med sistemi. Pov-
precˇen cˇas izvajanja na sliki 4.6 je 3.99 s, na sliki 4.7 pa je znizˇan na 3.08
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Slika 4.5: Povezava med velikostjo populacije in porabo pomnilnika vsakega
procesa.
s. Opazimo lahko tudi znacˇilno bolj enakomerno in konstantno porazdelitev
cˇasov za vsako generacijo, ker je latenca med sistemi manjˇsa in povezava bolj
stabilna.
V obeh primerih, sˇe posebej na sliki 4.7, je opazen ucˇinek algoritma za
prilagajanje razpolozˇljivim kapacitetam. Sˇe posebej v prvih nekaj deset ge-
neracijah je ta ucˇinek poudarjen, saj vsi procesi zacˇnejo z enako veliko po-
pulacijo, potem se pa cˇez cˇas prilagodijo.
Velikost populacije vpliva tudi na hitrost iskanja resˇitve: efektivno vecˇja
populacija pomeni, da preiskujemo vecˇji del problemskega prostora in hitreje
najdemo boljˇso resˇitev. Slika 4.8 prikazuje ustreznosti najboljˇsega posame-
znika v populaciji skozi generacije za tri velikosti populacije.
Opazimo, da zviˇsanje velikosti populacije mocˇno vpliva na hitrost iska-
nja resˇitve, sˇe posebej v zacˇetnih generacijah. Vrednosti se v nadaljnjih
generacijah ne ustalijo tako, kot prikazuje graf. Vrednosti na zacˇetku so
zelo majhne (negativne), ker imamo tako definirano kriterijsko funkcijo: pre-
precˇevalnim omejitvam pripiˇsemo veliko negativno vrednost. Ko se pojavitve
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Slika 4.6: Cˇasi za izracˇun generacij na sistemih 1, 2 in 3 povezanih preko
omrezˇja WiFi.
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Slika 4.7: Cˇasi za izracˇun generacij na sistemih 1, 2 in 3 povezanih preko
omrezˇja Ethernet.
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Slika 4.8: Konvergenca vrednosti kriterijske funkcije resˇitve za tri velikosti
populacije.
preprecˇevalnih omejitev izlocˇijo, pridejo v posˇtev izboljˇsevalne omejitve, ki
imajo obcˇutno manjˇse vrednosti. Taksˇna ustalitev vrednosti ne pomeni, da
je algoritem koncˇan. Dobro je, cˇe spremljamo rezultat in se na podlagi sle-
dnjega odlocˇimo, ali algoritem zakljucˇimo. Dober primer so prekrivanja vaj
pri sˇtudentih. Ker je prekrivanj v osnovi veliko, ima ta omejitev majhno
tezˇo. Tisocˇ omejitev ali sto omejitev ima lahko veliko semanticˇno razliko,
a cˇe uposˇtevamo, da je razlika v ustreznosti le majhen del kazni za npr.
prekrivanje predavanj profesorja, na grafu ne opazimo razlike. V nasˇih po-
skusih se je pri populaciji velikosti 5000 resˇitev, ki ima nicˇ ali izjemno malo
prekrivanj, pojavila okoli generacije 300. Na to seveda vplivajo utezˇi, ki jih
podamo programu. Zaradi proste izbire pri ustavitvenem pogoju pa moramo
sami ugotoviti, ali nam resˇitev ustreza.
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Slika 4.9: Cˇasi, potrebni za vsako generacijo realnih podatkov.
4.2 Generiranje realnega urnika
Poskusili smo tudi generirati urnik z realnimi podatki, da bi ugotovili, ali je
nasˇa implementacija primerna in uporabna tudi za realne probleme. Upora-
bili smo podatke Fakultete za racˇunalniˇstvo informatiko Univerze v Ljubljani
za poletni semester sˇtudijskega leta 2014/15. Podatki zavzemajo 25 ucˇilnic,
110 profesorjev in asistentov, 64 predmetov ter 1498 sˇtudentov. Velika razlika
med temi podatki ter testnim naborom je ta, da so tukaj sˇtudenti izjemno
raznoliki: nekateri imajo samo en predmet, nekateri jih imajo vecˇ kot 5.
Predvsem pa je tu veliko vecˇ prekrivanj zaradi realne izbirnosti.
Ker je podatkov v tem primeru veliko vecˇ, kot v nasˇem testnem naboru,
smo morali zmanjˇsati velikost populacije na 2000. Drugi parametri so ostali
isti. Ustavitveni pogoj smo nastavili na 1000 generacij. Program smo poga-
njali na sistemih 1, 2 in 3, povezanih preko omrezˇja Ethernet.
Skupen cˇas izvajanja programa je bil 4,6 ur, povprecˇen cˇas za izracˇun
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Slika 4.10: Vrednosti kriterijske funkcije skozi generacije realnih podatkov.
ene generacije pa 16,7 sekunde. Slika 4.9 kazˇe zelo konstanten cˇas izvajanja
programa skozi generacije. Podobno kot pri testnem naboru je program tekel
82 % cˇasa paralelno, 18 % cˇasa je porabil za komunikacijo, poraba pomnil-
nika vsakega od 12 procesov pa se je gibala okoli 600 MB. Koncˇna vrednost
kriterijske funkcije je bila −274833, kar je zavzemalo 544 (od zacˇetnih 3514)
pojavitev prekrivanj sˇtudentom.
Slika 4.10 prikazuje hitro narasˇcˇanje vrednosti kriterijske funkcije na zacˇet-
ku, nato pa ustalitev. Cˇe pogledamo samo generacije od polovice naprej
(slika 4.11) opazimo, da se vrednosti sˇe vedno stalno dvigujejo, a izjemno
pocˇasi. Ta problem je mnogo vecˇji od nasˇega testnega nabora. Zaradi veliko
vecˇjega problemskega prostora, predvsem zaradi veliko dodatnih sˇtudentov
z nenavadnimi vzorci predmetov, je tezˇko najti optimalno resˇitev.
Sklepamo, da nasˇ nacˇin resˇevanja problema ni najbolj primeren za pro-
bleme tega velikostnega reda. Za boljˇse rezultate bi morali implementirati
lokalno iskanje, podobno kot v [8], ali pa nekaksˇno funkcijo delnega popra-
vljanja urnika, da bi, na primer, pametno prerazporedili sˇtudente, namesto
da se popolnoma zanasˇamo na nakljucˇnost. Vecˇji uspeh bi morda lahko tudi
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Slika 4.11: Vrednosti kriterijske funkcije za generacije nad 500 v realnih
podatkih.
dosegli z zdruzˇevanjem ekvivalentnih sˇtudentov v skupine tako, da bi imeli
vsi sˇtudenti v isti skupini iste predmete.
Kljub vsemu pa smo ugotovili, da algoritem in paralelizacija programa
vzdrzˇita tudi vecˇje in bolj kompleksne nabore podatkov, saj se cˇasi niso
povecˇali eksponentno, prav tako pa je bila obvladljiva poraba pomnilnika.
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Poglavje 5
Zakljucˇek in nadaljnje delo
V delu smo obravnavali popularne metode generiranja urnikov. Najprej smo
preucˇili obstojecˇe pristope in pretehtali njihove prednosti ter slabosti, nato
pa izbrali ustreznega, ki se sklada z nasˇimi zˇeljami. Veliko pozornosti smo
posvetili predstavitvi podatkov, saj smo s pametno shemo prihranili prostor
in si olajˇsali implementacijo operatorjev evolucijskega algoritma. Izbrali smo
tudi ustrezno paralelizacijsko ogrodje, ki se sklada z znacˇilnostmi izvajanja
programa.
Ustvarili smo vecˇ XML shem, s katerimi smo omogocˇili validacijo vho-
dnih podatkov sˇe pred zagonom programa. Implementirali smo evolucijski
algoritem in vanj vkljucˇili netrivialne omejitve. Za hiter izracˇun smo upo-
rabili namenske podatkovne strukture in tako dosegli obvladljivo cˇasovno
kompleksnost. Uspesˇno smo izvedli tudi paralelizacijo, saj smo dosegli dobro
skalabilnost in obvladljivost pri razlicˇnih velikostih problema. Predstavitev
rezultata smo realizirali s spletno aplikacijo, ki sprejme izvozˇen urnik in ga
prikazˇe na uporabniku prijazen nacˇin.
Rezultati na generiranih podatkih so bili vzpodbudni. Problem smo lahko
ucˇinkovito in kvalitetno resˇili v zglednem cˇasu. Pohitritve z vecˇjim sˇtevilom
jeder so bile dobre. Analizirali smo vpliv manj stabilnega omrezˇja z vecˇjo
latenco na cˇase generiranja generacij ter pregledali porabo pomnilnika na
razlicˇnih velikostih problema ter razlicˇnim sˇtevilom procesov. Ugotovili smo,
39
40 POGLAVJE 5. ZAKLJUCˇEK IN NADALJNJE DELO
da se poraba pomnilnika v obeh primerih vecˇa linearno, kar je odlicˇen rezul-
tat. Generirati smo poskusili tudi urnik z realnimi podatki. Program na tako
velikem problemu ni deloval najbolje, saj je prepocˇasi konvergiral k resˇitvi.
Predlagali smo resˇitve in izboljˇsave, ki bi pripomogle k izboljˇsanju programa
za vecˇje in bolj kompleksne probleme.
V nadaljnjem delu se je v prvi vrsti potrebno osredotocˇiti na predloge
izboljˇsav algoritma, saj je pomembno, da je program uporaben tudi za vecˇje
probleme. Mozˇne nadgradnje so analiza kompresije posˇiljanja — s tem bi
lahko zmanjˇsali cˇas, ki ga program porabi za komunikacijo, delitev na lo-
kalne in globalne izracˇune, kjer bi si procesi na istem sistemu vedno izme-
njevali prezˇivele, vsakih n generacij pa bi se prezˇiveli preposlali tudi preko
sistemov. Lahko bi dodali tudi dodatne omejitve iz realne domene, ki te-
meljijo na specificˇnih zˇeljah izvajalcev ali sˇtudentov. Uporabna nadgradnja
bi bila inkrementalno popravljanje urnika: cˇe bi spremenili termin enemu
vnosu, bi se urnik samodejno prilagodil spremembi. Prav tako bi bile upo-
rabne izboljˇsave uporabniˇske izkusˇnje, kot je graficˇni vmesnik za poganjanje
programa ter spremljanje napredka v realnem cˇasu.
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