Abstract. We describe an algorithm computing the monodromy and the pole order filtration on the Milnor fiber cohomology of any reduced projective plane curve C. The relation to the zero set of Bernstein-Sato polynomial of the defining homogeneous polynomial for C is also discussed. When C has some non weighted homogeneous singularities, then we have to assume that two conjectures hold in order to get some of our results. In all the examples computed so far this seems to be the case.
Introduction
Let C : f = 0 be a reduced plane curve of degree d ≥ 3 in the complex projective plane P 2 , defined by a homogeneous polynomial f ∈ S = C[x, y, z]. Consider the corresponding complement U = P 2 \ C, and the global Milnor fiber F defined by f (x, y, z) = 1 in C 3 with monodromy action h : F → F , h(x) = exp(2πi/d) · (x, y, z). To determine the eigenvalues of the monodromy operators for m = 1, 2 starting from C or f is a rather difficult problem, going back to O. Zariski and attracting an extensive literature, see for instance [5] , [6] , [17] , [18] , [19] , [20] , [8] , [27] , [1] , [10] . When the curve C : f = 0 is either free or nearly free, we have presented in [16] an efficient algorithm for listing the eigenvalues of the monodromy operator h 1 , which in many cases determines completely the corresponding Alexander polynomial ∆ C (t), see Remark 5.5 below for the definition.
In this paper we explain an approach working in the general case. This time the results of our computation give not only the dimensions of the eigenspaces H m (F, C) λ of the monodromy, but also the dimensions of the graded pieces Gr p P H m (F, C) λ , where P denotes the pole order filtration on H m (F, C), see section 2 below for the definition. More precisely, the algorithm described here gives the following.
(1) the dimensions of the eigenspaces H m (F, C) λ for m = 1, 2, and for any reduced curve C : f = 0, see Remark 5.4 (2) the dimensions of the graded pieces Gr p P H 1 (F, C) λ , for any reduced curve C : f = 0, again see Remark 5.4. Moreover, we conjecture that the P p filtration coincides to the Hodge filtration F p on H 1 (F, C).
(3) the dimensions of the graded pieces Gr p P H 2 (F, C) λ , for a reduced curve C : f = 0 having only weighted homogeneous singularities. To achieve this efficiently one has to use the recent result by M. Saito stated below in Theorem 1.1, see Remark 4.4. A less efficient approach can be based on the weaker result stated below as Corollary 2.3. (4) the dimensions of the graded pieces Gr p P H 2 (F, C) λ , for any reduced curve C : f = 0 under the assumption that two basic facts, stated as Conjectures 2.5 and 2.6, hold. These conjectures seem to hold in all the examples we have computed so far, see Remark 6.4 The new information on the pole order filtration P can be applied to describe the set of roots of b f (−s), where b f (s) is the Bernstein-Sato polynomial of f , see for details [24] , [25] . In fact, using [24, Theorem 2] , this comes down to checking whether Gr p P H 2 (F, C) λ = 0, see Theorem 7.2 for a precise statement and our applications described in Corollaries 7.3, 7.4, 7.5.
Here is in short how we proceed. Let Ω j denote the graded S-module of (polynomial) differential j-forms on C 3 , for 0 ≤ j ≤ 3. The complex K * f = (Ω * , d f ∧) is just the Koszul complex in S of the partial derivatives f x , f y and f z of the polynomial f . The general theory says that there is a spectral sequence E * (f ), whose first term E 1 (f ) is computable from the cohomology of the Koszul complex K * f and whose limit E ∞ (f ) gives us the action of monodromy operator on the graded pieces of reduced cohomologyH * (F, C) with respect to the pole order filtration P , see [9] , [10, Chapter 6], [13] .
Our approach takes a simpler form when C is assumed to have only weighted homogeneous singularities, e.g. when C is a line arrangement A. This is due to the following recent deep result due to M. Saito [26] , see for a more precise statement Theorem 2.1 below. Theorem 1.1. If the reduced plane curve C : f = 0 has only weighted homogeneous singularities, then the spectral sequence E * (f ) degenerates at the E 2 -term.
This result has been conjectured already in [9] and has been checked in many cases using a computer program in [16] . The algorithm described in [16] for free and nearly free curves actually computes the E 2 -term of this spectral sequence. The converse implication is known to hold, see [13, Theorem 5.2] .
In this paper we modify the algorithm in [16] such that it applies to any reduced curve. First we compute (a large part) of the E 2 −term in Section 4, which is (more than) enough when C has only weighted homogeneous singularities, see Remark 4.4. Then in Section 5 we compute the relevant part of the E 3 -term of the above spectral sequence. The two conjectures mentioned above tell that E 3 = E ∞ and that we have missed no information by looking only at some of the terms in the E 2 and E 3 pages.
The computations in this note were made using the computer algebra system Singular [7] . The corresponding codes are available on request.
Gauss-Manin complexes, Koszul complexes, and Milnor fiber cohomology
Let S be the polynomial ring C[x, y, z] with the usual grading and consider a reduced homogeneous polynomial f ∈ S of degree d. The graded Gauss-Manin complex C * f associated to f is defined by taking C j f = Ω j [∂ t ], i.e. formal polynomials in ∂ t with coefficients in the space of differential forms Ω j , where deg
is C-linear and given by
see for more details [13, Section 4] . The complex C * f has a natural increasing filtration P
If we set P ′q = P ′ −q in order to get a decreasing filtration, then one has (2.3) Gr
, the truncation of a shifted version of the Koszul complex K * f . Moreover, this yields a decreasing filtration P ′ on the cohomology groups H j (C * f ) and a spectral sequence
. On the other hand, the reduced cohomologyH j (F, C) of the Milnor fiber F : f (x, y, z) = 1 associated to f has a pole order decreasing filtration P , see [13, Section 3] , such that there is a natural identification for any integers q, j and k
where λ = exp(−2πik/d). Moreover, the E 1 -term of the spectral sequence (2.4) is completely determined by the morphism of graded C-vector spaces
Note that this morphism d ′ coincides with the morphism d (1) : N → M considered in [13] , up-to some shifts in gradings. More precisely, if we set for
we get a new form of (a homogeneous component of) the spectral sequence (2.4), where E s,t 1 (f ) k = 0 for s + t / ∈ {1, 2}. Hence, with the above notation, one has
The case k = d is also discussed in [15] . The second differential
for s + t = 1 can be described as follows.
One has the following key result due to M. Saito [26] .
Theorem 2.1. The spectral sequences (2.7) degenerate at the E 2 -term when the reduced plane curve C : f = 0 has only weighted homogeneous singularities.
We need the following result, see [13, Theorem 5.3] . Let α p i ,j with j = 1, ..., µ(C, p i ) be the spectral numbers of the plane curve singularity (C, p i ), where each spectral number is repeated as many times as his multiplicity in the spectrum of (C, p i ).
Theorem 2.2. Assume that the plane curve C : f = 0 in P 2 has only weighted homogeneous singularities and consider
where N(C, t, k) is the number of spectral numbers
, when p i ranges over all the singularities of the curve C and j = 1, ..., µ(C, p i ). 
is the minimum of the spectral numbers of the singularities of C. Moreover, the spectral sequences (2.7) degenerate at the E 3 -term and the only possibly non-zero differentials in the E 2 -terms are the differentials
Corollary 2.4. Let C : f = 0 be a reduced plane curve of degree d having only weighted homogeneous singularities. Then dim Gr
Corollary 2.3 implies that the following two conjecture hold when all the singularities of C are weighted homogeneous. They also seem to hold in all the examples we have computed so far, see Remark 6.4 below. Some examples are discussed in the last section.
Conjecture 2.5. The spectral sequences (2.7) degenerates at the E 3 -term for any reduced plane curve C : f = 0. Conjecture 2.6. For any reduced plane curve C : f = 0, there is a positive integer
for any q = td + k ≥ q 0 , where µ(C) is the total Milnor number of C, that is the sum of all the Milnor numbers of the singular points of C.
The minimal positive integer q 0 satisfying the above property is denoted by q 0 (f ).
Remark 2.7. Corollary 2.3 implies that when all the singularities of C are weighted homogeneous, one has q 0 (f ) ≤ (2 − α(C))d + 1. Note that by the semicontinuity of the spectrum, one has α(C) ≥ 2/d and hence the vanishing E
However, there are curves for which q 0 (f ) > 2d − 1, see Example 8.3.
Remark 2.8. (i) The Hodge filtration F and the pole order filtration P coincide on H 1 (F, C) λ for any λ in all the examples we have computed so far. We conjecture that the two filtrations F and P coincide on H 1 (F, C) λ always. (ii) On the other hand, the two filtrations F and P do not coincide on H 2 (F, C) λ even in very simple cases, e.g.
2 ) = 0 and λ = −1. A computation of the Hodge filtration on H 2 (F, C) in this case can be found in [3] . Note also that the mixed Hodge structure on H 2 (F, C) =1 is not pure in general. For a line arrangement, one can use the formulas for the spectrum given in [4] to study the interplay between monodromy and Hodge filtration on H 2 (F, C) =1 .
Jacobian syzygies of plane curves
Consider the graded S−submodule AR(f ) ⊂ S 3 of all relations involving the derivatives of f , namely
if and only if af x + bf y + cf z = 0 and a, b, c are in S q . Let d 1 = mdr(f ) be the minimal degree of a relation in AR(f ). We assume in the sequel that d 1 > 0, which is equivalent to saying that C is not the union of d lines passing through one point, a case easy to handle directly.
To each syzygy ρ = (a, b, c) ∈ AR(f ) q we associate a differential 2-form
such that the relation af
Hence, up to a shift in degrees, for any polynomial f there is an identification
Since C : f = 0 has only isolated singularities, it follows that H 1 (K * f ) = 0, i.e. the following sequence, where the morphisms are the wedge product by d f , is exact for any j
In particular, one has
Remark 3.1. Let J f be the Jacobian ideal spanned by f x , f y , f z in S, and denote by M(f ) = S/J f the corresponding Jacobian (or Milnor) algebra of f . Let m(f ) j = dim M(f ) j for j ≥ 0 and recall the formulas
where C s : f s = 0 denotes a smooth curve of degree d, see [11] . Since
j , the combination of the formulas (3.2), (3.3), (3.4) and (3.5) above gives us formulas for the dimensions 
with f s a homogeneous polynomial in S of the same degree d as f and such that C s : f s = 0 is a smooth curve in P 2 . (ii) the stability threshold st(f ) = min{q : m(f ) k = τ (C) for all k ≥ q}.
The algorithm computing
Since S j = 0 for j < 0, this map has a simpler form for q < d + 2. This map puts together the differentials d 1 and d 2 from the spectral sequence (2.7). Indeed, if ω ∈ Ω 2 (resp. α ∈ Ω 2 ) is given by the formula (3.1) starting with the triple (a, b, c) ∈ S 3 q−2
(resp. the triple (u, v, w) ∈ S 3 q 1 −2 ), one sees that essentially φ 
On the other hand, the kernel of the projection K ′ q → B q can be identified to the set of forms
, and respectively to ǫ
for any q = td + k ≥ 3d + 1, i.e. Conjecture 2.6 holds. Examples are given in the final section. 
The computation of
E s,t 2 (f ) k for s + t = 2, 0 ≤ t ≤ 2. Recall that, setting q = td + k, we have 1 ≤ q ≤ 3d and dim E 2−t,t 1 (f ) k = dim H 3 (K * f ) q = dim M(f ) q−3 = m(f ) q−3 . It follows that θ q := dim E 2−t,t 2 (f ) k = dim E 2−t,t 1 (f ) k − (dim E 1−t,t 1 (f ) k − dim E 1−t,t 2 (f ) k ) = = m(f ) q−3 − syz(f ) q + dim(d f ∧ Ω 1 ) q + ǫ ′ q .
This can be rewritten as
In this section we explain how the algorithm described in the previous section has to be continued in the case of the presence of non weighted homogeneous singularities. The general construction is described in the subsection 5.3, but for the clarity of exposition and the optimization of the computer time we discuss several cases. 
The case
. By convention, we set K j = 0 and k j = ǫ j = 0 for j = 0, 1, 2.
We set q 1 = q − d and we consider the linear mapping 
The kernel of the projection K q → A q can be identified to the set of forms α ′ ∈ Ω 2 such that d f ∧ α ′ = 0 and d α ′ = 0. Since q 1 ≤ d 1 + 1, the fist condition implies α ′ = 0, and hence k q = dim K q = dim A q in this case. It follows that if we set
we have again
. We set again q 1 = q − d and we consider the linear mapping
where
With the notation from the previous case, let β ∈ Ω 2 be the form associated to the triple (u
follows that Φ 4 = 0 has the same meaning in both S q 1 −3 and in M(f ) q 1 −3 = S q 1 −3 . Consider the projection A q ⊂ S 3 q−2 of K q on the first component and note that
3 (f ) q 1 , which again, is clearly the same as E 0,1 ∞ (f ) q 1 . The kernel of the projection K q → A q can be identified to the set of forms
By setting γ = α ′ −β ′ , we see that this is the same as the set of forms α ′ , γ ∈ Ω 2 such that d f ∧α ′ = d f ∧γ = 0 and d γ = 0. This says exactly that α ′ ∈ Syz(f ) q 1 and γ ∈ K q 1 . It follows that if we set
Note that the value for syz(f ) q 1 is determined in Remark 3.1, the value for k q 1 is computed in the first step of our algorithm, and the value of dim(d f ∧ Ω 1 ) q is given in the equations (3.2), (3.3), and (3.4).
Remark 5.4. The equality P 0 H 1 (F, C) = H 1 (F, C) and the formula (2.8) implies that E s,t ∞ (f ) = 0 for s+t = 1 and t > 1, hence we have computed both the monodromy action and pole order filtration on the first cohomology group H 1 (F, C), without any extra assumption on the curve C : f = 0.
Remark 5.5. One can consider the characteristic polynomials of the monodromy, namely
for j = 0, 1, 2. It is clear that, when the curve C is reduced, one has ∆ 0 C (t) = t − 1, and moreover 
it follows that the polynomial ∆ C (t) = ∆ 1 C (t), also called the Alexander polynomial of C, see [21] , determines the remaining polynomial ∆ 2 C (t). It is clear that the algorithm described in this section determines the Alexander polynomial ∆ C (t) for all reduced plane curves.
Computation of E s,t
∞ (f ) k for s + t = 2, s ≥ 0 under some assumptions We assume mainly in this section that the curve C : f = 0 has some non weighted homogeneous singularity, i.e. τ (f ) = τ (C) < µ(C) = µ(f ). However, the formulas (6.1) and (6.2) hold for any reduced plane curves, which explains why Corollaries 6.1 and 6.1 treat curves with weighted homogeneous singularities. We also assume that Conjectures 2.5 and 2.6 hold. Note that for t = 0 and k = 1, ..., d we get the following dim Gr
It follows from Remark 5.4 that, for t ≥ 1, the second differentials
are injective. This implies that dim Gr
for t = 1, 2 and k = 1, 2, ..., d, where we set ǫ ′ q = µ(C)−τ (C) for q > 3d in accordance to Conjecture 2.6. In particular, for q ≥ q 1 (f ) = max(2d − 2, q 0 (f )), we have dim Gr
Note that, when t = 2, this implies
Similarly, for t = 1 and
Corollary 6.1. Let A : f = 0 be an arrangement of d lines in P 2 with Milnor fiber F .
Proof. The first part of the claim is clearly equivalent to dim Gr 0 P H 2 (F, C) λ = 0 for any λ. Since st(f ) ≤ 2d − 4 for any line arrangement, see [12] , the claim follows from (6.1). The second part of the claim follows from (6.2). Corollary 6.2. Let C : f = 0 be a reduced plane curve which is either free or nearly free, and for which Conjectures 2.5 and 2.6 hold, with q 0 (f ) ≤ 2d + 1. Then
Proof. When C : f = 0 is a free (resp. nearly free) curve with exponents
We conclude as above.
Corollary 6.3. Let C : f = 0 be a reduced plane curve of degree d ≥ 5 having only one singularity, which is a node. Then
Proof. It is known that for such a curve ct(f ) = st(f ) = 3d − 6, see [15] . This implies in particular
where the equality in the middle follows from the Grothendieck duality of the Artinian Milnor algebra M(f s ).
Note that for this uninodal curve, the vanishing bound given in (6.1) is sharp. For more on such uninodal curves, see Corollary 7.5 below.
Remark 6.4. Let C : f = 0 be a reduced plane curve of degree d. Then, strictly speaking, one cannot check Conjectures 2.5 and 2.6 just by doing a finite number of computations. However, we check the results produced by our algorithm in two ways. First we check that the equality
holds for any λ, using the formula for χ(U) given in Remark 5.5. Then we also check that dim H m (F, C) λ = dim H m (F, C) λ for any λ and any m = 1, 2. If both tests hold, we consider that Conjectures 2.5 and 2.6 hold, and hence the results produced by the algorithm to be correct.
Application to the study of Bernstein-Sato polynomials
Let (D, 0) : g = 0 be a complex analytic hypersurface germ at the origin of C n and denote by b g,0 (s) the corresponding (local) Bernstein-Sato polynomial. If the analytic germ g is given by a homogeneous polynomial, then one can define also the global Bernstein-Sato polynomial b g (s) of g, and one has an equality b g (s) = b g,0 (s), see for more details [24] , [25] . Let R g,0 (resp.R g,0 ) be the set of roots of the polynomial b g,0 (−s) (resp. of the polynomial b g,0 (−s)/(1 − s)). Recall that one has
whereα g,0 = minR g,0 > 0. When g is a homogeneous polynomial, we use the simpler notation R g = R g,0 ,R g =R g,0 and so on. Example 7.1 (Cones over smooth projective hypersurfaces). Let g be a homogeneous polynomial of degree d in n variables such that the corresponding projective hypersurface g = 0 is smooth. Using the relation between the zero setR g and the spectrum in the case of an isolated weighted homogeneous hypersurface singularity, see for instance [22] , one has
In this section we consider mainly the case when n = 3 and g = f is the defining equation of a reduced curve C in P 2 . Let D be the surface in C 3 defined by f = 0 and note that at a point a ∈ D, a = 0, the germ (D, a) is analytically a product between a plane curve singularity and a smooth 1-dimensional germ. It follows that
Recall M. Saito's fundamental result [24, Theorem 2] quoted here in the case n = 3. Theorem 7.2. Let C : f = 0 be a reduced curve in P 2 , let α > 0 be a rational number and set λ = exp(−2πiα).
(
If the sets α + N and ∪ a∈D,a =0 R f,a are disjoints, then the converse of the assertion (1) holds.
The following result is due to M. Saito in arbitrary dimension, see [23, Theorem 1] . We give a new, simple proof below to point out the relation with Corollary 6.1. 
Proof. If α = 2, the result is clear by Theorem 7.2, since
, then we know that dα ∈ N, and hence to prove the claim we have to consider the case α ′ = 1 + (d − 1)/d and the case α ′′ = 2 + k/d for k = 1, ..., d − 1. Both cases follow from Theorem 7.2 (2) and Corollary 6.1. To see this, the only point to explain is why α ′ / ∈ ∪ a∈D,a =0 R f,a . Indeed, note that a singular point a ∈ D correspond to a point of multiplicity m ≥ 2 in the line arrangement. For such a point one has α f,a = 2/m, and this implies our claim.
The following result can be proved along the same lines using Corollary 6.2.
Corollary 7.4. Let C : f = 0 be a reduced plane curve which is either free or nearly free, and for which Conjectures 2.5 and 2.6 hold. Then max R f ≤ 2.
The next result shows that a nodal curve behaves quite differently from a line arrangement with respect to the zero set R f . Corollary 7.5. Let C : f = 0 be a reduced plane curve of degree d ≥ 5 having only one singularity, which is a node. Then
In particular
Proof. Recall that for a uninodal plane curve C : f = 0 of degree d one has the following: ct(f ) = st(f ) = 3d−6 and dim (1) Corollary 7.5 can be restated as
where f s is a generic polynomial of degree d in x, y, z as in Example 7.1. (2) In the case of a line arrangement A : f = 0 in P 2 , the zero set R f is not determined by the combinatorics, see Walther [28] and Saito [23] . In fact, there is a pair of line arrangements A 1 : f 1 = 0 and A 2 : f 2 = 0 of degree d = 9, going back to Ziegler [29] , having the same combinatorics but different sets R f and different Hilbert functions for their Milnor algebras M(f 1 ) and M(f 2 ). (3) The zero set R f is not determined by the Hilbert function for its Milnor algebra M(f ) for a reduced plane curve C : f = 0, see [25] and Example 8.4 below.
Examples
Example 8.1 (A torus curve of type (2, 4)). Consider the curve C :
This curve has 8 weighted homogeneous singularities of type A 3 with local equation u 2 + v 4 = 0, and hence µ(C) = τ (C) = 8 × 3 = 24. A direct computation shows that ǫ ′ q = 0 for q ≥ q 0 (f ) = 11 as in Conjecture 2.6. On the other hand we have θ q = 0 for q ≥ 18, which is exactly the bound predicted by (6.1) which is in this case q ≥ q 2 (f ) = st(f ) + 3 = 15 + 3 = 18. To state the full result, we consider the pole order spectrum defined by Note in particular that, unlike the case of line arrangements treated in Corollary 6.1, here
Example 8.2 (A free curve with non weighted homogeneous singularities). Consider the curve C :
. This curve is free with exponents (4, 5), and hence st(f ) = 12. Moreover, one has µ(C) = 70 and τ (C) = 61. A direct computation shows that ǫ ′ q = µ(C) − τ (C) = 9 for 18 = q 0 (f ) ≤ q ≤ 30. Moreover, we have Gr
, which is stronger that the bound predicted by (6.2) which is in this case 
as predicted by Corollary 6.2. The free curve C above has two irreducible components. To get a similar example with an irreducible free curve, one may consider
Then C ′ is free with exponents (2, 3) and one has µ(C ′ ) = 20, τ (C ′ ) = 19, q 0 (f ) = 10. Our algorithm gives . Using Theorem 7.2, it follows that 9 5 ∈ R f 4 \ R f 3 as proved in [25] . Notice also that C 3 : f 3 = 0 and C 4 : f 4 = 0 are neither free nor nearly free, they satisfy ct(f j ) + st(f j ) − T = 3 for j = 3, 4. In both cases, there are independent syzygies of degree 2 and 3.
Remark 8.5. What is gained in generality by passing from free curves to arbitrary curves, it is however lost in part in efficiency: the time necessary to compute the examples above, and others we have considered up to degree d = 16, is much longer than the time needed for the algorithm introduced in [16] . However, for small degrees, as in Example 8.4, the time necessary for the general algorithm is very short, below 2 seconds on a usual laptop.
