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Abstract
Scanning tunneling spectroscopy measures how a single electron with definite energy propagates between a
sample surface and the tip of a scanning tunneling microscope. In the simplest description, the differential
conductance measured is interpreted as the local density of states of the sample at the tip position. This
picture, however, is insufficient in some cases, since especially smaller molecules weakly coupled with the
substrate tend to have strong Coulomb interactions when an electron is inserted or removed at the molecule.
We present theoretical approaches to go from the non-interacting and single-particle picture to the correlated
many-body regime. The methodology is used to understand recent experiments on finite armchair graphene
nanoribbons and phthalocyanines. We also theoretically discuss the strongly-correlated model system of
fractional quantum Hall droplets.
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1. Introduction
Scanning tunneling spectroscopy (STS) combines
atomic spatial resolution with current-voltage spec-
troscopy, making it possible to probe the electronic
structure of single molecules and atoms [1–8]. Such
experiments are of fundamental importance for un-
derstanding charge and spin transport in nanoscale
systems. STS is based on the scanning tunneling
microscope (STM), an instrument that measures
the quantum-mechanical tunneling current between
a conducting sample and a sharp probe tip to gen-
erate a topographic image of the sample surface. As
will be discussed in detail in this review, the tun-
neling current depends on the overlap between the
tip and sample wave functions, and measurement
of the tunneling conductance as a function of ap-
plied bias voltage allows deducing the local density
of states (LDOS) of the sample.
Measurements on molecular systems are usually
interpreted in terms of single-particle molecular or-
bitals [9–11]. However, while optical spectroscopy
probes the excitation spectrum of a molecule with a
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fixed number of electrons, STS measures the spec-
trum in case an electron is inserted or removed, due
to tunneling between the tip and molecule. If the
molecule is small enough, the charging energy to
overcome the Coulomb repulsion of the electrons of
the neutral molecule can be substantial. Therefore,
to describe the eigenstates and -energies of espe-
cially the charged molecule properly, it is not clear
a priori whether the single-particle interpretation
suffices. Even so, many-body effects, which have
been studied in detail in correlated electron sys-
tems such as (high Tc) superconductors [12, 13], are
usually neglected. The more general quantity that
is applicable beyond the single-particle description,
and one that corresponds to LDOS and the STS
dI/dV measurements, is the single-particle spectral
function [14]. It will be discussed extensively in the
current review.
In order to compare to the experimental measure-
ments, one can do theory and calculations in various
levels of sophistication. We will discuss mainly the
three cases, namely the non-interacting, the single-
particle (or mean-field or independent particles),
and the interacting many-body picture. The var-
ious pictures can be defined by stating that in the
first two the states are written as single Slater deter-
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minants, namely assuring that the particles occupy
well defined molecular orbitals, whereas in the in-
teracting case the states can be strongly correlated.
In the non-interacting picture, the energies can be
written as sums of occupied molecular orbital ener-
gies, whereas in the other two pictures the energies
can be evaluated in principle using the full inter-
acting Hamiltonian. We compare the theory that
results in various pictures and present examples of
systems where a more sophisticated description is
needed. In the experimental side, it is interesting
to find molecular systems that have visible features
that can be explained only in the many-body pic-
ture. In the theory side, it is important to under-
stand when a proper treatment of correlations and
methods that go beyond the mean-field approaches,
such as the density-functional theory (DFT), are re-
quired.
Furthermore, STS can potentially measure also
higher-order tunneling processes between the tip,
molecule and substrate, which can result in coher-
ent many-body transport phenomena, such as co-
tunneling and the Kondo effect. For instance, in
the Kondo effect a many-body singlet ground state
forms between an unpaired spin in a molecule and
a screening cloud of quasi-free electrons [15, 16].
However, such processes go beyond the description
of the states on the molecular sample alone, and
they are out of scope in the current review, as we
will solely focus on observing intrinsic many-body
effects on molecular systems using scanning tunnel-
ing spectroscopy.
This Review is organized as follows. Section 2
gives a soft introduction to scanning tunneling spec-
troscopy. The spectral function is discussed in var-
ious levels of theory in Section 3. This consists of
the non-interacting, single-particle, and interacting
descriptions of the sample. Section 4 discusses the
effect of the substrate on the STS measurements,
comparing especially the cases of a thin insulat-
ing substrate layer to a fully metallic substrate.
Metallic substrates tend to bring the molecule ion-
ization (HOMO) and affinity (LUMO) levels closer
together. Section 5 introduces example systems of
finite armchair graphene nanoribbons, phthalocya-
nines, and strongly-correlated fractional quantum
Hall droplets on various substrates. Finally, Sec-
tion 6 concludes.
2. Basic principles of scanning tunneling
spectroscopy
STM is based on measuring the tunneling current
flowing between an atomically sharp probe (”tip”)
and a conductive sample. In the simple approxima-
tion of a metal-vacuum-metal tunneling junction,
and assuming the work function φ of tip and sam-
ple are equal, the current I across the barrier is
given by
I ∝ e−2κz with κ =
√
2mφ/~ , (1)
where z is the tip-sample distance, ~ is Planck’s
constant divided by 2π, and m the mass of the
electron. For typical values of metallic work func-
tions of around 5 eV, the current will decrease by
one order of magnitude if the tip-sample distance
is increased by 1 A˚. Due to this exponential decay,
essentially all of the electrons tunnel between the
last atom of the tip and the substrate. This is the
reason why STM can be used to obtain atomically
resolved images of the sample surface [2, 17, 18].
STM imaging is typically carried out in the
constant-current mode, where a feedback loop is
used to adjust the z-position of the tip in order to
maintain a constant tunneling current. Recording
the z-signal yields a topography image of the sam-
ple surface. While this is related to the actual to-
pography of the sample, it is also influenced by elec-
tronic effects as discussed below. Alternatively, the
experiment can be carried out in constant-height
mode by keeping the height of the tip constant
and recording the changes in the tunneling cur-
rent. This mode is useful on atomically flat samples
and in the case of examining flat molecules on well-
defined surfaces.
In addition to the tip-sample distance, the tun-
neling current depends on the local density of elec-
tronic states (LDOS) ρS close to the Fermi level of
the sample. The sample LDOS can be probed in
great detail by tunneling spectroscopy, i.e. by mea-
suring the current as a function of the bias volt-
age. Understanding tunneling spectroscopy usually
starts with the Bardeen picture of the tunneling
process [19], where the current can be expressed in
terms of the tunneling matrix elementMµν between
states ψµ in the tip and ψν in the sample:
I =
2πe
~2
∑
µ,ν
f(Eµ)[1− f(Eν + eV )]
× |Mµν |
2δ(Eµ − Eν) (2)
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where f(E) is the Fermi function, V the applied
bias between the sample and the tip, and Eµ and
Eν are the energies of states µ and ν. The tunneling
matrix element is given by
Mµν =
~
2
2m
∫
S
(ψ∗µ∇ψν − ψν∇ψ
∗
µ) · dS, (3)
where the surface S can be any surface lying within
the barrier. This theory can be adapted to model-
ing STM as shown by Tersoff and Hamann [20, 21].
They expressed the surface wave function ψν in a
very general form as a sum over Bloch waves in the
plane of the surface, decaying exponentially into the
vacuum. The tip was treated by approximating it
as a locally spherical potential well while neglecting
its detailed atomic structure. In the barrier region,
the tip wave function ψµ thus exhibits an asymp-
totic spherical form around the center of curvature
of the tip r0. This yields as the matrix element
Mµν ∝ ψν(r0). (4)
This is known as the s-wave tip model. This ma-
trix element is modified if the higher angular mo-
mentum orbitals of the tip are important [2]. For
example, for a px-wave tip
Mµν ∝
∂ψν(r0)
∂x
(5)
The current for finite bias voltage and temperature
is the convolution of the tip and surface DOS in-
tegrated over energy (converting the sum in Eq. 2
into an integrals)[2]
I =
4πe
~
∫ ∞
−∞
[
f(EF − eV + ǫ)− f(EF + ǫ)
]
ρs(r0, EF − eV + ǫ)ρt(EF + ǫ)T (ǫ, V )dǫ, (6)
where ρt(E) is the tip density of states, transmis-
sion T (E, V ) contains the energy dependence of the
matrix elements and
ρs(r0, E) =
∑
ν
|ψν(r0)|
2δ(Eν − E) (7)
is the local density of states (LDOS) probed at the
position of the tip. At low temperatures, and if
ρt and T do not depend (strongly) on energy, the
differential conductance dI/dV is proportional to
the sample DOS at voltage V :
dI
dV
∝ ρs(EF + eV ) (8)
This very important result forms the basis for
all scanning tunneling spectroscopy (STS) exper-
iments, where the dI/dV signal is interpreted as
the LDOS of the sample that can be probed with
atomic resolution. While different procedures for
recovering the LDOS rigorously from the measured
dI/dV have been discussed in the literature [22–
25], the interpretation of dI/dV ∝ ρs(EF + eV )
is usually sufficient. In real life, the instruments
have finite energy resolution (due to finite temper-
ature, electrical noise and other broadening mech-
anisms) and the LDOS should be considered as a
sum of the states in the sample over the energy
resolution of the instrument δE: ρs(EF + eV ) ≈∑
δE |ψν(r0)|
2δ(Eν − E).
3. Spectral function in various levels of the-
ory
In the standard description of STS, the electrons
are assumed to tunnel between the tip and sample
one by one. Therefore the proper quantity that sim-
ulates the dI/dV measurements is, strictly speak-
ing, not the single-particle LDOS, but the more
general single-particle spectral function [14]
A(ν, ω) = A−(ν, ω) +A+(ν, ω), (9)
where we have separated the negative (annihilation)
and positive (creation) side of the spectra to their
respective functions. At zero temperature, they can
be written as
A−(ν, ω)
=
∑
n
∣∣∣〈ΨN−1n |cˆν |ΨN0 〉
∣∣∣2δ(ω − (EN0 − EN−1n )),
(10)
A+(ν, ω)
=
∑
n
∣∣∣〈ΨN+1n |cˆ†ν |ΨN0 〉
∣∣∣2δ(ω − (EN+1n − EN0 )),
(11)
where |ΨNn 〉 is the n:th many-body eigenstate of
the sample with N particles, ENn is the energy of
the state |ΨNn 〉, ω is the energy that corresponds to
the bias voltage in STM, and ν labels the single-
particle orbital where an electron is annihilated or
created. In practice, |ν〉 often corresponds to a po-
sition eigenket |r〉, where the tip is positioned.
The spectral function can be intuitively thought
of as electrons being annihilated on the sample at
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negative sample bias ω and created at positive bias.
Here, the spin is not explicitly visible in the equa-
tion, but one typically has to separately consider all
cases, where either spin-up or spin-down electron
is created or annihilated. The energy gap between
the first creation (affinity) and annihilation (ioniza-
tion) peaks (energy levels) is the fundamental gap
∆ = EN+10 −2E
N
0 +E
N−1
0 , which is also the second
order central finite difference of the charging curve,
namely the total energy of the system as a function
of the excess charge.
3.1. Non-interacting particles: From spectral func-
tion to LDOS
We will next get familiar with this formula and
show first that Eq. (9) reduces to the LDOS defined
in Eq. (7) for non-interacting particles. Without
interactions, |ΨN0 〉 is simply a totally antisymmetric
state where N lowest-energy single-particle states
are occupied. In the second quantization notation,
the ith single-particle state is |φi〉 = cˆ
†
i |0〉 and it
has a coordinate space wave function φi(r) = 〈r|φi〉.
We assume this single-particle state to have energy
εi. The N -particle ground-state is then |Ψ
N
0 〉 =∏N
i=1 cˆ
†
i |0〉 and it has energy E
N
0 =
∑N
i=1 εi.
Next we start from the non-interacting N -
particle ground-state |ΨN0 〉, and we would like to
obtain the rate for one of the particles to tunnel
out from the system. The spectral density to tun-
nel out from a single-particle state |ν〉 is given by
∑
n
∣∣∣〈ΨN−1n |cˆν |ΨN0 〉
∣∣∣2δ(ω − (EN0 − EN−1n )),
where state |ΨN−1n 〉 has one less particle. The non-
interacting eigenstates of N−1 particles are simply
given by configurations
∏N−1
i=1 cˆ
†
ηi
|0〉, where the oc-
cupied orbitals are given by a set of indices {ηi}
N−1
i=1 ,
different for each state |ΨN−1n 〉. To get a non-zero
contribution for
∣∣∣〈ΨN−1n |cˆν |ΨN0 〉
∣∣∣2, the configura-
tions |ΨN−1n 〉 and |Ψ
N
0 〉 can only differ by one occu-
pation. This means that the occupations of |ΨN−1n 〉
have to be N − 1 indices between one and N (and
because of fermions, the occupations can not be the
same for two particles) and ν has to be the index of
the remaining occupied state. In other words, the
N configurations giving non-zero contribution are
simply cˆν |Ψ
N
0 〉, with 1 ≤ ν ≤ N . For each fixed ν
that corresponds to an occupied state in |ΨN0 〉, the
overlap is one, meaning that all the tunneling peaks
have the same height. The peak positions are given
by δ(ω − (EN0 −E
N−1
ν )). Because the particles are
here non-interacting, the total energy is a sum of
the occupied single-particle state energies. The en-
ergy of the state |ΨN−1n 〉 is simple as it differs from
|ΨN0 〉 by occupation of single-particle state ν only,
and thus the total energy is EGS − εν . Therefore
δ(ω−(EN0 −E
N−1
n )) = δ(ω−εν), where 1 ≤ ν ≤ N .
The tunneling is thus possible at energies that cor-
respond to the νth occupied single-particle energy.
If we want to find the tunneling amplitude for a
specific point in space, we can again use Eq. (9).
One should then consider ν to be a state in the
position basis. The operator for annihilating a par-
ticle at certain position is the field operator, and
the standard notation would be ψˆ(r) and for cre-
ation ψˆ†(r) (see, e.g., [26]), but cˆr and cˆ
†
r
could
also be used. One can expand the field operator
in a single-particle basis as cˆr =
∑
i φi(r)cˆi, where
φi(r) is the ith single-particle state. Inserting this
into Eq. (9) and repeating the same calculation as
above, one gets that again the tunneling at energies
corresponding to the eigenstates, but now the peak
height corresponding to the ith single-particle state
is given by |φi(r)|
2. This is exactly what the local
density of states calculation would give:
A−(r, ω) =
N∑
i=1
|φi(r)|
2δ(ω − εi). (12)
Note that the summation in this formula is over the
N occupied single-particle states.
In a similar fashion, one can consider particles
tunneling into a ground state of N particles. The
relevant part of spectral function is then
∑
n
∣∣∣〈ΨN+1n |cˆ†ν |ΨN0 〉
∣∣∣2δ(ω − (EN+1n − EN0 )),
where the state |ΨN+1n 〉 is a non-interacting eigen-
state with N + 1 particles. The states in the sum
that give non-zero contribution now are |ΨN+1n 〉 =
cˆ†N+n|Ψ
N
0 〉, with n > 0, meaning that the added
particle occupies an originally unoccupied orbital
with index N + n. The total energy is again the
sum of the single-particle energies and given by
En = EGS + εN+n. Tunneling is thus possible
for each unoccupied single-particle eigenstate with
same amplitude and energy that corresponds to
single-particle energies εj with j > N .
Using the results above and expansion c†
r
=∑
i φ
∗
i (r)c
†
i , the spectral function for tunneling in
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at position r can be shown to be
A+(r, ω) =
∞∑
i=N+1
|φi(r)|
2δ(ω − εi). (13)
It is interesting to note that this equation comple-
ments the spectral function of tunneling out in a
sense that when both effects are combined, one gets
tunneling at occupied and empty states in a single
sum as
A(r, ω) =
∞∑
i=1
|φi(r)|
2δ(ω − εi). (14)
This shows that the spectral function leads to the
same results as the local density of states for the
non-interacting particles.
3.2. Mean-field description
To go beyond a simple non-interacting particle
picture, we will first assume that the correlation
effects are small and a mean-field approximation
is sufficient. The peak positions in Eq. (9) come
from the total energies of the N and N ± 1 parti-
cle systems, and the Coulomb energy part of these
is not captured by a simple single-particle descrip-
tion, but approximately included by the mean-field.
In doing a mean-field approximation for the many-
body problem, one still considers the system to be
described by a single Slater determinant, as was
done for the non-interacting ground states, but
one now optimizes the occupied single-particle or-
bitals to minimize the total energy. If we do sep-
arately the mean-field calculation for the N and
N ± 1 particle systems, we obtain the total en-
ergies for these systems and also different single-
particle orbitals in each case. The total energy dif-
ferences give the tunneling peak energies. To cal-
culate the matrix elements, it is first helpful to de-
fine the N -particle mean-field ground state to be
|ΨN0 〉 = cˆ
†
η1
. . . cˆ†ηN |0〉 and for the N − 1 particle
eigenstate cˆ†µ1 · · · cˆ
†
µN−1
|0〉. Notice that this state
does not have to be the ground state. With these
definitions, the matrix elements are
〈ΨN0 | cˆ
†
p |Ψ
N−1
n 〉
= 〈0|
[
cˆηN · · · cˆη1
]
cˆ†p
[
cˆ†µ1 · · · cˆ
†
µN−1
]
|0〉
=
∑
i1,i2,...,iN
〈ηi1 |p〉
[
〈ηi2 |µ1〉 · · · 〈ηiN |µN−1〉
]
× 〈0| cˆηN · · · cˆη1 cˆ
†
ηi1
cˆ†ηi2 · · · cˆ
†
ηiN
|0〉
=
∑
P∈SN
sgn(P ) 〈ηP (1)|p〉
×
[
〈ηP (2)|µ1〉 · · · 〈ηP (N)|µN−1〉
]
=det


〈η1|p〉 〈η1|µ1〉 · · · 〈η1|µN−1〉
〈η2|p〉 〈η2|µ1〉 · · · 〈η2|µN−1〉
...
...
. . .
...
〈ηN |p〉 〈ηN |µ1〉 · · · 〈ηN |µN−1〉

 .
This means that one needs just to calculate the
overlaps of the single-particle orbitals from the
mean-field calculations. The other term needed is
〈ΨN0 | cˆp |Ψ
N+1
n 〉 =
[
〈ΨN+1n | cˆ
†
p|Ψ
N
0 〉
]†
, which can be
readily evaluated by using the formula above.
One can also make an approximation that after
the mean-field calculation is performed at parti-
cle number N , the same single-particle orbitals are
used for the N ± 1 states. This leads to a similar
formula that was used for non-interacting particles,
namely, one can then calculate the LDOS from the
mean-field orbitals. This is actually what most cal-
culations based on DFT do.
3.3. Spectral function in correlated systems
The spectral function defined in Eq. (9) can
be used in the interacting many-body case that
goes beyond the mean-field approximation. Any
correlated many-body wave function can be writ-
ten as a linear combination of the Slater determi-
nants that are the N -particle configurations |ΦNi 〉 =(∏N
j=1 cˆ
†
ij
)
|0〉, where |φi〉 = cˆ
†
i |0〉 are the single-
particle orbitals used in the expansion. Explicitly,
an arbitrary many-body state is written as
|ΨNn 〉 =
∑
i
αni |Φ
N
i 〉 .
The coefficients {αni }
M
i=1 for the nth many-body
eigenstate can be obtained by solving the many-
body Schro¨dinger equation. The same solution also
gives the many-body energies ENn . The relative en-
ergies of the many-body eigenstates determine the
peak positions in the spectrum. On the other hand,
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the peak weights at a position r correspond to the
squared amplitudes of terms like
〈ΨN−1| cˆr |Ψ
N〉
=
1
N !
∫
dr1 . . . drN
× 〈ΨN−1| cˆr |r1 . . . rN 〉 〈r1 . . . rN |Ψ
N〉
=
1
N !
∫
dr1 . . . drN
∑
i
δ(r− ri)
× 〈ΨN−1|r1 . . . ri . . . rN 〉〈ri, r1 . . . ri . . . rN |Ψ
N〉
=
1
(N − 1)!
∫
dr2 . . . drN
×ΨN−1(r2 . . . rN )
∗ΨN (r, r2 . . . rN ), (15)
where ri denotes a missing coordinate. One should
note that the prefactors in the formulas depend on
the normalization of the coordinate representation
many-body wave functions and we have followed
the convention of [26]. Moreover, the terms with
the creation operator can be evaluated similarly as
| 〈ΨN | cˆ†
r
|ΨN−1〉 |2 = | 〈ΨN−1| cˆr |Ψ
N〉 |2.
The spectral function is effectively a single par-
ticle quantity such that the terms 〈ΨN−1| cˆr |Ψ
N〉
can be expanded using single-particle orbitals.
For instance, expanding using the natural or-
bitals φ1i (r) (the eigenfunctions of the one-body re-
duced density matrix), the natural (N − 1)-states
φN−1i (r2, . . . rN ), and their common eigenvalues
|ci|
2 of the many-body ground state |ΨN〉, Eq. (15)
can be written as [27]
〈ΨN−1| cˆr |Ψ
N〉 =
∑
i
ci〈Ψ
N−1|φN−1i 〉φ
1
i (r). (16)
The many-body effects on the spectral function are
then more visible as the correlations of the many-
body ground state that results in a wide distribu-
tion of the natural orbital occupations |ci|
2 and the
overlaps 〈ΨN−1|φN−1〉. If the natural orbitals are
solved first, the natural (N−1)-states can be solved
for instance using the identity
ciφ
N−1
i (r2, . . . , rN ) =
∫
dr φ1i (r)
∗Ψ(r, r2, . . . , rN ).
Furthermore, as shown above, the spectral function
can be formally written as
A(ν, ω) = 〈r|
∑
i
ρˆ1i δ(ω − Ei) |r〉 ,
where ρˆ1i =
∑
ij d
∗
i dj |φ
1
i 〉〈φ
1
j | and the coefficients
di are defined by Eq. (16), and Ei are the peak
positions that depend on EN0 , E
N+1
n and E
N−1
n .
That is, the spectral function can be interpreted as
a single-particle density matrix that is distributed
in energy. In the independent particle picture the
LDOS is formally of the same form, where ρˆ1 corre-
spond to pure states. The mixed state of the prop-
agating electrons reflect the correlated many-body
properties of the molecular states.
3.3.1. Monte Carlo integration
For the cases where the many-body wave func-
tion has an analytic form, the integral in Eq. (15)
can still be tedious to calculate for large particle
numbers. Monte Carlo integration with importance
sampling is one obvious option for this integral.
This is based on the fact that∫
dr2 . . . drNΨ
N−1(r2 . . . rN )
∗ΨN(r, r2 . . . rN )
/
∫
dr2 . . . drN |Ψ
N−1(r2 . . . rN )|
2 =
=
∫
dr2 . . . drN |Ψ
N−1(r2 . . . rN )|
2Ψ
N (r, r2 . . . rN )
ΨN−1(r2 . . . rN )
/
∫
dr2 . . . drN |Ψ
N−1(r2 . . . rN )|
2
=
〈
ΨN(r, r2 . . . rN )
ΨN−1(r2 . . . rN )
〉
|ΨN−1(r2...rN )|2
, (17)
where the last equation means that the coor-
dinates r2 . . . rN are sampled from distribution
|ΨN−1(r2 . . . rN )|
2 and the remaining coordinate r
specifies the point where the spectral function is
evaluated at. The wave function ratio in Eq. (17)
should be straightforward to calculate for analytic
functions.
4. Substrate effects
If the substrate underneath couples to the sam-
ple, it can induce a noticeable effect on the sample
states and energies. In such a case the full system
with both the sample and the substrate has to be
considered. It is possible to introduce a thin insu-
lating layer to decouple the molecular sample from
the metallic substrate. We discuss both cases in
what follows.
4.1. Metallic substrate
When a molecule is brought close to a metallic
substrate, its energy levels can be drastically mod-
ified. Most notably, the energy gap between the
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ionization (HOMO) and affinity levels (LUMO) is
reduced from that of an isolated molecule. This is
due to:
1. One-body couplings between the molecule and
substrate states shifting and broadening the
energy levels, such as in the Fano model [26].
2. The electron-electron interactions between the
molecule and the substrate perturbing [or in-
duces changes in] the densities, which alters the
molecule energy levels.
3. Electron or hole additions [or electron re-
movals] on the molecule causing the electron
states at the metallic substrate to relax fur-
ther to minimize the total energy, resulting
in charge polarization (dynamical screening).
The correlation energies are heavily altered,
and the gap between the ionization (HOMO)
and affinity levels (LUMO) substantially de-
creases [28]. Higher DOS at the Fermi level will
results in even smaller energy gaps between the
molecular energy levels [29].
4. The molecule can become polarized as well due
to dynamic charge transfer from a strongly-
coupled metallic substrate, especially as a re-
sult of the electron or hole additions [29].
Even with an insulating layer between the molecule
and the metallic substrate, the dynamical screen-
ing by the substrate can clearly reduce the energy
gaps [30]. The polarization effects can be esti-
mated by evaluating the screened Coulomb inter-
actions or using classical image charge corrections
[28, 31]. It should be noted that the Kohn-Sham
or Hartree-Fock energy levels do not take the dy-
namical screening of added electrons or holes into
account, and such single-particle picture is insuffi-
cient in general to describe the energy peak posi-
tions of molecules on a metallic substrates.
4.2. Insulating and weakly-coupled substrates
If the molecules are electronically sufficiently de-
coupled from the substrate (through e.g. the use
of an ultrathin insulating film), the tip-molecule-
substrate system can be modeled as a double-
barrier tunnel junction [9, 32–37]. In this regime,
the electronic states of the molecule are not hy-
bridized with the metallic substrate and the charge
in the molecule is quantized. The tunneling is simi-
lar to single-charge tunneling in nanostructures, see
e.g. [38, 39]. The resonances in the tunneling spec-
tra correspond to (transient) addition/removal of
electrons from/to the molecule. Importantly, now
as the charge in the molecule is quantized, the to-
tal energies in Eq. (9) contain charging energies of
the molecule. In the gas phase of the molecule,
these are the ionization potential (IP) and electron
affinity (EA). Of course, in the case of tunneling
spectroscopy, the presence of the substrate has a
significant effect on the electron-electron screening
and additionally, depending on the relative align-
ment of the molecular resonances with the substrate
Fermi level, it is also possible to observe permanent
charging of the molecules [40, 41].
In the simple single-particle (constant interac-
tion) picture, electrons will be added (at positive
substrate bias) to the molecule when the bias volt-
age reaches the following condition (the tip Fermi
level aligns with the lowest unoccupied molecular
orbital, LUMO)
ηV = ELUMO − EF +Σ− (18)
where η is the fraction of the applied bias that drops
between the tip and the molecule and Σ− is the po-
larization energy associated with electron addition
into the molecule. Correspondingly, at sufficiently
negative bias, hole tunneling through the highest
occupied molecular orbital HOMO can occur
ηV = EHOMO − EF − Σ+ (19)
where Σ+ is the polarization energy associated with
positive charging of the molecule (sign taken as pos-
itive). These processes correspond to an opening of
a new tunneling channel and result in a step in-
crease in the measured tunneling current, i.e. a
peak in the dI/dV signal. The bias voltages corre-
sponding to the resonances can be used to obtain
the energies of the molecular orbitals w.r.t. the
subtrate Fermi level. However, as the resonances
in dI/dV spectra correspond to temporary charg-
ing of the molecule, their energies are affected by
the Coulomb energy involved in adding or remov-
ing one electron. This also implies that the STM
transport gap ∆VHOMO−LUMO is not equal to the
single-particle HOMO-LUMO gap (or the optical
gap). They are related as follows:
η∆VHOMO−LUMO =
ELUMO − EHOMO +Σ− +Σ+ (20)
Again, the factor η in Eq. (20) results from the
potential distribution in the double-barrier tun-
nel junction and the finite bias drop between the
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Figure 1: Simulated dI/dV maps of a three-monomer 7-
AGNR from first principles (DFT), mean-field Hubbard
model (Hubbard-MF), and the spectral function from the
many-body Hubbard model (Hubbard-MB). The real-space
imaging is simulated at a constant height of 3.5A˚(DFT)
and 4.0A˚in (Hubbard-MF and Hubbard-MB). To produce
the maps of the Hubbard models, each site is assumed to
correspond to analytic pz orbitals with overlaps neglected.
On the right, the corresponding STS spectra is shown. The
many-body Hubbard model energy values are the ground
state spectral function peak energies. From [42].
molecule and the underlying metal substrate. Typ-
ically, the dielectric constant of the insulating film
is large compared to vacuum and consequently, η
is close to unity, or often roughly 0.9. This means
that the bias voltage scale is almost equal to the
real energy scale.
Finally, the STM transport gap also differs from
the fundamental gap EA-IP due to the additional
screening from the substrate, which affects the
terms Σ+ and Σ−. If the molecules are further de-
coupled from the substrate through thicker insulat-
ing films, the STM gap approaches the fundamental
gap [9].
5. Example systems
In this section, the theory outlined above is used
to model experiments on three example systems:
finite graphene ribbons, phthalocyanine molecules,
and fractional quantum Hall droplets.
5.1. Finite armchair graphene nanoribbons
For carbon-based materials, one would not ex-
pect strong many-body phenomena, but still the
LDOS from a mean-field or density-functional-
theory calculation can qualitatively differ from a
many-body calculation. The main difference is
that the spectral function peak energies come from
the eigenenergies of the N ± 1-particle systems
in addition to the unperturbed N -particle system.
Figure 2: The DFT-calculated density of states (DOS) and
simulated dI/dV maps for fully hydrogenated ribbons at dif-
ferent values of doping. The energy scale of the DOS fig-
ure applies also to the dI/dV maps in the sense that they
range from -1 to 1 eV in steps of 0.2 eV. The q=0 is the an-
tiferromagnetic uncharged system, q¿0 are hole-doped sys-
tems with one and two holes, correspondingly. The density
of states plots show the energies of the molecular orbitals,
as well as indicate the overall magnitude of the individual
dI/dV maps (the maps are individually normalized which
artificially enhances the signal between the peaks compared
to experiments). From [42]
In Fig. 1, the simulated STM maps and spectra
of a three-monomer-long and seven-atom-wide fi-
nite armchair graphene nanoribbon (7-AGNR) are
shown. The LDOS maps from DFT and mean-
field Hubbard model calculations agree well with
the spectral function maps from an exact diago-
nalization calculation of the many-body Hubbard
model. The agreement between the different com-
putational strategies is surprisingly good. However,
the spectra do not fully match, since the spectral
function has a double peak structure at both sides
of the Fermi level (E = 0). This discrepancy origi-
nates from the non-degenerate eigenenergies of the
N ± 1-particle systems that differ from the single-
particle orbital energies of a neutral ribbon. In fact,
the same double peak structure is present in the
mean-field orbital energies in case of N ± 1 parti-
cles. However, this is not shown in Fig. 1 as the
mean-field peak positions are not calculated from
the total energies but from the mean-field orbital
energies of the neutral system [42]. The conclusion
of this is that the correlation effects are too small to
be resolved by present STM experiments, similarly
to Ref. [43] for the polyaromatic molecules.
The effect of hole-doping on the finite 7-AGNRs
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is shown in Fig. 2. The neutral (q = 0) AG-
NRs support antiferromagnetic (AFM) or ferro-
magnetic (FM) ordering between the zigzag-end-
localized edges, the AFM order being only slightly
lower in energy. Doping the ribbons by removing
one (q = 1) or two (q = 2) electrons quenches the
magnetic order, that is resulting in spin-degenerate
solution. Moreover, the molecular orbital energies
are altered, as the highest occupied orbitals be-
come unoccupied by crossing to the unoccupied side
above the Fermi level. The energy gaps are also af-
fected. Especially the energy gap between the end-
localized states (HOMO-LUMO gap in the q = 0
case) becomes smaller, which evidently shows as a
single broadened peak in the q = 2 case at around
E = 0.35 eV. The maps, however, show that the
state ordering does not change by doping, and one
can more or less understand the system by con-
sidering the single-particle picture with a chang-
ing Fermi level. Experimentally, several different
types of atomically precise graphene nanoribbons
have been synthesized [44]. When 7-AGNRs are de-
posited on Au(111) substrate, the maps with q = 2
presented in Fig. 2 provide the best match with the
experiments [45, 46]. The measurements show a
single peak on the unoccupied side of the spectrum
close to the Fermi level. The positive doping of the
ribbons is consistent with the p-doping of graphene
on a Au(111) substrate [47].
When the molecule is strongly coupled with a
metallic substrate, the charging energy is expected
to be small due to the strong screening. In addition,
the charging energy depends on system size and
can be negligibly small for large molecules such as
graphene nanoribbons [46, 48]. Also, if the charging
energy is small compared to the coupling with the
substrate, the charge on the molecule is not quan-
tized and it is possible to have molecular orbitals
with non-integer occupation. The nanoribbon gaps
have been analyzed in detail in Ref. [31]. If the
molecules are further decoupled from the substrate
through thicker insulating films, the STM gap ap-
proaches the fundamental gap [9]. Such an experi-
ment on graphene nanoribbons deposited on NaCl
is shown in Fig. 3. In this case, the end states are
prominently split, as expected for a neutral ribbon
decoupled from the substrate. This measurement
is in a nice agreement with the theoretical maps in
Fig. 1. The energy resolution of the experiment is
not sufficient to conclusively demonstrate the addi-
tional splitting of the end states predicted by the
many-body calculation.
Figure 3: (a) Structural model of a (7, 20) GNR. Scale bar,
2 nm. (b) STM topography image of a (7, 20) GNR trans-
ferred onto a NaCl monolayer island through STM manipu-
lation (U=-1.0 V, I=30 pA). Colour bar: HI=high; LO=low.
(c) Differential conductance spectra measured in the centre
(blue) and at a zigzag end (red) of the decoupled (7, 20)
GNR. Inset: STM topography image at sample bias in the
band gap of the ribbon (U=-0.5 V, I=30 pA). (d) STM to-
pography images showing the orbital shapes of the occupied
edge state (left, U=-1.0 V, I=30 pA) and the unoccupied
edge state (right, U=1.4 V, I=30 pA). (e) Local density of
states of corresponding Kohn-Sham orbitals at 4 A˚ distance
above the GNR. From [30].
5.2. Phthalocyanine
Molecules containing heavier atoms are expected
to give rise to stronger correlation effects and we
will consider metal phthalocyanine molecules as an
example. It has been theoretically suggested that a
many-body effect can be used to tune a low-spin
to high-spin transition in copper phthalocyanine
(CuPc) deposited on an ultrathin insulating film
under nonequilibrium conditions. [35–37]
Experimental results on cobalt phthalocyanine
(CoPC) deposited on an hexagonal boron nitride
monolayer (hBN) on Ir(111) are shown in Fig. 4
[49]. Due to the work function modulation over the
different sites of the hBN moire´ pattern [50], there
are two different charge states of CoPC present on
the surface [51]. STS spectra for electron removal
from (negative bias) and electron injection into
(positive bias) neutral CoPC (CoPC0) are shown
in the up-most row in Fig. 4, while the bottom-
most row shows spectra for electron removal from
negatively charged CoPC (CoPC−1). One would
expect that CoPC−1 would simply correspond to
CoPC0 through a downward shift in energy of all
the observed transitions. This seems to hold true
for peaks labelled A1 (at ∼0.8 V [49], not shown
here) and A2 of the anionic molecule, which could
be interpreted as peaks N1 and N2 of the neutral
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Figure 4: Comparison between experimental dI/dV spec-
tra (top-most and bottom-most row) and maps (second and
fifth row) for neutral and negatively charged CoPC with
excited states computed from time-dependent density func-
tional theory (third and fourth row) [49]
species shifted down by ∼1 eV. However, transition
A3 of CoPC−1, which would be expected to cor-
respond to N3 of CoPC0, should then appear well
below -1.0 V. Instead, there are two transitions A3
and A4 just below A2 at energies of ∼-0.3 and∼-0.8
V, respectively. Note that all the transitions show
satellite peaks due to electron-vibration coupling
[46, 51–54]. In addition, maps of the spatial varia-
tion of the dI/dV signal shown in the second and
fifth row of Fig. 4 reveal that the wave functions
corresponding to transitions N3 and A3 exhibit a
different shape and symmetry.
While resonances N2, N3 and A2 represent tran-
sitions between ground states of differently charged
CoPC, A3 and A4 correspond to transitions into
N-electron excited states (electron removal from
CoPC−1), which in the single-particle picture would
be obtained by simply unoccupying the single-
particle states of the molecule’s ground state in
their respective order, e.g. as given by a den-
sity functional theory calculation. However, this
neglects the interaction of the hole with the re-
maining electrons, which can result in orbital re-
ordering and mixing of multiple single-particle ex-
citations. Such effects can be taken into account
by using time-dependent density functional theory
(TDDFT) [55] to explicitly calculate the many-
body excited states of the molecule and project
them onto a chosen set of single-particle orbitals
[56]. The central rows in Fig. 4 compare the dom-
inant contributions to the TDDFT excited states
upon projection onto the Kohn-Sham eigenstates of
neutral CoPC with the experimental dI/dV maps,
and transitions A3 and A4 can be clearly identified
with the first and second many-body excited states
of neutral CoPC. The experimentally observed or-
bital re-ordering is well-described by the excited
states computed from TDDFT, showing that this
approach allows for a detailed understanding of STS
spectra beyond the prevalent single-particle picture.
5.3. Probing a fundamentally correlated state, ex-
ample of ν = 1/3 Laughlin state
We will end this section with a one of the best-
known examples of strongly correlated state of
matter, fractional quantum Hall droplet[57]. The
Laughlin wave function for the ν = 1/3 state is
given by [58]
ΨL(r1 . . . rN ) =
N∏
i<j
(zi − zj)
3
N∏
i=1
exp(−r2i /4) ,
where z = x+iy and r2 = x2+y2. Note that natural
units for the problem are used. Now Eq. (17) can be
used to calculate the spectral function for the states
with Laughlin wave function. Fig. 5 shows schemat-
ically the total particle density for 30 electrons and
the spectral function for creating one extra parti-
cle, changing the system to the ground state with
one added electron. One can see that the bulk of
the Laughlin state has a flat density but the edge
has some structure. Further, the spectral function
shows a structure that corresponds to a one sin-
gle state in the lowest Landau level (for the func-
tion in the symmetric gauge, see e.g. [57]). One
would expect that as each single-particle state in
the system is 1/3 occupied on average, the tun-
neling would have contribution from three single-
particle orbitals. This is not the case, and the
spectral function is identically zero for all orbitals
except one. One simple way to understand this is
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Figure 5: The particle density (green) and the spectral func-
tion (yellow) to add one particle to the system. One quarter
has been removed to reveal the profiles more clearly. To
reach a ground state with one more electron, the electron
can tunnel only to a single orbital that actually corresponds
to a non-interacting eigenstate of the model used.
based on the rotational symmetry and the resulting
fact that the angular momentum of the quantum
Hall droplet is a good quantum number. Thus, the
tunneling electron has to have angular momentum
equal to the difference of the angular momenta of
the N and N + 1 particle systems. In the lowest
Landau levels the orbitals are uniquely determined
by the angular momentum, and thus tunneling can
only happen to one single-particle orbital. In con-
clusion, even in such a strongly-correlated model
system such as the FQH droplet, the STS is not
expected to see any correlated many-body features.
Experimentally, STS has been used to study Lan-
dau levels and edge states in graphene, see [59].
6. Conclusions
To conclude, we have shown how the theoret-
ical modeling of scanning tunneling spectroscopy
can be developed from the simple non-interacting
particle picture to mean-field and full many-body
description of the problem. For sample systems
strongly contacted with a metallic substrate, the
substrate can hinder the intrinsic many-body ef-
fects of the sample. Decoupling the system from
the metal by an insulating layer reduces the screen-
ing effects of the substrate. Further, as the tun-
neling to metal is reduced, the system approaches
a double-barrier setup and charge on the sample
is closer to quantization, showing charging effects.
These charging effects can lead to level reorganiza-
tion, perhaps the easiest many-body effect to see
on scanning tunneling spectroscopy. We have used
the theoretical tools to model three classes of exam-
ple systems, namely graphene ribbons, phthalocya-
nines, and quantum Hall droplets. On graphene,
many-body effects has been shown to be mostly
missing, but phthalocyanines showed level reorga-
nization. On the other hand, results on quantum
Hall droplets demonstrated the difficulty to cap-
ture many-body effects of this strongly correlated
system, partially because scanning tunneling spec-
troscopy at the level treated in this review is a
single-particle probe.
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