We study three classes of algebras: absolutely free algebras, free commutative non-associative, and free anti-commutative non-associative algebras. We study asymptotics of the growth for free algebras of these classes and for their subvarieties as well. Mainly, we study finitely generated algebras, also the codimension growth for varieties in theses classes is studied. For these purposes we use ordinary generating functions as well as exponential generating functions. The following subvarieties are studied in these classes: solvable, completely solvable, right-nilpotent, and completely right-nilpotent subvarieties. The obtained results are equivalent to an enumeration of binary labeled and unlabeled rooted trees that do not contain some forbidden subtrees. We enumerate these trees using generating functions. For solvable and right-nilpotent algebras the generating functions are algebraic. For completely solvable and completely right-nilpotent algebras the respective functions are rational. It is known that these three varieties of algebras satisfy Schreier's property, i.e., subalgebras of free algebras are free. For free groups, there is Schreier's formula for the rank of a subgroup of a free group. We find analogues of this formula for these varieties. They are written in terms of series. As an application, we study invariants of finite groups acting on absolutely free algebras.
Introduction
Let F 0 (X) be the absolutely free algebra generated by set X. Suppose that |X| = 1, then the number of different non-associative monomials in X = {x} of weight n equals Catalan number C n−1 (see, e.g., Section 3). Different other combinatorial interpretations of Catalan numbers are well-known, e.g., as the number of plane rooted binary trees and the number of different arrangements of brackets [8, 11] . This is the starting point of our considerations. We consider close abstract algebraic constructions and obtain enumeration results, which are equivalent to an enumeration of some (labeled) rooted binary trees.
The article is organized as follows. In Section 2 we consider absolutely free algebras, free commutative non-associative, and free anti-commutative non-associative algebras generated by set X. These algebras are referred to as free δ-algebras, where δ ∈ {0, 1, 2}, respectively. These algebras are also relatively free algebras of the variety of all algebras M 0 , the variety of commutative non-associative algebras M 1 , and the variety of anti-commutative non-associative algebras M 2 , respectively. Main goal of Section 2 is to interpret basis monomials for free δ-algebras as some labeled rooted binary trees. So, our results on enumeration of δ-algebras are equivalent to an enumeration of the respective labeled rooted binary trees.
In Section 3 we study free finitely generated δ-algebras of finite rank and explicitly compute their generating functions (Lemma 3.1) and find asymptotics. In particular, we compute exponents of the growth for free commutative and anti-commutative algebras of finite rank (Theorems 3.1 and 3.2). In Section 4 we consider free δ-algebras of countable rank and determine their exponential generating functions, called also complexity functions. These functions are analogues of Hilbert-Poincaré series for finitely generated algebras and in the paper we try to treat both types of functions simultaneously.
We also study not necessarily free algebras for these three classes. Sections 5-7 contain main results of the article, here we develop an asymptotical theory of solvable δ-algebras. In Section 5 we give basic definitions and define solvability and complete solvability of length q for δ-algebras. The bases of the relatively free algebras in these classes are described as binary trees of respective types (see Lemma 2.1) not containing the complete binary tree T q of height q. Section 6 is devoted to an enumeration of completely solvable δ-algebras. Free completely solvable algebras have rational generating functions as well as complexity functions for all three classes (Theorems 6.1 and 6.2). In Section 7 we study solvable algebras. As a main result, we prove that free solvable algebras in M 0 have algebraic complexity functions and Hilbert-Poincaré series (Theorem 7.1).
In Section 8 we define right-nilpotent and completely right-nilpotent varieties and describe their basis monomials as binary trees with a prohibited subtree. We find generating functions and asymptotics. Theorem 8.1 shows that completely right-nilpotent varieties in M 0 have rational both ordinary generating functions and complexity functions. On the other hand, right-nilpotent varieties in M 0 have algebraic Hilbert-Poincaré series and complexity functions (Theorem 8.2). Right-nilpotent varieties of commutative and anticommutative algebras are nilpotent and the respective functions are polynomial (Theorem 8.3).
It is known that any subalgebra in a free δ-algebra is again a free δ-algebra [32] . In Section 9 we establish analogues of Schreier's formula for free groups [30] . These for-mulae are written in terms of power series (Theorem 9.1). As an application, we study invariants of absolutely free algebras of finite rank under actions of finite groups, the field being of characteristic zero (Theorem 10.1). In particular, we prove that the subalgebra of invariants is infinitely generated. Finally, we enumerate factorspaces of free δ-algebras by commutator subalgebras in Section 11.
Let us remark that the structure of free solvable δ-algebras essentially differs from that of free solvable Lie algebras. Recall that free solvable Lie algebras yield two infinite hierarchies of intermediate growths. The first one is between polynomial and exponential [19, 22] , and the second one is between exponential and factorial [20, 21] .
Free δ-algebras and binary trees
Now let us give precise definitions of our objects. Let K be the ground field. Suppose that Γ (X) is the free groupoid of non-associative monomials (free magma); i.e., X ⊂ Γ (X), all u, v ∈ Γ (X) we formally multiply and write (u * v) ∈ Γ (X). We consider the linear space F 0 (X) over K with the basis Γ (X) and the multiplication that linearly extends one of Γ (X). We refer to F 0 (X) as the absolutely free algebra generated by X. Let M 0 be the variety of all non-associative algebras. Then F 0 (X) is the free algebra for M 0 generated by X.
Denote by M 1 the variety of commutative non-associative algebras which is defined by the identical relation XY ≡ Y X. Similarly, M 2 is the variety of anti-commutative nonassociative algebras defined by X 2 ≡ 0. (If char K = 2 this is equivalent to XY ≡ −Y X.) In what follows, these varieties will be denoted by M δ , where δ ∈ {0, 1, 2}. Their relatively free algebras will be called free δ-algebras and denoted by F δ (X). The product in our algebras we denote as (u * v), where u, v ∈ F δ (X). If there is no confusion, we shall omit the product sign and brackets.
Monomials of length 1 (i.e., elements of X) are called δ-regular. Suppose that regular monomials of length less than n, n > 1, are defined and well-ordered. We say that a monomial w of length n is δ-regular if and only if (1) w = (u * v), where u, v are δ-regular monomials; (2) u v in case δ = 1 and u > v in case δ = 2. We arbitrarily extend the linear order to all δ-regular monomials of length n. These δ-regular monomials form the standard basis of F = F (M δ , X) [32] (it is easy to check that the order needs not to correlate with the total length of monomials as it is assumed in [32] ). On further properties of these algebras and varieties, see, e.g., [8, [13] [14] [15] . Let V be an arbitrary variety, then by F (V, X) we denote its relatively free algebra generated by set X. In case |X| = k, one has the relatively free algebra of rank k, which will be denoted also as F (V, k).
For δ = 0, we interpret the above basis monomials as plane rooted labeled binary trees. For example, the element (ab)(c(df )), where a, . . . , f ∈ X, is depicted as the binary tree in Fig. 1 .
Since this tree has a fixed root, it is called rooted. The terminal vertices are called leaves. If a tree consists of a unique vertex then, by definition, this vertex is the root and a leaf as well. Our trees are binary, i.e., each vertex distinct from a leaf has two edges going up, thus yielding two subtrees. A vertex distinct from the root has also an edge going down. Any tree is a planar graph, i.e., it can be embedded into the plane in such a way that no two edges intersect [3] . An embedding of a tree into the plane is called a plane tree. In general, there are different embeddings of a tree into the plane. Two plane trees are considered to be isomorphic if they can be identified by a homeomorphism of the plane that keeps orientation. While studying absolutely free algebras, we obtain plane trees.
By the weight of a tree we call the number of its leaves, in the example above the weight equals 5. This differs from common approach when the weight is the number of vertices of the graph [10, 16] . Our definition is motivated by study of δ-algebras. We call a tree labeled if each leaf is marked by an element of some set X, in this case other vertices are uniquely labeled by monomials. Let us define an elementary swinging of a plane (labeled) rooted binary tree. We take a vertex different from a leaf and interchange two subtrees growing up from this vertex. These elementary swingings generate the swinging group of the tree. We refer to a swinging as an automorphism provided that the (labeled) tree remains invariant (with all labels). Orbits under action of the swinging group can be considered as different space trees. A plane tree with the trivial automorphism group we call non-symmetric.
The above arguments yield the following interpretation.
Lemma 2.1.
There is a one-to-one correspondence between the standard basis of the free δ-algebra F δ (X) and the following rooted binary trees labeled by X:
(1) plane trees, for δ = 0; (2) space trees, for δ = 1; (3) space non-symmetric trees, for δ = 2.
For a graded algebra A = ∞ n=1 A n we define the Hilbert-Poincaré series as
Suppose that we have a disjoint union X = ∞ n=1 X n , |X n | < ∞, then we call X finitelygraded. Define series H(X, t) = ∞ n=1 |X n |t n . We consider that the elements of X n have weights n, thus obtain induced grading on F δ (X), and write the respective series H(F δ (X), t) = ∞ n=1 λ n t n , where λ n = λ n (F δ (X)). The description of the bases above yields the recurrent relations for n 2:
where we assume the terms with λ n/2 to be present only for even n.
be the free δ-algebra generated by a finitely-graded set X.
Proof. Denote by N the set of all δ-regular monomials. First, consider the case δ = 1. We define a mapping τ : N × N → N \ X by τ (u, v) = uv for u v and τ (u, v) = vu for u < v. It is surjective; moreover, the monomials uv ∈ N , where u > v, have two inverse images while uu ∈ N have only one. We obtain
It is surjective and has two inverse images for all elements. Therefore,
The case δ = 0 is treated similarly. Remark that all three relations also follow from (1). 2
Enumeration and asymptotics for free δ-algebras
In case of absolutely free algebras, we consider the relation of Lemma 2.2 as a quadratic equation with respect to Φ(t). Thus, we get a well-known formula
A n be a graded algebra, then one defines the exponent of its growth (in [17] this notion is called entropy)
By writing Exp A we always suppose that the limit exists. This notation we also use for graded spaces. It is well known that in case X = X 1 , |X| = k, the coefficients are expressed via the Catalan numbers [8, 11] C n = 1 n + 1 2n n , n 1:
Let us treat the other formulas of Lemma 2.2 as quadratic equations. Suppose that H(X, t) = kt and denote Φ δ (t) = H(F δ (X), t), where δ = 1, 2. We get equations
By iterating further, we obtain the following. 
. Now suppose that the inductive assumption is true for some s 0. By construction, we obtain:
Let us prove by induction on n that λ
Suppose that this fact is valid for all i < n, where n 2 s+1 . By the inductive assumption for s, we have λ
We compare the recurrent relations (1) and (7) and conclude that λ
Asymptotics below are found using methods developed by Otter [18] (see also [1, 10] ), where he found an asymptotic for the number of space rooted unlabeled binary trees, in our notations they correspond to the basis of F (M 1 , 1).
Proof. Denote
and let η > 0 be the radius of convergence.
Similarly to (2) and (3), we have lim n→∞ n λ n = 2k. We compare the recurrent relation forλ n with (1) and prove by induction that λ n λ n for all n 1. Hence, η 1/(2k) < 1.
Since the coefficients are positive, t = η is a singularity, i.e., there is no analytical continuation in any neighborhood of this point. The function Φ(t) increases on 0 t < η, it is also bounded Φ(t) 1 by virtue of (4). Hence, it tends to some limit; moreover, it is well known that it tends to the sum of the series lim t→η−0 Φ(t) = Φ(η).
The following function is analytic in each of two complex variables:
where √ η > η. Consider the functional equation
By (4), y = Φ(t) is a solution of (9) in the circle |t| η. In particular, the point (t 0 , y 0 ), where t 0 = η, y 0 = Φ(η), satisfies (9) . We have ∂f (t, y) ∂y
Suppose that y 0 = 1. Then the above partial derivative is non-zero and we apply the implicit function theorem. Thus, (9) has a unique local analytical solution y = φ(t) in a neighborhood of t 0 = η such that y 0 = φ(t 0 ). It is an analytical continuation of Φ(t) by the uniqueness theorem. This contradicts to the fact that η is a singularity for Φ(t). Therefore,
By the implicit function theorem, we have the expansion in a neighborhood of η:
Remark that (8) converges on the whole border of the convergence circle and |Φ(t)| Φ(η) = 1 at |t| = η. Furthermore, for all points at the border t = η we have Φ(t) = Φ(η) = 1. So, the partial derivative (10) at (t, y), y = Φ(t) = 1 is non-zero. Hence, all points of the circumference |t| = η except t = η are regular. Now we can apply a modification of the implicit function theorem [10, §9.5] . It says that in case b 1 = 0 the coefficients of the expansion (8) have the asymptotic
Consider series:
On the other hand, by substituting y = Φ(t) in (9) and differentiating, one obtains
Making use of (12) and (13), we take a limit t → η − 0 and find
Finally, (11) yields the first claim by setting
). Let us apply the estimates 0 < Φ(η 2 ) < η. Indeed, the lower estimate is obvious. Recall that the series has non-negative coefficients and no constant term. Since η < 1, we get Φ(η 2 ) < ηΦ(η) = η, thus we get the upper estimate. Substituting these estimates, we obtain
We iterate (4):
Then by Φ(η) = 1 we get:
Further iterations yield
The growth of our algebra is roughly bounded by the growth of the absolutely free algebra. We use (2) and apply the estimate a b obtain the bound λ n 1 4 (4k) n , n ∈ N. Let denote for all respective coefficients of two series. We obtain the following estimate:
We use the upper bound (14) in this estimate and obtain
We substitute this value into (15) and see that the asymptotic (16) does not change. The second claim is proved.
By (17), (14), and (19), there exists a number 0 θ 1 such that
for some 0 θ 1 1. The last claim follows by s → ∞. 2
Remark that dim F (M 2 , 1) = 1, i.e., the free anti-commutative algebra generated by one element is one-dimensional. So, we assume that k 2.
Proof. Similarly, we denote Φ(t) = H(F, t) = ∞ n=1 λ n t n , let η be the radius of convergence. By virtue of (5), we have the functional equation
Similarly, we prove that Φ(η) = 1 and obtain
On substituting y = Φ(t) into (20) and differentiating, we have
We take the second iteration of (5):
Using
, thus the lower bound (14) remains valid 1/(2k + 1) η. The estimate (18) also holds for F and we use bounds 1/(2k + 1) η 1/k and obtain
From (22) we obtain the quadratic equation
We find the minimal root, taking into account (23):
Finally, we have
Remark. In case M 2 we can also iterate (21) s times and use Φ(η) = 1, thus we get an algebraic equation for η of degree 2 s−1 that contains the term Φ(η 2 s ) 2k −2 s +1 . Unlike the case with M 1 , this equation is complicated and we have no explicit formula for the exponent.
Recall that in both theorems
We present the results of computations of the constants Exp F (M 1,2 , k) = µ = 1/η and b 1 in Table 1 . 
Complexity functions for varieties
Suppose that V is a homogeneous variety of linear algebras. First, let us give a definition of its complexity function. It is defined in terms of the relatively free algebra of countable rank F (V, X) and may be considered as a characteristic of both V and F (V, X). These functions are analogues of Hilbert-Poincaré series for finitely generated algebras and in the paper we try to treat both types of functions simultaneously.
Let F (V, X) be the free algebra of V generated by countable set of generators X = {x i | i ∈ N}. We denote by P n (V) ⊂ F (V, X) the subspace of all multilinear elements of degree n in {x 1 , . . . , x n }. This gives rise to the codimension sequence, which is an important characteristic of V:
Yu.P. Razmyslov suggested that for a variety of Lie algebras one should consider the socalled complexity function [28] . Let us also define the complexity function for V as
This is an example of exponential generating functions which are widely used in combinatorics [9, 34] . V. Drensky started to use such functions for varieties of algebras, namely, he computed them for some associative varieties [4] . The complexity functions proved to be useful for the study of the codimension growth for varieties of solvable Lie algebras [20, 25] . There are further applications in case of associative algebras [6, 26] . Next, we need some basic facts on complexity functions. We shall also consider complexity functions in a somewhat more general situation. Suppose that an algebra (groupoid) is generated by a countable set X = {x i | i ∈ N}. Let A be a homogeneous subspace in this algebra (subset of the groupoid). For any set of distinct elements X = {x i 1 , . . . , x i n } ⊂ X we denote by P n (A, X) the linear span (subset) of all multilinear elements of degree n in elements from X in A. Suppose that dimension of this linear span (number of elements) c n (A, X) does not depend on X but depends on n only. In this case we say that A is Xuniform, and write c n (A) = c n (A, X), or we say that A has the complexity function with respect to X, the latter being written as
For associative algebras and groupoids with unity, by definition we set c 0 (A) = 1 provided that the unity belongs to A. The following lemma explains applications of the complexity functions.
Lemma 4.1 [9] . Let Γ be a groupoid (algebra) generated by X = {x i | i ∈ N}, that is multihomogeneous with respect to X; the multiplication is denoted by * . Suppose that subsets (subspaces) A ⊂ Γ , B ⊂ Γ are X-uniform.
multihomogeneous and linearly independent).
Then
Suppose that there exists a basis for F = F (V, X) consisting of some δ-regular monomials. We consider rooted binary trees of the respective type. Then c n (V) is the number of all such trees of weight n the leaves of which are labeled by n distinct elements of X, say {x 1 , . . . , x n } ⊂ X. Now, we can easily compute the complexity functions for free δ-algebras. In terms of binary trees, the complexity functions enumerate rooted binary trees of the respective three types, the leaves of which are labeled by distinct elements of the countable set X = {x i | i ∈ N}. 
Proof. Denote by N the set of regular monomials for
Its restriction on multilinear monomials has exactly two inverse images. Denote
We apply Lemma 4.1 and obtain, respectively:
Consider the case
We compare this formulas with (2), (3) and express the codimension sequence in terms of the Catalan numbers and obtain asymptotics.
These examples suggest to introduce the following invariant for the variety V:
In our three cases, we have E(M 0 ) = 4 and E(M 1 ) = E(M 2 ) = 2.
Two notions of solvability and prohibited subtrees for binary trees
We define the notion of solvability for δ-algebras in a natural way. We define recurrently monomials S 1 (X 1 , X 2 ) = X 1 * X 2 and
We call an algebra solvable of length q provided that it satisfies the identical relation S q (X 1 , . . . , X 2 q ) ≡ 0. In case q = 1 the algebra is said abelian. The variety of δ-algebras solvable of length q we denote by A q δ . Similarly to the theory of Lie algebras, given a δ-algebra L, we define series of the commutator subalgebras by
Hence, the solvability of length q is equivalent to the condition L (q) = 0. Another equivalent condition is that there exists a chain of subalgebras such that Remark that L (i) are subalgebras only and may not be ideals for L. Given a subalgebra H ⊂ L, we define the ideal in L generated by H as
where all arrangements of brackets are considered. Moreover, in Section 11 we consider absolutely free algebra L = F 0 (X) and show that the ideals Id L (L (q) ) are essentially bigger than the commutator subalgebras L (q) for all q 2.
We call a δ-algebra L completely solvable of length q provided that there exists a chain (24) the terms of which are ideals in L. We also define series of the augmented commutator subalgebras by
) for i 0. Then, the complete solvability of length q is equivalent to L [q] = 0. The class of all such δ-algebras we denote by S q δ . It is not difficult to see that this is a variety, which is defined by an infinite set of identical relations in case q 3.
Let us denote by T q the complete binary tree of height q, where q 0. Instead of a formal definition, we draw the complete binary tree of height 3 in Fig. 2 .
We define reductions of binary trees as follows. We fix a vertex distinct from a leaf, cut one of branches growing up, and draw one edge instead of two remaining edges that go from this vertex thus deleting the vertex. The next result gives a geometrical interpretation to the notions of solvability and complete solvability in terms of trees. (2) Let us prove by induction on q = 0, 1, . . . , that the basis monomials of the augmented commutator subalgebra F [q] contain T q after some reductions. The case q = 0 is trivial. Consider u = vw, where v, w ∈ F [q] . By the induction hypothesis, both v, w contain T q after some reductions. We consider the paths connecting the roots of v and w with the root of u, and convert these paths into edges using reductions. Hence, u contains T q+1 after some reductions. Forming the ideal
Since v is a submonomial of u, we conclude that u ∈ F [q] . The converse statement is proved.
Therefore, we obtain the basis for F (S q δ , X) ∼ = F /F [q] , that consists of all δ-regular monomials not containing T q after arbitrary number of reductions. 2 (1) and F [2] (2) ). Therefore, these two notions coincide in the metabelian case A 2 δ = S 2 δ . But in case q 3 these two classes are different. Indeed, the tree in Fig. 3 yields a non-zero basis monomial in F (A 3 0 , X), but it equals zero in F (S 3 0 , X) by virtue of one reduction.
Enumeration of completely solvable δ-algebras
The results of this section have the following geometrical interpretation. Namely, we enumerate binary rooted trees not containing T s after arbitrary number of reductions. Recall that T s is the complete binary tree of height s. The Hilbert-Poincaré series H(F (S s δ , k), t) enumerates rooted binary trees of the respective type (see Lemma 2.1), the leaves being labeled by k colors. If we set k = 1, then we enumerate unlabeled trees of the respective type. We prove that all respective functions are rational.
We start with the case of absolutely free algebras. This case corresponds to an enumerating of plane binary rooted trees not containing T s after arbitrary number of reductions. The unlabeled trees are enumerated by H(F (S s 0 , 1), t) = C(S s 0 , t), as follows by the next theorem. (1) The complexity function is rational and computed as follows. Set ψ 1 (z) = z, and
, i 1. 
(3) The Hilbert-Poincaré series for the relatively free algebra of rank k is rational and equals H(F (S s
We start with constructing a special well-ordered basis for the free δ-algebra F = F (M δ , X), where δ = 0, 1, 2 , that is analogous to the basis for free Lie algebras due to Bokut' [2, 29] . We construct it as R(X) = ∞ n=1 R n (X) along with a weight function ω : R(X) → N. Denote for convenience R n = R n (X). Set R 1 = X, ω(X) = 1 and fix an order on R 1 . Suppose that R 1 , . . . , R n−1 are constructed and well-ordered. Let u ∈ R i , v ∈ R n−i , 1 i < n. Then we set w = uv ∈ R n , where in case M 1 we additionally suppose that u v and in case M 2 we assume that u > v. The weight function is defined by ω(w) = max{ω(u), ω(v)} if ω(u) = ω(v) and ω(w) = ω(u) + 1 otherwise. Now it remains to extend the linear order onto R 1 ∪ · · · ∪ R n . We order monomials first, using the weight function ω, second, the total length of monomials and, third, lexicographically from the left in decompositions w = uv. By [32] (see the remark in Section 2), R(X) is a basis for F . Let us split the basis in accordance to the weight function R n = R n (X) = {u ∈ R(X) | ω(u) = n}, and R(X) = ∞ n=1 R n (X). Remark that R 1 = X. (
Lemma 6.1. Suppose that F = F (M δ , X). Let s 0 be fixed. Then
(2) Consider the case s + 1 = ω(u) > ω(v), using induction on the length of monomials, we can assume that u ∈ F [s] , hence uv ∈ F [s] . Also by induction on s = 0, 1, 2, . . . , we check that F [s] is spanned by ∞ n s+1 R n (X). The case s = 0 is trivial. Consider
), s 0. By the inductive assumption, F [s] is spanned by all basis monomials with weight at least s + 1. We observe that all products u * v, where u, v ∈ ∞ n s+1 R n (X), are expressed via basis monomials with weight at least s + 2. Since forming an ideal can only increase the weight, we conclude that F [s+1] is spanned by ∞ n s+2 R n (X). The first claim is proved. Now the second claim follows by
Proof of Theorem 6.1. By the construction of the basis above, we have a disjoint union
.
By Lemma 6.1 we conclude that C(S
The second claim follows by well-known facts on rational functions [33] .
We consider F = F (S s 0 , k) and remark that the respective functions φ i (t) = H(R i , t), i = 1, . . . , s, satisfy the same recurrent relation except for the initial condition φ 1 
, thus proving Claims (3) and (4). 2 Example 6.1. Some completely solvable subvarieties in M 0 (recall that E(M 0 ) = 4). (1) The complexity function is rational and computed as follows. Set ψ 1 (z) = z, and
, i 1.
Then C(S s δ , z) = ψ 1 (z) + · · · + ψ s (z). (2) Let θ s be the inverse to the minimal module of the roots of the denominator of C(S
The Hilbert-Poincaré series for free algebras of finite rank are rational. Set φ 1 (t) = kt, and
where + is in case M 1 and − for M 2 
. Then H(F (S s δ , k), t) = φ 1 (t) + · · · + φ s (t). (4) Let µ s be the inverse to the minimal module of the roots of the denominator of H(F (S s δ , k), t); then Exp(F (S s δ , k)) = µ s .
Proof. By the construction of the basis, we have
Suppose that |X| = k. Denote φ i (t) = H(R i , t), i 1. Similarly to Section 2, we use commutativity (or anti-commutativity) and obtain H(
We compute the generating function for (25):
thus proving the required recurrence relation. By Lemma 6.
1, we get H(F (S s δ , k), t) = φ 1 (t) + · · · + φ s (t).
Suppose that X is countable and consider complexity functions. We observe that We conclude this section by some examples. Table 2 .
Proof. Let ψ i (z)
Example 6.4. Completely solvable subvarieties of M 2 are given in Table 3 .
Enumeration of solvable δ-algebras
The results of this section can be interpreted geometrically as follows. We enumerate binary rooted trees not containing T q , the complete binary tree of height q. The HilbertPoincaré series H(F (A q δ , k), t) enumerates rooted binary trees of the respective type (see Lemma 2.1), the leaves being labeled by k colors. If we set k = 1, then we enumerate unlabeled trees of the respective type.
First, we consider the case of absolutely free algebras. This is equivalent to enumerating of plane binary rooted trees not containing T q . The unlabeled trees are enumerated by 
Then f (z) satisfies the following algebraic equation of degree 2 q−2 over Z[z]:
(2) The Hilbert-Poincaré series for the relatively free algebra of rank k is algebraic and equals
Proof. Consider the free solvable algebra F (A q 0 , X). Recall that it has the basis formed by monomials not containing T q , the complete binary tree of height q. Denote by W the set of all such monomials.
First, we compute the complexity function. Let X be the countable set. Denote by W k ⊂ W , 1 k q, the subset of all monomials that do not contain T k as a root subtree. In 
Now suppose that C(W i , z) = α i (z) for some i ∈ {1, . . . , q − 1}. Consider u ∈ W i+1 . Either u ∈ X or u = vw, we consider the last, non-trivial case. Since v, w also do not contain T q , we have v, w ∈ W . We recall that u does not contain the root subtree T i+1 . Now appear two cases:
(a) both v, w do not contain T i as a root subtree, i.e., v, w ∈ W i ; (b) exactly one factor does not contain T i as a root subtree, i.e., v ∈ W i , w ∈ W \ W i , or vice versa.
Conversely, let us suppose that u, v ∈ W satisfy either (a) or (b). Remark that the sets of subtrees for u = vw and v, w ∈ W differ only by root subtrees of u. Our construction prohibits the root complete subtree of height i + 1 for u, hence that of height q is also prohibited. Therefore, u = vw ∈ W . Moreover, by construction we have u ∈ W i+1 . We apply Lemma 4.1 for the complexity functions of these sets and obtain: 
(t) = H(W, t).
By the above construction, we set β i (t) = H(W i , t), i = 1, . . . , q, and obtain that β 1 (t) = kt and β i+1 (t) = kt + 2β i (t)φ(t) − β 2 i (t), 1 i < q. Thus, we come to the equation β q (t) = φ(t). On substituting β i (t) = α i (kt), i = 1, . . . , q, we obtain the solution φ(t) = f (kt) of this equation. The last two claims follow. 2 Example 7.1. For metabelian case (i.e., solvability of length 2), we have
Example 7.2. In case of the solvable variety of length 3, we obtain a quadratic equation which yields 
Then f (z) satisfies the following algebraic equation of degree 2 q−2 over Z[z]:
Proof. Similarly to the preceding theorem, we define sets W and 
Proof. Suppose that f (z) and α i (z), i = 1, . . . , q, satisfy relations of Theorem 7.
The same arguments prove the next statement. In this case, generally, we have no good formulas. 
Consider its Hilbert-Poincaré series g(t) = H(L, t). Define functions β 1 (t) = kt and
β i+1 (t) = kt + β i (t)g(t) − β 2 i (t) ∓ β i (t 2 ) 2 , 1 i < q.
Then g(t) satisfies the equation β q (t) = g(t).
Example 7.5. In the metabelian case, we obtain a rational function (Theorem 6.2 yields the same):
In case q = 3, we obtain relations similar to (4), (5), and we can proceed further as in Section 3. In case q > 3, the equations are rather huge.
Enumeration of right-nilpotent algebras
Let us denote by r N s δ the variety of δ-algebras defined by the identical relation
We refer to this variety as right-nilpotent of class s. Let L be a δ-algebra. We define the right lower central series
Another equivalent condition is that there exists a chain of subalgebras such that
If δ = 1, 2, then L i are ideals in L, but this is not necessarily the case for δ = 0. Especially for M 0 , we introduce one more definition. Suppose that there exists a series of ideals (27) . Then we refer to L as completely right-nilpotent of class s. Also we define the augmented
Then the complete right-nilpotency of class s is equivalent to L s+1 = 0. The class of all such 0-algebras we denote by cr N s 0 . It is not difficult to see that this is a variety of algebras. Suppose that we impose not only (26) but also all possible products of length s + 1 under all arrangements of brackets. We call this variety nilpotent of class s and denote by N s δ .
In cases δ = 1, 2 we shall use for F = F (M δ , X) a special well-ordered basis. We construct it as R(X) = ∞ n=1 R n (X) along with a weight function ω : R(X) → N. Set R 1 = R 1 (X) = X, ω(X) = 1 and fix a linear order on R 1 . Suppose that R 1 , . . . , R n−1 are constructed and well-ordered. Suppose that u ∈ R i , v ∈ R n−i , 1 i < n. Then we consider that w = uv ∈ R n (X) if and only if u v in case M 1 and u > v for M 2 . Also we set ω(w) = ω(u) + 1. Now we extend the order to R 1 ∪ · · · ∪ R n in the following way. We compare u, v: first, using ω, second according to the total length (i.e., elements of R i are of length i), and finally, lexicographically from the left in decompositions
These two notions of right-nilpotency are geometrically described in terms of the following prohibited subtree. For all s 0 we define Q s as shown in Fig. 4 .
In particular, Q 0 consists of one vertex only. The next lemma gives a geometrical interpretation of two notions of (complete) right-nilpotency in terms of the prohibited subtree Q s . 
We prove by induction on s = 0, 1, 2, . . . that F s+1 is spanned by monomials that contain Q s after some reductions. The base of induction s = 0 is trivial. Suppose that this is true for all numbers less than s 1. Consider a monomial u = v * w, where v ∈ Fs , w ∈ F . By inductive assumption, v contains Q s−1 after reductions. The root of Q s−1 is connected with the root of u by some path. We turn this path into an edge by reductions. Also, w yields the right edge from the root of u. Thus, we obtain Q s as a root subtree of u after some reductions. Hence, F s+1 = Id F (Fs * F ) is spanned by monomials containing Q s after some reductions. We observe that L ∼ = F /F s+1 and we are done. 2
Note that the identical relation ((X
We start with the study of completely right-nilpotent algebras in M 0 . Geometrically, we enumerate plane binary rooted (labeled) trees not containing Q s after arbitrary number of reductions. Here we obtain rational functions. 
, s >1.
(2) Let θ s be the inverse to the minimal module of the roots of the denominator of C (V, z) .
The Hilbert-Poincaré series for the relatively free algebra of rank k is rational and equals
Proof. First, we prove the formula for the complexity function. Suppose that X is countable. Denote by W i the set of all monomials not containing Q i after arbitrary number of reductions, where i 1. Let us prove by induction that C(
. Now suppose that the statement is true for all numbers less than i, where i > 1. Let u ∈ W i . Then either u ∈ X, or u = v * w. We observe that u = v * w does not contain Q i after reductions if and only if v ∈ W i−1 and w ∈ W i . Thus, we obtain a decomposition
We apply Lemma 4.1:
The induction step is proved. By Lemma 8.1, the natural image of W s yields a basis for the relatively free algebra. Therefore,
We use (28) and obtain that H(W i , t) = kt/(1 − H(W i−1 , t)) for i > 1. Now it remains to compare this relations with formulas for C(W i , z) and the result follows. 2 Example 8.1. We consider completely right-nilpotent varieties in M 0 (recall that E(M 0 ) = 4):
The situation changes when we omit the word "completely." Geometrically, we enumerate plane binary rooted (labeled) trees not containing Q s . We obtain algebraic functions. (1) The complexity function f (z) = C(V, z) is algebraic and satisfies
(
2) The Hilbert-Poincaré series φ(t) = H(F (V, k), t) is algebraic and φ(t) = C(V, kt)
. 
Proof. Consider the relatively free algebra F (V, X
The base of induction is C X (W 1 , z) = C X (X, z) = z. Now suppose that (29) is true for numbers less than i, where 1 < i s. Consider u ∈ W i . Either u ∈ X or u = v * w, we consider the last, non-trivial case. Since v, w also do not contain Q s , we have v, w ∈ W . We recall that u does not contain the root subtree Q i . Therefore, v does not contain the root subtree Q i−1 , i.e., v ∈ W i−1 . Conversely, let us suppose that v, w ∈ W and v ∈ W i−1 .
Remark that the sets of subtrees for u = vw and v, w ∈ W differ only by root subtrees of u. Our construction prohibits Q i as the root subtree for u, hence Q s is also prohibited as the root subtree for u. Therefore, u = vw ∈ W , also we have u ∈ W i . Thus, we obtain a decomposition
We apply Lemma 4.1 and use the inductive assumption: 
Example 8.3. The right-nilpotent algebras of class 3 yield a quadratic equation and
Now let us study the situation for M 1 and M 2 . In other terms, we enumerate space binary rooted (labeled) trees (which are additionally non-symmetric in case M 2 ) not containing Q s . Recall that in this case the right-nilpotency coincides with the complete rightnilpotency and we do not need reductions. Moreover, we prove that the right-nilpotency implies the nilpotency of a higher class. Here we use the basis constructed above. 
where we write + in case
Proof. Let us prove by induction that H(R i (X), t) = φ i (t), for i ∈ N; where |X| = k. In case i = 1, by construction, R 1 = X and H(R 1 , t) = φ 1 (t) = kt.
Suppose that our statement is true for all numbers not exceeding i 1. Let us take w = uv ∈ R i+1 ; since ω(u) ω(v) and i + 1 = ω(w) = ω(u) + 1, we get u ∈ R i and v ∈ R 1 ∪ · · · ∪ R i . Now we have two cases.
(1) If u ∈ R i and v ∈ R 1 ∪ · · · ∪ R i−1 then u > v and all such pairs uniquely determine uv ∈ R i+1 . The generating function of all such products is equal to φ i (t)(φ 1 
(2) The other possibility is that u, v ∈ R i and u v (u > v for M 2 ). On the other hand, all such pairs yield uv ∈ R i+1 . The generating function of these products is (φ 2 i (t) ± φ i (t 2 ))/2. We take sum of these two functions and obtain H(R i+1 , t) = φ i+1 (t) . 
Schreier's formula for free δ-algebras
By the classical result of O. Schreier, any subgroup of a free group is again free [30] . A variety of algebras M is called Schreier if any subalgebra in a relatively free algebra F (M, X) is a free algebra in M. This property was established for the class of Lie algebras by Shirshov and Witt [31, 35] . Our three varieties M 0 , M 1 , and M 2 are also Schreier varieties. This fact was discovered for M 0 by Kurosh [12] and for M 1 , M 2 by Shirshov [32] .
Ranks of subgroups in the free groups are given by well-known Schreier's formula [30] . Recently the author has found an analogue of this formula for free Lie algebras in terms of formal power series [23] . The goal of this section is to establish the following analogues of Schreier's formula for the classes of δ-algebras.
We consider only the case δ = 0, other cases are treated in the same way. We apply 
Invariants of absolutely free algebras
In this section we apply Schreier's formula for the study of invariants of absolutely free algebras. Suppose that W = W (x 1 , . . . , x m ) is the free algebra of some variety, then W is homogeneous. We introduce the multidegree α = (α 1 , . . . , α m ), α i 0, with respect to x 1 , . . . , x m , and the degree |α| = α 1 + · · · + α m . Thus, the components arise for the grading by the degree W n and by the multidegree W α , α = (α 1 , . . . , α m ). We consider the following Hilbert-Poincaré series [5, 7] : 
Obviously, the invariant subalgebra W G = {w ∈ W | g · w = w, g ∈ G} is graded W G = ∞ n=0 W G n . We consider the corresponding series H(W G , t) = ∞ n=0 dim K W G n t n . The classical Molin formula on invariants of an action of a finite group on a polynomial ring was generalized to the case of free algebras of varieties.
Lemma 10.1 [7] . Suppose that char K = 0 and W = 
Enumeration of commutator subalgebras for δ-algebras
As another application of Schreier's formula, we enumerate factorspaces by commutator subalgebras. Let F = F (M δ , k) be the free δ-algebra, where δ ∈ {0, 1, 2}. The commutator subalgebra F (q) is spanned by monomials that contain T q as a root subtree (see Section 5). Hence, F /F (q) is spanned by monomials that does not contain T q as a root subtree. The next result enumerates this factorspace. In other terms, we enumerate rooted binary labeled trees of the respective type, such that T q is not a root subtree. Then H(F /F (q) , t) = σ q (t) for all q ∈ N.
Proof. Consider, for example, the case δ = 1. Denote F = F δ (k). We have a series of the commutator subalgebras F (0) = F and F (i+1) = F (i) * F (i) K for i 0. Suppose that X i+1 is a free homogeneous generating set for F (i) , for all i 0. Denote φ i (t) = H(X i , t), i 1, then φ 1 (t) = kt. Remark that H(F (i) /F (i+1) , t) = H(X i+1 , t) = φ i+1 (t). Let us prove by induction on i that H(F /F (i) , t) = σ i (t), i 1. The base of induction i = 1 is trivial H(F /F (1) , t) = H(X 1 , t) = kt = σ 1 (t). Now we suppose that H(F /F (i) , t) = σ i (t) for i 1. We apply Theorem 9.1 to the inclusion F ⊃ F (i) :
H(X i+1 , t) − H(X 1 , t) = σ i (t) Φ(t) − σ i (t)/
The following computation yields the induction step: Remark. So, the factorspace by the second commutator subalgebra (q = 2) is not only of the same exponent 4k, but also asymptotically is just one half of the size of the whole of the absolutely free algebra. In cases q = 3, q = 4 these factorspaces are 15 16 and 2047 2048 , respectively, of the size of the absolutely free algebra. On the other hand, let us consider the free metabelian algebra F (A 2 0 , k) ∼ = F / Id F (F (2) ), then by Theorem 7.1 and Example 7.1, we have
We see that the commutator subalgebra F (q) is just a tiny part of the ideal generated by this subalgebra Id F (F (q) ), for all q 2.
