An Algorithm for Guideline Transformation: From BPMN to SDA  by Martínez-Salvador, Begoña et al.
 Procedia Computer Science  63 ( 2015 )  244 – 251 
1877-0509 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Program Chairs
doi: 10.1016/j.procs.2015.08.340 
ScienceDirect
Available online at www.sciencedirect.com
The 5th International Conference on Current and Future Trends of Information and
Communication Technologies in Healthcare (ICTH 2015)
An Algorithm for Guideline Transformation: from BPMN to SDA
Begon˜a Martı´nez-Salvadora,∗, Mar Marcosa, David Rian˜ob
aDpt. of Computer Engineering and Science, Universitat Jaume I
Av. de Vicent Sos Baynat s/n, 12071 Castello´n, Spain
bResearch Group on Artiﬁcial Intelligence, Universitat Rovira i Virgili
Av. Paı¨sos Catalans 26, 43007 Tarragona, Spain
Abstract
The Business Process Modelling and Notation (BPMN) is a widely-accepted standard for process modelling, which can be used to
model the clinical processes contained in guidelines. Computer systems based on guidelines need to embed these clinical processes,
e.g. using a Computer-Interpretable Guideline (CIG) language. However, encoding guidelines in a CIG language is a diﬃcult task
which is usually performed by technical staﬀ. Building on our previous work, the transformation-based reﬁnement of guideline
models, in this paper we describe an algorithm to transform BPMN models into the SDA CIG language. The use of BPMN has
the potential to empower clinicians in the modelling task. In combination with the transformation algorithm, this can lead to an
increased adoption of CIG languages, SDA and others.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Program Chairs.
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1. Introduction and motivation
Business Process Modelling (BPM) technologies are spreading out to diﬀerent domains, being healthcare one of
the most challenging ones1. As recent works show2,3, BPM is becoming more popular in the clinical ﬁeld. Here
BPM can provide solutions to support not only organizational but also clinical processes. One of the strengths of
BPM is that it can separate the logic of processes from their implementation, thus enabling an abstract view before
undertaking the implementation.
Business Process Modelling and Notation (BPMN) is a standard notation for process modelling. It is widely ac-
cepted mainly because of two factors, namely instrumentality and easiness for creating models1. Research works
using BPMN in the clinical domain reported quick and intuitive familiarization with BPMN, and better understanding
for non technical staﬀ2,3. Despite this apparent simplicity, BPMN is formal enough to provide the basis for a later im-
plementation. Although BPMN 2.0 speciﬁcation4 provides some execution semantics in terms of BPEL, in this work
we do not consider BPMN as the target language, but rather as an initial speciﬁcation that guides the implementation.
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Clinical guidelines are usually text documents which describe the clinical procedures to be performed to diagnose
and/or treat a particular disease. Any computer system based on guidelines needs to embed the clinical procedures
they contain, e.g. using a Computer-Interpretable Guideline (CIG) language. CIG languages are speciﬁcally designed
to capture the medical knowledge of clinical guidelines, although they may also be used in clinical pathways. Most
of the CIG languages support graphically editing and authoring of CIGs. Still, encoding clinical guidelines in a CIG
language remains a diﬃcult task.
This paper relies on the use of BPMN for the speciﬁcation of guideline processes, a CIG language for their im-
plementation, and an algorithm to transform guideline models in BPMN into the CIG language of choice. The use of
BPMN has the potential to empower domain experts to address the modelling task5. Moreover, the eﬀort of modelling
the clinical guideline in BPMN can be leveraged for the implementation of the model in diﬀerent CIG languages, pro-
vided that appropriate transformation algorithms are developed.
2. Related work
Research works on the transformation between diﬀerent process modelling languages propose generic transforma-
tion strategies based on the distinction between two major paradigms for BPM languages: graph-oriented languages
(such as BPMN, XPDL, EPCs) and block-oriented languages (such as BPEL and BPML)6. One of the transformation
strategies from a graph-oriented language to a block-oriented one is the so-called structure-identiﬁcation strategy7,
which exploits the graph-oriented paradigm of the source language. The business process model is read into a directed
graph, where tasks, gateways, and events are the nodes, and sequence ﬂows are the arcs. The structure-identiﬁcation
strategy requires the deﬁnition of relevant structures in the target language, and then the identiﬁcation of equivalent
structures, called components, in the input graph. Every time a component is identiﬁed in the source graph, it is
mapped to the target language and replaced according to some rules, so reducing the input graph. This structure-
identiﬁcation strategy has been successfully used to transform BPMN to BPEL7, and XPLD to HTP8.
In a previous work5 we have adapted the structure-identiﬁcation strategy to the domain of clinical guidelines and
we have successfully applied it to transform BPMN models to PROforma9. Here we apply a similar approach to
obtain a semi-automatic transformation from BPMN to SDA10, an essentially diﬀerent CIG language. While in SDA
(states-decisions-actions) processes are described in terms of states and transitions, in PROforma they are deﬁned in
a more procedural way. In the context of clinical guidelines, the work of Gonza´lez-Ferrer8 transforms from XPDL to
HTN, and the work of Domı´nguez11 obtains Java modules from UML state diagrams. However, none of them deal
with CIG formalisms. To our knowledge, our works are the only approaches that speciﬁcally deal with CIG languages.
3. Clinical Guidelines in BPMN
BPMN is an increasingly important standard for process modelling. It provides about 50 modelling elements, but
studies show that a common core set and an extended core set of elements, representing about 24% of the total, con-
stitute the most frequently used elements to design process models12. We have modelled diﬀerent clinical processes
in BPMN. For them, we have used most of the BPMN elements included in the core and extended core sets but also
some elements from the specialist set12. These BPMN elements include: start events, end events, tasks, gateways
(XOR, OR and AND ones), sequence ﬂows (plain, conditional and default ﬂows), subprocesses and loop activities.
The start/end events indicate where a particular process will start/ﬁnish. Tasks are atomic activities and represent
the actions to be performed. Moreover, gateways control the branching and merging of ﬂows in a process. The
diﬀerent types of gateways correspond to diﬀerent control ﬂow structures, be they multiple alternative paths (XOR and
OR gateways) or parallel ones (AND gateways). Besides, gateways can be classiﬁed as split or join ones, depending
on whether the process ﬂow is branched or merged at that point. The elements in a process are usually connected by
sequence ﬂows. Naturally, split gateways are usually followed by conditional and/or default sequence ﬂows.
A subprocess is a compound activity which is shown as a single node containing its own process. BPMN allows you
to specify diﬀerent types of markers for activities. In the context of clinical guidelines, we have used the loop marker
which indicates that a particular activity may be repeated. Unlike the work by Ouyang7, we deal with subprocesses
and loop activities. Clinical guidelines may contain rather complex processes and the use of subprocesses improves
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Fig. 1. A BPMN model representing the clinical processes for the diagnosis of chronic heart failure in BPMN.
the clarity by encapsulating some parts. Thus we deal with graphs that can contain subgraphs. Clinical guidelines
may also contain iterative processes that can be adequately represented with the loop elements of BPMN.
A clinical guideline is represented in BPMN as a graph with one start event and one end event. Tasks, subprocesses,
and gateways are connected by means of sequences ﬂows. All these elements have one incoming and one outgoing
sequence ﬂow, except in the case of gateways. For guideline modelling purposes, we concentrate on structured BPMN
graphs. Broadly speaking, a structured model is one in which every split gateway has its corresponding join gateway
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of the same type, and in which all split-join pairs are properly nested. Structuredness is not a limitation, but a desirable
property of business process graphs. As an illustration, Figure 1 shows a BPMN model of a guideline for the diagnosis
of chronic hearth failure.
4. Clinical Guidelines in SDA
SDA10 is a formal language to describe health care procedures as graphs. It was initially conceived to mine the
data of the clinical processes registered in the electronic health records in a health care institution, though it was also
applied to represent the procedures described in clinical guidelines.SDA is based on state, decision, and action terms.
State terms represent signs, symptoms, ﬁndings, and antecedents that are useful to describe the health condition of a
patient, a step in the treatment, or a stage in the disease, such as “elevated blood pressure”. Decision terms represent
observations that health care professionals may consider in order to make decisions, such as “a BNP test is needed”.
Finally, action terms are either pharmacological or non-pharmacological descriptors of the components in a treatment,
e.g. “make breast X-Ray”.
SDA deﬁnes states, actions, and decision using the above-mentioned terms. A state is deﬁned in terms of a set
of state terms which specify situations that deserve a particular course of action. Likewise, an action is deﬁned as a
set of action terms, which represent proper activities involved in the health procedure. In the SDA graph, states and
actions can be connected by plain connectors that describe temporal or atemporal treatment ﬂows. Connectors may
incorporate delay intervals that describe the minimum and maximum delay time before executing the next element
in the ﬂow. Finally decisions deﬁne divergences in the treatment, e.g. to represent alternative treatments in front
of risk factors. Decisions depend on conditions that are expressed by means of decision terms associated to the so-
called conditioned connectors. Decisions may use otherwise connectors, which will be followed in case none of the
alternatives is applicable.
A clinical guideline is represented in SDA as a connected graph whose nodes are states, actions and decisions, and
whose arcs are connectors. In principle, there are no restrictions in how the SDA elements are connected. Neither
there are restrictions in the number of incoming/outgoing connectors of an SDA element. Decisions are the only
elements that can be related to conditioned and otherwise connectors. With respect to control ﬂow structures, the
only way to represent parallelism is by grouping the set of action terms corresponding to the parallel activities in an
SDA action. Sequential control structures can be achieved either by using temporal connectors or by inserting states
between each pair of consecutive actions.
The execution of an SDA graph proceeds as follows. Initially all the states whose state terms/conditions are
satisﬁed given the current patient circumstances will be eligible to start. In case there are several eligible states, the
health professional will choose one. Then, the connectors will be followed until a state is found whose terms are not
satisﬁed, or until a connector with a delay is reached. Thus, the recommendations for the patient will be the action
terms in all the actions along the followed path. When a decision is reached, all the outgoing conditioned connectors
whose decision terms are satisﬁed will be eligible to be followed. If none of the conditions are met, the default
connector will be followed.
5. Transformation of BPMN to SDA
The method is based on the identiﬁcation and later transformation of certain structures of interest in the input graph.
The input is a structured graph representing the BPMN model.
5.1. BPMN structure identiﬁcation for SDA
The approach ﬁrst requires an analysis of the structures of interest in the target language. After that, the process
goes through the identiﬁcation of suitable structures, called components, in the source graph. SDA allows the de-
scription of states, decisions, actions, and concurrent actions. Moreover, connectors are used to describe sequences,
non-deterministic ﬂows and loops10. In the input graph, concurrences are represented by AND-gateways, decisions
correspond to XOR-gateways, non-deterministic actions correspond to OR-gateways, and sequences are represented
by sequence ﬂows4.
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We have adapted the structure identiﬁcation strategy by Ouyang7, as detailed next. The algorithm identiﬁes se-
quences and parallel components within the input BPMN graph. A parallel component starts with a split gateway that
divides the ﬂow into diﬀerent branches which are ﬁnally synchronized by a join gateway of the same type. Diﬀer-
ent gateways give rise to diﬀerent parallel components: AND-parallel, OR-parallel, or XOR-parallel. In the case of
XOR/OR split gateways, the outgoing arcs can be labelled with conditions. The start and end events are not consid-
ered part of the sequential or parallel components. Each node within a parallel component or taking part in a sequence
can represent a task or another component. As an illustration, the whole graph of Figure 1 is an XOR-parallel com-
ponent whose upper branch contains a sequence of two other XOR-parallel components. Every time a component is
identiﬁed, it is stored and replaced by a component node. The process is repeated until the graph is reduced to a single
component node, which is always possible for structured graphs6.
5.2. Transformation to SDA
The transformation to SDA starts with the start event of the BPMN graph and then it continues with the single node
component resulting of applying the above identiﬁcation algorithm. The proper transformation is applied to this node.
Then, the node is replaced by its content and the algorithm proceeds by transforming the nodes within this content.
These two steps are successively repeated until we reach nodes that represent BPMN events, tasks, or gateways. These
terminal nodes cannot be further replaced. This is a tree-guided transformation that starts at the root node obtained
after the identiﬁcation process and follows a preorder traversal. Table 1 summarizes the transformations between
BPMN components/elements and SDA. Some of them require further explanations.
Transformation of AND-parallel components. An AND-parallel component implements the division of a control ﬂow
into several ﬂows, which run in parallel until they merge again. In SDA, concurrency of actions is represented with
multiple terms contained in the same SDA action. We can apply this transformation only when there is a single task
in all the branches of the component. Considering this restriction, an AND-parallel component is transformed to an
SDA action containing one term for each of the BPMN tasks in the branches of the AND-parallel component.
Transformation of OR- and XOR-parallel components. OR- and XOR-parallel components represent decisions. The
split gateway is transformed into an SDA decision. The conditions of the outgoing sequence ﬂows are transformed
to decision terms and each conditional sequence ﬂow is transformed to an SDA conditioned connector. If there is a
default sequence ﬂow, then it is transformed into an otherwise SDA connector. Since it is possible to ﬁnd either a
sequence, a component node, or a terminal node in each branch of the component, the proper transformations must be
applied. Finally, the join gateway is transformed into an SDA state that will merge all the ﬂows.
Transformation of sequences. In BPMN, a sequence ﬂow is represented graphically by a directed arc, indicating that
one object cannot start until another object has completed. However, in SDA, a connector indicates control ﬂow
instead of a sequence. Then, a sequence has to be modelled either with time constraints in the connectors, or by
inserting states between the nodes to ensure that the state term is fulﬁlled before enacting the next node. We have
opted for the latter option. For that, we need the notion of execution context. The execution context in a given point
of the SDA graph is calculated from the states, actions, and decision terms along the path from the initial state to that
point. Once calculated, it will be used as the term for the state in that point of the SDA graph.
When transforming a sequence, we map each node of the sequence to SDA according to Table 1, and introduce an
adequate SDA state between each pair of consecutive nodes. As an example, Figure 2 depicts an extract of a BPMN
model consisting in a sequence of four elements, including an XOR-parallel component and an AND-parallel one.
Figure 3 shows the SDA resulting from the transformation of this model, with states interleaved in the sequences.
Transformation of subprocesses. Each subprocess has its own subgraph and the transformation algorithm is applied
to it. SDA does not have a modelling element equivalent to a subprocess. For that reason, the transformation of
a subprocess links the ﬁrst and last SDA elements of the resulting subgraph with the upper-level SDA graph. For
example, Figure 1 has the subprocess ECG&XRay whose resulting transformation has been linked as a decision in the
main graph, as shown in Figure 5. On the other hand, parallel ad-hoc subprocesses represent the parallel execution of
its content. They have been transformed in the same way that AND-parallel components.
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Table 1. Transformations BPMN - SDA
BPMN SDA
start event state
task action
sequences states with execution context
AND-parallel component action with several terms
split OR/XOR-gateway decision
join OR/XOR-gateway state
conditional sequence ﬂow conditional connector
default sequence ﬂow otherwise connector
Fig. 2. An example of a BPMN process model containing a sequence with diﬀerent parallel components
Fig. 3. Transformed SDA for the BPMN diagram in Figure 2. Circles represent states, diamonds are decisions, and rectangles represent actions.
Fig. 4. A schema for the transformation of a BPMN loop subprocess (with maximum number of iterations and a condition) to SDA.
Transformation of loops. Activities can have loop features, namely a loop condition to be tested before/after each
iteration, and/or a maximum number of iterations. We propose diﬀerent transformation schemas depending on these
features. E.g. if the loop combines a maximum number of iterations with a condition, the transformation includes
states to represent the end of each iteration, and decisions to check the condition (see Figure 4).
6. Application to a Heart Failure Guideline
We have applied the transformation algorithm to a BPMN model for the diagnosis of acute and chronic heart
failure according to the ESC guideline13. Figure 1 shows this BPMN model, which comprises 10 split and 10 join
XOR-gateways, 2 sequential ad-hoc subprocesses, 2 subprocesses and 23 tasks. Figure 5 shows the SDA model
resulting from the transformation, or transformed SDA, for this BPMN model. The transformed SDA comprises 23
states, 14 decision nodes, and 27 actions. Like the input graph, the transformed SDA is structured. Thus, most of
the SDA states act as synchronizing nodes. The reason for this similar structure is that the transformation is guided
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Fig. 5. Simpliﬁed representation of the transformed SDA model of the guideline of Figure 1. State terms are not shown to improve readability of
the ﬁgure.
by the graph structure, and also that the two languages are graph-oriented. We have tested the transformed SDA
for diﬀerent groups of patients, representing the diﬀerent diagnostic paths, and have checked that the SDA model
proposes recommendations in accordance with the clinical guideline.
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It is expected that the more complex a guideline is, the greater the number of subprocesses in the BPMN speciﬁ-
cation. Since SDA does not have an element to represent subprocesses, all processes are at the same level. This fact
can have a negative impact in the readability of the model, although this is not a consequence of the transformation
process but of the features of the SDA language. On the other hand, parallelism is represented in SDA with multiple
terms in the same action. This implies that it is not possible to represent parallel procedures in general. The above
issues are the most remarkable diﬀerences in comparison with the transformation from BPMN to PROforma5.
7. Conclusions
In this paper we address the transformation between two graph-oriented languages in the context of clinical guide-
lines. Concretely, we have implemented an algorithm to transform a BPMN model of a guideline into the SDA CIG
language. The transformation algorithm is similar to the approach we used for the transformation to PROforma5,
language diﬀerences aside. This approach relies on the identiﬁcation of structures of interest in the source graph.
The experiments performed with a clinical guideline about chronic heart failure show that transformation between
the two languages is possible. The analysis of the transformation results shows that the obtained SDA model is
structured similarly to the BPMN input, although all the elements are included at the same level. As consequence the
resulting SDA graph could be of signiﬁcant size, aﬀecting readability. Another drawback regards the representation of
parallelism is SDA, which is limited to multiple terms within an action. This implies that AND-parallel components
cannot be transformed in general. Despite this limitation SDA has been successfully used in several applications in
the clinical domain. The use of our transformation methods can contribute to facilitate its adoption on a larger scale.
Acknowledgements
This work has been supported by Universitat Jaume I through the research project P1·1B2013-15.
References
1. M. Reichert, What BPM Technology Can Do for Healthcare Process Support, in: M. Peleg, L. N., C. Combi (Eds.), AIME2011, no. 6747 in
Lecture Notes in Artiﬁcial Intelligence, Springer-Verlag, 2011, pp. 2–13.
2. H. Scheuerlein, F. Rauchfuss, Y. Dittmar, R. Molle, T. Lehmann, N. Pienkos, U. Settmacher, New methods for clinical pathways. Business
Process Modeling Notation (BPMN) and Tangible Business Process Modeling (t. BPM), Langenbeck’s Archives of Surgery 397 (5) (2012)
755–761.
3. K. Kirchner, C. Malessa, H. Scheuerlein, U. Settmacher, Experience from collaborative modeling of clinical pathways, in: M. Hess, H. Schli-
eter (Eds.), Modellierung im Gesundheitswesen: Tagungsband des Workshops im Rahmen der Modellierung, 2014, p. 13.
4. L. Dugan, N. Palmer, BPMN 2.0 Handbook, Future Strategies Inc. in association with the Workﬂow Management Coalition, 2012, Ch.
Making a BPMN 2.0 Model Executable, p. 71:92.
5. B. Martı´nez-Salvador, M. Marcos, A. Sa´nchez, An algorithm for guideline transformation: from bpmn to proforma, in: Knowledge Repre-
sentation for Health Care, Springer, 2014, pp. 121–132.
6. J. Mendling, K. B. Lassen, U. Zdun, On the transformation of control ﬂow between block-oriented and graph-oriented process modelling
languages, Intl. J. of Business Process Integration and Management 3 (2) (2008) 96–108.
7. C. Ouyang, M. Dumas, W. M. Aalst, A. H. T. Hofstede, J. Mendling, From business process models to process-oriented software systems,
ACM Transactions on Software Engineering and Methodology (TOSEM) 19 (1) (2009) 2.
8. A. Gonza´lez-Ferrer, J. Fdez-Olivares, L. Castillo, From business process models to hierarchical task network planning domains, Knowl. Eng.
Rev. 28 (2) (2013) 175–193.
9. D. R. Sutton, J. Fox, The syntax and semantics of the PROforma guideline modeling language, Journal of the American Medical Informatics
Association 10 (5) (2003) 433–443.
10. D. Rian˜o, The SDA model: A set theory approach, in: Computer-Based Medical Systems, 2007. CBMS’07. 20th IEEE Intl Symp on, IEEE,
2007, pp. 563–568.
11. E. Domı´nguez, B. Pe´rez, Z. M., Towards a traceable clinical guidelines application. A model-driven approach, Methods Inf Med 49 (6) (2010)
571–580.
12. M. zur Muehle, J. Recker, How Much Language is Enough? Theoretical and Practical Use of the Business Process Modeling Notation, in:
20th International Conf on Advanced Information Systems Engineering, LNCS, Springer-Verlag, 2008.
13. J. McMurray, S. Adamopoulos, S. Anker, A. Auricchio, M. Bhm, K. Dickstein, V. Falk, G. Filippatos, C. Fonseca, M. Gomez-Sanchez,
T. Jaarsma, L. Kober, G. Lip, A. P. Maggioni, A. Parkhomenko, B. Pieske, B. Popescu, P. Ronnevik, F. Rutten, J. Schwitter, P. Seferovic,
J. Stepinska, P. Trindade, A. Voors, F. Zannad, A. Zeiher, ESC Guidelines for the diagnosis and treatment of acute and chronic heart failure,
European Heart Journal 33 (2012) 1787–1847.
