

























                 7（m）～jV（O，σ2（m））
とし，簡単のために，σ2（2m）＝σ2（2m－1），m＝1，2，… がたりたつものとする．ここで，
                   1 （1）            ∫（m）＝一（プ（2m）2＋プ（2m－！）2）                   ・2
という変数を考えると，
                     62（2m） 。                 ∫（m）～    λ。                       2
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という形をしていることがわかる．これより，さらに対数変換
 （2）               ∠（m）＝Io9∫（m）
を適用すると
                      ！ （3）                     才（m）～1o9山λξ十109σ2（2m）                      2




                  ▽㌦（m）＝ε（m）
 （4）







 （5）          ツ（m）＝Σα（ゴ，m）ツ（m一ゴ）十〃（n）
                  ゴ＝1
を考える．ただし，〃（m）は平均O，分散σ2（m）の正規白色雑音とする．
 ここで，このARモデノレに対して時変（逆）周波数応答関数
                 m               1   1（6）   λ（∫，・）＝1一君α（プ・・）…（一2π〃）■丁≦！≦丁
を考えることにする．このとき，y（m）の瞬間的なスペクトルが






              1（・）   ∫：1・1州・）12〃一茗1・W，・）12




               ▽莞α（ノ，n）＝o（ノ，n）（ノ＝！，…，m）
 （9）






（1・）   見一∫引㌣m）r・
                  ＝（2π）2足Σノ2尾。（ノ，m）2
                      ．ゴ＝1
は周波数応答関数の后隠微分の意味で，スペクトルの滑らかさを表わしているので，右辺の項
を小さくすることにより，スペクトルの滑らかな推定値が得られる．これは
              α（ノ，m）＝z4点（ノ，n） ノ：1，…，m
              m庄（ノ，m）～N（O，（〃庄）一2）
という制約モデルを導入することにより実現できる．后としては0，1，2，… などが考えられる
が，TVCARでは々＝0と2の二つを同時に考えて
                 δ（プ，m）＝m（ノ，m）
 （11）
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               △＆PARAM△NOUT＝2，＆END





 レコード番号    内   容       フォーマット
    1    データのタイトル     （20A4）
    2   データ数        （I5）
    3    データのフォーマット   （20A4）
    4以降  データY（1），…，Y（N）   3で指定されたフォーマット
以下の計算例では次の様なデータが用いられた．
1…＾RTHQ∪＾1く1≡ D＾T＾：  同YElF 2600
（20F4 0） ・1・1－1－1 0－1 0 0－1 0－1 0－1－1－2 0－2－2－2－1－2  ＾2  －2  －1  －  －2  1  －1  －2  －1  －1  －3  －  －1   0  1  －1   1   1  －1






             ・一・  PR06R＾”  TVC＾R  一・・                MT  g 8
                1D I F 昌  1                T＾u1 昌 O．0001000                丁＾u2 ， 0．3000000                T＾∪3 ＝ 0．0000100                N08S 昌 10                NO∪T g 2                Ml≡SH g  1





   〈。㎝IGIN阯O＾T＾X（I）（ト1．”）・・ N・2600 F㎝…い（Z昨仙）
  同Y l…1ド





         されてし・る．
 GRADIENT ：関数値のパラメータに関する偏微分
RAM     ：線形探索のステップ幅
 E      ：そのときの関数値
 最尤推定値が求まると改ぺ一ジされて，次のように，データ名，プログラム名，モデル，計
算日時，初期推定値，最尤推定値がまとめられた出力が得られる．
一一一 @ D＾T＾  一一一MY E1F
一一一 @ MODEL  一一＿M＾R＝8  I（＾R二2
一一一 @ PROGR＾M  TV＾R  一一一DATE： 85－03－04    TIME：14 48 06
N   2600
  ＜〈＜  INITIAL ESTIM＾TES  ＞＞〉
一一@ PAR＾METER VI≡CTOR  一一一0．921034D＋01  0．120397D＋01  0．115129D＋02
一一 @ GR＾D工ENT  一一 0．220927D＋00  0．330481D＋02 －0．898171D－03
LIKELIトlOOD ＝   一2727，768＾IC       ＝     5463，536
  I     TAU2〈I）  1  0．10000000D－03  2  0．30000000D＋00  3  0．10000000D－04
  ＜＜〈  FIN＾L l…STIM＾TES  ＞〉〉
一一@ PAR＾METER VECTOR  一一一〇．114116D＋02  0．937851D＋00  0．115162D＋02
一一 @ GR＾DIENT  一一 0・226783D－02  0．828236D－02 －0．315199D－03
LI1〈ELIHOOD ≡    一2723，253
＾IC        ＝     5454，506
  I      T＾u2（工）
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図1－1．地震波データ
ENVELOPE I＝UNCT10N
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   図ユー2、変換したデータの分散の対数
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  Time－Varying Autoregressive ModeI
An Introduction to the Program TVCAR
          Genshiro Kitagawa
  （The Institute of Statistica1Mathematics）
    A procedure for the identiication and spectra1estimation of nonstationary time series
is described here．The basic mode1is an autoregressive mode1with time－varying
coe田。ients．Two types of constraint mode1s are introduced to get reasonab1e estimates of
the coe箭。ients．The irst is the mode1for the time evo1ution of the coe冊。ients and the
second for the smoothness of the spectrum at each time．The basic mode1and these two
constraint mode1s are incorporated into a state space mode1form．Computationary
e節。ient Ka1man趾er and the丘xed interva1smoother are used to obtain the time－varying
coe伍。ients and the1ike1ihood of the mode1．The va1ues of the parameters which contro1
the smoothness of the estimated spectrum are determined so as to maximize the like1ihood
of the mode1．Time varying variance of the process is a1so estimated by a simi1ar state
space mode1．
    The usage of the computer program TVCAR which rea1izes the procedure is
exemp1iied by exp1aining the samp三e inputs and the samp1e outputs for an actual seismic
data．Some remarks on the abrupt changes of the parameters are a1so given．
