All correlation measures, classical and quantum, must be monotonic under local operations. In this paper, we characterize monotonic formulas that are linear combinations of the von Neumann entropies associated with the quantum state of a physical system which has n parts. We show that these formulas form a polyhedral convex cone, which we call the monotonicity cone, and enumerate its facets. We illustrate its structure and prove that it is equivalent to the cone of monotonic formulas implied by strong subadditivity. We explicitly compute its extremal rays for n ≤ 5. We also consider the symmetric monotonicity cone, in which the formulas are required to be invariant under subsystem permutations. We describe this cone fully for all n.
Introduction-How can we measure quantify between spatially separated parties? Correlations cannot be generated locally so, at a minimum, any measure of correlation must not increase under local operations. More generally, monotonicity under the action of some relevant set of operations is a typical requirement of any resource measure [1] [2] [3] . This fact has motivated the study and construction of monotonic formulas, or monotones, in both classical and quantum information theory [4, 5] . For example, entanglement measures have to be monotonic under local operations and classical communication [6, 7] . Entropic monotones-monotones that can be expressed in terms of entropy-are especially useful because of its central role in information theory [8] [9] [10] [11] .
The von Neumann entropy, S(ρ) = − tr ρ log ρ, quantifies the information stored in a quantum state ρ [12] . The entropies of a tripartite state ρ 123 satisfy strong subadditivity [13] :
where ρ 13 := Tr 2 (ρ 123 ), ρ 12 := Tr 3 (ρ 123 ), etc. Strong subadditivity (SSA) is a fundamental tool in quantum information theory and beyond (cf [9, 10, 14] ). Remarkably, strong subadditivity gives us all known linear inequalities limiting the von Neumann entropy. This raises two questions:
1. What entropic monotones does SSA imply?
2. Do entropic monotones exist which are not implied by SSA?
Below, we show that given natural simplifying assumptions, the answer to the latter question is no. This in turn means that an answer to the former question-a characterization of monotones implied by strong subadditivity-is, in a sense, exhaustive.
To talk about correlation measures we consider density operators defined over multiple Hilbert spaces. Let N := {1,...,n} and I be a nonempty subset of N , if ρ N is a density operator defined over n systems, then the state of the systems contained in I is given by the partial trace:
. For a given ρ N and each nonempty I ⊆ N we associate an entropy S(I) := S(ρ I ). We call the tuple (S(I)) I⊆N the entropy vector of ρ N and think of it as a point in R 2 n −1 . The topological closure of the set of all entropy vectors associated with n-partite quantum states, which we denote by A n , is a convex cone. That means it is closed under addition and multiplication by non-negative factors [15] .
We seek formulas f α : A n → R which are monotonic under the action of local operations, i.e., local quantum channels, and have the following form:
The vectors α live in R 2 n −1 and, for nonempty I ⊆ N , we let M I be the set of vectors α such that f α is monotonic under local processing of the systems in I. Henceforth, the word monotone will be used to refer to an element of such sets.
We characterize all monotones by first considering formulas that are monotonic under processing of only one system. There are two fairly simple examples of these: First, let I and J be disjoint non-empty subsets of N , and let {j} ∈ I, J. Then strong subadditivity implies that f I,J,j ( S) = S({j} ∪ J) − S(I ∪ {j} ∪ J) is monotonic under processing of j. Second, any formula that does not contain entropies involving system j remains the same when that system is processed. Remarkably, we show below that any formula that is monotonic under processing of j must be a positive linear combination of terms of these two sorts. We can then find the set of monotones under processing on any party by taking intersections of the appropriate sets for single party processing. This is a rather complicated task, which we carry out explicitly for up to n = 5 parties, with results presented in Table 1. For two parties, the mutual information I(1; 2) is the unique monotone under local processing, while for larger numbers of parties we find genuinely new correlation measures. It remains an open problem to find a general prescription for exhaustive enumeration of all monotones for an arbitrary number of parties.
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The most important takeaway from this work is that the only monotonic formulas of the form (1) are the ones implied by strong subadditivity. It is thought that for n ≥ 4, there are linear inequalities that the von Neumann entropy must satisfy which are not implied by strong subadditivity [16, 17] . Our results indicate that even if this were true, such quantities cannot meaningfully measure correlations: local operations could cause an increase in whatever resource that these conjectured formulas might quantify.
Reformulation-We now formalize the notion of monotonicity under local operations. Let N I be a quantum channel, i.e., a linear completely-positive tracepreserving map, that represents an arbitrary processing of some marginal state ρ I for I ⊆ N . It is local if it can be written as a tensor product of single system quantum channels, i.e., N I = i∈I N i . Then a formula f α is monotonic under local processing of I if it satisfies:
for all quantum states ρ N and all local quantum channels N I . Here I N \I is the identity on ρ N \I .
A quantum channel N can be represented as follows:
where U is an isometry and E is an inaccessible environment [18] . This leads us to the following lemma. Lemma 1 A formula f α is monotonic under processing of 1 if and only if the following inequality holds:
i.e., monotonicity under local operations on 1 is equivalent to monotonicity under partial trace on 1.
Proof To prove necessity, observe that tracing out part of ρ 1 is itself a local quantum operation. As for sufficiency, consider the representation from (3) and note
where the first equality is due to the invariance of entropy under the action of isometries. Corollary The set of monotones under processing of 1, denoted by M 1 , forms a convex cone in R 2 n −1 . The monotones under arbitrary local processing are therefore
and also form a convex cone. We can then characterize M N by finding its facets and extremal rays.
Single-System Monotonicity Cone-We shall demonstrate that the cone M 1 is polyhedral, i.e., finitely generated. To do this, we introduce double description (DD) pairs, which give a useful description of convex cones in real space. A pair of real matrices (A, R) is called a DD pair if
We say that the rows of A represent the facets of the cone, while the columns of R are its generators. A cone C is polyhedral if and only if it is finitely generated [19] . That is, there exists some real matrix A such that C = { α | A α ≥ 0} if and only if there exists some real matrix R such that C = { α | α = R γ for some γ ≥ 0}. If the matrix A has full row rank, then the minimal set of generators is unique, up to positive scaling. In that case, C is said to be a pointed cone and there is a one-to-one correspondence between its generators and its extremal rays. Moreover, for each cone C described by a DD pair (A, R), there is a dual cone C ∨ that is described by the DD pair (R T , A T ). This fact is crucial in proving the present result.
Observe that for any quantum state ρ N , processing ρ 1 in no way affects the entropy of ρ K if 1 / ∈ K. For such K, this implies that formulas that have α K = ±1 and all other entries set to zero span a subset of M 1 . Additionally, it can be shown via strong subadditivity that for I ⊆ N such that 1 ∈ I and j / ∈ I, the vectors whose only nonzero entries are α I = −α I∪{j} = 1 correspond to monotones under processing of 1. We shall prove that these two sorts of monotones span M 1 .
Let C 1 = { α | α = R 1 γ for some γ ≥ 0}, where the columns of R 1 are the vectors described in the preceding paragraph. Clearly, this cone is contained in M 1 . It remains to show that M 1 ⊆ C 1 . To do this, we introduce the concept of a lower set in a partially ordered set. Let P 1 (N ) be the set of all subsets of N that contain 1 and let it be partially ordered by inclusion. Then a subset L of P 1 (N ) is called a lower set of P 1 (N ) if: ∀y such that y ⊆ x we have x ∈ L ⇒ y ∈ L. Upper sets are defined similarly. Theorem 1 The facets of C 1 can be given by
for all lower sets L of P 1 (N ) and
Proof Let C 1 = { α | A 1 α ≥ 0}, where the rows of A 1 correspond to the conditions in (4) . We now show that the extremal rays of C 1 are given by the columns of R 1 supplemented by vectors where the sole nonzero entry is α I = +1 for I ∈ P 1 (N ). Denote this larger generator matrix by R 1 . Given the fact that (A 1 , R 1 ) is a DD pair if and only if (R 
for all I, J ∈ P 1 (N ) such that I ⊆ J. We note here that these constraints are nearly identical to the ones satisfied by the quantum relative entropy vector of two states defined over n − 1 systems, with the only difference being a minus sign on the second set of constraints in (7). The extremal rays of the cone of quantum relative entropy vectors, also known as the Lindblad-Uhlmann cone, have been explicitly found for all n in [20] . Implementing the arguments therein, while accounting for the minus sign, proves that the generators of C ∨ 1 indeed have a one-toone correspondence with the lower sets of P 1 (N ). In fact, it shows that the extremal rays of C Finally, since C 1 ⊆ C 1 , then any α ∈ C 1 can be written as a positive combination of the columns of R 1 . How-
FIG. 1:
The red balloons belong to a lower set, whereas the blue ones belong to its complement which is an upper set. This particular lower set corresponds to the inequality α1 + α12 + α13 + α123 ≥ 0.
ever, because α has to satisfy (5), it must be a positive combination of only the columns of R 1 .
We now show that all elements of M 1 must satisfy the constraints (4) and (5) which implies that M 1 ⊆ C 1 . To do this, we use Lemma 1 to rewrite the condition of monotonicity under local processing of 1 as follows:
where S(1 |I):= S(1 ∪ I) − S(I) is a von Neumann conditional entropy. Lemma 2 Monotonicity under processing of 1 implies the constraints of Theorem 1.
Proof Choose a lower set L of P 1 (N ). Then for all I, J ⊆ N with I ∈ L and J / ∈ L, consider the following entropy vector:
This vector can be realized by a classical probability distribution defined over n+1 random variables. Evaluating (8) on it yields the inequality associated with L. Next, observe that evaluating (8) on the entropy vector of a pure maximally entangled state between appropriatelysized subspaces in 1 and 1 yields:
When combined with the inequality associated with P 1 (N ) as a lower set of itself, this yields the promised equality (5) .
The Monotonicity Cone-The results of the preceding section imply that α ∈ M 1 if and only if f α admits the following representation:
where j = 1, 1 / ∈ I and v j,I ≥ 0. Therefore, the monotonicity of f α under local operations is equivalent to the existence of such a representation for all n subsystems, which in turn is equivalent to α simultaneously satisfying the conditions mentioned in Theorem 1 for all n subsystems. In particular, this says that all monotones must be balanced. A formula is balanced if it satisfies all versions of Eq. (5). That is, the sum of all components α I such that i ∈ I must vanish for all i ∈ N .
For n = 1, it is evident that no monotones exist as any quantum state can always be mapped to a state with higher entropy. As for n = 2, only one balanced formula exists, up to multiplicative factors, and it is the mutual information:
It obviously satisfies the inequalities associated with processing on 1, likewise for 2, and so is indeed a monotone.
This can also be seen as a direct consequence of strong subadditvity which asserts the non-negativity of conditional mutual information I(1; 2|3) := S(13) + S(23) − S(3) − S(123).
The case of three systems is more interesting. The following monotone appears: J(1; 2; 3) := S(12) + S(23) + S(13) − 2S(123).
Observe that it vanishes if and only if the tripartite state is a product state, which indicates that it measures some genuine symmetric three-way correlations. It is in fact the quantum mechanical version of Han's dual total correlation for three random variables [21] . An operational interpretation of this quantity remains elusive both classically and quantum mechanically.
The first novel monotone arises in the case of four systems: It is not immediately obvious what to make of this asymmetric quantity, but seeing that it is equal to both I(2; 3|1)+I(1; 34) and I(1; 4|3)+I(3; 12), we suspect that it measures some kind of four-way correlation along the 12|34 partition. We note that enumerating the extremal rays of M N for large n seems to be a highly non-trivial task. Below is a table of all monotones, up to system permutations, for n ≤ 5. The Symmetric Monotonicity Cone-The problem of finding entropic monotones can be made considerably simpler by requiring invariance under single-system permutations. This is equivalent to imposing the following set of conditions on α:
for all I, I ⊆ N that have the same number of elements i. Evidently, for a given number of subsystems n, monotonic formulas that satisfy these conditions form a polyhedral convex cone that is properly contained in a subspace of dimension n. Moreover, its facets are far fewer than the ones of the monotonicity cone M N .
Lemma 3 The facets of the symmetric monotonicity cone are:
Proof We note that the coefficient multiplying a i is the number of subsets of a set of n−1 elements which contain i elements. Once symmetry is imposed, the equalities that elements of M N must satisfy clearly boil down to the equality above. Next, observe that the inequalities above are independent and implied by symmetric monotonicity. It remains to show that they are satisfied by all symmetric monotones. We show this via induction. That a 1 ≥ 0 is immediately evident. Next, consider the inequalities associated with lower sets which have at most subsets of two elements. Then symmetry implies that a 1 + a 2 ≥ 0, a 1 + 2a 2 ≥ 0, ..., a 1 + (n − 1)a 2 ≥ 0 all hold. However, it can be easily seen that the last inequality implies the rest. With this in mind, assume that the kth inequality above is sufficient. Then the (k + 1)th inequality, again because of symmetry, implies all inequalities associated with lower sets which contain at most subsets of k + 1 elements. Hence, these conditions must be satisfied by any symmetric monotone. Therefore, the symmetric monotonicity cone is defined by one equality and n − 1 inequalities, which is significantly less complex than the monotonicity cone. So much so that we can solve for its extremal rays for arbitrary n. Theorem 2 The generators of the symmetric monotonicity cone for n systems are unique and spanned by n − 1 vectors whose sole nonzero elements are: a l = 1 l and a l+1 = − 1 n − l where 1 ≤ l ≤ n − 1.
Proof That the generators are unique comes from the fact that a matrix whose rows represent any n − 2 inequalities of Lemma 3 in addition to the equality therein has full rank. Consequently, a 1-dimensional subspace, i.e., an extremal ray, is completely specified when only one inequality is allowed to be non-binding. Let it be the lth one. Then it is clear that a k = 0 for all k < l. Furthermore, a l ≥ 0 and given that the (l + 1)th inequality is binding, we have:
which implies that a k = 0 for all k > l + 1 as well. Hence, the proposed vectors indeed span the extremal rays of the symmetric monotonicity cone.
Concluding Remarks-We have systematically studied the cone of multipartite linear entropic formulas that are monotonic under local processing. For two parties the mutual information is the unique linear entropic monotone. For higher numbers of parties, the resulting quantities form a natural family of correlation measures which generalize the mutual information to the multipartite setting.
