We establish sufficient conditions for the Marcinkiewicz-Zygmund type weak law of large numbers for a linear process {X k : k ∈ Z} defined by X k = ∞ j=0 ψj ε k−j for k ∈ Z, where {ψj : j ∈ Z} ⊂ R and {ε k : k ∈ Z} are independent and identically distributed random variables such that x p Pr{|ε0| > x} → 0 as x → ∞ with 1 < p < 2 and E ε0 = 0. We use an abstract norming sequence that does not grow faster than n 1/p if |ψj | < ∞. If |ψj | = ∞, the abstract norming sequence might grow faster than n 1/p as we illustrate with an example. Also, we investigate the rate of convergence in the Marcinkiewicz-Zygmund type weak law of large numbers for the linear process.
Introduction and the main results
Suppose that 0 < p < 2 and let {ξ k : k ≥ 1} be independent and identically distributed (i.i.d.) random variables. The Marcinkiewicz-Zygmund type weak law of large numbers (M-Z WLLN) states that 1 n 1/p n k=1 ξ k → c in probability as n → ∞ if and only if x p Pr{|ξ 1 | > x} → 0 as x → ∞ and c = 0 when 0 < p < 1, E[ξ 1 I {|ξ1|≤x} ] → c as x → ∞ when p = 1 and E ξ 1 = c = 0 when 1 < p < 2 (see [1] for p = 1 and [6] for p = 1).
We consider a linear process {X k } = {X k : k ∈ Z}, i.e. random variables defined by
for k ∈ Z, where {ψ j } = {ψ j : j ∈ Z} ⊂ R with the convention that ψ j = 0 if j < 0 and {ε k } = {ε k : k ∈ Z} are i.i.d. random variables. Such process is also called an infinite-order moving average process. Let {S n : n ≥ 1} be the partial sums of the linear process {X k } given by S n = n k=1 X k for n ≥ 1. We establish sufficient conditions for the M-Z WLLN for the linear process {X k }. The motivation for the problems that we investigate comes from the central limit theorem for the linear process {X k }.
Suppose for the moment that ψ 2 j < ∞, E ε 2 0 < ∞ and E ε 0 = 0. Ibragimov established that (E S 2 n ) −1/2 S n converges in distribution to a standard normal random variable as n → ∞ if E S 2 n → ∞ as n → ∞ (see Theorem 2.5 of [3] or Theorem 18.6.5 of [4] ). However, the asymptotic behaviour of E S 2 n depends on the convergence of |ψ j |. If |ψ j | < ∞ and ∞ j=0 ψ j = 0, then n −1/2 S n converges in distribution to a normal random variable as n → ∞ (see Theorem 2.5 of [3] and Theorem 3.11 of [10] ). If |ψ j | = ∞, the growth rate of the normalizing sequence might be higher than n 1/2 . For example, if ψ j = (j + 1)
for j ≥ 0 with 1/2 < d < 1, then n −(1/2+1−d) S n converges in distribution to a normal random variable as n → ∞ (see Chapter 3 of [2] for more details). Using the same example, we see that the sequence S n /n 1/p does not converge to 0 in probability for any p such that p ≥ 1/(1/2 + 1 − d) despite the fact that x p Pr{|X 0 | > x} → 0 as x → ∞ for p < 2. Hence, the norming sequence {n 1/p : n ≥ 1} is not suitable for the M-Z WLLN for a general linear process.
Let us denote
for n ≥ 1 and p ≥ 1, where w nj = n k=1 ψ k−j . W n (p) is finite for n ≥ 1 and p ≥ 1 if |ψ j | p < ∞. We now state our main result.
where W n (p) is given by (2) and S n is the n-th partial sum of the linear process {X k } defined by (1) .
There are examples of {ψ j : j ∈ Z} such that W n (p) does not go to infinity as n → ∞ (for instance, ψ 0 = 1, ψ 1 = −1 and ψ j = 0 for j > 1).
Let us observe that W n (2) = (E ε
0 < ∞ and E ε 0 = 0. Hence, the norming sequence W n (p) is essentially an extension of the result of Ibragimov mentioned above to the weak LLN.
Suppose that ψ 0 = 1 and ψ j = 0 for j > 0. Then X k = ε k for k ∈ Z and W n (p) = n 1/p for n ≥ 1 and p > 0. Hence, x p Pr{|ε 0 | > x} → 0 as x → ∞ together with E ε 0 = 0 is not only sufficient, but also necessary in this example. This example shows that the moment assumptions of {ε k : k ∈ Z} in Theorem 1 are sharp. Furthermore, the norming sequence b n (p) = n 1/p for n ≥ 1 with 1 < p < 2 is optimal in this example.
Instead of assuming that x p Pr{|ε 0 | > x} → 0 as x → ∞, we can assume that x p Pr{|X 0 | > x} → 0 as x → ∞ since these two conditions are equivalent if 1 < p < 2, E ε 0 = 0 and |ψ| p < ∞ (see Proposition 8 in Subsection 3.2).
The growth rate of W n (p) depends on the convergence of |ψ j |. If |ψ j | < ∞, we establish that W n (p) = O(n 1/p ) as n → ∞ (see Proposition 4 in Subsection 2.2) and obtain the following proposition.
where S n is the n-th partial sum of the linear process {X k } defined by (1).
If 0 < p ≤ 1, |ψ j | p < ∞, E |ε 0 | p < ∞ and E ε 0 = 0 when p = 1, we have that n −1/p S n → 0 almost surely as n → ∞. The proof of this fact follows from the Marcinkiewicz-Zygmund strong law of large numbers (M-Z SLLN) for i.i.d. random variables since the assumption of independence is superfluous when 0 < p < 1 (see [9] ). For the case when p = 1, see Corollary 2.1.3 and Example 2.1.4 of [11] .
Thus, a linear process {X k } is short-range dependent or has short memory with respect to the M-Z WLLN if |ψ j | < ∞.
If |ψ j | = ∞, the sequence W n (p) might grow faster than n 1/p . As an example, we consider ψ j = (j + 1)
as n → ∞ with a positive constant c (see Proposition 5 in Subsection 2.2) and the linear processes {X k } is long-range dependent or has long memory with respect to the M-Z WLLN. We obtain the following corollary of Theorem 1.
where S n is the n-th partial sum of the linear process {X k } defined by (1) .
In the next proposition, we establish the rate of convergence in the M-Z WLLN for a linear process under stronger assumptions than in Theorem 1.
is given by (2) and S n is the n-th partial sum of the linear process {X k } defined by (1) .
As far as we know, there is only one paper about the M-Z SLLN under long-range dependence. The M-Z SLLN for a particular linear process {X k } is investigated in [8] . It is assumed that {ε k } are i.i.d. symmetric α-stable random variables with 1 < α < 2 and that there exists 1 ≤ s < α such that |ψ j | s < ∞. Let us observe that it suffices to assume that |ψ j | α < ∞ to define such a linear process, so a stronger assumption about {ψ j : j ≥ 0} than needed to define a linear process is made in [8] . Under these assumptions, it is proved in [8] that n −1/p S n → 0 almost surely as n → ∞ for all p such that 1/p > 1 − 1/s + 1/α. It seems that the proof also works when E |ε 0 | p < ∞ for p < q with 1 < q < 2 and there exists 1 ≤ s < q such that |ψ j | s < ∞. The M-Z SLLN for linear processes with long range dependence is established in [8] under stronger assumptions than ours. We establish the M-Z WLLN, but we make sharp and natural assumptions on {ε k }.
The rest of the paper is organised as follows. In Section 2, we present some facts about moments of random variables, establish the almost sure convergence of series (1) and investigate the asymptotic behaviour of W n (p). The proofs of our main results are in Section 3.
Preliminaries
For 0 < p < ∞, L p,∞ denotes the space of real valued random variables ξ on (Ω, F , Pr) such that
The functional · p,∞ is a quasi-norm and satisfies the following inequality
for ζ, ξ ∈ L p,∞ . We have, when r > p > 0,
There exists a constant C(p) > 0 with 1 ≤ p < 2 such that
for independent and symmetric random variables ξ 1 , . . . , ξ n ∈ L p,∞ (see Proposition 9.13 of [7] ). For any r > 0, any a > 0 and any random variable ξ,
Convergence of the series
We establish sufficient conditions for the almost sure convergence of series (1).
Series (1) converges almost surely if:
(ii) p = 1 and
Proof. Assume without loss of generality that ψ j = 0 for each j ≥ 0. We establish the convergence of the following series:
First, we establish convergence of series (8) . We have that
Secondly, we investigate the convergence of series (9). If 0 < p < 1, then
for j ≥ J, where J ≥ 0 is such that |ψ j | −1 ≥ 1 when j ≥ J. Using (7),
If p > 1, we have that
and
Finally, we complete the proof by establishing the convergence of series (10). If 0 < p < 2, then for j ≥ J, where J ≥ 0 is such that |ψ j | −1 ≥ 1 when j ≥ J. Using (7),
Suppose that ψ j > 0 for each j ≥ 0 and that ε 0 has the density function
Then ε 0 ∈ L 1,∞ and
so that the series
converges if and only if
j . Hence, the condition in Proposition 3 when p = 1 is sharp. Similarly, we can construct an example to show that the condition in Proposition 3 when p = 2 is also sharp.
Asymptotic behaviour of {W n (p)}
We investigate the asymptotic behaviour of {W n (p)} in this subsection. Proposition 4. Suppose that p ≥ 1 and
Also, we have that
The proof is complete. Proof. We have that
We obtain that the limit
is finite and positive. By approximating sums with definite integrals, we obtain n−j+1 k=1
(n − j + 1)
The proof is complete.
Proof. By the mean value theorem, there exists 0 < θ < 1 such that
for t ≥ 0 and h ≥ 0. Hence,
for t ≥ 0 and h ≥ 0.
For m ∈ Z, k ∈ Z and n ≥ 1, we have that
using the triangle inequality and inequality (13).
For a ≥ 0, b ≥ 0 and p > 0,
By inequality (14),
Letting k → ∞, we obtain
By Hölder's inequality with p and q = p/(p − 1),
using the triangle inequality and inequality (14) since
Inequality (15) completes the proof since W n (p) → ∞ as n → ∞ and |ψ j | < ∞. The proof is complete.
Proofs of the main results
Theorem 1 and Proposition 1 follows from the next lemma that establishes sufficient conditions for any sequence {b n (p)} = {b n (p) : n ≥ 1} ⊂ R with 1 < p < 2 to be the norming sequence in the M-Z WLLN for the linear process {X k }.
→ 0 in probability as n → ∞.
We choose b n (p) = W n (p) for n ≥ 1 and use Proposition 6 to establish Theorem 1. We set b n (p) = n 1/p for n ≥ 1 and use Proposition 4 to obtain Proposition 1.
We make use of the technique of truncation in the proofs. Let us introduce the notations. Suppose that {r nj } = {r nj : n ≥ 1, j ∈ Z} are positive real numbers. Denote µ 
We need the following auxiliary lemma. Lemma 2. Suppose that x p Pr{|ε 0 | > x} → 0 as x → ∞ for some p > 1 and r n → ∞ as n → ∞, where r n = inf j≤n r nj . Then sup j≤n ε ′′ nj p,∞ → 0 as n → ∞.
Proof. Let us denote
Using the triangle inequality and the fact that |µ
Observe that
as n → ∞ since x p Pr{|ε 0 | > x} → 0 as x → ∞ and r n → ∞ as n → ∞, so that lim n→∞ M ′′ n = 0.
Proof of Lemma 1
First, we show that b −1 n (p)S ′′ n converges in probability to 0 as n → ∞ in Proposition 7 and then we move to the proof of Lemma 1. Proof. The functional · p,∞ is only a quasi-norm and it is not necessarily continuous, so that inequality (6) might not hold for series. Hence, we split the series n j=−∞ w nj ε ′′ nj into two parts. For N < n and δ > 0, we have that By inequalities (5), (6) and (4),
