Abstract. In this paper we introduce an improved variant of the LLL algorithm. Using the Gram matrix to avoid expensive correction steps necessary in the Schnorr-Euchner algorithm and introducing the use of buffered transformations allows us to obtain a major improvement in reduction time. Unlike previous work, we are able to achieve the improvement while obtaining a strong reduction result and maintaining the stability of the reduction algorithm.
Introduction
Lattice theory is of great importance in cryptography. It not only provides effective tools for cryptanalysis, but it is also believed that lattice theory can bring about new cryptographic primitives that exhibit strong security even in the presence of quantum computers. While many aspects of lattice theory are already fairly well-understood, many practical aspects still require further investigation and understanding. With respect to cryptography this is of particular importance as a cryptographic primitive must be secure in both theory and practice.
The goal of lattice basis reduction is to find a basis representing the lattice where the base vectors not only are as small as possible but also are as orthogonal to each other as possible. While the LLL algorithm by Lenstra, Lenstra, and Lovász [11] was the first to allow for the efficient computation of a well-reduced lattice basis in theory, it was not until the introduction of the Schnorr-Euchner variant of the LLL algorithm [19] that lattice basis reduction could efficiently be used in practice (e.g., for cryptanalysis [19, 16, 17] ). Since then, research has focused on improving on the stability and performance of reduction algorithms (e.g., [6, 9, 10, 13, 14] ).
One can generally identify two main directions of recent work. The first line of research (e.g., [10, 14, 15, 30] ) is based on the use of a weaker reduction condition than the original LLL condition. While this allows for an improvement in efficiency it is important to note that it generally results in a less reduced lattice basis. Consequently, this approach cannot be taken in contexts which rely on the strong, proven bounds of the original LLL reduction (e.g., [4, 2, 5, 12] ).
In contrast, the second line of research focuses on improving on the stability and performance of lattice basis reduction while maintaining the strong reduction conditions. It is in this context that this paper focuses on achieving improvements in the reduction time. In particular, this paper introduces an improved variant of the LLL algorithm which uses the Gram matrix to avoid expensive correction steps that are necessary for the Schnorr-Euchner algorithm. While the Gram matrix approach was already used previously [3, 22, 14, 15] , the new algorithm provides a major improvement by introducing the use of buffered transformations. This new approach allows us to improve the reduction time by up to 40% in comparison to existing methods while obtaining a strong reduction result and maintaining the stability of the reduction algorithm at the same time. In contrast, previous work not only relies on a weaker reduction condition [14, 15, 30] but also suffers from stability problems [30] .
Outline: Section 2 provides the definitions and notations used in the remainder of the paper. Then, Section 3 introduces the LLL reduction algorithm using the Gram matrix representation and details ways to improve the running time. Section 4 discusses and analyzes the experiments. The paper closes with some directions for future work.
Preliminaries
is the lattice basis of L with dimension k. The basis of a lattice is not unique. However, different bases B and B for the same lattice L can be transformed into each other by means of a unimodular transformation, i.e., B = BU with U ∈ Z n×k and | det U | = 1. Typical unimodular transformations are the exchange of two base vectors-referred to as swap-or the adding of an integral multiple of one base vector to another one-generally referred to as translation.
Unlike the lattice basis, the determinant of a lattice is an invariant, i.e., it is independent of a particular basis: For a lattice L ∈ R n with basis
where . denotes the Euclidean length of a vector) gives an upper bound for the determinant of the lattice. Equality holds if B is an orthogonal basis.
The orthogonalization
, . defines the scalar product of two vectors. It is important to note that for a lattice
is not necessarily in L. Furthermore, computing the orthogonalization B * of a lattice basis using the Gram-Schmidt method strongly depends on the order of the basis vector of the lattice basis B.
The defect of a lattice basis
allows one to compare the quality of different bases. Obviously, dft(B) ≥ 1 and dft(B) = 1 for an orthogonal basis. The goal of lattice basis reduction is to determine a basis with smaller defect. That is, for a lattice L ⊂ R n with bases B and B ∈ R n×k , B is better reduced than B if dft(B ) < dft(B). The most well-known and most-widely used lattice basis reduction method is the LLL reduction method [11] :
The reduction parameter y may arbitrarily be chosen in 1 4 , 1 . Condition (1) is generally referred to as size-reduction [3, 18] . The Schnorr-Euchner algorithm [19, 1] allows for an efficient computation of an LLL-reduced lattice basis in practice.
Algorithm 1: SchnorrEuchnerLLL(B,y)
Input:
Output: LLL-reduced lattice basis
In order to make LLL reduction practical, the Schnorr-Euchner algorithm uses floating-point approximations of vectors and the basis (APPROX BASIS and APPROX VECTOR). For stability reasons, this requires employing suitable correction steps (see [19] for details). These corrections include either the computation of exact scalar products (see Line (7)) as part of the Gram-Schmidt orthogonalization or a step-back (see Line (25)) due to a large μ ij used as part of the the size-reduction (see Line (17) ). In order to prevent the corruption of the lattice, an exact data type is used to modify the actual lattice basis (see Line (19) ). (In the algorithm, r denotes the bit precision of the data type used to approximate the lattice basis.)
LLL Reduction Using the Gram Matrix
The performance of the Schnorr-Euchner algorithm for a given approximation data type strongly depends on the number of correction steps (computation of exact scalar products and step-backs) needed in the reduction process. Experiments show [28, 22] that it is the sheer number of exact scalar products along with their high computational costs that have a main impact on the reduction time. In turn, the number of step-backs is negligible compared to the number of exact scalar products and the total number of reduction steps. In order to speed up the reduction process, the goal is to minimize the number of correction steps, in particular the computation of exact scalar products. In this context, in the NTL implementation [30] of the Schnorr-Euchner LLL algorithm (LLL FP), the original measures for when to compute exact scalar products or perform step-backs have been modified. LLL FP uses a lower bound for the computation of exact scalar products and the step-backs have been replaced by a heuristic that, if necessary, recomputes the Gram-Schmidt coefficients using an approximation data type with extended precision. In addition, the first condition for LLL-reduced bases (see Equation (1) in Definition 1) may be relaxed in order to avoid infinite loops. While these changes result in a major speedup of the reduction, they also have a negative effect on the stability of the reduction algorithm itself. For details see Figure 5 in Section 4.1.
Another approach to avoid the computation of exact scalar products is to perform the LLL reduction based on the Gram matrix instead of the original lattice basis [3, 22] :
Obviously, the Gram matrix inherently provides the necessary scalar products for the reduction process. Recently, Nguyen and Stehlé used the same approach for their L 2 algorithm [14, 23] . In addition to using the Gram matrix, Nguyen and Stehlé also used ideas introduced in the NTL code for their size-reduction [14, 15] . While they can prove that their algorithms yields an (δ, η)-LLL-reduced basis with η > 0.5, it lacks the stronger size-reduction criterion thus yielding a lesser reduced basis than the original LLL algorithm (see Definition 1) which, in contrast, yields an (δ, 0.5)-LLL-reduced basis with 0.5 ≤ δ < 1.
Our new algorithm-designed to address the challenges associated with exact scalar products-is also based on the LLL for Gram matrices [3, 22] and adapts the computation of the Gram matrix and the LLL condition check of the L 2 algorithm introduced in [14] (see Line (28) of Algorithm 2). In contrast to the L 2 algorithm, we keep the stronger LLL condition and the second type of correction step of the original Schnorr-Euchner algorithm (see Line (17) of Algorithm 1). The challenge with using the Gram matrix instead of reducing the original basis lies in the fact that most applications of lattice basis reduction require a reduced lattice basis and not just a reduced Gram matrix. It therefore is necessary to either apply all transformation to both the Gram matrix and the exact basis (while basing all necessary decisions solely on the Gram matrix) or alternatively collect all transformations in a transformation matrix which is then applied to the original basis at the end of the reduction process. Both approaches have drawbacks. In the first approach all transformations are performed twice (once on the Gram matrix and once on the original basis). In the second method the bit length of the entries of a transformation matrix increases and often surpasses the size of the entries of the lattice basis. Our algorithm therefore introduces a solution that achieves a major improvement by buffering transformations, thus allowing the use of a transformation matrix with machine-type integers only (see Section 3.1).
We now first introduce the basic outline of our new variant of the SchnorrEuchner LLL using the Gram matrix representation. In particular, we detail the Gram matrix updates which are crucial for the algorithm. In Section 3.1 we will then introduce the optimizations that in practice allow for a vast improvement of the running time.
Algorithm 2: LLL GRAM(B)
Unlike the Gram version of the LLL algorithm introduced in [3, 22] we only use the upper triangular (including the diagonal) of the Gram matrix. This allows us to take advantage of the symmetric properties of the Gram matrix in order to improve the running time of the reduction algorithm. Consequently, we define the subroutines APPROX BASIS GRAM and APPROX VECTOR GRAM as follows:
The size-reduction of the LLL GRAM described in [22] is slightly modified to work with the upper triangular Gram matrix. The new size-reduction for LLL GRAM (see Algorithm 5) is only slightly more expensive than the equivalent step in the original Schnorr-Euchner algorithm.
Algorithm 5:
Swapping basis vectors in the Gram matrix representation is, in practice, more expensive than in the original Schnorr-Euchner algorithm (see Algorithm 6). This is due to the fact that we now have to swap n elements (dimension of the lattice basis vectors) for the Gram matrix representation, while for the original SchnorrEuchner algorithm we only have to swap the two pointers to the respective basis vectors.
Optimizations
In this section we introduce techniques to optimize Algorithm 2. We concentrate on the operations with the exact data type (usually long integer arithmetic like GMP [7, 26] ) and on the overhead for updating both the Gram matrix and the lattice basis. The goal is to reduce the number of expensive operations, such as multiplications or operations involving the long integer arithmetic. To accomplish this goal, we either use the far more efficient machine-type integer operations (assuming the respective values fit within the limits of machine-type integers) or we make use of the specialized and more efficient functions for combined operations like mpz addmul instead of a = a + b · c [7] .
Buffered Matrix Transformations. The basic idea of this new technique is
to reduce the overhead due to the amount of long integer operations by using machine-type integers to buffer the lattice basis transformations until the limit of the machine-type integer (typically 32 or 64 bit) is reached. The buffered transformations are then applied to the lattice basis at once and the buffer is flushed. This allows us to considerably reduce the number of long integer operations and instead replace them by far more efficient machine-type integer operations.
Implementing buffered matrix transformations requires replacing the update of the lattice basis (see Line (16) in Algorithm 2) with a new subroutine called BUFFERED TRANSFORM as well as adding a number of initializations and update steps. In the following let m be the bit size of the machine-type integers. T = (t 1 , . . . , t n ) is used to buffer the matrix transformations, Tmax i for 1 ≤ i ≤ n contains an estimate for the maximum value in t i and is used to check for possible overflows. pos min and pos max are used to indicate for which vectors the transformations have occurred and consequently allow us to limit the matrix multiplication to these vectors when flushing the transformation buffer.
In addition, the following modifications to Algorithm 2 have to be made. Before the main while-loop in Line (5) of Algorithm 2 we have to initialize T = I n , Tmax = (1, . . . , 1) T , pos min = k and pos max = 1. In Lines (30) -(34) we have to add the swap operations Tmax i ↔ Tmax i−1 and t i ↔ t i−1 .
Algorithm 7: BUFFERED TRANSFORM(B, i, μ ij , j)
The advantage of writing the partial matrix multiplication as shown above is that for the loop in Lines (6) -(7) the factor T xy is constant in each iteration of the inner loop. This allows us to use additional optimizations which we present in the next section.
Further Optimizations. We can split the additional optimizations into two categories. The first is to avoid unnecessary operations like a multiplication with 1 or addition with 0 within a loop. This kind of optimization has also been used in Victor Shoup's NTL code [30] . The second kind is to take advantage of features of modern CPUs which include the support of certain multimedia streaming extensions [8, 25] . These can efficiently be used to speed up some of the vector operations, like Line (19) in Algorithm 1.
As an example for the first category we show how to avoid unnecessary multiplications in Algorithm 7, Lines (6) -(7). (Algorithm 5 can be modified accordingly.) We can rewrite the loop as follows:
else (12) if (Txy = −1) then (13) for
This technique is efficient only if T xy stays constant throughout the loop and T xy = 0, T xy = 1 or T xj = −1 for a sufficient number of cases. Both conditions are dependent on the context in which they are used. In case of the buffered transformations, the majority of matrix entries is expected to be 0. For a sufficiently large n (dimension of the lattice basis vector) this optimization has the potential to reduce the running time even for the machine-type integers, e.g., Line (16) in Algorithm 7. In case the mantissa of the data type used for the approximation of the lattice basis fits into a machine-type integer then one can also avoid an expensive arbitrary long integer multiplication by splitting the values of the data type used for the approximation into sign, mantissa, and exponent. In case of a large μ ij in Line (16) of Algorithm 2 we can then replace the expensive multiplication of two long integer values with a cheaper multiplication of a machine-type integer and a long integer value followed by a bit shift. In order to allow for the second type of additional optimizations one can either use a compiler like those from Intel or Sun which already provide built-in support for auto-vectorization or, like in the case of the current version of GCC [20, 24] , one needs to assist the compiler in order for it to be able to take advantage of multimedia extensions. Vector operations on machine data types with limited dependencies, for example Line (16) in Algorithm 7, are ideal candidates for the use of multimedia streaming extensions. Using these streaming extensions for loops where values of the current loop iteration are dependent on previous iterations is far more difficult. For example, Line (16) in Algorithm 7 can be rewritten as follows:
The number of statements within the loop (here four statements) is dependent on the processor used and the available multimedia extension and has to be derived experimentally. The loop has to be adjusted accordingly in case the vector dimension n is not a multiple of the number of statements within the loop.
Experiments
The experiments in this paper focus on unimodular lattices. For one, these lattices are more difficult to reduce than knapsack or random lattices with the same dimension and length of base vectors [1] . Furthermore the result of the reduction can be easily verified since the reduced bases have a defect of 1. Unimodular lattice bases can be easily generated by multiplying together lower and upper triangular matrices with determinant 1. That is, entries in the diagonal are set to 1 while the lower (respectively upper part) of the matrix is selected at random. Using lower triangular matrices U j , upper triangular matrices V j with 1 ≤ j ≤ 2 and permutation matrices P i for 1 ≤ i ≤ 4, we considered the following three variants of n × n dimensional unimodular lattice bases:
We generated 1000 unimodular bases for each type and dimension with n = 5, 10, 15, . . . , 100. In the following, we compare our new Gram variant of the Schnorr-Euchner algorithm, called xLiDIA, with LLL FP from NTL 5. 4 [30] and the so-called proved variant in fpLLL 1.3 (with the default η = 0.51) [14, 23] .
Computer algebra systems like Magma [29] often use one or a combination of the aforementioned LLL algorithms [21] 1 . We did not consider the LLL reduction algorithms introduced in [9, 10, 6] (implementation provided by [6] ) which use Householder reflections for the orthogonalization due to stability problems when reducing unimodular lattice bases. The instability is caused by the fact that the first correction step in the Schnorr-Euchner algorithm (see Algorithm 1) cannot be adapted to Householder reflections or Givens rotations.
All experiments were performed on a Sun X4100 server with two dual core AMD Opteron processors (2.2GHz) and 4GB of main memory using Sun Solaris 10 OS. We compiled all programs with GCC 4.1.1 [24] using the same optimization flags. In the xLiDIA, NTL, and fpLLL implementation of the LLL algorithm we used GMP 4.2.1 [26] with the AMD64 patch [27] as long integer arithmetic and machine-type doubles for the approximation of the lattice basis. The following figures show the average reduction time (with reduction parameter δ = 0.99) of the 1000 unimodular bases per dimension. Figures 1 -3 show the reduction times for unimodular bases of types M 1 , M 2 , and M 3 . One can easily see that the reduction times for M 3 -type bases are higher than those for M 2 -type bases which are higher than those for M 1 -type bases (for the same dimension n). That is M 3 -type bases are more difficult to reduce than those bases of types M 1 or M 2 . The relative improvement in reduction time of the xLiDIA implementation in comparison to NTL and fpLLL not only increases with the dimension of the lattice bases but also depends on the difficulty in reducing a lattice basis. For example, for bases of dimension 100, the reduction time with xLiDIA is 25% lower than that of fpLLL for M 1 -type bases, 34% lower for M 2 -type bases and roughly 45% lower for M 3 -type bases.
While for smaller dimensions the reduction time of fpLLL is comparable to xLiDIA, for higher dimensions fpLLL catches up with the slower NTL. In fact, It is important to recall that fpLLL uses a relaxed reduction condition with η = 0.51 instead of η = 0.5 as in the original LLL algorithm and the xLiDIA implementation used for Figures 1 -3 . In order to demonstrate the impact of the relaxed reduction condition on the reduction time, we compare a modified implementation of xLiDIA with η = 0.51 to fpLLL with η = 0.51 and the original xLiDIA with η = 0.5. Figure 4 clearly shows that a relaxed reduction condition, i.e., a larger η results in an additional decrease of the reduction time. Furthermore, Figure 4 demonstrates that under the same reduction conditions (i.e., when the relaxed reduction condition is used for both fpLLL and xLiDIA) our newly-introduced variant xLiDIA outperforms fpLLL even further.
Stability
Aside from allowing for the analysis of the different algorithms based on their reduction times, our experiments also show the effectiveness of the various heuristics. In particular, it can be seen that the heuristics used in the NTL implementation [30] of the LLL reduction algorithm do not work for all types of bases. One can generally identify two serious and one minor problem. The serious problems are the reduction process running into an infinite loop or not providing a correctly reduced lattice basis. The minor problem identified is that of using a relaxed reduction condition without providing any feedback of such upon completion of the reduction. cases in which the reduction process did not yield a reduction result within one hour. In fact, in these cases NTL even issued a warning indicating that the algorithm might have run into an infinite loop. NTL-wrong results accounts for those cases in which the reduction algorithm did not compute a permutation of the unit vectors ±e i for 1 ≤ i ≤ n as the reduced lattice basis. (The reduction times for bases resulting in serious failure were not included in the timings for Figures 1 -3 . In order to avoid infinite loops, NTL employs the heuristic of relaxing the reduction condition 1 in Definition 1 for LLL reduced bases and NTL-relaxed condition accounts for those cases where this heuristic was used. Figure 5 clearly shows that the failure rates are increasing both with the dimension and the difficulty to reduce a lattice basis. Furthermore, it is obvious that the infinite loop prevention heuristic does not work effectively.
In contrast to NTL, our xLiDIA implementation and the proved variant of fpLLL did not exhibit any stability problems. However, testing the fast and heuristic variants (also included in the fpLLL package) led to an infinite loop on both algorithms even when reducing small unimodular lattice bases of dimension 10 with entries of maximum bit length of 100 bits.
Conclusion and Future Work
In this paper we introduced a new LLL variant using the Gram matrix representation which significantly outperforms the implementations of NTL and fpLLL. In particular, with our new variant we have shown that it is possible to considerably decrease the running time of LLL reduction without weakening its reduction conditions nor sacrificing the stability of the reduction process. It is important to note that the optimizations introduced in this paper could also be applied to the proved variant of fpLLL without affecting its respective correctness proof [14] .
Future work includes further optimizing the reduction algorithms to take advantage of newly-introduced features in today's computers such as dual or quad core CPUs. We are also striving to find ways to extend the use of machine-type doubles for lattice bases with larger entries in higher dimensions.
