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Preface
This thesis is a part of requirements for the Philosophiae Doctor degree at
the Norwegian University of Science and Technology (NTNU). The thesis
represents four years of my research at NTNU in 2011-2015. The research
has been done under the supervision of professor Per-Olof Åstrand.
The importance of having knowledge about molecular properties of
insulating materials is becoming increasingly evident when studying the
mechanisms of pre-breakdown and breakdown phenomena in insulation
systems. A few parameters are studied using theoretical chemistry meth-
ods such as quantum mechanics and force-ﬁeld models. The thesis con-
tains three chapters. Chapter 1 is an introduction to the electrical break-
down processes in insulating liquids and the studied molecular paramet-
ers, i.e. ionization potential, excitation energy and local electric ﬁeld
factor. Chapter 2 summarizes the theoretical methods for the determ-
ination of these parameters. The conclusions are given in chapter 3 and
ﬁnally the papers included in the thesis are presented.
Trondheim, May 2015
Nazanin Davari
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Abstract
Insulating liquids are often used as a dielectric barrier between two elec-
trodes in high-voltage devices and may suffer a breakdown in high elec-
tric ﬁelds. Breakdown happens when a conductive plasma channel, a
streamer, is created in high ﬁeld regions which propagates through the
barrier and bridges the gap between two electrodes. This phenomenon is
inﬂuenced by the ﬁeld-dependent molecular properties of the insulating
liquid. Among the different properties, the molecular ionization poten-
tial (IP) and excitation energies are investigated for molecules relevant
for insulating liquids. It is demonstrated how density functional theory
(DFT) can be used to propose suitable molecules for the design of new
insulating liquids. A model based on constrained DFT is developed for
the calculation of ﬁeld-dependent IP and time-dependent DFT is used to
study a few lowest excitation energies in the ﬁeld. For a dielectric liquid
in the electric ﬁeld, energy is added continuously to the liquid. The liquid
releases energy by emitting heat or light in the UV/VIS region. Thus,
the excitation energies of molecules in liquids may be important in the
streamer experiments. The IP decreases strongly with increasing the ﬁeld,
while the excitation energies are weakly dependent on the ﬁeld. There is
a threshold ﬁeld for different types of molecules that above it a two-state
system consisting of the electronic ground state and the ionized state is
obtained.
The local electric ﬁeld is an important parameter in modeling the
streamer behavior and is different from the external electric ﬁeld. A force-
ﬁeld model is developed to calculate the response of the local ﬁeld to
the external ﬁeld (local ﬁeld factor). The local ﬁeld factors are calculated
for liquid benzene by combining the force-ﬁeld model with the molecular
dynamics simulations. The local ﬁeld factor increases signiﬁcantly at the
absorption frequency for liquid benzene. The force-ﬁeld model can also
be used to calculate different dielectric properties of liquids.
v
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1.1 Electrical breakdown in insulating liquids
Insulating materials are used in high-voltage devices such as transformers,
reactors, cables, circuit breakers, etc. They are divided into different types,
solid insulation, liquid insulation, gas insulation and also combinations
of these as for example in oil-paper cables. Liquids are often preferred
to solids since they perform a double duty, as an insulator to prevent
electric current or withstand electric voltage and as a coolant to prevent
overheating. Compared to gases, liquids are more dense which could
result in higher breakdown voltages. In this thesis, we are interested in
liquid insulations.
In high electric ﬁelds, insulating liquids may begin to conduct elec-
tricity due to dielectric breakdown. Breakdown happens at a threshold
ﬁeld when a conductive plasma channel, a “streamer”, bridges the gap
between the two electrodes and short-circuits the voltage gap [1]. The
threshold ﬁeld that the liquid can withstand without breakdown is called
the “dielectric strength”. Therefore, liquids with high dielectric strengths
are desirable. Breakdown often causes irreversible chemical and physical
changes in the liquid. Gas insulation in most cases recovers after break-
down but for the liquid, it depends on the amount of energy that is re-
leased which causes high temperatures at the breakdown site. The liquid
must have a low dielectric loss in order to transport the heat through the
insulation. In high-voltage systems, dielectric loss is in general the result
of the generation of heat by a high current load on the conductors which
increases with increasing temperature. If too much dielectric loss occurs,
the applied voltage needs to be reduced in order to avoid overheating.
There are different types of insulating liquids; (i) mineral oil consisting
of parafﬁnic hydrocarbons with the general formula of CnH2n+2, naph-
thenic hydrocarbons with the formula of CnH2n, and other aromatic and
polyaromatic molecules, (ii) vegetable oil including triglyceride molecules
and (iii) synthetic insulating liquids such as esters and silicone-based li-
quids. Experimental investigations are under way to study ester liquids
that can be used as alternatives to mineral oil, due to their better environ-
mental performance and biodegradability [2–4].
In high electric ﬁelds, several molecular processes may take place in
insulating liquids that can affect the pre-breakdown and breakdown phe-
nomena. Molecular ionization, electron attachment, electronic excitation,
photoionization, molecular dissociation, etc. are some examples. These
4 Introduction
Figure 1.1: Typical streamer shapes in Exssol in a needle-plane geometry
of electrodes. Taken from Ref. [6].
processes can be studied by molecular modeling approaches. Molecular
modeling includes all the theoretical and computational methods used to
model the behavior of molecules. It is not only helpful in interpreting the
behavior of liquids, but also in predicting and improving the performance
of the liquids in their application as insulators.
It is useful to study the composition and shape of the streamer in order
to better understand the breakdown phenomenon. Electrical breakdown
is associated with light emission. The emitted light has been analyzed and
the spectrum displays broadened hydrogen lines and vibration/rotation
band proﬁle of the diatomic carbon (C2) molecules [5]. Figure 1.1 shows
different shapes of the positive streamer in a mineral oil, Exxsol, in differ-
ent applied voltages [6]. Exxsol is a well-known low aromatic content min-
eral oil. The images are captured just before breakdown except case A. The
streamer has different shapes depending on the applied voltage and the
composition of the liquid and it propagates in different modes [7, 8]. The
ﬁrst slow mode takes place between initiation and breakdown voltages
and the fast mode takes place above the breakdown levels. As shown in
the ﬁgure, at 90 KV, it has a ﬁlamentary shape containing thin channels,
while it is considerably changed upon increasing the voltage from 210 KV
to 270 KV. The streamer is reduced to a few main branches and short-
length side-branches at 270 KV, forming a tree-like shape. At 540 KV, it
has a spherical shape due to a relatively large number of branches.
In the needle-plane geometries of electrodes, the electronic properties
of the insulating liquids including small amounts of additives affect the
properties of the streamer originating from a positive or negative voltage
on the needle electrode [1, 9–12]. Positive streamers initiate from the pos-
itively charged needle electrode, while negative streamers initiate from
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Figure 1.2: Effect of DMA and TCE on branching of the streamer in
Exxsol. Taken from Ref. [6].
a negatively charged needle electrode. It has been found that electron-
acceptor additives increase the velocity of negative streamers, while ad-
ditives with low ionization potential (IP) speed up positive streamers [1].
Figure 1.2 shows the effect of additives on the positive streamer in Exxsol.
By adding 0.064 M N,N-dimethylaniline (DMA) and 0.064 M trichloro-
ethylene (TCE) to clean Exxsol, the streamer shape at 210 KV changes
signiﬁcantly as compared to clean Exxsol shown in Figure 1.1. DMA is a
low-IP additive (IP=7.12 eV [paper 1]), while TCE is an electron acceptor
additive that is used frequently in streamer experiments. As shown in the
ﬁgure, DMA increases the branches, whereas TCE reduces the number of
branches.
The IP is a ﬁeld-dependent property that inﬂuences pre-breakdown
and breakdown in liquids [13, 14]. In a recent work, the effect of DMA on
white oil (Exxsol-D140 and Marcol-52) has been studied in a long point-
to-plane gap between the electrodes [15]. White oil is a highly reﬁned and
hydrogenated mineral oil free from polyaromatic compounds. It is found
that DMA increases the streamer branching and velocity at low voltages.
The branching spreads as voltage increases resulting in a shielding effect
which reduces the electric ﬁeld in front of the streamer channels. There-
fore, the speed of the streamer decreases at a speciﬁc voltage.
Polyaromatic molecules have lower IPs than parafﬁnic and naphthenic
ones and investigations have shown that they affect the breakdown pro-
cesses in cyclohexane (as a base insulating liquid) by increasing the accel-
eration voltage of fast mode positive streamers [9]. The propagation ve-
locity of streamers increases almost constantly as voltage increases, while
above a speciﬁc voltage, i.e. acceleration voltage, the streamer velocity in-
creases abruptly.
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In addition to insulating liquids, there are several studies on the pre-
breakdown and breakdown phenomena in pure water, due to its relatively
high breakdown strength [16–18]. The results show that positive streamers
in water with ﬁlamentary shape at lower voltages are comparable to the
streamers in mineral oil at higher voltages.
Studying the behavior of molecules is important at the tip of the streamer
where the local electric ﬁeld is relatively high in this small volume (around
a few μm3). Molecular modeling is a valuable method for understanding
the molecular behavior at small scale. In this thesis, molecular model-
ing via quantum chemical methods is used to study the IP of molecules
relevant for insulation applications.
It has been suggested that the molecular excitation energies could af-
fect streamer propagation [2, 13]. The inﬂuence of additives with low ex-
citation energies has been investigated in an experimental work [2] where
azobenzene and DMA were added to an ester liquid and it was shown
that azobenzene causes a signiﬁcant increase in the acceleration voltage
in comparison with DMA, which could be the result of the low excitation
energy of azobenzene (2.21 eV [paper 1]).
The molecular properties of insulating liquids that are important in
breakdown processes may include ionization potential, electron afﬁnity,
excitation energy, polarizability, dissociation energy, etc. In a breakdown
process, the molecules may be ionized or dissociated into ions, both of
which are unfavorable phenomena, since they speed up the breakdown
process. Also, the molecules can be excited which is often favorable de-
pending on the lifetime of the excited states. Some of the molecules stud-
ied in this work are summarized in Table 1.1. A set of parafﬁnic, naph-
thenic, aromatic and ester molecules relevant for streamer experiments
are included as well as a few diketones and azo dyes with relatively low
excitation energies. Our purpose is to demonstrate how quantum chem-
ical methods may be used to suggest suitable additives or base insulating
liquids with respect to their IP and excitation energy.
1.2 Ionization potential
The IP of a molecule is the energy required to remove an electron from
a molecule and create a cation. The deﬁnition of the IP in zero ﬁeld is
different from its deﬁnition in an electric ﬁeld. The zero-ﬁeld IP is calcu-
lated as a dissociation energy where the electron is located at an inﬁnite
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Table 1.1: Vertical gas-phase IP and lowest excitation energy (eV).
molecule IP1 excitation energy2
water 12.65a 6.42b
ethane 12.67 a 7.67b
n-pentane 9.90 b 7.02b
n-tridecane 9.41 a 7.08a
9,10-dimethyloctadecane 8.38 b 6.16b
n-eicosane 8.34 b 6.25b
cyclohexane 10.22a 7.11a
ethene 10.59a 6.44a
1-pentene 9.33 b 5.65b
trichloroethene 9.14 b 4.92b
tetrakis(dimethylamino)ethene 7.49 b 3.77b
benzene 9.63a 5.41a
N,N-dimethylaniline 7.12 b 4.00b
tetramethyl-1,4-phenylendiamine 6.20 a 3.64a
2,6-di-tert-butyl-p-cresol 7.51 a 4.79a
ﬂavone 8.19a 3.48a
pyrene 7.16a 3.66a
p-benzyltoluene 7.99a 5.00a
propylene carbonate 10.81a 6.97 a
methyl butyrate 10.13a 5.88 a
2-butenylethanoate 8.76 b 5.23b
1,3-butenylethanoate 8.45 b 4.31b
octylethanoate 8.78 b 5.35b
1,3-pentenylmethanoate 8.18 b 4.00b
glyceryltributyrate 8.45 b 5.09b
benzil 8.62a 2.89a
cis-skew 4,4’-dihydroxybenzil 8.43a 2.93a
trans-planar 4,4’-dihydroxybenzil 8.15a 2.46a
2,3-heptanedione 9.03a 2.69a
p-benzoquinone 9.84a 2.51a
anthraquinone 9.30a 2.93a
trans-azobenzene 7.82b 2.21 b
1 IPs are calculated by density functional theory using athe B3LYP
functional/cc-pVTZ basis set and b the PBE functional/TZP basis set.
2 Excitation energies are calculated by time-dependent DFT using a the
B3LYP functional/aug-cc-pVTZ basis set and b the PBE functional/aug-
TZP basis set.
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distance from a molecular cation,
IP0 = UA+ −UA (1.1)
where UA and UA+ are the energies of molecule A and its cation, respect-
ively.
The IP in the electric ﬁeld has been calculated once in a numerical
approach for the hydrogen molecule and the molecular hydrogen cation
using a classical theory for ionized atoms [19]. The critical ﬁelds for ion-
ization were obtained by varying the distance between the nuclei of the
molecule or the cation and the electron parallel to the external electric
ﬁeld. The reported critical ﬁeld for ionization of a hydrogen molecule was
3.6 MV/cm with the electron at a distance of 2.34 Å.
In this thesis, to calculate the ﬁeld-dependent IP a potential energy
barrier needs to be determined from the interaction energy between a
cation and an electron which are considered as a combined neutral system
to avoid the origin dependence of the energy of an ion in an electric ﬁeld.
The ﬁeld-dependent IP (IPE) is deﬁned as
IPE = UA++e −UA (1.2)
where UA++e is the potential energy barrier and UA is the energy of mo-
lecule A in the ﬁeld. The electric ﬁeld decreases the energy barrier, and if
the energy of an electron is greater than the energy of the barrier, the
electron dissociates from the molecule. Figure 1.3 shows the interac-
tion energy between the benzene cation and the electron as a function
of the distance between them for the z-direction electric ﬁelds between 0
and 30.84 MV/cm. The interaction barrier is located closer to the cation
with increasing electric ﬁeld. The barrier maximum is around 20 Å at
1.03 MV/cm, while it is at around 4 Å at 30.84 MV/cm.
At high electric ﬁelds, ionization is one of the molecular processes in-
volved in conductivity of the insulating liquids and the streamer propaga-
tion. There are different ionization mechanisms: impact ionization, pho-
toionization and ﬁeld ionization and the IP is an important parameter in
all of them [13]. If the energy of an electron in the liquid is higher than
the IP of the base liquid, impact ionization takes place,
A+ e → A+ + 2e.
In the photoionization mechanism, a photon with an energy equal to or
1.2. Ionization potential 9
Figure 1.3: The interaction energy between the benzene cation and
the electron as a function of distance in the z-direction of electric ﬁeld
(MV/cm) calculated by constrained DFT/B3LYP functional with the cc-
pVDZ basis set. Taken from paper 4
higher than the IP of the molecule is absorbed by a molecule and an elec-
tron is released,
A+ hν → A+ + hν + e.
Field ionization is based on the tunneling phenomenon and is only de-
pendent on the local electric ﬁeld. At very high electric ﬁelds, the potential
barrier becomes very thin and the electrons tunnel through the barrier in-
stead of going over it. Either of these mechanisms may be dominant in
one of the different modes of streamer propagation.
It has been shown by DFT calculations using a point-charge model
that the IP decreases strongly with increasing the ﬁeld [13]. In this model,
an electron is regarded as a negative point charge and it has been found
that the decrease of the potential barrier is proportional to the square root
of the electric ﬁeld, in agreement with the classical Poole-Frenkel effect
describing the excitation of an electron to the conduction band at high
electric ﬁelds [20],
IPE = IP0 − 2
√
E
r
(1.3)
where E is the external electric ﬁeld and r is the relative permittivity
of the liquid, respectively. In the Poole-Frenkel mechanism, the electric
current is due to the release of electrons from donor states within the bulk
insulator. The potential barrier is lowered by the external electric ﬁeld.
The current, I, is proportional to
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Figure 1.4: Field-dependent IP of ethene calculated by the B3LYP func-
tional in the electric ﬁeld parallel to the π-bond. Taken from paper 2.
I ∝ I0e
βPFE
1
2
KBT (1.4)
where the factor I0 is dependent on the number of electrons involved in
the conduction, the potential barrier, mobility, etc. βPF is the Poole-Frenkel
coefﬁcient depending on the charge and permittivity. Kβ and T are the
Boltzmann’s constant and temperature, respectively. In the Poole-Frenkel
mechanism, the potential barrier is given as
U(r) =
−q2
4π0rr2
− βPFE 12 (1.5)
where q is the electronic charge, 0 is the vacuum permittivity and r is the
insulation thickness. Thus, the decrease of the potential barrier is equal to
βPFE
1
2 .
In this work, constrained density functional theory (CDFT) is used to
ﬁnd the interaction energy barrier as shown in Figure 1.3 and afterwards
the ﬁeld-dependent IP is calculated from Eq. 1.2. Figure 1.4 shows the
ﬁeld-dependent IP of ethene in the ﬁeld parallel to the π bond calculated
by the CDFT method and the previous point-charge model denoted by
DFT in the ﬁgure. Both methods have similar behavior up to 10 MV/cm
while at ﬁelds higher than 10 MV/cm, the difference between the two
methods becomes more signiﬁcant.
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1.3 Excitation energy
Excitation energy is an energy required to transfer an electron from the
ground state to a higher energy bound state, i.e. the excited state. Ul-
traviolet/visible light spectroscopy is used to determine the wavelength
and intensity of the electronic transitions. Theoretically, excitation energy
is obtained from the poles of response function that will be explained
in Section 2.1.2. Excitation energies may inﬂuence the ionization mech-
anisms in insulating liquids [13]. Figure 1.5 shows a sketch of possible
ionization mechanisms in the ﬁeld for DMA. The exact ﬁeld values are
not meaningful, but in general these processes may occur around the in-
dicated ﬁeld strengths as the ﬁeld increases. The two excitation energies
are around 4 and 5 eV, respectively, and they remain almost constant in
the ﬁeld, while the IP decreases strongly with increasing the ﬁeld. The
zero energy level indicates the ground state. In the ﬁeld, there are two
possible routes for a liquid to lose its added energy; (i) by emitting heat
in the infrared region or (ii) light in the ultraviolet/visible light region.
Excitation mechanisms are by electron impact or by photon absorption.
The possible excitation/ionization processes are as follow:
1. Photoexcitation: At relatively low electric ﬁelds, the electron is ex-
cited by photon absorption. The energy of the photon is too low to
cause photoionization.
2. Electron impact excitation: The energy of the electron is higher than
the excitation energy of the liquid.
3. Two-step ionization process: The excited molecule can be ionized
when the life-times of excited states are longer than the frequency of
either electron impact or photon absorption.
4. Photoionization: The photon energy is higher than the IP of the
molecule.
5. Field ionization: At very high electric ﬁelds, electron tunneling takes
place.
The actual mechanism has not been recognized yet and it probably var-
ies from liquid to liquid depending on the chemical composition of the
liquid. However, it could be predicted that in general additives with low
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Figure 1.5: The IP and excitation energies (eV) in the ﬁeld for DMA.
The solid line shows the IP and the green dashed lines are the two lowest
excited states. Possible ionization processes may take place that are shown
by numbers. Solid arrows denote an electron impact process and dashed
arrows denote light. Taken from paper 1.
excitation energies and relatively short life-times will improve the insu-
lating properties of a liquid because they can postpone the ionization of
liquid which is responsible for the electrical breakdown.
Above a threshold ﬁeld the excited states are no longer available, i.e. a
two-state system is obtained with the ground state and the ionized state.
Due to the strong ﬁeld dependence of the IP a high-energy photon may
be generated in a low-ﬁeld region which may lead to ionization in a high-
ﬁeld region.
Since the IP has a stronger ﬁeld dependence, the number of available
excited states decreases with increasing ﬁeld which may have a strong
impact on the insulating properties of the liquid. At a threshold ﬁeld,
different for different types of molecules, all the excited states of the mo-
lecule disappear which could be the molecular origin of different streamer
modes. Figure 1.6 indicates that the lowest unoccupied molecular orbital
(LUMO) of trans-azobenzene, π∗ orbital, changes into an unbound state
at ﬁelds higher than 51.4 MV/cm.
For alkanes the threshold ﬁeld is lower than for esters, diketones, azo
dyes and polyaromatic molecules. For molecules with many low excita-
tion energies, e.g. azo dyes, some excited states survive at higher ﬁelds as
compared to molecules with only a few relatively high excitation energies.
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Figure 1.6: π∗ orbital of trans-azobenzene at zero ﬁeld and 51.4 MV/cm
in the x-direction of the ﬁeld. Taken from paper 1.
1.4 Local electric ﬁeld factor
An electron avalanche may be initiated from a hot spot, i.e. a point with a
relatively high local electric ﬁeld. In the electron avalanche process a num-
ber of free electrons accelerate in the electric ﬁeld and subsequently collide
with the molecules and ionize them, releasing more electrons that can lead
to the formation of a streamer and an electrical breakdown. Therefore, the
local electric ﬁeld is an important factor in modeling the streamer beha-
vior as well as deducing the actual molecular IP of insulating liquids. In
this thesis, molecular modeling is used to develop a model based on a
force-ﬁeld approach to calculate the local ﬁeld response to the external
ﬁeld (local ﬁeld factor).
When the external electric ﬁeld is applied, an electronic polarization
takes place in a dielectric liquid resulting in a local electric ﬁeld that is
different from the external ﬁeld. The Lorentz approach has been used
frequently as an approximate method to determine the local electric ﬁeld
[21]. In this approach, the local ﬁeld at a certain point of a dielectric is
the same as that inside a ﬁctive sphere. However, the Lorentz model is
limited to non-polar materials where it is assumed that the contribution
of electric dipoles inside the sphere is zero. For the external ﬁeld applied
in the z-direction, Eextz , the resulting polarization, Pz, leads to a Lorentz
local ﬁeld deﬁned as
Elocz = E
ext
z +
4π
3
Pz. (1.6)
The macroscopic polarization is given in terms of the molecular in-
duced dipole moments [22, 23],
Pz = Nd 〈μα〉z = Nd
〈
αmolαβ
〉
Elocz (1.7)
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where α and β denotes the Cartesian coordinates. Nd is the number dens-
ity and
〈
αmolαβ
〉
= 13 (αxx + αyy + αzz) is the isotropic polarizability. Eq. 1.7
relates the macroscopic quantity, Pz, to the microscopic quantity,
〈
αmolαβ
〉
.
We may have different types of polarization in dielectrics:
1. Electronic polarization at ultraviolet/visible light frequencies: The
electronic charge distribution is perturbed in the external ﬁeld. This
type of polarization is of interest in this work.
2. Atomic polarization limited to frequencies up to infrared region:
The positive and negative charge centers on atoms align with the
electric ﬁeld resulting in deformation of atomic orbitals.
3. Orientational polarization takes place where molecules with per-
manent dipole moments align their dipoles with the direction of the
electric ﬁeld.
4. Space-charge polarization arises due to movement of charge carriers
building up a continuum of charges distributed over a region of
space in the bulk of the insulating liquid.
The determination of electronic polarization from an atomistic point of
view requires knowledge of the local ﬁeld at the atoms of the dielectric. To
obtain the local ﬁeld, the electrostatic energy, Vele, between two multipole
charge distributions of atoms I and J is given as [24]
Vele = qIT
(0)
I J qJ − qIT(1)I J,αμJ,α + μI,αT(1)I J,αqJ (1.8)
where qI is the atomic charge and μI,α is the atomic dipole moment. The
higher multipole moments are disregarded. T(0)I J and T
(1)
I J,α are the charge-
charge and charge-dipole interaction tensors, respectively,
T(0)I J =
1
RIJ
(1.9)
T(1)I J,α = ∇αT(0)I J =
−RIJ,α
R3I J
(1.10)
where RIJ,α = RI,α − RJ,α and RI,α is the coordinate of atom I. Since
RIJ,α = −RJI,α, we have TJI = (−1)nTIJ , where n is the rank of the tensor.
1.4. Local electric ﬁeld factor 15
The potential at atom I, φI , is deﬁned as
φI =
N
∑
J =I
(T(0)I J qJ − T(1)I J,αμJ,α). (1.11)
The electric ﬁeld arising from the permanent and induced multipole
moments of surrounding atoms is
EpolI,α = −∇αφI =
N
∑
J =I
−T(1)I J,αqJ + T(2)I J,αβμJ,β (1.12)
where T(2)I J,αβ is determined by
T(2)I J,αβ = ∇βT(1)I J,α =
3RIJ,αRIJ,β − δαβR2I J
R5I J
. (1.13)
The local ﬁeld at an atom is
ElocI,α = E
ext
I,α + E
pol
I,α . (1.14)
The calculated local ﬁeld is divided into the charge contribution and
the dipole contribution. The local ﬁeld response to the external ﬁeld (local
ﬁeld factor) is calculated by
∂ElocI,α
∂EextI,γ
= δαγ +
N
∑
J =I
−T(1)I J,α
∂qJ
∂EextI,γ
+ T(2)I J,αβ
∂μJ,β
∂EextI,γ
. (1.15)
Figure 1.7 shows the local ﬁeld factor of liquid benzene at hydrogen
atom 2 in the y-direction of the homogenous external electric ﬁeld (EextI,y =
Eexty ). The static local ﬁeld factor, ∂ElocI,y/∂E
ext
y , is around 2.5, while at the
absorption frequency it increases to around 6. The dipole contribution
dominates over the charge contribution at lower frequencies, while they
are comparable at the absorption frequency.
The local ﬁeld model can also be used to calculate the relative permit-
tivity and refractive index of different liquids [22]. For this purpose, the
local-ﬁeld model is combined with the Clausius-Mossotti equation [25].
The response of the macroscopic polarization to the external electric ﬁeld
gives the linear susceptibility, χ(1)zz , used in the calculation of relative per-
mittivity, deﬁned as
χ
(1)
zz =
∂Pz
∂Eextz
=
Nd
〈
αmolαβ
〉
1− 4π3 Nd
〈
αmolαβ
〉 . (1.16)
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Figure 1.7: The largest local ﬁeld response to the y-direction of the ex-
ternal ﬁeld of the liquid benzene at hydrogen atom 2. The green line is
∂ElocI,y
∂Eexty
and the red and blue lines are
∂ElocI,x
∂Eexty
and
∂ElocI,z
∂Eexty
, respectively. The dashed
line is the charge contribution and the dotted line is the dipole contribu-
tion. (1 a.u = 27.21 eV) Taken from paper 6.
The relative permittivity is given as
 = 1+ 4πχ(1)zz . (1.17)
The refractive index is then calculated from the square root of the rel-
ative permittivity.
To summarize, the effect of ﬁeld-dependent IP, excitation energy and
high local ﬁelds on the breakdown phenomenon has been discussed. The
IP and excitation energy of different types of molecules are investigated to
suggest suitable liquids to be used as insulators. In an insulating liquid,
we should avoid hot spots where the local electric ﬁeld is high since at
hotspots, the probability of electrical breakdown can increase. Therefore,
the linear response of the local ﬁeld to the external ﬁeld is studied to ﬁnd
the hot spots in liquids. In general, we are looking for possibilities that
could reduce the risk of electrical breakdown in insulating liquids.
Chapter 2
Methodology
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Molecular properties can be described by molecular modeling approac-
hes such as quantum chemistry using molecular orbital methods and
density functional theory (DFT). The basis of the molecular orbital ap-
proaches is the Hartree-Fock approximation but these approaches are
usually expensive computationally for relatively large systems. DFT on
the other hand is applicable to large systems, but its limitation is that
the exchange-correlation part of the energy functional is not known ex-
actly. Force-ﬁeld models are rapid ways of calculating molecular prop-
erties based on atom-type-parameters and they are the standard models
used in molecular dynamics simulations. In this chapter, the DFT-based
methods are used to calculate the IP and excitation energies of molecules
suitable for insulating liquids. Also, a force-ﬁeld model is described which
is used to calculate local ﬁeld factors in insulating liquids.
2.1 Density functional theory
Density is a physical observable which forms the basis of DFT [26]. The
DFT method is extensively used to calculate electronic ground state prop-
erties. Kohn and Sham proposed a method to evaluate the density of
systems [27]. In the Kohn-Sham (KS) approach, the electrons obey a one-
particle Schrödinger equation with an effective external potential. The
Kohn-Sham electronic energy is written as
E[ρ] =
αβ
∑
σ
Nσ
∑
i
〈φiσ| − ∇
2
2
|φiσ〉+
∫
vext(r)ρ(r)dr+ J[ρ] + Exc[ρ] (2.1)
where ρ is the electron density, φiσ is the lowest energy orbital with σ spin
and N = ∑σ Nσ is the total number of electrons. J and Exc are the classical
coulomb energy of the interaction between the electrons,
J[ρ] =
1
2
∫
ρ(r)ρ(r′)
r− r′ drdr
′ (2.2)
and the exchange-correlation energy, respectively, and vext is the external
potential. All the many-body effects are contained in the Exc term which
is the fundamental approximation in DFT. The local density approxim-
ation (LDA) and the generalized gradient approximation (GGA) are the
standard choices of approximation methods [27].
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The KS equations are as follows,
[−∇
2
2
+ vext(r) +
∫
ρ(r)
r− r′ dr
′ + vxcσ(r)]φiσ = iσφiσ (2.3)
where vxcσ is the derivative of Exc with respect to the density. Eq. 2.3 must
be solved in a self-consistent (SC) procedure. With an initial guess of the
electron density, the equations are solved to obtain a set of orbitals from
which a new density is constructed. The process is repeated until the input
and output densities are the same at convergence. The probability density
ρ(r) is obtained by summing the squares of the KS orbitals multiplying by
their occupation numbers ni,
ρ(r) =
occ
∑
i
ni|φi(r)|2. (2.4)
The original DFT formulation can describe an electronic system at
its ground state and zero temperature. Constrained DFT (CDFT) and
time-dependent DFT (TDDFT) are two extensions of DFT that will be
discussed further in Sections 2.1.1 and 2.1.2, respectively. In this thesis
work, the CDFT and TDDFT methods are used for the calculation of the
ﬁeld-dependent ionization potential and excitation energies, respectively.
2.1.1 Constrained density functional theory
In CDFT, we minimize the energy of the system subject to a constraint on
the electron density deﬁned as [28]
∑
σ
∫
wσc (r)ρ(r)dr = Nc (2.5)
where wσc (r) acts as a weight function deﬁning the constraint property and
Nc is the constraint value. The CDFT energy functional for one constraint
is
W[ρ,Vc] = E[ρ] +Vc(∑
σ
∫
wσc ρ(r)dr− Nc) (2.6)
where E[ρ] is the DFT energy functional (Eq. 2.1) and Vc is a Lagrange
multiplier. Making W stationary under the condition that the orbitals are
normalized, gives equations of the form
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[−∇
2
2
+ vext(r) +
∫
ρ(r)
r− r′ dr
′ + vxcσ(r) +Vcwσc (r)]φiσ = iσφiσ. (2.7)
These equations are the KS equations with the addition of the con-
straint potential Vcwσc (r) in the effective Hamiltonian. Eq. 2.7 can be
solved in a SC procedure like in the KS equations. At each SC iteration,
a set of input either from an initial guess or from the output of previous
iterations, is used to construct the conventional KS Hamiltonian. With an
initial value of Vc, Vcwσc (r) is added to form the full Hamiltonian. Then
an optimization of Vc is carried out by,
1. Solving Eq. 2.7
2. Calculating the ﬁrst derivative of W with respect to Vc to ﬁnd the
stationary point
∂W
∂Vc
=∑
σ
∫
wσc ρ
σ(r)dr− Nc (2.8)
where ∂W∂φiσ = 0 is used. The stationary point returns the constraint
in Eq. 2.5.
3. Second derivatives of W (Hessian) with respect to Vc are determined
to ﬁnd whether the stationary point is a maximum or minimum,
∂2W
∂Vc∂Vk
=∑
σ
∑
i
∑
a
〈φiσ|wσc |φaσ〉 〈φiσ|wσk |φaσ〉
iσ − aσ (2.9)
where the indices i and a go over occupied and virtual orbitals, re-
spectively. The Hessian is nonpositive because for any Vc,
∑
c,k
Vc
∂2W
∂Vc∂Vk
Vk = 2∑
σ
∑
i
∑
a
〈φiσ|wσc |φaσ〉2
iσ − aσ (2.10)
and since iσ − aσ < 0, the stationary point is a maximum.
4. Vc is updated in the last step. The optimization of Vc is complete
when the constraint, i.e., Eq. 2.5, is satisﬁed. The obtained φiσ are
used as input for the next SC iteration. Finally, this procedure results
in the converged ground state of the constrained system [29].
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By constraining the charges on molecular fragments in CDFT, long-
range charge transfer (CT) states can be treated well, whereas TDDFT
fails [29–31]. In TDDFT (explained in Section 2.1.2) the ground state is
used as a reference state to calculate the CT states. It is problematic since
the exact exchange functional is required to show the correct asymptotic
behavior at long-range limits which is missing in the standard functionals.
CDFT on the other hand yields the CT state directly with the CT state itself
as the reference.
In addition to charge constraints, the net spin can also be constrained
to obtain for example magnetic exchange couplings [32]. In this context,
a complex AB is divided into two fragments A and B with spins sA and
sB, respectively. The difference between the number of α and β electrons
on A is considered as the constraint value of A and similarly the differ-
ence between the number of α and β electrons on B is the constraint value
placed on B. The CDFT equations are then solved to determine the coup-
ling strength between spins on fragments A and B.
There are a variety of population prescriptions for constraining the
density in Eq. 2.5. Density based schemes, e.g. Voronoi method [33],
Becke [34], Hirshfeld [35], and atomic orbital based schemes such as Mul-
liken [36] and Löwdin [37] can be used in CDFT. With a prescription for
atomic charges in hand, one can build up the weight function, wσc (r). The
Löwdin population scheme is used here which is an improvement upon
the Mulliken method. It corrects the instability of predicted charges with
increasing the size of the basis set. The total number of electrons in the
Mulliken method is expressed as [36]
N =∑
j
∫
ψ∗j (r)ψj(r)drj =∑
j
∑
r,s
∫
cjrφ∗r (rr)cjsφs(rs)drj
=∑
j
(∑
r
c2jr +∑
r =s
cjrcjsSrs) (2.11)
where φr and φs are the atomic orbital basis functions, cjr are coefﬁcients
of the basis function in the molecular orbital ψj and Srs =
∫
φ∗r φsdr is the
overlap matrix. The ﬁrst term can be thought of as electrons belonging to
the particular atom, while the second term causes problems since there is
no single best way to divide the shared electrons between the two atoms.
Mulliken suggests splitting the shared density 50:50. In this work, the
Löwdin approach is used in which the atomic orbital basis functions are
2.1. Density functional theory 23
transformed into an orthonormal set of basis functions prior to the popu-
lation analysis. Therefore, the transformation eliminates the overlap term,
S.
When diffuse basis functions are involved, it is recommended to use
density-based prescriptions such as Becke instead of Löwdin [38]. The
number of electrons on an atom in the Becke approach is
N =
∫
wBecke(r)ρ(r)dr. (2.12)
The space is partitioned into cells where wBecke is nearly unity inside
cells consisting of all points closest to the atom and zero outside.
In this work, we show how CDFT can be used as a model for the in-
teraction between an electron and a molecule. In our model, the electron
is represented by a ghost atom, i.e. basis functions are added to an expan-
sion center without a nuclear charge, and the charge of this ghost atom is
constrained to −1. The total system, the electron and the molecular cation,
are kept neutral. The spin of the electron and total system are constrained
to a doublet and singlet spin states, respectively. By varying the distance
between the ghost atom and the cation, we obtain an accurate picture of
the interaction energy between the departing electron and the cation in
the presence of the electric ﬁeld.
2.1.2 Time-dependent density functional theory
For the calculation of photoabsorption spectra, TDDFT is used here where
the external potential is weak [39]. Therefore, the induced change in the
density is determined by “linear response theory”. The key quantity in
linear response theory is the response function, χ(r, r′, t− t′), deﬁned as
χ(r, r′, t− t′) = δρ(r, t)
δvext(r′, t′)
. (2.13)
Introducing a small change to the external potential leads to a small
perturbation to the unperturbed Hamiltonian, H0, given as
H(t) = H0 + δH(t) (2.14)
where δH can be written in frequency space, ω, as
δH(t) =
1
2π
∫
e−iωtδvext(r, ω)ρ(r)drdω (2.15)
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The unperturbed time-dependent ground state is given as
|Ψ0(t)〉 = e−iE0t |Ψ00〉 (2.16)
while in the ﬁrst-order perturbation theory, the time-dependent wavefunc-
tion can be written as
|Ψ(t)〉 = e−iE0t |Ψ00〉+∑
j =0
aj(t)e−iEjt |Ψ0j 〉 (2.17)
where E0 and Ej are the energies of the ground state and the excited state j,
respectively. The ﬁrst term is |Ψ0(t)〉 and the second term gives a mixture
of components resulting from the unperturbed time-dependent excited
states. The time-dependent coefﬁcients, aj(t), are given by
aj(t) = −i
∫ t
−∞
eiω0j t
′ 〈Ψ0j |δH(t′)|Ψ00〉 dt′
=
−1
2π
∫
δvext(r′, ω) 〈Ψ0j |ρ(r′)|Ψ00〉
ei(ω0j−ω)t
ω0j − ω dωdr
′ (2.18)
where ω0j = Ej − E0. The change of the density resulting from the time-
dependent perturbation is deﬁned as
δρ(r, t) = 〈Ψ(t)|ρ(r)|Ψ(t)〉 − 〈Ψ0(t)|ρ(r)|Ψ0(t)〉 . (2.19)
Inserting Eqs. 2.16, 2.17 and 2.18 into Eq. 2.19 and switching to fre-
quency space gives
δρ(r, ω) = −
∫
δvext(r′, ω)∑
j =0
( 〈Ψ0j |ρ(r′)|Ψ00〉 〈Ψ00|ρ(r′)|Ψ0j 〉
ω0j − ω
+
〈Ψ00|ρ(r′)|Ψ0j 〉 〈Ψ0j |ρ(r′)|Ψ00〉
ω0j + ω
)
dr′. (2.20)
The change in the density with respect to the change in the external
potential gives the response function
δρ(r, ω)
δvext(r′, ω)
= χ(r, r′, ω) = −∑
j =0
( 〈Ψ0j |ρ(r′)|Ψ00〉 〈Ψ00|ρ(r′)|Ψ0j 〉
ω0j − ω
+
〈Ψ00|ρ(r′)|Ψ0j 〉 〈Ψ0j |ρ(r′)|Ψ00〉
ω0j + ω
)
. (2.21)
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Finally, the excitation energies of the system can be derived from the
poles of the response function.
In the Kohn-Sham system, the response function is
χKS(r, r′, t− t′) = δρ(r, t)
δv(r′, t′)
. (2.22)
The linear change of the KS potential, δv(r, t), is obtained as
δv(r, t) = δvext(r, t) +
∫
δρ(r′, t)
|(r− r′)|dr
′dt′ +
∫
fxcσσ′(r, r′, t− t′)δρ(r′, t′)dr′dt′
(2.23)
where fxcσσ′(r, r′, t− t′) is the exchange-correlation (xc) kernel given as
fxcσσ′(r, r′, t− t′) = δvxc(r, t)δρ(r′, t′) . (2.24)
The relation between the response functions of the Kohn-sham system and
the interacting electron system is found by the Dyson equation [39],
χ(r, r′, ω) = χKS(r, r′, ω) +
∫
χKS(r, r1, ω)
(
1
|(r1 − r2)| + fxcσσ′(r1, r2, ω)
)
χ(r2, r′, ω)dr1dr2.
(2.25)
To evaluate the response function, an approximate xc kernel is required.
The simplest solution is to ignore the effect of xc functional which is called
the random phase approximation (RPA).
2.2 Force-ﬁeld models
Force-ﬁeld models describe the electrostatic interactions between particles
as a function of interparticle distances. As a simple example, the Lennard-
Jones potential energy, VLJ , is described as [40],
VLJ(R) = 4[(
σ
R
)12 − ( σ
R
)6] (2.26)
where R is the distance between two particles and  and σ are the model
parameters describing the potential well and the distance at which the in-
terparticle potential is zero, respectively. These parameters can be ﬁtted
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to reproduce experimental or quantum chemical data. The R−12 term de-
scribes the short-range repulsive interaction while the R−6 term describes
the long-range attraction interactions.
The standard force-ﬁeld models are pairwise additive force ﬁelds de-
scribing electrostatic interactions in terms of ﬁxed atomic charges and as
such the polarization effects are missing in their formalisms. Polarizable
force-ﬁeld models are important when a molecule is polarized by its sur-
roundings in a dielectric medium [41]. In polarizable force ﬁelds, the
charge distribution is varied depending on the dielectric medium. The
point-dipole interaction model (PDI) [42–46] and the nonmetallic elec-
tronegativity equalization model (EEM) [47–49] are examples of methods
used to account for polarization. In the PDI model, the atomic polarizab-
ility is included as an atom-type parameter. The molecular polarizability,
ααβ, is deﬁned as
μindα = ααβE
ext
β (2.27)
where μindα is the induced dipole moment, Eextβ is the external electric ﬁeld
and α and β denote the Cartesian coordinates. In EEM, the charge ﬂows
between atoms until the electronegativities of the atoms are equal. The
atomic electronegativity and chemical hardness are atom-type parameters
in this model. EEM and PDI are the basis of the charge-transfer and point-
dipole interaction (CT-PDI) model explained in the following section.
2.2.1 Charge-transfer and point-dipole interaction model
The CT-PDI model is explained here in detail since the equations are not
given in the papers included in the thesis.
The EEM potential is given as
VEEM =
N
∑
I
(χ∗I + ϕ
ext
I )qI +
1
2
N
∑
I
η∗I q
2
I +
1
2
N
∑
I,J =I
qIT
(0)
I J qJ (2.28)
where qI is the atomic charge, χ∗I is the atomic electronegativity, η
∗
I is the
atomic chemical hardness, ϕextI describes the external electrostatic poten-
tial at atom I and T(0)I J = 1/RIJ , where RIJ is the distance between atoms
I and J. In the CT-PDI model the EEM potential is modiﬁed as follows
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Vqq =
N
∑
I,K>I
(χIK + ϕ
ext
IK )qIK +
1
2
N
∑
I,K>I,J,M>J
qIKT
(0)
IK,JMqJM (2.29)
where Vqq is the charge-charge interaction energy, χIK = χ∗I − χ∗K, ϕextIK =
ϕextI − ϕextK , T(0)I I = η∗I and T(0)IK,JM is deﬁned as
T(0)IK,JM = T
(0)
I J − T(0)KJ − T(0)IM + T(0)KM. (2.30)
The modiﬁcations are listed as,
1. The atom-atom charge-transfer (AACT) method is adopted, where
atomic charges are replaced by charge-transfer terms, qIK [50],
qI =
N
∑
K
qIK (2.31)
Inserting Eq. 2.31 to 2.28 and using RIJ,α = −RJI,α, Eq. 2.29 is
obtained.
2. A Gaussian charge distribution ρI(ri) is used for each atom instead
of point charges [51, 52],
ρI(ri) = qI(
Φ∗I
π
)
3
2 e−Φ
∗
I r
2
i (2.32)
where ri is an electronic coordinate and Φ∗I is the width of the Gaus-
sian distribution, an atom-type parameter of the model. The inter-
action between two Gaussian charge distributions is written as [52]
V˜ = qI T˜
(0)
I J qJ =
qIqJ
R˜I J
(2.33)
where R˜I J is a modiﬁed distance, T˜
(0)
I J = 1/R˜I J , given by the regular
error function R˜I J = RIJ/erf(
√aI JRI J), and aI J is
aI J =
Φ∗IΦ
∗
J
Φ∗I +Φ
∗
J
. (2.34)
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3. An approximation of the error function is considered in the CT-PDI
model [52, 53],
R˜I J =
√
R2I J +
π
4aI J
(2.35)
which has the same limiting behavior at RIJ → 0 and RIJ → ∞ as
when R˜I J = RIJ/erf(
√aI JRI J).
4. EEM has a limitation regarding the charge transfer over large dis-
tances [50,54], i.e. the charge-transfer is not zero between two particles
at inﬁnite separation. Two approximations to Eq. 2.30 are imposed:
(i) In the three-particle case,
T˜(0)IK,IM = η
∗
I − T˜(0)KI − T˜(0)IM + T˜(0)KM, I = J and K =M (2.36)
the chemical hardness, η∗I , is modiﬁed as [55]
η∗I → η∗I S−
1
2
IK S
− 12
IMgI,KM, I = J and K =M (2.37)
where gI,KM is a function of the two distances, RIK and RIM, describ-
ing a resistance to charge ﬂow in the molecule, given as [56]
gI,KM = (g∗0,I)
2g∗0,Kg
∗
0,MHI,KM(ΔI,KM)
+(g∗1,I)
2g∗1,Kg
∗
1,M(1− HI,KM(ΔI,KM)) (2.38)
where g∗0,I and g
∗
1,I are atom-type parameters and HI,KM is a smooth
step function,
HI,KM(Δ) =
1
2
(1+ tanh(CI,KMΔI,KM)) (2.39)
CI,KM = (C∗I )
2C∗KC
∗
M, where C
∗
I and R
∗
I are atom-type parameters
and ΔI,KM = RIK − (R∗I + R∗K) + RIM − (R∗I + R∗M). In Eq. 2.37, SIK
is,
SIK = e−aIK(RIK−R
∗
I−R∗K)2 . (2.40)
(ii) In the two-particle case, K = M and I = J, for a large separation
distance T˜(0)IK,JM becomes η
∗
I + η
∗
K − 2T˜(0)IK and the modiﬁcation of the
chemical hardness in T˜(0)IK,IK is introduced as [55]
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(η∗I + η
∗
K) → (η∗I + η∗K)S−1IK (2.41)
The EEM problem for the two-particle system is thus solved by con-
sidering Eq. 2.41, whereas Eq. 2.37 addresses the “long-chain” prob-
lem, i.e. an energy cost is added for charge transport in an extended
system.
In the PDI model, atomic polarizabilities couple with each other in an
external electric ﬁeld through the atomic induced dipole moments and the
molecular polarizability is obtained by considering atomic polarizabilities
as atom-type parameters. The PDI potential is deﬁned as [55]
Vμμ =
1
2
N
∑
I
μI,α(αI,βα)
−1μI,β − 12
N
∑
I
N
∑
K =I
μI,αT˜
(2)
IK,αβμK,β −
N
∑
I
EextI,α μI,α (2.42)
where Vμμ is the dipole-dipole interaction energy, αI,βα is the atomic po-
larizability and EextI,β is the external electric ﬁeld at atom I. T˜
(1)
I J,α and T˜
(2)
I J,αβ
are obtained from the derivations of T˜(0)I J with respect to RIJ [56],
T˜(1)I J,α =
∂T˜(0)I J
∂RIJ,α
= −RIJ,α
R˜3I J
and T˜(2)I J,αβ =
∂T˜(1)I J,α
∂RIJ,β
=
3RIJ,αRIJ,β
R˜5I J
− δαβ
R˜3I J
,
(2.43)
where the Einstein summation convention is used for repeated subscripts.
In the CT-PDI model, αI,βα is modiﬁed to include the chemical surround-
ings [56, 57],
αI,βα = α
∗
I (δβα + x
∗
I (1− GI,βα)) (2.44)
where α∗I and x
∗
I are atom-type parameters describing the isotropic and
anisotropic parts of the atomic polarizability, respectively, and GI,βα is
GI,βα =
3
Tr(ΓI)
ΓI,βα (2.45)
where ΓI,βα is expressed by
ΓI,βα =
N
∑
J =I
α∗J SI J
RI J,βRIJ,α
R2I J
. (2.46)
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Here, RIJ,βRIJ,α/R2I J gives the correct rotational properties of αI,βα.
The charge-dipole interaction energy Vqμ in the CT-PDI model is writ-
ten as [55]
Vqμ =
N
∑
I,J
qI T˜
(1)
I J,αμJ,α =
N
∑
I,K>I,J
qIKT˜
(1)
IK,J,αμJ,α (2.47)
where T˜(1)IK,J,α = T˜
(1)
I J,α − T˜(1)KJ,α.
In the CT-PDI model, the Lagrangian including the kinetic energies
for qIK(t) and μI(t) [58] as well as the potential energies provides a set
of coupled linear equations and the frequency-dependent polarizability is
calculated by solving the linear response equations. The charge-transfer
terms and the atomic dipole moments are assumed to oscillate with the
same frequency, ω, as the external electric ﬁeld, EextJ,α = Re (E
(ω)
J,α e
iωt),
and electrostatic potential, ϕextI J = Re (ϕ
(ω)
I J e
iωt), so that qIK = Re (q
(0)
IK +
q(ω)IK e
iωt) and μI,α = Re (μ
(0)
I,α + μ
(ω)
I,α e
iωt).
The Lagrangian, L, of the system is expressed by [58]
L = Kq + Kμ − (Vqq +Vqμ +Vμμ) (2.48)
where Kq and Kμ are the kinetic energies of atomic charges and atomic
dipole moments, respectively. The kinetic energy Kq associated with the
oscillations of charges is given by [56]
Kq =
1
2
N
∑
I,K>I
(cq∗I + c
q∗
K )R
2
IK(q˙IK)
2 (2.49)
where q˙IK is the time-derivative of the charge-transfer term and c
q∗
I and c
q∗
K
are atom-type parameters. The kinetic energy Kμ of the oscillating atomic
dipole moments is given as [58]
Kμ =
1
2
N
∑
I
cμ∗I (μ˙I)
2 (2.50)
where μ˙I is the time derivative of μI , and c
μ∗
I is an additional atom-type
parameter.
The Lagrangian equations to be solved are
∂
∂t
(
∂L
∂q˙IK
)− ∂L
∂qIK
= 0 ;
∂
∂t
(
∂L
∂μ˙I
)− ∂L
∂μI
= 0 (2.51)
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The ﬁnal equations are written in a matrix form as [56, 59]
{(
T˜(0)M×M T˜
(1)
M×3N
T˜(1)
t
M×3N −T˜(2)3N×3N
)
− ω2
(
CqM×M 0
0 Cμ3N×3N
)}(
qM×1
μ3N×1
)
=
( −ϕM×1
E3N×1
)
(2.52)
where M and N are the number of bonds and atoms, respectively. The
elements of T˜(0), T˜(1) and T˜(2) are T˜(0)SP,JM, T˜
(1)
SP,K,β and T˜
(2)
IK,αβ (T˜
(2)
I I,αβ =
(αI,βα)
−1), respectively. Cq is a diagonal matrix in which one element
is (cq∗J + c
q∗
M)R
2
JM(1 − i2ω (γq∗J + γq∗M))δSJδPM, while the Cμ matrix element
is cμ∗K (1− iγμ∗K /ω)δIKδαβ.
The dissipations are included by replacing ω2 with ω2 − i 12 (γq∗I +
γ
q∗
K )ω and ω
2 − iγμ∗I ω in the diagonal matrix in which γq∗J and γμ∗K are
dissipation parameters for charges and dipoles, respectively [58]. Thus,
q has the elements q(ω)JM and μ has the elements given by μ
(ω)
K,β . On the
right-hand side of Eq. 2.52, the elements of ϕ and E are ϕ(ω)SP and E
(ω)
I,α ,
respectively. For a homogeneous electric ﬁeld, E(ω)I,α is E
(ω)
α and ϕ
(ω)
SP =
−(RS,α − RP,α)E(ω)α . Finding the derivative of Eq. 2.52 with respect to
a homogeneous external electric ﬁeld gives the molecular polarizability
obtained as [56]
ααβ(ω) =
∂μ
(ω)
α
∂E(ω)β
=
N
∑
I,M>I
RIM,α
∂q(ω)IM
∂E(ω)β
+
N
∑
I
∂μ
(ω)
I,α
∂E(ω)β
. (2.53)
The two terms on the right hand side of Eq. 2.53 gives the charge-
transfer and dipole contributions to the polarizability, respectively. ∂q
(ω)
IM
∂E(ω)β
and
∂μ
(ω)
I,α
∂E(ω)β
are used in the calculation of local ﬁeld factors. The local ﬁeld
factor (Eq. 1.15) in terms of charge-transfer terms is given as
∂ElocI,α
∂EextI,γ
= δαγ +
N
∑
J =I,M>J
−(T(1)I J,α − T(1)IM,α)
∂qJM
∂EextI,γ
+
N
∑
J =I
T(2)I J,αβ
∂μJ,β
∂EextI,γ
. (2.54)
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The general problem of electrical breakdown in insulating liquids is
introduced in Chapter 1 and Chapter 2 summarizes the methodologies
used to calculate molecular properties of insulating liquids. These prop-
erties are ﬁeld-dependent IP and ﬁeld-dependent excitation energies. To
study the IP in the ﬁeld, the point-charge model based on DFT is used
which is described in paper 1 and a new model is developed in paper
2 which is based on CDFT and applied to different types of molecules
(paper 3). A limitation of the CDFT model is resolved in paper 4 and
we extend the model to larger aromatic molecules. The excitation ener-
gies of molecules are also investigated in papers 1-4. Some of the general
conclusions of papers 1-4 are as follows:
• Different types of molecules behave differently in the ﬁeld.
• The IP decreases strongly in the ﬁeld, while the excitation energies
remain relatively constant.
• Due to the signiﬁcant decrease of the IP in the ﬁeld, the number of
available excited states decreases with increasing ﬁeld.
• At a threshold ﬁeld, all the excited states of the molecule vanish and
change into unbound states.
The vanishing of the excited states in the ﬁeld may be the origin of dif-
ferent modes of the streamer propagation. In general, we have proposed
that molecules with low IPs and low excitation energies show the most
promise for streamer experiments.
The local ﬁeld factor is also discussed in Chapter 1. Paper 5 represents
a model to calculate the static and frequency-dependent local ﬁeld factors
of the benzene and azobenzene dimers as initial model systems. In paper
6, the applicability of the model to much larger systems such as aggregates
of molecules is investigated by combining it with a molecular dynamics
simulation of liquid benzene which is used in breakdown experiments
[60, 61]. The local ﬁeld model is partitioned into a charge term and a
dipole term, determining the contribution of each term in the local ﬁeld
factor. Some of the conclusions of paper 5 and 6 are as follows:
• The local ﬁeld factor increases signiﬁcantly at the absorption fre-
quency.
• The local ﬁeld factor is dependent on the intermolecular distance.
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• The charge contribution is smaller than the dipole contribution at
frequencies below absorption, while at the absorption frequency
they are comparable.
• At atoms, the charge and dipole terms may add up to give a large
local ﬁeld factor or they may to a large extent cancel each other and
results in a small local ﬁeld factor at the absorption frequency.
The local ﬁeld model developed in this thesis can be applied to differ-
ent liquids to obtain their dielectric properties.
The thesis work is limited to the study of a few molecular processes in
insulating liquids using molecular modeling. To better understand the
pre-breakdown and breakdown phenomena, it is required to consider
more possible processes and further studies may be performed to connect
the modeling results to experiments both qualitatively and quantitatively.
There are some potentially alternative approaches to the ﬁeld-dependent
IP model presented in this work. A useful approach that can be used in
future work is applying continuum wavefunctions developed for studying
photoionization spectra [62, 63].
The excitation energies are calculated by the TDDFT method using
standard functionals. For excitation energies close to the ionization threshold,
the calculations need to be extended to use longe-range corrected (LC)
functionals which are more accurate at long distances [64, 65]. The LC
functionals may give the actual number of excited states with energies be-
low the IP in zero ﬁeld as well as the actual decrease in the number of
excited states in the ﬁeld.
The parameters of the local-ﬁeld model need to be improved by ex-
tending the set of molecules to provide a generic set of optimized para-
meters for all studied molecules rather than several system-speciﬁc sets.
Adding higher-order terms such as hyperpolarizabilities and atomic quad-
rupole moments improves the physics of the model and provides a useful
tool for the calculation of numerous optical properties used in breakdown
experiments.
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The electric-ﬁeld dependence of the molecular ionization potential and excitation energies is
investigated by density-functional theory calculations. It is demonstrated that the ionization
potential has a strong ﬁeld dependence and decreases with increasing ﬁeld. The excitation energies
depend weakly on the ﬁeld and the number of available excited states decreases with increasing
ﬁeld since the ionization potential has a stronger ﬁeld dependence. Above a speciﬁc ﬁeld, different
for each molecule, a two-state model is obtained consisting of the electronic ground state and the
ionized state. Implications for streamer propagation and electrically insulating materials are
discussed.VC 2013 American Institute of Physics. [http://dx.doi.org/10.1063/1.4800118]
I. INTRODUCTION
Insulating liquids are often used as a part of the dielec-
tric barrier between two conductors in high-voltage equip-
ment and may suffer a dielectric breakdown in high electric
ﬁelds.1–6 Breakdown happens when a conductive plasma
channel, a streamer, is created in the high ﬁeld regions which
propagates through the entire dielectric barrier and bridges
the gap between two conductors. This phenomenon is inﬂu-
enced by the molecules properties in the insulating liquid.
Electrons are the main charge carriers in dielectrics at high
ﬁelds and the concentration of free electrons depends on the
ionization potential (IP) and the excitation energies of the
molecules.7
Although experimental studies on pre-breakdown and
breakdown phenomena are extensive,8–11 corresponding theo-
retical investigations on a molecular level are sparse. In the
needle-plane electrode geometries, the properties of the
streamer originating from a positive or negative voltage on
the needle electrode depend on the electronic properties of the
insulating liquids including small amounts of additives.12–22
There are different ionization mechanisms such as impact ion-
ization, photoionization, and ﬁeld ionization.7 If the energy of
an electron in the liquid is higher than the IP of the base liq-
uid, impact ionization takes place. In the photoionization
mechanism, a photon with an energy equal to or higher than
the IP of the molecule is absorbed by a molecule and an elec-
tron is released. Field ionization is based on a tunneling phe-
nomenon and is only dependent on the local electric ﬁeld.
Either of these mechanisms may be dominant in one of the
different modes of streamer propagation.23,24 The ﬁrst slow
mode takes place between initiation voltages and breakdown
of the streamer and the fast mode takes place above the break-
down levels. The IP is an important factor in all ionization
mechanisms and the IP must be viewed as a ﬁeld-dependent
property.7 In this work, the hypothesis is that at high electric
ﬁelds, the excitation energy is also an important factor in the
transition to fast mode streamer propagation.
In a previous work,7 it was realized that the IP had a
strong dependence on the electric ﬁeld, whereas the excita-
tion energies (the lowest excitation energy was included in
Ref. 7) had a relatively weak dependence on the electric ﬁeld
for the molecules included in the study. With an applied high
voltage, energy is continuously added to the insulating liquid
and there are two main routes for the liquid to release this
energy, by emitting light or heat. That the number of avail-
able excited states decreases with increasing ﬁeld, since the
IP has a stronger ﬁeld dependence may have a strong impact
on the insulating properties of the liquid. It is, however, a
complex process as sketched in Figure 1 with many possible
effects on streamer initiation and propagation. As indicated
in Figure 1, we may have excitation by electron impact or by
photon absorption. In general, excitation is a preferred pro-
cess for an insulating liquid since light is emitted to the sur-
roundings, but in some cases, the life-time of the excited
state is long compared to the frequency of either electron
impact or photon absorption processes and a two-step ioniza-
tion process may be obtained. With increasing ﬁeld, the
number of available excited states decreases. If an excited
state that is important for the insulation suddenly vanishes
since the ﬁeld is increased, it may have dramatic effects on
streamer initiation and propagation. It is here hypothesized
that the vanishing of an important excited state may be the
cause for the change in the mode of a streamer, which is
presently characterized by the measured speed of the
streamer without a detailed mechanistic explanation. We
also note that above some ﬁeld a region is reached where
excited states are no longer available, i.e., a two-state model
is obtained with the ground state and the ionized state.7 The
strong ﬁeld dependence on the IP also gives a new perspec-
tive on photoionization since a high-energy photon may be
generated in a low-ﬁeld region which may lead to ionization
in a high-ﬁeld region. We are presently not in a position to
deduce which of these processes that are critical and it willa)Electronic mail: per-olof.aastrand@ntnu.no
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probably vary from liquid to liquid depending on the chemi-
cal composition of the liquid. As a starting point, this work
is restricted to the calculation of the ﬁeld-dependent excita-
tion energies and ionization potentials for a set of relevant
molecules to illustrate that various molecules behave quite
differently.
II. THEORY
A. Field-dependent model of the ionization potential
The IP of a molecule A in the presence of an electric
ﬁeld is deﬁned by7
IP ¼ UAþ þ Ve  UA; (1)
where UAþ is the energy of a cation, Ve is the interaction
energy between an electron placed at a position R relative to
the cation in the ﬁeld, and UA is the energy of the molecule
in the electric ﬁeld. The energy of the cation in an electric
ﬁeld is dependent on the choice of origin since an ion is
accelerated by the force of an electric ﬁeld. But if the cation
and electron are considered as a combined neutral system
(Aþ þ e), the total energy will be origin-independent. In
our model,7 the electron is regarded as a negative point
charge and the interaction energy between the electron at
position R and the molecular cation is calculated. In practice,
the point charge is placed at a certain distance from a chosen
atom of the cation and the distance between the point charge
and the cation is varied along the direction of the ﬁeld. The
total energy of the combined system at the maximum of the
energy, Umax, along the escaping path of the electron is used
to calculate the IP. It has been found that the choice of the
atom from which the electron is pulled out has a small effect
on the IP.7 In the following, a detailed description of the
model is given with one of the studied molecules as an
example. An electric ﬁeld of 5.14–102.8 MV/cm is applied
to glyceryltributyrate (GTB) (see Figure 2) in the positive x,
y, and z directions. The point charge is positioned at distan-
ces 2–22 A˚ from the origin shown in Figure 2.
At each electric ﬁeld, the point charge distance from the
cation is varied in the opposite direction of the ﬁeld and the
interaction energy is plotted against the position of the point
charge. Figures 3(a) and 3(b) show the interaction energy
between GTB cation and the point charge in Ez ¼ 20:56 and
77.1 MV/cm, respectively. The maximum position of the
point charge relative to the cation at the ﬁelds 20.56 and
77.1MV/cm are 10.0 and 4.0 A˚, respectively.
The IP is calculated as
IP ¼ Umax  UA (2)
and the IP of GTB becomes 5.94 and 4.04 eV at Ez ¼ 20:56
and 77.1 MV/cm, respectively.
The validation of the model has been performed by
comparison with the classical results of IP for the ﬁelds
below 30 MV/cm.7 In high electric ﬁelds, conductivity of the
insulating materials increases because of the increase in the
number of free charge carriers. The high-ﬁeld conductivity
in the bulk material can be explained by the classical Poole-
Frenkel mechanism with the following equation:25
rðEÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃNef f Ndp le IP02kBTe
ﬃﬃ
E
p
kBT
ﬃﬃ
r
p
; (3)
where Neff is the effective density of states in the conduction
band, Nd is the number density of the molecules, l is the mo-
bility of free electrons in the conduction band, r is the rela-
tive permittivity of the material, IP0 is the IP of molecules at
zero ﬁeld, and E is the electric ﬁeld. From Eq. (3), it is
assumed that the IP of a molecule depends on the square root
of the electric ﬁeld
IP ¼ IP0  2
ﬃﬃﬃﬃ
E
r
r
: (4)
This functional form of the ﬁeld dependence of the IP
has been reported in previous experimental works26,27 and
computational work.7
FIG. 1. A sketch of different possible
ionization processes in the ﬁeld for an
insulating molecule. Each process can
happen at different ﬁelds and the proc-
esses have been placed in the graph with
a purpose of a clear presentation. Field
ionization is not included since it is a
pure statistical process. The scales, both
for energy and the electric ﬁeld, are only
indicative. Solid arrows denote an elec-
tron impact process and wavy arrows
denote light.
FIG. 2. The position of a point charge with respect to the GTB cation in z
direction of the electric ﬁeld.
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B. Field-dependent excitation energies
In this work, we will focus on the calculation of the ex-
citation energies in an electric ﬁeld. For this purpose, time-
dependent density functional theory (TDDFT)28 was used to
calculate the 20 lowest singlet-singlet excitation energies for
each molecule. Although TDDFT has become the standard
tool for calculating excitation energies, it also has several
shortcomings.29 The accuracy of TDDFT may vary depend-
ing on the choice of exchange correlation functionals, espe-
cially in the description of high-lying Rydberg states, the
excited states of long-range charge-transfer systems, and
double or higher order excitations.30,31 The exchange corre-
lation potential generated by approximate standard function-
als such as the local density approximation (LDA) and the
generalized gradient approximation (GGA) decays too rap-
idly in contrast the slow asymptotic decay of the true electro-
static potential. Thus, these functionals provide poor results
when the excitation energies get close to the ionization
threshold.32 In the ﬁeld, the excited states become more dif-
fuse and it is shown in Sec. IV that some of the excitation
energies remain in higher ﬁelds with energies close to the IP.
This might be the result of using different models for the cal-
culation of IP compared with the excitation energy and also
the deﬁciency of the local exchange correlation functional in
the interpretation of diffuse excited states in high ﬁelds.
It is important to identify if an excited state is a bound or
unbound state at high electric ﬁelds since there is a transition
from bound to unbound of some of the excited states. As the
ﬁeld increases, some of the excited states change into ionized
states. Figure 4 shows the lowest unoccupied molecular
orbital (LUMO) for trans-azobenzene (TAB) in the electric
ﬁeld of Ex ¼ 0 and 51.4 MV/cm. The LUMO which is the p
orbital of the azo bond is unbound at Ex ¼ 51:4MV=cm. For
each molecule in this study, it will be shown that at high elec-
tric ﬁelds some of the excited states change into ionized
unbound states. Since excited states become more diffuse in
an electric ﬁeld, an augmented basis set is used that results in
a better description of the excitation energies in a high ﬁeld.
III. COMPUTATIONAL DETAILS
All the calculations are done using the ADF software
package.33,34 The geometry optimizations of all the mole-
cules are performed using the PBE35 functional with the aug-
mented triple-zeta polarization (TZP) basis set36,37 and the
optimized geometries of ground states are used for the calcu-
lation of vertical IP and excitation energies in the electric
ﬁeld. The electric ﬁeld is between 0 and 102.8 MV/cm which
is beyond the range of interest in the streamer propagation
process. The unrestricted open shell method is applied for the
optimization of the molecular cation. For each molecule, the
20 lowest singlet-singlet excitation energies are calculated by
TDDFT method with the same functional and basis set. The
ﬁeld-dependent IP was calculated as described in Ref. 7.
IV. RESULTS
Figure 5 shows the molecules chosen for this study:
TAB, GTB, trichloroethylene (TCE), N,N-dimethylaniline
(DMA), tetrakis (dimethylamino) ethylene (TDAE), and
9,10-dimethyloctadecane (DMOD). DMA and TCE are
selected because of the previous experimental studies on
additives applied in streamer experiments.20–22,38 It was
found that the IP of the additives has a signiﬁcant effect on
pre-breakdown phenomena and propagation.20 For this rea-
son, TDAE is chosen since it is an organic amino compound
with a very low IP compared with other organic molecules.39
TAB has a low singlet-singlet excitation energy at 2.21 eV
(Ref. 40) which may represent a relevant property to be used
as an additive. DMOD has the potential to be used as a base
insulating liquid because of its desirable physical properties
such as high viscosity indices, good thermal and oxidative
stabilities, and low toxicity.41 GTB is an ester molecule with
some advantages as a base insulating liquid. Ester liquids are
used as insulating liquids in high voltage applications. In
addition to good biodegradability properties, they have a
much higher ﬁre point compared to mineral oils.42,43 In this
section, the effect of the electric ﬁeld on the IP and the 20
lowest excitation energies are studied. The electric ﬁeld is
applied on the positive direction for all the molecules. The
excitations surviving at high electric ﬁeld are studied in
more detail.
FIG. 3. The interaction energy between
the GTB cation and the point charge in
the different positions in z direction of
the electric ﬁeld.
FIG. 4. pazo at Ex ¼ 0 and Ex ¼ 51:4MV=cm for TAB.
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A. trans-azobenzene
Figure 5 shows how TAB is placed in the coordinate sys-
tem. The geometrical parameters are in good agreement with the
experimental structure44 with typical errors within 0.03 A˚ and
1:0 which indicates the coplanarity of azo bond with the phenyl
rings. The x and y directions are the in-plane and z is the out-
of-plane electric ﬁeld, respectively. Figure 6 shows the IP and
excitation energies in the x, y, and z directions of the electric
ﬁeld, respectively. The experimental p! p excitation energy
is 3.54 eV (Ref. 45) compared to our calculated value of
3.36 eV. Applying an electric ﬁeld facilitates ionization proc-
esses, i.e., as the electric ﬁeld increases, the IP becomes smaller.
The reduction of IP is a little more signiﬁcant for Ex which is the
direction through the two phenyl rings and also some of the ex-
citation energies are reduced in magnitude in this direction. This
is reasonable since the p orbitals are extended in the x direction.
The excitation energies remain almost constant in the
ﬁeld but for Ex some of them decrease slightly. To under-
stand these variations, the MOs that are involved in these
excitations are inspected. The MOs show that the excitations
at E < 25:7MV=cm are the same as in zero ﬁeld. The reduc-
tion of some of the excitation levels mainly originate from two
reasons: some MOs tend to be more delocalized as the ﬁeld
increases and second, the contributions of various transitions to
some excitations change signiﬁcantly which result in lowering
of the excitation energies as exempliﬁed below.
For Ex, the symmetry of the molecule is broken. At
Ex ¼ 61:7MV=cm, six excitations exist. The ﬁrst excitation
is from the lone pairs of the nitrogen atoms (nazo) to the p
orbital of the azo bond (pazo). Figure 6(a) shows that this ex-
citation remains constant in the ﬁeld and disappears at
Ex > 61:7MV=cm. The reason is that pazo changes into an
ionized state (see Figure 4).
The second excitation in TAB is pazo to pazo with a
minor contribution of the p orbitals of the benzene rings, pb,
to pazo. As the ﬁeld increases, the contribution of pb to p

azo
becomes greater. Since the latter transition is lower in energy
than the former, a deduction in the second excitation energy
is observed. The third excitation at Ex ¼ 61:7MV=cm is nazo
to pb and the fourth one is pb to p

azo. The last two excitations
are transitions between pb and pb.
The other in-plane ﬁeld, Ey, is slightly less effective than
Ex because the excitations remain constant by increasing the
ﬁeld mainly since Ex includes a polarization from one phenyl
ring to the other. The ﬁrst excitation (nazo to pazo) survives
also at the higher ﬁelds. At Ey ¼ 51:4MV=cm, there are four
other excitations. The ﬁrst three of these excitations are
FIG. 5. Structure of molecules in the
coordinate system indicated in the left
corner. The origin of the coordinate sys-
tem for each molecule is shown by a
circle.
FIG. 6. The ionization potential and the
excitation energies (eV) in different
directions of the electric ﬁeld for TAB.
The solid line shows the IP and the dots
are the excitation energies.
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mainly composed of transition from pb to pazo; pazo to p

azo
with a little contribution of pb to pazo and pazo to p

azo, respec-
tively. The last one is contributed equally from pazo to pb and
pb to pazo. The excitations in the out-of-plane ﬁeld, Ez, also
remain constant and these excitations are almost similar to
the zero ﬁeld. There are seven, four, and one excitations at
51.4, 77.1, and 102.8 MV/cm, respectively. The ﬁrst excita-
tion remains also at 102.8 MV/cm. At 77.1 MV/cm, the sec-
ond, third, and fourth excitations have the same energy and
are mainly composed of transitions pazo and pb to pazo with
different contributions. At 51.4 MV/cm, there are three other
excitations that two of them are degenerate and from nazo to
pb and the last one is mostly contributed from the p orbital of
benzene rings including the nitrogen atoms (pba) to pazo.
At some electric ﬁelds, there are a few excitation ener-
gies that lie very close to the IP. These excitation energies
are likely the result of the different models for calculating
the IP and the excitation energies and the deﬁciencies in
these models, and should probably be above the IP.
B. Glyceryltributyrate
The central carbon atom in GTB is chosen as the origin
(see Figure 5 for the coordinate system). For Ex, the IP
decreases sharply and it approaches zero at Ex >
100MV=cm (see Figure 7). The ground state of the molecule
changes at Ex > 100MV=cm, consequently the electronic
properties of the molecule is different compared with
Ex < 100MV=cm.
GTB is more sensitive to the direction of the electric
ﬁeld than the other molecules and the electric ﬁeld is able to
shift the order of the excited states.
It is observed that some of the excitation energies
decrease in Ex. At Ex > 31:0MV=cm, the excited states
change into ionized states. Four excitations are observed at
31 MV/cm. Only one of the carbonyl p orbitals of side
chains remains bound (pR: R refers to the right chain),
whereas the others are ionized at this ﬁeld. The ﬁrst excita-
tion is from the lone pairs of the oxygen atoms of the left
chain (nL) to the pR orbital (Figure 8).
The second excitation is from the lone pairs of oxygen
atom in the middle chain (nm) to the pR orbital. The third and
fourth excitations are from the lone pairs of side oxygen
atoms, nL and nR, to pR orbital. For Ey, some of the excitation
energies increase slightly. The molecular orbitals of these
excitations are almost different from the molecular orbitals
in zero ﬁeld. As an example, the molecular orbitals of the
FIG. 7. The variation of the ionization
potential and the excitation energies
(eV) in different directions of the elec-
tric ﬁeld for GTB. The solid line shows
the IP and the dots are the excitation
energies.
FIG. 8. The ﬁrst excitation at Ex ¼ 31:0MV=cm for GTB (L refers to the
left chain and R refers to the right chain).
FIG. 9. The molecular orbitals that are involved in the second excitation in y
direction for GTB (M refers to the middle chain).
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second excitation are shown in Figure 9. The lone pairs and
carbonyl p orbitals are delocalized over the three chains. At
Ey > 31:0MV=cm, the excitation energies are quite similar
to the IP, again indicating that this may be a result of using
different approaches for the IP and the excitation energies.
Ideally, these excitations should have been above the IP.
In the ﬁeld perpendicular to the molecule, the excitation
energies remain constant. At Ez ¼ 41:1MV=cm, the excita-
tion energies are almost equal to the IP and should be
regarded as an ionization.
C. N,N-dimethylaniline
The nitrogen atom in DMA is the origin of the coordi-
nate system and the x and y directions are the in-plane and z
is the out-of-plane electric ﬁeld, respectively (see Figure 5).
The molecular structure is in good agreement with the struc-
ture obtained from the gas-phase electron diffraction experi-
ment.46 Figure 10 shows the reduction of the IP and the two
excitation energies in the ﬁeld. The calculated and experi-
mental IP are both 7.12 eV at zero electric ﬁeld.47 The ﬁrst
excitation around 4.0 eV, compared to the experimental low-
est excitation energy of 4.08 eV,48 is from the lone pair of
nitrogen atom (n) to the ﬁrst pb1 orbital of benzene ring. The
second excitation with the energy about 5.0 eV is from n to
the second pb2 orbital of benzene ring. The excitation ener-
gies are high in comparison to TAB, but with a similar IP.
Therefore, there are fewer excited states with energy
between ﬁrst excitation and the IP. The ﬁrst excitation disap-
pears at the ﬁelds higher than 26 MV/cm in y and z direc-
tions, whereas the threshold ﬁeld in x direction is 15.4 MV/
cm. The pb1 orbital changes into an ionized state at ﬁelds
higher than the threshold ﬁeld (Figure 11).
D. Tetrakis-(dimethylamino)ethylene
The results obtained for TDAE do not correspond to the
experimental structure,50 since with our computational
approach we obtain a planar geometry apart from the methyl
groups (see Figure 5). There is a dihedral angle of 28:2
around the central ethylene bond in the experimental struc-
ture.50 Table I summarizes the structural parameters obtained
in this work (ﬁrst column) in comparison to literature val-
ues.49,50 The experimental vertical IP in zero ﬁeld is about
6.11 eV,39 while for the planar geometry it is 7.49 eV. This
molecule therefore seems to be a difﬁcult model to handle
with DFT functionals, but we still include a brief comparison
in our study and we will return to it in a more detailed study.
Figure 5 shows that a carbon in the ethylene bond is
chosen as the origin of the coordinate system. In Figure 12,
the IP shows a reduction in the ﬁeld similar to the other mol-
ecules. There are four MOs of the lone pairs of the nitrogen
atoms that are involved in the 20 lowest excitations. Four
excited states remain up to 25.7 MV/cm in all directions of
the ﬁeld. The ﬁrst excitation is from the lone pairs of nitro-
gen 3 and 6 (n1) (see Figure 5 for the labels) to the p orbital
of ethylene bond. This orbital becomes unbound at Ex and
FIG. 10. The ionization potential and the
excitation energies (eV) in different
directions of the electric ﬁeld for DMA.
The solid line shows the IP and the dots
are the excitation energies.
FIG. 11. LUMO at Ez ¼ 0 and >26MV=cm for DMA.
TABLE I. Structural parameters for TDAE based on the labels shown in
Figure 5 (bond lengths (A˚) and angles ()).
PBE/aug-TZP B3LYP/cc-pVTZ49 Exp.50
1-2 1.35 1.36 1.36
1-4 1.44 1.45 1.40
4-10 1.47 1.44 1.45
6-2-5 116.0 112.8 118.4
4-1-2-6 0.0 31.1 28.2
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Ey > 51:7MV=cm. The second excitation is from the lone
pairs of nitrogen 3 and 5 in combination with nitrogen 4
and 6 (n2) to the ethylene p orbital. The third and fourth
excitations are n3 and n4 to p, respectively. n3 is the lone
pairs of nitrogen 4 and 5 and n4 is the lone pairs of nitrogen
3 and 4 in combination with 5 and 6. The threshold ﬁeld is
51.7 MV/cm in the x and y directions and 36.0 MV/cm in the
z direction, respectively.
E. Trichloroethylene
One of the ethylene carbon atoms in TCE is chosen as
the origin (see Figure 5). The obtained structure is in good
agreement with the experimental structure51 and the calcu-
lated IP is 9.17 eV compared to the experimental value of
9.68 eV.52 Figure 13 shows that the IP decreases with the
ﬁeld as seen for the other molecules. TCE has a large number
of excitations at E < 25:7MV=cm. The excitation energies
remain almost constant in the different directions of the ﬁeld.
The ﬁrst two excitations around 5 eV remain in the higher
ﬁelds. The electron transfers in these two excitations are
between ethylene p orbital to carbon-chlorine r orbitals.
There are two r orbitals, r1 which is corresponding to the
bond between carbon and chlorine 1 and r2 which is related
to chlorine 2 and 3 (see Figure 5). The experimental value of
this transition energy is 5.34 eV.53 In addition to the ﬁrst two
excitations, at 25.7 MV/cm there are two more excitations
that are from the ethylene p orbital and lone pairs of chlorine
atoms to the ethylene p orbital.
F. 9,10-dimethyloctadecane
The chosen origin for DMOD is shown in Figure 5. Ex is
along the molecular chain and Ey and Ez are perpendicular to
the chain, respectively. Figure 14 shows that Ex reduces the
IP signiﬁcantly so that at about 60 MV/cm, the IP is around
2 eV. The same behavior was found for n-tridecane.7 This
molecule is sensitive to the direction of the ﬁeld similar
to GTB and n-tridecane. The excited states change into
ionized states in the ﬁelds higher than 1.0 MV/cm. At
Ex¼ 1:0MV=cm there are ﬁve excited states, where the
electron is transferred from carbon-hydrogen and carbon-
carbon r orbitals to the r orbitals.
FIG. 12. The variation of the ionization
potential and excitation energies (eV) in
different directions of the electric ﬁeld
for TDAE. The solid line shows the IP
and the dots are the excitation energies.
FIG. 13. The variation of the ionization
potential and excitation energies (eV) in
different directions of the electric ﬁeld
for TCE. The solid line shows the IP and
the dots are the excitation energies.
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For Ey, four excitations remain up to 5.1 MV/cm and the
electron transfer is between carbon-hydrogen and carbon-
carbon r orbitals to r orbitals. For Ez, there are three
carbon-carbon and carbon-hydrogen r orbitals. Therefore,
there are 11 excitations at Ez ¼ 5:1MV=cm.
By comparing DMOD with n-tridecane in Ref. 7, we
can conclude that the number of carbon atoms has a small
effect on the IP of alkanes. Moreover, the ﬁrst excitation
energy is almost the same for both molecules.
V. DISCUSSION
In the lower ﬁelds, the deduction of IP is more signiﬁ-
cant than in the higher ﬁelds. The excitation energies of most
of the molecules are almost constant in the ﬁeld as compared
to the ﬁeld-dependence of the IP. In some cases, there is a
smooth decrease in the excitation energies that can be
explained by that some of the excited states tend to become
more delocalized as the ﬁeld increases. The number of
excited states decreases by increasing the ﬁeld for all the
studied molecules. Figure 15 shows the maximum number of
excited states for each molecule in the in-plane (or along the
chain) and the out-of-plane (or perpendicular to the chain)
electric ﬁeld, respectively. At high ﬁelds, the number of
excited states might be less than what is shown in Figure 15
since the excitation energies that are close to the IP should
be regarded as ionizations.
TAB and TCE have the largest number of excited states
at low electric ﬁelds but for DMOD all the excited states
vanish at a relatively low electric ﬁeld. TCE has a higher
number of excited states than TAB, but its excited states van-
ish at ﬁelds lower than for TAB. In an electric ﬁeld, an elec-
tron has sufﬁcient energy to excite a molecule and lose most
of its energy before ionizing the molecule. As the ﬁeld
increases, the number of excited states decreases and ioniza-
tion is more likely to take place since also the IP is decreas-
ing with the ﬁeld. Furthermore, that excited states important
for the insulation process vanish may be one of the reasons
to the transition to fast mode streamers.
VI. CONCLUSION
The behavior of different types of molecules is different
in the ﬁeld. For the studied molecules, the IP decreases in
the electric ﬁeld, whereas the excitation energies remain
almost constant as compared to the IP. At a threshold ﬁeld,
all the excited states vanish and the value of the threshold
ﬁeld depends on the type of the molecule. For example, the
ﬁrst excited state in TAB remains at E¼ 102.8 MV/cm,
FIG. 14. The variation of the ionization
potential and the excitation energies
(eV) in different directions of the elec-
tric ﬁeld for DMOD. The solid line
shows the IP and the dots are the excita-
tion energies.
FIG. 15. The maximum number of excited states in the in-plane and out-of-
plane electric ﬁeld (for GTB and DMOD (a) electric ﬁeld along the chain,
(b) perpendicular to the chain).
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because of its low excitation energy compare to the IP,
while, in DMOD the ﬁrst excited state disappears at
E¼ 5MV/cm. The effect of the direction of the ﬁeld on IP is
signiﬁcant in GTB and DMOD, but it has a little effect on
the excitation energy. It is indicated that excitation energies
are important factors for electrically insulating materials and
its role will be investigated in more detail both experimen-
tally and theoretically in future studies.
ACKNOWLEDGMENTS
We would like to acknowledge a research grant
“Modeling of electrical pre-breakdown and breakdown
phenomena in insulating liquids” (200631/560) from the
Norwegian Research Council, ABB and Statnett and a grant of
computer time (account nn2920k) from the NOTUR project.
1R. A. Lipshtein and M. Shakhovich, Transformer Oil (IPST Press,
Moskva, 1970).
2A. C. M. Wilson, Insulating Liquids, Their Uses, Manufacture and
Properties (The Institution of Electrical Engineers, London, 1980).
3R. Bartnikas, Electrical Insulating Liquids. Engineering Dielectrics
(ASTM International, 1994), Vol. 3.
4N. Berger, M. Randoux, G. Ottmann, and P. Vuarchex, “Review on insu-
lating liquids,” Electra 171, 33 (1997).
5A. Denat, “High ﬁeld conduction and prebreakdown phenomena in dielec-
tric liquids,” IEEE Trans. Dielectr. Electr. Insul. 13, 518 (2006).
6A. Denat, “Conduction and breakdown initiation in dielectric liquids,” in
International Conference on Dielectric Liquids (Trondheim, Norway,
2011).
7H. S. Smalø, Ø. Hestad, S. Ingebrigtsen, and P.-O. A˚strand, “Field depend-
ence on the molecular ionization potential and excitation energies com-
pared to conductivity models for insulation materials at high electrical
ﬁelds,” J. Appl. Phys. 109, 073306 (2011).
8A. A. Zaky and R. Hawley, Conduction and Breakdown in Mineral Oil
(Peter Peregrinus, London, UK, 1973).
9R. E. Hebner, Measurements of Electrical Breakdown in Liquids, The
Liquid State and its Electrical Properties (Plenum, New York, 1989).
10A. Beroual, M. Zahn, A. Badent, K. Kist, A. J. Schwabe, H. Yamashita, K.
Yamazawa, M. Danikas, W. G. Chadband, and Y. Torshin, “Propagation
and structure of streamers in liquid dielectrics,” IEEE Electr. Insul. Mag.
(USA) 14, 6 (1998).
11V. Y. Ushakov, V. Klimkin, and S. Korobeynikov, Impulse Breakdown of
Liquids, Power Systems (Springer, 2007).
12L. Angerer, “Effect of organic additives on electrical breakdown in trans-
former oil and liquid parafﬁn,” Proc. IEE 112, 1025 (1965).
13S. Sakamoto and H. Yamada, “Optical study of conduction and breakdown
in dielectric liquids,” IEEE Trans. Electr. Insul. EI-15, 171 (1980).
14J. C. Devins, S. J. Rzad, and R. J. Schwabe, “Breakdown and prebreak-
down phenomena in liquids,” J. Appl. Phys. 52, 4531 (1981).
15R. E. Hebner, E. F. Kelley, E. O. Forster, and G. J. Fitzpatrick,
“Observation of prebreakdown and breakdown phenomena in liquid
hydrocarbons-II. Non-uniform ﬁeld conditions,” IEEE Trans. Electr. Insul.
EI-20, 281 (1985).
16W. G. Chadband and T. Suﬁan, “Experimental support for a model of posi-
tive streamer propagation in liquid insulation,” IEEE Trans. Electr. Insul.
EI-20, 239 (1985).
17Y. Nakao, H. Itoh, S. Hoshino, Y. Sakai, and T. Hagashira, “Effects of
additives on prebreakdown phenomena in n-hexane,” IEEE Trans.
Dielectr. Electr. Insul. 1, 383 (1994).
18O. Lesaint and M. Jung, “On the relationship between streamer branching
and propagation in liquids: Inﬂuence of pyrene in cyclohexane,” J. Phys.
D: Appl. Phys. 33, 1360 (2000).
19Y. Nakao, T. Yamazaki, K. Miyagi, Y. Sakai, and H. Tagashira, “The
effect of molecular structure on prebreakdown phenomena in dielectric
liquids under a nonuniform ﬁeld,” Electr. Eng. Jpn. 139, 1 (2002).
20S. Ingebrigtsen, H. S. Smalø, P.-O. A˚strand, and L. E. Lundgaard, “Effects
of electron-attaching and electron-releasing additives on streamers in liq-
uid cyclohexane,” IEEE Trans. Dielectr. Electr. Insul. 16, 1524 (2009).
21S. Ingebrigtsen, L. E. Lundgaard, and P.-O. A˚strand, “Effects of additives
on prebreakdown phenomena in liquid cyclohexane: II. Streamer prop-
agation,” J. Phys. D: Appl. Phys. 40, 5624 (2007).
22Ø. Hestad, H. S. Smalø, P.-O. A˚strand, S. Ingebrigtsen, and L. E.
Lundgaard, “Effects of N,N-dimethylaniline and trichloroethene on pre-
breakdown phenomena in liquid and solid n-tridecane,” IEEE Trans.
Dielectr. Electr. Insul. 18, 1886 (2011).
23O. Lesaint and G. Massala, “Positive streamer propagation in large oil
gaps. Experimental characterization of propagation modes,” IEEE Trans.
Dielectr. Electr. Insul. 5, 360 (1998).
24L. Lundgaard, D. Linhjell, G. Berg, and S. Sigmond, “Propagation of posi-
tive and negative streamers in oil with and without pressboard interfaces,”
IEEE Trans. Dielectr. Electr. Insul. 5, 388 (1998).
25L. A. Dissado and J. C. Fothergill, Electrical Degradation and Breakdown
in Polymers, IEE Material and Devices Series, Vol. 9 (Peter Peregrinus
Ltd., London, United Kingdom, 1992).
26N. Erdmann, M. Nunnemann, K. Eberhardt, G. Herrmann, G. Huber, S.
K€ohler, J. V. Kratz, G. Passler, J. R. Peterson, N. Trautmann, and A.
Waldek, “Determination of the ﬁrst ionization potential of nine actinide
elements by resonance ionization mass spectroscopy (RIMS),” J. Alloys
Compd. 271–273, 837 (1998).
27S. Douin, P. Parneix, and P. Brechignac, “Solvent shift of the ionization
potential of the aniline-argon system,” Z. Phys. D 21, 343 (1991).
28G. Zhang and C. B. Musgrave, “Comparison of DFT methods for
molecular orbital eigenvalue calculations,” J. Phys. Chem. A 111, 1554
(2007).
29K. Burke, J. Werschnik, and E. K. Gross, “Time-dependent density func-
tional theory: Past, present, and future,” J. Chem. Phys. 123, 062206
(2005).
30A. Dreuw and M. H. Gordon, “Failure of time-dependent density func-
tional theory for long-range charge-transfer excited states: The
zincbacteriochlorin-bacteriochlorin and bacteriochlorophyll-spheroidene
complexes,” J. Am. Chem. Soc. 126, 4007 (2004).
31I. Cioﬁni and C. Adamo, “Accurate evaluation of valence and low-lying
rydberg states with standard time-dependent density functional theory,”
J. Phys. Chem. A 111, 5549 (2007).
32M. E. Casida and D. R. Salahub, “Asymptotic correction approach to
improving approximate exchange correlation potentials: Time-dependent
density-functional theory calculations of molecular excitation spectra,”
J. Chem. Phys. 113, 8918 (2000).
33G. te Velde, F. M. Bickelhaupt, E. J. Baerends, C. F. Guerra, S. J. A. van
Gisbergen, J. G. Snijders, and T. Ziegler, “Chemistry with ADF,”
J. Comput. Chem. 22, 931 (2001).
34C. F. Guerra, J. G. Snijders, G. te Velde, and E. J. Baerends, “Towards an
order- N DFT method,” Theor. Chem. Acc. 99, 391 (1998).
35J. P. Perdew, K. Burke, and M. Ernzerhof, “Generalized gradient approxi-
mation made simple,” Phys. Rev. Lett. 77, 3865 (1996).
36E. van Lenthe, E. J. Baerends, C. F. Guerra, S. J. A. van Gisbergen, J. G.
Snijders, and T. Ziegler, “Optimized slater-type basis sets for the elements
1–118,” J. Comput. Chem. 24, 1142 (2003).
37D. P. Chong, “Augmenting basis set for time-dependent density functional
theory calculation of excitation energies: Slater-type orbitals for hydrogen
to krypton,” Mol. Phys. 103, 749 (2005).
38S. Ingebrigtsen, L. E. Lundgaard, and P.-O. A˚strand, “Effects of additives
on prebreakdown phenomena in liquid cyclohexane: I. Streamer ini-
tiation,” J. Phys. D: Appl. Phys. 40, 5161 (2007).
39Y. Nakato, M. Ozaki, E. Egawa, and H. Tsubomura, “Organic amino com-
pounds with very low ionization potentials,” Chem. Phys. Lett. 9, 615
(1971).
40P.-O. A˚strand, P. S. Ramanujam, S. Hvilsted, K. L. Bak, and S. P. A.
Sauer, “Ab initio calculation of the electronic spectrum of azobenzene
dyes and its impact on the design of optical data storage materials,” J. Am.
Chem. Soc. 122, 3482 (2000).
41S. S. Scheuermann, S. Eibl, and P. Bartl, “Detailed characterisation of iso-
mers present in polyalphaoleﬁn dimer and the effect of isomeric distribu-
tion on bulk properties,” Lubr. Sci. 23, 221 (2011).
42T. V. Oomen, “Vegetable oils for liquid-ﬁlled transformers,” IEEE Electr.
Insul. Mag. (USA) 18, 6 (2002).
43L. Rongsheng, C. T€ornkvist, V. Chandramouli, O. Girlanda, and L. A. A.
Pettersson, “Ester ﬂuids as alternative for mineral oil: The difference in
streamer velocity and LI breakdown voltage,” in IEEE Conference on
Electrical Insulation and Dielectric Phenomena (2009), pp. 543–548.
44C. J. Brown, “A reﬁnement of the crystal structure of azobenzene,” Acta
Crystallogr. 21, 146 (1966).
143707-9 Davari et al. J. Appl. Phys. 113, 143707 (2013)
 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:
129.241.87.168 On: Tue, 27 May 2014 10:30:54
45J. F. Rabek, Photochemistry and Photophysics (CRC Press, Boca Raton,
USA, 1990), Vol. 2.
46V. P. Novikov, S. Samdal, and L. V. Vilkov, “Molecular structure and
conformation of n,n-dimethylaniline by gas-phase electron diffraction and
quantum-chemical calculations,” Russ. J. Gen. Chem. 74, 1247 (2004).
47D. R. Lide, Handbook of Chemistry and Physics, 84th ed. (CRC Press,
Boca Raton, 2004).
48R. A. Weersink, S. C. Wallace, and R. D. Gordon, “A reexamination of
the S0! S1 excitation spectrum of dimethylaniline,” J. Chem. Phys. 103,
9530 (1995).
49J. B€ohlin, M. Unge, and S. Stafstr€om, “TDAE chemisorbed on gold,”
J. Phys.: Condens. Matter 20, 315008 (2008).
50H. Bock, H. Borrmann, Z. Havlas, H. Oberhammer, K. Ruppert, and A.
Simon, “Tetrakis(dimethylamino)ethene: An extremely electron-rich
molecule with unusual structure both in the crystal and in the gas phase,”
Angew. Chem., Int. Ed. 30, 1678 (1991).
51Z. Kisiel and L. Pszczołkowski, “Assignment and analysis of the mm-
wave rotational spectrum of trichloroethylene: Observation of a new,
extended R-Band and an overview of High-J,R-Type bands,” J. Mol.
Struct. 178, 125 (1996).
52K. Kimura, S. Katsumata, Y. Achiba, T. Yamazaki, and S. Iwata,
Handbook of HeI Photoelectron Spectra of Fundamental Organic
Compounds: Ionization Energies, Ab Initio Assignments, and Valence
Electronic Structure for 200 Molecules (Japan Scientiﬁc Societies Press,
1981).
53Z. G. Min, C. Z. Xing, X. Min, and Q. X. Qing, “Study on the gas-phase
photolytic and photocatalytic oxidation of trichloroethylene,”
J. Photochem. Photobiol. A: Chem. 161, 51 (2003).
143707-10 Davari et al. J. Appl. Phys. 113, 143707 (2013)
 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:
129.241.87.168 On: Tue, 27 May 2014 10:30:54
Paper 2
Field-dependent ionisation potential by constrained
density functional theory
Nazanin Davari, Per-Olof Åstrand and Troy Van Voorhis
Molecular Physics, 111, 1456-1461 (2013)
 
Is not included due to copyright 
Papers
Paper 3
Field-dependent molecular ionization and excitation
energies: Implications for electrically insulating liquids
Nazanin Davari, Per-Olof Åstrand, Mikael Unge, Lars E. Lundgaard and
Dag Linhjell
AIP Advances, 4, 037117 (2014)
Papers
AIP ADVANCES 4, 037117 (2014)
Field-dependent molecular ionization and excitation
energies: Implications for electrically insulating liquids
N. Davari,1 P.-O. Åstrand,1,a M. Unge,2 L. E. Lundgaard,3 and D. Linhjell3
1Department of Chemistry, Norwegian University of Science and Technology (NTNU),
NO 7491, Trondheim, Norway
2ABB Corporate Research, SE 72178 Va¨stera˚s, Sweden
3Department of Electric Power Engineering, SINTEF Energy Research, NO 7491,
Trondheim, Norway
(Received 6 January 2014; accepted 6 March 2014; published online 20 March 2014)
The molecular ionization potential has a relatively strong electric-ﬁeld dependence as
compared to the excitation energies which has implications for electrical insulation
since the excited states work as an energy sink emitting light in the UV/VIS region.
At some threshold ﬁeld, all the excited states of the molecule have vanished and
the molecule is a two-state system with the ground state and the ionized state,
which has been hypothesized as a possible origin of different streamer propagation
modes. Constrained density-functional theory is used to calculate the ﬁeld-dependent
ionization potential of different types of molecules relevant for electrically insulating
liquids. The low singlet-singlet excitation energies of each molecule have also been
calculated using time-dependent density functional theory. It is shown that low-energy
singlet-singlet excitation of the type n → π* (lone pair to unoccupied π* orbital) has
the ability to survive at higher ﬁelds. This type of excitation can for example be found
in esters, diketones and many color dyes. For alkanes (as for example n-tridecane
and cyclohexane) on the other hand, all the excited states, in particular the σ → σ*
excitations vanish in electric ﬁelds higher than 10MV/cm. Further implications for the
design of electrically insulating dielectric liquids based on the molecular ionization
potential and excitation energies are discussed. C© 2014 Author(s). All article content,
except where otherwise noted, is licensed under a Creative Commons Attribution 3.0
Unported License. [http://dx.doi.org/10.1063/1.4869311]
I. INTRODUCTION
The molecular ionization potential (IP) in high electric ﬁelds is an important parameter in
pre-breakdown and breakdown phenomena in electrically insulating liquids.1, 2 In addition to the
applied electric ﬁeld, a molecule is inﬂuenced by the electric moments of its neighboring molecules.
Therefore, the local ﬁeld at a liquid molecule becomes larger than the applied ﬁeld that may result
in a considerable effect on the ionization in models describing streamer dynamics.3–5 It has also
been discussed that the molecular excitation energies may affect streamer propagation.1,2 It has
been suggested that since the number of available excited states decrease with increasing electric
ﬁeld, it may be the molecular origin of different streamer modes.2 For molecules with many low
excitation energies, some excited states survive at higher ﬁelds as compared to molecules with only
a few relatively high excitation energies. In an applied voltage, an insulating liquid may lose the
continuously added energy by emitting heat or light. It may therefore be anticipated that additives
with low excitation energies will improve the insulating properties of a liquid.2 We may have
excitations by electron impact or by photon absorption. If the excited states have long life-times
compared to the frequency of either electron impact or photon absorption, a two-step ionization
aElectronic mail: per-olof.aastrand@ntnu.no
2158-3226/2014/4(3)/037117/13 C© Author(s) 20144, 037117-1
 All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported license. See: http://creativecommons.org/licenses/by/3.0/
Downloaded to IP:  129.241.87.168 On: Tue, 27 May 2014 10:33:30
037117-2 Davari et al. AIP Advances 4, 037117 (2014)
process may take place where the excited molecule can be ionized,1,2 meaning that the excited
states of additives should have relatively short life times to improve the insulating properties of a
liquid. The strong ﬁeld-dependence of the molecular IP also implies that photoionization should be
regarded as a local effect since high-energy photons generated in regions with a low ﬁeld may give
ionization in high-ﬁeld regions of the insulating liquid.2 The strong ﬁeld-dependent IP therefore
gives rise to multitude of possible processes on the molecular scale, where the importance of each
process will depend on the chemical composition.
Experimental studies on the effect of additives on streamer behavior demonstrate that the
chemical composition and electronic properties of the base liquids and additives are important in
describing the changes of the streamer characteristics.6–12 It has been demonstrated that additives
with electron-scavenging capabilities increase the velocity of negative streamers, while additives
with low IP speed up positive streamers.13 In a recent work, the effect of a low-IP additive (N,N-
dimethylaniline) onwhite oil (Exxsol-D140 andMarcol-52) has been studied in a long point-to-plane
gap.14 It was found that N,N-dimethylaniline increases the streamer branching and velocity at low
voltages. The branching becomes widespread and dense with increasing the voltage and reduces the
ﬁeld in front of the streamer channels as a result of the shielding effect. Therefore, the streamer
speed decreases at speciﬁc voltage. In another recent work, azobenzene and N,N-dimethylaniline
were added to an ester liquid and it was shown that azobenzene with lower excitation energies than
N,N-dimethylaniline causes a signiﬁcant increase in the acceleration voltage.15
Quantum chemistry provides methods to calculate molecular parameters that are comparable
with experiments in terms of accuracy. Among the different quantum-chemical methods, density-
functional theory (DFT) calculations are accurate and computationally efﬁcient based on the choice
of exchange-correlation functionals.16 Methods for calculating the ﬁeld-dependent IP has been
developed recently.1, 17 In the ﬁrst studies, a point-charge model is used1,2 that is a quantum-classical
method based on the electrostatic interactions between a negative point-charge and a cation to ﬁnd
the transition state for the dissociation of an electron in an electric ﬁeld. A more recent method
is based on constrained DFT (CDFT),17 which is a full quantum-chemical approach that includes
both the electrostatic interactions and the exchange effects between the electron and the cation. In
CDFT, a constraint is placed on the electron density by a potential that is optimized to minimize the
total energy of the system.18,19 For example, in long-range charge-transfer systems, the charges on
molecular fragments are constrained to +1 or −120,21 and also the spin on molecular fragments can
be constrained to a desired value.22 The CDFT method has been used successfully for numerous
chemical phenomena.23–26 In our approach, the electron is represented with a ghost atom, i.e. basis
functions are added to an expansion center without a nuclear charge, and the charge of this ghost
atom is constrained to −1. If the total system is electrically neutral, we thus have a DFT model for
the interaction between an electron and a cation.17
For the ﬁeld-dependent IP, the CDFT method was applied on a few small molecules in a
model study.17 In this work, the CDFT method is used for different types of molecules relevant for
insulation in dielectric liquids. The type of insulating liquids used in high-voltage applications are
mainly mineral oils composed of parraﬁnic, naphtenic and aromatic contributions.27,28 Ester liquids
have recently become an alternative to mineral oil.29 Different liquids have different dielectric
performances because of different electrochemical properties of the molecules in the liquids. Here,
the IP and excitation energies of different types of molecules in the electric ﬁeld are studied and
compared to each other, as well as with our previous work.1,2, 17
II. THEORY
The IP is here calculated from the dissociation energy barrier of the interaction between an
electron and a molecular cation. In the point-charge model,1, 2 the interaction between a negative
point charge, as a model for the electron, and a molecular cation is calculated by varying the distance
between the point charge and the molecular cation in the electric ﬁeld. The IP is calculated as the
difference between the energy of a neutral molecule and the dissociation energy barrier in the ﬁeld.1
In this work, the CDFT method is used in which the electron is considered as a ghost atom, i.e.
an atom without a nuclear charge.17 The charge on the ghost atom is constrained to −1 as a model
 All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported license. See: http://creativecommons.org/licenses/by/3.0/
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FIG. 1. The molecules included in this study with the coordinate system speciﬁed.
for the electron, and the spin of the electron is constrained to a doublet state while the entire system
is kept electrically neutral with a singlet spin state. The distance between the ghost atom and the
molecular cation is changed to obtain the dissociation barrier in an electric ﬁeld.
The basis set on the ghost atom, i.e. the electron, is a linear combination of 6 primitive Gaussian
s-functions with the exponents 0.5, 0.1, 0.02, 0.004, 0.008 and 0.00016. The number of basis
functions is obtained to converge the IP to the order of 0.01 eV.17 Spherically symmetric s-functions
are used so that the centre-of-charge of the electron remains at the expansion point of the basis
functions, leading to that the position of the electron can be deﬁned. There are some limitations
in the calculation of the dissociation barrier since the dissociation barrier becomes closer to the
molecule at higher ﬁelds.17 In these cases, the orbital of the electron becomes a linear combination
of the basis functions of the electron and the basis functions of the cation and it therefore becomes
difﬁcult to control the position of the electron.
The geometry optimizations of all the molecules in zero ﬁeld are done using the B3LYP
functional30,31 with the cc-pVTZ basis set.32 This molecular geometry is used in subsequent calcula-
tions on the molecule and the cation at all electric ﬁelds. The Lo¨wdin population scheme33 is applied
in the CDFT calculations for partitioning the electron distribution. The unrestricted open-shell DFT
method is used for the cation calculations. More details about the approach is found in Ref. 17. The
time-dependent DFT (TDDFT)34 method is used to calculate the 20 lowest singlet-singlet excitation
energies. For the excitation energies the aug-cc-pVTZ basis set35 is applied since the excited states
become more diffuse in the electric ﬁeld. All the DFT calculations are performed using the NWChem
software.36 The electric ﬁeld in NWChem is simulated by point charges that in this work are located
at 50 and −50 Å whereas the molecule is located at the origin. The electric ﬁeld is in the range 0 to
30 MV/cm.
III. RESULTS AND DISCUSSION
Figure 1 shows the structure of the included molecules, and in this ﬁgure also the coordinate
system is deﬁned. Different types of molecules are investigated related to electrically insulating
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FIG. 2. The IP and excitation energies (eV) in the (a) x, (b) y, and (c) z direction of the electric ﬁeld for benzene. The solid
line is the IP and the dots are excitation energies.
liquids either as base liquids or as additives. The IP and excitation energies in different directions
of the electric ﬁeld are studied for benzene (aromatic), cyclohexane and n-tridecane (alkanes),
propylene carbonate and methyl butyrate (esters), benzil, 4,4′-dihydroxybenzil, 2,3-heptanedione
and p-benzoquinone (diketones). The excitations that remain at higher ﬁelds are investigated in
more detail. The reported experimental IPs are adiabatic, whereas the calculated IPs are vertical.
A. Benzene
The presence of polyaromatics in transformer oil affects the streamer behavior. For example,
2-methyl naphtalene can speed up both negative and positive streamers in Marcol-70, even at very
low concentrations.13 Benzene is included as the simplest aromatic molecule. The calculated zero-
ﬁeld vertical IP for benzene is 9.63 eV compared to the adiabatic experimental IP of 9.24 eV.37 The
result is in good agreement with a focal point analysis giving a vertical IP around 9.45 eV.38 In the
focal point analysis, the Hartree-Fock (HF) energy is converged with respect to the completeness of
the basis set (cc-pV∞Z) and a correlation correction to the HF energy (coupled-cluster with single
and double and perturbative triple excitations CCSD(T)) at the basis set limit.38 The lowest excitation
energy is from the π to π* orbital with the energy 5.41 eV, which is in good agreement with results
from the HCTH functional,39 using various augmented basis sets (5.32–5.44 eV).40 Figure 2 shows
the IP and excitation energies in different directions of the ﬁeld. The x- and y-directions are the
in-plane and z is the out-of-plane electric ﬁeld, respectively (Figure 1). The center of benzene ring
is the origin of the coordinate system. The ﬁeld-dependent IP calculated here is in good agreement
with the point-charge model.1 While the IP is decreasing with increasing electric ﬁeld, the π to π*
excitation energies remain almost constant in the ﬁeld. A few excitations have energies at or above
the IP. Since we use different methods for calculating the IP and the excitation energies, it could
be that some of the excitations just below the IP should instead be interpreted as ionized states just
above the IP.
B. Alkanes: Cyclohexane and n-tridecane
Alkanes are the major components of mineral oils.27 Cyclohexane and n-tridecane are chosen
because of earlier experimental studies of liquid cyclohexane9,10, 41–43 and n-tridecane44,45 with
different additives, and also to ﬁnd out whether the CDFT method can be applied on longer chains.
The electric ﬁeld in x- and y-directions are through the ring of the chair conformation of cyclohexane
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FIG. 3. The IP and excitation energies (eV) in the (a) and (b) x, (c) and (d) y, (e) and (f) z direction of the electric ﬁeld for
cyclohexane (left) and n-tridecane (right). The solid line is the IP and the dots are excitation energies.
FIG. 4. The σ* orbital of carbon-carbon bonds (LUMO) in zero-ﬁeld (left) and 10 MV/cm (right) in x-direction of the
electric ﬁeld for cyclohexane.
and z is perpendicular to the ring (see Figure 1). The center of the ring is the origin of the coordinate
system. The experimental IP is around 9.8 eV37,46 and the calculated zero-ﬁeld IP is 10.22 eV, which
is in good agreement with the result of the B3P86 functional of 10.0 eV.46 The lowest excitation
energy of cyclohexane is 7.11 eV, in good accordance to the experimental value around 7.0 eV.47
Figure 3 (left) shows that the excited states vanish at ﬁelds higher than 5 MV/cm except in the
y-direction where excitation energies remain close to the IP and should possibly be interpreted as
ionized states. Figure 4 shows the lowest unoccupied molecular orbital (LUMO) in zero-ﬁeld and
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the corresponding ionized orbital in 10 MV/cm in the x-direction, which clearly demonstrates the
general effect of increasing the ﬁeld, that an unoccupied orbital changes from a bound to an ionized
state. The two lowest excitations in cyclohexane are from carbon σ orbitals to σ* orbitals.
The calculated zero-ﬁeld IP for n-tridecane is 9.41 eV, in good agreement with the B3P86
functional, 9.42 eV46 and the experimental value of 9.72 eV.46 The lowest excitation energy is
7.08 eV. In the ﬁeld calculations of the IP, the origin of the coordinate system is located on the
middle of the carbon chain. The x-direction of the ﬁeld is along the chain and the y- and z-directions
are perpendicular to the chain, respectively (see Figure 1). The excited states become ionized already
at ﬁelds close to 1MV/cm except in the y-direction (perpendicular to the chain) where the ﬁrst excited
state remains up to 10 MV/cm (see Figure 3(d)). This excited state should probably be regarded as
an ionized state, since its energy is very close to the IP at 10 MV/cm.
n-tridecane and cyclohexane are alkanes with higher IPs and excitation energies as compared
to molecules with π -systems, as for example benzene discussed in the previous section, since their
excitations are from low-lying σ orbitals to high-lying σ* orbitals. All the excited states vanish
at a relatively low electric ﬁeld for both molecules. The difference between the two molecules is
that n-tridecane is more inﬂuenced by the direction of the electric ﬁeld along the alkane chain.
Figure 3(b) shows that the decrease in the IP is around 70% in the ﬁeld along the chain comparing
zero ﬁeld with 30 MV/cm, whereas it is around 40% in the ﬁeld perpendicular to the chain as
shown in Figure 3 (right). Consequently, the direction of the ﬁeld is important for relatively long
linear alkanes, such as n-tridecane and also 9,10-dimethyl octadecane as in our previous study.2
The ﬁeld-dependent IPs of cyclohexane and n-tridecane calculated by CDFT method are in good
agreement with the earlier study using the point-charge model.1
In general, the excited states of alkanes vanish at lower ﬁelds as compared to other molecules
in the study, and for the linear alkanes the direction of the electric ﬁeld becomes important. Alkanes
have fewer number of excited states in the ﬁeld compared to esters, diketones and quinones as will
be discussed here. Therefore, alkanes have a reduced ability to be excited at a high electric ﬁeld. The
light emission from the streamers in cyclohexane is experimentally difﬁcult to detect,48–50 which
maybe explained by that the excited states of cyclohexane vanish already at an electric ﬁeld around
5 MV/cm.
C. Esters: Propylene carbonate and methyl butyrate
Propylene carbonate and methyl butyrate are chosen as model compound for ester molecules.
Ester-based oils are more biodegradable and have lower volatility and higher ﬂash points than
mineral oils,29, 51 and are investigated intensively as a replacement for mineral oils in electrically
insulating devices. Propylene carbonate is a carbonate ester that is mainly used as a polar solvent
with a high dielectric constant of 66 at 293 K.37 The ionic conduction of chloride ions in propylene
carbonate has been studied to understand conduction mechanisms in dielectric liquids.52
The optimized geometry of propylene carbonate is in good agreement with the obtained geom-
etry using BLYP/DNP method.53 The calculated zero-ﬁeld IP for propylene carbonate is 10.81 eV
compared to the experimental adiabatic IP of 10.52 eV and the vertical IP of 10.71 eV,54 respectively.
Figure 5 (left) shows the IP and excitation energies in a ﬁeld. The center of the ring is the origin
of the coordinate system. The x- and y-directions are through the ring, with the y-direction parallel
to the carbonyl bond, and z-direction is perpendicular to the ring, respectively (see Figure 1). The
decrease in the IP with increasing ﬁeld is not dependent on the direction of the ﬁeld. The lowest
excitation energy for propylene carbonate is 6.97 eV and it is the only excitation that survives at
30 MV/cm. The three lowest excitations are from oxygen lone pairs, n orbitals, to π∗CO orbitals.
The calculated zero-ﬁeld IP for methyl butyrate is 10.13 eV and the experimental IP is
10.07 eV.37 The origin of the coordinate system is located on the center of the carbon-carbon bond
adjacent to the carboxylate group. The x-direction is along the carbon-carbon bonds, y-direction is
parallel to the carbonyl bond and z-direction is perpendicular to the central carbon-carbon bond,
respectively (see Figure 1). For methyl butyrate the IP is also independent of the direction of the
ﬁeld (Figure 5 (right)). As shown in Figure 5 (right), the lowest excitation energy is 5.88 eV and it
 All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported license. See: http://creativecommons.org/licenses/by/3.0/
Downloaded to IP:  129.241.87.168 On: Tue, 27 May 2014 10:33:30
037117-7 Davari et al. AIP Advances 4, 037117 (2014)
FIG. 5. The IP and excitation energies (eV) in the (a) and (b) x, (c) and (d) y, (e) and (f) z direction of the electric ﬁeld for
propylene carbonate (left) and methyl butyrate (right). The solid line is the IP and the dots are excitation energies.
survives at 30 MV/cm. The excitations are from n orbitals of oxygen atoms to π∗CO orbital similar
to propylene carbonate.
For the ester molecules included in this study, there are few excited states in the ﬁeld, but the
lowest excited state survives at 30 MV/cm. The results do not depend on the direction of the electric
ﬁeld. For larger ester molecules such as glyceryltributyrate,2 there are a larger number of excited
states in the ﬁeld but they have all vanished at ﬁelds higher than 30 MV/cm. Also the IP is more
inﬂuenced by the electric ﬁeld than for the small ester molecules studied here. Glyceryltributyrate is
sensitive to the direction of the ﬁeld and the molecular orbitals involved in some of the excitations
change in the ﬁeld which results in an increase or decrease in their energies with increasing ﬁeld.2
D. Diketones: Benzil, 4,4′-dihydroxybenzil, 2,3-heptanedione and p-benzoquinone
Benzil is a typical aromatic α-diketone molecule that has been the subject of many spectroscopic
investigations.55–58 Benzil and 4,4′-dihydroxybenzil have been evaluated as voltage stabilizer to resist
electrical treeing in polymer dielectrics used for high-voltage cable applications.59 The most stable
gas phase structure of benzil is cis-skew with the calculated torsion angle of 125◦, in good agreement
with the RHF (121◦) method and the BLYP (123◦) functional.60 The experimental torsion angle is
108◦ for the crystal phase61 and 117◦ for the gas phase,62 respectively. The bond lengths and angles
are in good agreement with the X-ray data61 and calculated data.60 The long central carbon-carbon
bond is 1.54 Å resulting in a non-conjugated structure which gives the molecule some speciﬁc
features.
Figure 6 (left) shows the IP and excitation energies for the cis-skew conﬁguration of benzil in
different directions of the electric ﬁeld. The center of the central carbon-carbon bond is the origin of
the coordinate system. The x-direction is through one of the phenyl rings, the y-direction is along one
of the central carbonyl bonds and the z-direction is perpendicular to the central carbon-carbon bond,
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FIG. 6. The IP and excitation energies (eV) in the (a) and (b) x, (c) and (d) y, (e) and (f) z direction of the electric ﬁeld for
the cis-skew conﬁguration of benzil (left) and the cis-skew conﬁguration of 4,4′-dihydroxybenzil (right). The solid line is the
IP and the dots are excitation energies.
respectively. The calculated zero-ﬁeld IP is 8.62 eV and the experimental IP is 8.68 eV.63 The lowest
excitation energy is 2.89 eV and it is from the lone pairs of oxygen atoms, n, to π* orbital of benzoyl
groups, π∗CO+CC . The experimental value is around 3.34 eV.64 The deviation from the experimental
value is because of the photoisomerization of benzil molecule. After absorption of light, the excited
molecule rearranges from cis-skew into a trans-planar conﬁguration,65,66 and by computations it
has been found that the ﬁrst singlet and triplet excited states of benzil are trans-planar,67 while in
this work, the calculated vertical excitation energy is for the same conﬁguration as the ground state
(cis-skew).
The trans-planar conﬁguration of benzil has also been investigated and according to our calcu-
lations, the cis-skew conﬁguration is 0.20 eV more stable than the trans-planar conﬁguration. The
calculated IP of the trans-planar conﬁguration is around 8.49 eV and the excitation energy is around
2.38 eV. The ﬁeld-dependent IP is similar for the two conﬁgurations.
The calculated zero-ﬁeld IP for the cis-skew conﬁguration of 4,4′-dihydroxybenzil is
8.43 eV and the lowest excitation energy is 2.93 eV. The ground state conﬁguration of this molecule
is cis-skew. The IP and excitation energy of the trans-planar conﬁguration are 8.15 and 2.46 eV,
respectively. Comparing benzil and 4,4′-dihydroxybenzil shows that the two hydroxyl groups cause
blue shifts of around 0.04 and 0.13 eV, respectively, for the two lowest excitations, which both are n
to π∗CO+CC excitations. Figure 6 (right) shows the IP and excitation energies in different directions
of the ﬁeld for cis-skew 4,4′-dihydroxybenzil. The directions of the ﬁeld are the same as in benzil. A
few of the excitations decrease substantially with increasing ﬁeld. For example, the fourth excitation
in 4,4′-dihydroxybenzil which is similar to the sixth excitation in benzil decreases with increasing
ﬁeld. This excitation energy in zero-ﬁeld is 4.11 eV for 4,4′-dihydroxybenzil and 4.53 eV for benzil,
respectively, and decreases to 2.96 eV for 4,4′-dihydroxybenzil and 3.50 eV for benzil at 30 MV/cm,
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FIG. 7. The molecular orbitals (πCC to the left and π∗CO to the right) that are involved in the fourth excitation for
4,4′-dihydroxybenzil in zero-ﬁeld (top) and 30 MV/cm (bottom) in the x-direction of the electric ﬁeld.
respectively. The excitation is from πCO + CC to π∗CO+CC of benzoyl groups as shown in Figure 7. The
molecular orbitals in zero-ﬁeld and 30 MV/cm are shown in Figure 7. In zero-ﬁeld, the molecular
orbital is localized on the two benzoyl groups. As the ﬁeld increases, the molecular orbital of one
of the benzoyl groups gradually disappears until at 30 MV/cm is localized on one of the benzoyl
groups. The excitations that remain in the higher ﬁelds have the same characteristics as in benzil and
are from n to π∗CO+CC , phenyl π orbitals, πCC, to π∗CO+CC and πCO + CC to π∗CO+CC , respectively.
Another diketone, 2,3-heptanedione, is included in this study to be compared with benzil since
it has alkyl chains in its structure instead of the two phenyl rings as in benzil. The calculated IP is
9.03 eV, larger than for benzil (8.62 eV) and 4,4′-dihydroxybenzil (8.43 eV). The reason is that the
ion is more stabilized in benzil and 4,4′-dihydroxybenzil due to the π systems of the two phenyl
rings as compared to 2,3-heptanedione. The lowest excitation energy is 2.69 eV, lower than for
benzil (2.89 eV) and 4,4′-dihydroxybenzil (2.93 eV). Figure 8 shows the IP and excitation energies
in the ﬁeld for this molecule. The origin of the coordinate system is on the carbon of the carbonyl
bond connected to the butyl chain. The x-direction is along the carbon chain, the y-direction is along
one of the carbonyl bonds and the z-direction is perpendicular to the carbonyl bond, respectively
(Figure 1). The ﬁrst two excitations are from n orbitals to π∗CO which remains up to 30 MV/cm. The
other excitations are from σCH, σCC and πCO to π∗CO , respectively. There are fewer excited states
in the ﬁeld for 2,3-heptanedione compared to benzil and 4,4′-dihydroxybenzil since the π to π*
excitations contribute to many excited states for the benzil molecules.
Quinone derivatives are conjugated diketone cyclic structures that are widely used as color
pigments,68, 69 and are well-known as electron acceptors in many charge-transfer type organic
conductors.70 Among the quinones, p-benzoquinone is selected as a reference molecule in studying
the IP and excitation energies since it has been used as an electron-attaching additive to study its
effect on the propagation of streamer in liquid cyclohexane.9 The calculated molecular structure
is close to the structure obtained from X-ray diffraction.71 The calculated zero-ﬁeld IP is 9.84 eV
compared to the experimental IP of 9.99 eV.72 The calculated energies of the four lowest excita-
tions are 2.51, 2.74, 3.88 and 4.95 eV compared to the experimental values of 2.49, 2.52, 4.07 and
5.12 eV, respectively.71,73 Figure 9 shows the IP and excitation energies in different directions of
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FIG. 8. The IP and excitation energies (eV) in the (a) x, (b) y, and (c) z direction of the electric ﬁeld for 2,3-heptanedione.
The solid line is the IP and the dots are excitation energies.
FIG. 9. The IP and excitation energies (eV) in the (a) x, (b) y, and (c) z direction of the electric ﬁeld for p-benzoquinone.
The solid line is the IP and the dots are excitation energies.
the ﬁeld. The x- and y-directions are through the ring, with the y-direction along the carbonyl bonds
and the z-direction is perpendicular to the ring, respectively (see Figure 1). The center of the ring is
the origin of the coordinate system. The lowest two singlet-singlet excitations are from n orbitals to
the delocalized π∗CO+CC orbital, the third and fourth excitations are from πCC and πCO + CC orbitals
to π∗CO+CC orbital, respectively. Several semiempirical74–76 and ab-initio77–79 studies on the excited
states of p-benzoquinone show that the ﬁrst two excitations have n → π* character followed by
two π → π* excitations. These excitations survive in the ﬁeld up to 30 MV/cm. The two additional
excitations at 30 MV/cm are from oxygen n orbitals to π∗CC orbital.
In general, for diketones there is a large gap between the IP and the lowest excitation energy
which results in a larger number of excited states at higher ﬁelds. This behavior was also found
for trans-azobenzene.2 The lowest excitation which is from the lone pairs of nitrogen atoms to the
π* orbital of azo bond can survive in the ﬁeld up to 100 MV/cm.2 In addition to the ester and
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diketone molecules included in this study, the excitation of the type n to π* in N,N-dimethylaniline,
tetrakis-(dimethylamino)ethylene, glyceryltributyrate in our previous work2 can remain in the ﬁeld
of 30 MV/cm. Consequently, n to π* excitations have the ability to survive at higher ﬁelds.
IV. CONCLUSION
The constrained DFT method is demonstrated as an efﬁcient method for calculating the ﬁeld-
dependent IP of different types of molecules. The strong decrease of the IP with increasing electric
ﬁeld causes a reduction in the number of available excited states at high electric ﬁelds. At a threshold
ﬁeld, different for each molecule, all the excited states have vanished. The threshold ﬁeld value is
much lower for alkanes compared to esters and diketones, i.e. the excitations of the alkanes vanish at
lower ﬁelds as compared to the other types of molecules included in our studies. The direction of the
electric ﬁeld is important for linear alkanes. The ester molecules included in this work have fewer
excited states in high ﬁelds compared to the color dyes, but the lowest excitation which is from n to
π* survives at 30 MV/cm. Diketones have a higher number of excited states in the ﬁeld since the n to
π* excitation has a relatively low energy compared to the ﬁeld-dependent IP. Therefore, diketones
are more likely to become excited, whereas alkanes become ionized with increasing ﬁeld. A general
conclusion is that n to π* excitations can survive at higher ﬁelds, while σ to σ* excitations vanish
at relatively low ﬁelds.
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a b s t r a c t
A recent method based on constrained density functional theory (CDFT) has been used to calculate the
ﬁeld-dependent ionization potential by determining the dissociation barrier for the interaction between
a cation and an electron in an electric ﬁeld. In the CDFT model, we rely on that the barrier is located some-
where outside the cation, which has limited the applicability for polyaromatic molecules where the bar-
rier is located closer to the cation than for other molecules. Different density functionals, basis sets and
choices of constraints in the CDFT calculations are tested for benzene as a case study. The ﬁeld-dependent
ionization potential calculated by constraining the charge with the B3LYP functional and the cc-pVDZ
basis set shows a good agreement with our previous work and has a low computational cost for the larger
aromatic molecules included here. In addition, ﬁeld-dependent excitation energies are investigated using
time-dependent DFT.
 2014 Elsevier B.V. All rights reserved.
1. Introduction
In an electric ﬁeld, the ionization potential (IP) of a molecule
can be calculated from the dissociation barrier of the interaction
between a molecular cation and an electron [1–4]. An electric ﬁeld
decreases the dissociation barrier required to ionize a molecule,
and accelerates the charged particles. The ﬁeld-dependent IP has
been calculated in a numerical approach for the hydrogen mole-
cule and the molecular hydrogen cation based on a classical theory
for ionized atoms [5]. The critical ﬁelds for the ionization were
obtained as a function of the distance between the nuclei of the
molecule or the cation and the electron parallel to the external
electric ﬁeld.
Recently, a method has been developed to calculate the ﬁeld-
dependent IP, ﬁrst based on the interaction between a point charge
and a cation [1,2] and subsequently based on constrained density
functional theory (CDFT) [3,4]. In the point-charge model, the elec-
tron is modeled as a point-charge [1,2] and the ﬁeld-dependent IP
is determined by ﬁnding the maximum of the energy barrier of the
interaction between the point-charge and the molecular cation. In
the CDFT method the electron is considered as a ghost atom (an
atom without a nuclear charge, but with basis functions at the
position of the atom) and the charge of the electron is constrained
to 1 and/or the spin of the electron is constrained to a doublet
state [3,4]. The CDFT method in general has provided insight in dif-
ferent chemical phenomena such as the prediction of transition
state energies of chemical reactions or the lowest energy states
of long-range charge-transfer systems [6–9]. A viable alternative
approach that should be explored to calculate the ﬁeld-dependent
IP is via continuum wavefunction approaches developed for study-
ing photoionization spectra [10–12].
It has been shown by DFT calculations that the decrease of the
IP is proportional to the square root of the electric ﬁeld [1], in
agreement with the classical Poole–Frenkel effect describing the
excitation of an electron to the conduction band at high electric
ﬁelds [13]. The distance between the electron and the molecular
cation at the energy barrier decreases as the electric ﬁeld increases.
In the CDFT method, we rely on that the electron orbital is sufﬁ-
ciently far away from the molecule so that we can control the posi-
tion of the electron, i.e. the center of charge of the electron orbital
is at the position of basis functions of the electron. At high electric
ﬁelds and thereby at shorter distances between the electron and
the cation, the CDFT method has a limitation since the orbital of
the escaping electron becomes a linear combination of the basis
functions of the electron with signiﬁcant contributions from the
basis functions of the cation. Consequently, the center-of-charge
of the resulting orbital moves towards the molecule away from
the position of the electron basis functions [3]. For molecules with
diffuse p-systems such as polyaromatic molecules, the dissociation
http://dx.doi.org/10.1016/j.chemphys.2014.11.023
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barrier is located at shorter distances even at relatively low electric
ﬁelds which has hampered studies of polyaromatic molecules in
our previous work.
The ﬁeld-dependent IP is an important parameter in ionization
mechanisms in dielectric liquids at high electric ﬁelds, and
recently, it has been used as a parameter in models describing
streamer dynamics [14,15]. A streamer is a conductive plasma
channel created in high-ﬁeld regions of the dielectric liquid and
propagates through the liquid and bridges the gap between two
electrodes at a breakdown voltage [16,17]. Thus, the breakdown
voltage is a measure of the dielectric strength of a liquid. It has
been found that in dielectric liquids, polyaromatic additives with
lower IPs than parafﬁnic and naphtenic molecules may increase
the inception voltage of fast streamers with positive polarity
[18]. It has been shown experimentally that a low-IP additive
increases the streamer branching at relatively low voltages [18].
The branching becomes dense with increasing voltage leading to
a lower electric ﬁeld in front of the streamer. Thus, the speed of
the streamer propagation decreases at a speciﬁc voltage [19].
In addition to the IP, excitation energies may inﬂuence the ion-
ization processes [1,2]. The excitation energies has a relatively
weak electric ﬁeld dependence as compared to the IP [1,2,4]. In
other words, the number of available excited states decreases with
increasing electric ﬁeld and at a speciﬁc ﬁeld, different for different
types of molecules, all the excited states of the molecule disappear
[2]. For example, for alkanes this ﬁeld is lower than for esters, dike-
tones and azo dyes [2,4]. In an applied voltage, energy is continu-
ously added to the liquid and the means of the liquid to release
Fig. 1. The molecules included in this study with the coordinate system speciﬁed.
Table 1
IP (eV) in zero ﬁeld.
Molecule Vertical Adiabatic
B3LYP BNL CAM-B3LYP B3LYP Exp.
cc-pVDZ cc-pVTZ cc-pVDZ cc-pVTZ cc-pVDZ cc-pVTZ cc-pVDZ
Benzene 9.54 9.63 10.47 10.57 10.20 10.27 9.53 9.24 [48]
Pyrene 7.09 7.16 7.03 7.14 7.20 7.28 7.00 7.42 [48]
Anthraquinone 9.00 9.30 8.98 9.16 9.43 9.55 8.90 9.30 [49]
p-Benzyltoluene 7.89 7.99 8.02 8.11 8.19 8.25 7.72
2,6-Di-tert-butyl-p-cresol 7.42 7.51 7.18 7.31 7.51 7.59 7.20
Flavone 8.40 8.19 8.09 8.28 8.32 8.44 8.27
TMPD 6.30 6.20 5.87 6.03 6.23 6.35 5.97 6.25 [39]
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energy and maintain a steady-state condition is by emitting heat in
the infrared region or light in the UV/VIS region. We can have
excitation by impact of accelerated electrons in an electric ﬁeld
or photoexcitation in a dielectric liquid. If the frequency of the
electron impact is shorter than the life-times of the excited states,
a two-step ionization may take place where the excited molecule is
ionized [1,2]. Thus, that excited states disappear with increasing
electric ﬁeld can have large effects on the insulating properties of
a dielectric liquid [1,2]. The inﬂuence of additives with low excita-
tion energies has been investigated experimentally [20].
In this work, the IP and the 20 lowest singlet–singlet excitation
energies of aromatic molecules including polyaromatic molecules,
which are one of the constituents of mineral oil used as insulating
oils in high-voltage applications [21], are calculated and the results
are compared to our previous work [2,4]. Experimental investiga-
tions are performed presently to study new synthetic insulating
liquids and vegetable-based oils [20,22–24]. This work and our
previous studies represent molecules that could be used in the
design of electrically insulating liquids with appropriate properties
with respect to the molecular ionization potential and excitation
energies.
2. Computational methods
The IP of molecules in an electric ﬁeld is calculated by the CDFT
method [3,4]. In this method a constraint is placed on the charge
and/or spin density of a given group of atoms and the minimum
energy state consistent with the constraint is obtained by optimiz-
ing the constraint potential [6,9]. In the CDFT approach, it is recom-
mended to constrain charge and spin together when possible [9].
For unrestricted calculations, however, constraining only the
charge or the charge and spin give nearly identical energy states
[9]. In our model for the IP, the electron is considered as a ghost
atom, i.e. an atom without a nuclear charge. The charge on the
ghost atom is constrained to 1 while the total system is kept neu-
tral, and the spin of the electron is constrained to a doublet state,
while the total system has a singlet spin state. The distance
between the electron and the cation is varied to obtain the disso-
ciation energy barrier, and the IP is calculated as the difference
between the energy of the molecule in the ﬁeld and the dissocia-
tion energy barrier. A detailed example in determining the dissoci-
ation barrier by the CDFT approach is given in Ref. [3]. The basis set
on the ghost atom is a linear combination of 6 primitive Gaussian
s-functions with the exponents of 0:5;0:1;0:02;0:004;0:008 and
0:00016 and the electron basis set was established so the IP of a
molecule is converged to the order of 0.01 eV [3]. The choice of
spherically symmetric basis functions leads to that the center-
of-charge of the electron orbital is at the position of the basis
functions as long as the electron orbital does not have substantial
contributions from the basis set of the cation. The chosen molecu-
lar basis sets are cc-pVDZ and cc-pVTZ [25] in the IP calculations
and the aug-cc-pVTZ [26] in the calculation of excitation energies,
respectively. The zero-ﬁeld IP is investigated using the Becke,
three-parameter, Lee–Yang–Parr (B3LYP) functional [27,28], and
two long-ranged corrected (LC) functionals, Baer–Neuhauser–
Livshits (BNL) [29,30] and the B3LYP functional modiﬁed with a
Coulomb-attenuation term (CAM-B3LYP) [31]. In a previous work
[3], the ﬁeld-dependent IP has been calculated by the CDFT model
using both the B3LYP and CAM-B3LYP functionals and the results
of the two functionals were close to each other. Thus, only the
B3LYP functional is used to calculate the ﬁeld-dependence of the
IP. The Löwdin population scheme is used for partitioning the elec-
tron density [32] in the CDFT method. The unrestricted open-shell
DFT method is used in the IP calculations. Time-dependent density
functional theory (TDDFT) [33,34] is used to calculate the 20 low-
est singlet–singlet excitation energies with the B3LYP functional.
All the geometries are optimized in zero ﬁeld using the B3LYP
functional and the cc-pVDZ basis set. These geometries are used
in all subsequent calculations and we therefore report vertical
IPs. The electric ﬁeld is simulated by point charges located at 50
and 50 Å whereas the molecule is placed at the origin and the
electric ﬁeld is between 0 and 30:84 MV/cm. The calculations are
done using the NWChem software, version 6.3 [35].
3. Results and discussion
The structures of the studied molecules are shown in Fig. 1.
Benzene is a suitable model for investigating different methods
of calculating the ﬁeld-dependent IP for aromatic systems. Pyrene
with a relatively low IP and p-benzyltoluene have been used as a
part of a dielectric barrier between two conductors in high-ﬁeld
streamer experiments [18,36]. In our previous study, p-benzoqui-
none was chosen [4] and here, anthraquinone is investigated
which is a conjugated diketone with three fused aromatic rings
and is used mainly as a color pigment. 2,6-di-tert-butyl-p-cresol
is an antioxidant that exists in mineral oil in transformers and
affects the dielectric properties of the oil [37]. Flavone is a plant
pigment [38], and could be regarded as an environmentally
friendly additive in dielectric liquids applications. N,N,N’,N’-tetra-
methyl-1,4-phenylendiamine (TMPD) has a very low IP compared
to the other molecules [39] (see Table 1) and is comparable with
tetrakis-(dimethylamino)-ethene (TDAE) studied previously [2].
Fig. 2. The interaction energy between the benzene cation and the electron as a function of distance in the z-direction of the electric ﬁeld (MV/cm) calculated by CDFT/B3LYP
with the cc-pVDZ basis set.
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3.1. Zero-ﬁeld IP
The gas-phase IP of the molecules are listed in Table 1. The
experimental IPs are adiabatic and the adiabatic IPs are calculated
with the B3LYP functional and the cc-pVDZ basis set to compare
with the experimental values. The adiabatic IPs are in general a
few tenths of eV lower than the vertical with the largest difference
of 0.33 eV for TMPD in reasonable agreement with experiments
and in line with our previous work [40]. The vertical IPs are calcu-
lated with three functionals, B3LYP and two LC functionals, CAM-
B3LYP and BNL, where the LC functionals have been reported to
be successful for predicting IPs and excitation energies [41–44].
The LC functionals are based on the separation of the Coulomb part
into a short-range and a long-range part, and a range-separation or
Fig. 3. The IP (eV) in the x; y, and z direction of the electric ﬁeld for benzene. The solid square line shows the charge/cc-pVDZ method, the dashed triangular line shows the
charge&spin/cc-pVDZ method, the solid circle line shows the spin/cc-pVDZ method and the dashed diamond line shows charge&spin/cc-pVTZ method, respectively.
Fig. 4. The IP and excitation energies (eV) in the different directions of the electric ﬁeld for pyrene and TMPD. The solid line is the IP and the dots are excitation energies.
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attenuation parameter is introduced. The choice of this parameter
is important and it has been shown that the results can be
improved if this parameter is optimized for a molecular training
set [30]. For example, one of the optimization approaches in the
BNL functional is to obey the ionization potential theorem, i.e.
the negative of the energy of the highest occupied molecular orbi-
tal is equal to DSCF, where DSCF is obtained as the difference
between SCF energies of the molecule and the cation. This is the
reason for our interest in the BNL functional since we are inter-
ested in calculating many excitation energies below the ionization
threshold and density functionals in general do not fulﬁll the ion-
ization potential theorem which may lead to unphysical excited
states [45]. We have chosen the default parameter 0:33 a10 for
the BNL functional [42] and 0:3 a10 for the CAM-B3LYP functional
[31], respectively. Table 1 shows that all the functionals are in good
agreement for all the molecules except benzene. The LC functionals
overestimate the IP of benzene, which shows that these function-
als, and especially the BNL functional, are system-dependent and
the parameter should be optimized for each molecule separately
[46,47]. We have therefore chosen to use the B3LYP functional in
line with our previous work [3,4] for the ﬁeld-dependent IP also
in this work, and will return to the IP of benzene using LC function-
als in a separate study.
3.2. Field-dependent IP of benzene
Fig. 2 shows the interaction energy between the benzene cation
and the electron as a function of the distance for the z-direction of
the electric ﬁelds between 0 and 30:84 MV/cm (the coordinate sys-
tem and the origin of benzene is deﬁned in Fig. 1). The interaction
barrier is located around 20 Å at 1:03 MV/cm, while it is at a
shorter distance of around 4 Å at 30:84 MV/cm, respectively.
Fig. 3 shows the IP of benzene in an electric ﬁeld in the x; y and
z-directions, respectively. Four different methods are used to
investigate the CDFT model at high electric ﬁelds, which are com-
binations of constraining charge and/or spin and two basis sets, cc-
pVDZ and cc-pVTZ. In the CDFT method used previously [3,4], both
the charge and spin were constrained with the cc-pVTZ basis set
(denoted by charge & spin/cc-pVTZ). As shown in Fig. 3, the four
methods, charge & spin/cc-pVTZ or cc-pVDZ, charge/cc-pVDZ and
spin/cc-pVDZ, are in good agreement with each other. It is noted
that by constraining spin disregarding the charge constraint, the
dissociation barrier cannot be obtained for ﬁelds higher than
20 MV/cm due to convergence problems. In some cases, constrain-
ing both charge and spin also lead to convergence problems. In
these cases, we ﬁrst constrained only spin or charge and then
restarted the calculation with both the spin and charge constraints.
Constraining only the charge therefore results in a smaller amount
of computations (less computations with convergence problems),
but with results of similar accuracy as the other methods. Thus,
the ﬁeld-dependent IP calculated by constraining charge with the
cc-pVDZ basis set (charge/cc-pVDZ) is selected because of its good
agreement with our previous selection (charge & spin/cc-pVTZ)
and also its low computational cost for the molecules studied here.
For the aromatic molecules included in this study, the energy
barrier distance is closer to the cation than for other molecules
we studied. As an example, the barrier distance between the elec-
tron and the pyrene cation in the z-direction (out-of-plane) of the
electric ﬁeld, decreases from around 20 Å at 1.03 MV/cm to around
2 Å at 30.84 MV/cm, respectively. In this case, using a smaller basis
set, cc-pVDZ, on the cation gives a more compact description of the
cation electron density and extends the applicability of the method
to higher electric ﬁelds.
Figs. 4, 6 and 7 show the IP and excitation energies of the mol-
ecules in Fig. 1 in the different directions of the electric ﬁeld. The
solid line shows the IP and the dots are singlet excitation energies.
At some electric ﬁelds, the excitation energies are very close to the
IP. These excitations should in these cases be regarded as ionized
states just above the IP, and the differences originate from using
different methodologies for the calculation of the IP and excitation
energies, respectively. Therefore, the excitations very close to the
IP and above the IP are disregarded in this work. The possibility
of bound states in the continuum exists [50–52], but that has not
been investigated further here.
3.3. Field-dependent IP of pyrene and TMPD
Fig. 4 (left) shows the ﬁeld-dependent IP and excitation energies
of pyrene in the x; y and z-directions of the ﬁeld, respectively. The
optimized geometry is in good agreement with another theoretical
study, for example, the calculated central bond length in pyrene is
1.42 Å, in good agreement with the calculated value of 1.43 Å in Ref.
[53]. The lowest excitation energy of pyrene, a p! p excitation, is
3:66 eV at zero ﬁeld compared to the experimental value of 3:69 eV
[54]. The two lowest excited states survive up to 20 MV/cm in the
z-direction, while they become unbound at ﬁelds higher than
15 MV/cm in the x and y-directions. Therefore, at ﬁelds higher than
approximately 20 MV/cm we have a two-state system for pyrene
containing the ground state and the ionized state. Fig. 5 illustrates
that the p excited state (LUMO + 1) changes into an unbound state
at ﬁelds higher than 20 MV/cm and in this way the orbitals have to
be inspected at each ﬁeld strength. This is consistent with our
previous results [2,4], in which the number of available excited
states decreases with increasing ﬁeld since the excitation energies
are almost constant in the electric ﬁeld as compared to the IP.
The TMPD structure is in good agreement with experiment, for
example, the calculated carbon–nitrogen bond lengths are around
1.40 Å close to the experimental value of 1.42 Å [55]. The two low-
est excitations with approximately the same excitation energies,
3.64 eV, are n! r excitations. The third excitation is an n! p
excitation at 3.86 eV as compared to the experimental value at
3.90 eV [56]. TMPD and TDAE [2,57] with low IPs of 6.30 and
6.11 eV, respectively, are interesting to study since low-IP addi-
tives have strong effects on streamer speed and branching in
pre-breakdown and breakdown phenomena in dielectric liquids
[19]. The ﬁeld-dependent IP of TMPD is shown in Fig. 4 (right).
The excited states for TMPD vanish at 10 MV/cm, while for TDAE,
the lowest n! p excitation survive until higher ﬁelds of around
50 MV/cm [2]. There are fewer excitations in TDAE compared to
TMPD due to the larger number of p! p excitations in TMPD.
Thus, at relatively low electric ﬁelds, TMPD is a better choice to
be used as an additive in streamer experiments as compared to
TDAE, since molecules with a large number of excited states in
the ﬁeld are expected to be good candidates to be used as additives
in insulating liquids in high-voltage devices [1,2,20]. The reason is
Fig. 5. The LUMO + 1 orbital for pyrene at zero and 20 MV/cm in the x-direction of
the electric ﬁeld.
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that electronic excitations and thus emission of UV/VIS light,
together with emitting heat, is a way for the liquid to release
energy.
The zero-ﬁeld IP of N,N-dimethylaniline (DMA) is 7.12 eV [2],
showing that adding a dimethylamino group to the para-position
of DMA (giving TMPD) causes a reduction of around 1 eV in the
IP. The lowest n! p excitation of DMA at 4.0 eV disappears at
around 25 MV/cm. Although TMPD has a larger number of excited
states, they vanish at lower ﬁelds as compared to TDAE and DMA.
Thus, at relatively high electric ﬁelds, TMPD is a good candidate to
study as only a low-IP additive in breakdown processes. Streamer
initiation in dielectric liquids requires an electric ﬁeld of around
1 MV/cm and greater [15,58,59]. However, the external electric
ﬁeld results in a larger local ﬁeld especially at absorption frequen-
cies of the liquids, i.e. the electric ﬁeld of 1 MV/cm and greater is
smaller than the local electric ﬁeld. The response of the local ﬁeld
to the external ﬁeld is different in the different liquids [60].
The decrease of the IP is most signiﬁcant in the y-direction for
both pyrene and TMPD. The central bond in pyrene is along the y-
direction of the ﬁeld (Fig. 1)which is the reason for that the decrease
of the IP in the y-direction is around 70%, while they are around 57
and 50% in the x and z-directions comparing zero ﬁeld and
30.84 MV/cm. In TMPD, the y-direction is along the two carbon–
nitrogen bonds attached to the phenyl ring. A similar direction
dependence of the ﬁeld-dependent IP has also been found for linear
alkanes when the ﬁeld is along or perpendicular to the linear chain
such as in n-tridecane and 9,10-dimethyloctadecane (DMOD) [2,4].
3.4. Field-dependent IP of anthraquinone and ﬂavone
Fig. 6 shows the ﬁeld-dependent IP and excitation energies of
anthraquinone (left) and ﬂavone (right). The optimized structure
of anthraquinone is in good agreement with experiment [61].
The lowest excitation energy which is an n! p excitation is
2.93 eV compared to its experimental value of 3.1 eV [62]. The sec-
ond lowest excitation energy at 3.21 eV is also an n! p excita-
tion, while the third and fourth are p! p excitations at 3.64
and 3.81 eV, respectively.
The geometry of ﬂavone is in good agreement with a reported
computed geometry [63]. The ﬁrst and second excitations are
n! p with the energies 3.48 and 4.07 eV, respectively. The third
and fourth excitation energies are 4.32 and 4.57 eV, respectively
and are p! p excitations.
The ﬁeld-dependent IPs of anthraquinone and ﬂavone are only
slightly dependent on the direction of the ﬁeld, where the IP
decreases more signiﬁcantly in the x and y directions as compared
to the z-direction (out-of-plane direction). There is a larger number
of excited states also at relatively high ﬁelds for anthraquinone and
ﬂavone compared to the other molecules studied here, in line with
diketones such as p-benzoquinone, benzil and 4–4
0
-dihydroxyben-
zil as well as azo dyes such as trans-azobenzene [2,4]. The emission
of UV/VIS radiation can be extended to higher electric ﬁelds by
adding molecules absorbing in the visual region, i.e. both anthra-
quinone and ﬂavone are good choices to be used as additives with
low excitation energies in dielectric liquids even at relatively high
electric ﬁelds.
3.5. Field-dependent IP of p-benzyltoluene and 2,6-di-tert-butyl
p-cresol
Fig. 7 shows the ﬁeld-dependent IP of p-benzyltoluene (left) and
2,6-di-tert-butyl p-cresol (right). The two lowest excitation ener-
gies of p-benzyltoluene are 5.0 and 5.17 eV, respectively, and are
p! p excitations which survive up to 10 MV/cm in an electric
Fig. 6. The IP and excitation energies (eV) in the different directions of the electric ﬁeld for anthraquinone and ﬂavone. The solid line is the IP and the dots are excitation
energies.
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ﬁeld. The ﬁeld-dependent IP is independent of the direction of the
ﬁeld for this molecule.
For 2,6-di-tert-butyl p-cresol, the IP decreases more signiﬁ-
cantly in the x and y-directions as compared to the z-direction.
The two lowest excitation energies are n! p excitations at
4.79 eV and 5.23 eV, respectively. The excited states vanish at
around 10 MV/cm for all directions of the ﬁeld due to the strong
decrease of the IP and there are a fewer number of excited states
in the ﬁeld compared to anthraquinone and ﬂavone for which
the excitation energies remain at higher ﬁelds because of their
higher IP compared to 2,6-di-tert-butyl p-cresol. Thus, the IP and
excitation energies need to be considered together rather than sep-
arately when investigating their potential as additives in insulating
liquids.
4. Conclusions
A limitation of the CDFT model for calculating the ﬁeld-depen-
dent ionization potential at high electric ﬁelds is investigated in
this work for aromatic and polyaromatic molecules which was
resolved by using a slightly smaller basis set, cc-pVDZ, than before
[3,4] and constraining only the charge in the CDFT calculations. The
results show, in line with previous work [1–4], that the IP
decreases strongly in an electric ﬁeld while the excitation energies
remain relatively constant which results in the decrease of the
number of available excited states with increasing ﬁeld. The
decrease of the IP is around 4–5 eV for all the molecules comparing
zero ﬁeld and 30.84 MV/cm. The effect of the ﬁeld on the IP is for
some molecules more signiﬁcant in the direction along a speciﬁc
bond in the molecule, e.g. along the y-direction in pyrene and
TMPD, which is consistent with the stronger ﬁeld-dependence of
the IP along alkane chains [2,4]. Anthraquinone and ﬂavone have
a larger number of excited states in the ﬁeld even at 30 MV/cm,
where ﬂavone may be regarded as a more environmentally friendly
additive as compared to azo dyes and quinones which have a sim-
ilar behavior [2,4]. The survival of n! p excitations depends on
the ﬁeld-dependence of the IP, for example in 2,6-di-tert-butyl p-
cresol it vanishes at 10 MV/cm due to its lower IP compared to
anthraquinone and ﬂavone.
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Local electric ﬁeld factors by a combined charge-
transfer and point–dipole interaction model†
Nazanin Davari,a Shokouh Haghdani,a Per-Olof A˚strand*a and George C. Schatzb
A force-ﬁeld model for the local electric ﬁeld as a linear response to a frequency-dependent external
electric ﬁeld is presented based on a combined charge-transfer and point–dipole interaction (CT-PDI)
force-ﬁeld model for frequencies through the ﬁrst absorption maximum. The local electric ﬁeld provides
a measure of the mutual interactions of the molecules with each other, as is important in problems
ranging from dielectric breakdown to solvent polarization and energy transfer. It also indicates how
resonant excitation of these molecules can perturb Raman scattering by a third molecule located nearby
through an intensity borrowing mechanism. The CT-PDI model is a combination of a modiﬁed
electronegativity equalization model including non-metallic behaviour and a point–dipole interaction
model described by atomic polarizabilities which also includes the time-dependence of the atomic
charges and atomic dipole moments. A parametrization of frequency-dependent polarizabilities through
the ﬁrst absorption maximum calculated by time-dependent density-functional theory has been
extended for a set of hydrocarbon and azobenzene molecules to provide atom-type parameters for the
CT-PDI model. As initial model systems, results are presented for the benzene and azobenzene dimers
for the local electric ﬁeld response at points between the molecules and at the atoms in the molecules.
As expected, the response depends critically on the intermolecular distance between the monomers.
The azobenzene dimer shows a larger local ﬁeld response at the atoms in the phenyl rings compared to
the benzene dimer and the response at the nitrogen atoms is larger than at the hydrogen and carbon
atoms in the azobenzene dimer, which can be rationalized qualitatively by the charge and dipole
contributions to the local ﬁeld factor either adding up or to a large extent cancelling each other. At the
absorption frequency, the largest local ﬁeld factor of the benzene dimer is around 6 and for the
azobenzene dimer it is around 12, respectively, at typical distances, indicating that the response may be
signiﬁcant.
1 Introduction
In an external electric eld, the molecules in a dielectric liquid
are polarized resulting in a local electric eld at the molecule
which is diﬀerent from the external electric eld. The local
electric eld is a sum of the external electric eld and the
electric eld of the permanent and induced multipole moments
established in the presence of the external electric eld.1–3 The
Lorentz approach4 has been used frequently as an approximate
method to determine the local electric eld. In this approach,
the local eld at a certain point of a dielectric is the same as that
inside a ctive sphere. However, the Lorentz model is limited to
non-polar materials and it is assumed that the contribution of
electric dipoles inside the sphere is zero. Polarization from an
atomistic point of view requires knowledge of the local eld at
the atoms of the dielectric as a response to an external electric
eld.
Quantum chemical response theory5 and time-dependent
density-functional response theory (TDDFT)6 are standard
methods to obtain response properties for small and medium-
sized systems. Electric dipole shieldings and hypershieldings7
have been calculated at the Hartree–Fock level of theory8–10
which determine the linear and non-linear local eld responses
to the external eld. In TDDFT calculations, the accuracy of the
response properties depends critically on the choice of density
functionals,11–15 because the exchange–correlation potential in
approximate standard functionals shows incorrect asymptotic
decay of the true electrostatic potential.16,17 Long-ranged cor-
rected (LC) functionals with the correct asymptotic behaviour
have been suggested as alternatives for this purpose.18–23
Force-eld models have been used as an alternative for the
calculation of response properties of relatively large molecules.
The point–dipole interaction (PDI) model,24–28 has been used for
the calculation of the polarizabilities of carbon nanotubes and
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fullerenes,29–34 boron nitride tubes35 and proteins,36 and it has
also been extended to properties such as optical rotation37–40
and hyperpolarizabilities.30,31,33,41–45 In the PDI model, atomic
polarizabilities couple with each other in an external electric
eld through the atomic induced dipole moments and the
molecular polarizability is obtained by considering atomic
polarizabilities as atom-type parameters.
To calculate atomic charges, the electronegativity equaliza-
tion model (EEM)46–48 has been used where the charge-transfer
between atoms is calculated using atomic electronegativities
and chemical hardnesses as atom-type parameters. To resolve
the limitation of the EEM regarding the charge transfer over
large distances,49,50 the atom–atom charge-transfer (AACT)
method49 is adopted in a model that is transferable to both
metallic and non-metallic systems.51–57 In a metallic model like
EEM, charges are allowed to move without a signicant resis-
tance between the atoms such as in highly conjugated systems,
while a non-metallic model describes molecules with much less
charge-transfer, as for example in alkanes.
In the charge–dipole interaction model, e.g. a combined
EEM and PDI model58–63 or a combined capacitance model and
PDI model,50,64–67 each atom is associated with both a net elec-
tric charge and a dipole. In the capacitance model, the charge-
transfer term is determined in terms of the atomic capacitance
which is the inverse of the atomic chemical hardness.
Frequency-dependent polarizabilities have been calculated
using the charge–dipole interaction model, where the interac-
tion with oscillating electric elds is considered by including
the kinetic energy of the atomic charges and the atomic
dipoles68–71 and it has been extended to the calculation of
absorption spectra.72,73
In this work, frequency-dependent polarizabilities have been
parametrized by a combined charge-transfer and point–dipole
interaction (CT-PDI) model,74,75 where the charge-transfer and
dipole terms are obtained using the AACT and PDI models,
respectively, and the charge–dipole interaction gives the
coupling between the twomodels. An extra energy term is added
to the charge-transfer term in our model to obtain polarizabil-
ities that scale correctly with the size of the system. One set of
atom-type parameters is used for each element, which can be
determined assuming that the amount of charge-transfer in a
bond is a function of the bond distance.57
Solving the CT-PDI model, or any similar model, for the
frequency-dependent polarizability gives direct information
about the local electric elds as the response to an external
electric eld (both static and optical frequency). In the calcu-
lation of local electric elds, it is in most cases of interest to
locate “hot spots”, i.e. points where the local eld is very high
which can initiate rare events in chemistry. As an example
where static elds are important, in electrical breakdown in
insulating liquids,76 the probability of the production of free
electrons increases at the location of high local electric elds. In
this context, we have developed a model for calculating the
eld-dependent ionization potential,77–80 but the local eld is
needed to deduce the actual molecular ionization potential in
an electrically insulating liquid.
Local electric elds at optical frequencies play a role in many
other phenomena. For aggregates of molecules they determine
the interactions between molecules that lead to exciton trans-
port and shis in excited state energies. For molecules in
solvents they are responsible for the solvent-induced eﬀects on
optical spectra. In addition, they are important in surface-
enhanced Raman scattering (SERS),81–84 where the local eld
near metal nanoparticles is enhanced by plasmon excitation.
Indeed, previously there have been calculations of electric elds
in the vicinity of silver clusters as models of SERS.85,86 However,
metal clusters or particles are not required in order to generate
observable eﬀects. For example, solvent vibrational modes have
been observed in the resonance Raman and resonance hyper-
Raman spectra of small molecules.87,88 In addition, there is
much current interest in the plasmonic states of aromatic
molecules,89,90 where one expects to see enhanced elds and hot
spots.
Previously, the CT-PDI model has been used to calculate
frequency-dependent polarizability.74,75 In this work, the CT-PDI
model is parametrized against TDDFT calculations and is
applied to two molecular dimers, benzene and azobenzene,
where the local eld response to the frequency-dependent
external electric eld is calculated for frequencies through the
rst absorption maximum. Since the emphasis in this work is
on method development and testing by comparisons with
TDDFT, only simple dimer structures are considered. However
the methods we are developing have the capability of being
applied to much larger systems, including molecular aggregates
and large graphene-like aromatic systems.
2 Theory
In this work, a force-eld model for the response of the local
electric eld to the external eld (local eld factor) is presented.
In our model, the local electric eld at atom I, ElocI,b , is the sum of
the external electric eld, EextI,b , and a eld from the surrounding
atoms, EpolI,b ,
ElocI,b ¼ EextI,b + EpolI,b (1)
where Greek subscripts denote the Cartesian coordinates, x, y,
or z, respectively.
The polarization eld at atom I arises from the charges and
dipole moments of the surrounding atoms:
E
pol
I ; b ¼
XN
JsI
T
ð1Þ
IJ; bqJ þ T ð2ÞIJ; bgmJ; g (2)
where the Einstein summation convention is used for repeated
subscripts. qJ is the atomic charge, mJ,g is the atomic dipole
moment. Here, qJ and mJ,g include both permanent contribu-
tions (as the isolated molecule has a permanent dipole and/or
quadrupole moment) and induced contributions from the
electric eld of the surroundings. In our model, Gaussian
charge distributions for each atom are adopted instead of point-
charges.49,91 The electrostatic energy between two Gaussian
charge distributions is:
This journal is © The Royal Society of Chemistry 2015 RSC Adv., 2015, 5, 31594–31605 | 31595
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VIJ ¼ qIqJerfð
ﬃﬃﬃ
a
p
IJRIJÞ
RIJ
(3)
where RIJ is the distance between atoms I and J, and aIJ is:
aIJ ¼ fIfJ
fI þ fJ
(4)
where fI is an atom-type parameter describing the width of the
Gaussian distribution. The relatively complex form of the error
function can be approximated as:91,92
VIJ ¼ qIqJﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RIJ
2 þ p
4aIJ
r (5)
where the limiting behaviour at RIJ/ 0 and RIJ/N in eqn (3)
is retained.
In the same way, the electrostatic interaction between a point
charge qP and a Gaussian charge distribution of atom I is given
as
VPI ¼ qIqPﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RPI
2 þ p
4fI
r (6)
Therefore, the local eld factors at atoms are given with the
electrostatic damping in eqn (5) and at other points in space
eqn (6) is applied, respectively.
T(1)IJ,b and T
(2)
IJ,bg in eqn (2) are the charge–dipole and dipole–
dipole interaction tensors:
T
ð1Þ
IJ; b ¼ Vb
1
~RIJ
¼ RIJ; b
~RIJ
3
(7)
and
T
ð2Þ
IJ; bg ¼ VgT ð1ÞIJ; b ¼
3RIJ; bRIJ; g  dbg ~RIJ 2
~RIJ
5
(8)
where RIJ,b ¼ RI,b  RJ,b, RI,b is the coordinate of atom I and
~RIJ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RIJ2 þ p4aIJ
r
. In our model, the atomic charge is replaced
by the charge-transfer term, qJM,49,57
qJ ¼
XN
M
qJM (9)
Inserting eqn (9) into eqn (2) gives the local eld in terms of the
charge-transfer variables instead of atomic charges,
E
pol
I ; b ¼
XN
JsI ;M. J

T
ð1Þ
IJ; b  T ð1ÞIM; b

qJM þ
XN
JsI
T
ð2Þ
IJ; bgmJ; g (10)
where we have used qMJ ¼ qJM. In the CT-PDI model, the
molecular polarizability for a homogenous external eld, EextI,a ¼
Eexta , is given as:57
aga ¼
XN
J;M. J
RJM; g
vqJM
vEexta
þ
XN
J
vmJ; g
vEexta
(11)
where vqJM/vE
ext
a is the charge-transfer contribution to the
polarizability and vmJ,g/vE
ext
a is the dipole contribution to the
polarizability. vqJM/vE
ext
a and vmJ,g/vE
ext
a are calculated by solving
a set of linear response equations for the frequency-dependent
polarizability originating from minimizing a Lagrangian
involving kinetic energies for the atomic charges and atomic
dipole moments.69,74 A detailed presentation of the model for
the calculation of the frequency-dependent polarizability can be
found in ref. 74.
The response of the local eld to the external eld becomes:
vElocI ; b
vEexta
¼ dba þ
XN
JsI ;M. J

T
ð1Þ
IJ; b  T ð1ÞIM; b
 vqJM
vEexta
þ
XN
JsI
T
ð2Þ
IJ; bg
vmJ; g
vEexta
(12)
i.e. it is given by the interaction tensors in eqn (7) and (8) as well
as the solutions to the response problem for the polarizability.
3 Model parametrization
The static and frequency-dependent polarizabilities were
calculated using the TDDFT method6,93,94 with the PBE func-
tional95 and the augmented TZP basis set.96,97 The optimized
geometries were obtained using the PBE functional and the TZP
basis set.96 Since dissipation is included in the CT-PDI model, it
was also included in the quantum chemical calculations of the
frequency-dependent polarizability.98,99 The life-time of the
excited states was chosen to be 0.004 a.u. in the TDDFT calcu-
lations. Thus, both the imaginary and the real parts of the
polarizabilities were calculated. ADF soware100,101 was applied
in all the DFT calculations.
The TDDFT polarizabilities were used as reference data for
the parametrization of the CT-PDI model. The rst p / p*
excitation of azo dyes, aromatic molecules and polyenes as well
as the rst s/ s* excitation of alkanes were included in the
parametrization, while higher excitations were ignored. The set
of azobenzenes studied in our previous work75 was here
extended by a set of hydrocarbons. The parameters were opti-
mized by a simplex algorithm to minimize the relative root
mean square deviation (RMSD) between the polarizabilities
calculated by the TDDFT method and the CT-PDI model. Both
the real and the imaginary parts of the full polarizability tensor
were parametrized.
Table 1 Atom-type parameters (a.u.) of the CT-PDI model with a brief
description. The corresponding equations can be found in ref. 74
Description C H N
a Isotropic atomic polarizability 8.2569 2.5564 4.8957
x Anisotropic atomic polarizability 0.2576 0.5021 0.2874
h Chemical hardness 2.7742 2.9595 3.1935
f Width of a Gaussian distribution 1.2193 0.4599 2.6465
g0 Charge-transfer in non-metallic systems 0.7765 0.2052 1.0624
g1 Charge-transfer in metallic systems 0.9964 0.2236 1.2355
C Steepness of the charge-transfer 1.7372 2.1490 4.9503
R Atomic radius 1.3947 0.7516 1.1708
cq Number of oscillating charges 3.1893 3.8734 1.1866
cm Number of oscillating dipoles 0.1222 2.3579 4.1181
gq Dissipation of charge 0.0121 0.0210 0.0033
gm Dissipation of dipole 0.0127 0.0226 0.0018
31596 | RSC Adv., 2015, 5, 31594–31605 This journal is © The Royal Society of Chemistry 2015
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The values of the parameters are presented in Table 1 with a
brief description and Table 2 presents the molecules grouped as
a training set for the parametrization and a validation set to
evaluate the parameters. The equations including all parame-
ters can be found in ref. 74 and are not repeated here. a and x
are the isotropic and anisotropic atomic polarizability param-
eters, respectively, describing the atomic polarizability. h is the
chemical hardness parameter in the regular EEM and the width
of a Gaussian charge distribution is described by the f
parameter. To describe the non-metallic behaviour, a charge-
transfer model was introduced that contains four atom-type
parameters, g0, g1, C and R. Also four atom-type parameters,
cq, cm, gq and gm were used to describe the frequency-
dependence. More specically, cq and cm correspond to the
inverse of the numbers of oscillating charges and dipoles,
respectively, whereas gq and gm describe the dissipation of the
charge and dipole contributions, respectively.
The obtained values of the parameters are in some cases
diﬀerent from our previous work.75 The largest change is in the
cq and cm parameters. The cq parameter of the hydrogen atom
decreases from 6.1514 a.u. (ref. 75) to 3.8734 a.u. in this work,
while cm increases from 0.6823 to 2.3579 a.u., indicating that for
hydrogen the contribution from oscillating dipole moments
decreases whereas the oscillating charge-transfer increases in
importance. The reason for these discrepancies between the
new and old parameters is that here we provide parameters for a
wider set of molecules including a set of hydrocarbons in
addition to the azo dyes in our previous work.75 It is an ambi-
tious goal to have a single set of atom-type parameters for
carbon with the diﬀerent properties of alkanes, aromatic
systems, polyenes and polyynes, but we believe that the CT-PDI
model74,75 is a step in the right direction. The instability of the
parameter values is a common phenomenon especially in
charge equilibration models, and there is no agreement on a
generic set of optimal parameters.102 To provide a comprehen-
sive model that can describe an extensive set of molecular
systems, the parameters still need to be improved. The goal is to
extend the set of molecules step by step but provide a single set
of parameters for all included molecules rather than system-
specic parameter sets. Also it is desirable to have atom-type
parameters and not, for example, bond and three-body
parameters, as well as to have only one set of parameters for
each element. Further developments of the model should rather
be in the direction of improving the physics of each term by
Table 2 The excitation energy (eV) and static polarizability (a.u.) calculated by the TDDFT and CT-PDI models
Molecule
Excitation energy Static polarizability
TDDFT
CT-
PDI
Error
% Exp. TDDFT
CT-
PDI
Error
% Exp.
Training set trans-Azobenzene 3.37 3.32 1.48 3.90 (ref. 103) 198.7 201.8 1.56 171.4 (ref. 104)
3-Methylazobenzene 3.40 3.27 3.82 3.85 (ref. 103) 215.5 226.7 5.20
4-Methylazobenzene 3.27 3.18 2.75 3.72 (ref. 103) 220.8 224.7 1.77
4-Aminoazobenzene 2.99 3.13 4.68 3.19 (ref. 105) 232.4 226.4 2.58
4-Cyanoazobenzene 2.99 3.20 7.02 3.81 (ref. 105) 233.0 242.5 4.08
4,40-Di-diethylaminoazobenzene 2.53 2.88 13.80 2.91 (ref. 106) 432.6 377.3 12.78
4-Methyl-40-dimethylaminoazobenzene 2.76 3.02 9.42 3.05 (ref. 107) 297.6 290.0 2.55
4,40-Diaminoazobenzene 2.80 3.05 8.93 264.9 249.3 5.89
Benzene 6.80 6.26 7.94 6.20 (ref. 108) 70.9 72.0 1.55 70.1 (ref. 109)
Toluene 6.53 5.28 19.14 5.76 (ref. 110) 85.5 92.1 7.72 82.7 (ref. 109)
1,3-Butadiene (C4H6) 5.39 4.95 8.16 5.92 (ref. 111) 58.9 51.0 13.41 54.7 (ref. 112)
1,3,5,7,9,11,13-Tetradecaheptaene (C14H16) 2.61 2.01 22.99 349.3 296.1 15.23
Ethane 8.11 8.16 0.61 8.70 (ref. 113) 30.4 25.2 17.10 30.2 (ref. 109)
Propane 7.56 7.59 0.40 8.10 (ref. 113) 43.4 37.6 13.36 42.4 (ref. 109)
n-Tridecane 7.35 7.02 4.49 535.4 543.1 1.44
Cyclohexane 7.40 7.51 1.49 7.00 (ref. 114) 75.3 72.6 3.59 74.2 (ref. 109)
Validation
set
2-Methylazobenzene 3.27 3.54 8.26 213.4 218.9 2.58
4-Dimethylaminoazobenzene 2.79 2.99 7.17 3.07 (ref. 107) 274.5 265.7 3.21
4-Diethylaminoazobenzene 2.75 3.05 10.91 2.99 (ref. 104) 312.6 290.4 7.10
4-Cyano-40-dimethylaminoazobenzene 2.67 2.90 8.61 2.75 (ref. 115) 328.9 306.6 6.78
4,40-Dimethylazobenzene 3.24 3.13 3.40 242.5 251.6 3.75
4-Amino-40-methylazobenzene 2.98 3.09 3.69 252.5 250.5 0.79
4,40-Di-dimethylaminoazobenzene 2.60 2.94 13.08 2.94 (ref. 116) 352.3 327.7 6.98
4-Cyano-40-diethylaminoazobenzene 2.58 2.86 10.85 2.66 (ref. 117) 362.9 331.1 8.78
2,4,6-Tricyano-40-diethylaminoazobenzene 2.48 2.86 15.32 2.21 (ref. 117) 401.4 395.9 1.37
Aniline 4.35 4.24 2.53 4.40 (ref. 110) 84.5 88.3 4.50 78.1 (ref. 109)
1,3,5,7,9,11,13,15,17-Octadecanonaene (C18H20) 2.18 1.80 17.43 539.5 413.0 23.45
1,3,5,7,9,11,13,15,17,19,21-Docosaundecaene
(C22H24)
1.90 1.66 12.63 770.6 532.9 30.85
Octane 6.80 7.07 3.97 7.50 (ref. 113) 110.0 107.0 2.73 104.2 (ref. 109)
Dodecane 7.35 7.02 4.49 164.7 166.1 0.85 153.5 (ref. 109)
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including, for example, higher-order terms such as atomic
quadrupole moments and atomic hyperpolarizabilities.
The excitation energies and the static polarizabilities calcu-
lated using the TDDFT and CT-PDI models are shown in Table 2
as well as experimental values. The p/ p* excitation energies
of the azo dyes calculated using the CT-PDI model are in good
agreement with those using the TDDFT method. The largest
error is around 15% for 2,4,6-tricyano-40-diethyl-
aminoazobenzene in the validation set. Among the aromatic
molecules, benzene, toluene and aniline, the largest error of the
p/ p* excitation energy is 19% for toluene. The CT-PDI model
overestimates the shi in the excitation energy when a methyl
substituent is added to a phenyl ring of benzene (e.g. toluene)
compared to the TDDFT method and the experimental value.
In the case of polyenes, the errors are larger for the longer
chains, C14H16, C18H20 and C22H24, compared to the shorter
one, C4H6. For polyenes the shi in the excitation energy on
increasing the chain length is in good agreement with results
obtained using the TDDFT method. The s / s* excitation
energy of alkanes is in good agreement with the results using
the TDDFT method and also the excitation energy shi is pre-
dicted well by the CT-PDI model. The CT-PDI excitation energies
are in good agreement with the experimental values and the
deviations arise from solvent eﬀects in the experiments.
The errors in the static polarizability of azo dyes are
comparable to those in our previous work75 and in some
cases are smaller. For example, 2,4,6-tricyano-40-diethyl-
aminoazobenzene has the largest error of the static polariz-
ability, 23% in our previous work, while here it is 1%. For the
alkanes, the static polarizability is in good agreement with the
TDDFT results. The largest error is 17% in ethane, while in
dodecane it is only 0.85%. The CT-PDI model also gives the
static polarizability of aromatic molecules in good agreement
with the TDDFT method. The static polarizability of polyenes
shows the largest error of around 31% for C22H24.
Fig. 1 shows the carbon–carbon bond distance distribution
of the molecules in the training set. As could be expected, the
model works better for the bond distances with higher
probabilities which is due to the fact that our non-metallic
correction to the charge-transfer model strongly depends on
the bond distances. The highest peak around 1.40 A˚ shows the
distribution of aromatic bonds, whereas the second highest
peak at around 1.53 A˚ shows the bond distance distribution of
single C–C bonds. The small peaks around 1.35 A˚ represent the
bonds in polyenes and the small peak around 1.50 A˚ shows the
carbon bond of a methyl group bound to a phenyl ring, as for
example in toluene. In general, the molecules with the largest
errors in Table 2 can be explained by their small contribution to
the bond distance distribution in the training set. The charge-
transfer model in CT-PDI has a strong bond-distance depen-
dence and is based on the sum of the two distances between
three connected atoms in a molecule (RIJ + RJK, I s K)57 (the
variation of the sum of the two distances is an order of
magnitude smaller than the variation of the individual bond
distances). In the molecules with methyl substituents, e.g.
toluene, the sum of the two bond distances between the carbon
atoms of the methyl group and phenyl ring is around 2.9 A˚, and
the charge-transfer through this bond is not well described,
which leads to the relatively large error in the frequency-
dependent polarizability. Since the p / p* excitation in azo
dyes is caused by the dipole term in the azo group and the
adjacent carbon atoms,75 the excitation energy in azobenzenes
with methyl substituents is still well predicted because the
charge-transfer in the phenyl–methyl bonds does not contribute
substantially. The same problem appears for polyenes, with the
sum of the two distances around being 2.7 A˚ in a p-conjugated
chain of carbon atoms, which is not well represented in the
parametrization.
Fig. 2 shows the frequency-dependent isotropic polariz-
ability of some of the molecules in the training set (le) and in
the validation set (right) as well as their charge and dipole
contributions. The maximum of the imaginary part of the
polarizability gives the absorption frequency. Although the
absorption frequencies calculated by the CT-PDI model are in
good agreement with those found using the TDDFT method,
the polarizabilities at the absorption frequency are in some
cases smaller than the TDDFT polarizabilities which aﬀects
the local eld factor at the absorption frequency. The dipole
term dominates the charge term for all the molecules but at
the absorption frequency the charge and dipole terms become
comparable, especially in the case of azo dyes and long
polyenes.
4 Results and discussion
The local eld response to the external eld was calculated for
two dimers, the benzene dimer and the trans-azobenzene
dimer. The relative orientations of the dimers as well as the
denitions of the coordinate systems are given in Fig. 3.
Although the dimer structures are not optimized, the chosen
structures give a good indication of the magnitude of the local
eld factors. It is important that the dimers are placed along
one of the axes, here the x-axis, since, as discussed below, the
response is larger for a eld along a chain of molecules. The two
molecules are in the training set and the CT-PDI model predicts
Fig. 1 The carbon–carbon bond distance (A˚) distribution of the
molecules in the training set.
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their frequency-dependent polarizabilities in good agreement
with TDDFT. At the absorption frequency, the CT-PDI polariz-
ability of benzene is smaller than for TDDFT, leading to the
calculated local eld factor of the benzene dimer at the
absorption frequency being underestimated by the CT-PDI
model as compared to TDDFT. The local eld factor is
Fig. 2 The isotropic polarizability of the molecules in the training set (left) and validation set (right). The solid lines show the polarizability
calculated using the CT-PDI model. The squares and circles show the results of TDDFT calculations. The dashed lines are the charge, and the
dotted lines are the dipole contributions of the polarizability, respectively. The blue and red colors show the real and imaginary parts of the
polarizability, respectively (1 a.u. ¼ 27.21 eV).
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calculated at a point between the monomers (at the origin of the
coordinate system shown in Fig. 3) and at the atoms for
diﬀerent distances between the monomers. Results are pre-
sented for frequencies through the p / p* absorption
frequency for atoms with large responses and two intermolec-
ular distances were chosen to study the distance dependence of
the local eld factor. The minimum distance was chosen to
prevent van der Waals strain between the hydrogen atoms of
monomers. Therefore, the distance between the hydrogen
atoms (with a van der Waals radius of 1.09 A˚ (ref. 118)) of the
monomers is longer than twice the radius.
4.1 Benzene dimer
Fig. 4 shows the local eld response of the benzene dimer at the
point between the monomers (at the origin of the coordinate
system) and at one of the hydrogen atoms (number 16 in Fig. 3)
at two intermolecular distances, 8 and 10 A˚ (between the center
of the benzene rings), in the x-direction of the external electric
eld. As expected, both the static and the frequency-dependent
local eld responses decrease with increasing distance. At 8 A˚,
the static local eld response at the point, vElocP,x/vE
ext
x , is around
2 and at the absorption frequency it increases to around 4.5,
while at 10 A˚ it increases from around 1.5 to around 2.5 at the
absorption frequency. The local eld responses vElocP,y/vE
ext
x and
vElocP,z/vE
ext
x are zero for symmetry reasons. At hydrogen atom 16
(see Fig. 3), vElocI,y /vE
ext
x is larger than vE
loc
I,x /vE
ext
x and the
responses are less dependent on the intermolecular distance
compared to the local eld factor at the point between the
molecules. The response, vElocI,y /vE
ext
x , is 0.9 at zero frequency and
3.5 at the absorption frequency, respectively, while vElocI,x /vE
ext
x is
0.6 at zero frequency and 0.5 at the absorption frequency,
respectively. The dipole contribution dominates over the charge
contribution at the frequencies below the absorption, while they
are comparable at the absorption frequency.
Fig. 3 The benzene and azobenzene dimers. The origin of the
coordinate system for each dimer is shown at the point between the
monomers.
Fig. 4 The local ﬁeld response of the benzene dimer at a point between the monomers and hydrogen atom 16 in the x-direction of the external
electric ﬁeld at the intermolecular distances of 8 and 10 A˚. The red line is
vElocI; x
vEextx
, the green and blue lines are
vElocI; y
vEextx
and
vElocI; z
vEextx
, respectively. The
dashed lines are the charge contribution and the dotted lines are the dipole contribution, respectively (1 a.u. ¼ 27.21 eV).
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Fig. 5 shows the local eld response at carbon atom 2 and
hydrogen atom 12 at 8 A˚ in the x-direction of the external
electric eld. The charge term at carbon atom 2 cancels to a
large extent the dipole term at the absorption frequency leading
to the small local eld factor. At 8 A˚, the largest local eld factor
is at hydrogen atoms 12 and 18 which is 2.3 at zero frequency
and 6.2 at the absorption frequency. The results show that at
these atoms, not only vElocI,x /vE
ext
x increases with frequency, but
also vElocI,y /vE
ext
y increases from around 0 to 3.2 at the absorption
frequency.
The local eld responses at the atoms show that the response
at the hydrogen atoms increases more signicantly than at the
carbon atoms due to a cancellation of the charge and dipole
terms at the carbon atoms. vElocI,x /vE
ext
y and vE
loc
I,y /vE
ext
x at the
carbon and hydrogen atoms increase from 0.1 and 0.9 to 0.6 and
3.7, respectively, except for the atoms on the x-direction where
these two responses are zero because of symmetry reasons. In
general, the local eld factor of the benzene dimer is large at the
hydrogen atoms in the direction of the external electric eld as
well as at a point between the monomers as compared to at the
carbon atoms which is explained if the charge and dipole terms
add up or to a large extent cancel each other.
4.2 Azobenzene dimer
Fig. 6 shows the local eld response of the azobenzene dimer at
a point between the monomers (at the origin of the coordinate
system shown in Fig. 3) and at carbon atom 11 in the x-direction
of the external electric eld at the intermolecular distances 13
and 15 A˚ (between the center of the azo bonds in the mono-
mers). At the point between the dimers, the local eld response
at 13 A˚, vElocP,x/vE
ext
x , is 3.3 at zero frequency, while it is around 7
at the absorption frequency. At 15 A˚, it only increases from
around 2 at zero frequency to around 4 at the absorption
frequency. At carbon atom 11, vElocI,x /vE
ext
x is 1.8 at zero frequency
and it increases to 5.4 at the absorption frequency, while
vElocI,y /vE
ext
x increases from around 0.1 at zero frequency to 2.3 at
the absorption frequency. The charge term adds up to the
dipole term giving rise to a larger local eld factor as compared
to the carbon atoms in the benzene dimer where the charge and
dipole terms to a large extent cancelled each other. The charge
contribution increases more signicantly at the absorption
frequency compared to the dipole contribution as was the case
also for the benzene dimer.
Fig. 7 (le) shows the largest local eld response of the
azobenzene dimer at 13 A˚ (on a scale diﬀerent from the other
gures). vElocI,x /vE
ext
x at the nitrogen atoms in the azo groups are
around 4.5 at zero frequency and 12 at the absorption
frequency. vElocI,y /vE
ext
x increases from 2 at zero frequency to
around 10 at the absorption frequency. At the nitrogen atoms,
the dipole term gives the major contribution to the local eld
factor whereas the contribution of the charge term is small. The
second largest local eld response is at hydrogen atoms 12 and
42 where vElocI,x /vE
ext
x at zero frequency is around 3.2 and at the
absorption frequency is 7.7 (see Fig. 7 (right)).
The local eld response, vElocI,y /vE
ext
x , is also large but with an
opposite sign at carbon atoms 3, 21, 27 and 45, around 1.4 at
zero frequency and 8 at the absorption frequency, where both
the charge and dipole terms have the same sign (negative). The
local eld response, vElocI,x /vE
ext
x , at these atoms is smaller
(around 1.8 and 3.5 at zero frequency and the absorption
frequency, respectively) than vElocI,y /vE
ext
x , again because of
cancellation of the charge and dipole terms. Thus, in the azo-
benzene dimer the responses on the carbon and hydrogen
atoms are comparable while at the nitrogen atoms they are
signicantly larger. A large degree of cancellation of charge and
dipole terms is found in many of the remaining carbon and
hydrogen atoms.
The azobenzene dimer shows in general larger static and
frequency-dependent local eld factors at the carbon and
hydrogen atoms than the benzene dimer. An important feature
of the CT-PDI model is the division into a charge and a dipole
term which may add up to give a relatively large local eld factor
or the two terms may to a large extent cancel each other. The
dependence on the distance between the dimers is signicant,
indicating for example that the molecular local eld factors will
vary substantially for a molecular liquid at normal and elevated
temperatures and pressures. The model is presently used for
Fig. 5 The local ﬁeld response of the benzene dimer at carbon atom 2 and hydrogen atom 12 in the x-direction of the external electric ﬁeld at the
intermolecular distance of 8 A˚. The red line is
vElocI; x
vEextx
, the green and blue lines are
vElocI; y
vEextx
and
vElocI; z
vEextx
, respectively. The dashed lines are the charge
contribution and the dotted lines are the dipole contribution, respectively (1 a.u. ¼ 27.21 eV).
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dielectric liquids to determine the local eld factor as well as the
macroscopic polarization and thereby also the optical part of
the dielectric constant is obtained by combining molecular
dynamic simulations and a modied Lorentz–Lorenz approach
developed for the PDI model.31
The local eld factors at all atoms of a monomer in the
benzene and azobenzene dimers are given in the ESI.†
5 Conclusions
A method to calculate local eld factors based on a classical
polarization model is presented, and some initial results for the
benzene and azobenzene dimers are presented. The response
increases signicantly at the absorption frequency compared to
frequencies below absorption and the largest local eld
response at the absorption frequency is around 12 at the
nitrogen atoms of the azobenzene dimer and around 6 at the
Fig. 6 The local ﬁeld response of the azobenzene dimer at a point between monomers and carbon atom 11 in the x-direction of the external
electric ﬁeld at the intermolecular distances of 13 and 15 A˚. The red line is
vElocI; x
vEextx
, the green and blue lines are
vElocI; y
vEextx
and
vElocI; z
vEextx
, respectively. The
dashed lines are the charge contribution and the dotted lines are the dipole contribution, respectively (1 a.u. ¼ 27.21 eV).
Fig. 7 The local ﬁeld response of the azobenzene dimer at nitrogen atom 6 and hydrogen atom 12 in the x-direction of the external electric ﬁeld
at the intermolecular distance of 13 A˚. The red line is
vElocI; x
vEextx
, the green and blue lines are
vElocI; y
vEextx
and
vElocI; z
vEextx
, respectively. The dashed lines are the
charge contribution and the dotted lines are the dipole contribution, respectively (1 a.u. ¼ 27.21 eV).
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hydrogen atoms of the benzene dimer. The presentedmethod is
a rapid alternative to quantum calculations for large systems
and for a combination with molecular dynamics simulations
where we need to average over many congurations.119 A major
advantage of a force-eld model is the division into diﬀerent
terms, each with a physical interpretation, in this case a charge
and a dipole term. In addition to the local eld factor, the
present version of the CT-PDI model gives the rst absorption
maximum and the frequency-dependent polarizability. In the
future this method will be useful for modeling the static and
optical properties of much larger systems, including molecular
aggregates sampled from molecular dynamics simulations.120
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Abstract
Local electric ﬁeld factors are calculated for liquid benzene by combining molecular
dynamic simulations with a subsequent force-ﬁeld model based on a combined charge-
transfer and point-dipole interaction model for the local ﬁeld factor. The local ﬁeld
factor is obtained as a linear response of the local ﬁeld to an external electric ﬁeld
and the response is calculated at frequencies through the ﬁrst absorption maximum. It
is found that the largest static local ﬁeld factor is around 2.4, while it is around 6.4
at the absorption frequency. The linear susceptibility, the dielectric constant and the
ﬁrst absorption maximum of liquid benzene are also studied. The dielectric constant
is around 2.3 at zero frequency in good agreement with experimental data, while it
increases to 6.3 at the absorption frequency. The π → π∗ excitation energy is around
6.0 eV as compared to the gas phase value of around 6.3 eV.
In a molecular mechanics approach, the local electric ﬁeld at an atom, E locI,α, is the sum of
the external electric ﬁeld, EextI,α, and the electric ﬁeld of the permanent and induced multipole
∗To whom correspondence should be addressed
†Department of Chemistry, Norwegian University of Science and Technology (NTNU), NO-7491 Trond-
heim, Norway
‡ABB Corporate Research, SE-72178 Västerås, Sweden
1
moments of the neighbouring atoms, here restricted to atomic charges and atomic dipole
moments,
E locI,α = E
ext
I,α +
N∑
J =I
−RIJ,α
R˜3IJ
qJ +
3RIJ,αRIJ,β − δαβR˜2IJ
R˜5IJ
μJ,β (1)
where Greek subscripts α, β and γ denote the Cartesian coordinates and the Einstein sum-
mation convention is used for repeated subscripts. qJ is an atomic charge and μJ,β is an
atomic dipole moment. In our model, R˜IJ is a scaled distance between atoms I and J ,
R˜IJ =
√
R2IJ +
π
4 φIφJ
φI+φJ
(2)
where φI is an atom-type parameter describing the width of a Gaussian charge distribution.
RIJ,α = RI,α −RJ,α, where RI,α is a component of the coordinate of atom I.
The local ﬁeld eﬀects at zero and optical frequencies are important in many applications.
In surface-enhanced Raman scattering (SERS),1–4 local ﬁeld enhancement is observed in
plasmonic nanoparticles showing very strong scattering of light due to the localized surface
plasmon resonances.5–7 In addition to metal nanoparticles, the plasmonic character of some
aromatic molecules such as linear acenes also enhances the local ﬁeld factor.8 In resonance
Raman and resonance Hyper-Raman spectra,9,10 the intermolecular vibronic coupling be-
tween solute molecules and neighbouring solvent molecules causes enhanced local ﬁelds, a
phenomenon called the molecular near-ﬁeld eﬀect.11
The local ﬁeld at a molecule is caused by polarization of the surroundings and it is a
measure of the strength of the interaction between the solute and the solvent molecules and
thus it is used to determine the solvent induced eﬀects on molecular properties.12–14 It can
also be used in calculating the dielectric constant and refractive index of diﬀerent materials.15
In electrical breakdown of insulating liquids,16 ﬁnding points where the local ﬁeld is very
high, i.e. hot-spots, is useful. At hot-spots, an electron avalanche may be initiated that can
lead to a conductive plasma channel and an electrical breakdown.
The response of the local ﬁeld to the external electric ﬁeld has been calculated at the
Hartree-Fock level of theory in terms of the nuclear electric shielding factor, which is the
eﬀective ﬁeld seen by the nucleus.17–19 In our recent work on force-ﬁeld models, a combined
charge-transfer and point-dipole interaction (CT-PDI) model is extended to calculate the
local ﬁeld factor and initial results were presented for the benzene and azobenzene dimers.20
Here, we extend the study of local ﬁeld factors to aggregates of molecules, in this case liquid
benzene due to its application in breakdown experiments.21,22
The CT-PDI model23–25 is basically a model to calculate the static and frequency-
dependent polarizabilities, where the polarizability is partitioned into charge-transfer and
dipole terms. In the CT-PDI model, these terms are obtained using the electronegativity
equalization model (EEM)26–28 rephrased in terms of the atom-atom charge-transfer (AACT)
model29 in combination with the point-dipole interaction (PDI) model.30–34
The CT-PDI model has several important features: (i) Atomic charges are replaced
by charge-transfer terms using the AACT model, qI =
N∑
K
qIK .29 (ii) A Gaussian charge
2
distribution is used for each atom instead of point charges.35 (iii) The model can be used for
both metallic and non-metallic systems, i.e. polarizabilities scale correctly with the size of
the system.23 In a metallic model such as EEM, the charge-transfer between two atoms at
inﬁnite distance is not zero. In the CT-PDI model, an energy cost for charge-transfer between
atoms is added such that the charge-transfer is zero between atoms at inﬁnite separation.23,24
(iv) The partitioning of the polarizability into charge and dipole terms is advantageous since
for diﬀerent types of molecules the main contribution will vary. For example, in azo dyes,
the contribution of the dipole term to the polarizability at the absorption frequency is more
signiﬁcant than the charge term.25 Also the charge and the dipole term may add up to give a
relatively large local ﬁeld factor or the two terms may to a large extent cancel each other.20
The linear response of the charge-transfer and the dipole terms to a homogenous frequency-
dependent external electric ﬁeld, EextI,α(ω) = Eextα (ω), is calculated by solving the Lagrangian
involving potential energies and kinetic energies of the atomic charge-transfer terms and the
atomic dipole moments oscillating with the same frequency as the external electric ﬁeld.24,36
The details of the model can be found in Ref. 24.
The parameters of the CT-PDI model are optimized by ﬁtting the full tensor of the com-
plex frequency-dependent polarizabilities against time-dependent density functional theory
(TDDFT)37–39 polarizabilities through the ﬁrst absorption maximum adopting ﬁnite life
times of the excited state.40,41 The parameters are not reoptimized in this work but the
values reported previously for a series of hydrocarbon and azo molecules are adopted here.20
The molecular-dynamics (MD) simulations are performed using the LAMMPS package,
version June 28, 201442 to generate sample conﬁgurations as shown in Figure 1. A system
of 216 benzene molecules is generated in a cubic box with a length of 31.8 Å and periodic
boundary conditions. The cut-oﬀ distance for van der Waals interactions is 15 Å and the
force-ﬁeld model used is OPLS-AA.43–45 The system is equilibrated for 500 ps and trajec-
tories are generated in the canonical (NVT) ensemble at 300 K employing the Nosé-Hoover
thermostat.46,47 The simulation results are in good agreement with Ref. 45. The radial dis-
tribution functions (RDFs) are collected over 1500 ps and the carbon RDF shows a small
peak at around 4.3 Å and two large peaks at around 5.3 and 6.2 Å in good agreement
with experimental data.48 Snapshots of structures are taken every 2.5 ps and 50 benzene
molecules are chosen such that a benzene molecule is located at the center of the box and
the molecules are rotated to be aligned to the axes of the moment of inertia of the central
molecule. 100 conﬁgurations are chosen and the local ﬁeld factor is calculated at carbon
atom 1 and hydrogen atom 2 of the central molecule marked in blue in Figure 1, giving 600
samples in total from the equivalence of carbon and hydrogen atoms in benzene.
Figure 2 shows the local ﬁeld factor distribution of the carbon and hydrogen atoms
in the static limit and at the absorption frequency around 0.22 a.u. (6.0 eV). Only four
components, ∂E locI,x/∂Eextx , ∂E locI,y/∂Eexty , ∂E locI,x/∂Eexty and ∂E locI,z/∂Eextz are shown since the
other components have distributions very similar to ∂E locI,x/∂Eexty . At zero frequency, the
distributions are narrower than at the absorption frequency and the largest local ﬁeld factors,
∂E locI,x/∂E
ext
x , ∂E locI,y/∂Eexty , ∂E locI,x/∂Eexty and ∂E locI,z/∂Eextz at the carbon atom are around 1.8,
1.2, 0.2 and 0.6, respectively, while at the hydrogen atom are around 0.3, 2.4, 0.2 and
0.9, respectively. At the absorption frequency, the largest local ﬁeld factors, ∂E locI,x/∂Eextx ,
∂E locI,y/∂E
ext
y , ∂E locI,x/∂Eexty and ∂E locI,z/∂Eextz at the carbon atom are around -1.3, 2.1, 1.0
and 1.5, respectively, while at the hydrogen atom they are around -4.8, 6.4, 1.1 and 1.9,
3
Figure 1: A typical sample with the central benzene molecule marked in blue.
respectively.
Since we are interested in large local ﬁeld enhancements, atoms with high local ﬁeld
factors are studied in more detail. From the distribution plots, we found that the largest
local ﬁeld factor at the absorption frequency is 6.4 at the hydrogen atom. The local ﬁeld
factor at the hydrogen atom for this conﬁguration is shown in Figure 3 as a function of
frequency. The local ﬁeld factor, ∂E locI,y/∂Eexty , increases from 2.4 at zero frequency to 6.4 at
the absorption frequency. The dipole contribution to the local ﬁeld factor is larger than the
charge term at frequencies below the absorption, while they are comparable at the absorption
frequency in line with our previous results.20 The hydrogen RDF has three peaks located
around 3.4, 4.6 and 6.7 Å, respectively. The intermolecular H-H distance in this conﬁguration
is around 2 Å which results in a large local ﬁeld factor since the local ﬁeld factor depends
strongly on the intermolecular distances.20
In Figure 4, the average of ∂E locI,y/∂Eexty and its variance at the hydrogen atom are shown
as a function of the number of samples. Both quantities achieve reasonable convergence
after 100 samples, indicating that the chosen number of samples is suﬃcient for the local
ﬁeld factor calculations.
The linear susceptibility is calculated using the CT-PDI model by combining molecular
dynamic simulations and a modiﬁed Clausius-Mossotti equation,15 where the PDI model is
combined with the Clausius-Mossotti equation.49 Here, the CT-PDI model is used instead
of the PDI model which gives an improvement by including the charge-transfer terms and
the complex frequency-dependence as compared to the PDI model including only the static
dipole term. Assuming the polarization in z-direction of the external ﬁeld, the macroscopic
polarization, Pz, is given in terms of the molecular induced dipole moments,15,50,51
Pz = Nd 〈μα〉z = Nd
〈
αmolαβ
〉
E locz (3)
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, respectively. The dashed line is the charge contribution and the dotted line
is the dipole contribution. (1 a.u = 27.21 eV)
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Figure 4: The average (a) and the variance (b) of the local ﬁeld factor,
∂ElocI,y
∂Eexty
, at the hydrogen
atom at the absorption frequency as a function of the number of samples.
where Nd is the number density and
〈
αmolαβ
〉
= 1
3
(αxx + αyy + αzz) is the isotropic molecular
polarizability. The linear susceptibility, χ(1)zz is deﬁned as15,50,51
χ(1)zz =
∂Pz
∂Eextz
=
Nd
〈
αmolαβ
〉
1− 4π
3
Nd
〈
αmolαβ
〉 (4)
The dielectric constant, , is obtained as15,50,51
 = 1 + 4πχ(1)zz (5)
The refractive index is thereby calculated from the square root of the dielectric constant.15
As shown elsewhere, the Clausius-Mossotti relation can be improved by replacing the gas
phase value of
〈
αmolαβ
〉
by the value obtained for a molecule in a cluster using a classical
force-ﬁeld model.49
Figure 5 shows the distribution of the linear susceptibility at zero and the absorption
frequency, respectively, and the dielectric constant as a function of frequency. The linear
susceptibility is distributed around 0.1 at zero frequency, while it is around 0.4 at the ab-
sorption frequency. The real part of the dielectric constant is 2.3 at zero frequency in good
agreement with the experimental value of 2.252 and it increases to 6.3 at the absorption
frequency. The imaginary part of the dielectric constant is around 6.6 at the absorption
frequency. From the imaginary part, one can ﬁnd the dielectric loss of the liquid which is an
important factor in for example insulation applications in high-voltage devices.
To summarize, we have applied a model for the calculation of the local ﬁeld factor which
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Figure 5: (a) The susceptibility distribution of liquid benzene at zero (blue) and the ab-
sorption (black) frequencies. (b) The dielectric constant of liquid benzene. The real and
imaginary parts are shown in blue and red, respectively.
can be used for relatively large systems such as molecular clusters and macromolecules. For
liquid benzene, the decomposition of the local ﬁeld factor into charge and dipole terms in-
dicates that the static local ﬁeld is dominated by the dipole term, while at the absorption
frequency, they contribute almost equally. At the carbon atom, the diﬀerence between the
average local ﬁeld factor at zero and the absorption frequency is around 0 for ∂E locI,y/∂Eexty ,
∂E locI,x/∂E
ext
y and ∂E locI,z/∂Eextz , respectively, while it is around 1.6 for ∂E locI,x/∂Eextx . At the
hydrogen atom, the diﬀerences are around 3, 0, 0, and 3.3 for ∂E locI,y/∂Eexty , ∂E locI,x/∂Eexty ,
∂E locI,z/∂E
ext
z and ∂E locI,x/∂Eextx , respectively. The smaller diﬀerence at the carbon atom com-
pared to the hydrogen atom is related to the cancellation of charge and dipole terms at the
absorption frequency which leads to a local ﬁeld factor comparable to the static one. An
advantage of a force-ﬁeld model is the division into diﬀerent contributions, in this case a
charge and a dipole contribution. Therefore we can classify the local ﬁeld factors in two
groups, either the charge and dipole terms add up to a substantial contribution or they to a
large extent cancel each other.
In addition to the local ﬁeld factor, the model gives other static and optical properties
at both the microscopic and the macroscopic scales such as the polarizability, susceptibility,
dielectric constant and absorption spectrum. It has been demonstrated that the CT-PDI
model is capable of predicting the shift in excitation energies in good agreement with TDDFT
for systems with diﬀerent chain lengths, for example alkanes and polyenes and also for
aromatic molecules and azo dyes with diﬀerent substituents.20,25 The π → π∗ excitation
energy of benzene in liquid phase is calculated to be around 6.0 eV, while it is around 6.3 eV
in the gas phase. The experimental liquid-phase excitation energy is around 6.5 eV, while
it is around 6.9 eV in the gas phase.53 Thus, the CT-PDI shift in excitation energy when
comparing the gas and liquid phases is in good agreement with the experimental shift.
Developing the model further by including higher-order terms such as hyperpolarizabili-
ties, nonlinear susceptibilities and quadrupole moments can substantially improve the physics
of the model and provide a useful tool for the calculation of numerous optical properties used
7
in diﬀerent applications.
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