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a b s t r a c t
We consider the following non-autonomous and nonlinear difference equations with
unbounded delays:xi+1 = qxi −
i∑
j=−∞
ai,jfi−j(xj), i = 0, 1, 2, . . . ,
xj = φj, −∞ < j ≤ 0,
where 0 < q < 1 and fj(x) (0 ≤ j < +∞) are suitable functions. We establish sufficient
conditions for the zero solution of the above equation to be globally asymptotically stable.
These conditions improve the well known stability conditions for linear and nonlinear
difference equations.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The stability analysis of numerical methods for Volterra integral and integro-differential equations is a very interesting
problem. Because of the hereditary character of the problem, even the simplest numerical method applied to a Volterra
equation gives rise to a Volterra discrete equation and the theory of stability of such discrete equations is not completely
developed. By using the discrete analogy of the Paley–Wiener theorem, Lubich [10] has performed a complete analysis of
the stability of the difference equations used in conjunction with a (ρ,σ) quadrature rule derived from the system of the
integro-differential equations with linear convolution kernel of positive-definite.
Using the Liapunov technique, Crisci et al. [1–3] and Vecchio [19,20] have analyzed the various stability of numerical
methods. They are, for example, the first-order and some higher order backward differential formulas, and the implicit Euler
methods without requiring the summability of the kernel. Applying the (composite) θ-rule as a quadrature to discretize (1.1)
and using results in [5,15] for Volterra difference equations, Song and Baker [16] showed that the corresponding numerical
solutions display the same qualitative properties as found in the original problem, for a small bounded initial function and
a small step size.
Motivated by the above results, we consider the following Volterra difference equation:xi+1 = qxi −
i∑
j=−∞
ai,jfi−j(xj), i = 0, 1, 2, . . . ,
xj = φj, −∞ < j ≤ 0,
(1.1)
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where 0 < q < 1, fj(x)(0 ≤ j < +∞) are suitable functions and
ai,j ≥ 0, −∞ < j ≤ i, and
i∑
j=−∞
ai,j > 0. (1.2)
Furthermore we assume that φj,−∞ < j ≤ 0 and ∑k−1j=−∞ ai,j, i ≥ 0 for any fixed k ≥ 0, are bounded, and there exists a
strictly increasing continuous function f (x) on (−∞,+∞) such that
f (0) = 0,
0 <
fj(x)
f (x)
≤ 1, x 6= 0 (0 ≤ j < +∞),
There exists lim
x→−∞ f (x) and it is finite, if f (x) 6≡ x,
otherwise, f (x) ≡ x.
(1.3)
For a special wide class of f (x), see for example [11].
For the case of finite delays in (1.1), that is, xi+1 = qxi −∑ij=i−m ai,jfi−j(xj), there are many literatures (see for example,
[6–9,13,17,18] and references therein). But the case of unbounded delays (1.1) has been poorly investigated, because the
initial data. φj,−∞ < j ≤ 0 are directly dependent on each xi+1, i ≥ 0, and the stability analysis becomes very complicated
compared with the case of finite delays.
In this paper, we establish sufficient conditions for the zero solution of (1.1) to be globally asymptotic stable. These
conditions can be applicable to the stability analysis of the difference methods of Volterra integral-differential equations as
mentioned above.
We start by giving the following definitions (see for example [4]):
Definition 1.1. The zero solution of (1.1) is said to be uniformly stable, if for any ε > 0 and nonnegative integer n0, there is
a δ = δ(ε) > 0 such that |xn0−j| < δ, 0 ≤ j < +∞ implies that the solution {xi}∞i=0 of (1.1) satisfies |xi| < , i = n0, n0+ 1, . . ..
Definition 1.2. The zero solution of (1.1) is called globally attractive, if every solution of (1.1) tend to zero as n→∞.
Definition 1.3. The zero solution of (1.1) is called globally asymptotically stable, if it is uniformly stable and globally
attractive.
Definition 1.4. The zero solution of (1.1) is called uniformly asymptotically stable, if it is uniformly stable and there exists
a δ > 0 such that any solution {xi}∞i=0 of (1.1) for |xj| < δ,−∞ < j ≤ 0 satisfies limi→+∞ xi = 0.
The rest of the paper is planned as follows. In Section 2, we consider sufficient conditions for the zero solution of (1.1)
with unbounded delays to be globally asymptotically stable. Finally, in Section 3, we offer some applications of our results.
2. Stability of difference equations with unbounded delays
In this section, we consider sufficient conditions for the zero solution of Eq. (1.1) with unbounded delays to be globally
asymptotically stable. We need some special techniques in proofs compared with the case of finite delays.
Lemma 2.1. Let {xi}∞i=0 be the solution of Eq. (1.1). Assume that there exists a nonnegative integer i0 such that xi ≥ 0 (respect.
xi ≤ 0) for any i ≥ i0, and put b˜i,i0 = −
∑i0−1
j=−∞ ai,jfi−j(xj). Then,
lim sup
i→∞
xi ≤ (lim sup
i→∞
b˜i,i0)/(1− q) (respect. lim infi→∞ xi ≥ (lim supi→∞ b˜i,i0)/(1− q)).
Moreover, suppose that
(a) limi→∞ b˜i,i0 = 0, or
(b) lim inf j→∞(lim inf i→∞ ai,j) > 0, and there exists a strictly increasing function f (x) on (−∞,+∞) such that inf j≥0 fj(x) ≥
f (x)(respect. supj≥0 fj(x) ≤ f (x)), x ∈ (−∞,+∞) and f (0) = 0.
Then limi→∞ xi = 0.
Proof. Assume that there exists a nonnegative integer i0 such that xi ≥ 0 for any i ≥ i0. Then, by (1.2), (1.3), the boundedness
of φj,−∞ < j ≤ 0 and ∑i0−1j=−∞ ai,j, i ≥ 0, we have that b˜i,i0 is bounded, and
0 ≤ xi+1 = qxi −
i0−1∑
j=−∞
ai,jfi−j(xj)−
i∑
j=i0
ai,jfi−j(xj) ≤ qxi + b˜i,i0 −
i∑
j=i0
ai,jfi−j(0) = qxi + b˜i,i0 , i ≥ i0. (2.1)
Now, assume lim supi→∞ xi = +∞. Then, there exists a subsequence {xik }∞k=0 such that xj ≤ xik for any j ≤ ik and limk→∞ xik =
+∞. By (2.1), it holds xik ≤ qxik−1+b˜ik−1,i0 , k ≥ 0, from which we have that xik ≤ b˜ik−1,i0/(1−q), k ≥ 0. This is a contradiction.
Thus we have lim supi→∞ xi < +∞. The above discussion implies that lim supi→∞ xi ≤ (lim supi→∞ b˜i,i0)/(1− q).
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Case a: limi→∞ b˜i,i0 = 0 implies limi→∞ xi = 0.
Case b: Put lim supi→∞ xi = x¯. Assume that x¯ > 0, and let {xik }∞k=0 be a subsequence of {xi}∞i=i0 such that limk→∞ xik = x¯.
Then, there is a natural integer k0 such that xij ≥ 0, 0 ≤ j ≤ k0 − 1 and xik > x¯ − x¯2 = x¯2 > 0 for any k ≥ k0. Since f (x) is a
strictly increasing function on [0,∞) and f (0) = 0, we have that f (xij) ≥ 0 for 0 ≤ j ≤ k0 − 1 and f (xik) > f ( x¯2 ) > 0 for any
k ≥ k0. Then∑k−1j=0 f (xij) ≥∑k−1j=k0 f (xij) ≥ f ( x¯2 )(k−k0), which implies limk→∞∑k−1j=0 f (xij) = +∞. By Eq. (1.1) and assumptions,
xik = qxik−1 + b˜ik−1,i0 −
ik−1∑
j=i0
aik−1,jfik−1−j(xj) ≤ qxik−1 + b˜ik−1,i0 −
k−1∑
j=0
aik−1,ij f (xij),
because {xi0 , xi1 , . . . , xik−1} is a subset of {xi0 , xi0+1, . . . , xik−1}. Therefore,
(1− q)x¯+ {lim inf
j→∞ (lim infi→∞ ai,j)} lim supk→∞
k−1∑
j=0
f (xij)
≤ lim sup
k→∞
{
xik − qxik−1 +
k−1∑
j=0
aik−1,ij f (xij)
}
≤ lim sup
k→∞
b˜ik−1,i0 < +∞,
which is a contradiction by lim inf j→∞(lim inf i→∞ ai,j) > 0 and limk→∞
∑k−1
j=0 f (xij) = +∞. Hence, we have x¯ = limi→∞ xi = 0.
The proof of the case that there exists a nonnegative integer i0 such that xi ≤ 0 for any i ≥ i0, is completely analogous. Hence
the proof is complete. 
Note that
∑i0−1
j=−∞ ai,j =
∑∞
k=(i−i0)+1 ai,i−k. If (1.1) is a convolution type, that is, ai,j = ai−j, −∞ < j ≤ i, then the condition
limi→∞ b˜i,i0 = 0 is equivalent to
∞∑
k=0
ak < +∞. (2.2)
We say that xi, i ≥ 0 is oscillatory about 0, if for any sufficiently large integer i ≥ 0, there exist integers j and k ≥ i such that
xjxk < 0.
Because this is equivalent to limi→∞
∑∞
k=(i−i0)+1 ak = 0 for any fixed integer i0 ≥ 0.
After setting
r1 = sup
i≥0
i∑
k=0
qi−k
(
k∑
j=0
ak,j
)
, (2.3)
we have the following Lemma (cf. [14]).
Lemma 2.2. Let f (x) 6= x and {xi}∞i=0 be the solution of (1.1). If xi, i ≥ 0 is oscillatory about 0, and
r1 < +∞, (2.4)
then xi is bounded.
Proof. Let us consider the case xi, i ≥ 0 is oscillatory about 0 and limx→−∞ f (x) = −β > −∞. Then, by (1.2) and (1.3),
xi+1 − qxi ≤ β
i∑
j=−∞
ai,j for i ≥ 0. (2.5)
First we prove that xi is bounded above. Suppose lim supi→∞ xi = +∞. Then there exists a strictly monotone increasing
integer sequence {i¯k}∞k=1 such that i¯k ≥ 1, x(i¯k) = max0≤i≤i¯k xi > 0, and limk→∞ xi¯k = +∞. If we take a sufficiently large
positive integer i¯k, then by the assumption that xi is oscillatory about 0, there exists an integer ξk ∈ [0, i¯k − 1] such that
xξk ≤ 0. Using (2.5) from i = ξk to i = i¯k − 1, we have
xi¯k ≤ qi¯k−ξkxξk + β
i¯k−1∑
i=ξk
q(i¯k−1)−i
i∑
j=−∞
ai,j ≤ βλ,
where
λ = sup
i≥0
i∑
k=0
qi−k
k∑
j=−∞
ak,j ≤ sup
i≥0
i∑
k=0
qi−k
k∑
j=0
ak,j + sup
i≥0
i∑
k=0
qi−k
−1∑
j=−∞
ak,j
≤ r1 +
(
sup
k≥0
−1∑
j=−∞
ak,j
)
/(1− q) < +∞.
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Consequently, lim supk→∞ xi¯k ≤ βλ. This yields a contradiction and hence we have xi ≤ βλ for i ≥ 0. Thus, by (1.2) and (1.3),
we have
xi+1 − qxi ≥ −
i∑
j=−∞
ai,jf (βλ) for n ≥ 0. (2.6)
Next, we will show that xi is bounded below. Suppose that lim inf i→∞ xi = −∞. Since xi is oscillatory about 0, there exists
a strictly monotone increasing integer sequence {ik}∞k=1 such that ik ≥ 0 and xik = min0≤i≤ik xi < 0, and limk→∞ xik = −∞.
Then by (1.1),
0 ≥ xik − xik−1 = −(1− q)xik−1 −
ik−1∑
j=−∞
aik−1,jf(ik−1)−j(xj).
By the assumption that xi, i ≥ 0 is oscillatory about 0, if we take a sufficiently large positive integer ik, then there exists an
integer ηk ∈ [0, ik − 1] such that xηk ≥ 0. Using (2.6) from i = ηk to i = ik − 1, we have
xik ≥ qik−ηkxηk −
ik−1∑
i=ηk
q(ik−1)−i
i∑
j=−∞
ai,jf (βλ) ≥ −λf (βλ).
Consequently, lim inf i→∞ xi ≥ −λf (βλ), which provides a contradiction. Thus, xi is bounded below and the proof is complete.

Remark 2.1. If f (x) 6= x and λ < +∞, then by Lemma 2.2, we see that any solution xi of (1.1) which is oscillatory about 0, is
bounded.
Now, we are able to prove the main result in this paper.
Theorem 2.1. Assume that f (x) is continuous on (−∞,+∞) and
− r1f (−r1f (L)) > L, for any L < 0, (2.7)
and
lim
k1→∞
lim sup
i→∞
∞∑
k=k1+1
ai,i−k
 = 0. (2.8)
Then the zero solution of (1.1) is globally asymptotically stable.
Proof. If there exists a nonnegative integer i0 such that xi ≥ 0 (respect. xi ≤ 0) for any i ≥ i0, then by (2.8) and the
boundedness of φj,−∞ < j ≤ 0, limi→∞ b˜i,i0 = 0. Hence by Lemma 2.1, limi→∞ xi = 0. Therefore, we may suppose that the
solution xi, i ≥ 0 of (1.1) is oscillatory about 0.
(I) First, we consider the case that f (x) 6= x. Condition (2.7) implies r1 < +∞, because if r1 = +∞, then−r1f (−r1f (L)) =
−∞ for any L < 0,which contradicts to (2.7). Thus by Lemma 2.2, we have that the solution of (1.1) is bounded.
Let x = lim inf i→∞ xi and suppose that x < 0. By the boundedness of xi, i ≥ 0 and φj,−∞ < j ≤ 0, put
M = sup
−∞<i<+∞
|f (xi)| < +∞.
Let us take any 0 <  < −x and consider a continuous function
F(x) = −r1f (−r1f (x− x)+ 2x)− 3x on [0, ].
Since by (2.7), we have F(0) = −r1f (−r1f (x)) > x, by the continuity of the function F(x) at x = 0, there exists a constant
0 < 0 <  such that
F(0) = −r1f (−r1f (x− 0)+ 20)− 30 > x.
By x = lim inf i→∞ xi < 0, for the above 0 > 0, there exists a positive integer i0 such that xi > x − 0 for any i ≥ i0. By
assumption (2.8) and the fact that limk→∞ qk = 0, we have that for 1 = (1 − q)0/M > 0, there exist positive integers i1
and k1 ≥ i0 such that
(i−k1)−1∑
j=−∞
ai,j =
∞∑
k=k1+1
ai,i−k < 1
for any i ≥ i1 ≥ 2k1 + i0, and qk1+1 < 0/M.
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Then, for l ≥ i1 and b˜l,l−k1 = −
∑(l−k1)−1
j=−∞ al,jfl−j(xj), we have that
|b˜l,l−k1 | ≤
(
(l−k1)−1∑
j=−∞
al,j
)
M =
 ∞∑
k=k1+1
al,l−k
M < 1M = (1− q)0.
Hence, for i ≥ i1 + k1, |∑ik=i−k1 qi−kb˜k,k−k1 | ≤∑ik=i−k1 qi−k(1− q)0 < 0.
(a) Consider the upper bound of
xi+1 = qxi −
i∑
j=i−k1
ai,jfi−j(xj)+ b˜i,i−k1 , i ≥ i1 + k1.
Now we have the following two cases.
(i) Suppose the case that xi+1 > xi for some i ≥ i1 + k1, and there exists a positive integer g(i) ∈ {i− k1, i− k1 + 1, . . . , i}
such that x− 0 < xg(i) = mini−k1≤j≤i xj < 0. Then by (1.1),
xi+1 ≤ qxi −
 i∑
j=i−k1
ai,j
 f (x− )+ b˜i,i−k1 ,
qxi ≤ q2xi−1 − q
 i−1∑
j=(i−1)−k1
ai−1,j
 f (x− )− qb˜i−1,(i−1)−k1 ,
q2xi−1 ≤ q3xi−2 − q2
 i−2∑
j=(i−2)−k1
ai−2,j
 f (x− )− q2b˜i−2,(i−2)−k1 ,
...
qi−g(i)xg(i)+1 ≤ qi−g(i)+1xg(i) − qi−g(i)
 g(i)∑
j=g(i)−k1
ag(i),j
 f (x− )− qi−g(i)b˜g(i),g(i)−k1 .
Thus,
xi+1 ≤ qi−g(i)+1xg(i) −
 i∑
k=g(i)
qi−k
k∑
j=k−k1
ak,j
 f (x− )− i∑
k=i−k1
qi−kb˜k,k−k1
≤ −
 i∑
k=i−k1
qi−k
k∑
j=k−k1
ak,j
 f (x− )+ 0 ≤ −r1f (x− )+ 0 ≤ Rx,
where Rx = −r1f (x− 0)+ 20.
(ii) Suppose the case that xi+1 > xi, and xi, xi−1, . . . , xi−k1 ≥ 0 for some i ≥ i1 + k1. Then, by (1.1),
xi+1 = qxi −
 i∑
j=i−k1
ai,jfi−j(xj)
+ b˜i,i−k1 ,
qxi = q2xi−1 − q
 i−1∑
j=(i−1)−k1
ai−1,jf(i−1)−j(xj)
+ qb˜i−1,(i−1)−k1 ,
q2xi−1 = q3xi−2 − q2
 i−2∑
j=(i−2)−k1
ai−2,jf(i−2)−j(xj)
+ q2b˜i−2,(i−2)−k1 ,
...
qk1xi−k1+1 = qk1+1xi−k1 − qk1
 i−k1∑
j=(i−k1)−k1
ai−k1,jf(i−k1)−j(xj)
+ qk1 b˜i−k1,(i−k1)−k1 .
Since xj ≥ 0 for i− k1 ≤ j ≤ i, qk1+1M < 0 and |∑ik=i−k1 qi−kb˜k,k−k1 | < 0, we have that
xi+1 = qk1+1xi−k1 −
 i∑
k=i−k1
qi−k
k∑
j=k−k1
ak,jfk−j(xj)
+ i∑
k=i−k1
qi−kb˜k,k−k1
≤ −
i∑
k=i−k1
qi−k
(i−k1)−1∑
j=k−k1
ak,jf (x− )+ 20 ≤ Rx.
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Thus, for both cases (i) and (ii), we obtain xi+1 ≤ Rx, i ≥ i1 + k1.
(b) Now, consider the lower bound of
xi+1 = −
i∑
j=i−k1
ai,jfi−j(xj)+ b˜i,i−k1 , i ≥ i1 + 2k1.
We also have the following two cases.
(iii) Suppose the case that xi+1 < xi for some i ≥ i1+2k1, and there exists a positive integer g¯(i) ∈ {i− k1, i− k1+1, . . . , i}
such that Rx ≥ xg¯(i) = maxi−k1≤j≤i xj > 0. Then, we obtain
xi+1 ≥ −r1f (Rx)− 0 > Sx,
where Sx = −r1f (Rx)− 20.
(iv) Suppose the case that xi+1 < xi, and xi, xi−1, . . . , xi−k1 ≤ 0 for some i ≥ i1 + 2k1. Similarly we have that
xi+1 = qk1+1xi−k1 −
i∑
k=i−k1
qi−k
i∑
j=k−k1
ak,jfk−j(xj)+
i∑
k=i−k1
qi−kb˜k,k−k1
≥ −
 i∑
k=i−k1
qi−k
(i−k1)−1∑
j=k−k1
ak,j
 f (Rx)− 20 ≥ Sx.
Thus, for both cases (iii) and (iv), we obtain xi+1 ≥ Sx, i ≥ i1 + 2k1. Since Sx − 0 = F(0) > x, we have that
xi+1 ≥ Sx > x+ 0, i ≥ i1 + 2k1, which is a contradiction. Hence, x = 0. Since by (1.1),
xi+1 = qxi −
(i−k1)−1∑
j=−∞
ai,jfi−j(xj)−
i∑
j=i−k1
ai,jfi−j(xj)
we have that for x¯ = lim supi→∞ xi,
x¯ ≤ qx¯+ lim
k1→∞
(
lim sup
i→∞
(i−k1)−1∑
j=−∞
ai,j
)
M − lim
k1→∞
lim sup
i→∞
i∑
j=i−k1
ai,j
 f (x) ≤ qx¯,
which implies x¯ = 0. Hence we obtain limi→∞ xi = 0.
(II) Next, we consider the case f (x) = x, and prove that xi of (1.1) is bounded under the conditions (2.7) and (2.8). In
this case, (2.7) is equivalent to r1 < 1. Suppose that lim supi→∞ |xi| = +∞. Then, there exists a sequence {xik }∞k=0 such that|xj| ≤ |xik | for any−∞ < j ≤ ik, and limk→∞ |xik | = +∞. By r1 < 1, there exists a constant 0 < δ0 < 1 such that r1+ 2δ0 < 1.
By assumption (2.8) and the fact that limk→∞ qk = 0, we have that for δ1 = (1 − q)δ0 > 0, there exists positive integers n1
and m1 ≥ 0 such that ∑∞k=m1+1 ai,i−k < δ1 for any i ≥ n1 ≥ 2m1, and qm1+1 < δ0.
Then for l ≥ n1 and a˜l,l−m1 = −
∑(l−m1)−1
j=−∞ al,jxj, we have that
|a˜l,l−m1 | ≤
(
(l−m1)−1∑
j=−∞
a˜l,j
)
|xik | =
 ∞∑
k=m1+1
a˜l,l−k
 |xik |
< δ1|xik | = (1− q)δ0|xik |.
Hence, for i ≥ n1 + m1,∣∣∣∣∣∣
ik−1∑
k=(ik−1)−m1
q(ik−1)−ka˜k,k−m1
∣∣∣∣∣∣ ≤
 ik−1∑
k=(ik−1)−m1
q(ik−1)−k
 (1− q)δ0|xik | < δ0|xik |.
Then, similar to the above proof of (ii), we obtain that
xik = qm1+1x(ik−1)−m1 −
 ik−1∑
k=(ik−1)−m1
q(ik−1)−k
k∑
j=k−m1
ak,jxj
+ ik−1∑
k=(ik−1)−m1
q(ik−1)−ka˜k,k−m1 .
Thus,
|xik | ≤ qm1+1|xik | +
 ik−1∑
k=(ik−1)−m1
q(ik−1)−k
k∑
j=k−m1
ak,j
 |xik | +
∣∣∣∣∣∣
ik−1∑
k=(ik−1)−m1
q(ik−1)−ka˜k,k−m1
∣∣∣∣∣∣
< (δ0 + r1 + δ0)|xik | < |xik |,
which is a contradiction. Thus, for the case f (x) = x, we obtain lim supi→∞ |xi| < +∞. The remaind part is similar to the
proof of (I). Hence, we obtain the conclusion of this theorem. 
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Note that for (1.1) of convolution type, the condition (2.8) becomes (2.2).
Applying Theorem 2.1 to the special cases f (x) = x and f (x) = ex − 1, we can obtain the following theorem (cf. [12,13]
for finite delays and q = 1).
Theorem 2.2. For (1.1), assume that (2.8) and the following condition are satisfied.{
r1 < 1, if f (x) = x,
r1 ≤ 1, if f (x) = ex − 1. (2.9)
Then the zero solution of (1.1) is globally asymptotically stable.
In particular, for the linear case fj(x) = x, 0 ≤ j <∞, if (2.8) and the following condition are satisfied.{
r1 < 1+ q, if ai,i ≥ q, i ≥ 0,
r˜1 < 1, if ai,i < q, i ≥ 0, (2.10)
where
r˜1 = sup
i≥0
i∑
k=0
(q− lim inf
l→+∞ al,l)
i−k
(
k−1∑
j=0
ak,j
)
. (2.11)
Then the zero solution of (1.1) is globally asymptotically stable.
Remark 2.2. For the linear case fj(x) = x, 0 ≤ j < ∞, Theorem 2.2 is also applicable to the cases that ai,i ≥ q ≥ 1, i ≥ 0, or
ai,i ≤ q, i ≥ 0 and 1 ≤ q < 1+ lim supi→∞ ai,i. Because it holds that qx− ai,ix = (q− ai,i)x, i ≥ 0.
Remark 2.3. Theorem 2.2 and Remark 2.2 will be useful to obtain sufficient condition that the zero solution of (1.1) is
uniformly asymptotically stable (cf. [1–5,10,15,16,19,20]).
Finally in this section, under the condition
a0 >
∞∑
j=1
aj, and f (x) = f0(x) = ex − 1, (2.12)
we consider the following difference equation of convolution type for q = 1:
xi+1 = xi −
i∑
j=−∞
ai−jfi−j(xj), i = 0, 1, 2, . . . , (2.13)
which is equivalent to
xi+1 = xi −
∞∑
j=0
ajfj(xi−j), i = 0, 1, 2, . . . . (2.14)
Theorem 2.3. In addition to the conditions (1.2) and (1.3) for ai,j = ai−j,−∞ < j ≤ i, if
r¯1 > r¯2 ≥ 0, r¯ = r¯1 + r¯2 ≤ 2, and
r¯1 + r¯2 − r¯2
r¯1
er¯1+r¯2−1 ≥ 0, if r¯1 + r¯2 > 1, (2.15)
then the zero solution of Eq. (2.13) is globally asymptotically stable, where
r¯1 = a0 and r¯2 =
∞∑
j=1
aj. (2.16)
In particular, if
∑∞
j=1 aj/a0 ≤ 2/e, then the zero solution of (2.13) is globally asymptotically stable for
∑∞
j=0 aj ≤ 2.
Proof. By the condition (2.12), for any  > 0, there exists a positive integer k1 such that
∑∞
j=k1+1 aj < . Thus, applying
similar proof of Theorem 2.1 and the techniques in [18], we can obtain the conclusion of this theorem. 
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3. Applications
In this section, we introduce some applictions.
Example 3.1. For applications, we consider the discrete Wazewska-Czyzewska and Lasota model (see [21]) with unbounded
delays:
yi+1 = qyi +
∞∑
j=0
βj exp(−γyi−j), i = 0, 1, 2, . . . , (3.1)
where
0 < q < 1, γ > 0, βj ≥ 0, β =
∞∑
j=0
βj > 0. (3.2)
This difference equation is equivalent to the delay differential equation (see [7]):
dN(t)
dt
= −aN(t)+
∞∑
j=0
bj exp(−γN([t − j])), t ≥ 0, a = − ln q, bj = − ln q1− q βj ≥ 0, γ > 0. (3.3)
This type of differential equation with finite delays has been used in [21] as a model for the survival of red blood cells in an
animal.
For equation (3.1) with finite delays, that is, for yi+1 = qyi+∑mj=0 βje−γyi−j , by [9], it is known that the positive equilibrium
of (3.1), say y∗, is a global attractor of all positive solutions provided that the following condition is satisfied
βγ ≤ (1− q)e. (3.4)
Note that (3.4) is equivalent to the condition γy∗ ≤ 1, because y∗ = βe−γy∗/(1 − q). Recently, the case γy∗ > 1 was
considered in [6] for q = 0.7 and γ = 0.5, and [17, Theorem 8], Tkachenko and Trofimchuk extended to the condition
γy∗ ≤ (1 + q¯)/(1 − q¯) by using the generalized Yorke condition, but there are some restricted conditions and the last
condition contains the restriction
(q+ q2 + · · · + qm)qm ≤ 1 for 0 < q < 1.
Now we consider (3.1) with unbounded delays. Put
xi = γ(y∗ − yi). (3.5)
Then, (3.1) is rewriten that
xi+1 = qxi − γ
∞∑
j=0
βje−γy
∗
(exi−j − 1). (3.6)
By Theorem 2.2 with ai,j = γβje−γy∗ , 0 ≤ j < +∞, we obtain that the zero solution of (3.6) is globally asymptotically stable
for r1 = γy∗ ≤ 1. This condition is equivalent to (3.4) for (3.1) with finite delays.
Example 3.2. We consider the following discrete version of Nicolson’s blowflies delay-differential equation (see for example
[8]) with unbounded delays:
yi+1 = qyi +
∞∑
j=0
βjyi−j exp(−yi−j), βj ≥ 0, β =
∞∑
j=0
βj > 0. (3.7)
This difference equation is equivalent to
dN(t)
dt
= −aN(t)+
∞∑
j=0
bjN([t − j]) exp(−N([t − j])), t ≥ 0, a = − ln q, bj = − ln q1− q βj ≥ 0.
Suppose that β > 1 − q. Then (3.7) has an unstable constant solution y = 0 and a unique positive equilibrium y∗ =
ln(β/(1− q)) > 0. For xi = y∗ − yi, i > −∞, we have that by (3.7),
xi+1 = qxi −
∞∑
j=0
βj{(y∗ − xi−j) exp(−(y∗ − xi−j))− y∗ exp(−y∗)}. (3.8)
Put
fj(x) =
(
1− x
y∗
)
ex − 1, ai,j = y∗ exp(−y∗)βj, 0 ≤ j < +∞. (3.9)
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Then, (3.8) is rewritten as (1.1). Now, for f (x) = ex − 1, we have (1.2) and (1.3), and then, under the above mentioned
restriction, we can apply Theorem 2.2 to (3.8) and obtain that the zero solution of (3.8) is globally asymptotically stable for
r1 = y∗ ≤ 1 (cf. [17, Theorem 8] for the case of finite delays).
Example 3.3. A simple single-species growth model, a nonlinear Volterra integro-differential equation with unbounded
delays is given by
d
dt
N(t) = λN(t)
(
1− c−1
∫ t
−∞
k(t − s)N(s)ds
)
, c,λ > 0,
N(t) = φ(t) ≥ 0, −∞ < t ≤ 0, and φ(0) > 0,
(3.10)
where the function k(t) is continuous and bounded function on [0,+∞), and φ(t) is a bounded continuous function on
(−∞, 0]. Moreover, assume that
k(t) > 0, 0 ≤ t <∞,
∫ t
−∞
k(t − s)ds =
∫ ∞
0
k(t)dt = k∗ < +∞. (3.11)
Then, there exists a positive equilibrium N∗ = c/k∗ of (3.10).
Consider the following logistic equation with unbounded piecewise constant delays which is derived from (3.10).
d
dt
N(t) = λN(t)
(
1− c−1
∫ t
−∞
k(t − s)N([s])ds
)
, c,λ > 0,
N(t) = φ(t), −∞ < t ≤ 0, and φ(0) > 0,
(3.12)
where [x] denotes the maximum integer equal to or less than x. This is equivalent toNi+1 = Ni exp
{
λ
(
1− c−1
i∑
j=−∞
ci−jNj
)}
, i = 0, 1, 2, . . . ,
Nj = φ(j), −∞ < j ≤ 0, and φ(0) > 0,
(3.13)
where
c0 =
∫ i+1
i
∫ u
i
k(u− s)dsdu =
∫ 1
0
∫ u
0
k(u− s)dsdu =
∫ 1
0
∫ u
0
k(t)dtdu
=
∫ 1
0
∫ 1
t
k(t)dudt =
∫ 1
0
(1− t)k(t)dt,
ci−j =
∫ i+1
i
∫ j+1
j
k(u− s)dsdu =
∫ 1
0
∫ 1
0
k(i− j+ u− s)dsdu,
−∞ < j ≤ i− 1, i = 0, 1, 2, . . . ,
(3.14)
and
∞∑
j=0
cj =
∫ i+1
i
∫ u
−∞
k(u− s)dsdu =
∫ ∞
0
k(t)dt = k∗ < +∞. (3.15)
The positive equilibrium of (3.13) is N∗ = c/k∗. Put xj = ln(Nj/N∗),−∞ < j < +∞. Then, (3.13) is rewritten as
xi+1 = xi −
i∑
j=−∞
ai−jf (xj), i = 0, 1, 2, . . . , (3.16)
where
f (x) = ex − 1, aj = λcj, 0 ≤ j < +∞ and
∞∑
j=0
aj = λ. (3.17)
Using results in [5,15] for Volterra difference equations, Song and Baker [16] obtained that for a small step size h > 0, the
positive equilibrium N∗ = c of this Volterra difference equation which is derived by applying the (composite) θ-rule as a
quadrature to discretize the Eq. (3.10) with k(t) = te−t , is uniformly asymptotically stable, if 0 < λ < 2 but is no longer
uniformly asymptotically stable if λ > 2.
For the case k(t)− te−t, c0 < 12 , we can not apply Theorem 2.2 to (3.16), but there are cases that we can apply Theorem 2.3
to (3.16) under the condition (2.12) and q = 1.
For example, put k(t) = 2
√
α
pi
e−αt2 ,α > 0. Then, k∗ = 1 and
c0 = 2
√
α
pi
∫ 1
0
(1− t)e−αt2 dt.
Thus, for α > 1.08105, we have c0 > 12 and the condition (2.12) is satisfied. In particular, if α ≥ 1.65247 . . ., then c0 ≥ ee+2
and
∑∞
j=1 aj/a0 ≤ 2/e, and hence by Theorem 2.3, the zero solution of (3.16) is globally asymptotically stable for 0 < λ ≤ 2.
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