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Stability for the relative isoperimetric
inequality inside convex cones
1.1 Introduction
1.1.1 Overview
The relative isoperimetric problem inside convex cones is a generaliza-
tion of the classical isoperimetric problem: given an open, convex cone C ⊂ Rn
with n ≥ 2, the task is to identify, under a given volume constraint, the surface
with minimal surface measure in the interior of the cone.1 A version of the
relative isoperimetric problem – known as Dido’s problem – was mentioned by
the ancient Roman poet Virgil in his Aeneid [64]:
“The Kingdom you see is Carthage, the Tyrians, the town of Agenor;
But the country around is Libya, no folk to meet in war.
Dido, who left the city of Tyre to escape her brother,
Rules here–a long and labyrinthine tale of wrong
Is hers, but I will touch on its salient points in order....Dido, in great
disquiet, organized her friends for escape.
1By taking the cone to be Rn, the relative isoperimetric problem reduces to the classical
isoperimetric inequality.
1
They met together, all those who harshly hated the tyrant
Or keenly feared him: they seized some ships which chanced to be ready...
They came to this spot, where to-day you can behold the mighty
Battlements and the rising citadel of New Carthage,
And purchased a site, which was named ’Bull’s Hide’ after the bargain
By which they should get as much land as they could enclose with a bull’s
hide.”
According to legend, Dido cut the oxhide into very thin strips, and
enclosed the largest possible area by laying the tied-together strips in a semi-
circle up against the coast. Indeed, under a fixed perimeter constraint, the
semi-circle encloses the maximal area inside a half-space. Thus, by imagining
the coastal boundary to locally take the form of a line, the heart of Carthage
was in fact the solution to the planar relative isoperimetric problem.
In recent years, there has been a lot of interest in quantitative estimates
for isoperimetric type inequalities [36, 30, 32, 24, 35]. The aim of all of these
results is to show that if a set almost attains the equality in one of these
inequalities, then it is in some sense quantitatively close to a minimizer. Our
goal is to investigate stability for the relative isoperimetric inequality inside
convex cones. The content of this chapter is the subject of a forthcoming
paper co-authored with Alessio Figalli [29]. For related stability results see
also [16, 19, 31, 58].
2
We denote the unit ball in Rn centered at the origin by B1 (similar
notation is used for a generic ball) and the De Giorgi perimeter of E relative
to C by
P (E|C) := sup
{∫
E
divψdx : ψ ∈ C∞0 (C; Rn), |ψ| ≤ 1
}
. (1.1)
Mathematically, the relative isoperimetric inequality inside convex cones states





n ≤ P (E|C). (1.2)
If E has a smooth boundary, the perimeter of E is simply the (n− 1)
– Hausdorff measure of the boundary of E inside the cone (i.e. P (E|C) =
Hn−1(∂E ∩ C)). We also note that if one replaces C by Rn, then the above
inequality reduces to the classical isoperimetric inequality for which there are
many different proofs and formulations (see e.g. [53], [59], [17], [35], [9], [6],
[52]). However, (1.2) is ultimately due to Lions and Pacella [42] (see also [55]
for a different proof using secord order variations). Their proof is based on the









As we will show below, (1.2) can be seen as an immediate corollary of
the anisotropic isoperimetric inequality (1.7). This fact suggests that there
should also be a direct proof of (1.2) using optimal transport theory (see
3
Theorem 1.2.2), as is the case for the anisotropic isoperimetric inequality [21,
30].
The aim of this chapter is to exploit such a proof in order to establish
a quantitative version of (1.2). To make this precise, we need some more







Note that (1.2) implies µ(E) ≥ 0. The equality cases were considered in [42]
for the special case when C \ {0} is smooth (see also [55]). We will work
out the general case in Theorem 1.2.2 with a self-contained proof. However,
the (nontrivial) equality case is not needed in proving the following theorem
(which is in any case a much stronger statement):
Theorem 1.1.1. Let C ⊂ Rn be an open, convex cone containing no lines,
K = B1 ∩ C, and E ⊂ C a set of finite perimeter with 0 < |E| <∞. Suppose






The assumption that C contains no lines is crucial. To see this, consider
the extreme case when C = Rn. Let ν ∈ Sn−1 be any unit vector and set
E = 2ν + B1 so that |E∆B1| = 2|B1| > 0. However, µ(E) = 0 so that
in this case Theorem 1.1.1 can only be true up to a translation, and this is
precisely the main result in [30] and [36]. Similar reasoning can be applied
to the case when C is a proper convex cone containing a line (e.g. a half
4
space). Indeed, if C contains a line, then by convexity one can show that (up
to a change of coordinates) it is of the form R × C̃, with C̃ ⊂ Rn−1 an open,
convex cone. Therefore, by taking E to be a translated version of K along the
first coordinate, the symmetric difference will be positive, whereas the relative
deficit will remain 0.
In general (up to a change of coordinates), every convex cone is of the
form C = Rk×C̃, where C̃ ⊂ Rn−k is a convex cone containing no lines. Indeed,
Theorem 1.1.1 follows from our main result:
Theorem 1.1.2. Let C = Rk × C̃, where k ∈ {0, . . . , n} and C̃ ⊂ Rn−k is an
open, convex cone containing no lines. Set K = B1 ∩ C, and let E ⊂ C be a
set of finite perimeter with 0 < |E| <∞. Suppose s > 0 satisfies |E| = |sK|.










Let us remark that if k = n, then C = Rn and the theorem reduces to
the main result of [30], the only difference being that here we do not attempt
to find any explicit upper bound on the constant C(n,K). However, since
all of our arguments are “constructive,” it is possible to find explicit upper
bounds on C(n,K) in terms on n and the geometry of C (see also §1.1.4).
1.1.2 The anisotropic isoperimetric inequality
As we will show below, our result is strictly related to the quantitative
version of the anisotropic isoperimetric inequality proved in [30]. To show this
5
link, we first introduce some more notation. Suppose K is an open, bounded,
convex set, and let 2
||ν||K∗ := sup{ν · z : z ∈ K}. (1.5)






where FE is the reduced boundary of E, and νE : FE → Sn−1 is the measure
theoretic outer unit normal (see §1.2). Note that for λ > 0, PK(λE) =
λn−1PK(E) and PK(E) = PK(E + x0) for all x0 ∈ Rn. If E has a smooth
boundary, FE = ∂E so that for K = B1 we have PK(E) = H
n−1(∂E).
In general, one can think of || · ||K∗ as a weight function on unit vectors.
Indeed, PK has been used to model surface tensions in the study of equilibrium
configurations of solid crystals with sufficiently small grains (see e.g. [65], [39],
[60]) and also in modeling surface energies in phase transitions (see [38]).





n ≤ PK(E). (1.7)
This estimate (including equality cases) is well known in the literature (see e.g.
[23, 62, 22, 60, 34, 8, 51]). In particular, Gromov [51] uses certain properties
of the Knothe map from E to K in order to establish (1.7). However, as
2Usually in the definition of || · ||K∗ , K is assumed to contain the origin. However, this
is not needed (see Lemma 1.2.1).
6
pointed out in [21] and [30], the argument may be repeated verbatim if one
uses the Brenier map instead. This approach leads to certain estimates which
are helpful in proving a sharp stability theorem for (1.7) (see [30, Theorem





Note that δK(λE) = δK(E) and δK(E + x0) = δK(E) for all λ > 0
and x0 ∈ Rn. Thanks to (1.7) and the associated equality cases, we have
δK(E) ≥ 0 with equality if and only if E is equal to K (up to a scaling and
translation). Note also the similarity between µ and δK . Indeed, they are both
scaling invariant; however, µ may not be translation invariant (depending on





: x0 ∈ Rn, |rK| = |E|
}
. (1.9)




where C = C(n,K) and β = β(n,K). In the Euclidean case (i.e. K = B1),
Hall conjectured that (1.10) should hold with β = 2, and this was confirmed
by Fusco, Maggi, Pratelli [36]. Indeed, the 1
2
exponent is sharp (see e.g. [47,
Figure 4]). Their proof depends heavily on the full symmetry of the Euclidean
ball. For the general case when K is a generic convex set, non-sharp results
were obtained by Esposito, Fusco, Trombetti [24], while the sharp estimate was
7
recently obtained by Figalli, Maggi, Pratelli [30]. Their proof uses a technique
based on optimal transport theory. For more information about the history of
(1.10), we refer the reader to [30] and [47].
1.1.3 Sketch of the proof of Theorem 1.1.2
We now provide a short sketch of the proof of Theorem 1.1.2 for the
case when |E| = |K| and E has a smooth boundary. The first key observation
is that the relative isoperimetric inequality inside a convex cone is a direct
consequence of the anisotropic isoperimetric inequality with K = B1 ∩ C.
Indeed, as follows from the argument in §1.2.2, PK(E) ≤ Hn−1(∂E ∩ C), so
(1.2) follows immediately from (1.7). This observation suggests that one may
exploit Gromov’s argument in a similar way as in the proof of [30, Theorem
1.1] to obtain additional information on E. Indeed, we can show that there
exists a vector α = α(E) ∈ Rn such that 3∫
∂E∩C
|1− |x− α||dHn−1 ≤ C(n,K)
√
δK(E), (1.11)
|E∆(α +K)| ≤ C(n,K)
√
δK(E). (1.12)
Let us write α = (α1, α2), with α1 ∈ Rk and α2 ∈ Rn−k. Moreover, let Ẽ :=
E− (α1, 0). Then using that C = Rk× C̃, we obtain ∂E∩C− (α1, 0) = ∂Ẽ∩C;
therefore, ∫
∂Ẽ∩C
|1− |x− (0, α2)||dHn−1 ≤ C(n,K)
√
δK(E), (1.13)
3The existence of a vector α such that (1.12) holds is exactly the main result in [30].
However, here we need to show that we can find a vector such that both (1.11) and (1.12)
hold simultaneously.
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|Ẽ∆((0, α2) +K)| ≤ C(n,K)
√
δK(E). (1.14)
Since δK(E) ≤ µ(E) (see Corollary 1.2.3), (1.13) and (1.14) hold with µ(E)
in place of δK(E) (see Lemmas 1.3.5 & 1.3.6). Thanks to (1.14), we see that















which, of course, implies Theorem 1.1.2. Therefore, we are left with proving
(1.15). Firstly, assume that µ(E) and |α2| are sufficiently small (i.e. smaller
than a constant depending only on n and K). By (1.13) and the fact that (see
§1.2)
Hn−1(∂Ẽ ∩ (B 3
4
((0, α2)) ∩ C)) = P (Ẽ|B 3
4
















∂Ẽ ∩ C ∩
{






Hn−1(∂Ẽ ∩ (B 3
4






((0, α2)) ∩ C).
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But since |α2| is small, B 1
2
(0) ∩ C ⊂ B 3
4
((0, α2)) ∩ C; hence,
P (Ẽ|B 3
4
((0, α2)) ∩ C) ≥ P (Ẽ|B 1
2
(0) ∩ C).
Moreover, thanks to the relative isoperimetric inequality inside B 1
2
(0)∩C (see












n , |(B 1
2








|Ẽ ∩ (B 1
2
(0) ∩ C)|, |(B 1
2







(0) ∩ C) \ Ẽ|, (1.16)
where in the last step we used that Ẽ is close to (0, α2) + K (see (1.14)) and
|α2| is small. Therefore, using (1.14) and (1.16),
|(B 1
2
(0) ∩ C) \ ((0, α2) +K)| ≤ |(B 1
2










Since C̃ contains no lines, by some simple geometric considerations one may
reduce the problem to the case when α2 ∈ {(xk+1, . . . , xn) ∈ Rn−k : xn ≥ 0}
(see Lemma 1.3.7), and then it is not difficult to prove
c(n,K)|α2| ≤ |(B 1
2
(0) ∩ C) \ ((0, α2) +K)|,
which combined with (1.17) establishes (1.15), and hence, the theorem.
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Next, we briefly discuss the assumptions for the sketch of the proof
above. Indeed, one may remove the size assumption on |α2| by showing that
if µ(E) is small enough, then |α2| will be automatically small (see Proposition
1.3.11).4 Furthermore, we may freely assume that µ(E) is small since if µ(E) ≥
c(n,K) > 0, then the theorem is trivial:
|E∆(sK)|
|E|




The regularity of E was used in order to apply the Sobolev-Poincaré type
estimate [30, Lemma 3.1] which yields (1.13) (see Lemma 1.3.5). If E is a
general set of finite perimeter in C with finite mass and small relative deficit,
then Lemma 1.3.4 tells us that E has a sufficiently regular subset G so that |E\
G| and µ(G) are controlled by µ(E). Combining this fact with the argument
above yields the theorem for general sets of finite perimeter (see Proposition
1.3.8). Lastly, the assumption on the mass of E (i.e. |E| = |K|) can be
removed by a simple scaling argument.
1.1.4 Sharpness of the result
We now discuss the sharpness of the estimate in Theorem 1.1.2. Indeed,
it is well known that there exists a sequence of ellipsoids {Eh}h∈N, symmetric
4Let us point out that this is a nontrivial fact. Indeed, in our case we want to prove
in an explicit, quantitative way that µ(E) controls α2(E); hence, we want to avoid any
compactness argument. However, even using compactness, we do not know any simple
argument which shows that α2(E)→ 0 as µ(E)→ 0.
11
















(see e.g. [48, pg. 382]). Consider the cone C = {x ∈




δB1(Eh) and |Ẽh∆(shK)| = 12n |Eh∆(shB1)|. We also note that


















































This example shows that the 1
2
exponent in the theorem cannot, in general,
be replaced by something larger.
One may wonder whether it is possible for Theorem 1.1.2 to hold with
a constant depending only on the dimension and not on the cone. Indeed, in
[30, Theorem 1.1], the constant does not depend on the convex set associated
12
to the anisotropic perimeter. However, this is not so in our case. To see this,
consider a sequence of open, symmetric cones in R2 indexed by their opening θ.
Let Eθ be a unit half-ball along the boundary of the cone Cθ disjoint from sθKθ


































Figure 1.1: An example illustrating that the constant in Theorem 1.1.2 cannot
be replaced by a constant depending only on the dimension.
1.2 Preliminaries
1.2.1 Initial setup
Endow the space Rn×n of n×n tensors with the metric |A| =
√
trace(ATA),
where AT denotes the transpose of A. Let T ∈ L1loc(Rn; Rn) and denote the
distributional derivative of T by DT , i.e. DT is an n× n matrix of measures
DjT









i ∀φ ∈ C1c (Rn), i, j = 1, . . . , n.
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, and |DT |(C) is the total variation of DT on C
with respect to the metric defined above, i.e.











Let BV (Rn; Rn) be the set of all T ∈ L1(Rn; Rn) with |DT |(Rn) < ∞. For
such a T , decompose DT = ∇Tdx + DsT , where ∇T is the density with
respect to the Lebesgue measure and DsT is the corresponding singular part.
Denote the distributional divergence of T by Div T := trace(DT ), and let
div(T ) := trace(∇T (x)). Then we have Div T = div Tdx+ trace(DsT ). If DT
is symmetric and positive definite, note that
trace(DsT ) ≥ 0. (1.18)
If E is a set of finite perimeter in Rn, then the reduced boundary FE
of E consists of all points x ∈ Rn such that 0 < |D1E|(Br(x)) < ∞ for all






We call νE the measure theoretic outer unit normal to E. By the well-known
representation of the perimeter in terms of the Hausdorff measure, one has
P (E|C) = Hn−1(FE∩C) (see e.g. [2, Theorem 3.61] and [2, Equation (3.62)]).
This fact along with one of the equality cases in (1.2) – n|B1∩C| = Hn−1(∂B1∩
C) – yields the following useful representation of the relative deficit (recall that
14
s > 0 satisfies |E| = |sK|):
µ(E) =
Hn−1(FE ∩ C)−Hn−1(∂Bs ∩ C)
Hn−1(∂Bs ∩ C)
. (1.19)
Next, if T ∈ BV (Rn; Rn), then for Hn−1- a.e. x ∈ FE there exists an







|T (y)− trE(T )(x)|dy = 0.
Furthermore, E(1) denotes the set of points in Rn having density 1 with respect






Having developed the necessary notation, we are ready to state the
following general version of the divergence theorem (see e.g. [2, Theorem
3.84]) which will help us prove the isoperimetric inequality for convex cones
(i.e. Theorem 1.2.2):
Div T (E(1)) =
∫
FE
trE(T )(x) · νE(x)dHn−1(x). (1.20)
Now we develop a few more tools that will be used throughout the
chapter. Fix K := B1 ∩ C, and let
D := {E ⊂ C : P (E|C) <∞, |E| <∞}.
To apply the techniques in [30], we need a convex set that contains the origin.




, where K0 = K + x0,
mK0 := inf{||ν||K0∗ : ν ∈ Sn−1} > 0, MK0 := sup{||ν||K0∗ : ν ∈ Sn−1} > 0,
(1.21)
and ||ν||K0∗ is defined as in (1.5). Next, we introduce the Minkowski gauge
associated to the convex set K0:
||z||K0 := inf
{






Note that the convexity of K0 implies the triangle inequality for || · ||K0 so that
it behaves sort of like a norm; however, if K0 is not symmetric with respect
to the origin, ||x||K0 6= || − x||K0 . Hence, this “norm” is in general not a
true norm. Nevertheless, the following estimates relate this quantity with the










|| − y||K0∗. (1.24)
Recall that the isoperimetric deficit δK(·) is scaling and translation
invariant in its argument. The next lemma states that it is also translation
invariant in K (observe that if z0+K does not contain the origin, then ||·||z0+K
can also be negative in some direction).
Lemma 1.2.1. Let E ∈ D. Then δz0+K(E) = δK(E) for all z0 ∈ Rn.
16
















νE(x) · z0dHn−1(x) + PK(E).
By using the divergence theorem for sets of finite perimeter [2, Equation
(3.47)], we obtain∫
FE




which proves the result.
1.2.2 Isoperimetric inequality inside a convex cone
Here we show how to use Gromov’s argument to prove the relative
isoperimetric inequality for convex cones. As discussed in the introduction,
the first general proof of the inequality is due to Lions and Pacella [42] and
employs the Brunn-Minkowski inequality. The equality cases were considered
in [42] for the special case when C\{0} is smooth. Our proof of the inequality
closely follows the proof of [30, Theorem 2.3] with some minor modifications.





n ≤ Hn−1(FE ∩ C). (1.25)
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Moreover, if C contains no lines, then equality holds if and only if E = sK.
Proof.
Proof of (1.25). By rescaling, if necessary, we may assume that |K| =
|E| (i.e. s = 1). Define the probability densities dµ+(x) = 1|E|1E(x)dx and
dµ−(y) =
1
|K|1K(y)dy. By classical results in optimal transport theory, it is
well known that there exists an a.e. unique map T : E → K (which we call
the Brenier map) such that T = ∇φ where φ is convex, T ∈ BV (Rn;K), and
det(∇T (x)) = 1 for a.e. x ∈ E (see e.g. [7, 49, 50, 1]). Moreover, since T is
the gradient of a convex function with positive Jacobian, ∇T (x) is symmetric
and nonnegative definite; hence, its eigenvalues λk(x) are nonnegative for a.e.
x ∈ Rn. As a result, we may apply the arithmetic-geometric mean inequality





























div T (x)dx =
∫
E(1)
div T (x)dx, (1.27)
where we recall that E(1) denotes the set of points with density 1 (see §1.2).
Next, we use (1.18) and (1.20):∫
E(1)
div T (x)dx ≤
∫
E(1)
div T (x)dx+ (Div T )s(E
(1))
= Div T (E(1)) =
∫
FE
trE(T )(x) · νE(x)dHn−1(x). (1.28)
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By the convexity of K and the fact that T (x) ∈ K for a.e. x ∈ E, it follows
that trE(T )(x) ∈ K̄, so by the definition of || · ||K∗ ,
trE(T )(x) · νE(x) ≤ ||νE(x)||K∗.
Hence,∫
FE
trE(T )(x) · νE(x)dHn−1(x) ≤
∫
FE
||νE(x)||K∗dHn−1(x) = PK(E). (1.29)
Furthermore, note that if z ∈ K, then |z| ≤ 1; therefore,
||νE(x)||K∗ = sup{νE(x) · z : z ∈ K} ≤ 1.
Moreover, observe that by the definition of || · ||K∗, it follows easily that
||νC(x)||K∗ = 0 for Hn−1 -a.e. x ∈ ∂C \ {0}; therefore, ||νE(x)||K∗ = 0 for





||νE(x)||K∗dHn−1(x) ≤ Hn−1(FE ∩ C),
and this proves the inequality.
Equality case. If E = K, then T (x) = x and it is easy to check that equality
holds in each of the inequalities above. Conversely, suppose there is equality.
In particular, n|K| = PK(E). By [34] (see also [30, Theorem A.1]), we obtain
that E = K + a with a ∈ C̄. Suppose a 6= 0. Then since C + a ⊂ C, we have
∂K ∩ C ⊂ ∂K ∩ (C− a). But
Hn−1(∂K ∩ C) = n|K| = Hn−1(∂(K + a) ∩ C) = Hn−1(∂K ∩ (C− a)).
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Therefore,
∂K ∩ C = ∂K ∩ (C− a). (1.30)
Now, note that for t ≥ 1, we also have C− a ⊂ C− ta. In fact, we claim
∂K ∩ (C− a) = ∂K ∩ (C− ta). (1.31)
Indeed, if not, then there exists x ∈ ∂K such that x ∈ (C − ta) \ (C − a).
In particular, t > 1 and thanks to (1.30) we have that x /∈ C; therefore,






























x ∈ C− a, a contradiction. Therefore, if we let C∞ :=
⋃
t≥1
(C− ta), then thanks
to (1.30) and (1.31) we obtain
∂K ∩ C = ∂K ∩ C∞ =
(








B1 ∩ ∂C ∩ C∞ = ∅. (1.32)
Next, we note that C∞ is a convex cone: indeed, if x ∈ C∞ and λ > 0, then
λx = λc − λta = (λc + a) − (1 + λt)a ∈ C∞. Likewise, if x, y ∈ C∞ and
λ ∈ [0, 1], then λx + (1− λy) = λ(c1 − t1a) + (1− λ)(c2 − t2a) = (λc1 + (1−
λ)c2 + λt2a)− (λt1 + t2)a ∈ C∞. Thus, since C∞ is a convex cone, (1.32) gives
∂C ∩ C∞ = ∅. (1.33)
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Note that C ⊂ C∞. If x ∈ C∞\C, then pick a point y ∈ C. Since λx+(1−λ)y ∈
C∞ for all λ ∈ [0, 1], we obtain that ∂C ∩ C∞ 6= ∅, contradicting (1.33).
Therefore, C = C∞, but this is a contradiction since C̄∞ contains the line
{ta}t∈R. Hence, a = 0 and we are done.
Corollary 1.2.3. If E ∈ D, then δK(E) ≤ µ(E).
Proof. Since the inequality is scaling invariant, we may assume that |E| = |K|.
From (1.29) and the fact that n|K| = Hn−1(∂B1 ∩ C) we obtain
PK(E)− n|K| ≤ Hn−1(FE ∩ C)− n|K| = Hn−1(FE ∩ C)−Hn−1(∂B1 ∩ C).
Dividing by n|K| and using the representation of µ(E) given by (1.19) yields
the result.
Corollary 1.2.4. Let E ∈ D with |E| = |K|, and let T0 : E → K0 be the
Brenier map from E to K0. Then∫
FE∩C
(
1− | trE(T0 − x0)(x)|
)
dHn−1(x) ≤ n|K|µ(E).
Proof. Let T : E → K be the Brenier map from E to K so that T is the a.e.
unique gradient of a convex function φ. Then T0(x) = T (x) + x0 (this follows
easily from the fact that T (x) + x0 = ∇φ(x) + x0 = ∇(φ(x) + x0 · x) and




trE(T0 − x0)(x) · νE(x)dHn−1(x). (1.34)
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Next, we recall from the proof of Theorem 1.2.2 that trE(T0 − x0)(x) ∈ K̄.
Hence, trE(T0 − x0)(x) · νE(x) ≤ 0 for Hn−1 a.e. x ∈ FE ∩ ∂C and | trE(T0 −








| trE(T0 − x0)(x)|dHn−1(x) ≤ Hn−1(FE ∩ C).
The fact that n|E| = n|K| = Hn−1(∂B1 ∩ C) finishes the proof.
1.3 Proof of Theorem 1.1.2
We split the proof in several steps. In §1.3.1, we collect some useful
technical tools. Then in §1.3.2, we prove Theorem 1.1.2 under the additional
assumption that E is close to K (up to a translation in the first k coordinates).
Finally, we remove this assumption in §1.3.3 to conclude the proof of the
theorem.
Let {ek}nk=1 be the standard orthonormal basis for Rn. Recall that
C = Rk × C̃, where C̃ ⊂ Rn−k is an open, convex cone containing no lines.
Hence, up to a change of coordinates, we may assume without loss generality
that ∂C̃ ∩ {xn = 0} = {0}. With this in mind and a simple compactness
argument, we note that
b = b(n,K) := inf{t > 0 : ∂B̃ 1
2
(0) ∩ C̃ ∩ {xn < t} 6= ∅} > 0, (1.35)
where B̃ 1
2
(0) is the ball in Rn−k. Indeed, if not, then for a minimizing sequence
tk, we may find corresponding z
k ∈ ∂B 1
2
∩C∩{xn < tk}. Along a subsequence
22
(still indexed by k), we have zk → z, with |z| = 1
2
. Denote the nth component
of zk by zkn, so that 0 < z
k
n < tk → 0. Therefore, z 6= 0, z ∈ ∂C and zn = 0, a
contradiction. Thus, (1.35) is established.
Next, we introduce the trace constant of a set of finite perimeter. Recall
the definition of K0 given in §2.1, so that (1.23) and (1.24) hold. Given a set









Note that τ is scaling invariant, and in general τ(E) ≥ 1. The trace constant
contains valuable information about the geometry of E. For example, if E has
multiple connected components or outward cusps, then τ(E) = 1. In general,
sets for which τ(E) > 1 enjoy a nontrivial Sobolev-Poincaré type inequality
(see [30, Lemma 3.1]).
1.3.1 Main tools
In what follows, we develop some technical tools needed in order to
prove Theorem 1.1.2. The following two lemmas are general facts about sets
of finite perimeter, see [29, Lemmas 3.1 & 3.2]. However, for our purpose, we
only need them to be true for open, bounded, convex sets; thus, we prefer to
give alternate geometric proofs.
Lemma 1.3.1. Let A ⊂ Rn be an open, bounded, convex set. Then there
exists C1.3.1(n,A) > 0 such that for any y ∈ Rn, |(y+A)∆A| ≤ C1.3.1(n,A)|y|.
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Proof. If |y| > diam(A), then |(y + A)∆A| = 2|A|, and |(y + A)∆A| ≤
2|A|
diam(A)
|y|. Next, suppose |y| ≤ diam(A). Note that for any z0 ∈ Rn,
|(y + A)∆A| = |(y + (A+ z0))∆(A+ z0)|,
therefore we may assume without loss of generality that A contains the origin.
Then the assumptions on A imply the triangle inequality for || · ||A. Hence, if
x ∈ A, by (1.23) we have ||y + x||A < ||y||A + 1 ≤ 1mA |y| + 1. Therefore, it is
sufficient to dilate A by 1
mA
|y| + 1 in order for y + A ⊂ (1 + 1
mA
|y|)A. Since
|y + A| = |A| and |y| ≤ diam(A), we have that













Note that it is easy to find an explicit upper bound on C(n,A) by using the bi-




Lemma 1.3.2. Let A ⊂ Rn be an open, bounded, convex set. Then there exist
two constants C1.3.2(n,A), c1.3.2(n,A) > 0 such that if y ∈ Rn, then
min{c1.3.2(n,A), C1.3.2(n,A)|y|} ≤ |(y + A)∆A|.
Proof. For t > 0 and w ∈ Sn−1 let
fw(t) := |(A+ tw)∆A|.
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Note that fw(t) =
∫
Rn |1(A+tw)(x) − 1A(x)|dx =
∫
Rn |1A(x + tw) − 1A(x)|dx.





where νA is the outer unit normal to the boundary of A. Our strategy is
as follows: first we show that gw(t) has a positive lower bound for all t > 0
sufficiently small that is also uniform in w ∈ Sn−1. Then we prove f ′w(t) =
2gw(t) for almost every t. Since fw is Lipschitz, this will conclude the proof.
The idea of the proof for the first part is simple though the precise argument
is a bit technical: for fixed w and t, by convexity, it follows that there is
a set M(w,t) ⊂ ∂A so that M(w,t) − tw ⊂ ∂(A − tw) ∩ A and on which the
angle between normal vectors and w is uniformly bounded away from π
2
(see
Figure 1.2). However, by compactness of ∂A, one can show that Hn−1(M(w,t))
is uniformly bounded from below by a positive constant independent of w and
t and this yields a uniform lower bound on gw(t).
To begin, we claim that for s > 0, if 0 < t < s, then
∂(A− sw) ∩ A+ (s− t)w ⊂ ∂(A− tw) ∩ A. (1.37)
Indeed, let x = y + (s − t)w with y ∈ ∂(A − sw) ∩ A. Thus, y = a − sw,
with a ∈ ∂A and so x = a − tw. Since y ∈ A, convexity tells us that for all
λ ∈ (0, 1),
λy + (1− λ)a ∈ A.
But λy + (1 − λ)a = λ(a − sw) + (1 − λ)a = a − λsw. By letting λ = t
s
we
see a − tw = x ∈ A, and this completes the proof of the claim. Note that by
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Figure 1.2: Controlling gw(t) from below.
the convexity of A, we also have 〈νA(x+ tw), w〉 ≥ 0 for all x ∈ (∂A− tw)∩A
(indeed, if y ∈ ∂A and νA(y) · w < 0, then y − tw ∈ {z : 〈z − y, νA(y)〉 > 0},
and the latter is disjoint from A). Therefore, by the change of variable x =










provided 0 < t < s. Next, we claim that for a particular value of s = s(n,A) >
0 (which we will specify later),
inf
w∈Sn−1
gw(s) > 0. (1.38)
Indeed, let w ∈ Sn−1, and for each point y ∈ ∂A find ry > 0 so that Bry(y)∩∂A
is the graph of a concave function uy : Rn−1 → R. Upon a possible relabeling
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and reorientation of the coordinate axes, we have
A ∩Bry(y) = {x ∈ Bry(y) : xn < uy(x1, . . . , xn−1)}.






by compactness of ∂A there exists N ∈ N and {yk}Nk=1 ⊂ ∂A such that ∂A ⊂
∪Nk=1Brk/2(yk). Denote the corresponding concave functions by {uk}Nk=1, with
the understanding that ∂A ∩Brk(yk) is the graph of uk. Next, let y∗ ∈ ∂A be
such that the normal to one of the supporting hyperplanes at y∗ is w. Then
y∗ ∈ ∂A ∩ Brj/2(yj) for some j ∈ {1, 2, . . . , N}. Moreover, uj : B̃rj(x̂j) → R,
where (x̂j, uj(x̂)) = yj, and
A ∩Brj(yj) = {x ∈ Brj(y) : xn < u(x1, . . . , xn−1)}. (1.39)
Next, let x̂∗ ∈ B̃rj/2(x̂j) be such that (x̂∗, uj(x̂∗)) = y∗, r = r(n,A) :=
min
k
rk/4, and s = s(n,A) := r/4. Since x̂
∗ ∈ B̃rj/2(x̂j), we have B̃r(x̂∗) ⊂
B̃3rj/4(x̂j). Let us denote the superdifferential of a concave function φ : Rn−1 →
R at a point x̂ in its domain by
∂+φ(x̂) := {ŷ ∈ Rn−1 : ∀ẑ ∈ Rn−1, φ(ẑ) ≤ φ(x̂) + 〈ŷ, ẑ − x̂〉}.
Since w is the normal to a supporting hyperplane of A at (x̂∗, uj(x̂
∗)), there




=: (ŵ, w⊥). Up to an




|∇+uj(x̂∗)| and {e2, . . . , en−1} be a corresponding orthonormal basis
for Rn−1. We define
Nε :=
{



























Let ẑ ∈ Ñε, and note that
uj(ẑ) ≤ uj(ẑ − sŵ) + 〈∇+uj(ẑ − sŵ), sŵ〉
= uj(ẑ − sŵ)−
s√
1 + |∇+uj(x̂∗)|2
〈∇+uj(ẑ − sŵ),∇+uj(x̂∗)〉. (1.40)























(uk)} > 0, where Lip 3
4
(uk) denotes the Lipschitz constant of
uk on B̃ 3
4
rk
(x̂k) (recall x̂k := u
−1
k (yk)), then since sup
ẑ∈B̃r(x̂∗)









Next, the monotonicity formula for the superdifferential of the concave func-
tion uj tells us that
〈∇+uj(ẑ)−∇+uj(x̂∗), ẑ − x̂∗〉 ≤ 0,
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and since 〈∇+uj(x̂∗), ẑ − x̂∗〉 ≤ 0 for ẑ ∈ Nε, we have







As 0 < r
4







Note that if ẑ ∈ Ñε, then ẑ − sŵ ∈ Nε so by (1.43)




Combining this with (1.40) yields



















. Note that ε = ε(n,A) and with this
choice of ε, (1.41), (1.42), and (1.43) imply that for ẑ ∈ Ñε,





uj(ẑ − sŵ) > uj(ẑ)−
s√
1 + C2
≥ uj(ẑ)− sw⊥. (1.46)
From (1.46), we obtain (ẑ − sŵ, uj(ẑ)− sw⊥) ∈ ∂(A− sw)∩A. Moreover, let
Us : Rn−1 → Rn be given by Us(d̂) = (d̂, uj(d̂+ sŵ)− sw⊥). Then
Us(Ñε − sŵ) ⊂ ∂(A− sw) ∩ A. (1.47)
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Therefore, if y ∈ Us(Ñε − sŵ) so that y = (ẑ − sŵ, uj(ẑ) − sw⊥) for some
ẑ ∈ Ñε, then ν(A−sw)(y) = νA((ẑ, uj(ẑ))); hence, (1.45) implies





































and this proves (1.38). Next, we claim f ′w(t) = 2gw(t) almost everywhere. To
see this, let




and ψ ∈ C∞c (Rn; Rn). By Lemma 1.3.1, h(y) is Lipschitz; therefore, using
integration by parts, Fubini, and that ψ is divergence free we obtain∫
Rn















































〈ψ(z − x), νA(z)〉dHn−1b∂A(z). (1.49)
Hence, by (1.48), (1.49), and Fubini we obtain∫
Rn

















































Note that fw(t) = 2h(tw), and since fw(t) is Lipschitz, for a.e. t ∈ R we have
f ′w(t) = 2∇h(tw) · w = 2gw(t).
Now we can finish the proof: let y ∈ Rn, and write y = tw for some w ∈ Sn.














Let C1.3.2(n,A) := 2 inf
w∈Rn
gw(s), and note that C1.3.2(n,A) > 0 thanks to (1.38).
Thus, for |y| ≤ s = s(n,A),
C1.3.2(n,A)|y| ≤ |(A+ y)∆A|.




∣∣∣∣ ≤ ∣∣∣∣(A+ s y|y|)∆A
∣∣∣∣ ≤ |(A+ y)∆A|.
Therefore, C1.3.2(n,A) min{s, |y|} ≤ |(A+ y)∆A|.
Lemma 1.3.3. There exists a bounded, convex set K̃ ⊂ B 1
2
(0)∩ C so that for
all y = (0, . . . , 0, yk+1, . . . , yn) with yn ≥ 0, we have
K̃ \ (y + K̃) = K̃ \ (y + C). (1.50)
Furthermore, if yn ≤ 0, then
(y + K̃) \ K̃ = (y + K̃) \ C. (1.51)
Proof. We will show that one may pick b̃ = b̃(n,K) > 0 small enough so that
K̃ := B 1
2
(0) ∩ C ∩
(
∩ki=1 {|xi| < b̃}
)
∩ {xn < b̃}
has the desired properties. We will establish (1.50) first. Since y+ K̃ ⊂ y+ C,
it suffices to prove K̃ \ (y + K̃) ⊂ K̃ \ (y + C). If (by contradiction) there
exists x ∈ K̃ ∩ (y + K̃)c ∩ (y + C), then x ∈ K̃ and x − y ∈ C \ K̃. Since







i ∈ {1, . . . , k}. Now, x−y ∈ C = Rk× C̃, hence, (xk+1−yk+1, . . . , xn−yn) ∈ C̃.
Let b = b(n,K) be the constant from (1.35), and assume without loss of
generality that b̃ < b. If z ∈ {xn = b̃} ∩ C̃ is such that |z| = d, where
d = sup{|v| : v ∈ C̃, vn = b̃}, then |z|b̃ =
1/2
b




xn−yn > 1, and recall that (xk+1 − yk+1, . . . , xn − yn) ∈ C̃. Since C̃ is
a cone, we have w := t(xk+1 − yk+1, . . . , xn − yn) ∈ C̃ with wn = b̃. Hence,
|w| ≤ |z| = γb̃, but since t > 1 we obtain (xk+1 − yk+1, . . . , xn − yn) ∈ B̃γb̃(0),
where B̃γb̃(0) denotes the ball in dimension n− k. Therefore,
|x− y|2 ≤ kb̃2 + (γb̃)2.




. Thus, by letting b̃ :=
b
M
, we obtain x−y ∈ B 1
2
(0). Therefore, we conclude x−y ∈ K̃, a contradiction.
Hence, (1.50) is established. Since (y + K̃) \ K̃ = y +
(
K̃ \ (−y + K̃)
)
and
(y + K̃) \ C = y +
(
K̃ \ (−y + C)
)
, (1.51) follows from (1.50).
The next lemma tells us that a set with finite mass, perimeter, and
small relative deficit has a subset with almost the same mass, good trace
constant, and small relative deficit (compare with [30, Theorem 3.4]).
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Lemma 1.3.4. Let E ∈ D with |E| = |K|. Then there exists a set of finite
perimeter G ⊂ E and constants k(n), c1.3.4(n), C1.3.4(n,K) > 0 such that if
µ(E) ≤ c1.3.4(n), then
|E \G| ≤ µ(E)
k(n)
|E|, (1.52)
τ(G) ≥ 1 + mK0
MK0
k(n), (1.53)
µ(G) ≤ C1.3.4(n,K)µ(E). (1.54)




. If µ(E) ≤ k(n)
2
8
:= c1.3.4(n), then by [30, Theorem
3.4] there exists a set of finite perimeter G ⊂ E satisfying
|E \G| ≤ δK0(E)
k(n)
|E|, (1.55)
τ(G) ≥ 1 + mK0
MK0
k(n). (1.56)
We claim that G is the desired set. Indeed, since δK0(E) ≤ µ(E) (see Corollary
1.2.3), (1.55) and (1.56) yield (1.52) and (1.53); therefore, it remains to prove
(1.54). From the construction of G in [30, Theorem 3.4], we have G = E \F∞,










To prove (1.54), we first claim that for some positive constant C(n,K),
Hn−1(FG ∩ C) ≤ Hn−1(FE ∩ C) + C(n,K)µ(E). (1.58)
Note from the definitions that






























Next, we note that FF∞ ∩ E(1) = FG ∩ E(1), and by [30, Lemma 2.2], νG =
−νF∞ at Hn−1 – a.e. point of FF∞ ∩ E(1). Furthermore, taking into account
























Hence, (1.60) and (1.61) yield (observe that νE = νF∞ on FF∞ ∩ FE)































































Using the definition of mK0 , (1.61), and (1.65) we obtain
Hn−1(FG ∩ C) = Hn−1(FG ∩ FE ∩ C) + Hn−1(FG ∩ E(1))
≤ Hn−1(FE ∩ C) + Hn−1(FG ∩ E(1))
















and this proves our claim (i.e. (1.58)). Our next task is to use (1.58) in order
to prove (1.54), thereby finishing the proof of the lemma. Let r > 0 be such
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that |rG| = |E|. Note that by (1.58),
µ(G) = µ(rG) =
Hn−1(F(rG) ∩ C)−Hn−1(∂B1 ∩ C)
Hn−1(∂B1 ∩ C)
=










But since µ(E) ≤ k(n)
2
8
and k(n) ≤ 1
2







applications of (1.63) yield
|K|
|G|




≤ 1 + µ(E) 2
k(n)
, (1.67)














≤ 1 + µ(E)2(n− 1)
nk(n)
. (1.68)
Upon combining (1.66) and (1.68), (1.54) follows easily.
The advantage of using G in place of E is that (1.53) implies a nontrivial
trace inequality for G which allows us to exploit Gromov’s proof in order to
prove (1.11) with G in place of E. Indeed, if E is smooth with a uniform
Lipschitz bound on ∂E, one may take G = E.
Lemma 1.3.5. Let E ∈ D, |E| = |K|, and assume µ(E) ≤ c1.3.4(n), with
G ⊂ E and c1.3.4(n) as in Lemma 1.3.4. Moreover, let r > 0 satisfy |rG| = |K|.
Then there exists α̂ = α̂(E) ∈ Rn and a constant C1.3.5(n,K) > 0 such that∫





Proof. Let T̃0 : rG→ K0 be the Brenier map from rG to K0, and denote by Si
the ith component of S(x) = T̃0(x)− x. For all i, we apply [30, Lemma 3.1] to















where we have used (1.23) in the second inequality. Next, recall that τ is
scaling invariant. Hence, using (1.53) we have∫
F(rG)∩C













Therefore, by summing over i = 1, 2, ..., n we obtain∫
F(rG)∩C





Let α̂ = α̂(E) := a + x0, with x0 as in the definition of K0 (see (1.21)). The
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triangle inequality implies
|1− |x− α̂|| = |1− |x− (a+ x0)|| ≤ |1− tr(rG)(|T̃0(x)− x0|)|
+ | tr(rG)(T̃0(x)− x0)− (x− (a+ x0))|
= |1− | tr(rG)(T̃0(x)− x0)||+ tr(rG)(|T̃0(x)− x+ a|).
Hence, by Corollary 1.2.4, (1.70), and (1.54) we have∫
F(rG)∩C

























As µ(E) ≤ 1, the result follows.
The translation α̂ from Lemma 1.3.5 can be scaled so that it enjoys some
nice properties which we list in the next lemma. The proof is essentially the
same as that of [30, Theorem 1.1], adapted slightly in order to accommodate
our setup. However, we include it for the sake of completion.
Lemma 1.3.6. Suppose E ∈ D with |E| = |K|. Let α̂ = α̂(E), G, and r be as
in Lemma 1.3.5. Define α = α(E) := α̂
r
. Then there exists a positive constant
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C1.3.6(n,K) such that for µ(E) ≤ c1.3.4(n), with c1.3.4(n) as in Lemma 1.3.4,
we have
|E∆(α +K)| ≤ C1.3.6(n,K)
√
µ(E), (1.71)




r ≤ 1 + 2µ(E)
k(n)
. (1.73)
Proof. Recall that by definition c1.3.4(n) =
k2(n)
8





δK0(E) ≤ µ(E), by taking µ(E) ≤ c1.3.4(n), δK0(E) will be sufficiently small
in order for us to assume the setup of [30, Inequality (3.30)], with the under-
standing that the set K in the equation corresponds to our K0, and whenever
K appears in our estimates, it is the same set that we defined in the introduc-
tion (i.e. K = B1 ∩ C). Note that in [30, Proof of Theorem 1.1] the authors
dilate the sets G and E by the same factor r > 0 so that |rG| = |K0| = |K|;
however, they still denote the resulting dilated sets by G and E. We will keep
the scaling factor so that our rG and rE correspond, respectively, to their
G and E. With this in mind, note that [30, Inequality (3.30)] is valid up to
a translation. Indeed, this translation is obtained by applying [30, Lemma
3.1] to the functions Si and the set rG, where S(x) = T̃0(x) − x, and T̃0 is
the Brenier map between rG and K0. Since a = α̂ − x0 in Lemma 1.3.5 was
obtained by the same exact process, a satisfies [30, Inequality (3.30)]. Thus,
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|(rE)∆(α̂ +K)| ≤ |(rE)∆(rG)|+ |(rG)∆(α̂ +K)|
≤ 2rn|E \G|+ 2C̃(n,K)
√
µ(G). (1.75)
Recalling that |E \ G| = |E| − |G| ≤ |E|
k(n)
µ(E) (see (1.52)), |E| = |K|, and
µ(E) is small, it readily follows that (see (1.67))
r ≤ 1 + 2µ(E)
k(n)
, (1.76)
and we obtain (1.73). Also, (1.74), (1.75), (1.76), and µ(G) ≤ C1.3.4(n,K)µ(E)
(see (1.54)) imply the existence of a positive constant C(n,K) so that
|(rE)∆(α̂ +K)| ≤ C(n,K)
√
µ(E), (1.77)




Moreover, (1.76) and (1.77) imply
|E∆(α +K)| ≤ |E∆(α + 1
r

















µ(E) + |K| 2
k(n)
µ(E).
By combining this together with (1.78), we readily obtain (1.71) and (1.72).
Next, define Rn+ := {(x1, x2, ..., xn) ∈ Rn : xn ≥ 0} (Rn− is defined in a
similar manner). In the case α ∈ Rn−, the following lemma tells us that the
last (n− k) components of α are controlled by the relative deficit.
Lemma 1.3.7. Let E ∈ D with |E| = |K|, and let α = α(E) = (α1, α2) ∈ Rk×
Rn−k be as in Lemma 1.3.6. There exist positive constants c1.3.7(n,K), C1.3.7(n,K)
such that if α ∈ Rn− and µ(E) ≤ c1.3.7(n,K), then |α2| ≤ C1.3.7(n,K)
√
µ(E).
Proof. Let K̃ ⊂ C be the bounded, convex set given by Lemma 1.3.3. An
application of Lemma 1.3.2 and (1.51) yields
1
2
min{c1.3.2(n, K̃),C1.3.2(n, K̃)|α2|} ≤
1
2
|((0, α2) + K̃)∆K̃|
= |((0, α2) + K̃) \ K̃| = |((0, α2) + K̃) \ C|
Now, note that E − (α1, 0) ⊂ C = Rk × C̃; hence, by using this fact and (1.71)
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we obtain




Therefore, there exists c1.3.7(n,K) > 0 such that for µ(E) ≤ c1.3.7(n,K),
1
2
C1.3.2(n, K̃)|α2| ≤ C1.3.6(n,K)
√
µ(E).
Thus, the result follows with C1.3.7(n,K) =
2C1.3.6(n,K)
C1.3.2(n,K̃)
(note that K completely
determines K̃).
1.3.2 Proof of the result when |α2(E)| is small
Proposition 1.3.8. Let E ∈ D with |E| = |K|, and let α = α(E) =
(α1, α2) ∈ Rk×Rn−k be as in Lemma 1.3.6. Then there exist positive constants
c1.3.8(n,K), c̃1.3.8(n,K), and C1.3.8(n,K) such that if µ(E) ≤ c1.3.8(n,K) and
|α2| ≤ c̃1.3.8(n,K), then |α2| ≤ C1.3.8(n,K)
√
µ(E).
Proof. Thanks to Lemma 1.3.7, we may assume without loss of generality that
α ∈ Rn+. Let G̃ := rG − (α̂1, 0), with G as in Lemma 1.3.4 and r > 0 such
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Hn−1(FG̃ ∩ (B 3
4





((0, α̂2)) ∩ C).




≤ |α2|, so for |α2| and µ(E) sufficiently
small we have B 1
2
(0) ∩ C ⊂ B 3
4
((0, α̂2)) ∩ C, and this implies
P (G̃|B 3
4
((0, α̂2)) ∩ C) ≥ P (G̃|B 1
2
(0) ∩ C).
Next, by using the relative isoperimetric inequality (apply [2, Inequality (3.41)]
to 1(rG) and the set B 1
2












n , |(B 1
2








|G̃ ∩ (B 1
2
(0) ∩ C)|, |(B 1
2























and by using (1.72), Lemma 1.3.1, and (1.73),
|(B 1
2













Therefore, we can select c̃1.3.8(n,K), c1.3.8(n,K) > 0 such that if µ(E) ≤
c1.3.8(n,K) and |α2| ≤ c̃1.3.8(n,K), then
min
{
|G̃ ∩ (B 1
2
(0) ∩ C)|, |(B 1
2




(0) ∩ C) \ G̃|.





(0) ∩ C) \ G̃| ≤ C1.3.5(n,K)
√
µ(E). (1.80)










(0) ∩ C) \ G̃|+
∣∣G̃ \ ((0, α2) +K)∣∣
≤ |(B 1
2
(0) ∩ C) \ G̃|+










µ(E) + C1.3.1(n,K)|α2 − α̂2|.
(1.81)
But |α2− α̂2| = |α2|(r− 1), and from (1.73) it readily follows that |α2− α̂2| ≤
|α2| 2k(n)µ(E) ≤ c̃1.3.8(n,K)
2
k(n)
µ(E). Combining this fact with (1.81) yields a
positive constant C̃(n,K) such that∣∣(B 1
2
(0) ∩ C) \
(
(0, α2) +K
)∣∣ ≤ C̃(n,K)√µ(E). (1.82)
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Next, let K̃ ⊂ B 1
2
(0) ∩ C be the bounded, convex set given by Lemma 1.3.3.
We note that since α ∈ Rn+, (1.50) implies
K̃ \
(







Therefore, using Lemma 1.3.2 and (1.82) we have
min{c1.3.2(n, K̃), C1.3.2(n, K̃)|α2|}
≤
∣∣((0, α2) + K̃)∆K̃∣∣ = 2∣∣K̃ \ ((0, α2) + K̃)∣∣
= 2
∣∣K̃ \ ((0, α2) +K)∣∣ ≤ 2∣∣(B 1
2












Corollary 1.3.9. Let E ∈ D with |E| = |K|, c1.3.8(n,K) and c̃1.3.8(n,K)
be as in Proposition 1.3.8, and α = α(E) = (α1, α2) ∈ Rk × Rn−k be as in
Lemma 1.3.6. Then there exists a positive constant C1.3.9(n,K) such that




Proof. Note that by Proposition 1.3.8 we obtain |α2| ≤ C1.3.8(n,K)
√
µ(E).
Next, by applying Lemma 1.3.1 and (1.71) we have








Therefore, we may take C1.3.9(n,K) = C1.3.6(n,K) + C1.3.1(n,K)C1.3.8(n,K)
to conclude the proof.
1.3.3 Reduction step and the conclusion of the proof
In Proposition 1.3.11 below, we refine Corollary 1.3.9. Namely, we
show that if µ(E) is small enough, then the assumption on the size of α2
is superfluous. However, to prove Proposition 1.3.11 we need to reduce the
problem to the case when α2 ∈ C̃ ⊂ Rn−k (recall C = Rk × C̃). This is the
content of Lemma 1.3.10. For arbitrary y ∈ Rn−k+ \ C̃, decompose y as
y = yc + yp, (1.83)
where yc ∈ ∂C̃ is the closest point on the boundary of the cone C̃ to y and
yp := y − yc (see Figure 1.4). Note that yp is perpendicular to yc.
Figure 1.4: Control of αp2.
Lemma 1.3.10. Let E ∈ D with |E| = |K|, and let α = α(E) = (α1, α2) ∈
Rk×Rn−k be as in Lemma 1.3.6. There exist constants c1.3.10(n,K), C1.3.10(n,K) >






Proof. Firstly, observe that
|((0, αc2) +K) \ (C− (0, α
p
2))| = |((0, α2) +K) \ C|
≤ |(α +K) \ (C + (α1, 0))| = |(α +K) \ C|
≤ |(α +K) \ E| ≤ C1.3.6(n,K)
√
µ(E).








0, αc2 sup{t > 0 : (0, tαc2) ∈ ∂((0, αc2) +K)}
))
,
and note that, by convexity, z ∈ ∂((0, αc2) + K) ∩ ∂C. Next, pick r = |α
p
2|.
Observe that r is the smallest radius for which Br(z) ∩ ∂(C − (0, αp2)) 6= ∅
so that it contains some w ∈ Rn (see Figure 1.4). Since C is convex, there
exists a constant c0(n,K) > 0 such that |Br(z) ∩ ((0, αc2) +K)| ≥ c0(n,K)rn.
















Proposition 1.3.11. Let E ∈ D with |E| = |K|, and let α = α(E) =
(α1, α2) ∈ Rk×Rn−k be as in Lemma 1.3.6. Then there exists c1.3.11(n,K) > 0
such that if µ(E) ≤ c1.3.11(n,K), then |α2| ≤ c̃1.3.8(n,K) with c̃1.3.8(n,K) as
in Proposition 1.3.8.
Proof. If α ∈ Rn−, then the result follows from Lemma 1.3.7. If α ∈ Rn+, then




2 as in (1.83) with the understanding that α2 ∈ C̃ if and
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only if αp2 = 0. In the case where |α
p
2| > 0 (i.e. α2 ∈ Rn−k+ \ C̃), thanks to
Lemma 1.3.10, we have |αp2| ≤ C1.3.10(n,K)µ(E)
1
2n . Therefore, it suffices to
prove that for µ(E) sufficiently small, |αc2| ≤ 12 c̃1.3.8(n,K). We split the proof
into three steps. The idea is as follows: firstly, we assume by contradiction
that |αc2| > 12 c̃1.3.8(n,K). This allows us to translate E by a suitable vector
β so that (E − β) ∩ C is a distance 1
4
c̃1.3.8(n,K) from the origin (see Figure
1.5). The second step consists of showing that up to a small mass adjustment,
Figure 1.5: If E has small relative deficit but is far away from the origin,
we can translate it a little bit and show that the resulting set – thanks to
Proposition 1.3.8 – should in fact be a lot closer to the origin.
the relative deficit of this new set is controlled by µ(E)
1
2n . Lastly, we show
that the new set satisfies the hypotheses of Proposition 1.3.8; therefore, we
conclude that it should be a lot closer to the origin than it actually is.
Step 1. Assume by contradiction that |αc2| > 12 c̃1.3.8(n,K). Select γ ∈ (0, 1)
such that for β := (0, γαc2) ∈ C̄ we have





By (1.71), Lemma 1.3.1, and Lemma 1.3.10,









Next, we set Ẽ := E−(α1, 0) and C̃(n,K) := C1.3.6(n,K)+C1.3.1(n,K)C1.3.10(n,K)
so that
|Ẽ∆((0, αc2) +K)| ≤ C̃(n,K)µ(E)
1
2n . (1.84)
Let F = t((Ẽ− β)∩C)) where t ≥ 1 is chosen to satisfy |F | = |Ẽ|. Therefore,
|F | = |Ẽ| = |Ẽ − β| = |(Ẽ − β) ∩ C|+ |(Ẽ − β) \ C|. (1.85)
Now let us focus on the second term on the right side of (1.85): using (1.84),
|(Ẽ − β) \ C| = |Ẽ \ (C + β)|
≤ |Ẽ \ ((0, αc2) +K)|+ |((0, αc2) +K) \ (C + β)|
≤ C̃(n,K)µ(E)
1
2n + |((0, αc2)− β) +K) \ C|. (1.86)
But, (0, αc2) − β = (0, (1 − γ)αc2) ∈ C̄, therefore, ((0, αc2) − β) + K ⊂ C, and
hence, |(((0, αc2) − β) + K) \ C| = 0. Thus, combining the previous fact with
(1.85) and (1.86),
|F | − |(Ẽ − β) ∩ C| ≤ C̃(n,K)µ(E)
1
2n . (1.87)
Step 2. From the definition of F and (1.87), we deduce




















Since C is a convex cone, it follows that 1
t
C = C and β + C ⊂ C. Thus,


























Recall that P (F |C) = Hn−1(FF ∩ C) and P (E|C) = Hn−1(FE ∩ C) (see §1.2).
Upon subtracting P (B|C) from both sides of (1.89), dividing by n|K| (recall
n|K| = Hn−1(∂B1 ∩ C)), and using that P (E|C) = n|K|µ(E) + n|K| we have
















Let w(n,K) := 1 + 4C̃(n,K)|K| . Then, assuming without loss of generality that
µ(E) ≤ 1,




Step 3. Using Lemma 1.3.1 and (1.88), for µ(E) small enough we have
|F∆(((0, αc2)− β) +K)|
≤ |F∆t(((0, αc2)− β) +K)|+ |t(((0, αc2)− β) +K)∆(((0, αc2)− β) +K)|
≤ tn|(Ẽ − β) ∩ C∆(((0, αc2)− β) +K)|
+ |t(((0, αc2)− β) +K)∆(t((0, αc2)− β) +K)|
+ |(t((0, αc2)− β) +K)∆(((0, αc2)− β) +K)|
≤ 2|(Ẽ − β) ∩ C∆(((0, αc2)− β) +K)|+ |(tK)∆K|
+ C1.3.1(n,K)|(0, αc2)− β|(t− 1)




|((Ẽ − β) ∩ C)∆(((0, αc2)− β) +K)| ≤ 2C̃(n,K)µ(E)
1
2n . (1.92)
Indeed, from (1.84) we deduce that
|((Ẽ − β)∩C)∆(((0, αc2)− β) +K)|
=
∣∣(((Ẽ − β) ∩ C) + β)∆((0, αc2) +K)∣∣
≤
∣∣(((Ẽ − β) ∩ C) + β)∆Ẽ∣∣+ ∣∣Ẽ∆((0, αc2) +K)∣∣
≤
∣∣(((Ẽ − β) ∩ C) + β)∆Ẽ∣∣+ C̃(n,K)µ(E) 12n . (1.93)
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But since ((Ẽ − β) ∩ C) + β ⊂ Ẽ,∣∣(((Ẽ − β) ∩ C) + β)∆Ẽ∣∣ = ∣∣Ẽ \ (((Ẽ − β) ∩ C) + β)∣∣
=
∣∣(Ẽ − β) \ (Ẽ − β) ∩ C∣∣
= |(Ẽ − β) \ C| = |Ẽ \ (β + C)|
≤ |Ẽ \ ((0, αc2) +K)|+ |((0, αc2) +K) \ (β + C)|
≤ C̃(n,K)µ(E)
1
2n + |(((0, αc2)− β) +K) \ C|.
(1.94)
As before, |(((0, αc2)−β)+K)\C| = 0 (since ((0, αc2)−β)+K ⊂ C). Therefore,
(1.93) and (1.94) imply the claim (i.e. (1.92)). Furthermore, by using (1.91)
and (1.92), it follows that for some constant w̃(n,K),
|F∆(((0, αc2)− β) +K)| ≤ w̃(n,K)µ(E)
1
2n . (1.95)
Next, let α(F ) be the translation as in Lemma 1.3.6 for the set F ⊂ C, so that
|F∆(α(F ) +K)| ≤ C1.3.6(n,K)
√
µ(F ). By Lemma 1.3.2 and (1.95),
min{c1.3.2(n,K), C1.3.2(n,K)|((0, αc2)− β)− α(F )|}
≤ |(((0, αc2)− β) +K)∆(α(F ) +K)|






Moreover, (1.90) and (1.96) imply that if µ(E) is sufficiently small, then there
exists a constant w2(n,K) so that











|α1(F )| ≤ w2(n,K)µ(E)
1
4n (1.98)
(since |α1(F )| ≤ |((0, αc2)−β)−α(F )|). Furthermore, using (1.97) and (1.90),
we deduce that for µ(E) small enough
|α2(F )| ≤ c̃1.3.8(n,K), µ(F ) ≤ c1.3.8(n,K),
where c1.3.8 is as in Proposition 1.3.8. Thus, by applying Proposition 1.3.8 to
F and using (1.90) again, it follows that
|α2(F )| ≤ C1.3.8(n,K)
√





Combining (1.96), (1.98), and (1.99) we obtain
1
4
c̃1.3.8(n,K) = |(0, αc2)− β| ≤ |α(F )|+ w2(n,K)µ(E)
1
4n












which is impossible if µ(E) is sufficiently small. This concludes the proof.
We are now in a position to prove Theorem 1.1.2. Firstly, we assume
that |E| = |K|. Indeed, let c1.3.8 and c1.3.11 be the constants given in Proposi-
tion 1.3.8 and 1.3.11, respectively, and set c(n,K) := min{c1.3.8(n,K), c1.3.11(n,K)}.
If µ(E) ≤ c(n,K), then it follows from Proposition 1.3.11 and Corollary 1.3.9
that







Let C̄(n,K) := C1.3.9(n,K)|K| and suppose now that |E| 6= |K|. Pick t > 0 such
that |tE| = |K| and apply the previous estimate to the set tE to obtain

















Since s = 1
t
, this yields the theorem for the case when µ(E) ≤ c(n,K). If
µ(E) > c(n,K), then
|E∆(sK)|
|E|










1.4 A sharp quantitative version of the relative Cheeger
inequality inside convex cones
As an application of Theorem 1.1.1, we show below how to prove an
inequality for Cheeger sets inside convex cones by following the strategy in
Figalli, Maggi, Pratelli [32]. The proof below is essentially the same as in [32]
up to some obvious modifications. However, for the reader’s convenience, we
chose to include most of the details.
For an open, convex cone C ⊂ Rn, a Cheeger set E for an open set









with m > n−1
n
.
Theorem 1.4.1. Let C ⊂ Rn be an open, convex cone containing no lines,
K = B1 ∩ C, and Ω ⊂ C with |Ω| <∞. If n−1n < m, then
|Ω|m−
n−1










where |rK| = |Ω|.
Proof. The first claim is that cm(K|C) = P (K|C)|K|m . Indeed, if F ⊂ K has pos-
itive measure, and 0 < r ≤ 1 is such that |rK| = |F |, then by the rela-
tive isoperimetric inequality inside convex cones Theorem 1.2.2, we have that







This implies the claim. Next, suppose for the moment that |Ω| = |K| and let







Now, in the general case, pick s such that |sΩ| = |K| so that cm(sΩ|C) ≥
cm(K|C). But using the definition of the relative Cheeger constant, one readily









cm(Ω); hence, this proves
|Ω|m−
n−1




By the scaling properties of inequality (1.100), note that we may assume with-
out loss of generality that |Ω| = |K|. Moreover, if cm(Ω|C) ≥ 2cm(K|C), then
(1.100) follows readily (since |Ω∆(rK)||Ω| ≤ 2). Thus, we may assume cm(Ω|C) ≤
2cm(K|C). Let E ⊂ Ω be a Cheeger set for Ω so that P (E|C)|E|m = cm(Ω|C). We















µ(E) ≤ cm(Ω|C)− cm(K|C)
cm(K|C)
. (1.102)

























































and this implies (1.102). Furthermore,
|Ω∆K| ≤ |Ω∆E|+ |E∆(rK)|+ |(rK)∆K| (1.103)
= 2(|Ω| − |E|) + |E∆(rK)|. (1.104)
By elementary considerations, one can prove









































and this proves the theorem.
Remark 1.4.1. For the case in which C contains lines, an analogous estimate
as in Theorem 1.4.1 can be deduced by utilizing Theorem 1.1.2. Moreover,




Stability for the log-Sobolev inequality for a
two parameter family of functions
2.1 Introduction
2.1.1 Overview
Sobolev-type inequalities are central tools in analysis. The so-called
logarithmic Sobolev inequalities appear in various branches of statistical me-
chanics, quantum field theory (e.g. the Gaussian log-Sobolev inequality is
equivalent to Nelson’s hypercontractive inequality), and mathematical statis-
tics (e.g. one may use log-Sobolev inequalities to show the stabilization of the
Glauber-Langevin dynamic stochastic models for the Ising model with real
spins). Moreover, they are also useful in partial differential equations and Rie-
mannian geometry. Indeed, they showed up in Perelman’s work on the Ricci
flow and the Poincarè conjecture, see [63, Chapter 21]. While there is a large
body of literature available on these inequalities, there are few corresponding
stability results and this is currently an active area of research. For example,
Figalli, Maggi, Pratelli [33] have recently addressed the stability problem for
the anisotropic 1-log-Sobolev inequality; however, stability for the Gaussian
log-Sobolev inequality – the classical version of these inequalities introduced
by L. Gross [37] – is still open. In this chapter, we will address this problem
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for a two parameter family of functions. The content of this chapter is based
on joint work with Diego Marcon Farias [25].
2.1.2 Main result
The classical result states that for a positive, smooth function f with
unit mass with respect to the Gaussian measure dγ,∫
Rn







For ε > 0 and M > 0, consider the family of functions:
FMε :=
{
f = e−h : (−1 + ε) ≤ D2h ≤M,
∫
Rn















The main result of this chapter is the following theorem:
Theorem 2.1.1. There exists an explicit dimensionless constant CMε > 0 so
that for all f ∈ FMε we have
W2(fdγ, dγ) ≤ CMε δ(f)
1
2 ,
where W2 is the Wasserstein distance and dγ is the Gaussian measure.
Although the family of functions in the theorem is quite restrictive, this result
could be seen as a first step towards a sharp, general, dimension-free stabil-
ity result for the Gaussian log-Sobolev inequality. Following our approach,
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one may also prove various stability results for more general classes of func-
tions, but at the expense of the dimensionless constant. These results will be
discussed in a forthcoming paper [25].
2.2 Preliminaries
In our proof of Theorem 2.1.1, we exploit the optimal mass transfer
proof of Cordero-Erausquin [20] of the log-Sobolev inequality. For the reader’s
convenience, we include this proof in this section along with the statements of
other results from the literature which will be useful for our purpose.
Theorem 2.2.1. (log-Sobolev) Let f be a smooth, non-negative function on
Rn normalized to have unit mass with respect to the Gaussian measure dγ.
Then, ∫
Rn







Proof. Let ∇φ be the Brenier map between fdγ and γ, and set θ(x) := φ(x)−
1
2
|x|2 so that ∇φ(x) = x +∇θ(x). It follows that I + Hessxθ ≥ 0, where I is
the identity matrix. The Monge-Ampère equation reads:
f(x)e−|x|
2/2 = det(I +Hessxθ)e
−|x+∇θ(x)|2/2,
fdγ – a.e. Taking the logarithm of both sides, the above equations may be
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rewritten as:




|x|2 + log det(I +Hessxθ)
= −x · ∇θ(x)− 1
2
|∇θ(x)|2 + log det(I +Hessxθ)
≤ −x · ∇θ(x)− 1
2
|∇θ(x)|2 + ∆θ(x), (2.1)
where the last inequality follows from the fact that log(1 + t) ≤ t, for t ≥ −1.
Integrating with respect to fdγ and using integration by parts, it follows that∫
f log fdγ ≤
∫






































∆θ − log det(I +D2θ)
)
dγ.
Next, we will need the following theorem of Kolesnikov [41, Theorem 6.1].
This result generalizes Caffarelli’s contraction theorem [14]:
Theorem 2.2.2. Let µ = e−V dx and ν = e−W be probability measures on Rd




Last, we shall make use of a well-known Poincarè type inequality for log convex
measures, see [4, Theorem 2] and [5, (2)]:
























where p ∈ (1, 2] and
λ1 := inf
x∈Rnξ∈Sn−1
〈D2V (x)ξ, ξ〉 > 0.
Corollary 2.2.4. Let µ = e−V be uniformly log convex with unit mass. Then∫
|u− ū|2dµ ≤ C(µ)||∇u||2L2(µ),
with ū :=
∫
udµ, C(µ) = C̃
λ1
(explicit), and u ∈ H1(µ).
2.3 Proof of Theorem 2.1.1
Proof. Let T = ∇Φ be the optimal transport between fdγ and dγ and set
θ(x) := Φ(x)− |x|
2
2





∆θ − log det(I +D2θ)
)
dγ.
We can express ∆θ − log det(I +D2θ) as











(λi − log(1 + λi)),
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where {λi}ni=1 are the eigenvalues of D2θ. Define g : (−1,∞) → R by g(t) :=
t− log(1 + t). For some c > 0 small enough, it follows that

















Let µi := 1 + λi ≥ 0 be the eigenvalues of DT = D2φ with corresponding








Now, we apply Theorem 2.2.2 with V := h+ |x|
2
2














||λi||∞ ≤ CM := max{1,
√
M + 1− 1}.
Set Ei := {x ∈ Rn : |λi(x)| ≥ 1} and µf := fdγ so that∫
Ei
|λi|2 dµf ≤ ‖λi‖∞
∫
Ei
|λi| dµf ≤ CM
∫
Ei





|λi|2 dµf = (c/CM)
∫
||D(T (x)− x)||2HS dµf , (2.3)
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where ||·||HS denotes the Hilbert-Schmidt norm. Now let T = (T 1, T 2, . . . , T n)
and note that since T#µf = ν, we have that∫
Rn
(T (x)− x))dµf =
∫
xdµf (x) = 0.
By applying Poincaré (Corollary 2.2.4) to T i(x)− xi, we obtain∫













|T ixj − δij|
2dµf (x).
Next, let (aij(x)) be the tensor DT (x) − Id and note that aij(x) = T ixj − δij;
so in particular,∫ ∑
i,j
|T ixj − δij|
2dµf (x) =
∫
||DT − Id||22dµf (x) =
∫
||DT − Id||2HSdµf (x).
Combining this information with (2.3) we obtain
W 22 (fdγ, dγ) =
∫




Now λ1 ≥ ε since f = e−h ∈ F and so by applying Corollary 2.2.4, we obtain








1 +M − 1}) completes the proof.
Remark 2.3.1. We note that the class of the admissible functions in FMε are
of the form e−h, were h is semi-concave and semi-convex and the opening of
the parabolas touching from above and below depend on the parameters ε and
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M . Therefore, the logarithm of the admissible functions in FMε are C
1,1 in this
sense.
Remark 2.3.2. By slight modifications to the proof of Theorem 2.1.1, the class
of admissible functions FMε may be weakened at the expense of the dimen-
sionless constant and the sharp exponent. Indeed, by considering a family of
rescaled Gaussian measures it is not difficult to see that the exponent 1
2
is
sharp. This will be further discussed in a forthcoming paper [25].
2.4 Controlling the Entropy
As an application of Theorem 2.1.1, we will show how to obtain bounds
on the Entropy in terms of the deficit. Let dγ be the Gaussian measure and
suppose for a suitable class of functions f we have an estimate of the form:
W2(fdγ, dγ) ≤ Cδα(f), (2.4)
for some α ∈ (0, 1
2
]. Thanks to Otto-Villani [54] (see also [20, Corollary 3]),
we know




W 22 (dγ, fdγ), (2.5)
where E is the entropy and I is the Fisher information (this inequality is
known as the HWI inequality).
Lemma 2.4.1. Suppose (2.4) holds for a suitable class of functions. Then
E(f) ≤ C̃δ2α(f).
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Proof. We will simplify the notation in an obvious way. First, note that since









































(using ab ≤ 1
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using (2.4) we have




Since α ≤ 1
2
, 2α ≤ 1
2
+ α and as we may assume that δ is small, picking ε
sufficiently small completes the proof.
Remark 2.4.1. Suppose that (2.4) holds with α = 1
2
for a suitable class of
functions, say C. Then, it follows that














, this improves the constant in the log-Sobolev inequality
restricted to C.
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Corollary 2.4.2. There exists an explicit dimensionless constant C̃Mε > 0 so
that for all f ∈ FMε we have
E(f) ≤ C̃Mε δ(f).
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Chapter 3
Free boundary regularity in the optimal
partial transport problem: quadratic cost
3.1 Introduction
3.1.1 Overview
In this chapter, we address the regularity of the free boundary in the
optimal partial transport problem. The material contained herein improves
and generalizes a result of Caffarelli and McCann [15] and solves a problem
discussed by Figalli [28, Remark 4.15]. This content is the subject of a forth-
coming paper by the author [40].
3.1.2 Background
Given two non-negative functions f, g ∈ L1(Rn) and a number 0 < m ≤
min{||f ||L1 , ||g||L1}, the optimal partial transport problem consists of finding
an optimal transference plan between f and g with mass m. In this context, a
transference plan refers to a non-negative, finite Borel measure γ on Rn × Rn
with mass m (i.e. γ(Rn × Rn) = m) whose first and second marginals are









Let Γm≤ (f, g) denote the set of transference plans. By an optimal transference





|x− y|2dγ(x, y). (3.1)
Issues of existence, uniqueness, and regularity of optimal transference
plans have recently been addressed by Caffarelli & McCann [15] and Figalli
[28], [27]. By standard methods in the calculus of variations, one readily
obtains existence of minimizers. However, in general, minimizers of (3.1) are
far from unique. To see this, let f ∧ g := min{f, g} and suppose Ln(supp(f ∧
g)) > 0 (with Ln(·) := | · | being the Lebesgue measure and supp(f ∧ g) the
support of f ∧ g). Pick




and let h < f ∧ g be any function with ||h||L1(Rn) = m. Note that the trans-
ference plan γh := (Id × Id)#h is optimal (since its cost is zero). However,
to construct this family of examples, one needs Ln(supp{f ∧ g}) > 0. In-
deed, under a disjointness assumption on the supports, Caffarelli and McCann
[15, Theorem 4.3] prove the existence of two domains Um ⊂ Ω, Vm ⊂ Λ
and a unique convex function Ψ such that the unique minimizer of (3.1) is
γ := (Id × ∇Ψ)#fχUm , where ∇Ψ is the optimal transport between fχUm
and gχUm
(
Um ∩ Ω and Vm ∩ Λ are usually referred to as the active regions
)
.
Furthermore, by invoking Caffareli’s regularity theory for the Monge-Ampère
equation [10], [11], [12], [13], the authors show that if f and g are supported
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on strictly convex domains separated by a hyperplane, then higher regularity
on the densities implies higher regularity on Ψ in the interior of the active
region Um ∩ Ω [15, Theorem 6.2]. Moreover, employing a geometric approach,
Caffarelli and McCann prove Ψ ∈ C1,αloc (Ω ∩ Um \E) [15, Corollary 7.14], where
E ⊂ ∂Ω is a possible singular set, and since ∇Ψ gives the direction of the
normal to the free boundary ∂Um ∩ Ω [15, Corollary 7.15], they also obtain lo-
cal C1,α regularity of the free boundary (symmetric arguments imply a similar
statement for ∂Vm ∩ Ω – the free boundary associated to Λ).
Figalli [28] studies the case in which the disjointness assumption on the
supports of the densities is removed. He proves that minimizers to (3.1) are
unique for
||f ∧ g||L1(Rn) ≤ m ≤ min{||f ||L1(Rn), ||g||L1(Rn)},
[28, Proposition 2.2 and Theorem 2.10]. In fact, uniqueness of the partial
transport is obtained for a general class of cost functions c(x, y), dealing also
with the case in which f and g are densities on a Riemannian manifold and
c(x, y) = d(x, y)2, where d(x, y) is the Riemannian distance.
As in the disjoint case, Figalli obtains local interior C0,α regularity of
the partial transport (i.e. Ψ ∈ C1,αloc (Um ∩ Ω)) under some weak assumptions
on the densities [28, Theorem 4.8]. However, in sharp contradistinction to the
disjoint case, he constructs an example with C∞ densities for which the partial
transport is not C1, thereby showing that the interior C0,αloc regularity is in this
sense optimal [28, Remark 4.9]. Furthermore, by assuming the densities to
be bounded away from zero and infinity on strictly convex domains, he goes
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on to say that Ψ has a C1 extension to Rn, and utilizing that ∇Ψ gives the
direction of the normal to ∂Um ∩ Ω (as in the disjoint case), he also derives
local C1 regularity of the free boundary away from ∂(Ω ∩ Λ) [28, Theorems
4.10 & 4.11].
However, Figalli suggests that it may be possible to adapt the method of
Caffarelli and McCann to prove Hölder regularity of the partial transport up to
the free boundary [28, Remark 4.15]. As a direct corollary, one would thereby
improve the C1loc regularity of the free boundaries away from the common
region into C1,αloc regularity. The first aim of this chapter is to prove this result,
see Corollary 3.3.9. Our method of proof follows the line of reasoning in
Caffarelli and McCann [15, §7], although new ideas are needed to get around
the lack of a separating hyperplane. Indeed, as mentioned earlier, Figalli’s
counterexample to C1 regularity of the transport map in the non-disjoint case
shows that the assumption of a separating hyperplane plays a crucial role in
the regularity theory of the partial transport. The key part of our proof is the
adaptation of the uniform localization lemma [15, Lemma 7.11] (cf. Lemma
3.3.6). This is achieved by classifying the extreme points of the set Zmin
which comes up in the course of proving this lemma. Indeed, in the disjoint
case, Caffarelli and McCann prove that the extreme points are in Λ; however,
this is insufficient to close the argument in the general case. To get around
this difficulty, we make use of a theorem established by Figalli [28, Theorem
4.10]. Our method has the added feature of allowing us to identify, in a very
specific way, the geometry of the singular set which comes up in the work
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of Caffarelli and McCann and prove the general uniform localization lemma
under assumptions which in the disjoint case turn out to be weaker than the
ones found in their work [15, Lemma 7.11] (cf. Remark 3.3.4).
The second aim of this chapter is to prove that away from ∂(Ω ∩ Λ),
the free boundary intersects the fixed boundary in a C1,α way up to a “small”
singular set. In the disjoint case, Caffarelli and McCann discovered that this
set consists of nontransverse intersection points of fixed with free boundary
and points that map to non-locally convex parts of the path-connected target
region. Therefore, even in this case, one may not directly apply the implicit
function theorem to obtain an estimate on its Hausdorff dimension. However,
we exploit the geometry in the uniform localization lemma to prove that in
addition to the above description, nontransverse singular points also have the
property that when one shoots rays to infinity emanating from these points
and in the direction of the normal to the boundary, the half-lines that are
generated intersect the closure of the target region only along its boundary
(see e.g. Figure 3.1 and the set Xs in Lemma 3.3.6). It turns out that this
geometry is sufficient to connect the singular set with projections of convex
sets onto other convex sets and prove a corresponding rectifiability result; this
is the content of Proposition 3.4.3.
Mathematically, the previous discussion takes the following form: if the
supports of the densities are separated by a hyperplane, then as previously
mentioned, Caffarelli and McCann prove that Ψ ∈ C1,αloc (Ω ∩ Um \ E), where
E ⊂ ∂Ω is a closed set [15, Corollary 7.15]. We generalize an improvement
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of this result to the non-disjoint case. Indeed, our result states that there
exists a closed set Ẽ ⊂ ∂Ω ∪ ∂(Ω ∩ Λ) for which Ψ ∈ C1,αloc (Ω ∩ Um \ Ẽ), and
if Ω ∩ Λ = ∅, then Ẽ ⊂ E (see Corollary 3.3.8 and Remark 3.3.5). Moreover,
thanks to the general uniform localization lemma (Lemma 3.3.6), we are able
to identify the set Ẽ explicitly in terms of the geometry of Ω and Λ; using this
information we prove, via density estimates, that the free boundary ∂Um ∩ Ω
is a C1,αloc hypersurface up to an H
n−1 negligible set when the supports are
strictly convex (see Proposition 3.4.1 and Corollary 3.4.11). If in addition
one assumes the supports have C1,1 boundaries, the singular set for the free
boundaries is shown to be relatively closed (away from the common region
Ω ∩ Λ) and Hn−2 σ-finite in the general case and compact with Hn−2 finite
measure in the disjoint case; this is the content of Theorem 3.4.10.
The chapter is organized as follows: in §3.2, we fix some notation and
introduce relevant ideas from the literature which will be useful in our analysis.
§3.3 is devoted to the C0,αloc regularity theory of the partial transport up to the
free boundary; indeed, in this section we utilize the method of Caffarelli and
McCann [15, §7] to solve the problem mentioned by Figalli [28, Remark 4.15].
Finally, in §3.4 we study the Hausdorff dimension of the singular set.
3.2 Preliminaries
In this section, we will fix the notation for the remainder of the chapter
and state some of the relevant theorems from the literature.
74
3.2.1 Notation
Definition 3.2.1. Given Ω ⊂ Rn and a convex set Λ ⊂ Rn, we denote the
orthogonal projection of Ω onto Λ by PΛ(Ω).
Note that in the special case when Ω ∩ Λ = ∅, PΛ(Ω) ⊂ ∂Λ. Hence, we
understand ∂PΛ(Ω) to be the boundary of PΛ(Ω) seen as a subset of ∂Λ. In
other words, PΛ(Ω) is a manifold with boundary, and we denote the boundary
by ∂PΛ(Ω). In the general case, ∂(PΛ(Ω) ∩ ∂Λ) is defined in a similar way.
Definition 3.2.2. Given a C1 set Λ, we denote the tangent space of Λ at a
point y ∈ ∂Λ by TyΛ. Similar notation will be used if the set is Lipschitz.
Definition 3.2.3. Given an (m− 1)-plane π in Rm, we denote a general cone
with respect to π by
Cα(π) := {z ∈ Rm : α|Pπ(z)| < Pπ⊥(z)},
where π⊕π⊥ = Rm, α > 0, and Pπ(z) & Pπ⊥(z) are the orthogonal projections
of z ∈ Rm onto π and π⊥, respectively.
Definition 3.2.4. Let ν ∈ Sn−1 and θ > 0. Then define
Cθν :=
{
y 6= 0 :
∣∣∣ y|y| − ν∣∣∣ < θ}.


















where B ⊂ Rn is an arbitrary Borel set and ∂Ψ is the sub-differential of Ψ.
Definition 3.2.6. For a convex body Z, t ·Z denotes the dilation of Z around
its barycenter z (center of mass with respect to Lebesgue measure) by a factor
t ≥ 0:
t · Z := (1− t)z + tZ.
Definition 3.2.7. A Radon measure µ on Rn doubles affinely on X ⊂ Rn if
there exists C > 0 such that each point x ∈ X has a neighborhood Nx ⊂ Rn
such that each convex body Z ⊂ Nx with barycenter in X satisfies µ[Z] ≤
Cµ[1
2
· Z]. The constant C is called the doubling constant of µ on X, and Nx
is referred to as the doubling neighborhood of µ around x.
Definition 3.2.8. Given ε > 0 and a convex function Ψ, we will denote the
ε centered affine section of Ψ at a locally convex point z ∈ dom Ψ (i.e. the
domain of Ψ) by
Zε(z) := Z
Ψ
ε (z) = {x ∈ Rn : Ψ(x) < ε+ Ψ(z) + 〈νε, x− z〉},
where νε ∈ Rn is uniquely chosen so that z is the barycenter of Zε(z) (see [15,
Theorem A.7 and Lemma A.8] and [11]).
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Definition 3.2.9. Fix p ≥ 2 and a domain Ω ⊂ Rn. A locally Lipschitz
function Ψ : Ω→ R is p-uniformly convex on Ω if there exists C > 0 such that
all points of differentiability x, x′ ∈ Ω ∩ dom∇Ψ satisfy
〈∇Ψ(x)−∇Ψ(x′), x− x′〉 ≥ C|x− x′|p,
where dom∇Ψ is the domain of ∇Ψ.





x · y −Ψ(x)
)
. (3.2)
Remark 3.2.2. As mentioned in [15, Remark 7.10], if a convex function Ψ is
p-uniformly convex on Ω ⊂ domΨ, then Ψ∗ ∈ C1,
1
p−1 (∂Ψ(Ω)).
Definition 3.2.10. Let Z ⊂ Rn be a closed convex set. A point p ∈ Z is said
to be exposed if some hyperplane touches Z only at p.
Definition 3.2.11. Let Z ⊂ Rn be a closed convex set. A point p ∈ Z is said
to be extreme if whenever p = (1− λ)p0 + λp1 with λ ∈ (0, 1), then p0 = p1.
3.2.2 Basic setup
Given two non-negative, compactly supported functions f, g ∈ L1(Rn),
we let
Ω := {f > 0} and Λ := {g > 0},
so that Ω ∩ Λ = {f ∧ g > 0}. We will always assume m to satisfy:
||f ∧ g||L1(Rn) ≤ m ≤ min{||f ||L1(Rn), ||g||L1(Rn)}.
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By the results of Figalli [28, §2], we know that there exists a convex function
Ψm and non-negative functions fm, gm for which
γm := (Id×∇Ψm)#fm = (∇Ψ∗m × Id)#gm,
is the solution of (3.1) and ∇Ψm#fm = gm (see [28, Theorem 2.3]).






with x ∈ Fm := set of density points of {fm > 0}, and ∇Ψm(Fm) ⊂ Gm:= set
of density points of {gm > 0}. Moreover, following Figalli [28, Remark 3.2], we
set








where Γm is the set
(Id×∇Ψm)(Fm ∩D∇Ψm) ∩ (∇Ψ∗m × Id)(Gm ∩D∇Ψ∗m),
with D∇Ψm and D∇Ψ∗m denoting the set of continuity points for ∇Ψm and
∇Ψ∗m, respectively.
We denote the free boundary associated to fm by ∂Um ∩ Ω and the
free boundary associated to gm by ∂Vm ∩ Λ. They correspond to ∂Fm ∩ Ω and
∂Gm ∩ Λ, respectively [28, Remark 3.3]. Recall from the introduction that one
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of the goals in this chapter is to study the regularity of the free boundaries
away from ∂(Ω ∩ Λ). One method of attacking this problem is to first prove
regularity results on Ψm and then utilize that ∇Ψm gives the direction of the
normal to the free boundary ∂Um ∩ Ω
(
by symmetry and duality, this would
also imply a similar result for ∂Vm ∩ Λ
)
. Indeed, in the following two theorems,
Figalli employs this strategy to obtain local C1 regularity.
Theorem 3.2.1. [28, Theorem 4.10] Suppose f, g are supported on two bounded,
open, strictly convex sets Ω ⊂ Rn and Λ ⊂ Rn respectively, and
|| log(f(x)/g(y))||L∞(Ω×Λ) <∞.
Then there exists a convex function Ψ̃m ∈ C1(Rn) ∩ C1,αloc (Um ∩ Ω) such that
Ψ̃m = Ψm on Um∩Ω, ∇Ψ̃m(x) = x on Λ\V m, and ∇Ψ̃m(Rn) = Λ. Moreover,
∇Ψ̃m : Um ∩ Ω→ Vm ∩ Λ is a homeomorphism (with inverse ∇Ψ̃∗m).
Theorem 3.2.2. [28, Theorem 4.11] Assume the setup in Theorem 3.2.1.
Then (∂Um ∩ Ω) \ ∂Λ is locally a C1 surface, and the vector ∇Ψ̃m(x) − x is
different from zero, and gives the direction of the inward normal to Um.
Remark 3.2.3. If x ∈ (∂Um ∩ ∂Ω) \ ∂(Ω∩Λ), then ∇Ψ̃m(x) 6= x and the same
argument used to prove Theorem 3.2.2 shows that ∂Um ∩ Ω is locally C1 away
from ∂(Ω ∩ Λ).
In our study, we shall also make frequent use of the fact that free
boundary never maps to free boundary. This is summed up in the following
proposition [28, Proposition 4.13]:
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Proposition 3.2.3. (Free boundary never maps to free boundary) Assume
the setup in Theorem 3.2.1 and let Ψ̃m be the corresponding extension of Ψm.
Then
(a) if x ∈ ∂Um ∩ Ω, then ∇Ψ̃m(x) /∈ ∂Vm ∩ Λ;
(b) if x ∈ ∂Um ∩ ∂Ω, then ∇Ψ̃m(x) /∈ ∂Vm ∩ Λ.
Moreover, we will also need the fact that the common region Ω∩Λ is contained
in the active regions [28, Remark 3.4]:
Remark 3.2.4.
Ω ∩ Λ ⊂ Um ∩ Ω, Ω ∩ Λ ⊂ Vm ∩ Λ.
In order to analyze the singular set for the free boundaries, we recall
two more sets which will play a crucial role in the subsequent analysis; cf. [15,
Equations (7.1) and (7.2)]. The nonconvex part of the free boundary ∂Um ∩ Ω
is the closed set
∂ncUm := {x ∈ Ω ∩ Um : Ω ∩ Um fails to be locally convex at x}. (3.3)
Moreover, the nontransverse intersection points are defined by
∂ntΩ := {x ∈ ∂Ω ∩ Ω ∩ ∂Um : 〈∇Ψ̃m(x)− x, z − x〉 ≤ 0 ∀z ∈ Ω}. (3.4)
By duality, ∂ncVm and ∂ntΛ are similarly defined.
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3.2.3 Tools
Next, we collect several well-known results from the literature of convex
analysis and geometric measure theory which will be useful in our subsequent
analysis. The following lemma is a slight adaptation of such a result [48,
Proposition 10.9] (here, the author assumes that one can touch the set from
above and below by a cone, whereas we only need to touch the set from one
side).
Lemma 3.2.4. Let M ⊂ Rm be compact and suppose π is an (m − 1)-
dimensional hyperplane. If there exist δ > 0 and α > 0 such that for all
x ∈M ,
(Bδ(x) ∩M) ∩ (x+ Cα(π)) = ∅,
then there exist N ∈ N and Lipschitz functions fi : Rm−1 → Rm where
i ∈ {1, . . . , N}, such that M =
⋃N
i=1 fi(Ki), with Ki ⊂ Rm−1 compact. In
particular, Hm−1(M) <∞.
Proof. Let x0 ∈M . Define gx0 : Pπ(M ∩B δ
3
(x0))→ R by g(z) = Pπ⊥(P−1π (z)).
First we show that gx0 is well-defined: suppose z1 = z2 and let wj := Pπ⊥(P
−1
π (zj)).
Set γj := (zj, wj) ∈M∩B δ
3
(x0), and note that |γ1−γ2| ≤ |γ1−x0|+|x0−γ2| ≤
2δ
3
< δ. Therefore, γ1 ∈ M ∩ Bδ(γ2), which implies γ1 /∈ γ2 + Cα(π); thus,
α|Pπ(γ1 − γ2)| ≥ Pπ⊥(γ1 − γ2), but γ1 − γ2 = (0, w1 − w2) in the basis gen-
erated by π and π⊥. Hence, 0 ≥ w1 − w2. Similarly, since γ2 ∈ M ∩ Bδ(γ1)
implies γ2 /∈ γ1 + Cα(π), we obtain 0 ≥ w2 − w1, proving that gx0 is well-
defined. Next we claim that gx0 is Lipschitz on Pπ(M ∩B δ
3
(x0)). To see this,
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let z1, z2 ∈ Pπ(M ∩B δ
3
(x0)). As before, since γ1 ∈M ∩Bδ(γ2), it follows that
α|z1 − z2| = α|Pπ(γ1 − γ2)| ≥ Pπ⊥(γ1 − γ2) = w1 − w2 = gx0(z1) − gx0(z2).
Similarly, γ2 ∈M ∩Bδ(γ1) implies α|z2 − z1| ≥ gx0(z2)− gx0(z1), which shows
that gx0 is Lipschitz on Pπ(M ∩ B δ
3
(x0)) ⊂ π. Now extend gx0 to all of π by
the MacShane lemma, and denote the extension by g̃x0 ; define Gx0 : π → Rn
by Gx0(z) = (z, g̃x0(z)) (note that G is Lipschitz). Next, pick a rotation
R : Rn−1 → π and consider the function fx0 : Rn−1 → Rn, defined by
fx0 = Gx0 ◦ R. Let Kx0 := R−1(Pπ(M ∩ B δ
3
(x0)) ⊂ π) and note that Kx0
is compact, and M ∩ B δ
3
(x0) = fx0(Kx0). Now M ⊂ ∪x0∈MB δ
3
(x0) and by
compactness, there exists N ∈ N such that M ⊂ ∪Ni=1B δ
3
(xi) for some xi ∈M .
Thus, M = ∪Ni=1(M ∩B δ
3
(xi)) = ∪Ni=1fxi(Kxi). We obtain the result by taking
fi = fx1 and Ki = Kxi .
Corollary 3.2.5. Let M ⊂ Rm be compact and suppose that for each x ∈M ,
π(x) is an (m − 1)-dimensional hyperplane. If there exist δ > 0 and α > 0
such that for all x ∈M ,
(Bδ(x) ∩M) ∩ (x+ Cα(π(x))) = ∅,
then there exist D ∈ N and Lipschitz functions fi : Rm−1 → Rm where
i ∈ {1, . . . , D}, such that M =
⋃D
i=1 fi(Ki), with Ki ⊂ Rm−1 compact. In
particular, Hm−1(M) <∞.
Proof. First, since π(x) is an (m − 1)- dimensional hyperplane, let νx ∈ Sn−1
so that span{νx} = π(x)⊥. By Remark 3.2.1, there exists θ(α) such that
Cθνx = Cα(ν
⊥
x ) = Cα(π(x)).
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Now pick S = S(θ) ∈ N and {ν1, . . . , νS} ⊂ Sn−1 such that for all ν ∈ Sn−1,
there exists i = i(ν) ∈ {1 . . . , S} such that |ν − νi| ≤ θ2 . Next, define
Ai :=
{





By construction, M = ∪Si=1Ai. Let x ∈ Ai and y−x ∈ C
θ
2
νi so that | y−x|y−x|−νi| <
θ
2
. Then, ∣∣∣ y − x|y − x| − νx∣∣∣ ≤ ∣∣∣ y − x|y − x| − νi∣∣∣+ |νi − νx| < θ,
so this implies y − x ∈ Cθνx ; hence, x + C
θ
2
νi ⊂ x + Cθνx for all x ∈ Ai. In
particular, for all x ∈ Ai, it follows that
(Bδ(x) ∩ Ai) ∩ (x+ C
θ
2
νi) = ∅. (3.5)
Now we will show that Ai is compact: since M is bounded, Ai is bounded, so
it suffices to show that it is closed. Let xn ∈ Ai such that xn → x. Since, M is
closed, x ∈M and since |νxn| = 1, along a subsequence, νxn → ν ∈ Sn−1. Note
that |ν − νi| ≤ θ2 and since π(xn) → π(x), it follows that we can take νx = ν
to obtain x ∈ Ai. Therefore, by Lemma 3.2.4, there exist Lipschitz functions
f ij and compact sets K
i
j ⊂ Rm−1 such that
Ai = ∪N(i)j=1 f ij(Kij).
Hence,









The next Lemma quantifies the geometric decay of the sections of an
arbitrary convex function whose Monge-Ampère measure satisfies a doubling
property (see Definition 3.2.8). The proof may be found in Caffarelli and
McCann [15, Lemma 7.6].
Lemma 3.2.6. Given 0 ≤ t < t̄ ≤ 1 and C > 0, there exists s0 = s0(t, t̄, δ, n) ∈
(0, 1), such that whenever Zε is a fixed section centered at z0 ∈ X := sptMΨ of







for all s ∈ [0, 1] and all z in the convex set X ∩ Zε(z0), then
z ∈ X ∩ t · Zε(z0) =⇒ Zsε(z) ⊂ t̄ · Zε(z0), ∀s ≤ s0.
Corollary 3.2.7. Assuming the setup in Lemma 3.2.6, we have
Zskε(x) ⊂ t̄k · Zε(x),
for all s < s0(0, t̄), t̄ ∈ (0, 1) and integers k ≥ 0.
The following theorem of Straszewicz establishes a connection between exposed
and extreme points of a closed convex set [56, Theorem 18.6].
Theorem 3.2.8. For any closed convex set Z ⊂ Rn, the set of exposed points
of Z is a dense subset of the set of extreme points of Z.
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The next theorem of Blaschke is a classical result which states that a family of
convex bodies living in a ball admits a converging subsequence in the Hausdorff
topology [57].
Theorem 3.2.9. The space of all convex bodies in Rn is locally compact with
respect to the Hausdorff metric.
3.3 The C1,αloc regularity theory
In what follows, we apply the method of Caffarelli & McCann [15, §7]
to derive the C1,αloc regularity of the free boundary away from the common
region. Unless otherwise stated, we will always assume the following on the
initial data:
Assumption 1: Assume f, g are bounded away from zero and infinity on
strictly convex, bounded domains Ω ⊂ Rn and Λ ⊂ Rn, respectively.
Indeed, this is the main assumption of Theorem 3.2.1, therefore, whenever we
will employ this theorem in the statements of our results, Assumption 1 will
be implicit. We start the analysis by identifying the support of the Monge-
Ampère measure corresponding to Ψ̃m. By using an equation from the work
of Figalli [28, Equation (4.5)], one may prove this result in a similar manner
as was done in Caffarelli and McCann [15, Lemma 7.2].
Lemma 3.3.1. Let Ψ̃m be the C
1(Rn) extension of Ψm to Rn given by Theorem
3.2.1. Then Ψ̃m has a Monge-Ampère measure that is absolutely continuous
with respect to Lebesgue, and there exist positive constants c, C (depending on
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the initial data) so that for any Borel set E ⊂ Rn,


















Proof. By definition, MΨ̄m(B) = |∂Ψ̃m(B)|, for any Borel set B ⊂ Rn. More-
over, by [28, Theorem 4.10], we know that ∇ψ̃m(Rn) = Λ̄. Therefore, we may
apply [50, Lemma 4.1] to conclude MΨ̄m(B) = ρ[∂Ψ̃m(B)] = (∇Ψ̃∗m)#ρ, where





















Next, thanks to [28, (4.4)], ∇Ψ̃∗#g = fm + (g − gm) and from [28, (4.5)] we
know that
fm + (g − gm) =

f in (Um ∩ Ω) \ Λ
f or g in Um ∩ Ω ∩ Λ
g in Λ \ V m.
Since the free boundary ∂Vm ∩ Λ does not intersect Ω ∩ Λ (see [28, Remark
3.3]), we have (Λ \ V m) ∩ (Ω ∩ Um) = ∅, so that all three sets above are
disjoint. Let α := min{infΩ f, infΛ g} and β := supΩ f ∨ g. Then, by plugging
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Next, write B = B1 ∪ B2, with B1 := B ∩ (Λ \ Vm) and B2 := B \ (Λ \ Vm).
Then MΨ̄m(B) = MΨ̄m(B1) +MΨ̄m(B2) and by the above estimates
α
||g||∞
|B2 ∩ (Um ∩ Ω)| ≤MΨ̄m(B2) ≤ β||1/g||∞|B2 ∩ (Um ∩ Ω)|.
Now, recall (Λ \ V m) ∩ (Ω ∩ Um) = ∅ so that since ∂Vm has zero Lebesgue
measure, we obtain |B2∩(Um∩Ω)| = |B∩(Um∩Ω)|. Moreover, by [28, Theorem




|B ∩ (Um ∩ Ω)|+ |B ∩ (Λ \ Vm)|
≤MΨ̄m(B) ≤ β||1/g||∞|B ∩ (Um ∩ Ω)|+ |B ∩ (Λ \ Vm)|.
Next, we identify a set on which the Monge-Ampère measure corre-
sponding to the convex function Ψ̃m doubles affinely (recall Definition 3.2.7).
This will be useful in quantifying the strict convexity of Ψ̃m.
Lemma 3.3.2. Let Ψ̃m be the C
1(Rn) extension of Ψm to Rn given by Theorem
3.2.1. Then Ψ̃m has a Monge-Ampère measure MΨ̃m which doubles affinely (see
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Definition 3.2.7) on




∂Vm ∩ Λ ∩ ∂(Ω ∩ Λ)
))
.
Moreover, any ball Nx = BR(x) which has a convex intersection with Ω ∩ Um
and is disjoint from Λ \ Vm is a doubling neighborhood around x.
Proof. First, since ∂Vm ∩ Λ does not intersect Um ∩ Ω (by Remark 3.2.4), the
only place where Λ\Vm may possibly intersect Um ∩ Ω is on ∂Vm ∩ Λ∩∂(Ω∩Λ).
Now if x ∈ X, then there exists R = R(x) > 0 for which BR(x)∩ (Λ \Vm) = ∅
and W := Ω ∩ Um ∩ BR(x) is convex. With this in mind, thanks to Lemma
3.3.1, we may proceed as in [15, Lemma 7.5] and [11, Lemma 2.3] to prove the
result: indeed, let Z ⊂ BR(x) be any convex body. Since Z ∩ (Λ \ Vm) = ∅,
using (3.3.1) we have
c|W ∩ Z| ≤MΨ̄m(Z) ≤ C|W ∩ Z| (3.8)
Since we have to check the doubling property, we suppose that the Barycenter
z of Z lies in X, hence, in W . By translating all the data, we may suppose
that z = 0. Consider the cone K := {λx : λ > 0, x ∈ W ∩ ∂(1
2
· Z)}. Since W
and Z are both convex, it readily follows that
K ∩ 1
2
· Z ⊂ W ∩ 1
2
· Z. (3.9)
Indeed, let z ∈ K ∩ 1
2
· Z, then z = λx, λ > 0 and x ∈ W ∩ ∂(1
2
· Z). Since
x ∈ W and 0 ∈ W , by convexity we have tx + (1 − t)0 ∈ W for all t ∈ (0, 1].
Hence, if z /∈ W , we must have that λ > 1. But x ∈ ∂(1
2




y ∈ ∂Z. Hence, 1
2
y = x = z
λ
so that y = 2
λ
z. Now, since z ∈ 1
2
· Z, z = 1
2
s, for
some s ∈ Z. Thus, y = s
λ
, but Z is convex, contains zero, and λ > 1, so that
y ∈ int[Z]; hence, we obtain the contradiction that y is both an interior and
boundary point of Z; therefore, z ∈ W . Moreover, we also have
W ∩ (Z \ 1
2
· Z) ⊂ K ∩ (Z \ 1
2
· Z). (3.10)
To prove this, let z ∈ W ∩ (Z \ 1
2
· Z). Since z ∈ Z \ 1
2
· Z, we can write






z, and since 0 ∈ W , z ∈ W ,
and 1
2µ
≤ 1, convexity of W implies x := x̃
2
∈ W . Since x̃ ∈ ∂Z, we have
x ∈ ∂(1
2
·Z); hence, x ∈ W ∩∂(1
2
·Z), and since z = 2µx it follows that z ∈ K.
Now we combine (3.8), (3.9), and (3.10) to obtain the doubling property:
1
C
MΨ̄m(Z) ≤ |W ∩ Z| = |W ∩
1
2
· Z ∩ Z|+ |W ∩ (Z \ 1
2
· Z)|
≤ |W ∩ 1
2
· Z|+ |K ∩ (Z \ 1
2
· Z)|
= |W ∩ 1
2
· Z|+ |(K ∩ Z) \ (K ∩ 1
2
· Z)|
= |W ∩ 1
2
· Z|+ |2(K ∩ 1
2
· Z) \ (K ∩ 1
2
· Z)|
= |W ∩ 1
2
· Z|+ (2n − 1)|K ∩ 1
2
· Z|
≤ 2n|W ∩ 1
2







Note that the set X from the previous lemma on which MΨ̃m doubles
affinely excludes non-locally convex points in Ω ∩ Um; since Caffarelli’s reg-
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Figure 3.1: x1 ∈ A2; x4 ∈ A1; x2, x3 ∈ S2.
ularity theory employs the doubling property, and since the active region is
not necessarily convex, this suggests the existence of a potential singular set.
Indeed, we will now define and prove some topological results of various sets
which will naturally come up in the course of our study; these sets will be
used to construct candidates for the singular set. Although seemingly techni-
cal, they have a very geometric flavor, see Figure 3.1.
Definition 3.3.1. (Components of the singular set) Let Ψ̃m be as in Theorem
3.2.1. Then, for x ∈ ∂(Ω ∩ Um) and x 6= ∇Ψ̃m(x), let
L(x) :=
{





x ∈ ∂(Ω ∩ Um) : ∇Ψ̃m(x) 6= x, L(x) ∩ Ω ∩ Um ⊂ ∂(Ω ∩ Um)
}
;
The following two sets play a critical role in our study:
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S1 := ∇Ψ̃−1m (∂ntΛ) ∩K;
S2 :=
(




∂Ω ∩ ∂Λ ∩ {∇Ψ̃m(z) = z}
)
∪ (∂Vm ∩ ∂Ω ∩ Λ).
It will prove useful for us to decompose S1 into the part which touches the free
boundary and the part which is disjoint from the free boundary:
A1 := S1 ∩ ∂Um;
A2 := S1 \ ∂Um.
Remark 3.3.1. If x ∈ S1∩Ω, then x ∈ ∂Um∩Ω and∇Ψ̃m(x) ∈ ∂ntΛ ⊂ ∂Vm ∩ Λ,









⊂ {∇Ψ̃m(z) = ∇Ψ̃∗m(z) = z}.
Proof. Suppose first that x ∈ ∂Vm∩∂Ω∩Λ. Then, since ∂Vm∩∂Ω∩Λ ⊂ Λ \ Vm,
it follows that ∇Ψ̃m(x) = x by Theorem 3.2.1. But by Remark 3.2.4, we know
Ω ∩ Λ ⊂ (Λ ∩ Vm) ∩ (Ω ∩ Um);
therefore, ∂Vm∩∂Ω∩Λ ⊂ Λ ∩ Vm∩Ω ∩ Um, and since∇Ψ̃m : Ω ∩ Um → Λ ∩ Vm
is a homeomorphism with inverse∇Ψ̃∗m, we have∇Ψ̃∗m(x) = ∇Ψ̃∗m(∇Ψ̃m(x)) =
x. An entirely symmetric argument yields ∂Um ∩ ∂Λ ∩ Ω ⊂ {∇Ψ̃m(z) =
∇Ψ̃∗m(z) = z}.
Remark 3.3.2. We note that if x ∈ S2, then by Lemma 3.3.3, ∇Ψ̃m(x) = x so
∇Ψ̃m(S2) = S2.
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Lemma 3.3.4. Let Xs := S1 ∪ S2. Then S2 and Xs are compact.
Proof. First, we note that Xs ⊂ Ω ∪ Λ, and since Ω ∪ Λ is bounded, it suffices
to prove that S2 and Xs are closed. First, we prove the assertion for S2: note
that by Lemma 3.3.3,
S2 ⊂
(




∂Ω ∩ ∂Λ ∩ {∇Ψ̃m(z) = z}
)
∪ (∂Vm ∩ ∂Ω ∩ Λ)
⊂
(
(∂Um ∩ ∂Λ ∩ Ω
)
∪ (∂Ω ∩ ∂Λ) ∪ (∂Vm ∩ ∂Ω ∩ Λ)
)
∩ {∇Ψ̃m(z) = z}
⊂ S2 ∪
(
∂Ω ∩ ∂Λ ∩ {∇Ψ̃m(z) = z}
)
⊂ S2.
Next, we show S1 ⊂ S1 ∪S2 = Xs. Indeed, suppose {xn} ⊂ S1 with xn → x ∈
Ω ∪ Λ. Then, as ∂(Ω ∩ Um) is compact, we have that
x ∈ ∂(Ω ∩ Um). (3.11)
Let yn := ∇Ψ̃m(xn) ∈ ∂ntΛ ⊂ ∂Λ ∩ ∂Vm so that for all z ∈ Λ,
〈∇Ψ̃∗m(yn)− yn, z − yn〉 ≤ 0.
By continuity of ∇Ψ̃m and compactness of ∂Λ ∩ ∂Vm, yn → ∇Ψ̃m(x) =: y ∈
∂Λ∩ ∂Vm, and by continuity of ∇Ψ̃∗m and of the inner product, it follows that
for all z ∈ Λ,
〈∇Ψ̃∗m(y)− y, z − y〉 ≤ 0.
Hence, y ∈ ∂ntΛ and
x = ∇Ψ̃∗m(y) = (∇Ψ̃m)−1(y) ∈ ∇Ψ̃−1m (∂ntΛ). (3.12)
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t ∈ Ω ∩ Um,




t ∈ Ω ∩ Um,





t 6∈ Ω ∩ Um;
hence, x ∈ K and together with (3.12), we obtain x ∈ S1. Now it may happen
that ∇Ψ̃m(x) = x. In this case, by (3.12), we know x = ∇Ψ̃m(x) ∈ ∂ntΛ, so
in particular x ∈ ∂Λ∩ ∂Vm. Moreover, by (3.11), we also have x ∈ ∂(Ω∩Um).
If x ∈ ∂Um ∩ Ω, then it follows that x ∈ ∂Vm ∩ Ω, a contradiction to the fact
that the free boundary does not enter the common region (see Remark 3.2.4).
Therefore, we must have x ∈ ∂Vm ∩ ∂Ω; hence, Lemma 3.3.3 implies x ∈ S2
and so S1 ⊂ S1 ∪ S2.
Corollary 3.3.5. Let Ψ̃m be the C
1(Rn) extension of Ψm to Rn given by
Theorem 3.2.1. Then for all z ∈ ∂Λ and R > 0 with BR(z)∩ ∂Ω = ∅, we have
that ∇Ψ̃m(S1) ∩ BR(z) is compact. In particular, ∇Ψ̃m(S1) \ ∂Ω is relatively
closed in ∂Λ \ ∂Ω.
Proof. It suffices to prove that∇Ψ̃m(S1)∩BR(z) is closed. Let yn ∈ ∇Ψ̃m(S1)∩
BR(z) and suppose yn → y ∈ ∂ntΛ ∩ BR(z). Set xn := ∇Ψ̃∗m(yn) and x :=
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∇Ψ̃∗m(y). Then by repeating the proof of Lemma 3.3.4, it follows that x ∈
∂(Ω ∩ Um), L(x) ∩ Ω ∩ Um ⊂ ∂(Ω ∩ Um), and x ∈ ∇Ψ̃−1m (∂ntΛ). Since yn ∈
∇Ψ̃m(S1), it also follows from Remark 3.3.1 that xn ∈ ∂Ω; hence, x ∈ ∂Ω. Now
if y = ∇Ψ̃m(x) = x, then y ∈ ∂Ω. However, y ∈ BR(z), and by assumption,
BR(z) ∩ ∂Ω = ∅. Thus, ∇Ψ̃m(x) 6= x, and y ∈ ∇Ψ̃m(S1) ∩ BR(z). Since
∇Ψ̃m(S1)∩BR(z) is compact, it readily follows that ∇Ψ̃m(S1)\∂Ω is relatively
closed in ∂Λ \ ∂Ω. Indeed, we will prove that (∂Λ \ ∂Ω) \ (∇Ψ̃m(S1) \ ∂Ω) is
relatively open in (∂Λ\∂Ω). Let z ∈ (∂Λ\∂Ω)\(∇Ψ̃m(S1)\∂Ω) and pick δ > 0
such that Bδ(z) ∩ ∂Ω = ∅. We claim that there exists 0 < r ≤ δ such that
Br(z) ∩ (∇Ψ̃m(S1) \ ∂Ω) = ∅. If not, then there exists {zk} ⊂ ∇Ψ̃m(S1) \ ∂Ω
for which zk → z. Hence, for some large k ∈ N, z ∈ B δ
3
(zk) ⊂ Bδ(z).





(zk) ∩ ∂Ω = ∅, it follows that
(∇Ψ̃m(S1) \ ∂Ω) ∩B δ
3
(zk) = ∇Ψ̃m(S1) ∩B δ
3
(zk);
hence, we deduce the compactness of (∇Ψ̃m(S1) \ ∂Ω) ∩ B δ
3
(zk) (by the first
part of the corollary). But zj ∈ (∇Ψ̃m(S1) \ ∂Ω) ∩ B δ
3
(zk) and as zj → z,
we obtain z ∈ ∇Ψ̃m(S1) \ ∂Ω, a contradiction; therefore, ∇Ψ̃m(S1) \ ∂Ω is
relatively closed in ∂Λ \ ∂Ω.
Remark 3.3.3. By arguing as in the proof of Corollary 3.3.5, one may similarly
deduce that the set ∇Ψ̃m(A1) \ ∂Ω is relatively closed in ∂Λ \ ∂Ω. Moreover,
it is not hard to see that S1 and A1 are relatively closed in ∂Ω \ ∂Λ.
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Next, we generalize the uniform localization lemma of Caffarelli and McCann
[15, Lemma 7.11] to the case in which the supports may have a nontrivial
intersection. Our proof is by contradiction and follows the line of reasoning
for the disjoint case although a new ingredient is required to get around the
lack of a separating hyperplane. Our key observation is that one may fully
identify the exposed points of the closed convex set Zmin that shows up in the
work of Caffarelli and McCann. Indeed in that context, thanks to the fact
that Ω ∩ Λ = ∅, the authors only need that all exposed points lie in the set
Λ to obtain the contradiction; however, this is not enough in the general case.
We get around this difficulty by exploiting the fact that ∇Ψ̃m(x) = x for all
x ∈ Λ\Vm (see Theorem 3.2.1). Consequently, a weaker version of the uniform
localization lemma for the disjoint case is established; this paves the way for
the next section in which we estimate the Hausdorff dimension of the singular
set.
Lemma 3.3.6. (Uniform localization: general case) Let Ψ̃m be the C
1(Rn)
extension of Ψm to Rn given by Theorem 3.2.1 and Xs the compact set in
Lemma 3.3.4. Then for R > 0 there exists ε0 > 0 such that for all z ∈ Ω ∩ Um
for which BR(z) ∩Xs = ∅ and for all 0 ≤ ε ≤ ε0, we have
Zε(z) ⊂ BR(z).
Proof. Suppose not. Then there exists R > 0 such that for all k ∈ N there
exists 0 < εk ≤ 1k and zk ∈ Ω ∩ Um satisfying BR(zk)∩Xs = ∅ and Zε(k)(zk) 6⊂
BR(zk). Since Ω ∩ Um is compact, along a subsequence we have zk → z∞ ∈
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Ω ∩ Um, with
BR(z∞) ∩Xs = ∅. (3.13)
By translating all the data we may assume ∇Ψ̃m(z∞) = 0. Since Ψ̃m is
convex, this implies that Ψ̃m is minimized at z∞. Now by Theorem 3.2.1,
∇Ψ̃m(Rn) = Λ is bounded and each centered affine section is bounded, thus it
follows that the slope νε(k)(zk) of the affine function defining the set Zε(k)(zk)
is contained in Λ (indeed, a translate of the affine function defining the section
serves as a supporting hyperplane for Ψ̃m). Therefore, along another subse-
quence νε(k)(zk)→ ν∞ ∈ Λ and we can apply Theorem 3.2.9 (Blaschke selection
theorem) to conclude that the sets Zε(k)(zk) converge locally in Hausdorff dis-
tance to a closed convex set Z∞. Let Zmin := {x ∈ Rn : Ψ̃m(x) = Ψ̃m(z∞)}.
By the same exact argument as in [15, Lemma 7.11 (Claim #1)], one derives
Z∞ ⊂ Zmin and that Z∞ contains a line segment L centered at z∞ of length
2R
α
, where α := n
3
2 is the constant from John’s Lemma (the idea is that if
strict convexity fails at a point, then there must be a segment on which the
function is affine). Now by Theorem 3.2.1, we know ∇Ψ̃m : Um ∩ Ω→ Vm ∩ Λ
is a homeomorphism; hence, Zmin cannot intersect Um ∩ Ω except at the sin-
gle point z∞, which necessarily, must lie on the boundary. Therefore, the set
Zmin \ {z∞} must lie outside of Um ∩ Ω. Next, by the same exact argument
as in [15, Lemma 7.11 (Claim #2)] we have that the exposed points of Zmin
(see Definition 3.2.10) lie in the support of the Monge-Ampère measure of Ψ̃m.
By Lemma 3.3.1, this implies that the exposed points of Zmin lie in Ω ∩ Um
or Λ \ Vm; since {z∞} = Zmin ∩ Ω ∩ Um and z∞ is not an exposed point in
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Zmin (due to the existence of L), we have that all exposed points of Zmin lie in
Λ \ Vm. Since every extreme point (see Definition 3.2.11) is a limit of exposed
points (by Theorem 3.2.8), we have that the extreme points of Zmin also lie
in Λ \ Vm. Next, note that if Zmin would contain a whole line, then gradient
monotonicity would imply ∇Ψ̃m · e1 = 0, where e1 is the direction of the line.
This however, contradicts ∇Ψ̃m(Rn) = Λ. Since the closed, convex set Zmin
does not contain a line, by Minkowski’s theorem [56, Theorem 18.5] we have
Zmin = conv[ext[Zmin]+rc[Zmin]]. Also, since z∞ ∈ Zmin, we have Zmin is non-
empty, so ext[Zmin] is non-empty. Hence, z∞ =
∑
ti(xi + yi), where
∑
ti = 1,
xi ∈ Λ \ Vm, and yi ∈ rc[Zmin]. Since the recession cone of a convex set is
convex, we have that y :=
∑
tiyi ∈ rc[Zmin]. Moreover, by Theorem 3.2.1,
∇Ψ̃m(x) = x on Λ\Vm and by continuity on Λ\Vm. Combining this fact with
the definition of Zmin yields 0 = ∇Ψ̃m(xi) = xi. Note that this also shows 0 to
be the only extreme point of Zmin, which in turn, implies z∞ = y ∈ rc[Zmin].
Next, we wish to show
z∞ 6= 0. (3.14)
Assume by contradiction that z∞ = 0. Recall ∇Ψ̃m(z∞) = 0, so in particular
∇Ψ̃m(z∞) = z∞. However, z∞ ∈ ∂(Ω ∩ Um), and ∇Ψ̃m : Um ∩ Ω→ Vm ∩ Λ is
a homeomorphism; therefore, z∞ ∈ ∂(Ω ∩ Um) ∩ ∂(Λ ∩ Vm). Hence,
z∞ ∈
(
(∂Um ∩ ∂Λ∩Ω)∪ (∂Ω∩ ∂Λ)∪ (∂Vm ∩ ∂Ω∩Λ)
)
∩ {∇Ψ̃m(z) = z} = S2,
and this contradicts BR(z∞) ∩Xs = ∅.
Thus, since z∞ 6= 0 is in rc[Zmin], we have that Zmin contains a half-line in
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the direction z∞. Consider a basis for Rn so that z∞ parallels the negative xn






By taking the limit as k → ∞, we obtain ∂nΨ̃m(z) ≥ 0. Therefore, it follows
that ∇Ψ̃m(Rn) = Λ ⊂ {x : xn ≥ 0}. This implies
0 ∈ ∂Λ, (3.15)
and that {xn = 0} is a supporting hyperplane for Λ at 0. In particular, z∞ is
a normal to Λ at 0. Recall that all the extreme points of Zmin lie in Λ \ Vm
and since 0 is the only extreme point of Zmin,
0 ∈ Λ \ Vm. (3.16)
However, z∞ ∈ ∂(Ω ∩ Um) so







Hence, (3.15) and (3.16) imply 0 ∈ ∂Vm∩∂Λ; in particular, 0 is a free boundary
point. Since∇Ψ̃∗m(0) = z∞ and z∞ is a normal to Λ at 0, convexity of Λ implies
〈∇Ψ̃∗m(0)− 0, y − 0〉 ≤ 0 ∀y ∈ Λ;
therefore,
z∞ ∈ ∇Ψ̃−1m (∂ntΛ). (3.17)
Recall also that z∞ ∈ rc[Zmin] and 0 ∈ Zmin so that in particular, by definition




t ∈ Zmin ∀t ≥ 0. (3.18)
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Since Zmin ∩ Ω ∩ Um = {z∞}, (3.14), (3.17), and (3.18) imply z∞ ∈ S1. This
contradicts that z∞ /∈ Xs (i.e. (3.13)).
Remark 3.3.4. (Uniform localization: disjoint case) If Ω and Λ are separated by
a hyperplane and Ψ̃m is the C
1(Rn) extension of Ψm to Rn given by Theorem
3.2.1, then S2 = ∅ so that
Xs = S1 ∪ S2 = ∇Ψ̃−1m (∂ntΛ) ∩K ⊂ Xnt := Ω ∩ Um ∩∇Ψ̃−1m (∂ntΛ).
Therefore, we obtain Caffarelli and McCann’s uniform localization lemma [15,
Lemma 7.11] under a weaker hypothesis: namely, that of replacing Xnt by Xs.
Equipped with the general uniform localization lemma and the other
tools developed so far, we are now in a position to prove that away from a
singular set, Ψ̃m will be locally p-uniformly convex (recall Definition 3.2.9);
this in turn will readily yield the Hölder continuity of ∇Ψ̃∗m (see Remark 3.2.2
and Corollary 3.3.8). The proof is a direct adaptation of the corresponding
proof for the disjoint case (cf. [15, Theorem 7.13]).
Theorem 3.3.7. Let Ψ̃m be the C
1(Rn) extension of Ψm to Rn given by The-
orem 3.2.1. Given x ∈ Ω ∩ Um and R > 0 there exists r = r(R, ε0) > 0
(where ε0 is from Lemma 3.3.6) such that Ψ̃m will be p-uniformly convex on
Ω ∩ Um ∩B r
2
(x) if B3R(x) is disjoint from the closed set Λ \ Vm ∪Xs and has
convex intersection with Ω ∩ Um.
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Proof. Assume x ∈ Ω ∩ Um and R > 0 is such that
B3R(x) ∩
(
Λ \ Um ∪Xs
)
= ∅,




Λ \ Um ∪Xs
)
= ∅.
Note also that BR(z0) ∩ Ω ∩ Um is convex. Since ∇Ψ̃m(x) = x on Λ \ Vm, we
have
∂Vm ∩ Λ ∩ ∂(Ω ∩ Λ) ⊂
(
∂Ω ∩ ∂Λ ∩ {∇Ψ̃m(z) = z} ∪ (∂Vm ∩ ∂Ω ∩ Λ)
)
⊂ Xs,
and since Br(z0) is disjoint from Xs it follows that z0 ∈ X (X is defined
in Lemma 3.3.2). By Lemma 3.3.2, BR(z0) forms a doubling neighborhood
around z0. Now Lemma 3.3.6 tells us that limε→0 Zε(z0) = {z0} in Hausdorff
distance. So for R > 0 pick ε0 > 0 as in Lemma 3.3.6 so that
Zsε0(z0) ⊂ BR(z0) ∀s ∈ [0, 1]. (3.19)
Note that this analysis was valid for any z0 ∈ Ω ∩ Um ∩BR(x) and the ε0 only
depends on R. We use this in the following claim.
Claim: Let t ∈ (0, 1) so that t
1−t = n
3
2 and choose any t2 ∈ (t, 1). Let
s0 = s0(t2, 1) be the constant from Lemma 3.2.6. Then for all ε ∈ (0, ε0],
z0 ∈ Ω ∩ Um ∩BR(x), and z1 ∈ Ω ∩ Um ∩BR(x) ∩ ∂Zε(z0) we have





Proof of claim: Without loss of generality, assume ∇Ψ̃m(z0) = 0 and
let zt := (1−t)z0+tz1. Since z1 ∈ Ω ∩ Um∩BR(x)∩∂Zε(z0), it follows that zt ∈
t ·Zε(z0). We would like to apply Lemma 3.2.6, so take z ∈ sptMΨ̃m ∩Zε(z0) =
Ω ∩ Um ∩ Zε(z0). By (3.19), we know Zε(z0) ⊂ BR(z0) (pick s = εε0 ≤ 1) so
we have that z ∈ BR(z0) ⊂ B2R(x). Therefore, BR(z) ⊂ B3R(x) and since
B3R(x) ∩Xs = ∅, it follows that BR(z) ∩Xs = ∅. Thus, by Lemma 3.3.6, we
have that Zsε(z) ⊂ BR(z) for all s ∈ [0, 1]. Note that
BR(z) ∩ sptMΨ̃m = BR(z) ∩ (B3R(x) ∩ Ω ∩ Um);
hence, BR(z) ∩ sptMΨ̃m is convex and still disjoint from ∂Vm ∩ Λ ∩ ∂(Ω ∩ Λ)
(since it is disjoint from Xs), therefore, by Lemma 3.3.2, BR(z) is a doubling
neighborhood around z and since Zsε(z) ⊂ BR(z) is a convex body for all
s ∈ [0, 1], we satisfy the doubling assumption of Lemma 3.2.6 (note that the
doubling constant is universal depending only on the initial data). Therefore,
we have that if
z̃ ∈ sptMΨ̃m ∩ t2 · Zε(z0) = Ω ∩ Um ∩ t2 · Zε(z0),
then Zs0ε(z̃) ⊂ Zε(z0). Now z0, z1 ∈ BR(x) ∩ Ω ∩ Um, and by assumption,
B3R(x)∩Ω ∩ Um is convex (hence, BR(x)∩Ω ∩ Um is convex); thus, it follows
that zt ∈ Ω ∩ Um. Hence, since zt ∈ Ω ∩ Um ∩ t ·Zε(z0) ⊂ Ω ∩ Um ∩ t2 ·Zε(z0),
we obtain
Zs0ε(zt) ⊂ Zε(z0).
In particular, since z1 ∈ ∂Zε(z0), z1 is not an interior point of Zs0ε(zt). We
also claim that z0 is not an interior point. Indeed, suppose that this is not the
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case and let x := z0 − zt. Since zt + x = z0 ∈ Zs0ε(zt), by John’s Lemma [11,
Lemma 2] we have zt − xα ∈ Zs0ε(zt) with α := n
3
2 . But x = t(z0 − z1) and
α = t
1−t so that zt −
x
α
= zt − (1− t)(z0 − z1) = z1, a contradiction to the fact
that z1 is not an interior point of Zs0ε(zt). Thus, neither z0 nor z1 are interior
points of Zs0ε(zt) = {x : Ψ̃m(x) < Lε(x) := Ψ̃m(zt) + 〈νε, x− zt〉+ s0ε}, so
Ψ̃m(z0) ≥ Lε(z0), (3.21)
Ψ̃m(z1) ≥ Lε(z1). (3.22)
Now since Ψ̃m is convex,
Ψ̃m(z0) + 〈∇Ψ̃m(z0), w − z0〉 ≤ Ψ̃m(w) ∀w ∈ Rn.
But ∇Ψ̃m(z0) = 0 and letting w = zt we readily obtain Ψ̃m(z0) ≤ Ψ̃m(zt).
Therefore, by combining this information with (3.21),
Lε(zt) = Ψ̃m(zt) + εs0 ≥ Ψ̃m(z0) + εs0 ≥ Lε(z0) + εs0.
This implies that on the line segment from z0 to zt, the slope of Lε is at least
εs0
|zt−z0| . In particular,


























which proves the claim.
End of claim.
Now we are ready to prove the theorem. Let r = r(R, ε0) be the constant
from [15, Lemma A.5] and let z0 6= z1 ∈ Ω ∩ Um ∩ B r
2
(x); using (3.19), we
may apply [15, Lemma A.5] to obtain z1 ∈ Br(z0) ⊂ Zε0(z0). By Lemma 3.3.6
and [15, Lemma A.8], we know that Zξ(z0) is continuous in the variable ξ and
converges uniformly to z0 as ξ → 0. This implies the existence of ε ∈ (0, ε0)
so that z1 ∈ ∂Zε(z0). Now choose any t̄ ∈ (0, 1) and let s0(0, t̄) ∈ (0, 1) be the
corresponding constant from Lemma 3.2.6. Observe that by Corollary 3.2.7,
s < s0(0, t̄)
k implies
Zsε0(z0) ⊂ t̄k · Zε0(z0)
for k ∈ N. Let s := ε
ε0
and note that by the uniform convergence of the
sections, up to possibly replacing r with some r̃ < r depending on t0, ε0, and
the initial data, we may assume s < s0(0, t̄) so that there exists k ∈ N for which
log(s)
log(s0(0,t̄))
∈ [k, k + 1); in particular, s < s0(0, t̄)k and since z1 ∈ ∂Zε(z0) =
∂Zsε0(z0), it follows that z1 ∈ t̄k · Zε0(z0). Hence, z1 = (1 − t̄k)z0 + t̄kw for
some w ∈ Zε0(z0). Moreover,
|z1 − z0| = t̄k|w − z0| ≤ t̄(
log(s)
log(s0(0,t̄))






But by (3.19), w ∈ BR(z0) so that |w − z0| ≤ R. Hence, using the definition
of s,




for some explicit constant γ(t̄, ε0, R). Now the convexity of Ψ̃m yields
Ψ̃m(z0) ≥ Ψ̃m(z1) + 〈∇Ψ̃m(z1), z0 − z1〉,
so that by combining this inequality with (3.20) and using (3.23), we obtain
〈∇Ψ̃m(z1)−∇Ψ̃m(z0), z1 − z0〉 ≥
ε
t
s0(t2, 1) ≥ C|z1 − z0|
log(s0(0,t̄))
log(t̄) ,




1−n, by picking ε0
smaller if necessary, we may assume without loss of generality that |z1−z0| < 1.





as the convexity exponent.
Corollary 3.3.8. Let Ψ̃m be the C
1(Rn) extension of Ψm to Rn given by
Theorem 3.2.1. Consider the closed set
F := ∇Ψ̃m(∂ncUm) ∪∇Ψ̃m(Xs),






Λ ∩ Vm \ F
)
, where α := 1
p−1
and p is as in Theorem 3.3.7.
Proof. Let y ∈ Λ ∩ Vm \ F and set x := ∇Ψ̃∗m(y) ∈ Ω ∩ Um. Note that
x /∈ ∂ncUm, so there exists δ1 = δ(x) > 0 such that Bδ1(x)∩(Ω∩Um) is convex.
Moreover, by Lemma 3.3.4, Xs := S1 ∪S2 is compact, and since x /∈ Xs, there
exists δ2 > 0 such that Bδ2(x)∩Xs = ∅. Let δ := min{δ1, δ2}. Note that since
Bδ2(x)∩Xs = ∅ we have x /∈ ∂(Ω∩Λ)∩∂Vm; thus, by possibly taking δ smaller
we may assume without loss of generality that Bδ(x) ∩ Λ \ Vm = ∅. Then set
R := δ
3
so that by Theorem 3.3.7, there exists r = r(R, ε0) (where ε0 is from















(x)) is relatively open





Bs(y) ∩ (Λ ∩ Vm)
)
.
Remark 3.3.5. If Ω ∩ Λ = ∅, then ∇Ψ̃m(S2) = ∅ and so F ⊂ ∇Ψ̃m(∂ncUm) ∪
∂ntΛ; in particular, we obtain [15, Corollary 7.14].
For x ∈ ∂Um ∩ Ω, we know that ∇Ψ̃m(x) − x is parallel to the normal of the
free boundary by Theorem 3.2.2. Combining this fact with Corollary 3.3.8
enables us to derive C1,αloc regularity of the free boundaries inside the domains.
Corollary 3.3.9. (Free boundary regularity inside the domains) The free bound-
aries ∂Vm ∩ Λ and ∂Um ∩ Ω are C1,αloc hypersurfaces away from ∂(Ω ∩ Λ) with
α := 1
p−1 and p as in Theorem 3.3.7.
Proof. We prove the result only for ∂Vm ∩ Λ since the argument for ∂Um ∩ Ω
is entirely symmetric. Let y ∈ (∂Vm ∩ Λ) \ ∂(Ω ∩ Λ); in particular, y /∈ S2 =
∇Ψ̃m(S2) (see Remark 3.3.2). Moreover, since ∇Ψ̃m(S1) ⊂ ∂Vm ∩ ∂Λ, we also
have that y /∈ ∇Ψ̃m(S1). Next, as y ∈ ∂Vm ∩ Λ, we may apply Proposition
3.2.3 (free boundary never maps to free boundary) to deduce x := ∇Ψ̃−1m (y) =
∇Ψ̃∗m(y) /∈ ∂Um ∩ Ω. Therefore, x ∈ ∂Ω \ ∂Vm and so y /∈ ∇Ψ̃m(∂ncUm).
Hence, y /∈ F and Corollary 3.3.8 implies that ∇Ψ̃∗m is locally C1,α at y. Now
thanks to Theorem 3.2.2, ∇Ψ̃∗m(y)−y is different from 0 and gives the direction
of the inward normal to Vm; hence, this normal is locally Hölder continuous
with universal exponent α > 0.
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Corollary 3.3.9 confirms Figalli’s prediction on the regularity of the free
boundaries [28, Remark 4.15]. Next, we would like to understand the set F
that shows up in Corollary 3.3.8. Our goal in the next section is to prove
that under suitable conditions on the domains Ω and Λ, the free boundaries
∂Um ∩ Ω and ∂Vm ∩ Λ are C1,αloc hypersurfaces away from the common region
Ω∩Λ and up to a “small” singular set contained at the intersection of fixed with
free boundary (inside the domains, the result follows from Corollary 3.3.9).
3.4 Analysis of the singular set
We initiate our study of the singular set with a density estimate which
will be the first step toward proving that the free boundaries are locally C1,α
hypersurfaces away from a “small” set.
Proposition 3.4.1. Let Λ ⊂ Rn and Ω ⊂ Rn be bounded, strictly convex
domains and Ψ̃m the C
1(Rn) extension of Ψm to Rn given by Theorem 3.2.1.
Then Hn−1
(
∂ntΛ ∩ {y : ∇Ψ̃∗m(y) 6= y}
)
= 0.
Proof. First, recall that
∂ntΛ = {y ∈ ∂Λ ∩ Vm ∩ Λ : 〈∇Ψ̃∗m(y)− y, y − z〉 ≤ 0,∀z ∈ Λ},
and let y ∈ ∂ntΛ ∩ {y : ∇Ψ̃∗m(y) 6= y}. Then in particular, y ∈ ∂(Vm ∩ Λ) and
since ∇Ψ̃∗m(y) 6= y, by Lemma 3.3.3 it follows that y ∈ ∂(Vm ∩ Λ) \ ∂(Ω ∩ Λ).
Therefore, there exists R > 0 such that (∂Vm ∩ Λ ∩ BR(y)) ∩ ∂(Ω ∩ Λ) = ∅.




and π := span{ν} and note that by convexity of Λ, ν is a
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normal to Λ at y. Therefore, π⊥ is a supporting hyperplane to Λ at y. Now
let H := {z : 〈ν, z − y} and Ωδ := Ω ∩ {z : dist(z,H) ≥ δ2}. Note if we let
x := ∇Ψ̃∗m(y), then for δ ≤ |x − y| it follows that x ∈ Ωδ. Next, by the fact
that ∇Ψ̃∗m : Λ ∩ Vm → Ω ∩ Um is a homeomorphism,
∇Ψ̃∗m(BR(y) ∩ Vm ∩ Λ) ⊂ Bs(R)(x) ∩ Ω,
with s(R) → 0 as R → 0. By taking R > 0 smaller (if necessary), we may
assume s(R) ≤ δ
2
. Let z ∈ Bs(R)(x) ∩ Ω so that |z − x| ≤ s(R). Then
dist(z,H) ≥ dist(x,H)− dist(x, z)




∇Ψ̃∗m(BR(y) ∩ Vm ∩ Λ) ⊂ Bs(R)(x) ∩ Ω ⊂ Ωδ,
and so∇Ψ̃∗m(BR(y)∩Vm∩Λ) is separated from BR(y)∩Vm∩Λ by the hyperplane
π⊥. By Remark 3.2.3 and taking R > 0 smaller (if necessary), we have that
the free boundary ∂Vm ∩ Λ ∩ BR(0) is a C1 graph over π. Let us relabel the
coordinate axes of Rn so that ν := en = (0, 1), and {e1, . . . , en−1} is a basis for
π⊥ = Rn−1 and without loss of generality, y = 0. Let φ : Rn−1 → R be the C1
function which locally parametrizes the free boundary:
BR(0) ∩ ∂Vm ∩ Λ = {(x̃, φ(x̃)) : x̃ ∈ π⊥ ∩BR(0), φ(x̃) < 0}.





converges to ν as z → 0 (since Ψ∗m is globally C1). Let us write this normal
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and note that MR → 0 as R → 0. Now the mean value theorem implies
|φ(z̃)| ≤ MR|z̃|. Consider the cone CR := {z = (z̃, zn) : |zn| ≤ MR|z̃|}. Since
for a point z on the free boundary, N(z) is the inner normal to the active region
Vm ∩ Λ and in our coordinates π⊥ = {xn = 0} is a supporting hyperplane to
Λ, it follows that for η ≤ R,
Λ ∩ Vm ∩Bη(0) ⊂ CR ∩ {xn < 0} ∩Bη(0).
Next, we may take R > 0 smaller (if necessary) to ensure MR is small enough









Now by [28, Proposition 4.4] (and reverse symmetry), it follows that ∂(Vm∩Λ)
is (n − 1)-rectifiable. Therefore, by a theorem of Federer [2, Theorem 3.61],
Hn−1- almost every point of the free boundary has density 1
2
. Since we showed
above that for an arbitrary point in ∂ntΛ ∩ {y : ∇Ψ̃∗m(y) 6= y} ⊂ ∂(Vm ∩ Λ),
the density is less than 1
4
(in fact, our proof shows that the density is 0), the
result follows.
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Figure 3.2: Density estimate.
Next, we apply the above result to the disjoint case from which one can
prove that the free boundary ∂Vm ∩ Λ is locally C1,α outside of a set of Hn−1
measure zero (an analogous statement holds for ∂Um ∩ Ω).
Corollary 3.4.2. If Ω ⊂ Rn and Λ ⊂ Rn are strictly convex, bounded domains
with Ω ∩ Λ = ∅, then Hn−1(∂ntΛ) = 0.
Proof. This follows directly from the fact that for every y ∈ ∂ntΛ, ∇Ψ̃∗m(y) ∈
Ω, so ∇Ψ̃∗m(y) 6= y.
As seen in Corollary 3.4.2, Proposition 3.4.1 immediately implies a
result on the Hausdorff dimension of the singular set when the domains are
separated by a hyperplane. With some effort, one can obtain this result even
in the general case; indeed, this is the content of Corollary 3.4.11. However,
we would like to strengthen this statement by proving that in fact, the free
boundaries are locally C1,α outside of an Hn−2 σ-finite set. To achieve this task,
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we need some additional regularity assumptions on the domains and initiate
the analysis by developing a method which combines geometric measure theory
and convex analysis. The next result is a general statement about projections
of convex sets onto other convex sets which will be a crucial tool in our study
of the singular set.
Proposition 3.4.3. Assume Ω ⊂ Rn is a convex, bounded domain and Λ ⊂ Rn






(∂PΛ(Ω) is discussed under Definition 3.2.1).
Proof. If ∂(PΛ(Ω) ∩ ∂Λ) = ∅, then there is nothing to prove (this is the case,
for example, if Ω ⊂ Λ). Let y ∈ ∂(PΛ(Ω) ∩ ∂Λ). Since y ∈ ∂Λ, convexity of Λ
implies the existence of ry > 0 so that Bry(y)∩ ∂Λ may be represented by the
graph of a concave function φy:
Λ ∩Bry = {z ∈ Bry(y) : zn < φy(z1, . . . , zn−1)}.
Without loss of generality, we may assume φy : B
n−1
ry (ỹ) → R with y =
(ỹ, φ(ỹ)), and NΛ(y) = (0, 1) so that B
n−1
ry (ỹ) ⊂ TyΛ − (ỹ, φy(ỹ)) ⊂ R
n−1




for all z̃ ∈ Bn−1δy
2
(ỹ) we have






Fix z̃ ∈ Bn−1δy
2
(ỹ) and set z := (z̃, φy(z̃)) ∈ ∂Λ; there exists rz > 0 such that φz :
Bn−1rz (z̄) → R is a local parameterization of ∂Λ at z where B
n−1
rz (z̄) ⊂ TzΛ −
(z̄, φz(z̄)) (in this parametrization, z = (z̄, φz(z̄))). Let Φy : B
n−1
ry (ỹ)→ ∂Λ be
the map Φy(z̃) = (z̃, φy(z̃)) (Φz is similarly defined). Since (Φ
−1
y ◦ Φz)(z̄) = z̃,




η (z̄))) ⊂ Bn−1sy (z̃);
then by continuity of Φ−1z ◦ Φy, there exists µ = µ(η) > 0 so that
Bn−1µ (z̃) ⊂ Φ−1y (Φz(Bn−1η (z̄))).
Thus, by (3.24) we obtain
Bn−1µ (z̃) ⊂ Φ−1y (Φz(Bn−1η (z̄))) ⊂ Bn−13δy
4
(ỹ). (3.25)
Claim: Let y ∈ ∂PΛ(Ω) and φ : Bn−1s (ỹ)→ R be any concave parametriza-
tion of ∂Λ at y = (ỹ, φ(ỹ)) such that NΛ(y) = (0, 1). Then, there exists an
(n− 2)-dimensional hyperplane π(ỹ) and a cone Cα(π(ỹ)) ⊂ Rn−1 (see Defini-










where Φ : Bn−1s (ỹ)→ ∂Λ is the map Φ(z̃) := (z̃, φ(z̃)).
Proof of Claim: Let t0 = t0(Ω,Λ) := diam(Ω) + diam(Λ) + dist(Ω,Λ)
and C0 be the Lipschitz constant of Φ. Moreover, set x := ∇Ψ̃∗(y) ∈ ∂Ω and
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ν := NΩ(x). We will show that by taking π
⊥ := ν, the desired result follows
with an explicit α depending only on the initial data. Indeed, let z̃ ∈ Cα(π(ỹ))
so that z̃ = ỹ+ γν +
∑n−2
i=1 βiνi, where {ν1, . . . , νn−2, ν} forms an orthonormal
basis for Rn−1 (note that z̃ ∈ Cα(π(ỹ)) means γ ≥ α|β|). By convexity of Ω,
〈ν, p− x〉 ≤ 0
for all p ∈ Ω, so if we show that
〈ν, (Φ(z̃) + tNΛ(Φ(z̃)))− x〉 > 0 (3.26)
for all 0 ≤ t ≤ t0, then we are done. First, write x = y + sNΛ(y) with s ≥ 0
and note that since 〈ν,NΛ(y)〉 = 0 and ν is on a translation of the tangent
space of Λ at y,
〈ν, (Φ(z̃)+tNΛ(Φ(z̃)))− x〉
= 〈ν, (Φ(z̃) + tNΛ(Φ(z̃)))− y − sNΛ(y)〉
= 〈ν, (Φ(z̃) + tNΛ(Φ(z̃)))− y〉
=
〈
ν, (z̃, φ(z̃)) +
t√
1 + |∇φ(z̃)|2








= γ − t√
1 + |∇φ(z̃)|2
〈ν,∇φ(z̃)〉 (3.27)
Note that since γ > 0, if 〈ν,∇φ(z̃)〉 < 0 we are done. So assume without loss
of generality that 〈ν,∇φ(z̃)〉 ≥ 0. As 0 ≤ t ≤ t0, by (3.27), we have
γ − t√
1 + |∇φ(z̃)|2
〈ν,∇φ(z̃)〉 ≥ γ − t0〈ν,∇φ(z̃)〉.
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Now combining ∇φ(ỹ) = 0 with monotonicity,
0 ≥ 〈∇φ(z̃)−∇φ(ỹ), z̃ − ỹ〉











Next, by utilizing the C1,1 regularity of Λ, it follows that







Hence, upon combining (3.28) with (3.29) and using that γ ≥ α|β|, we discover



















Thus, we may pick α large enough (depending only on the data Ω and Λ










thereby ensuring the validity of (3.26); this completes the proof.
End of Claim.
Let z ∈ B δy
2







⊂ ∂Λ \ PΛ(Ω)
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Now Φ−1y (Φz(z̄)) = z̃, and since Λ is uniformly Lipschitz, Φ
−1
y ◦Φz has a uniform
Lipschitz constant; hence, there exists a cone Cα̃(π̃(z̃)), where α̃ depends only
on the Lipschitz constant of Λ and π̃(z̃) is an (n− 2)-dimensional hyperplane,
for which














By (3.25), we obtain
(z̃ + Cα̃(π̃(z̃))) ∩Bn−1µ (z̃) ⊂ (z̃ + Cα̃(π̃(z̃))) ∩ Φ−1y (Φz(Bn−1η (z̄))),
which combines with (3.30), and (3.31) to yield,



















(y) ∩ ∂(PΛ(Ω) ∩ ∂Λ)
)
= ∅.




(y) ∩ ∂(PΛ(Ω) ∩ ∂Λ)
)










By compactness, there exists T ∈ N and yi ∈ ∂(PΛ(Ω) ∩ ∂Λ) so that





(yi) ∩ ∂(PΛ(Ω) ∩ ∂Λ).
Thus, an application of (3.32) yields Hn−2(∂(PΛ(Ω) ∩ ∂Λ)) <∞.
Note that Proposition 3.4.3 is a purely geometric result. We will now
connect this geometry with the optimal partial transport problem.
Corollary 3.4.4. Assume Ω ⊂ Rn is a strictly convex, bounded domain and
Λ ⊂ Rn is a strictly convex, bounded domain with C1,1 boundary. Let Ψ̃m be
the C1(Rn) extension of Ψm to Rn given by Theorem 3.2.1. Then
∇Ψ̃m(A2) ⊂ ∂(PΛ(Ω) ∩ ∂Λ), (3.33)
with A2 as in Definition 3.3.1; in particular,
Hn−2(∇Ψ̃m(A2)) <∞.
Proof. Let y = ∇Ψ̃m(x) ∈ ∇Ψ̃m(A2) and Lt := ∇Ψ̃m(x) + x−∇Ψ̃m(x)|x−∇Ψ̃m(x)|t. Since
A2 ⊂ S1, the half-line {Lt}t≥0 is tangent to the active region. Now since
x ∈ ∂Ω \ ∂Um, it follows that Lt is tangent to Ω at x; hence, it is on a
tangent space to Ω at x. Next, let z = PΛ(x) ∈ ∂Λ (recall that PΛ is the
orthogonal projection operator). Then by the properties of the projection
operator (and the convexity of Λ), we know that x − z is parallel to NΛ(z).
Since x ∈ S1, it follows that ∇Ψ̃m(x) ∈ ∂ntΛ; in particular, x − ∇Ψ̃m(x) is
parallel to NΛ(∇Ψ̃m(x)). Thus, by uniqueness of the projection, it readily
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follows that z = ∇Ψ̃m(x) = y. Now combining {Lt}t≥0 ⊂ TxΩ and y = PΛ(x)
yields y ∈ ∂(PΛ(Ω) ∩ ∂Ω). Therefore,
∇Ψ̃m(A2) ⊂ ∂(PΛ(Ω) ∩ ∂Λ),
and the result follows from Proposition 3.4.3.
We will now turn our attention to the set A1. Indeed, recall that
S1 = A1 ∪ A2, and as evidenced in Corollary 3.4.4, the set A2 has a rich
geometric structure. Analogously, the next proposition provides insight into
the geometry of A1 (via Corollary 3.4.6).
Proposition 3.4.5. (Nontransverse intersection points never map to non-
transverse intersection points) Suppose that Ω ⊂ Rn and Λ ⊂ Rn are bounded,
strictly convex domains, and let Ψ̃m be the C
1(Rn) extension of Ψm to Rn given
by Theorem 3.2.1. Then
∇Ψ̃m(∂ntΩ) ∩ ∂ntΛ = ∅,
where ∂ntΛ (and by duality ∂ntΩ) is defined in (3.4).
Proof. Let
∇Ψ̃m(x) =: y ∈ ∇Ψ̃m(∂ntΩ) ∩ ∂ntΛ
and suppose Ω ∩ Λ 6= ∅. If x = y, then by strict convexity,
〈NΛ(x), z − x〉 < 0
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for all z ∈ Λ. However, we also have NΩ(x) = −NΛ(x) (since x = y ∈
∇Ψ̃m(∂ntΩ) ∩ ∂ntΛ) so that
〈NΩ(x), z − x〉 > 0
for all z ∈ Ω. Now, pick z ∈ Ω ∩ Λ; then from the convexity of Ω we have
〈NΩ(x), z − x〉 ≤ 0,
a contradiction. Therefore, we may assume without loss of generality that
x 6= y. By definition of ∂ntΩ and ∂ntΛ, y − x is parallel to a normal of Ω at
x and x− y is parallel to a normal to Λ at y. Using the strict convexity of Λ
and convexity of Ω, this means that for z ∈ Λ ∩ Ω,
〈x− y, z − y〉 < 0,
and
〈y − x, z − x〉 ≤ 0.
Thus,
0 < |x− y|2 = 〈x− y, x− y〉 = 〈x− y, x− z〉+ 〈x− y, z − y〉 < 0,
a contradiction. Therefore, we have reduced the problem to the case when
Ω ∩ Λ = ∅. Suppose x0 ∈ ∇Ψ̃m(∂ntΩ) ∩ ∂ntΛ and let x1 ∈ ∂Um ∩ Ω. By strict





|∇Ψ̃m(x0)− x0|+ d ≤ |∇Ψ̃m(x1)− x1|. (3.34)
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By continuity of ∇Ψ̃m, for ε > 0, there exists δ = δ(ε) > 0 such that
∇Ψ̃m(Bδ(x1) ∩ Um) ⊂ Bε(∇Ψ̃m(x1)) ∩ Vm.
Now let Aδ := Bδ(x1) ∩ Um, and for η > 0, set Aη := Bη(x0) ∩ U cm ∩ Ω. Pick
d
2
> ε > 0 small enough so that Aη ∩ Aδ = ∅ (see Figure 3.3). Then, by
possibly reducing ε > 0 (thereby also reducing δ), we may pick η = η(ε) > 0






Figure 3.3: Constructing a cheaper transference plan.








Tε : Aη → Bµ(∇Ψ̃m(x0)) ∩ V cm ∩ Λ
be the optimal transport map between fχAη and gχDµ , where




Tε(x), x ∈ Aη
x, x ∈ Aδ
∇Ψ̃m(x), x ∈ Um \Bδ(x1),
f̃(x) :=

f(x), x ∈ Aη
fm(x), x ∈ Um \Bδ(x1)
0, otherwise.
Set γ̃ := (Id× T̃ )#f̃ ; it is easy to check that γ̃ is admissible. Now let z ∈ Aη
and w ∈ Aδ and select ε small enough so that




Then, by (3.34) and the triangle inequality we obtain
|z − Tε(z)| ≤ |z − x0|+ |x0 −∇Ψ̃m(x0)|+ |∇Ψ̃m(x0)− Tε(z)|
≤ η(ε) + µ(ε) + |x1 −∇Ψ̃m(x1)| − d
≤ η(ε) + µ(ε) + |x1 − w|+ |w −∇Ψ̃m(w)|
+ |∇Ψ̃m(w)−∇Ψ̃m(x1)| − d
≤ η(ε) + µ(ε) + δ(ε) + ε− d+ |w −∇Ψ̃m(w)|





This shows that the cost of T̃ inside Aη is strictly less than the one of ∇Ψ̃m
inside Aδ, and since these maps coincide elsewhere, this contradicts the mini-
mality of ∇Ψ̃m.
Proposition 3.4.5 enables us to apply a weak form of the implicit func-
tion theorem to prove that A1 is H
n−2 σ-finite; moreover, this information
combines with the geometry established in Corollary 3.4.4 to estimate the size
of ∇Ψ̃m(A1). This is the content of the following two corollaries.
Corollary 3.4.6. Assume that Ω ⊂ Rn and Λ ⊂ Rn are bounded, strictly
convex domains. Then the relatively closed set A1 (see Remark 3.3.3) is H
n−2
σ-finite. Moreover, if Ω has a C1 boundary, then there exists {xk}∞k=1 ⊂ A1





with Hn−2(A1∩BRk(xk)) <∞. If in addition Ω∩Λ = ∅, then Hn−2(A1) <∞.
Proof. Let DΩ denote the set of differentiability points of ∂Ω and set
A11 := A1 ∩ ∂ntΩ, A21 := (A1 \ ∂ntΩ) ∩DΩ.
If x ∈ A11, then ∇Ψ̃m(x) ∈ ∂ntΛ. Therefore, ∇Ψ̃m(A11) ⊂ ∇Ψ̃m(∂ntΩ) ∩ ∂ntΛ,
so by Proposition 3.4.5, A11 = ∅. Next, since Ω ⊂ Rn is convex, it is well-known
that the set of non-differentiability points has co-dimension 2 [3]; thus,
Hn−2((A1 \ ∂ntΩ) \DΩ) ≤ Hn−2(∂Ω \DΩ) <∞.
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Now let x ∈ A21 so that by Remark 3.3.1, x ∈ (∂Um ∩ ∂Ω) \ ∂ntΩ. Therefore,
at x, the free boundary ∂Um touches the fixed boundary transversally so that
NUm(x) 6= NΩ(x) and since x is a differentiability point of Ω, we may apply
the weak implicit function theorem (see e.g. [63, Corollary 10.52]) to obtain
R(x) > 0 such that ∂Um∩∂Ω∩BR(x)(x) is contained in an (n−2)-dimensional
Lipschitz graph. In particular,














Let E0 = (A1 \ ∂ntΩ) \DΩ and Ek = A21 ∩BRk(xk). Then we have
A1 = ∪∞k=0Ek, (3.38)
with
Hn−2(Ek) <∞,




1 so that (3.36) follows from (3.37). Furthermore, if Ω ∩ Λ = ∅, then
S2 = ∅ and Xs = S1 is compact by Lemma 3.3.4; this implies that A1 = A21 is
compact; thus, using (3.37), we may extract a finite subcover to conclude the
proof.
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Corollary 3.4.7. Assume Ω ⊂ Rn and Λ ⊂ Rn are bounded, strictly convex
domains, and let Ψ̃m be the C
1(Rn) extension of Ψm to Rn given by Theorem
3.2.1. Then the relatively closed set ∇Ψ̃m(A1) (see Remark 3.3.3) is Hn−2
σ-finite. Moreover, if Ω has a C1 boundary, then there exist open sets Fk ⊂





with Hn−2(∇Ψ̃m(A1) ∩ Fk) <∞. If in addition Ω ∩ Λ = ∅, then
Hn−2(∇Ψ̃m(A1)) <∞.
Proof. If y ∈ ∇Ψ̃m(A1), then y = ∇Ψ̃m(x) with x ∈ A1 ⊂ S1; in particular,
y ∈ ∂ntΛ so that x − ∇Ψ̃m(x) is parallel to a normal of Λ at ∇Ψ̃m(x) ∈ ∂Λ.
Hence, ∇Ψ̃m(x) = PΛ(x), so that
∇Ψ̃m(A1) = PΛ(A1). (3.40)






and since PΛ is Lipschitz, H
n−2(PΛ(Ek)) ≤ Hn−2(Ek) < ∞, and this proves
that ∇Ψ̃m(A1) is Hn−2 σ-finite. If Ω has a C1 boundary, then we may use
(3.36) to define Fk := ∇Ψ̃m(BRk(xk) ∩ ∂(Ω ∩ Um)); note that since ∇Ψ̃m is
a homeomorphism between the active regions, each Fk is open in ∂(Λ ∩ Vm).
Moreover, thanks to (3.40),
Hn−2(∇Ψ̃m(A1) ∩ Fk) = Hn−2(PΛ(A1) ∩ Fk) ≤ Hn−2(A1 ∩BRk(xk)) <∞,
122
and we obtain (3.39). If in addition Ω ∩ Λ = ∅, then Corollary 3.4.6 implies
Hn−2(PΛ(A1)) ≤ Hn−2(A1) <∞.
Since S1 = A1 ∪ A2, we are now in a position to prove that the set
∇Ψ̃m(S1) is Hn−2 σ-finite.
Proposition 3.4.8. Assume Ω ⊂ Rn is a strictly convex, bounded domain
and Λ ⊂ Rn is a strictly convex, bounded domain with C1,1 boundary. Let
Ψ̃m be the C
1(Rn) extension of Ψm to Rn given by Theorem 3.2.1. Then the
relatively closed set ∇Ψ̃m(S1) (see Corollary 3.3.5) is Hn−2 σ-finite. If Ω has





with Hn−2(∇Ψ̃m(S1) ∩ F̃k) <∞. If in addition Ω ∩ Λ = ∅, then
Hn−2(∇Ψ̃m(S1)) <∞.
Proof. Recall ∇Ψ̃m(A2) ⊂ ∂(PΛ(Ω) ∩ ∂Λ) (see (3.33)), and let R > 0; using
compactness, there exists M = M(R) > 0 and {yk}Mk=1 ⊂ ∂(PΛ(Ω) ∩ ∂Λ) for
which











Moreover, ∇Ψ̃m(A2)∩ F̃k ⊂ ∂(PΛ(Ω)∩∂Λ)∩ F̃k, so that, by Proposition 3.4.3,
we have Hn−2(∇Ψ̃m(A2) ∩ F̃k) < ∞. Recalling S1 = A1 ∪ A2 and setting
F̃k := Fk−M for k = M + 1,M + 2, . . ., the result now follows from Corollary
3.4.7.
Before proving the main result of this section (i.e. Theorem 3.4.10),
we need one more statement about the size of the set consisting of points at
the intersection of the target free boundary with fixed boundary that are the
image of corresponding points at the intersection of the source free boundary
with fixed boundary under the partial transport map.
Proposition 3.4.9. Assume Ω ⊂ Rn and Λ ⊂ Rn are bounded, strictly convex
domains, and let
G := ∇Ψ̃m(∂Um ∩ ∂Ω) ∩ ∂Vm ∩ ∂Λ,
where Ψ̃m is the C
1(Rn) extension of Ψm to Rn given by Theorem 3.2.1. Then
G admits a decomposition G = G1∪G2, where G1 is relatively closed in ∂Λ\∂Ω
and G2 is compact with H





with Hn−2(G1 ∩ BRi(yi)) < ∞. If in addition, Ω ∩ Λ = ∅, then we also have
that G1 is compact with H
n−2(G1) <∞.
Proof. Consider the decomposition
G = G1 ∪G2,
124
with
G1 := (∇Ψ̃m(∂Um ∩ ∂Ω) \ ∂ntΛ) ∩ (∂Vm ∩ ∂Λ),
and
G2 := ∇Ψ̃m(∂Um ∩ ∂Ω) ∩ ∂ntΛ.
Note that G2 is compact; furthermore, split G2 = G
1
2 ∪G22, with
G12 := ∇Ψ̃m(∂ntΩ) ∩ ∂ntΛ,
G22 := ∇Ψ̃m(∂Um ∩ ∂Ω \ ∂ntΩ) ∩ ∂ntΛ.
Using Proposition 3.4.5, G12 = ∅. Next, observe that K := ∂Um ∩ ∂Ω ∩
(∇Ψ̃m)−1(∂ntΛ) is compact and by Proposition 3.4.5,
K = ∂Um ∩ ∂Ω ∩ (∇Ψ̃m)−1(∂ntΛ) \ ∂ntΩ.
Applying the weak implicit function theorem, we have that for all x ∈ (∂Um ∩
∂Ω) \ ∂ntΩ, there exists R(x) > 0 such that
Hn−2(BR(x)(x) ∩ ∂Um ∩ ∂Ω) <∞.





Furthermore, recall that for x ∈ (∇Ψ̃m)−1(∂ntΛ), ∇Ψ̃m(x) = PΛ(x) (see e.g.






Hn−2(Br(xi)(xi) ∩K) <∞. (3.43)
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Now we show that G1 is H
n−1 σ-finite. Indeed, by applying the weak implicit
function theorem once more, it follows that for all y ∈ G1 ⊂ (∂Vm∩∂Ω)\∂ntΛ,
there exists R(y) > 0 such that
Hn−2(G1 ∩BR(y)(y)) <∞;





with Hn−2(G1 ∩ BR(yi)(yi)) < ∞; this combined with (3.43) proves (3.42).
Next, assume further that Ω ∩ Λ = ∅. We claim that G1 is compact. Indeed,
let yn ∈ G1 with yn → y ∈ ∂Vm ∩ ∂Λ. Set xn := ∇Ψ̃∗m(yn) and note that
by continuity, xn → x = ∇Ψ̃∗m(y). Since ∂Um ∩ ∂Ω is closed, it follows that
x ∈ ∂Um ∩ ∂Ω, so in particular x 6= y (since Ω∩Λ = ∅). But we already know
that y ∈ ∇Ψ̃m(∂Um ∩ ∂Ω)∩ (∂Vm ∩ ∂Λ); thus, it remains to show y 6∈ ∂ntΛ. If
y ∈ ∂ntΛ, strict convexity of Λ implies that for all z ∈ Λ,
〈x− y, z − y〉 < 0.
Since yn 6∈ ∂ntΛ, for each n ∈ N, there exists zn ∈ Λ for which
〈xn − yn, zn − yn〉 ≥ 0.
Now since Λ is compact, up to a subsequence, zn → z ∈ Λ. Taking limits, it
follows that
〈x− y, z − y〉 ≥ 0,
126
a contradiction; hence, y 6∈ ∂ntΛ, and so G1 is compact (a similar argument
shows that G1 is relatively closed in ∂Λ\∂Ω); thus, we may replace the infinite
union in (3.42) with a finite one to deduce Hn−2(G1) <∞.
Now we have all the ingredients to prove that the free boundaries are
local C1,α hypersurfaces up to an explicit Hn−2 σ-finite set, which is relatively
closed in (∂Ω ∪ ∂Λ) \ ∂(Ω ∩ Λ).
Theorem 3.4.10. Assume Ω ⊂ Rn and Λ ⊂ Rn are bounded, strictly convex
domains with C1,1 boundaries, and let Ψ̃m be the C
1(Rn) extension of Ψm to
Rn given by Theorem 3.2.1. Then away from ∂(Ω ∩ Λ), the free boundary
∂Vm ∩ Λ is a C1,αloc hypersurface up to the Hn−2 σ-finite set:
S :=
(
(∇Ψ̃m(∂ncUm) ∪∇Ψ̃m(S1)) ∩ ∂Vm ∩ ∂Λ
)
\ ∂Ω.
Moreover, S is relatively closed in ∂Λ \ ∂Ω and there exist open sets Si ⊂





with Hn−2(S ∩ Si) < ∞. If Ω ∩ Λ = ∅, then the free boundary ∂Vm ∩ Λ is a
C1,αloc hypersurface away from the compact, H
n−2 finite set:
Sd := (∇Ψ̃m(∂ncUm) ∪∇Ψ̃m(S1)) ∩ ∂Vm ∩ ∂Λ.
By duality and symmetry, an analogous statement holds for ∂Um ∩ Ω.
Proof. Let
F := ∇Ψ̃m(∂ncUm) ∪∇Ψ̃m(S1 ∪ S2)
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as in Corollary 3.3.8 so that ∂Vm ∩ Λ is C1,αloc away from F ; now recall that
∇Ψ̃m(S2) = S2 ⊂ ∂(Ω∩Λ) (Remark 3.3.2). Hence, the singular set for ∂Vm ∩ Λ
away from ∂(Ω ∩ Λ) is S. Now let
Str :=
(
(∇Ψ̃m(∂ncUm) \ ∇Ψ̃m(S1)) ∩ ∂Vm ∩ ∂Λ
)
\ ∂(Ω ∩ Λ),
and note
S = Str ∪ (∇Ψ̃m(S1) \ ∂(Ω ∩ Λ)),
(indeed, recall that the free boundary never enters the common region: Remark
3.2.4). For y ∈ Str, set x := ∇Ψ̃∗m(y); since Ω is convex and x ∈ ∂ncUm, it
follows that x /∈ ∂Ω \ ∂Um. Moreover, since free boundary never maps to free
boundary (by Proposition 3.2.3), we also have x /∈ ∂Um ∩ Ω, which implies
x ∈ ∂Um ∩ ∂Ω. In particular,
Str ⊂ G,
where G is the set from Proposition 3.4.9. Therefore,
S ⊂ (G ∪∇Ψ̃m(S1)) \ ∂(Ω ∩ Λ), (3.45)
and so combining Proposition 3.4.8 with Proposition 3.4.9 yields (3.44). Next,
since ∂ncUm is a closed set, Corollary 3.3.5 implies that S is relatively closed
in ∂Λ \ ∂Ω. To prove the last part of the theorem, assume Ω ∩ Λ = ∅. Then,
S = Sd is closed, hence, compact; thus, extracting a finite subcover from (3.44)
concludes the proof of the theorem.
Remark 3.4.1. In the non-disjoint case, the Hn−2 σ-finite singular set S from
Theorem 3.4.10 is not established to be compact. However, note that since it
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is relatively closed in ∂Λ \ ∂Λ, it follows that it is not dense in ∂Λ \ ∂Ω, and
this excludes a potential pathological scenario. Indeed, for z ∈ ∂Λ and R > 0
such that BR(z)∩ ∂Ω = ∅, it follows that S ∩BR(z) is compact; thus, we may






Note that to prove Theorem 3.4.10, we needed a C1,1 regularity assump-
tion on the domains Ω and Λ. This regularity was used to prove Proposition
3.4.3. However, thanks to the density estimate in Proposition 3.4.1, we can
prove that the singular set is Hn−1 negligible with only a convexity assumption
on the domains.
Corollary 3.4.11. Assume Ω ⊂ Rn and Λ ⊂ Rn are bounded, strictly convex
domains. Then, the free boundary ∂Vm ∩ Λ is a C1,αloc hypersurface away from
the relatively closed set S defined in Theorem 3.4.10. Moreover, Hn−1(S) = 0.
Proof. Let
G̃ := (G ∪∇Ψ̃m(S1)) \ ∂(Ω ∩ Λ),
where G is the set in Proposition 3.4.9. By repeating the proof leading to (3.45)
in Theorem 3.4.10, we obtain S ⊂ G̃ (note that no regularity assumption other
than strict convexity was used to get to (3.45)). Now if x ∈ ∇Ψ̃m(S1)\∂(Ω∩Λ),
then x ∈ ∂ntΛ ∩
{
y : ∇Ψ̃∗m(y) 6= y
}
. Thus, by applying Proposition 3.4.1, it
follows that
Hn−1(∇Ψ̃m(S1) \ ∂(Ω ∩ Λ)) = 0.
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Next, by Proposition 3.4.9, we know that G is Hn−2 σ-finite; in particular,
Hn−1(G) = 0, and this concludes the proof.
Corollary 3.4.11 immediately implies the main result established by
Caffarelli and McCann on the regularity of the free boundaries in the optimal
partial transport problem.
Corollary 3.4.12. ([15, Corollary 7.14]) Assume Ω ⊂ Rn and Λ ⊂ Rn are
bounded, strictly convex domains separated by a hyperplane, and let Ψ̃m be
the C1(Rn) extension of Ψm to Rn given by Theorem 3.2.1. Then, the free
boundary ∂Vm ∩ Λ is a C1,αloc hypersurface away from the closed set
∇Ψ̃m(∂ncUm) ∪ ∂ntΛ.
Proof. Simply note that by the positive separation, S = Sd (S and Sd are
defined in the statement of Theorem 3.4.10), and
Sd ⊂ ∇Ψ̃m(∂ncUm) ∪ ∂ntΛ,
so the result follows from Corollary 3.4.11.
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Chapter 4
Free boundary regularity in the optimal
partial transport problem: general cost
4.1 Introduction
4.1.1 Overview
The previous chapter addresses the regularity theory for the free bound-
ary in the partial transport problem with quadratic cost. Our aim in this
chapter is to develop a corresponding regularity theory for a class of cost func-
tions satisfying the Ma-Trudinger-Wang (A3) condition introduced in [46] and
used in the development of a general regularity theory for the potential arising
in the classical optimal transportation problem. Indeed, in this more general
setting, one needs new tools to deal with the lack of affine invariance of the
corresponding generalized Monge-Ampère equation.
4.1.2 Main result
The highlight of this chapter is the following theorem which is based on
joint work with Shibing Chen [18] and solves a problem mentioned by Caffarelli
and McCann [15, Introduction] (see §4.2 for definitions, etc.):
Theorem 4.1.1. Let f = fχΩ ∈ Lp(Rn) be a nonnegative function with
p ∈ (n+1
2
,∞], and g = gχΛ a positive function bounded away from zero.
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Moreover, assume that Ω and Λ are bounded, Λ is relatively c-convex with
respect to a neighborhood of Ω ∪ Λ, and Ω ∩ Λ = ∅. Let c ∈ F0 and m ∈(
0,min{||f ||L1 , ||g||L1}
]
. Then ∂Um∩Ω is locally a C1,α graph, where ∂Um∩Ω
is the free boundary arising in the optimal partial transport problem and α =
2p−n−1
2p(2n−1)−n+1 . Moreover, if p =∞, then α =
1
2n−1 is the sharp Hölder exponent.
Here is the strategy of the proof: first, we utilize a result of Figalli [28]
to prove that the active region is generated by level sets of the cost function.
Thus, the free boundary is locally a suprema of these level sets (at least at the
heuristic level). Then, thanks to the assumptions on c, we prove that at a local
level, the free boundary enjoys a uniform interior cone condition; this implies
that it is locally a Lipschitz graph in some system of coordinates. To obtain
the C1,αloc result, we connect the free normal with the solution of a generalized
Monge-Ampère equation for (A3) cost functions, and employ regularity results
established by Loeper [44] and refined by Liu [43].
In fact, thanks to the method developed by Figalli [28], one can localize
the problem and eliminate the disjointness assumption Ω∩Λ = ∅, see Corollary
4.3.5. It is also worth noting that the regularity assumptions placed on the
cost function c in Definition 4.2.4 are minimal in order to apply the existing
theory of Ma-Trudinger-Wang, Loeper, Liu, and Figalli; in other words, the
only assumptions we have in place in the definition of our family of admissible
cost functions F0 are the ones we need in order to apply the results in the
present literature.
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The rest of the chapter is organized as follows: in §4.2, we define our
notation and state some useful facts. Then in §4.3, we proceed with the regu-
larity theory of the free boundary, giving sufficient conditions under which the
free boundary is locally: rectifiable (Proposition 4.3.1), Lipschitz (Proposition
4.3.2), semiconvex (Corollary 4.3.3), and C1,α (Theorem 4.3.4).
4.2 Preliminaries
Definition 4.2.1. (recall Definition 3.2.3) Given an (m − 1)-plane π in Rm,
we denote a general cone with respect to π by
Cα(π) := {z ∈ Rm : α|Pπ(z)| < Pπ⊥(z)},
where π⊕π⊥ = Rm, α > 0, and Pπ(z) & Pπ⊥(z) are the orthogonal projections
of z ∈ Rm onto π and π⊥, respectively.
Definition 4.2.2. A domain D is said to satisfy the uniform interior cone
condition if there exists α > 0 and δ > 0 such that for all x ∈ ∂D there exists
νx ∈ Sn−1 so that
(y + Cα(ν
⊥
x )) ∩Bδ(x) ⊂ D ∩Bδ(x),
for all y ∈ D ∩Bδ(x). We define the profile of such domains to be the ordered
pair (δ, α).
Definition 4.2.3. A domain D ⊂ Rn is said to satisfy a uniform interior ball
condition if there exists r > 0 such that for all x ∈ ∂D, there exists νx ∈ Sn−1
for which Br(x+ rνx) ⊂ D.
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Definition 4.2.4. We denote by F, the collection of cost functions c : Rn ×
Rn → R that satisfy the following three conditions:
1. c ∈ C2(Rn × Rn);
2. c(x, y) ≥ 0 and c(x, y) = 0 only for x = y;
3. (A1) For x, p ∈ Rn, there exists a unique y = y(x, p) ∈ Rn such that
∇xc(x, y) = p; similarly, for any y, q ∈ Rn, there exists a unique x = x(y, q) ∈
Rn such that ∇yc(x, y) = q.
Furthermore, we denote by F0, the set of C
4(Rn×Rn) cost functions in F that
satisfy:
4. (A2) det(∇(x,y)c) 6= 0 for all x, y ∈ Rn;
5. (A3) For x, p ∈ Rn,
Aij,kl(x, p)ξiξjηkηl ≥ c0|ξ|2|η|2 ∀ ξ, η ∈ Rn, 〈ξ, η〉 = 0, c0 > 0,
where Aij,kl := c
r,kcs,l(cm,ncij,mcn,rs − cij,rs), and (ci,j) is the inverse matrix of
(ci,j).
Remark 4.2.1. Some authors use the notation (A3)s in place of (A3) in condi-
tion 5 of Definition 4.2.4.
Definition 4.2.5. A set U ⊂ Rn is c-convex with respect to another set
V ⊂ Rn if the image cy(U, y) is convex for each y ∈ V .
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Lemma 4.2.1. Let c ∈ C1(Rn × Rn), and suppose it satisfies Conditions 2




c(x, y) > 0. (4.1)
Then for any b ≥ b0 and y ∈ Rn, the domain Eby := {x : c(x, y) < b} satisfies a
uniform interior cone condition with profile depending only on b0, and ||c||C1.
Proof. First, note that since c satisfies Conditions 2 and 3,
c1 := inf
x∈Ω,y∈Λ
|∇xc(x, y)| > 0; (4.2)
indeed, suppose on the contrary that there exists (x̄, ȳ) ∈ Ω × Λ for which
∇xc(x̄, ȳ) = 0. Let φ(x) := c(x, x̄); using Condition 2, φ(x) ≥ 0 and φ(x) = 0
only for x = x̄. Therefore, ∇xc(x̄, x̄) = 0, but by uniqueness, we must have
x̄ = ȳ (using Condition 3), contradicting the disjointness assumption (hence,
c1 > 0 depends on b0 > 0). Now fix y ∈ Λ, and consider φ(x) := cx(x, y).
Then for a fixed point x0 ∈ {x : φ(x) = b}, we choose a coordinate system
such that xn is the direction of the normal to the level set pointing into the
sublevel set {x : φ(x) ≤ b} and x0 is the origin. Let 0 < θ < π2 and note that
if x has angle θ with en, then
φ(x) = φ(0) +∇φ(x) · x+ o(x) ≤ φ(0)− c1|x|cos(θ) + o(x).
Now since c ∈ C1(Rn × Rn), by the uniform continuity of cx we have o(x) ≤
1
2
c1|x|cos(θ), for x ∈ Bδ(0) and δ > 0 (depending on c1 and θ). Thus, φ(x) < b
when x has angle at most θ from en and is in the δ-ball around the origin.
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Remark 4.2.2. By the positivity of c1 in (4.2), it follows that we may take
νx := − cx(x,y)|cx(x,y)| as the direction of the cone at each point x ∈ ∂E
b
y ∩ Ω and
y ∈ Λ.
Remark 4.2.3. Note that since c ∈ C1, by taking δ > 0 sufficiently small, we
may take θ arbitrarily close to π
2
in the proof of Lemma 4.2.1. In other words,
given any α > 0, there exists δ(α) > 0 such that (δ(α), α) can be taken as a
profile for the level sets of c under the assumptions of Lemma 4.2.1.




c(x, y) > 0. (4.3)
Then for any b ≥ b0 and y ∈ Rn, the domain Eby := {x : c(x, y) < b} satisfies





and note that since c ∈ F we have c1 > 0 (as in the proof Lemma 4.2.1). Now
for a fixed y0 ∈ Λ, denote φ(x) := c(x, y0). Then for a fixed point x0 ∈ {x :
φ(x) = b}, we choose a coordinate system such that xn is the direction of the
normal to the level set pointing into the sublevel set {x : φ(x) ≤ b} and x0
is the origin. Now let r := c1
c2
, where c2 = ||c||C2 , and consider the ball Br
centered at (0, . . . , r) with radius r. In particular ∂Br touches the origin. Now
we will show that Br ⊂ {x : φ(x) < b}: indeed, it is simple to see (by forming
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, where θ is the angle between x and
en. Therefore,
φ(x) ≤ φ(0) +∇φ(0) · x+ c2
2
|x|2













Remark 4.2.4. By interchanging the roles of x and y in Lemma 4.2.2, a similar
statement holds for Ebx := {y : c(x, y) < b}.
4.3 Regularity theory
In this section, we will prove various regularity results on the free
boundary under minimal assumptions on the cost function.
Proposition 4.3.1. (Rectifiability) Let f = fχΩ, g = gχΛ be nonnegative
integrable functions and m ∈
(
0,min{||f ||L1 , ||g||L1}
]
. Assume that Ω and Λ




|∇−x c(x, y)| > 0, (4.5)
where ∇−x c(x, y) is the subdifferential of c in the variable x. Then the free
boundary arising in the optimal partial transport problem ∂Um ∩Ω is (n− 1)-
rectifiable.
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Proof. First, note that our assumptions imply Conditions 1 − 2” in [28, Re-
mark 2.11]. In particular, 2” is implied by our semiconvexity assumption, see
e.g. [26, Proposition 2.3] (here the author proves that the optimal map is ap-
proximatively differentiable a.e. but since our domains are bounded, the map
is truly differentiable a.e.). Thus, utilizing [28, Remark 3.2] we obtain
Um ∩ Ω :=
⋃
(x̄,ȳ)∈γm
{x ∈ Ω : c(x, ȳ) < c(x̄, ȳ)}.
Next, thanks to the semiconvexity of c combined with (4.5), we may apply the
nonsmooth implicit function theorem [63, Theorem 10.50] to conclude that for
a > 0 and ȳ ∈ Λ, the level set
{x ∈ Rn : c(x, ȳ) = a}
is locally an (n − 1)-dimensional Lipschitz graph. Now, for x ∈ ∂Um ∩ Ω, it
follows that
x ∈ ∂{x ∈ Ω : c(x, ȳ) < c(x̄, ȳ)},






∩Bδx(x) ⊂ (Um ∩ Ω) ∩Bδx(x), (4.6)
for some νx ∈ Sn−1. Consider the sets
Axj :=
{
z ∈ (∂Um ∩ Ω) ∩Bδx(x) : δz ≥
1
j
, αz ≤ j
}
,
and note that by the argument leading to (4.6), each z ∈ ∂Um∩Ω has a profile




sufficiently fine partition of Sn−1 (i.e. for each ν ∈ Sn−1, there exists νi ∈ P so
that |ν − νi| < εj), and for all
w ∈ Axij :=
{
z ∈ (∂Um ∩ Ω) ∩Bδx(x) : |νz − νi| < εj, δz ≥
1
j






i )) ∩Bδj(z) ⊂ (Um ∩ Ω) ∩Bδj(z)
for some αj > 0 and δj > 0. Thanks to this cone property, it is not difficult
to show that for each i, j ∈ N, Axij is contained on the graph of a Lipschitz
function (generated by suprema of the cones with fixed opening given by αj),
see e.g. the proof of Proposition 4.3.2. This shows that Axij is (n−1)-rectifiable.
Moreover,






(without loss of generality, we may assume εj ↘ 0 as j → ∞). Next, let
(∂Um ∩Ω)s := {x ∈ ∂Um ∩Ω : dist(x, ∂Ω) > s}. By compactness, there exists
{xk}n(s)k=1 ⊂ (∂Um ∩ Ω)s ⊂ ∂Um ∩ Ω so that
(∂Um ∩ Ω)s =
n(s)⋃
k=1
(∂Um ∩ Ω)s ∩Bδxk (xk).
From what we proved, it follows that








where each Axkij is (n − 1)-rectifiable. Thus, by taking s → 0, we obtain the
result.
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Proposition 4.3.2. (Lipschitz regularity) Let f = fχΩ, g = gχΛ be a non-
negative integrable functions and m ∈
(
0,min{||f ||L1 , ||g||L1}
]
. Assume that
Ω and Λ are bounded with Ω ∩ Λ = ∅ and Λ is c-convex with respect to Ω. If
c ∈ C1(Rn ×Rn) is semiconvex and satisfies Conditions 2 and 3 in Definition
4.2.4, then the free boundary in the optimal partial transport problem ∂Um∩Ω
is locally a Lipschitz graph.
Proof. By our assumptions, we have
Um ∩ Ω :=
⋃
(x̄,ȳ)∈γm
{x ∈ Ω : c(x, ȳ) < c(x̄, ȳ)}. (4.7)
Next, let x ∈ ∂Um ∩ Ω and note that since
x ∈ ∂{x ∈ Ω : c(x, ȳ) < c(x̄, ȳ)},
Lemma 4.2.1 implies the existence of a profile (δ, α) depending only on the C1






∩Bδ(x) ⊂ (Um ∩ Ω) ∩Bδ(x),
where νx := − cx(x,Tm(x))|cx(x,Tm(x))| (see Remark 4.2.2) and Tm is the optimal partial
transport. For z ∈ ∂Um ∩ Ω ∩ Bδ(x), consider the convex set cx(z,Λ) (note
that convexity follows by the c-convexity assumption of Λ). As
0 < inf
z∈Ω,y∈Λ
cx(z, y) := c1
(this follows from (4.2)), we may select α̃ = α̃(c1) so that cx(z,Λ) ⊂ z+Cα̃(ν⊥z ),
where νz = − cx(z,Tm(z))|cx(z,Tm(z))| . Thanks to Remark 4.2.3, up to possibly reselecting
140
the profile (δ, α), we may assume α < α̃ (i.e. Cα̃(ν
⊥
z ) ⊂ Cα(ν⊥z )). Next, note
that by the C1 regularity of c, cx(z,Λ)→ cx(x,Λ) as z → x; in particular, for
z close to x, cx(x, Tm(x)) ∈ cx(z,Λ); hence, there exist 0 < δx ≤ δ and αx ≥ α̃





∩Bδx(x) ⊂ (Um ∩ Ω) ∩Bδx(x). (4.8)
In fact, by possibly taking αx larger and δx smaller, (4.8) holds for all z ∈ Um∩
Bδx(x): indeed, let z ∈ Um∩Bδx(x). Then (z, Tm(z)) ∈ γm and thanks to (4.7),
z ∈ ∂EbTm(z) with b = c(z, Tm(z)) > 0 (by the positive separation assumption





z )) ∩Bδ(z) ⊂ EbTm(z) ∩ Ω ⊂ Um ∩ Ω,
for all y ∈ EbTm(z) ∩Bδ(x). In particular,
(z + Cα(ν
⊥
z )) ∩Bδ(z) ⊂ Um ∩ Ω.
Thus, by possibly choosing δx smaller, if necessary, we may assume Bδx(x) ⊂
Bδ(z) and since cx(z,Λ)→ cx(x,Λ) as z → x, we may choose αx large so that
Cαx(ν
⊥




x )) ∩Bδx(x) ⊂ (z + Cα(ν⊥z )) ∩Bδ(z) ⊂ Um ∩ Ω.
Therefore, we proved the existence of δx > 0 and 0 < αx ≤ α̃ so that for all
z ∈ Um ∩Bδx(x),
(z + Cαx(ν
⊥
x )) ∩Bδx(x) ⊂ Um ∩ Ω. (4.9)
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By rotating and translating the coordinate system, we may assume that x = 0,
νx = −en, π := ν⊥x = Rn−1, and that the cone Cα0(π) is symmetric with respect





where Ky is the cone function at the point y on the free boundary. Note that
φ is Lipschitz since it is the supremum of Lipschitz functions with bounded
Lipschitz constant (depending on the opening of the cones). Moreover, by
construction we have
∂Um ∩Bη0(0) ⊂ graphφ|B̃η0 (0). (4.10)
Now we claim that there exist constants d, d̃ ∈ (0, 1) with d depending on the
profile of the level sets of the cost function, so that
graphφ|B̃dη0 (0) ⊂ ∂Um ∩Bd̃η0(0), (4.11)
where B̃dη0(0) := Projπ(Bdη0(0)). Indeed, pick any d̃ ∈ (0, 1); we may select
a constant d = d(d̃, αx) > 0 small enough, so that the graph of φ(B̃dη0(0)) is
contained in Bd̃η0(0) (this is possible, since φ has a uniform Lipschitz con-
stant in Bη0(0) which depends only on the profile of the level sets). Let
y ∈ graphφ|B̃dη0 (0) ⊂ Bd̃η0(0). If y /∈ ∂Um ∩ Bd̃η0(0), then since y is on an
open cone with opening inward to Um ∩ Ω, it follows that y ∈ Um ∩ Ω. Since
∂Um∩Bd̃η0(0) is compact, for θ > 0 small, it follows that Qθ(y)∩∂Um∩Bd̃η0 = ∅,
where Qθ is a small cylinder whose interior is centered at y and whose base
diameter and height is equal to θ; in particular, Qθ ∩ graphφ|B̃dη0 (0) does
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not contain any free boundary points. Next we consider a general fact: let




note that since w ∈ graphφ|B̃η0 (0),
s(w) ≥ s̃(w) := sup
{t≥0:Lt(w)∈Bη0 (0)}
t, (4.12)
(otherwise it would contradict the definition of φ as a suprema of cones in
Bη0(0) and w as a point on the graph). Next, keeping the base fixed, we enlarge
Figure 4.1: yθ ∈ Um ∩ Ω.
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the height of the cylinder along the {y + ten : t ∈ R} axis in a symmetric way
(with respect to the plane yn + π = Rn−1) so that it surpasses 4η0; we denote
the resulting cylinder by Q̃θ. By (4.12) we have Q̃θ ∩Bη0 ⊂ Um ∩Ω. Then we
increase its base diameter, θ, until the first time when Q̃θ hits the free boundary
∂Um∩Ω inside Bη0(0), and denote the time of first contact by θ and a resulting
point of contact by yθ (note that since 0 ∈ ∂Um ∩Bη̃0(0), this quantity is well
defined). Since φ is a continuous graph in Bη0(0), and both y and yθ are on
the graph, we may select a sequence of points yk ∈ graphφ|B̃η0 (0) ∩ Q̃θ such
that yk → yθ (by connectedness of graphφ|B̃η0 (0)∩ Q̃θ). Since yθ ∈ Bη0(0) is an
interior point, for k sufficiently large we will have yk ∈ Bη0(0)∩ Q̃θ, see Figure
4.1. Thus, by definition of θ, we will have that the yk are not free boundary
points but on the graph of φ; thus, by (4.12), s(yk) ≥ s̃(yk), and this implies
ỹk := yk + s̃(yk)en ∈ ∂Bη0(0) ∩ Um. By (4.9) we have
(ỹk + Cα0(π)) ∩Bη0(0) ⊂ Um ∩ Ω.
However, for large k, yθ ∈ (ỹk + Cα0(π)) and this contradicts that yθ is a
free boundary point, thereby establishing (4.11). Thus, combining (4.10) and
(4.11) we obtain that in a neighborhood around the origin, the free boundary
is the graph of the Lipschitz function φ; hence, the normal to the graph exists




(z′, φ(z′)) where it exists.
Corollary 4.3.3. (Semiconvexity) Let f = fχΩ and g = gχΛ be a nonnegative
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integrable functions. Assume that Ω and Λ are bounded with Ω∩Λ = ∅ and Λ
is c-convex with respect to Ω. If c ∈ F, then ∂Um ∩ Ω is locally semiconvex.
Proof. By Proposition 4.3.2, it follows that ∂Um ∩ Ω is locally a Lipschitz
graph, and Lemma 4.2.2 implies a uniform interior ball condition with νx =
− cx(x,Tm(x))|cx(x,Tm(x))| as the direction of the ball (c.f. Remark 4.2.2). Thus, locally,
the free boundary may be represented as a suprema of spherical caps (see [15,
§5]), and this readily implies semiconvexity.
Remark 4.3.1. By a localization argument, one may remove the disjointness
assumption in Proposition 4.3.2, and Corollary 4.3.3. Indeed, the precise state-
ment (and proof) is similar to Corollary 4.3.5 below.
Theorem 4.3.4. (C1,αloc regularity) Let f = fχΩ ∈ Lp(Rn) be a nonnegative
function with p ∈ (n+1
2
,∞], and g = gχΛ a positive function bounded away
from zero. Moreover, assume that Ω and Λ are bounded, Λ is relatively c-
convex with respect to a neighborhood of Ω ∪ Λ, and Ω ∩ Λ = ∅. Let c ∈ F0
and m ∈
(
0,min{||f ||L1 , ||g||L1}
]
. Then ∂Um∩Ω is locally a C1,α graph, where
∂Um ∩ Ω is the free boundary arising in the optimal partial transport problem
and α = 2p−n−1
2p(2n−1)−n+1 . Moreover, if p =∞, then α =
1
2n−1 is the sharp Hölder
exponent.
Proof. First, note that by [28, Remark 2.11], there exists a unique solution to
the optimal partial transport problem, and it is denoted by the transference
plan γm. Moreover, by the results of [28, §2], this solution takes on the form
γm := (Id× Tm)#fm = (T−1m × Id)#gm,
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for some invertible map Tm, where fm and gm are the first and second marginals
of γm, respectively. Now Tm is constructed by solving the classical optimal
transport problem between the densities f + (g − gm), g + (f − fm). Indeed,
if we denote this solution by γ, then since c ∈ F0, by applying the classical
theory, we know γ is supported on the graph of a function, say Tm. Moreover,
by [28, Proposition 2.4] and [28, Remark 2.5], it follows that
γ = γm + (Id× Id)#((f − fm) + (g − gm)), (4.13)
and there exists a potential function Ψm which satisfies:
∇xc(x, Tm(x)) = ∇Ψm(x). (4.14)
Now by [28, Theorem 2.6 and Remark 2.11], it follows that (Tm)#(fm + (g −
gm)) = g (i.e. Tm will not move the points in the inactive region). Let





∈ Lp(Um ∩ Ω).
Thus, we may apply [43, Theorem 1] to obtain
Ψm ∈ C1,α(Um ∩ Ω), (4.15)
(when p =∞, the sharpness of α follows from the same theorem). Now thanks
to Proposition 4.3.2, we know that the free boundary is locally a Lipschitz
graph, with Hn−1 a.e. defined normal νz = − cx(z,Tm(z))|cx(z,Tm(z))| . Thus by combining
(4.14) and (4.15), we readily obtain the result.
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Remark 4.3.2. (Exchange symmetry) By reverse symmetry, we may inter-
change the roles of f and g in Theorem 4.3.4 (and adjusting the assumptions
accordingly) in order to obtain C1,αloc regularity of ∂Vm ∩ Λ.
Remark 4.3.3. (Geometry of c-convex domains) For a geometric description of
c-convex domains, see [61, §2.1]. For example, based on a calculation therein,
one can prove the following: suppose D ⊂ Rn is a bounded domain and K a
convex subset with smooth boundary. Let
c1 := inf
x∈Ω,y∈K
| det cx,y(x, y)|
and c2 := ||c(·, ·)||C3 . Then for a fixed y, consider cy(x, y) : K → cy(K, y). If
the principal curvatures of ∂K are greater than
cn2
c1
, then cy(K, y) is convex.
Corollary 4.3.5. (Non-disjoint case) Let f = fχΩ ∈ Lp(Rn) be a nonnegative
function with p ∈ (n+1
2
,∞], and g = gχΛ a positive function bounded away
from zero. Moreover, assume that Λ is relatively c-convex with respect to a
neighborhood of Ω ∪ Λ. Let c ∈ F0 and m ∈
(
||f ∧ g||L1 ,min{||f ||L1 , ||g||L1}
]
.
Then away from ∂(Ω∩Λ), it follows that ∂Um∩Ω is locally a C1,α graph, where
∂Um ∩ Ω is the free boundary arising in the optimal partial transport problem
and α = 2p−n−1
2p(2n−1)−n+1 . Moreover, if p =∞, then α =
1
2n−1 is the sharp Hölder
exponent.
Proof. Note that by [28, Remark 3.2] and [28, Remark 3.3], it follows that
Ω ∩ Λ ⊂ Um ∩ Ω. Therefore, the free boundary does not enter the common
region Ω ∩ Λ. Now let x ∈ (∂Um ∩ Ω) \ ∂(Ω ∩ Λ). Thus, there exists rx > 0
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such that Brx(x) ∩ (Um ∩ Ω) does not intersect Λ. Thus, dist
(
Brx(x) ∩ (Um ∩
Ω), Tm(Brx(x) ∩ (Um ∩ Ω)
)
> 0, and so we may apply Lemma 4.2.2 to obtain
that all level sets of the cost function c ∈ F0 intersecting, say, B rx
2
(x)∩(Um∩Ω)
have a uniform interior ball condition (in fact, a uniform interior cone condition
is sufficient). Since all of Figalli’s results used in the proof of Theorem 4.3.4
are also valid in the non-disjoint case, by localizing the problem in this way,
we may proceed as in the proof of Theorem 4.3.4 to obtain the result.
Remark 4.3.4. The analog of Remark 4.3.2 is also valid for the case Ω∩Λ 6= ∅.
4.4 Extensions to Riemannian manifolds
In this section, we study the partial transport problem on Riemannian
manifolds where the cost is taken to be the square of the Euclidian distance d.
Indeed, existence and uniqueness of the partial transport has been established
by Figalli [28, Remark 2.11]. Therefore, our main concern here will be to study
the regularity of the free boundary. In view of the method developed in the
previous section, we will solely focus on giving sufficient conditions for local
semiconvexity of the free boundary, see also Remark 4.4.1 (for definitions, etc.
regarding optimal transport in the Riemannian setting, the reader may e.g.
consult [63]):
Theorem 4.4.1. (Semiconvexity) Let M be a smooth n – dimensional Rie-
mannian manifold with Riemannian distance d. Consider two non-negative,
integrable functions f = fχΩ, g = gχΛ with Ω∩Λ = ∅ and cut(Ω)∩Λ = ∅. Fur-
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thermore, assume Λ is d
2
2
- convex with respect to Ω. Then the free boundary




Proof. First, by [28, Remark 2.11], the partial transport exists and by classical
results, has the form Tm = exp(∇Ψm) for some d
2
2
- convex function Ψm. Next,
pick a free boundary point x ∈ Ω. Then, for ε > 0 small, expx may be used as
a chart between Bε(x) and the tangent space at x. Moreover,
cut(Bε(x) ∩ (∂Um ∩ Ω)) ∩ Tm(Bε(x) ∩ (∂Um ∩ Ω)) = ∅.
Thus, we may use only one chart (i.e. exp) to project
(
Bε(x) ∩ (∂Um ∩ Ω)
)
∪ Tm(Bε(x) ∩ (∂Um ∩ Ω))
onto the tangent space at x. Now thanks to cut(Ω)∩Λ = ∅, we have that d is
smooth on Ω × Λ and since Ω ∩ Λ = ∅, it is bounded away from zero. Thus,
the level sets of c enjoy a uniform ball condition, see Lemma 4.2.2. Moreover,
thanks to the d
2
2
- convexity of Λ with respect to Ω, we may apply Proposition
4.3.2 to deduce local Lipschitz regularity of the free boundary (indeed, note
that Conditions 2 and 3 of Definition 4.2.4 were only needed to ensure existence
and uniqueness of the optimal transport map, cf. proof of Proposition 4.3.1).
The Lipschitz regularity combines with the uniform ball condition of the level
sets (here the smoothness of d is used) and readily yields local semiconvexity
of the free boundary.
We note that if cut(Ω)∩Λ 6= ∅, then it may happen that Tm(x) ∈ cut(x),
so the proof above would break down (since the distance function is only
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smooth away from the cut locus). Nevertheless, there is currently a large body
of literature available in understanding the proper conditions which ensure
that the above scenario does not happen. Indeed, Loeper and Villani [45,
Theorem 7.1] shed some light on this issue by proving that for a uniformly
regular manifold (see [45, Definition 4.1]), and for two densities, say µ and ν
for which, say µ << dvol and ν(A) ≥ avol(A) for any Borel set A ⊂M , there
is a σ > 0 depending on µ and ν, so that
inf
x∈M
d(T (x), cut(x)) ≥ σ.
Combining this information with the fact that the free boundary does not
enter the common region produces the following result:
Corollary 4.4.2. Let M be a uniformly regular manifold and f = fχΩ be a






Then the free boundary in the partial transport problem is locally semiconvex
away from the common region.
Remark 4.4.1. By using [45, Theorem 6.1], one may similarly obtain C1 regu-
larity of the free boundary for uniformly regular Riemannian manifolds.
Remark 4.4.2. Sn−1 is uniformly regular, see [45, Example 4.3].
We note that in both of the above results, the conditions on the target




– convexity with respect to the source and in Corollary 4.4.2 we assumed
the target to be the whole manifold M . In what follows, we give an example
which shows that for the sphere Sn−1, d2
2
– convexity of the target with respect
to the entire source is not necessary for semiconvexity of the free boundary;
neither is the “stay away from the cut locus” property.
Remark 4.4.3. Here is a method for constructing two general densities f =




respect to Ω, yet the free boundary in the partial transport problem is locally
semiconvex away from the common region: indeed, let Ω be the entire Sn and
Λ be a small spherical cap centered around the south pole with height, say,
1
16
. It is not difficult to see that cx(N,Λ) is an annulus (here, N is the north
pole); hence, Λ fails to be c := d
2
2







g, and the mass m transported in the partial transport
problem is slightly larger than
∫
Λ
f . Now, we enlarge Λ to a bigger spherical
cap Ω̃ with height 1
8
so that
∫eΩ f > ∫Λ g+ε, where ε is a small positive constant.
We can do that by adjusting f and g at the beginning. Then we can show that
in the partial transport problem, the spherical cap Ω1 centered at the north
pole with height 1
16
is outside the active region. If not, suppose
∫
Ω1∩Um fm > 0.
We choose a subset A of Ω1 ∩ Um so that
∫
A
fm = δ < ε, and then choose a
subset B of Ω̃ \Λ so that
∫
B
f = δ. In the original partial transport plan, A is
transported to Tm(A), and it is easy to see that the distance between A and
Tm(A) is bigger than
7
8
. Now we modify the original partial transport plan
by replacing the mass in A by the mass in B, and from B to Tm(A) we can
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cook up a new optimal transport plan by the mass balance condition. Since
the distance between B to Tm(A) is smaller than
7
8
, it is easy to see the new
plan is cheaper than the original plan. Thus, the original partial transport
problem is equivalent to the new one with source Ω \ Ω1 and with target Λ;
in the new problem we do not have a cut locus issue – this ensures an interior
ball condition; moreover, it is easy to see that cx(x,Λ) is contained in a cone
with vertex at x whose opening is strictly less then π. Thus, we may locally
use one chart to project the situation on Rn−1 and thanks to the interior ball
condition, we may apply the spherical cap method of Caffarelli and McCann
[15, §5] to obtain the local semiconvexity of the free boundary away from the
common region.
This section has given sufficient conditions under which one may obtain
a regularity theory for the free boundary in the partial transport problem on
Riemannian manifolds. As seen in Remark 4.4.3, the conditions in Theorem
4.4.1 were not sharp. Currently, this issue is being further investigated in
collaboration with Shibing Chen [18].
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