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SUMMARY
Radar-to-radar interference is an issue arising due to the increasing number of radar sys-
tems being deployed in close proximity. Co-located radars systems, operating using pulse-
burst linear frequency modulation (LFM) waveforms, appear as temporally non-stationary
interference to the victim radar. As a result, this interference can degrade the victim radar’s
ability to detect and track targets. Countermeasures can be applied, and phased array archi-
tectures allow for spatially adaptive methods to suppress interference. Auxiliary sidelobe
cancellation (SLC) is an algorithm commonly employed by subarray phased array archi-
tectures to adaptively suppress interference by inducing a spatial notch in the direction of
interference. This technique requires an accurate estimate of the interference covariance
statistics across array sensors, which becomes more challenging when the interference re-
sults from non-stationary time sources such as co-located radar systems.
This thesis proposes several novel algorithms to improve the robustness of estimat-
ing the interference statistics. One proposed algorithm, C-SLC, applies existing concepts
which measure the correlation between array sensors to identify interference samples. A
second proposed algorithm, M-SLC, applies existing concepts which classify 1-D wave-
form signals through use of a time-frequency image (TFI) and a convolutional neural net-
work (CNN) to identify interference samples. Additionally, this thesis proposes iterative al-
gorithms, IC-SLC and IM-SLC, incorporating C-SLC and M-SLC to suppress interference
in an environment containing multiple stationary and non-stationary time sources. Simu-





Radar systems detect and track targets of interest by transmission and reception of elec-
tromagnetic signals [1]. Further signal processing is performed after reception to determine
a target’s range, velocity, and angle. In many situations, the target is in an environment
containing electromagnetic interference from slow-moving clutter, hostile jamming, and
activity from co-located radar systems [2]. These interference sources can mask the pres-
ence of the target making it more difficult to detect, and an example environment is shown
in Figure 1.1.
Figure 1.1: Primary radar is shown detecting and tracking a target in the presence of clutter
and interference.
Many modern radars utilize a phased array which allows for electronic steering and spa-
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tial adaptation [3]. Throughout this thesis, the primary radar, consisting of a phased array
architecture, is defined as the victim radar seeking to detect and track a target in the pres-
ence of interference. Several algorithms exist to adaptively suppress interference, and SLC
is an example of such an algorithm initially proposed in [4]. SLC is commonly employed
by subarray architectures which uses an estimate of the interference covariance between
array channels to spatially suppress the interference. Obtaining an accurate estimate of the
interference statistics can be trivial for interference resulting from stationary time sources
such as white noise jammers. However, this becomes more challenging when the interfer-
ence results from non-stationary time sources such as co-located radar systems operating
using pulsed frequency modulated waveforms. Therefore, for effective interference sup-
pression within Figure 1.1, SLC must be robust to both stationary and non-stationary time
interference.
1.2 Purpose
The purpose of this thesis is to investigate and propose adaptive algorithms for phased
array radars to spatially suppress interference in an environment containing both stationary
and non-stationary time sources. This is achieved by proposing novel algorithms which ap-
ply the concepts introduced in [5] involving sensor correlation and [6] involving waveform
classification by CNNs. These proposed algorithms seek to improve the estimation of the
interference covariance matrices implemented within constrained SLC.
The primary radar evaluated in this thesis is a phased array subarray architecture. The
primary radar operates on a single coherent processing interval (CPI) at a time, and the
signal processing steps required to generate a clutter-free range-Doppler map (RDM) are
reviewed. This includes digital beamforming (DBF), moving target indication (MTI) filter-
ing, Doppler processing, and pulse compression. The effects of white noise jamming and
co-located radar interference are investigated, and literature review of interference suppres-
sion algorithms, including constrained SLC, is provided.
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Throughout this thesis, SLC is the primary suppression algorithm evaluated, and meth-
ods are proposed to adaptively identify samples to estimate the interference covariance ma-
trices. One proposed algorithm, defined as C-SLC, applies the concepts introduced in [5]
to use auxiliary sensor correlation to identify interference samples. This thesis contributes
analysis of the expected correlation between sensors for various signal to interference and
noise ratio (SINR) scenarios to guide the selection of a correlation threshold. With ad-
ditional assumptions of the mutual radar interference, this thesis also proposes a novel
algorithm, defined as M-SLC, which applies the concepts introduced in [6] to perform
waveform classification through use of TFIs and CNNs. Both algorithms seek to improve
the robustness of estimating the interference covariance matrices.
Additional challenges are introduced when both stationary and non-stationary time
interference sources are present. Stationary interference can mask the presence of non-
stationary interference, and this thesis proposes novel iterative methods, defined as IC-SLC
and IM-SLC, which incorporate C-SLC and M-SLC. Performance of these algorithms is
evaluated and compared in a simulated environment.
1.3 Structure of Thesis
Chapter 2 provides the model of the primary phased array radar and the signal model
of all components within the primary radar’s environment. The constraints of the primary
radar’s operation are also provided which mostly pertain to the application of large scale
phased array radars. This includes the application of subarray architectures to reduce mon-
etary and computation costs and CPI block processing. Basic signal processing techniques
such as MTI filtering to suppress clutter, Doppler processing to extract velocity resolution,
and pulse compression to extract range resolution are reviewed. These techniques are used
throughout this thesis to generate clutter-free RDMs that define a target’s position, range,
and velocity.
Chapter 3 provides an introduction and derivation of common interference suppression
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algorithms such as sample matrix inversion (SMI) and SLC. The benefits of using SLC
for subarray architectures is detailed and is the primary suppression algorithm evaluated
throughout this thesis. Using the primary radar model, the algorithmic procedure to sup-
press stationary interference is provided along with simulated examples. The problem of
target suppression with SLC is introduced, and this chapter details the application of a lin-
ear constraint to the least square SLC formulation as a solution to improve robustness of
SLC by preventing target suppression [7].
Chapter 4 details the effects of non-stationary interference, such as co-located radar in-
terference, on the performance of the primary radar by evaluating resulting RDMs. Specif-
ically, the structure of interference within the RDM is analyzed. Additionally, this chapter
details the challenges introduced by non-stationary interference for suppression when using
SLC and other algorithms reviewed in literature.
Chapter 5 proposes the C-SLC algorithm which applies sensor correlation to adaptively
identify interference samples for estimation and SLC suppression. Simulated examples
and comparison to previously defined methods are provided for suppression of a single
non-stationary interference source. Implementation of the C-SLC algorithm is first given
in the time domain and then extended into the range and Doppler domain.
Chapter 6 proposes the M-SLC algorithm which applies spectrograms and CNNs as an
application to adaptively identify interference samples for estimation and SLC suppression.
The assumptions of the co-located radar interference required to implement this method
are detailed, and simulated examples and comparison to previously defined methods are
provided for suppression of a single non-stationary interference source.
Chapter 7 introduces the challenges of performance interference suppression in an en-
vironment containing both stationary and non-stationary interference. Iterative algorithms,
IC-SLC and IM-SLC, are proposed which involve the use of the correlation and machine
learning methods detailed in Chapter 5 and Chapter 6. Simulated examples and comparison
to previously defined methods are provided for suppression of multiple stationary and non-
4
stationary sources. Additionally, consideration is provided to the benefits of a radar system
which allows for incremental updates to the estimated interference covariance matrix.
Chapter 8 provides a conclusion along with future opportunities for research.
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CHAPTER 2
RADAR AND SIGNAL MODEL
This chapter reviews the fundamentals of phased array architectures and details the
trade-offs between fully adaptive and subarray architectures. The signal model and param-
eters for the primary radar waveform, target reflections, clutter reflections, and interference
are also discussed. Additionally, review of basic signal processing techniques to generate
clutter-suppressed RDMs is provided.
2.1 Phased Array Model
Phased array radars consist of an array of antenna elements to transmit or receive elec-
tromagnetic signals. This thesis focuses on the application of monostatic radars which
use the same array of antenna elements to perform coordinated transmission and recep-
tion of electromagnetic signals [3]. Throughout this thesis, a uniform linear array (ULA)
is modeled and evaluated, and the element pattern is assumed to be isotropic. Addition-
ally, throughout this thesis, the far-field approximation is assumed so that wavefronts are





where R is the distance between the antenna aperture and wavefront source, D is the an-
tenna length, and λ is the wavefront wavelength [8]. For a 32-element array operating at
6 GHz with λ/2 = 0.025 m element spacing and D = 0.025(32 − 1) = 0.775 m array
length, then 2D2/λ = 24 m, which is exceeded for many track and search operations such
as the scenario given in Figure 1.1.
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2.1.1 Phased Array Steering
Phased arrays allow for electrically steered antenna beams by incorporating a periodic
phase shift or time delay across elements related to the steer angle and carrier frequency of
the signal [3]. These phase shifts or time delays can be implement digitally or with analog
hardware. An example N element ULA with a sinusoidal wavefront arriving at θ0 = 30◦
angle of arrival (AOA) is shown in Figure 2.1.
Figure 2.1: Phased array ULA with a wavefront arriving at θ0 = 30◦ is shown. Spacing
between elements is d = λ
2
.
The sinusoidal waveform measured by a single coherent receiver without noise is mod-
eled by
r(t) = A(t)ej[Ωt+φ(t)], (2.2)
where A(t) represents the amplitude modulation, Ω represents the frequency in radians,
7





where only the desired φ(t) phase term remains within the exponent. Accounting for noise
at the receiver, the signal model is expressed as
rB(t) = A(t)e
jφ(t) + n(t), (2.4)
where the noise component, n(t), represents zero-mean Gaussian-distributed thermal noise
with variance equal to noise power, σ2n = kTB, where k = 1.38× 10−23 J/K is the Boltz-
mann constant, T is temperature in Kelvin, and B is the receiver bandwidth in hertz [9].
Using this result, the down-converted sinusoidal waveform measured by the nth element of
the ULA is modeled by
r
(n)
B (t) = A(t)e
jφ(t)e−jnγ0 + nn(t), (2.5)
where nn(t) is the independent and uncorrelated noise measured on the nth element and γ0





The down-converted sinusoidal waveform measured by all N elements of the ULA is mod-
eled by the following vector expression,
rB(t) = A(t)e
jφ(t)a(θ0) + n(t), (2.7)





1 e−jγ0 . . . e−jγ0(N−1)
]T
. (2.8)
Beamforming to the direction of the wavefront, θ0, can be performed by taking the inner
product between rB(t) and a steering vector defined as the conjugate of the directional
wavefront vector, 〈rB(t),a?(θ0)〉. This steering vector represents the weights applied to
each of the N elements. Therefore, the output of the N element ULA steered towards θ0 is
yθ(t) = 〈rB(t),a?(θ0)〉
= 〈A(t)ejφ(t)a(θ0) + n(t),a?(θ0)〉
= NA(t)ejφ(t) + 〈n(t),a?(θ0)〉.
(2.9)
This specific steering vector, a?(θ0), is uniform in magnitude weighting, and a taper weight-
ing can be applied to lower sidelobes at the cost of widening the main beam [10]. The nor-
malized antenna pattern evaluated at M discrete angles can be represented by the 1 ×M






whereA is an N ×M matrix containing the directional wavefront vectors for M angles,
A =
[
a(θ1) . . . a(θM)
]
. (2.11)





p(θ̂, θ1) . . . p(θ̂, θM)
]
, (2.12)
where p(θ0, θm) = a?(θ0)Ta(θm). Note that this is equivalent to a discrete Fourier trans-
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form (DFT) where the frequency term is d sin θ0
λ
. An example antenna pattern for a 32-
element ULA steered to θ0 = 30◦ is shown in Figure 2.2.
Figure 2.2: Example antenna pattern of a 32-element ULA with d = λ
2
and θ0 = 30◦.
As observed in Figure 2.2, the first sidelobes are approximately 13 dB below the peak
of the main beam.
2.1.2 Array Gain
Phased arrays result in signal-to-noise ratio (SNR) gain versus a single element. Given
the received signal model of a single element expressed by Equation 2.4, the single element











When the noise across sensors is independent and uncorrelated, E{ni(t)nj(t)} = 0 when
i 6= j, the SNR of the received signal, expressed by Equation 2.9, of an N element ULA
10












































To perform beamforming, a phased array effectively samples a wavefront in space. If
the wavefront is approaching from the edge of the array’s field of view (FOV), or endfire,
as shown in Figure 2.3, then Nyquist’s theorem requires that the array elements must be
spaced less than λ/2 to prevent spatial aliasing [12]. This is analogous to sampling a
sinusoidal signal in time.
As the element spacing increases beyond λ/2, spatial aliasing occurs which result in
grating lobes at specific angles within the antenna pattern [10]. The location of grating
lobes within the antenna pattern are determined as a function of the steer angle and element
spacing. Recall that the periodic phase shift γ0 given in Equation 2.6 is applied to each
11
Figure 2.3: A wavefront is approaching the ULA from endfire direction, θ0 = 90◦. Phased
array elements spatially sample the incoming wavefront analogous to time sampling a si-
nusoidal signal.
element to steer the array towards a certain θ0. When applying this phase shift to each
















, m = 0,±1,±2, . . .
(2.16)
The expression given in Equation 2.16 is only real when the magnitude of the arcsin argu-
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ment is no greater than 1. Therefore, if d ≤ λ
2
, then there is only one real solution which
occurs when m = 0 given any θ0 ∈ [−90◦, 90◦]. If d ≥ λ2 , then for certain θ0, grating lobes
appear at specific directions in the antenna pattern as given by,
θGL(d, θ0) = {θ : |
mλ
d
+ sin θ0| > 1}, m = ±1,±2, . . . (2.17)
An example of an antenna pattern with grating lobes is shown in Figure 2.4. In this
example, d = λ and the array is steered to θ̂ = 40◦ which results in a grating lobe at
θGL = −21◦. The consequence of this effect is that sources located at either θ0 = 40◦ or
θ0 = −21◦ are spatially indistinguishable.
Figure 2.4: Example pattern of a 32-element ULA steered to θ̂ = 40◦ with d = λ resulting
in a grating lobe at θGL = −21◦.
2.1.4 Subarray Architectures
A phased array with many elements comes with the advantage of increased SNR as
shown in subsection 2.1.2. Additionally, the size of the array is inversely proportional to
the beamwidth of the array, so a larger array also comes with the advantage of improved an-
gular resolution [8]. However, digitally adapting a large array with many elements requires
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having an analog-to-digital converter (ADC) at each element. This becomes computation-
ally and monetarily costly for phased arrays that contain many elements. Therefore in prac-
tice, large phased arrays are often split into subarrays to provide a trade-off between cost
and performance [10]. Throughout this thesis, the primary radar performance is limited to
that of a subarray architecture.
A subarray phased array architecture groups elements into a smaller number of sub-
arrays with an ADC only at each subarray. Subarrays can either be overlapping or non-
overlapping [13], and an example non-overlapped architecture is shown in Figure 2.5.
Figure 2.5: Example architecture of phased array with subarrays is shown.
This still requires that the elements within each subarray are analog steered to a fixed
direction θ̂SA, but digital steering can occur at the subarray level to a specific direction θ̂A.
As a result, two performance effects are discussed - subarray pattern filtering and grating
notches.
The digitally steered pattern across subarrays, pA(θ̂A, θ), is spatially filtered by the ana-
log subarray pattern, pSA(θ̂SA, θ). Therefore, the effective pattern, peff (θ), is constrained
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to the subarray pattern [11],
peff (θ) = pA(θ̂A, θ)pSA(θ̂SA, θ). (2.18)
An example of this is shown in Figure 2.6.
Figure 2.6: The subarray pattern spatially filters the array pattern so that the effective pat-
tern cannot be digitally steered outside subarray pattern. In this figure, θ̂SA = 0◦ and
θ̂A = [0, 5, 10]
◦. Additionally, grating lobes occur since the subarray spacing is greater
than λ/2.
As observed in Figure 2.6, the main beam of the effective pattern is constrained by the
main beam of the subarray pattern. Additionally, grating lobes appear since the physical
spacing between ADCs at each subarray is greater than λ/2.
A second limitation to subarray architectures for adaptive array processing is grating
notches [14]. Typically, the spacing between subarray channels is much greater than λ/2
since many element are contained within each subarray. As a consequence, the Nyquist
theorem is violated for spatial sampling. The result is that the effective pattern contains
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grating lobes as observed in Figure 2.6. When the array is digitally steered to the same
direction as each individual subarrays, θ̂A = θ̂SA, then the grating lobes are suppressed
by the subarray pattern filtering. However, the effect of spatial aliasing still exists, and
interference located in a grating lobe is spatially indistinguishable from the target in the
main beam. Therefore, if an adaptive algorithm such as SMI is used to suppress interference
in a grating lobe, then target suppression also occurs. This is discussed in further detail in
Chapter 3 to give the motivation for focusing on the SLC algorithm.
2.2 Signal Model
Within this section, a signal model is developed for each of the components in Figure
1.1. This includes the primary radar waveform, reflections from target and clutter, interfer-
ence, and noise.
2.2.1 Waveform Model
Throughout this thesis, the primary radar transmits and receives a LFM pulse-burst
waveform. An LFM waveform is used to increase time-bandwidth product and improve
range resolution versus a simple pulse through matched filtering [15]. The model for the




where a(t) is the amplitude modulation and for simple pulsed modulation,
a(t) =

1 t ∈ [0, τ ]
0 otherwise
. (2.20)
An example LFM waveform pulse with β = 5 MHz and τ = 5 µs is shown in Figure 2.7.
Throughout this thesis, only narrow-band waveforms are modeled to prevent beam squint
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[16].
Figure 2.7: The real part of an example LFM pulse with β = 5 MHz and τ = 5 µs is shown.
Using multiple pulses allows for Doppler processing to provide velocity resolution. The






2.2.2 Complete Receive Model
Noise Model
Noise is modeled as a stationary zero-mean, E{n(t)} = 0 Gaussian distributed process
with noise power equal to variance, E{n(t)2} = σ2n = kTB, as described in subsec-
tion 2.1.1. The noise is spatially independent and uncorrelated between elements within a
phased array, E{ni(t), nj(t)} = 0 when i 6= j.
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Target Return Model
The target is modeled as a discrete scatterer with specific range Rtgt, velocity compo-
nent in the direction of the radar vtgt, and AOA θtgt. The voltage of the target return at the
receiver, Atgt, is modeled relative to the noise voltage for a specific SNR. When SNR is
expressed as a ratio of powers, then Atgt =
√
σ2n(SNR). The target model at the receivers















where c = 3× 108 m/s is the speed of electromagnetic propagation. In practice, the target
return power is often well below the noise power due to low radar cross-section (RCS).
2.2.3 Clutter Return Model
Clutter is modeled as discrete scatterers with specific range Rclt and zero velocity.
Throughout this thesis, clutter is modeled only in the direction of the target, θtgt. The volt-
age magnitude of the clutter return at the receiver, |Acltejφclt | = Aclt, is modeled relative
to the noise voltage for a specific clutter-to-noise ratio (CNR) while maintaining that the
magnitude is proportional to R−3. Clutter magnitude is modeled proportional to R−3 to ac-
count for antenna beam spread [2]. The voltage of the clutter return is also modeled as com-
plex and random over time with Gaussian distributed magnitude and uniformly distributed
phase. However, clutter return is spatially correlated between elements within a phased
array. The clutter model at the receivers of an N element ULA after down-conversion for





















In practice, CNR is often much greater than target SNR due to high clutter RCS.
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2.2.4 Interference Model
Interference is either modeled as a white noise jammer or as an interfering LFM pulse-
burst waveform with a specific AOA, θifr. The power of white noise jammers at the re-
ceiver, A2jmr, is modeled as a stationary zero-mean Gaussian distributed process with vari-
ance relative to the noise power for a specific jammer-to-noise ratio (JNR). The jammer
model at the receivers of an N element ULA after down-conversion for a single jammer is
jB(t) = Ajmr(t)a(θifr). (2.24)
Interfering LFM bursts are modeled with a specific pulse count Mifr, pulse width τifr,
PRI Tifr, bandwidth βifr, and random time offset tifr. The interference voltage, Aifr,
is modeled relative to the noise voltage for a specific interference-to-noise ratio (INR).
The interfering LFM pulse-burst model at the receivers of an N element ULA after down-










. The interference model for all white noise jammers and interfer-





In practice, JNR and INR are often much greater than target SNR due to the one-way travel




Combining the above models into a single expression to represent the output CPI, or







































This section reviews the basic signal processing steps to generate RDMs from the re-
ceived data for an N element ULA. An example is provided for a 32-element ULA with
λ/2 spacing seeking a target with 10 dB SNR at the receiver arriving at θtgt = −25◦ with
a radial velocity of vtgt = 180 m/ sec and range of Rtgt = 10 km. A higher SNR target is
used to better demonstrate the processing steps. The primary radar transmits and receives
an LFM pulse-burst waveform with center frequency fc = 6 GHz, β = 5 MHz, τ = 5 µs,
T = 125 µs, and M = 81. The time-domain sample rate is set to fs = 5β. No clutter or
interference is modeled in this example.
2.3.1 Beamforming
The received data for anN element ULA as expressed by Equation 2.27 is beamformed
to a specific direction which is typically selected as the hypothesized target direction, θ̂ =




Using the example radar model parameters, the peak normalized magnitude of the dis-
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cretized output CPI, rB[t], is shown in Figure 2.8 for a single element. The output CPI, or
receive window, is defined as the received data obtained from the transmission of a single
pulse-burst.
Figure 2.8: The output CPI for a single element is shown. Target reflections of approxi-
mately 10 dB SNR are observed.
After beamforming, the magnitude of the output CPI for the entire array, yθ̂[t], is shown
in Figure 2.9. Note that the target SNR after beamforming has increased by a factor of
N = 32 or approximately 15 dB as expected per subsection 2.1.2.
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Figure 2.9: The output CPI for the array after beamforming is shown. Target SNR has
increased approximately 15 dB from that of Figure 2.8.
2.3.2 Doppler Processing
When yθ̂(t) is sampled in time with sampling frequency fs > 2β to satisfy Nyquist









where the colon operator represents a vector with values, [start : interval : end]. This
vector y is wrapped to form an fsT × M matrix Y so that each column represents the
received data for a single PRI and each row represents the received data for a single time
offset from the beginning of a PRI,
Y =
[




ym = y [fsmT : 1 : fs(m+ 1)T − 1] . (2.31)
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Doppler processing is performed to transform the data from the pulse domain to the
Doppler frequency domain [15]. Doppler frequency is a function of velocity, fD = 2vλ , so
that Doppler processing provides velocity resolution of targets within the primary radar’s
scene. The resulting velocity resolution is λ
2TM
, so that longer waveforms result in higher
resolution. Doppler processing is equivalent to a DFT across the columns of Y , where D
is the number of Doppler frequencies and the resulting matrix, Y DP , is size fsT ×D,
Y DP =
[
. . . y
(fD)











Doppler frequencies are only unambiguous for a single interval of pulse repetition fre-
quency (PRF) [15]. If the DFT is evaluated from [−PRF/2,+PRF/2], then any targets
traveling with a Doppler frequency outside this interval is aliased back into the interval
[−PRF/2,+PRF/2]. To provide simplicity in analysis throughout this thesis. the target
is modeled with only positive approaching velocities and no negative receding velocities.
Therefore, in this thesis, Doppler processing is evaluated only for the interval [0,+PRF ].
No scatterers are modeled with a velocity that results in a Doppler frequency outside the
interval [0,+PRF ].
Similar to the gain achieved after beamforming described in subsection 2.1.2, the target
SNR increases by a factor of M after Doppler processing [15].
Continuing the example from Figure 2.9 which shows the magnitude of y, the magni-
tude and real part of the reshaped data matrix Y is shown in Figure 2.10. The time scale
is changed to a range scale by R = ct
2
. Note that the eclipsed range corresponds to the
time that the primary radar is transmitting a pulse, so no signal reception occurs during that
time.
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Figure 2.10: The magnitude (left) and real part (right) of the reshaped output CPI is shown.
The target velocity is limited so that there is no range cell migration over the duration
of the CPI. The velocity of the target induces a periodic phase shift across the output CPI
as observed in Figure 2.10. After Doppler processing, the resulting matrix Y DP is shown
in Figure 2.11. Note that the target SNR after Doppler processing has increased by a factor
of M = 81 or approximately 19 dB, and the target velocity is now clearly 180 m/ sec.
Figure 2.11: The resulting matrix after Doppler processing is shown. Target SNR has
increased approximately 19 dB from that of Figure 2.10.
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2.3.3 Pulse Compression
Pulse compression is a form of matched filtering between the output CPI of the primary
radar and the replica of the primary radar waveform to achieve higher range resolution [15].
Range resolution achieved for an LFM waveform with bandwidth β is ∆R = c
2β
. Through-
out this thesis, pulse compression is performed after Doppler processing for each column
of Y DP . The resulting matrix, Y PC , is size fsT × D. Performing pulse compression is
equivalent to the convolution between the time reversed receive window and the conjugate
of the replica. The discretized waveform sampled at a rate of fs is represented by the vector
x with size Nτ × 1. Therefore, Y PC is equivalent to
Y PC =
[
. . . y
(fD)











DP [k + n]. (2.35)
Similar to the gain achieved after beamforming and Doppler processing, the target SNR
increases by a factor of Nτ after pulse compression [15].
Continuing the example from Figure 2.11 which shows the magnitude of Y DP , the
magnitude of Y PC resulting from pulse compression is shown in Figure 2.12. The eclipsed
range is not shown, and note that the target SNR after Doppler processing has increased by
a factor of Nτ = 125 or approximately 21 dB, and the target range is now clearly 10 km.
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Figure 2.12: The resulting matrix after pulse compression is shown. Target SNR has in-
creased approximately 21 dB from that of Figure 2.10.
2.3.4 Range-Doppler Map
The resulting matrix Y PC shown in Figure 2.12 is defined as the RDM. Each pixel
within the RDM represents the received power after signal processing for a specific range,
velocity, and AOA. In this case, the target is clearly distinguishable. As a metric to evalu-
ate performance, the the RDM SINR and signal-to-interference ratio (SIR) are computed.
SINR is computed as the ratio between the target power and the power average in the re-
mainder of the RDM, and SIR is computed as the ratio between the target power and the
peak power outside the target signal and its sidelobes. In Figure 2.12, the SINR is 46.98 dB
and the SIR is 35.64 dB.
2.3.5 MTI Processing
The same target environment and radar model as the example provided in this section is
simulated except that clutter is also included. The resulting RDM is shown in Figure 2.13.
As observed, clutter is the primary component within the RDM making it difficult to iden-
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tify the target. In the case shown in Figure 2.13, the SINR is 9.48 dB.
Figure 2.13: Example RDM with clutter is shown.
A simple method to suppress clutter is MTI filtering [15]. MTI filtering is performed
by subtracting the received data for each PRI from the received data in the preceding PRI,
y
(m)
MTI = ym − ym+1. (2.36)
Any components within the receive window that are unvarying from pulse to pulse, such
as zero velocity clutter, are filtered out. Throughout this thesis, MTI filtering is performed
after beamforming but before Doppler processing to perform clutter suppression as shown
in Figure 2.14.
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Figure 2.14: The flow of basic radar signal processing used within this thesis is shown.
This allows for clutter suppression to occur in the time domain which comes with the
advantage of allowing further adaptive processing in the time domain. Re-processing the
output CPI from Figure 2.13 to obtain a new RDM with MTI processing included is shown
in Figure 2.15.
Figure 2.15: Example RDM after MTI processing is shown.
In this RDM, the SINR has been improved to 46.65 dB. A disadvantage of MTI filter-
ing is the resulting transfer function. As observed in Figure 2.15, MTI processing results










This disadvantage can be mitigated by varying the PRF from burst to burst, but this is not




Electromagnetic interference can severely degrade a radar’s ability to detect and track
targets. Chapter 3 begins by introducing the effects that stationary time interference can
cause on resulting RDMs. Stationary time interference sources, such as white noise jam-
mers, can severely degrade a radar’s ability to detect and track targets by using amplified
noise to mask the presence of targets. However, phased array radars have the capability to
spatially adapt and suppress the interference. Adaptive interference suppression algorithms
discussed in this chapter include SMI and SLC.
3.1 Interference Effects
A 32-element ULA is modeled to evaluate the effects of stationary interference. The
radar and waveform model is identical to the models detailed in section 2.3. The ULA is
steered towards a target with -10 dB SNR at the receiver arriving at θ̂ = θtgt = −25◦ with
a radial velocity of vtgt = 180 m/s and range of Rtgt = 10 km. A white noise jammer with
30 dB JNR is located in the first sidelobe of the ULA’s antenna pattern. This scenario is
shown in Figure 3.1.
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Figure 3.1: ULA is steered to θ̂ = 25◦. A white noise jammer is located in the first sidelobe
of the antenna pattern.
The resulting RDM following the signal processing steps detailed in Figure 2.14 is
shown in Figure 3.2. No adaptive suppression algorithm is implemented.
Figure 3.2: Resulting RDM is shown with white noise jammer located in first sidelobe of
the antenna pattern. Amplified white noise is the dominant signal in the RDM and the
target is not visible.
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As observed, the target signal is masked by the white noise jammer resulting in low tar-
get SINR. The radar’s ability to perform target detection and tracking is severely degraded.
However, adaptive processing techniques, such as SMI and SLC, allows adaptive filtering
of the interference to recover target SINR.
3.2 Adaptive Algorithms
Phased array systems have the capability to spatially filter interference by adaptively
weighting antenna elements. Typically, this requires an estimate of the interference statis-
tics across the array of antenna elements. Two suppression algorithms that use the spatial
statistics of interference are discussed in this section - SMI and SLC. Note that the radar ar-
chitecture addressed throughout this thesis operates by CPI block processing. The primary
radar first collects an entire CPI, and then uses the data within this CPI to generate adaptive
element weights. These weights are used suppress interference only within that specific
CPI, and this process is repeated for each CPI so that each CPI generates new adaptive
weights.
3.3 Sample Matrix Inversion
Consider a fully adaptive N-element ULA. If the spatial statistics of the interference
across elements are known, then digital element weights can be computed as
w = R−1I a
?(θ̂), (3.1)
whereRI is the N ×N interference covariance matrix between the array antenna elements
and a?(θ̂) is the N × 1 weight vector used to steer the ULA towards θ̂ as described in
subsection 2.1.1. This method is known as SMI [18]. The adaptive element weights place a
notch at the location of the jammer in the resulting antenna pattern as shown in Figure 3.3.
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Figure 3.3: Resulting antenna pattern is shown for ULA steered to θ̂ = −25◦ with adaptive
weights derived from SMI. Notch is placed at the location of the jammer.
3.3.1 SMI Derivation
The derivation of SMI follows by maximizing the SIR. Suppose at a single time sample,
target reflection and interference is captured across an N-element array represented by the
N × 1 vector rB = tB + iB. The single sample output after beamforming is therefore
y = wTrB wherew is an N-element vector representing the digital beamforming weights.






The interference covariance matrix is equivalent to
RI = E{i?BiTB} (3.3)
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Maximizing SIR follows by utilizing Cauchy-Schwarz inequality, which states the follow-
ing for arbitrary vectors p and q,
|pHq|2 ≤ ‖p‖22‖q‖22, (3.5)
and equality is achieved only when p is co-linear with q, p = kq. Taking RI = AHA












































When k = 1, this is equivalent to the expression provided in Equation 3.1.
3.3.2 Covariance Estimate
In practice, the true interference covariance matrix may not be known, so an estimate
of the interference covariance matrix, R̂I is used. The maximum likelihood estimator of










In Equation 3.8, L is the number of samples that the interference is measured across the N-
element ULA. As the number of samples L decreases, the estimate of interference degrades
and the resulting SINR after adaptive processing decreases [20].
3.3.3 SMI Application
The scenario given in Figure 3.1 is simulated where a target is in an environment con-
taining clutter and a single white noise jammer. The resulting output CPI for a single
antenna element after MTI processing is shown in Figure 3.4.
Figure 3.4: Post-MTI output CPI for a single antenna element. White noise jamming is the
dominant signal. Green circles represent the random time samples selected to estimate the
interference statistics.
Amplified noise from the white noise jammer is the dominant component within the
received signal. However, since the white noise jammer is stationary over time, the estimate
of the interference covariance matrix can be formed by using a number, such as L = 60,
















The selection of these random time samples are represented by the green circles in Fig-
ure 3.4. The same time indices are used to select samples from the output CPI of all ele-
ments. Using the SMI-derived weights given in Equation 3.1, the adaptive element weights
are computed as ŵ = R̂I
−1
a?(θ̂). The resulting RDM after Doppler processing and pulse
compression is shown in Figure 3.5.
Figure 3.5: Post-SMI RDM for a scenario with a single white noise jammer. The white
noise jammer is suppressed, and the target SINR is recovered.
As observed, the effects of the white noise jammer are suppressed and the target is
clearly visible. Comparing to the RDM before SMI processing in Figure 3.2, the SINR is
significantly improved.
3.3.4 SMI with Subarrays
The previous example of SMI application is for a fully adaptive ULA with d = λ
2
sensor
spacing. When SMI is implemented with a subarray architecture where spacing between
digital channels is greater than λ
2
, performance is degraded when the interference is located
in a grating lobe. If an interference source is located in a grating lobe as shown in Fig-
ure 3.6, then the interference spatially aliases into the main beam as detailed in subsection
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2.1.3.
Figure 3.6: Full array antenna pattern (blue) is shown with interference located in a grating
lobe. Location of grating lobes is indicated by the yellow trace.
Since the interference is spatially indistinguishable from a target in the main beam,
spatial suppression of the interference distorts the main beam and degrades target SNR.
This effect is defined as a grating notch [14]. The post-SMI adapted antenna pattern for a
subarray architecture with interference located in a grating lobe is shown in Figure 3.7.
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Figure 3.7: Post-SMI antenna pattern with interference located in a grating lobe. Main
beam distortion is observed which results in degraded SNR.
As observed, the main beam is distorted which leads to reduced target SNR. A solution
to this problem is the SLC algorithm, which is discussed in the next section.
3.4 Sidelobe Cancellation
SLC is a partially adaptive method where the main array is non-adaptive and steered
to a fixed direction [4]. A subarray architecture can be treated as a fixed array where each
antenna element is analog-steered and the digital subarray weights are fixed so that grating
lobes are avoided. Since the main array is fixed, additional adaptive auxiliary antenna
elements are required. An example architecture with SLC capability is shown in Figure 3.8
38
Figure 3.8: Example array architecture with SLC capability.
In Figure 3.8, the main array is steered to a fixed direction with a single channel output
for each time sample represented by the vector y. For NS time samples, y has dimen-
sions NS × 1. The output of each auxiliary antenna element is directly observable and is
represented by the matrixA with dimensions NS ×NAux.
The output of each auxiliary element is digitally adaptive, and interference suppression
is achieved by adaptively weighting the auxiliary elements and subtracting its output from
the output of the fixed main array. Intuitively, if the auxiliary array is steered to focus on
interference, then interference can be minimized by subtracting the output of the auxiliary
array from the output of the main array.
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3.4.1 SLC Derivation
The derivation of SLC follows from a least squares convex optimization formulation
and solution. SLC finds the auxiliary element weights that minimize the square error be-
tween the output of the fixed main array and the output of the adaptively weighted auxiliary






For this least squares formulation, a closed form solution exists and is obtained by taking















As observed in Equation 3.11, the adaptive auxiliary weights are a function of the esti-
mated covariance across auxiliary elements, R̂Aux = AHA, and the estimated covariance
between auxiliary elements and main array, R̂Ay = AHy. The output of SLC, ŷ, is the
residual difference given by
ŷ = y −Awopt. (3.12)
Note that this formulation assumes the interference power, as sensed by the auxiliary el-
ements, is dominant while the power of target reflections is ideally below the noise floor
prior to pulse compression and Doppler processing. These assumptions are often practical
since target reflections must travel two-way in range and many interference sources travel
one-way in range as depicted in Figure 1.1. Therefore, the power of target reflections is
proportional to 1
R4
while the power of direct interference is proportional to 1
R2
[2].
The number of spatially distinct interference sources that can be suppressed is limited
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by the degrees-of-freedom (DOF), which is equivalent to the number distinct eigenvalues of
the interference covariance matrixRI [22]. Therefore with SLC, the theoretical maximum
number of interference sources that can be suppressed is NAux.
3.4.2 SLC Application
A 32-element ULA main array with 6 auxiliary elements is modeled as shown in Fig-
ure 3.9.
Figure 3.9: Model ULA with SLC capability is shown. The main array elements are non-
adaptive and steered to a fixed direction. The auxiliary antenna elements are adaptive and
located on each side of the main array.
The auxiliary antenna elements are split on each side of the main array. This length-
ens the effective aperture of the auxiliary array resulting in higher resolution to improve
suppression of interference close to the target. The waveform model is identical to that
described in section 2.3. The scenario shown in Figure 3.1 is repeated so that a white noise
jammer is located in the first sidelobe of the main array’s antenna pattern. The main array
is steered towards the target, and the post-MTI output CPIs of the main array and each of
the auxiliary elements are shown in Figure 3.10.
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Figure 3.10: Post-MTI output CPIs for the main array and each auxiliary element in an
environment containing a white noise jammer. Green circles represent the random time
samples selected to estimate the interference statistics.
Similar to the SMI application, L = 60 random time samples are selected to esti-
mate the interference covariance matrix between auxiliary elements, R̂Aux, and between
the main array and auxiliary array, R̂Ay. The adaptive auxiliary weights are computed
according to Equation 3.11, and the output of SLC processing is computed according to
Equation 3.12. Comparison between the SLC output and the output CPI prior to SLC is
shown in Figure 3.11.
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Figure 3.11: Comparison of the output CPIs before and after SLC is shown. As observed,
the power of the white noise jammer is reduced.
As observed in Figure 3.11, the power of the white noise jammer is reduced after SLC
processing. However, the power of target reflections is still below the noise floor since the
modeled target SNR is -10 dB. After Doppler processing and pulse compression, the target
is distinguishable and the resulting RDM is shown in Figure 3.12.
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Figure 3.12: RDM post-SLC processing for a scenario with a single white noise jammer.
The white noise jammer is suppressed, and the target SINR is recovered.
The resulting antenna patterns are shown in Figure 3.13.
Figure 3.13: The adapted effective pattern (yellow trace) and auxiliary array pattern (pat-
tern) is shown. Notch is placed at the location of the jammer.
The adapted effective pattern is equivalent to the complex difference between the main
44
array pattern and the adapted auxiliary pattern. As observed in Figure 3.13, a notch is
placed at the location of the jammer. Since the spacing between auxiliary elements is
greater than λ
2
, grating lobes appear in the resulting auxiliary array pattern. However, the
effect of grating lobes in the auxiliary array pattern can be reduced by methods described
in [23].
3.4.3 Constrained SLC
As discussed in this section, SLC performance is dependent on low target SNR at the
receiver of the auxiliary elements. The formulation of SLC is to minimize the square
difference between the output of the main array and the output of the auxiliary array with
no intelligence to the difference between target and interference. As target SNR increases
above the noise floor, then SLC begins suppressing the target signal resulting in reduced
target SNR. This effect is also observed by evaluating the effective adapted antenna pattern.
The post-SLC adapted antenna pattern for a scenario with target SNR increased to 18 dB
is shown in Figure 3.14.
Figure 3.14: Post-SLC adapted antenna pattern for a scenario with target SNR increased 18
dB is shown. Target suppression occurs resulting main beam distortion and reduced target
gain.
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This effect can be mitigated by adding a linear constraint to the original least squares
formulation as follows [7]
wopt = argmin
w
‖y −Awopt‖22 subject to Cw = 0, (3.13)
where C is an ND × NAux matrix with ND equal to the number of desired constraint
directions. This achieves a similar effect to that of the generalized sidelobe cancellation
(GSC) algorithm for fully adaptive arrays detailed in [24]. When the hypothesized target
direction is the only desired constraint, thenC = c is a 1×NAux vector equivalent to a(θ̂).
A closed form solution to Equation 3.13 can be found by forming the Lagrangian and using











where λ is the ND × 1 vector of Lagrange multipliers. Note that each constraint consumes
a DOF so the number of interferers that can be suppressed is reduced by ND.
Following the constrained least squares formulation given in Equation 3.14, the result-
ing adapted pattern is shown in Figure 3.15.
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Figure 3.15: Post-SLC adapted antenna pattern (yellow trace) is shown. A constraint on
the auxiliary pattern (red trace) is added to prevent target suppression resulting in a notch
in the target direction.
As observed in Figure 3.15, the auxiliary array pattern is notched in the direction of the
target. Therefore, the complex difference between the main array pattern and the auxiliary
pattern does not result in main beam distortion. Unless otherwise stated, SLC is performed




Chapter 4 details the effects that non-stationary time interference can cause on resulting
RDMs. Similar to stationary interference, non-stationary interference can reduce the SINR
resulting in degraded target detection and tracking performance. Non-stationary interfer-
ence also introduces additional challenges to SLC suppression which is discussed in this
chapter, and an overview of investigated suppression techniques is given.
4.1 Non-Stationary Interference Effects
Possible sources of non-stationary time interference include co-located radar systems.
Consider the scenario in Figure 4.1. Multiple radar systems may be deployed in close
proximity, and many radar systems operate using LFM pulse-burst waveforms. Therefore,
the activity of these co-located radar systems appears as non-stationary interference to the
primary radar.
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Figure 4.1: Primary radar environment is shown including the presence of non-stationary
interference such as co-located radars systems.
4.1.1 Co-Located Radar Interference Model
Interference from co-located radar systems is modeled as an LFM pulse-burst waveform
with a different PRI TI , pulse width τI , bandwidth βI , pulse countMI , and carrier frequency
fci than the primary radar’s waveform. Note that if the interference waveform is identical to
the primary radar waveform, then the interference appears as clutter, which can be mitigated
by clutter filtering techniques such as MTI filtering. Since many radar systems implement
an analog bandpass filter centered around the carrier frequency, interference effects are
typically only significant when near the primary radar’s carrier frequency [2]. Therefore,
this thesis models interference with carrier frequencies only within a few tens of MHz
of the primary radar’s carrier frequency. Additionally, the interference waveform burst is
introduced at a random time sample within the primary radar’s CPI. Consider the scenario
shown in Figure 4.2 where a single interfering co-located radar is located in a sidelobe of
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the main array antenna pattern.
Figure 4.2: The main array is steered to θ̂ = −25◦. Interference from a co-located radar is
located in a sidelobe of the antenna pattern.
Using the radar and waveform model detailed in subsection 3.4.2, a simulated post-MTI
output CPI for the primary radar main array is shown in Figure 4.3.
Figure 4.3: Post-MTI output CPI for the main array is shown with non-stationary interfer-
ence from a co-located radar.
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The modeled SNR is -10 dB and the modeled INR is 50 dB. In this scenario, the inter-
ference waveform parameters are center frequency fci = 6 GHz, bandwidth βI = 5 MHz,
pulse width τI = 10 µs, PRI TI = 150 µs, and pulse count MI = 30. As observed, the
target power is below the noise level and the interference power is much greater than both
the target and the noise power. These power ratios are realistic in many scenarios since
target reflections travel two-way in range while interference only travels one-way in range.
4.1.2 Interference Range Aliasing
From Figure 4.4, the CPI is formatted into a 2-D matrix Y separated into columns
defined by the primary radar PRI. The time scale is converted to a range scale.
Figure 4.4: The reshaped output CPI for the main array is shown. Non-stationary interfer-
ence from a co-located radar is present.
The interference pulses are present, and it is observed that the interference PRI TI is
longer than the primary radar PRI TP . Therefore, the interfering pulses occur at varying
ranges which is defined as range aliasing within this thesis. The specific ranges where the
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interference pulses occur can be analytically derived as follows
Rm =
cmod (t0 +mTI , TP )
2
, m = 0, ...,MI − 1, (4.1)
where t0 is the start time within the PRI of the first interfering pulse. If tI is the start
time of the interference pulse-burst within the primary radar CPI, then t0 is equivalent to
t0 = mod (tI , TP ). As observed in Figure 4.4, all Rm are not necessarily unique, and the
interference begins repeating at the same ranges when tm = t0 for m > 0. This occurs
when mod (mTI , TP ) = 0. Therefore, the number of unique Rm is
NAlias = lcm (TI , TP ) /TI . (4.2)
In Figure 4.4, TI = 125 µs and TP = 150 µs so NAlias = 5 which aligns with what is
observed in Figure 4.4. Note that NAlias is maximum for a given TI and TP when TI and
TP are co-prime. For an example when TI = 120 µs, then NAlias = 25. The reshaped
output CPI for a scenario with TI = 120 µs is shown in Figure 4.5.
Figure 4.5: The reshaped output CPI for the main array is shown. Non-stationary interfer-
ence from a co-located radar resulting in greater range aliasing is present.
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4.1.3 Interference Doppler Pattern
Doppler processing on the data in Figure 4.4 is performed as detailed in subsection
2.3.2. This is equivalent to a column DFT on the data in Figure 4.4. The resulting matrix
Y DP is shown in Figure 4.6.
Figure 4.6: The resulting matrix after Doppler processing is shown. The effects of non-
stationary interference from a co-located radar is present.
As observed in Figure 4.6, a sinc pattern results at each unique Rm previously defined
in Equation 4.1.
The sinc pattern at each Rm is more easily analyzed in a simple case where only two
interference pulses occur across all PRIs. The DFT to perform Doppler processing at the
Rm range index for a specific Doppler frequency, fD, is represented by





Take m1 as the PRI where the first interference pulse occurs and m2 as the PRI where
the second interference pulse occurs. The nulls in the pattern at that Rm occur when
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YDP [fD, Rm] = 0. When there are only two interfering pulses, the nulls occur when
e−j2πfDm1 = −e−j2πfDm2




, k = 0, ...,∞.
(4.4)
Therefore, the sinc pattern at eachRm after Doppler processing is dependent on the number
of PRIs between successive interference pulses appearing at the same range.
4.1.4 Interference RDM Effects
After pulse compression is performed as detailed in subsection 2.3.3, the resulting RDM
is shown in Figure 4.7.
Figure 4.7: RDM is shown with non-stationary interference from a co-located radar.
As observed, the interference is the primary component within the RDM masking the
target signal and degrading the resulting SINR. The analysis of the interference structure
within the RDM is predictable when the interference parameters are known as detailed in
subsection 4.1.2 and subsection 4.1.3.
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4.1.5 SLC Challenges with Non-Stationary Interference
SLC is performed by using an estimate of the spatial interference statistics across the
array, specifically the covariance between auxiliary elements R̂Aux and the covariance be-
tween auxiliary elements and the main array R̂Ay. From subsection 3.4.2 and Figure 3.10,
the estimate of a stationary interference source such a white noise jammer is formed by
randomly selecting L = 60 samples within the output CPI. This is possible since the statis-
tics of interference do not change with time. Using the same method for non-stationary
interference source such as a co-located radar, L = 60 samples are selected to estimate the
interference statistics as shown in Figure 4.8.
Figure 4.8: Post-MTI output CPI is shown for the main array and each auxiliary element.
Non-stationary interference from a co-located radar is present. Green circles represent
random time samples selected to estimate the interference statistics.
As observed in Figure 4.8, very few of the L = 60 samples contain interference. From
subsection 3.3.2 and [20], recall that the estimate of interference degrades as the number of
samples used to estimate the interference decreases. Therefore, suppression performance is
also degraded. The effective antenna pattern is shown in Figure 4.9 and the resulting RDM
is shown in Figure 4.10.
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Figure 4.9: Post-SLC antenna pattern does not form an effective notch in the direction of
the interference due to poor estimation of the interference statistics.
Figure 4.10: Post-SLC RDM is shown. The SINR remains degraded after SLC processing
due to poor estimation of the interference statistics.
As observed, no notch is formed in the direction of the interference which results in
poor SINR within the RDM. Simulating the scenario shown in Figure 4.2 using the radar
and waveform model given in this section, the performance of SLC with random selection
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over 30 simulations with random variations in noise and interference location within the
CPI is shown in Table 4.1. The floating point operations (FLOP)s are only measured for
the computation required to generate the estimated covariance matrices R̂Aux and R̂Ay.
Table 4.1: The performance and computation costs are shown for SLC with random selec-
tion. Performance is measured over 30 simulations.
Method Mean SINR (dB) Min SINR (dB) Var SINR (dB) FLOP
Random Selection (L=60) 36.17 10.28 41.44 5 k
As indicated by the minimum SINR and variance of the SINR, more robust methods
are required to estimate non-stationary interference to improve the performance of SLC.
These methods are proposed in the following chapters.
4.2 Non-Stationary Interference Suppression
4.2.1 SLC with Entire CPI
One method to improve the interference estimation is to use all samples within the CPI
to generate the estimated covariance matrices. This ensures that all samples containing
interference are used to generate its estimate. However, since the radar evaluated in this
thesis operates by CPI block processing as described in section 3.2, this becomes computa-
tionally expensive as the number of samples within the CPI NS or the number of auxiliary
elements NAux increases. The required FLOP to generate just R̂Aux is 2N2AuxNS . Using
the entire CPI also ensures that the target signal is included in the interference estimate. As
the target SNR increases and without accurate directional constraints, this results in target
suppression as discussed in subsection 3.4.3. Therefore, SLC with accurate target con-
straint is required. The performance of this method is shown in Table 4.2 when evaluated
for the scenario depicted in Figure 4.2 over 30 simulations.
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Table 4.2: The performance and computation costs are shown for SLC with random selec-
tion and entire CPI.
Method Mean SINR (dB) Min SINR (dB) Var SINR (dB) FLOP
Random Selection (L=60) 36.17 10.28 41.44 5 k
Entire CPI 37.19 37.11 0.00 21 M
As observed, SLC performance is improved when using the entire CPI at the cost of
higher computation.
4.2.2 Additional Algorithms Reviewed
Alternate algorithms to suppress mutual radar interference were also reviewed. The
effects of mutual radar interference, particularly to the application of vehicle sensors, is
presented in [25]. Many spatial suppression techniques are dependent on the adaptability
of every antenna element which is too costly for many large tactical phased arrays. There-
fore, this thesis focuses on techniques that can be incorporated with subarray architectures.
Certain commercial radar systems, which are expected to operate within close proximity,
transmit and receive orthogonal waveforms to mitigate the effects of mutual radar interfer-
ence [26], [27]. However, this method has the limitation that waveform design between
radar systems must be coordinated before deployment. Another algorithm proposed to mit-
igate mutual radar interference is the recursive implementation of a minimum mean-square
error formulation for adaptive pulse compression proposed in [28], [29]. This algorithm has
the limitation that it requires at least a single matrix inversion of sizeNτ×Nτ for each range
cell where Nτ is the length of the sampled primary radar waveform pulse. This becomes
increasingly costly when the number of searched range cells is large, which is the case for
many ground-based radar applications. An algorithm is also proposed in [30] where the
interference samples are directly removed in the time domain. However, this algorithm
has the limitation that all interference samples must be identified to eliminate interference
artifacts within the RDM. Other time domain suppression algorithms are also proposed in
[31], [32]. In contrast, SLC only requires an estimate of the interference statistics from a
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subset of interference samples to spatially suppress the interference. Additionally, open-
loop methods such as non-adaptively notching the antenna pattern was reviewed. This can
be performed by phase-weighting the main array elements where the weights are identi-
fied through an iterative semidefinite convex optimization problem [33]. However, this
method requires that the locations of the co-located radars are known a-priori, and iterative
programming can become computationally costly.
Instead, the next chapters propose algorithms to adaptively estimate the spatial statistics




As demonstrated in this thesis, SLC performance is dependent on effective estima-
tion of the interference statistics across the array elements. With stationary interference
sources, or sources whose statistics do not change over time, estimation is trivial and can
be performed by random sampling the CPI. However, random sampling the CPI to suppress
non-stationary interference results in high variance in the resulting SINR. This chapter dis-
cusses the first proposed method to increase robustness when estimating non-stationary
interference, such as co-located radar interference, for SLC suppression.
5.1 Correlation Estimation Method
The effective estimation of interference is dependent upon selecting samples within the
CPI that contain interference. One proposed method to adaptively select such samples is to
take the samples resulting in high correlation when computed between the outputs of two
sensors [5]. The Pearson correlation coefficient, ρX,Y , is the measure of correlation that is
used for this method,
ρX,Y =
E{(X − µX) (Y − µY )}
σXσY
. (5.1)
In discrete form, the Pearson correlation coefficient is computed as
ρX,Y =
∑






This subsection provides analysis of the method proposed in [5] to show how correla-
tion can be used to identify interference samples. As detailed in earlier chapters, interfer-
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ence typically has high INR due to its one-way signal travel. Conversely, target reflections
typically have low SNR due to small RCS and their two-way signal travel. Additionally,
individual auxiliary elements have low directivity in comparison to the beamformed main
array, which reduces their gain in any specific direction. Therefore, in most practical sce-
narios, the target SNR in the output CPI of an individual element is below 0 dB and much
less than the interference INR. An example output CPI for two individual auxiliary ele-
ments with co-located radar interference is shown in Figure 5.1.
Figure 5.1: The post-MTI output CPIs are shown for two individual auxiliary elements.
Co-located radar interference is observable, and target reflections are below the noise level.
The modeled target SNR is -10 dB and the modeled INR is 50 dB. Only the interference
is observable above the noise floor, and random noise is the dominant signal at all time
instances where the interference is not located.
Represent the measured noise in the output CPI for two different auxiliary elements as
n1(t) and n2(t) where E{n21(t)} = E{n22(t)} = σ2n. Noise is random and uncorrelated
from element to element so that E{n1(t)n2(t)} = 0. Therefore, the expected correlation
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between noise measurements on two different auxiliary elements is zero,
ρn1,n2 =







Denote s1(t) and s2(t) as the measured target signal plus noise in the output CPI for two
different auxiliary elements where the signal and noise are uncorrelated and E{s21(t)} =
E{(Atgt + σn1)
2} = A2tgt + σ2n. In samples where both the target and noise is present, the
expected correlation between two auxiliary elements is
ρs1,s2 =
E{(s1(t)− µs1) (s2(t)− µs2)}
σs1σs2
=






















As shown in Equation 5.4, the expected correlation for samples containing both target and
noise can be expressed as a function of the linear SNR. When the target SNR is -10 dB,
then the expected correlation is ρs1,s2 = 0.09.
Denote i1(t) and i2(t) as the measured interference plus noise in the output CPI for
two different auxiliary elements where the interference and noise are uncorrelated and
E{i21(t)} = E{(Aifr + σn1)
2} = A2ifr + σ2n1 . Following a similar analysis, in samples










When the interference INR is 50 dB, then the expected correlation is computed as ρi1,i2 = 1.
Taking the results from Equation 5.4 and Equation 5.5, the correlation between elements
versus the SNR of a signal in the presence of Gaussian noise is shown in Figure 5.2.
Figure 5.2: The expected correlation between elements versus the SNR of a signal in the
presence of Gaussian noise.
This analysis shows that for scenarios with low target SNR and high interference INR,
high correlation only occurs for samples containing interference. Noise dominant samples
and target samples result in low correlation. Therefore, correlation can be used as a method
to adaptively identify samples containing strong interference. Additionally, this thesis pro-
poses that correlation is measured between two auxiliary elements instead of the main array
to reduce sensitivity to the target, since the target SNR is higher in the main array output.
This helps to prevent including target samples within the interference estimate. A detailed
approach and example is given in the following section.
5.1.2 C-SLC Application Steps
The proposed steps to perform correlation with sidelobe cancellation (C-SLC) are as
follows:
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1. Split post-MTI output CPI for two auxiliary elements into smaller windows of time
• Selection of window size is discussed in subsection 5.1.3
2. Compute correlation between the two auxiliary elements for each window per Equa-
tion 5.2
3. Randomly select L samples from windows that exceed a specified correlation thresh-
old, ρthresh
• If no correlation exceeds ρthresh, perform no SLC
4. Perform SLC as detailed in section 3.4 using the L samples identified in step 3
Note that the decision to perform SLC and selecting interference samples does not
require knowledge of absolute amplitude levels within the CPI. Only a measure of correla-
tion, ranging from 0 to 1, is evaluated to identify samples. This is beneficial since absolute
amplitudes are difficult to analyze and predict in certain radar systems.
The correlation threshold, ρthresh, in step 3 can be intelligently selected for an expected
target and interference scenario. The expected correlation is a function of target SNR and
interference INR as defined in Equation 5.4 and Equation 5.5. If the target SNR is expected
to be less than 0 dB while the interference INR is expected to be much greater than 0 dB,
then specifying ρthresh > 0.5 helps to prevent selection of target samples while concentrat-
ing samples on interference.
5.1.3 C-SLC Application Example
Consider the scenario in Figure 4.2 where interference from a co-located radar is in a
sidelobe of the primary radar’s main array pattern. The modeled target SNR is -10 dB and
the modeled interference INR is -50 dB. Performing C-SLC begins by splitting the output
CPI for two auxiliary elements into smaller windows of time as shown in Figure 5.3.
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Figure 5.3: The output CPI for two auxiliary elements is split into smaller windows. Two
example windows are shown - one with noise as the dominant signal and another with
interference as the dominant signal.
In this specific example, the output CPI is split into 1000 windows. For each window,
the correlation is computed between the two auxiliary elements per Equation 5.2. The
resulting correlation for each window is shown in Figure 5.4.
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Figure 5.4: The computed correlation for each window is shown with ρthresh = 0.5. Note
that high correlation occurs only for windows containing interference.
Comparing the computed correlation in Figure 5.4 to the output CPI in Figure 5.3, it
is observed that high correlation occurs only for windows containing interference. In this
example, the correlation threshold is defined to be ρthresh = 0.5. L = 60 samples are
randomly selected from the windows whose correlation exceed ρthresh. These samples are
shown overlaid on the output CPI in Figure 5.5.
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Figure 5.5: The output CPI is shown for the main array and each auxiliary element. Co-
located radar interference is observable, and the samples selected via C-SLC are indicated
by the green circles.
As observed in Figure 5.5, all selected samples are localized near the interference wave-
form. However, not all samples are guaranteed to contain interference. This is because the
time windows used to compute correlation may not perfectly align with the interference
pulse. Specifying smaller windows lead to more localized sampling, but less averaging of
noisy data. For all cases tested, using correlation to sample the CPI improves upon random
sampling. Since a majority of the L = 60 samples in Figure 5.5 contain interference, the
interference statistics are better estimated.
SLC is performed as detailed in section 3.4 using the L = 60 samples identified in
Figure 5.5. As detailed in section 3.4, this involves solving the constrained least squares
problem minimizing the square difference between the output of the main array and the
adaptively weighted auxiliary array when evaluated at the L = 60 samples. The resulting
effective antenna pattern is shown in Figure 5.6.
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Figure 5.6: Post C-SLC antenna pattern is shown. A notch is formed in the direction of the
interference.
As observed in Figure 5.6, a notch is formed in the direction of the interference. The
resulting RDM is shown in Figure 5.7.
Figure 5.7: Post C-SLC RDM is shown. The SINR is recovered and the target is clearly
observable.
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As observed in Figure 5.7, the resulting SINR is recovered and the target is clearly
observable. Comparison of C-SLC to methods discussed earlier in this thesis is shown in
Table 5.1. For each method, 30 simulations are performed with random variations in noise
and interference location within the CPI.
Table 5.1: The performance and computation costs are compared for the correlation
method. Performance is measured over 30 simulations.
Method Mean SINR (dB) Min SINR (dB) Var SINR (dB) FLOP
Random Selection (L=60) 36.17 10.28 41.44 5 k
Entire CPI 37.19 37.11 0.00 21 M
C-SLC (L=60) 36.89 36.68 0.02 2.5 M
As expected, the correlation method achieves much better performance than that of
random selection with much lower computation costs than that of using the entire CPI.
This is clear by comparing the variance and FLOP for each of the methods. Note that
SLC and C-SLC can also be performed by selecting samples to estimate interference after
Doppler processing. This is discussed in the Appendix.
When limiting the number of samples L used to estimate interference, improvement
over the correlation method is still possible. As shown in Figure 5.5, not all L samples
are guaranteed to capture interference. Additionally, C-SLC does not differentiate between
strong target samples and strong interference samples, since both result in high correlation
between auxiliary elements. Therefore, a method involving machine learning is proposed
in the next chapter.
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CHAPTER 6
MACHINE LEARNING DRIVEN METHODS
As detailed in subsection 3.3.2, SLC performance improves when more interference
samples are used to estimate its statistics in the presence of noise. If the number of samples
used to estimate interference is constrained to L, then suppression performance improves
as more of the L samples contain interference. This chapter proposes a method which
incorporates machine learning with SLC to increase the proportion of allotted samples
containing interference. Additionally, the proposed algorithm provides discrimination of
interference from strong target samples which is not possible with C-SLC. Application
of this machine learning method requires additional assumptions of the co-located radar
interference which are detailed in this chapter.
6.1 Radar Environment Assumptions
Consider the scenario in Figure 6.1.
Figure 6.1: Primary radar environment is shown including the presence of friendly co-
located radar radar systems.
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Similar to Figure 4.1, there are non-stationary interference sources in the form of co-
located radars. However, in Figure 6.1, these co-located radars are friendly systems for
which the primary radar has prior knowledge. Specifically, the primary radar knows the
set of all waveform pulses that the co-located radars may transmit. No other information is
known, including the pulse count, PRF, or physical location. Practically, this could be the
scenario where friendly radar systems are in close proximity to the primary radar, but no
synchronized communication between the radar systems exists and the specific location of
the co-located radars may not be known. These radars may also operate using a variety of
known pulse-burst waveforms. This scenario allows for the application of machine learning
with SLC. This applies the concepts introduced in [6] which classifies audio data through
the use of spectrograms and CNNs. Similar techniques for classification of electromagnetic
signals, including jamming, has been proposed in [34], [35], [36].
An overview of the proposed steps to incorporate machine learning with SLC are as
follows:
1. Compute TFIs of 1-D signals for classification by a CNN.
2. Generate a replica of the identified interference pulse
3. Perform matched filtering with the replica and the output CPI to identify interference
samples
4. Perform SLC evaluated at the samples identified in the previous step
These steps are detailed along with an example in the following sections.
6.2 Machine Learning Tools
Two significant steps involved with any machine learning application are feature extrac-
tion and model training [6]. Feature extraction involves pre-processing the data to generate
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better distinguishers between classes, and model training involves using the extracted fea-
tures to train a model for future data classification. The machine learning model for the
SLC application must be time-invariant since the interference waveform can be located
anywhere anywhere within the CPI. The method proposed in [6] performs waveform clas-
sification by converting the signal’s time domain into a TFI and training a CNN to learn the
data and make predictions. Each of these steps are detailed in the following subsections.
6.2.1 Feature Extraction
The feature extraction method used for this application is to convert each PRI of the
CPI into a TFI. The TFI for the mth PRI is computed using the spectrogram. Taking rm(t)
to be the mth PRI at the output of a single receiver, then its spectrogram is computed as




where w(τ) is a windowing function such as the Hamming window. The spectrograms are
shown as single layer images in Figure 6.2.
Figure 6.2: Example spectrograms for specific waveforms are shown.
These spectrograms are computed using a 256 sample fast Fourier transform (FFT), a
256 sample Hamming window equivalent to 10.24 µs at the modeled sample rate defined
in section 2.3, and an overlap of 250 samples. Window lengths are chosen to optimize the
trade-off between temporal resolution and frequency resolution. Longer windows provide
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higher frequency resolution but less time resolution, while shorter windows provide higher
time resolution but less frequency resolution [37]. Increasing the overlap maintains higher
time resolution with longer windows (and therefore frequency resolution), but this is at the
cost of more computations. The resulting TFIs in Figure 6.2 are used to train a CNN model.
In this thesis, an example scenario containing 5 distinct interference pulses is modeled. For
a scenario involving 5 interference pulses, 7 total classes are learned - the 5 interference
pulses, the primary radar pulse, and noise. These waveforms are detailed in Table 6.1.
Table 6.1: Waveform parameters for the 7 classes modeled in this thesis are provided.
Waveform Label Center Frequency (GHz) Bandwidth (MHz) Pulse Width (µs) PRI (µs) Pulse Count
Primary Radar 6.000 5 5 125 81
Interference 1 6.000 5 10 150 30
Interference 2 6.008 10 3 120 40
Interference 3 6.020 2 15 145 20
Interference 4 6.000 30 1 100 50
Interference 5 6.005 15 10 175 15
Noise - - - - -
6.2.2 CNN Model
CNNs are spatially invariant machine learning models typically used to classify images
[38]. When 1-D signals are converted to TFIs as in subsection 6.2.1, then CNNs can provide
classification of the 1-D signals which are invariant to time and frequency offset. CNNs
primarily consist of 2D-convolution layers and a linear classifier layer, and the convolution
kernel values are the primary parameters solved for during training.
Radar applications typically require real-time processing to react to the continually
evolving environment. This motivates the use of a CNN model which requires fewer com-
putations and memory. SqueezeNet is a CNN model which achieves similar performance
to that of larger CNN models such as AlexNet but with less computation and memory costs
[39]. The architecture of SqueezeNet is shown in Figure 6.3.
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Figure 6.3: SqueezeNet architecture is shown along with detail of an example Fire module
[39]
The primary building blocks of SqueezeNet are Fire modules which minimize the num-
ber of parameters required to be solved during training [39]. The implementation costs of
SqueezeNet is approximately 5 MB for parameter storage and approximately 360 MFLOP
per prediction. In this thesis, a CNN model is developed by modifying the SqueezeNet
model and removing additional convolutional layers to further reduce its computation costs.
Grayscale spectrograms are used in place of RGB images, and the number of output chan-
nels is reduced to the number of classes. Layers are removed until the resulting model
achieves a training accuracy greater than 90% for the set of 7 classes detailed in Table 6.1.
The resulting CNN model architecture is shown in Figure 6.4.
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Figure 6.4: A custom CNN architecture is derived from SqueezeNet to further reduce com-
putation costs while achieving high accuracy for this specific application.
The resulting architecture requires approximately 2.3 MB of parameter storage and ap-
proximately 280 MFLOP per prediction. This is a reduction of approximately 80 MFLOP
per prediction.
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6.2.3 CNN Model Training
A total of 2835 TFIs were generated, 405 TFIs per class, to train and test the CNN
model. To increase the CNN model’s robustness, the pulse SNR was varied following a
Gaussian distribution with 30 dB mean and 10 dB variance, and the pulse location within
the PRI was varied following a uniform distribution. Of the 2835 TFI’s, 80% was used
as the training set, 10% was used as the test set, and 10% was used as the verification set.
Stochastic gradient descent with momentum was used to train the CNN with an initial learn-
ing rate of 0.001, batch size of 128, 5 epochs, and a 60% dropout. The resulting confusion
matrix, which details the accuracy of the trained CNN model, is shown in Figure 6.5.
Figure 6.5: Confusion matrix for the trained custom CNN is shown.
As observed in Figure 6.5, the overall accuracy is 99% and the greatest confusion occurs
between the primary waveform and the interference type 1. The accuracy of the CNN
model is expected to decrease as the SNR of the pulse decreases. This effect is investigated
in [40] and [35], but is not discussed within this thesis. As a result, this algorithm is only
evaluated for interference with INR greater than 30 dB within this thesis.
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6.3 M-SLC
The following subsections provide a detailed approach and example for incorporating
spectrograms and CNNs with SLC.
6.3.1 M-SLC Application Steps
Once a CNN model is trained, the proposed steps to perform machine learning with
sidelobe cancellation (M-SLC) are as follows:
1. Compute the spectrogram for each PRI in the post-MTI output CPI of a single auxil-
iary element, a1
• Spectrogram parameters must be equivalent to those used to train the CNN
• Target SNR on auxiliary element is lower than than on the main array
2. Use the trained CNN to obtain a prediction for each spectrogram. Denote NI as the
number of unique interference classes predicted over all spectrograms.
3. For each of the NI interference classes identified in step 2:
(a) Generate a replica of the interference pulse, iB, with length denoted by NτI
(b) Perform matched filtering between iB and a1 to obtain outmf ,





(c) Compute a threshold as thresh = maxk (outmf [k])− ε
(d) Denote p as the Np × 1 vector containing all indices within outmf that exceed
thresh,
• p[i] = {p : outmf [p] > thresh}
• p contains indices corresponding to the leading edge of interfering pulses
within a1
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(e) Identify the set of samples containing interference, s, as
• s[i] = {s : s ∈ a1[pi : pi +NτI − 1], for i = 0, . . . , Np − 1}
(f) Randomly select L
NI
samples from s to estimate interference
4. Perform SLC as detailed in section 3.4 using the L samples identified in step 3
Selection of ε
Selecting ε when computing thresh = maxk(outmf [k]) − ε can allow precise estima-
tion of interference while avoiding undesired signal samples (i.e. target samples) under
certain conditions. Denote the cross-correlation between two waveforms, x1(t) and x2(t)
as
Rx1,x2(m) = E{x1(t+m)x?2(t)}. (6.2)
Consider the following two conditions:
1. No overlap in time between distinct waveforms
2. Maximum cross-correlation between any pair of distinct waveforms is lower than the











If these two conditions are satisfied, then there exists an ε so that signal samples not in-
tended to be estimated are not selected, and the target constraint can be dropped. This adds
back a DOF and results in the capability to suppress an additional interferer. Equivalently,
this ε can be chosen as











However, in practice, these are not guaranteed assumptions since waveforms may still over-
lap with high cross-correlation.
M-SLC Benefits
Certain implementation benefits of M-SLC are best realized by comparison to an al-
ternate method. Consider the method proposed in [30] which involves iteratively matched
filtering the replica of each interference pulse with the output CPI to identify all samples
of interference for direct removal. One drawback of this method is the required knowledge
of expected amplitude levels in the matched filtered output to derive a decision threshold.
Each interference may not be present within the CPI which makes identifying a decision
threshold difficult. Secondly, when using the direct removal method, all interference sam-
ples within the CPI must be identified to prevent interference artifacts within the resulting
RDM.
Alternatively, the M-SLC does not require knowledge of absolute amplitude levels
within the CPI, as the CNN identifies the presence of interference by analyzing the struc-
ture of the spectrogram. Additionally, interference suppression via SLC does not require
identification of every interference sample, but only a set of samples to estimate the spatial
interference statistics.
Additionally, M-SLC can also provide an estimate of the interference PRI T̂I and pulse
count M̂I . When p from step 3d is unique and sequential in time,
T̂I = mode(d), where di = p[i+ 1]− p[i] for i = 0, . . . , Np − 1 (6.5)
and
M̂I =
p[Np − 1]− p[0]
T̂I
. (6.6)
This provides the users of the primary radar system additional information of the interfer-
ence waveform parameters.
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6.3.2 M-SLC Application Example
Consider the scenario in Figure 4.2 where interference from a co-located radar is in
a sidelobe of the primary radar’s main array pattern. The target SNR is -10 dB and the
interference INR is 50 dB. However, now the set of all interference waveform pulses is
known, and interference type 1 from Table 6.1 is the modeled interference waveform.
Performing M-SLC begins with computing the spectrogram for each PRI of the post-
MTI output for a single auxiliary element. The spectrogram parameters match those used
to train the CNN model. An example of the output CPI is shown in Figure 6.6.
Figure 6.6: Post-MTI output CPI for a single auxiliary element is shown. Interference type
1 from Table 6.1 is present.
As observed in Figure 6.6, the dominant component within each PRI is either noise or
interference. The spectrograms for example PRIs containing primarily noise or interference
is shown in Figure 6.7.
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Figure 6.7: Example spectrograms of PRIs containing primarily noise (left) or interference
type 1 (right) is shown.
In this example, the number of PRIs is M = 80. Each of the 80 spectrograms are
fed into the trained CNN model and 80 predictions are obtained. The percentage of each
waveform type predicted over all PRIs is shown in Table 6.2.
Table 6.2: The predicted percentages for each waveform type over all M = 80 PRIs is
shown.
Interference 1 Interference 2 Interference 3 Interference 4 Interference 5 Noise Primary
45% 0% 0% 0% 0% 55% 0%
These percentages match what is visually observed in Figure 6.6 where approximately
45% of the CPI contains interference and the remainder of the CPI is dominated by noise.
In this example, only interference type 1 is present so a replica of this waveform pulse is
generated and match filtered with the output CPI. The resulting match filtered output is
shown in Figure 6.8.
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Figure 6.8: Match filtered output for machine learning example is shown. Interference type
1 is identified and replica is match filtered with output CPI.
In this example, the output CPI is amplitude normalized and ε = 2. Comparing Fig-
ure 6.8 to Figure 6.6, it is observed that time indices exceeding the threshold in the matched
filter output correspond to the leading edge of the interference pulse within the CPI. Along
with the a-priori knowledge of the interference pulse width, the exact samples of interfer-
ence pulses are identified. Note that reduced matched filter gain occurs when the interfer-
ence pulse is partially within the eclipsed range. L = 60 samples are randomly selected
from the identified samples, and these samples are shown overlaid on the output CPI in
Figure 6.9.
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Figure 6.9: The output CPI is shown for the main array and each auxiliary element. Inter-
ference type 1 is observable, and the samples selected via M-SLC are indicated by green
circles.
As observed in Figure 6.9, all L = 60 selected samples contain interference, and these
samples are used to perform SLC as detailed in section 3.4. The resulting effective antenna
pattern is shown in Figure 6.10.
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Figure 6.10: Post M-SLC antenna pattern is shown. A notch is formed in the direction of
the interference.
As observed in Figure 6.10, a notch is formed in the direction of the interference. The
resulting RDM is shown in Figure 6.11.
Figure 6.11: Post M-SLC RDM is shown. The SINR is recovered and the target is clearly
observable.
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The resulting SINR is recovered when compared to Figure 4.7 and the target is clearly
observable. Comparison of the machine learning method to methods discussed earlier in
this thesis is shown in Table 6.3.
Table 6.3: The performance and computation costs are compared for the machine learning
method. Performance is measured over 30 simulations.
Method Mean SINR (dB) Min SINR (dB) Var SINR (dB) FLOP
Random Selection (L=60) 36.17 10.28 41.44 5 k
Entire CPI 37.19 37.11 0.00 21 M
C-SLC (L=60) 36.89 36.68 0.02 2.5 M
M-SLC (L=60) 36.92 36.72 0.01 22 G
The machine learning method only achieves marginally better performance than the
correlation method but with much higher computation costs. The primary cost of the
machine learning method is the prediction for a single spectrogram (approximately 280
MFLOP) which must be performed for each PRI. However, as the number of samples
used to estimate interference, L, decreases, then the improvement of the machine learning
method over the correlation method increases. The machine learning method is able to
concentrate a greater percentage of allotted samples on interference. This is depicted in
Figure 6.12.
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Figure 6.12: The performance of M-SLC and C-SLC are plotted versus number of samples
allotted to estimate interference.
This thesis has proposed two methods, C-SLC and M-SLC, to improve robustness of
the interference estimation for SLC suppression of a single co-located radar. In the next
chapter, an iterative method is proposed to suppress a combination of multiple white noise




The scenarios evaluated thus far have only included the existence of either a single non-
stationary or stationary time interference source. When multiple interference sources are
present within the primary radar environment, effective suppression to recover the target
SINR becomes more difficult. This chapter proposes an iterative SLC algorithm utilizing
the correlation and machine learning estimation methods detailed in Chapter 5 and Chapter
6.
7.1 Multiple Interference Effects
Consider the scenario shown in Figure 1.1 and Figure 7.1 where multiple interference
sources are present within the primary radar environment. The location and power of the
interference sources are indicated on the main array’s antenna pattern.
Figure 7.1: The location and power of multiple interference sources are indicated on the
main array’s antenna pattern.
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As discussed throughout this thesis, suppression of interference requires an estimate of
its spatial statistics. This requires that samples containing each interference are identified.
C-SLC and M-SLC application examples are given in Chapter 5 and 6 for adaptively iden-
tifying interference samples in a single interference environment. However, interference
estimation becomes more difficult when multiple interference sources are present. White
noise jammers can mask the presence of other interference, such as co-located radars. The
output CPIs for two auxiliary elements for the scenario depicted in Figure 7.1 is shown in
Figure 7.2.
Figure 7.2: Post-MTI output CPIs for two auxiliary element is shown for the scenario in
Figure 7.1. Multiple interference sources are modeled.
As observed, spatially correlated white noise jammers are the dominant signal through-
out the entire CPI. If using C-SLC to identify interference samples, then all samples with
the CPI correspond to high correlation as shown in Figure 7.3, and selecting a set of sam-
ples which contain both the white noise jammer and pulsed interference from co-located
radars is random chance.
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Figure 7.3: The computed correlation across the CPI between two auxiliary elements is
shown for the multiple interference scenario in Figure 7.2.
Using the C-SLC algorithm results in poor performance as indicated by an SINR vari-
ance of 30.48 dB over 30 simulations, detailed in Table 7.2. The output CPI after C-SLC
processing is shown in Figure 7.4. It is observed that the white noise jammer is suppressed
but the co-located radar interference remains.
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Figure 7.4: Post C-SLC output CPI is shown for the scenario with multiple interference
sources. The white noise jammer is suppressed, but the co-located radar interference re-
mains.
Additionally, if the M-SLC algorithm is used, the white noise jammer dominates the
spectrograms resulting in corrupted predictions. Noise is often the only predicted waveform
type in this scenario, so SLC is not attempted. Therefore, more robust methods are required
which are discussed in the following sections.
7.2 Iterative Solution
An iterative solution is proposed to identify samples containing both stationary and
non-stationary interference. A detailed approach and example is given in the following
subsections.
7.2.1 IC-SLC Application Steps
As in Chapter 3, let A be the NS × NAux matrix containing the sampled output CPI
for each auxiliary element. Represent the sampled output CPI of a single auxiliary ele-
ment as a1 = A [:, 1] and the sample output CPI of the remaining auxiliary elements as
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Ar = A [:, 2 : NAux]. The proposed steps to perform iterative correlation with sidelobe
cancellation (IC-SLC) are as follows:
1. Split the post-MTI output CPI for two auxiliary elements into smaller windows of
time
2. Compute correlation between the two auxiliary elements for each window per Equa-
tion 5.2
3. Randomly select L samples from windows that exceed a specified correlation thresh-
old, ρthresh
• If no correlation exceeds ρthresh, then perform no SLC
4. Perform the first pass of SLC as detailed in section 3.4 with NAux − 1 auxiliary
elements evaluated at a proportion of the L samples, L1 < L. Do this for both the
main array output, y, and a single auxiliary element output, a1,
• ŷ1 = y −Arŵy, ŵy = argminwy‖y −Arwy‖22 s.t. Cwy = 0
• â1 = a1 −Arŵa, ŵa = argminwa‖a1 −Arwa‖22 s.t. Cwa = 0
5. Repeat steps 1-3, except between ŷ1 and â1, to identify L2 = L−L1 samples whose
correlation exceed ρthresh
• If max correlation is greater than ρthresh, then perform the second pass of SLC
as detailed in section 3.4 on y evaluated at L samples consisting of the same L1
and L2 samples identified in steps 2 and 3
– Reuse of the L1 samples is necessary. If the L1 samples contain non-
stationary interference, then it is suppressed and not identified during step
4
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• If no correlation exceeds ρthresh, then perform the second pass of SLC as de-
tailed in section 3.4 on y evaluated at the same L samples identified in step
3
7.2.2 IM-SLC Application Steps
The application of iterative machine learning with sidelobe cancellation (IM-SLC) fol-
lows similar steps and incorporates the concepts introduced in C-SLC and M-SLC:
1. Split the post-MTI output CPI for two auxiliary elements into smaller windows of
time
2. Compute correlation between the two auxiliary elements for each window per Equa-
tion 5.2
3. Randomly select L samples from windows that exceed a specified correlation thresh-
old, ρthresh
• If no correlation exceeds ρthresh, then perform no SLC
4. Perform the first pass of SLC as detailed in section 3.4 with NAux − 1 auxiliary
elements evaluated at a proportion of the L samples, L1 < L. Do this for only a
single auxiliary element output, a1,
• â1 = a1 −Arŵa, ŵa = argminwa‖a1 −Arwa‖22 s.t. Cwa = 0
5. Perform M-SLC detailed in subsection 6.3.1 on â1 to identify L2 = L− L1 samples
containing interference
• If interference samples exist, then perform the second pass of SLC as detailed
in section 3.4 on y with L samples consisting of the same L1 and L2 samples
identified in steps 2 and 3
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– Reuse of the L1 samples is necessary. If the L1 samples contain non-
stationary interference, then it is suppressed and not identified during step
4
• If no interference samples exist, then perform the second pass of SLC as de-
tailed in section 3.4 on y evaluated at the same L samples identified in step
3
7.2.3 IC-SLC Application Example
Consider the scenario in Figure 7.1. The target SNR is -10 dB, and white noise jammers
(30 dB JNR) and co-located radar interference (40 dB INR) is located in the main array’s
antenna pattern sidelobes.
Performing IC-SLC begins by computing the correlation between two auxiliary ele-
ments to identify L1 = 20 samples from windows whose correlation exceed ρthresh = 0.5.
The first pass of SLC is performed on the output of the main array, y, and a single auxiliary
element, a1, using NAux− 1 auxiliary elements and evaluated at the L1 = 20 samples. The
output CPIs after the first pass of SLC for the main array and the single auxiliary element,
ŷ1 and â1, is shown in Figure 7.5.
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Figure 7.5: The resulting output CPIs for the main array and single auxiliary element after
the first pass of IC-SLC.
As observed in Figure 7.5, the white noise jammer is suppressed leaving behind inter-
ference from two co-located radars. Next, the correlation is computed between between ŷ1
and â1 to identify L2 = 40 samples from windows whose correlation exceed ρthresh = 0.5.
The second pass of SLC is then performed on y evaluated at the same L1 and L2 samples
already identified. The resulting output CPI for the main array after the second pass of SLC
is shown in Figure 7.6 overlaid with the output CPIs after just MTI processing and first pass
SLC.
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Figure 7.6: The resulting output CPI for the main array after the second pass of IC-SLC.
The output CPIs after MTI processing and first pass SLC are also shown to show progres-
sion in suppression.
The progression in suppression of the interference is observable in Figure 7.6. The
resulting effective antenna pattern is shown in Figure 7.7.
Figure 7.7: Post IC-SLC is shown. Notches are formed in the directions of interference.
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As observed in Figure 7.7, notches are formed in the directions of interference. The
resulting RDM is shown in Figure 7.8.
Figure 7.8: Post IC-SLC RDM is shown. The SINR is recovered and the target is clearly
observable.
The resulting SINR is recovered and the target is clearly observable.
7.2.4 IM-SLC Example
Consider the same scenario as in Figure 7.1. Performing IM-SLC begins by computing
the correlation between two auxiliary elements to identify L1 = 20 samples from windows
whose correlation exceed ρthresh = 0.5. The first pass of SLC is performed on the output
of a single auxiliary element, a1, using NAux − 1 auxiliary elements and evaluated at the
L1 = 20 samples. The output CPI after the first pass of SLC for the single auxiliary
element, â1, is shown in Figure 7.9.
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Figure 7.9: The resulting output CPI for a single auxiliary element after the first pass of
IM-SLC.
The M-SLC algorithm detailed in subsection 6.3.1 is applied to the output CPI, â1, in
Figure 7.9. The resulting predictions are shown in Table 7.1.
Table 7.1: The predicted percentages for each waveform type over all M = 80 PRIs is
shown for the IM-SLC example.
Interference 1 Interference 2 Interference 3 Interference 4 Interference 5 Noise Primary
45.0% 17.5% 0% 0% 0% 37.5% 0%
As shown in Table 7.1, only interference type 1 and interference type 2 are predicted
to occur within the CPI which aligns with what is observed in Figure 7.9. Continuing ML-
SLC detailed in subsection 6.3.1, a set of L2 = 40 samples are identified which contains
both interference type 1 and interference type 2. The second pass of SLC is then performed
on y using the same L1 and L2 samples already identified. The resulting effective antenna
pattern is shown in Figure 7.10.
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Figure 7.10: Post IM-SLC antenna pattern is shown. Notches are formed in the directions
of interference.
As observed in Figure 7.7, notches are formed in the directions of interference. The
resulting RDM is shown in Figure 7.11.
Figure 7.11: Post IM-SLC RDM is shown. The SINR is recovered and the target is clearly
observable.
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The resulting SINR is recovered and the target is clearly observable.
7.3 Algorithm Comparison
Comparison of IC-SLC and IM-SLC to algorithms discussed earlier in this thesis is
shown in Table 7.2 for the scenario in Figure 7.1.
Table 7.2: The performance and computation cost comparison of algorithms presented in
this thesis are detailed for the multiple interference scenario in Figure 7.1. Performance is
measured over 30 simulations.
Method Mean SINR (dB) Min SINR (dB) Var SINR (dB) FLOP
Entire CPI 34.65 34.51 0.00 21 M
C-SLC (L=60) 33.04 12.19 30.48 2.5 M
M-SLC (L=60) 32.14 4.68 133 22 G
IC-SLC (L=60) 34.23 33.29 0.08 5 M
IM-SLC (L=60) 34.08 32.79 0.17 22 G
As expected, the performance of the iterative algorithms exceed that of C-SLC and M-
SLC. The performance of M-SLC is noticeably lower due to corrupted predictions of noisy
spectrograms. C-SLC only consistently identify samples containing white noise jamming,
and only by chance does it also identify samples containing co-located radar interference.
The iterative algorithms consistently identify a set of samples containing all interference
within the primary radar CPI.
Both iterative algorithms achieve similar performance, IC-SLC requires less compu-
tation than IM-SLC or using the entire CPI. However, a weakness of both IC-SLC and
IM-SLC occurs when a degraded estimate of co-located radar interference is made during
the first pass of SLC that does not suppress the interference below the noise floor. This
occurs by chance when the first L1 samples contain a limited estimation of the co-located
radar interference. As a result, the interference INR may be low enough during the sec-
ond pass to cause low correlation between aux elements or poor prediction by M-SLC, but
still high enough to cause artifacts within the resulting RDM. IC-SLC and IM-SLC perfor-
mance improves when the L1 samples do not contain co-located radar interference so that
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their presence is more easily identified during the second pass.
In contrast, using the entire CPI ensures that all available samples of interference are
used for its estimate. This is reflected in the performance of using the entire CPI which
exceeds that of IC-SLC and IM-SLC. If the radar architecture allows for updating the es-
timated interference covariance matrices incrementally, then the cost using the entire CPI
can be paid incrementally. This is reviewed in the next section.
7.4 Incremental Covariance Estimate
As detailed in section 3.2, the radar architecture addressed in this thesis operates by
CPI block processing. The primary radar first collects an entire CPI, and then uses the data
within this CPI to generate adaptive auxiliary element weights. These weights are used to
suppress interference only within that specific CPI, and this process is repeated for each
CPI so that each CPI generates new adaptive weights.
As shown in Table 7.2, using the entire CPI of data achieves better suppression per-
formance than using a limited set of samples. However, the drawback is higher computa-
tion costs. The differentiating cost comes from computing the auxiliary covariance matrix
which requires 2NSNAux FLOP. Given the output CPIs of each auxiliary element repre-
sented by the NS×NAux matrixA, recall that the estimated interference covariance matrix









A[i, :]HA[i, :]. (7.1)
If the radar system allows for time sample-by-sample updating of the estimated covariance
matrix, then only incremental computations of 2N2Aux FLOP are required to form the inter-
ference covariance matrix using the entire CPI. However, any target signals are guaranteed
to be included in the interference estimation, so a target constraint is still required to pre-
vent suppression of high SNR targets. This reduces the number of interference sources that
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can be suppressed as discussed in subsection 3.4.3.
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CHAPTER 8
CONCLUSION AND FUTURE WORK
8.1 Conclusion
This thesis reviews and proposes constrained SLC algorithms for suppression of sta-
tionary and non-stationary time interference sources. SLC is an algorithm employed by
subarray architectures to spatially suppress interference using an estimate of the interfer-
ence covariance matrices across array sensors. Non-stationary time sources make estimat-
ing its statistics more challenging, and co-located radar systems operating by pulse-burst
LFM waveforms appear as non-stationary interference to the primary radar.
In this thesis, several algorithms are proposed to adaptively identify interference sam-
ples to improve robustness of the interference estimation. C-SLC applies the concepts pro-
posed in [5] to identify interference samples by measuring the correlation between sensors.
This thesis expands on this method by providing analysis of the expected correlation be-
tween individual auxiliary elements for various target SINR scenarios. The analysis shows
that computing the correlation between auxiliary elements instead of a main array reduces
sensitivity to target SNR, which helps to prevent including target samples in the interfer-
ence estimate. IC-SLC is proposed to iteratively apply the methods in C-SLC to suppress
interference in an environment containing multiple white noise jammers and co-located
radars. Additionally, both C-SLC and IC-SLC have the potential to provide computational
savings versus using the entire CPI to estimate the interference statistics.
This thesis also introduces the M-SLC algorithm which is shown to improve perfor-
mance in certain scenarios by concentrating a larger number of allotted estimation samples
on interference. M-SLC requires that the set of interference waveform pulses is known,
and M-SLC incorporates the concepts proposed in [6] to classify interference by use of
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TFIs and CNNs. IM-SLC is proposed to iteratively apply the methods in C-SLC and M-
SLC to suppress interference in an environment containing multiple white noise jammers
and co-located radars. M-SLC and IM-SLC can also provide knowledge of the interfering
waveforms by estimating the PRI and pulse count. However, these algorithms are more
computationally costly than using the entire CPI.
8.2 Future Work
There is further opportunity to investigate the effects of waveform correlation on the
performance of algorithms proposed in this thesis. When there is low correlation between
the primary radar waveform and interference waveforms, it may be possible to drop the
target constraint when applying the C-SLC and M-SLC method. This frees a DOF and
provides the capability to suppress an additional interference source. This may improve
the performance of C-SLC and M-SLC beyond that of using the entire CPI.
Further investigation is possible to characterize how decreasing the INR and increasing
the number of waveform classes can effect the performance of M-SLC. Research in [40]
and [35] shows that decreasing a waveform’s SNR reduces the accuracy of its prediction by
a CNN model. Within this thesis, M-SLC is evaluated for INR scenarios of approximately
30 dB or greater.
The proposed iterative algorithms, IC-SLC and IM-SLC, can also be improved by ad-
dressing their weakness when non-stationary time interference is only partially suppressed
during the first pass. Further performance characterization when varying the number of first






Throughout this thesis, the estimation of interference is performed in the time do-
main prior to Doppler processing by selecting samples within the output CPI. Certain sys-
tems may be constrained to interference estimation after Doppler processing, and both the
random sampling and correlation estimation methods can be implemented post-Doppler.
An example of performing random estimation and C-SLC post-Doppler for a single non-
stationary interference source scenario is detailed.
Consider the scenario shown in Figure 4.2 where a single co-located radar is in the
sidelobe of the main array’s antenna pattern. The simulated post-MTI CPI for a single
auxiliary elements is shown in Figure A.1. The CPI is reshaped to form a matrix so that
each column corresponds to a single PRI.
Figure A.1: Post-MTI output CPI for a single auxiliary element is shown. The effects of a
single co-located radar interference source is observed.
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Doppler processing is performed as detailed in subsection 2.3.2, and the resulting data
matrix are shown in Figure A.2.
Figure A.2: The post-Doppler data matrix for a single auxiliary element is shown. The
effects of a single co-located radar interference source is observed.
The structure of interference within the data matrices is reviewed in section 4.1. Esti-
mation of the interference can be performed by selecting L samples from the post-Doppler
data matrix. Example of samples selected by random sampling is shown in Figure A.3.
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Figure A.3: The samples selected by random sampling are indicated by the black circles.
Interference is not captured in all samples used.
The adaptive auxiliary weights can be computed by evaluating the least square SLC
formulation detailed in Equation 3.13 at the identified post-Doppler samples. As observed
in Figure A.3, interference is not captured in all samples used. Therefore, interference
suppression and the post-SLC SINR is degraded. Results are shown in Table A.1.
Samples can also be selected by evaluating the Pearson correlation coefficient, per
Equation 5.2, across the Doppler or range bins between two auxiliary elements. The re-
sulting correlation between the Doppler bins, or velocities, of two auxiliary elements is
shown in Figure A.4. The samples selected by this method are also shown in Figure A.4.
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Figure A.4: The resulting correlation across Doppler bins, or velocity, between two auxil-
iary element is shown (left). The samples selected by Doppler correlation are indicated by
the black circles (right).
Selected samples avoid the Doppler nulls below the specified correlation threshold, but
interference is still not captured in all samples since there is no discrimination in range and
the interference is constrained to specific bands in range. Instead, the resulting correlation
between range bins of two auxiliary elements is shown in Figure A.5. The samples selected
by this method are also shown in Figure A.5.
Figure A.5: The resulting correlation across range bins between two auxiliary element is
shown (left). The samples selected by range correlation are indicated by the black circles
(right).
Selected samples are now constrained to the range bands that the interference occupies.
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However, interference is still not captured in all samples since the Doppler nulls are not
avoided. Therefore, samples can also be selected by simultaneously evaluating the corre-
lation across Doppler and range bins. Example of samples selected by both Doppler and
range correlation estimation is shown in Figure A.6.
Figure A.6: The samples selected by range-Doppler correlation are indicated by the black
circles.
These methods are compared to the time domain C-SLC in Table A.1. For all methods,
ρthresh = 0.5 and L = 60.
Table A.1: The performance and computation costs are compared for the post-Doppler
estimation methods. In all cases, L = 60.
Method Mean SINR (dB) Min SINR (dB) Var SINR (dB) FLOP
Time C-SLC 36.89 36.68 0.02 2.5 M
Random Post-Doppler 36.28 34.76 0.38 5 k
Doppler C-SLC 36.44 34.82 0.28 25 M
Range C-SLC 36.56 35.57 0.15 25 M
Range-Doppler C-SLC 36.63 36.10 0.06 50 M
As expected and indicated by the SINR variance, Doppler correlation estimation under-
performs when compared to range and range-Doppler estimation since a smaller proportion
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of the L = 60 samples contain interference as shown in Figure A.4. Range-Doppler es-
timation achieve similar performance to that of time domain estimation. In this scenario,
the cost of computing the correlation after Doppler processing is higher than the cost of
computing the correlation in the time domain. This is because the number of Doppler bins,
800, is greater than the number of pulses, M = 80. Possible techniques to reduce the cost
include computing the correlation over a subsample of range or Doppler bins, but this is
not discussed in this thesis.
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