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The equations defining both the exact and the computed solution to an initial value
problem are related to a single functional equation, which can be regarded as prototypical.
The functional equation can be solved in terms of a formal Taylor series, which can also
be generated using an iteration process. This leads to the formal Taylor expansions of
the solution and approximate solutions to initial value problems. The usual formulation,
using rooted trees, can be modified to allow for linear combinations of trees, and this gives
an insight into the nature of order conditions for explicit Runge–Kutta methods. A short
derivation of the family of fourth order methods with four stages is given.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
An important example of the approximation of a continuous problem by a discrete approximation is the use of a
Runge–Kuttamethod to approximate the solution to an initial value problem over a small interval. The relationship between
the numerical method and the differential equation flow is usually described in terms of nested quadratures, but it is also
convenient to use a Banach algebra formulation as in [1]. Many modern presentations of this work have appeared and
particular mention can be made of [2], which introduced the idea of using linear combinations of trees and forests. The
B-series formulation was introduced in [3].
Throughout the paper, we will write y′ = f (y), y(x0) = y0 as a generic initial value problem. We will always assume
that f satisfies a Lipschitz condition and is differentiable sufficiently often for our needs. The elementary differentials are
defined from tree structures in terms of f , f ′, f ′′, . . . evaluated at y0. We will write f = f (y0) etc.
The paper is organized as follows. In Section 2, the tree and forest spaceswill be formulated. In Section 3,wewill introduce
those aspects of the theory of Banach algebras required for applications to the remainder of the paper. This leads, in Section 4,
to a discussion of the Taylor expansion of a prototypical functional equation and interpretations of this equation in terms
of initial value solutions and approximations. Finally, in Section 5, the formal results will be used to give an alternative
formulation of the conditions for explicit four stage, fourth order, Runge–Kutta methods, leading to a short derivation of
these methods.
2. Tree and forest spaces
Let T denote the set of rooted trees. The tree space T is the set of formal linear combinations of members of T . That is
t∈T a(t)t is a member of T if a : T → R has finite support. The sum of two members of T is defined as
t∈T
a(t)t +

t∈T
b(t)t =

t∈T

a(t)+ b(t)t.
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A forest is a formal product of trees, including the empty forest which will be denoted by 1. Denote the set of forests by
F and the forest space, the set of formal sums of members of F by F . Reference is made to [4,2] where these ideas were
developed. The B+ mapping from F to T , defined by introducing a new root and attaching all trees in the forest to this root, is
also written using the notation t = [t1t2 · · · tk], where the tree t is mapped from the forest defined as the product t1t2 · · · tk.
The extension to F is defined from
f∈F
a(f )f

=

f∈F
a(f )[f ].
The order of a tree t , equal to the number of vertices, and written as r(t) or |t|, is defined by the recursion
|τ | = 1,
|[t1t2 · · · tk]| = 1+
k
i=1
|ti|.
To define the symmetry, σ(t), we need to use the notation [tm11 tm22 · · · tmkk ], indicating that ti, i = 1, 2, . . . , k, are distinct
and that there aremi replications of this tree. The recursive definition of σ is then:
σ(τ) = 1,
σ
[tm11 tm22 · · · tmkk ] = k
i=1
mi!σ(ti)mi .
3. Elementary differentials and elementary weights
Let I be a compact Hausdorff space and let A be the algebra of continuous bounded functions I → R. Let A denote a
linear operatorA→ A and b⊤ a linear functionalA→ R. Starting from the unit function 1we can, by applying A and also
using the pointwise multiplication and vector algebra operations, we can form additional members ofA, such as:
A1, A21, (A1) · (A21), 1+ A1.
Pre-multiply each of these by b⊤ to obtain various expressions related to members of T . The corresponding members
of the tree space are shown on the second row. For comparison, with the elementary differentials, these are shown on the
final row.
(1)
These examples illustrate the general rule for relating elementary weights to trees, or in general to linear combinations of
trees. Attach the symbol b⊤ to the root of the tree, attach 1 to each of the leaves and attach A to each of the edges of the tree;
finally use the tree structure to form the composition of these operations, with the Banach algebra · function applied at all
multivalent vertices.
This is further illustrated by the following labelled tree on the left which yields the elementary weight on the right.
.
(2)
For a given tree t , the elementary weight is denoted byΦ(t). This notation will be extended by writing8(t) for the overall
elementary weight in which b⊤ is replaced by A.
Recall that the elementary differentials associated with f : RN → RN are also defined in terms of tree structures. In this
case f(n) is attached to a vertex with valency nwith f attached to the leaves. Corresponding to (2) we have the diagram and
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the corresponding elementary differential
.
Consider the important special case I = [0, 1], with A and b⊤ defined for φ a bounded continuous function on I by
(Aφ)(ξ) =
 ξ
0
φ(η)dη,
b⊤φ =
 1
0
φ(η)dη.
In this case, the elementary weights and the overall elementary weights become
Φ(t) = 1
t! ,
8(t)(ξ) = ξ
|t|
t! ,
with the factorial, t!, also known as the density γ (t), defined recursively by
τ ! = 1,
([t1t2 · · · tk])! = |([t1t2 · · · tk])|
k
i=1
ti!.
Note that in this case b⊤φ is identical to (Aφ)(1). Moreover, if I is a finite set {1, 2, . . . , s}, we can always assume, by
increasing s if necessary, that b⊤ is identical to the last row of the matrix A.
Let η denote any mapping I → RN , such that ifϖ is an arbitrary functional on RN , thenϖ ◦ η ∈ A. A particular case
is where each member of I maps to a constant member y0 of RN . This will be written as 1⊗ y0 by analogy with Kronecker
product notation applied to finite dimensional vectors. Definef so that for allϖ ,
A(ϖ ◦ f ◦ η) = (ϖ ◦f )(η).
In the special case η = 1 ⊗ y0, we havef (1 ⊗ y0) = (A1) ⊗ f (y0). The elementary differentials based onf , evaluated at
1 ⊗ y0, in place of f , evaluated at y0, were considered in [1,5,6]. As a first step, we will investigate the first order Fréchet
derivative off , evaluated at this point. Rather than evaluate the derivative in full, we consider its action on a vector of the
form x⊗ k. This is found to bef (1⊗ y0)(x⊗ k) = (Ax)⊗ (f ′(y0)(k)).
Extending this to higher derivatives we evaluate the n-linear operatorf acting on the n-tuple (x1⊗k1, x2⊗k2, . . . , xn⊗kn).
The result isf (n)(1⊗ y0)(x1 ⊗ k1, x2 ⊗ k2, . . . , xn ⊗ kn) = A(x1 · x2 · · · · · xn)⊗ (f ′(y0)(k1, k2, . . . , kn)).
For applying the recursive definition of elementary differentials, we find that the elementary differentials for the functionf
become
8(t)⊗ F(t)(y0).
4. Functional equations and initial value problems
We will consider three equations
y(x0 + h) = y(x0)+ hf (y(x0 + h)), (3)
y(x0 + hξ) = y(x0)+ h
 ξ
0
f (y(x0 + hη))dη, ξ ∈ [0, 1], (4)
Y
y1

=

1
1

y0 + h

A
b⊤
 
f (Y )

. (5)
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Wewill devote most of our attention to (3), which can be looked at as a formulation of the Implicit Euler method, but which
has a wider significance. As we will show, it can be interpreted as including both (4) and (5) which are themselves closely
related to each other. In (5), y1 is the result computed by a single step of a Runge–Kutta method while (4) gives the solution
to a standard initial value problem in the interval [x0, x0 + h].
The solution of (3) written as a B-series is well-known but we will state it formally
Theorem 1. The formal series for the solution of (3) is
y(x0 + h) = y(x0)+

t∈T
h|t|
σ(t)
F(t)(y(x0)). (6)
Proof. This follows from Taylor series in the form
hf

y(x0)+

t∈T
h|t|a(t)
σ (t)
F(t)(y(x0))

=

t∈T
h|t|b(t)
σ (t)
F(t)(y(x0)),
where b(t) is defined recursively from
b([t1, t2, . . . , tk]) =
k
i=1
a(ti). 
Now consider the computation of the solution of (3) by each of two iteration schemes, where y[k] is iteration number k
with y[0] = y(x0). Define the height H(t) of a tree t from the recursion
H(τ ) = 0,
H([t1, t2, . . . , tk]) = 1+ kmax
i=1
H(ti).
We can now find the B-series for y[k], computed by functional iteration, by restricting the set of trees appearing on the
right-hand side of (7).
Theorem 2. The formal series for y[k], k = 0, 1, 2, . . . is
y[k](x0 + h) = y(x0)+

H(t)≤k
h|t|
σ(t)
F(t)(y(x0)). (7)
Proof. The height of t can be interpreted as the greatest possible number of edges required to step from the root to a leaf
and each iteration increases by 1 the height of the trees included in the iterate. 
A second type of iteration formula is given by a simplified type of Newton method
y[k] = y[k−1] − I − hf ′(y(x0))−1y[k−1](x0 + h)− y(x0)− hf (y[k−1](x0 + h)).
To see what the iterates look like, define an alternative height function H∗ in which only vertices with valency greater than
1 are taken into account in a path from the root to a leaf. A table of H and H∗ for trees up to order 5 is shown in Table 1.
To apply Theorem2 to (4) and (5),write (3)with f replaced byf . The elementary differentials nowbecome8(t)⊗F(t)(y0),
and we can specialize this to the y1 component in (5) to obtain
y1 = y(x0)+

t∈T
h|t|
σ(t)
Φ(t)F(t)(y(x0)). (8)
Table 1
The functions H and H∗ .
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The solution of (4) an now be seen as a special case of (9) and the result is
y1 = y(x0)+

t∈T
h|t|
σ(t)t!F(t)(y(x0)). (9)
These results lead to a restatement of the central theorem of Runge–Kutta methods:
Theorem 3. Let S be a basis for the members of T with order not exceeding p. Then a Runge–Kutta method has order p if and
only if
Φ(t) = E(t), t ∈ S. (10)
5. Construction of fourth order Runge–Kutta methods
The order conditions for fourth order are of the formΦ(t) = E(t), where E(t) = 1/t!, for all t such that |t| ≤ 4.
The standard derivation becomes more natural and transparent if the eight trees are replaced by members of the tree
space T , which form a basis for the subspace of order not exceeding 4. A suitable basis for a systematic construction of the
general case is based on a choice of c2 and c3 is given by the trees on the left-hand columns of Eqs. (11)–(18). This particular
basis is chosen to give as systematic a derivation as possible of the parameters of the method.
t = [(τ − c4)(τ − c2)τ ], b3 =
1
4 − c4+c23 + c4c22
(c3 − c4)(c3 − c2)c3 , (11)
t = [(τ − c4)τ ], b2 =
1
3 − c42 − b3(c3 − c4)c3
(c2 − c4)c2 , (12)
t = [τ ], b4 =
1
2 − b2c2 − b3c3
c4
, (13)
t = τ , b1 = 1− b2 − b3 − b4, (14)
t = [(τ − c4)[τ ]], a32 =
1
8 − c46
b3(c3 − c4)c2 , (15)
t = [[(τ − c2)τ ]], a43 =
1
12 − c26
b4(c3 − c2)c3 , (16)
t = [[[τ ]]], a43 = 124b4a32c2 , (17)
t = [[τ ]], a42 =
1
6 − b3a32c2 − b4a43c3
b4c2
. (18)
To illustrate how each of Eqs. (11)–(18) follows from the corresponding t , (11) will be considered in detail. Substituting the
particular choice of t into (10) gives the sequence of equations
Φ([τ 3])− (c2 + c4)Φ([τ 2])+ c2c4Φ([τ ]) = E([τ 3])− (c2 + c4)E([τ 2])+ c2c4E([τ ]),
i
bic3i − (c2 + c4)

i
bic2i + c2c4

i
bici = 14 −
1
3
(c2 + c4)+ 12 c2c4,
i
bi(ci − c4)(ci − c2)ci = 14 −
1
3
(c2 + c4)+ 12 c2c4.
Since the terms in the last summation vanish except when i = 3, (11) follows.
There are two formulae for a43. For these to be consistent with each other, it is necessary that c4 = 1. To see why this
should be true, evaluate Φ(t1)Φ(t2) and Φ(t3)Φ(t4), where t1, t2, t3 and t4 are the tree combinations given in (11), (18),
(15) and (16), respectively. We find
Φ(t1)Φ(t2) = b3(c3 − c4)(c2 − c4)c3 · b4a43a32c2
= b3(c3 − c4)a32c2 · b4a43(c3 − c2)c3
= Φ(t3)Φ(t4)
and therefore E(t1)E(t2) = E(t3)E(t4). This gives the result c2(c4 − 1) = 0, and c2 = 0 is impossible.
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