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Abstract
Advancements in sensing and computing technolo-
gies, the development of human and computer interac-
tion frameworks, big data storage capabilities, and the
emergence of cloud storage and could computing have
resulted in an abundance of data in modern industry.
This data availability has encouraged researchers and
industry practitioners to rely on data-based machine
learning, specially deep learning, models for fault di-
agnostics and prognostics more than ever. These mod-
els provide unique advantages, however their perfor-
mance is heavily dependent on the training data and
how well that data represents the test data. This is-
sue mandates fine-tuning and even training the models
from scratch when there is a slight change in operating
conditions or equipment. Transfer learning is an ap-
proach that can remedy this issue by keeping portions
of what is learned from previous training and trans-
ferring them to the new application. In this paper, a
unified definition for transfer learning and its differ-
ent types is provided, Prognostics and Health Man-
agement (PHM) studies that have used transfer learn-
ing are reviewed in detail, and finally a discussion on
TL application considerations and gaps is provided
for improving the applicability of transfer learning in
PHM.
1. Introduction
Technology advancements in different fronts in-
cluding sensing and measurement, data collection
practices, data processing and computation, data stor-
age capability, and the emergence of external process-
ing and storage power (i.e. cloud service providers) are
all accelerating the transformation of industry to the
concept of a data-driven industry 4.0 [1]. Along with
this transition, data-driven methods, specially deep
learning methods, for PHM applications such as fault
detection, diagnostics, and prognostics have attracted
great interest. This is due to their unique ability to han-
dle large amounts of data. In fact, the larger the data
size, the better their performance. Also, deep learn-
ing models are able to automatically generate good-
enough features in cases where there is a lack of un-
derstanding about the domain for feature engineering.
However, there are still some issues with these mod-
els as well. One of their key problems is the lack
of generalizability of a trained model to other equip-
ment, settings and operating conditions in the con-
text of PHM. Transfer Learning (TL) is an approach
that can remedy the generalizability issue by storing
the knowledge gained while solving one problem and
transferring it to a different but related problem. The
Neural Information Processing Systems (NIPS) 1995
workshop [2] is believed to be the starting point for re-
search on this topic. Since then, terms such as Learn-
ing to Learn, Knowledge Consolidation or transfer,
inductive transfer, and domain adaptation have been
used to convey TL.
In the PHM domain, TL could considerably save
great endeavors to manually labeling data and retun-
ing models for new problems. Specially, given the fact
that high-quality labeled data that includes failures and
is also publicly available is hard to find. Therefore, it is
highly desirable to be able to use a model that is trained
with a good dataset on a specific equipment and work-
ing condition on other related problems. One could
imagine several valuable applications for this possibil-
ity, such as:
• Transferring the knowledge gained by training on
one equipment to a fleet of identical equipment
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with slightly different operation conditions [3].
• Transferring the knowledge gained from training
a diagnostics model using laboratory test data [4]
or simulation data [5] to health management of
the same equipment in the field.
• Transferring the knowledge from other domains
such as image processing to PHM applications in-
cluding image-based structural health monitoring
[6] or fault diagnosis of time series data that is
converted to image [7].
Despite the above-mentioned possible applications,
this approach is not fully embraced by the PHM com-
munity (there are only two published TL related pa-
pers in reliability engineering and systems safety jour-
nal and the identified references are dispersed across
various journals and conferences). For this reason, in
this paper, we provide a formal definition of the TL
and its different categories, review the related studies
in order to provide a better perspective on the applica-
tions of TL for PHM researchers, and finally we dis-
cuss the required considerations for using this method.
2. Transfer Learning
To mathematically express TL, a domain can be de-
fined as follows:
D = {X , P (X)}
Where X is a feature space and P (X) is a
marginal probability distribution in which X =
{x1, x2, ..., xn} ∈ X .
For a specific domain, a learning task can be defined
as:
T = {Y, f(.)}
Where Y is the label space and f(.) is the desired
predictive function. This function is learned from the
training data that is pairs of {xi, yi} where xi ∈ X
and yi ∈ Y . In probabilistic terms, f(x) can be writ-
ten as P (y|x). For any new instance x, f(x) would
predict the corresponding prediction (e.g. a label in a
classification scenario).
In TL studies usually two domains are considered
which are the source domain (DS) and the target do-
main (DT ) (note that there can be several source do-
mains (Multi-Source TL [8]). Given a DS , a source
learning task TS , a DT , and a corresponding target
learning task TT , the objective of TL is to improve
the learning of the target domain’s predictive function
fT (.) using the information gained from DS and TS
where the source and target domain or tasks are not
the same.
In this paper, the categorization introduced by [9] is
used to classify TL. This categorization has three main
criteria which are similarity of source and target do-
mains, similarity of source and target tasks, and avail-
ability of labeled data in the source and target domains.
In this categorization, TL has three main classes:
1. Inductive TL: the target task is different from the
source task (TS 6= TT ) while the source and tar-
get domains can be either different or the same.
In Inductive TL, label data is available in the tar-
get domain but not necessarily in the source do-
main. In this type of TL, TS and TT can either be
learned at the same time (i.e. multi-task learning)
or sequentially.
2. Transductive TL: the source and domain tasks
are the same, while there is a domain shift or a
distribution change between the source and the
target (DS 6= DT , TS = TT ). In this type of
TL, labeled data is only available in the source
domain. Transductive TL is also called ”Domain
Adaptation” in many studies.
3. Unsupervised TL: the source and domain tasks
are different but related (similar to inductive TL)
and there is no labeled data available in the source
or target domains.
Also, in each class, there are four common TL ap-
proaches that can be applied based on ”what to trans-
fer” [9, 10, 11]:
• Parameter-based TL: transfers knowledge
through shared parameters between source and
target domain learner models.
• Instance-based TL: instances from the source do-
main are reweighted to compensate for marginal
distribution differences between the two domains.
The reweighted instances are then directly used
for training in the target domain.
• Feature-based TL: transfers features from the
source domain either by reweighting to better
match the target domain features or by discover-
ing a common latent feature space that has ac-
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ceptable predictive qualities and minimizes the
marginal distribution between the domains.
• Relevance-based TL: transfers knowledge based
on some defined relationship between the two do-
mains.
3. Transfer Learning in PHM
In this section, the existing PHM-related studies
that have used any one of the three mentioned TL
classes are reviewed.
3.1. Inductive TL (TS 6= TT )
One of the most studied applications of TL is com-
puter vision and visual classification problems, es-
pecially using deep Convolutional Neural Networks
(CNN). All of the identified inductive TL studies have
used images and CNN in their approaches. For ex-
ample, [6] have used inductive TL for training deep
CNN for image-based structural damage recognition.
In this study, the low-level feature extractors from the
VGG-16 [12] model that is trained using the ImageNet
dataset [13] for classifying different structures (walls,
bridges, buildings,etc.) are transferred to the relatively
smaller target domain (structural ImageNet) to discern
structures with spalling from the healthy ones.
Figure 1. The general idea of the identified inductive TL.
The feature extractor layers are froze and the target domain
classifier is re-trained.
Using the same source domain and same trained
deep CNN model (VGG-16), [14] have transferred the
the low-level feature extractors of the VGG-16 to a
new deep learning model that its task is machine fault
diagnosis and condition monitoring. The original sen-
sor data in the target domain are in time series for-
mat. The authors have used time-frequency imaging
to convert the sensor data to images and increase the
similarity between the source and target domains. Fol-
lowing the same approach, [7] has used the ResNet-50
(pre-trained on ImageNet dataset) deep CNN network
[15] as the feature extractor for a machine fault classi-
fication network. They too, have converted time series
sensor data to RGB images in order to make it com-
patible with the ResNet-50 inputs.
[16] proposed training a CNN-based anomaly de-
tector (only two classes: normal and abnormal) on a
gas turbine dataset. Then transferring the convolution
layers to the target domain classifier (parameter-based
TL) and feeding those features to a Support Vector
Machine (SVM) for classifying the gas turbine condi-
tion into four different classes (1 normal and 3 fault
classes). Their approach has significantly improved
the fault diagnosis performance with an small amount
of labeled data in the target domain.
3.2. Transductive TL (DS 6= DT , TS = TT )
Transductive TL or domain adaptation is the most
widely used type of TL for PHM applications, spe-
cially fault diagnostics in the source and target do-
mains. Domain generalization is the main application
of TL in PHM that have been identified in the litera-
ture. In this application, one general model that is ap-
plicable to the source and target domains is produced
and labeled source dataset is available while the target
dataset is unlabeled. The source domain information
is used to predict accurate labels for the target dataset.
[17] have proposed using Kullback-Leibler (KL) di-
vergence as a criteria to measure the discrepancy be-
tween the source and target domain datasets. They
have defined a loss function that is the sum of first to
nth order moment discrepancies between the two do-
mains. This term is fused into the objective function
of the simultaneous training of the source and target
fault diagnosis networks to be minimized. This way,
the networks would learn to find domain independent
features that helps learning the classification task in
target domain using the labels in the source domain.
In another study by [18] on domain generaliza-
tion for bearing fault diagnosis, in order to reduce
the marginal distribution difference between the do-
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mains and extract maximally domain-invariant fea-
tures, Maximum Mean Discrepancy (MMD) measure
is used. They use this measure to regularize the two
dataset in a way that minimizes the MMD measure.
Afterwards, first the classifier is trained on the trans-
formed source domain (labeled). Then, pseudo-labels
are generated for the target domain data (unlabeled)
which is simply picking up the class that has the max-
imum predicted probability, as if they were true labels
[19]. Having labels for both domains, the difference
between the class-conditional probability distributions
can be calculated (using modified MMD measure) and
be incorporated into the model training loss function to
be minimized and provide a domain-invariant feature
generator. To address the same problem as defined by
[18], [20] has used the MMD to measure the difference
between the source and target domains hierarchically-
obtained features in a Sparse stacked denoising au-
toencoder architecture. This difference terms are then
summed and fused into the training loss function to be
minimized and help obtaining domain-invariant fea-
tures.
[21, 3] proposed using a deep learning architec-
ture that is called Domain Adversarial Neural Network
(DANN) [22] and includes a deep feature extractor
(G), a domain discriminator (D), and a classifier (C)
for obtaining a domain-invariant fault classifier for ro-
tating machinery. In this architecture, training data
from several different domains as well as augmented
data is used. Further, through adversarial training of
the deep learning architecture as shown in Figure 2
(asking D to identify whether the features are com-
ing from source or target domain while asking G to
fool the discriminator), the feature extractor is trained
to generate features from data in different domains that
are not domain specific. In other words, the machinery
data under different working conditions are mapped
onto a learned common feature space that is able to
classify faults in various domains.
Considering the explained architecture and TL tech-
niques one can imagine applying TL to prognostics
and Remaining Useful Life (RUL) prediction as well.
As demonstrated by [23], a predictive deep learning
model such as a Long Short Term Memory (LSTM)
network can be trained for a turbofan engine RUL pre-
diction (using C-MAPSS datasets) in one operating
condition and then be transferred to another operation
condition using the same architecture that is shown in
Figure 1 (some parameters are kept and some are re-
trained). Also, using the same dataset, [24] has pro-
posed training a LSTM model for RUL prediction of
turbofans with a subtle difference that no labels are
used for training in the target domain. To classify the
unlabeled target domain, LSTM-DANN is architecture
is proposed which is built upon the explain DANN ar-
chitecture in Figure 2.
Another interesting applications of transductive TL
in PHM is transferring the knowledge gained from
simulations and experiments (DS) to real-world prob-
lems (DT ). One of the growing virtual sources of
knowledge are digital twins. Digital twins are a deter-
mining technology for the Industrial Internet of Things
(IIOT) [25] where machines can interact with each
other and humans in the virtual space. Digital twin
includes the virtual and physical spaces as well as the
interactions between the two. It models the physical
twin in terms of geometry, behaviors, and governing
rules. Also, theoretically it can mirror, predict, and
verify the performance of the physical entity.
As shown by [5], using a digital twin, it is possible
to generate data (source domain) with an acceptable
volume and variety for training a proper initial deep
learning-based fault diagnostics model. They have de-
veloped such model by training a Stacked Sparse Auto
Encoder (SSAE) on data from the digital twin of a
car body-side production line and transferred the ob-
tained model parameters (parameter-based TL) to be
fine tuned using physical monitoring dataset. Other
types of simulation have also been used in the litera-
ture as the source domain. To mention a few, using
feature-based TL, [26] have transferred fault diagno-
sis knowledge from simulation data of a continuously
stirred tank reactor and the pulp mill plant benchmark
problem to real-world data. [27] have used a por-
tion of the Tennessee Eastman (TE) process simulation
data as the labeled source dataset and the remainder
as the unlabeled target dataset. Pseudo-labeling tech-
nique and adversarial training between the classifier
and domain discriminator is used in this study as well.
Considering the experimental data as the source do-
main and following a similar technical approach, [4]
have transferred locomotive bearing fault diagnostics
knowledge to unlabeled real-world operation data.
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Figure 2. A general representation of DANN implementation for domain adaptation on a hypothetical gearbox simulation-
based source domain and real-world target domain. In this architecture, Gradient Reversal Layer (GRL) has no associated
parameters. During the forward propagation, the GRL acts as an identity transformation and in the backpropagation it
multiplies the gradient by a certain negative constant.
3.3. Unsupervised TL
The studies that dealt with training diagnostics and
prognostics models in cases where there are labeled
data in both the source and target domains or only
in the source domain are discussed. In our context,
collecting the fault data is difficult, specially when it
comes to expensive and safety-critical systems. Some
machines and systems cannot run to failure due to he
associated expenses and/or consequences. Also, even
regardless of the expenses and consequences, many in-
dustrial systems go through a long degradation process
to reach failure which makes the failure data collection
a very time consuming task. Therefore, it is desired to
still be able to improve the deep learning-based diag-
nostics and prognostics models performance using the
knowledge embedded in other related domains. Un-
supervised learning in general includes tasks such as
density estimation and clustering, anomaly detection
or one-class classification, and learning the latent rep-
resentation of variables (feature space).
Accordingly, unsupervised TL uses strategies that
assume a known format of transformations between
the domains, the availability of discriminative domain-
invariant features, a latent space where the difference
in distribution of source and target data is minimal,
or the possibility of transforming and mapping the
source data onto the target domain [28]. Among the
PHM studies, only one study by [29] is found that
has applied a fully unsupervised TL to learn to de-
tect anomalies in the early life of gas turbines us-
ing healthy data operation data of other similar tur-
bines. Their proposed framework is composed of a
feature extractor and a one-class classifier trained with
only healthy data. To align the features of the source
and target domains, they have selected three strategies
and explored various combinations of them. A vari-
ational autoencoder to generate a shared probabilis-
tic encoder/decoder for the two domains, a homothety
loss (a transformation of space which dilates distances
with respect to a fixed point) to maintain inter-point
spacial relationships between the input data and the
extracted features, and an adversarial training of a do-
main discriminator (as explained in Section 3.2). Their
proposed architecture is demonstrated in Figure 3.
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Figure 3. The representation of an architecture used in
(Michau & Fink, 2019) for unsupervised TL. The training
data from both domains is fed to a variational auto encoder,
a domain discriminator is trained in an adversarial manner
to force the features to become as domain-invariant as pos-
sible, and finally the one-class classifier does the prediction
using the generated features (no backpropagation arrow is
used in the one-class classifier module).
4. Discussion
TL has significant advantages and applications in
the PHM context. However, similar to any other
method it has drawbacks and understanding these
drawbacks is vital for its successful application and
implementation. There are three main questions that
should be considered before applying TL which we
discuss separately in the following subsections.
4.1. When to transfer?
Transferring knowledge is possible only when it is
’appropriate’. Defining what ’appropriate’ means in
each context is an ongoing research question and usu-
ally careful experimentation is required. First, the need
should be identified for TL. For example, when we talk
about TL for fleets of systems, we should first identify
which units require additional data or knowledge for
accurate diagnosis, then determine which other sys-
tems in the fleet would be most helpful (for a pair-
wise TL) and have minimal negative transfer effect.
One could consider all the available data on the whole
fleet as the source domain, however in this scenario
a careful data selection/filtration should be performed
to avoid biasing the model with noises and irrelevant
information.
Regarding the amount of data required for TL, usu-
ally TL is best applied when the source domain is con-
siderably larger than the target domain. Occasionally,
TL can be helpful when the two domains have almost
the same size as well. Another important considera-
tion is that if the predictive model has a high prediction
error on the source data (due to noisy data, etc.), simi-
lar or even worse prediction errors on the transformed
target data are expected. Thus we should have con-
fidence in the source domain prediction model before
the transfer process.
4.2. What to transfer?
Another important aspect of TL is what is being
transferred. As mentioned four main types of infor-
mation can be transferred from the source to the target
domain which are instances, features, shared parame-
ters, and defined relationship between the source and
target domains. All these forms of information can be
transferred in inductive TL, while in transductive TL
only the instances and features can be transferred, and
in unsupervised TL the only the features can be trans-
ferred.
4.3. How to transfer?
Various approaches are discussed throughout this
paper that are not perfect and have some inherent flaws
and weaknesses. For examples, the use of similarity
metrics between distributions (i.e. MMD, KL, etc.)
was explained. It is shown that this measures are not
always reliable and there is a need for more robust
measures [30]. We mentioned pseudo-labeling as a
way to improve the performance of the models in the
target domain (unlabeled), however incorrect pseudo-
labels can considerably worsen the performance of the
model and they should be used with caution. Also even
with pseudo-labeling, in cases with unlabeled target
domains, the confidence in class predictions becomes
very low if the disparity between the domains is large.
Adversarial training is growing popular in machine
learning applications and it is being more and more
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used in TL applications. As mentioned a feature gen-
erator and a domain discriminator are the common
elements of adversarial training for TL. The domain
discriminator’s only duty is to distinguish the source
and domain features and it can easily overfit the data.
Therefore, it cannot consider task-specific decision
boundaries between classes, leading to ambiguous fea-
tures near class boundaries which means less robust
generated features.
5. Conclusion and future work
TL has become a major field of study in machine
learning. It mimics an important feature of human
learning and improves the machine learning perfor-
mance. For the PHM society, TL can be a way to
reduce the required training data and significantly im-
prove fault diagnostics and prognostics ability in situ-
ations with limited data and information. In this study
we thoroughly reviewed the studies that used TL for
PHM purposes. The low number of identified studies
and the fact that most of them are published in the last
couple of years, shows the increasing adoption of this
technique by PHM researchers. Thus, this paper could
contribute to the field by introducing the different state
of the art techniques, identified applications, and im-
plementation considerations.
Future studies could fruitfully explore TL applica-
tion in the PHM domain further by enabling transfer of
knowledge between more diverse tasks, such as fault
diagnosis of similar systems with manufacturers and
different condition monitoring configurations. Also,
transferring knowledge from simulation-based source
domains needs further exploration. Exciting emerging
technologies like digital twins could potentially be the
perfect source domain for target industrial systems.
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