This paper presents an objective structural distortion measure which reflects the visual similarity between 3D meshes and thus can be used for quality assessment. The proposed tool is not linked to any specific application and thus can be used to evaluate any kinds of 3D mesh processing algorithms (simplification, compression, watermarking etc.). This measure follows the concept of structural similarity recently introduced for 2D image quality assessment by Wang et al.
INTRODUCTION
The technological advances in the fields of telecommunication, computer graphics and multimedia during the last decade, have contributed to an evolution of the digital data being manipulated, visualized and transmitted over the Internet. Thus, after sound and 2D images in the eighties, and video in the nineties, three-dimensional data (mostly represented by polygonal meshes) constitute the actual emerging multimedia content. In this context, 3D models are subject to a wide variety of processing operations such as compression, simplification, indexing or watermarking, which can introduce degradations of the visual quality. Since these processes generally deal with visual information that are meant for human consumption, the need of an efficient tool to measure the loss of quality or the visual difference between 3D objects become even more acute. However, classical metrics based on geometric differences like the Hausdorff distance, available in many softwares 2, 3 do not match well with the human visual perception. This perceptual gap was much investigated in the field of image processing.
• The Channel Decomposition, claiming that the human vision consists of several channels selective to spatial frequency and to orientation.
• The Masking Effect which defines the fact that a signal can be masked by the presence of another signal with similar frequency or orientation. These attributes lead to filtering operations (according to the CSF), filter bank decompositions, errors normalizations (masking effect) and error summation across frequency bands and space (usually using the minkowski metric). Ad-hoc metrics consider simpler mathematical measures, intuitively relating to the visual perception, and/or introduce penalties for specific artifacts. A typical example is the work of Marziliano et al. 6 which aims at detecting and quantifying blocking and ringing artifacts of JPEG compression. Recently, Wang et al. 1 have introduced an alternative framework for image quality assessment, not relying on a summation of kinds of perceptual errors, but on the degradation of the structural information.
Review of 3D quality metrics
Transposing complex computational metrics from 2D images to 3D objects is quite complex, and to our knowledge, was only investigated by Ferwerda et al. 7 They propose a masking model, extending the Daly VDP, which demonstrates how surface texture can mask the polygonal tessellation. Most of the work on 3D perceptual distances has focused on three specific applications: Realistic rendering, mesh simplification and evaluation of specific processes (compression or watermarking). The objective of perceptually driven rendering is to determine, according to the location of the observer, which Level Of Details (LOD) to use to satisfy frame rate and image quality requirements. In fact these methods are based on 2D image perceptual models described in the previous paragraph. Reddy 8 analyses the frequency content in several pre-rendered images to determine the best LOD. In a different way, Bolin and Meyer 9 use perceptual models to optimize the sampling for ray tracing algorithms. Most of these works concern offline rendering; Dumont et al. 10 present a view dependant simplification algorithm for real time rendering, based on the worst cases imperceptible contrast and spatial frequency changes. Although the existing work on realistic rendering is mostly based on 2D image metrics, several authors have considered kinds of 3D metrics like Tian et al. 11 and Pan et al. 12 Their metrics rely respectively on geometry and texture deviations 11 and on texture and mesh resolutions.
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3D metrics (ad-hoc) are used to control mesh simplification algorithms, which consist in reducing the number of vertices while preserving the visual appearance. Kim et al. 13 state that the human vision is sensitive to curvature changes and propose a Discrete Differential Error Metric (DDEM), between two vertices v and v , which is basically the following:
with Q a quadratic distance, T a normal vector difference and C a discrete curvature difference. In a different way, Howlett et al. 14 lead their simplification so as to emphasize visually salient features, determined through an eye tracking system. Lee et al. 15 follow a similar approach but extract automatically the saliency from the input mesh by computing kinds of multiresolution curvature maps. Recently several authors have investigated the use of perceptual metrics (ad-hoc) for the evaluation of specific applications. Karni and Gotsman, 16 in order to evaluate properly their compression algorithm, introduce the Geometric Laplacian (GL), which measures the smoothness of a vertex v:
where n(v) is the set of indices of the neighbors of v, and l i the Euclidean distance from v to v i . GL(v) represents the difference vector between v and its new position after a Laplacian smoothing step, thus it represents a measure of smoothness: the lower it is, the smoother is the surface around v. Using this Geometric Laplacian, Karni and Gotsman introduce a metric between two meshes X and Y , with the same connectivity, containing n vertices:
where v 17 propose a perceptual metric based on global roughness variation, to measure the quality of a watermarked mesh. They define the roughness as the variance of the difference between a 3D model and its smoothed version, similarly to the Geometric Laplacian from Karni and Gotsman. 16 Corsini et al. 18 present a similar roughness based measure. Finally Rondao-Alface et al. 19 present two other metrics to benchmark watermarking schemes, one based on a measure of distortion between several 2D views, and the second based on the distortion of energy calculated using 2D parameterization of the meshes.
Our objective
3D metrics used for simplification [13] [14] [15] are rather vertex-to-vertex local error measurements and have not been considerated to produce a single distance value between two meshes. On the other hand, existing global 3D metrics are designed to measure specific artifacts produced by watermarking [17] [18] [19] or compression 16 algorithms; these artifacts are mostly like uniform noise thus these existing metrics are not really suitable to evaluate smoothing, simplification or other non-uniform processings against a mesh. In this context, we introduce a Structural distortion Measure between 3D meshes which reflects their visual perceived distance and is suitable for any kinds of processing applications. This measure is not based on complex psychophysical and physiological models, since these notions are too difficult to manage for 3D objects, but relies on the concept of structural similarity recently introduced for 2D image quality assessment by Wang et al.
1 Section 2 provides details about the proposed 3D distortion measure. Most of existing 3D quality measures (presented in the previous section) like those of Rondao-Alface et al., 19 or the Geometric Laplacian from Karni and Gotsman 16 do not incorporate a subjective experiment, but are just visually evaluated. However, it seems quite necessary to match a quality measure with psychovisual data collected from subjective experiments, since it allows to (1) evaluating and verifying the correlation of the proposed measure with subjective data and (2) fitting a quantitative model in order to obtain a real perceptual metric that estimates quantitatively the perceived quality. In this paper, two subjective experiments are considered (see Section 3), in order to (1) evaluate the correlation of our structural distortion measure with subjective data in a general-purpose context and (2) derive a quantitative perceptual metric in the specific context of watermarking quality assessment.
THE PROPOSED 3D DISTORTION MEASURE
This measure was mostly inspired by the work of Wang et al.,
1 thus we will firstly describe their 2D image quality assessment algorithm, before presenting in details our measure.
The 2D image Structural SIMilarity (SSIM) Index
Starting with the assumption that the human visual system is highly adapted for extracting the structural information of a scene, Wang et al.
1 define a quality measure between two images, based on visual degradation of the structural information (at the opposite of traditional approaches which rather consider a sum of visible errors). Their structural similarity index SSIM (x, y) between two image signals x and y is defined as follows:
l is a luminance comparison function, defined as follows:
µ x and µ y are respectively the mean intensities of signals x and y and C 1 is a constant to avoid instability; c is a contrast comparison function, defined as follows:
σ x and σ y are respectively the standard deviations of signals x and y; s is a structure comparison function, defined as follows:
σ xy is the covariance between x and y, and n the number of pixels of images x and y. For image quality assessment, this structural quality measure is of course not applied globally between two entire images; local statistics and SSIM measures are computed on local windows (11 × 11) which move pixel by pixel on the entire image. In other words, for each pixel, the SSIM is calculated on its 11 × 11 neighborhood. The global structural similarity measure M SSIM between an image X and its distorted version Y is the following:
M is the number of local windows in the images and x j and y j are the local contents of the j th local windows. 
Our 3D Mesh Structural distortion Measure (MSDM)

Curvature calculation
Our objective is to transpose the quite efficient structural similarity index from Wang et al. to 3D objects. The first step is to find a 3D measure analogous to the 2D concept of luminance. The geometric information (i.e. the coordinates of the vertices) does not seem to be relevant for this objective since the human eye is not really sensible to this information. Several authors have considered discrete curvature for 3D quality assessment, 13, 15 indeed this information well describes the visual characteristics of a 3D model, particularly the smoothness, sharpness or roughness of a region. A triangle mesh is a piecewise linear surface, thus the calculation of its curvature is not trivial. We have implemented the work of Cohen-Steiner et al., 20 based on the Normal Cycle, to estimate the curvature tensor at each vertex of the mesh. This estimation procedure relies on solid theoretical foundations and convergence properties. In order to remain independent of the connectivity of the input mesh, the tensor is averaged over a geodesic region, like in. 21 For each vertex, the curvature tensor is thus calculated and then the principal curvature values kmin, kmax are extracted, they correspond to the Eigenvalues of the curvature tensor. 
Definition of a 3D local window
Following the framework of Wang et al., the proposed measure is based on the computation of statistics (mean, standard deviation and covariance of the curvature) on local windows of the meshes. However, even if the concept of local window is trivial in the field of 2D image (a 11 × 11 neighborhood for each pixel for Wang et al.) , it becomes quite more complex for 3D objects with non-regular connectivity. For each vertex v, we define its associated local window, as the connected set of vertices belonging to the sphere with center v and radius r (see blue points in figure 2.a). We also integrate intersections between this sphere and edges of the mesh, we call In figure 2 .b, the edge point v e is added to the local window of vertex v, and its curvature C(v e ) is calculated as follows: 
Comparison functions calculation
For a local window x of a 3D mesh, we define the local mean curvature µ x and standard deviation σ x as follows:
with v i the i th vertex of the local window x and n the number of vertices of this local window. For two local windows x and y from two 3D meshes, we have to define the concept of covariance (see σ xy in equation 7). Whereas its calculation is trivial for 2D image local windows, the problem is much more complex for 3D local windows, since their connectivity and vertex number and position can be different. σ xy is defined by the following equation:
with σ x xy the x-based covariance defined as follows:
u i is the vertex from local window y, the closest (Euclidean distance) to vertex v i from x. The y-based covariance σ y xy is defined similarly. We then introduce three comparison functions between two corresponding local windows x and y from two meshes X and Y : L (curvature comparison), C (contrast comparison) and S (structure comparison). They are quite similar to those from Wang et al., except that they really refer to distances since they tend toward 1 (theoretical limit) when x and y are different and are equal to 0, for identical x and y.
These distance functions are intuitively strongly linked with psychovisual concepts and several existing works on 3D perception. L represents a normalized curvature distance. The curvature distance, also considered by Kim et al., 13 is strongly linked with normal directions which lead the rendering and therefore the visual appearance of the 3D object. C is based on the standard deviations σ x and σ y which reflect the roughness of the surfaces. The relevance of roughness distance for perceptual metrics was emphasized by several authors. [16] [17] [18] Finally S, by considering the covariance between the local windows, aims at detecting changes in salient features, similarly to the work of Howlett et al. 14 and Lee et al.
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It is admitted in the psychovisual research community 4 that there exist three principal relevant categories of regions in an image or a 3D object, they are presented on figure 3: Edge (a), textured (b), or smooth (c) region. These categories are linked with the concept of masking, indeed a textured (or rough) region exhibit a high degree of masking, whereas a geometric change on edge or smooth regions is much more visible. The proposed metric well reflects these phenomena: A geometric change on a smooth region will modify the roughness degree and thus will be highlighted by the C coefficient, whereas a modification on an edge region will be shown up by the structural S coefficient. 
Distance computation
Once we have the comparison functions L, C, and S, we have to combine them to obtain a local distance measure LM SDM between two 3D local windows x and y. Wang et al. 1 consider a product function (see equation 4), however after some experiments we have found that a Minkowski metric is more appropriate, and increases the stability of the measure:
Concerning the value of a, many authors admit that values between 2.5 and 4 are strongly linked with psychophysical results. 4 After several experiments, we have chosen a = 3, which seems to provide the best results. α, β and γ were set respectively to 0.4, 0.4 and 0.2. We argue that γ must be smaller since S(x, y) has a larger disparity than both other functions. Of course these parameters (a, α, β and γ) could be adjusted, a posteriori, regarding specific experimental results. Finally, our Mesh Structural distortion Measure MSDM, between two meshes X and Y , is defined by a Minkowski sum of their local windows distances:
a has the same value than for equation 14; M is the number of local windows in the meshes and x j and y j are the local contents of the j th 3D local windows. In this paper we have considered one local window per vertex, associated with a radius r = 0.015 (meshes are normalized in a unit bounding box). Thus, meshes to compare must have the same connectivity.
SUBJECTIVE EXPERIMENTS AND RESULTS
General-purpose experiment
Experimental measure and corpus
In order to be evaluated, the proposed structural distortion measure MSDM has to be matched with a 3D quality evaluation experiment, which consists in assessing the visual quality of several 3D objects (from an experimental corpus) by human observers. Watson et al. 22 provides details about the different existing experimental measures: Naming times, rating and forced choice preference. With rating, the observers assign to each stimulus object a number reflecting its visual quality or visual distance with a reference object. Since it is suggested in CCIR Recommendation 500-3, 23 and like much of existing experimental assessment protocols 12, 14, 17, 18 we have chosen this experimental measure. The experimental corpus (i.e. the set of distorted 3D objects to evaluate) is quite critical in such subjective experiments. Existing corpus are quite dependant of a specific application: Drelie Gelasca et al. 17 and Corsini et al. 18 consider a set of objects distorted by different watermarking algorithms associated with different parameters. Pan et al. 12 consider several 3D objects with different texture and mesh resolutions, that strongly refer to a rendering application. Finally Howlett et al.
14 evaluate a set of simplified objects. Our goal is to evaluate our measure in a general-purpose context thus we have created a corpus with the objective of basically reflecting every possible distortions occurring in common 3D object processing operations. We thus have considered three models: Armadillo, Dyno and Venus (see figure 4) , and we have applied two types of distortions:
• Noise addition: We modify the three coordinates of vertices of the mesh, according to a randomly chosen offset between 0 and a maximum deviation.
• Smoothing: We apply the smoothing filter from Taubin 24 to the vertices of the mesh.
These distortions were applied according to three strengths (visually chosen): high, medium and low (these strengths correspond to a number of iterations for smoothing and a value of maximum deviation for noise addition). Finally these distortions where applied according to four situations: Uniformly (on the complete object), on smooth areas, on rough areas and on intermediate areas. The roughness was defined by the variance of the curvature. Since the smoothing was not applied on smooth areas, 21 degraded versions were produced per model (3 noise strengths × 4 situations + 3 smoothing strengths × 3 situations), and thus the experimental corpus contains 66 models (3 originals + 3×21 degraded versions). Figure 5 presents some samples of the corpus. These non-uniform noise addition and smoothing basically reflect a lot of possible distortions occurring on common 3D object processing operations:
• Simplification, which finally has a low-pass effect on a mesh, like smoothing does.
• Compression, of which many algorithms are based on a geometric quantization which introduce noise-like deformations.
• Watermarking, which also introduces mainly noise-like deformations.
Subjective evaluation protocol
Few protocols exist for subjective assessment of 3D objects similarity, we have basically followed the evaluation protocol developed by Massimiliano Corsini and Elisa Drelie Gelasca.
17, 18 Twelve subjects were selected from a pool of students from the Swiss Federal Institute of Technology (Lausanne, Switzerland) and from the University Claude Bernard of Lyon (France). They viewed the 3D objects from comfortable sitting distances, and interaction was allowed (rotation, scaling, translation). Firstly, the original models were displayed together with some distorted ones and with the worst cases (uniform, maximum strength) for noise and smoothing (see figures 5.c and 5.d) in order to establish a referential range for each object. It is quite important to notice that for each object, worst cases for noise and smoothing where displayed and the subject was asked to remember the one he found the worst among them. Finally, the 66 objects of the corpus were displayed iteratively during 20 seconds, and the subjects were asked to provide a score reflecting the degree of perceived distortion, between 0 (identical to the original) and 10 (worst case). In order to avoid the effect of the temporal sequencing factor, the sequence of 66 objects was randomly generated for each participant. 
Subjective data analysis protocol
The judgment scores from each subject depend on some scale and some perception acuity which may vary from person to person, thus these scores have to be matched together by statistical techniques. They are normalized by using mean and variance of each subject. The mean opinion score (MOS) is then computed for each object of the corpus:
MOS i is the mean opinion score of the i th object, n is the number of test subjects, and m ij is the normalized score given by the j th subject to the i th object. In order to validate properly our measure, we basically follow the performance evaluation procedure employed in the video quality expert group (VQEG). 25 A cumulative Gaussian psychometric curve is used to provide a non-linear mapping between objective and subjective scores. This fitting just allows here to evaluate the performance of our measure, but could also be considered to construct a real perceptual metric in the case of a specific application (see section 3.2.2). The non linear (rank) correlation of Spearman (r s ) is also calculated, it is considered as a measure of prediction monotonicity. 
Results
Our objective here, is just to evaluate the performance of the proposed structural distortion measure in terms of correlation with subjective scores and in terms of possible prediction capacity after Gaussian psychometric curve fitting. We cannot provide or calibrate a real quantitative perceptual metric in this general purpose context since it strongly depends on the application. Indeed, subjective measures (∈ [0, 10]) depend on reference bounds (the worst cases displayed at the beginning of the experiment) while the proposed structural distortion measure is absolute (∈ [0, 1[). For this evaluation the performance of our measure is considered object-per-object since providing visually coherent bounds (i.e. worst cases) for different objects is quite impossible in this general purpose context. We have compared the MSDM with Hausdorff distances (maximum, mean and root mean square) calculated using the MESH 3 software. Figure 5 provides a first visual example for the Venus model: the noised object in (b) is associated with a higher MOS than the smoothed object in (d) (MOS=8.8 vs 8.1). That seems intuitively normal since the smoothed model appears visually less distorted than the noised one. The proposed measure well reflects this subjective opinion since the MSDM for (b) is also higher than for (d) (MSDM=0.64 vs 0.58). On the contrary, the geometric mean distance does not reflect at all this subjective opinion (Hausdorff mean=0.16 vs 0.25). Table 1 presents the performances of our measure and Hausdorff metrics in term of Spearman correlation C S with subjective results. Overall the proposed MSDM outperforms Hausdorff distances, particularly for Venus and Dyno objects. We have to notice the high stability of MSDM results (C S is around 75 − 85%), whereas Hausdorff distances performances are very dependant of the considered object: For instance Hausdorff RMS distance gives an excellent correlation value for Armadillo (C S = 89%) but is quite weak for Venus (C S = 42.2%) and Dyno (C S = 12.1%). . Figure 6 presents results of the psychometric curve fitting (cumulative Gaussian) between subjective (MOS) and objective scores (Hausdorff mean and MSDM) for the Venus model. The Spearman correlation was better for MSDM (see 
Watermarking experiment
MSDM evaluation and comparison
The proposed MSDM has been evaluated on our general-purpose database, now we will compare this measure on the existing watermarking subjective data issued from the subjective experiment jointly used by Drelie Gelasca et al. 17 and Corsini et al. 18 Their experiment follows a similar protocol to that which is described in section 3.1. They consider 48 test objects, issued from the application of three watermarking algorithms on 4 different models, with different parameters. The watermarking algorithms are the wavelet based method from Kanai et al., 26 the Normal Bin Encoding 27 and the Vertex Flood algorithm.
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Our first objective is to compare the proposed structural distortion measure with their two respective roughness based measures, R 1 and R 2 , specifically designed for watermarking quality assessment. Table 2 details results in term of Spearman correlation and figure 7 presents the psychometric curve fitting between the objective/subjective scores. The correlation associated with MSDM is about 13% better than for their roughness measures (C S = 80.1% vs respectively 69.3% and 70.6%). That represents a quite good result since R 1 and R 2 are specifically designed for watermarking whereas the MSDM is for general-purpose. The prediction associated with the cumulative Gaussian curve fitting is also better for our structural measure, with a prediction error equal to 1.11 against 1.40 for R 2 . Particularly, the dynamic of the MSDM is better spread over its range. 
Perceptual metric construction for watermarking quality assessment
The proposed MSDM has been evaluated on the watermarking subjective database, now we will use this measure to derive a quantitative perceptual metric. Indeed, on the contrary to the previous general-purpose experiment (see section 3.1), the fact of considering the specific watermarking application allows to determine absolute reference bounds (the worst cases) by using the principal existing 3D watermarking algorithms. We construct the quantitative perceptual metric M MSDM (between two meshes x and y) by fitting the proposed MSDM outputs with the subjective scores by using a psychometric function g, a cumulative Gaussian.
M MSDM (x, y) = g(a, b, M SDM (x, y) 
Parameters a and b are estimated by fitting the MSDM values versus the objective data from the experiment. We obtain a = 1.5521 and b = −4.2613, the corresponding psychometric curve is displayed on figure 7 , on the right. With these parameters, the M MSDM metric is then able to predict efficiently the subjective opinions, and can thus be used to benchmark any watermarking schemes.
CONCLUSION
This paper has introduced a distortion measure designed for 3D meshes and which follows the concept of structural similarity recently introduced for 2D image quality assessment by Wang et al. 1 The 3D Mesh Structural distortion Measure (MSDM) is not linked to a specific application and can be used to evaluate any kinds of 3D mesh processing algorithms (simplification, compression, watermarking etc.). This measure mainly relies on curvature analysis (mean, standard deviation, covariance) on local windows of the mesh. A subjective experiment has been conducted to quantitatively evaluate this distance and to compare with Hausdorff metrics. The proposed distance was also compared with recent state of the art roughness based metrics specifically designed for watermarking assessment, using existing subjective data. Results have proven the effectiveness and the robustness of the MSDM, which provides a high correlation with subjective data. We have also derived from the MSDM, a quantitative perceptual metric that approximates directly the perceived quality in the specific watermarking domain. The proposed structural dostorsion measure can be used to evaluate 3D mesh processing algorithms, but since it is based on local windows it could also be quite interesting to consider locally this MSDM, to control simplification, compression or watermarking algorithms for instance.
