Motivation: The advent of high-throughput next generation sequencing technology has greatly promoted the field of metagenomics where previously unattainable information about microbial communities can be discovered. Detecting differentially abundant features (e.g. species or genes) plays a critical role in revealing the contributors (i.e. pathogens) to the biological or medical status of microbial samples. However, currently available statistical methods lack power in detecting differentially abundant features contrasting different biological or medical conditions, in particular, for time series metagenomic sequencing data. We have proposed a novel procedure, metaDprof, which is built upon a spline-based method assuming heterogeneous error, to meet the challenges of detecting differentially abundant features from metagenomic samples by comparing different biological/ medical conditions across time. It contains two stages: (i) global detection on features and (ii) time interval detection for significant features. The detection procedures in both stages are based on sound statistical support. Results: Compared with existing methods the new method metaDprof shows the best performance in comprehensive simulation studies. Not only can it accurately detect features relating to the biological condition or disease status of samples but it also can accurately detect the starting and ending time points when the differences arise. The proposed method is also applied to a real metagenomic dataset and the results provide an interesting angle to understand the relationship between the microbiota in mouse gut and diet type.
Introduction
As the direct genetic analysis of genomes from environments (e.g. soil, water, or human gut), metagenomics plays a critical role in detecting differentially abundant features (e.g. species or genes) based on either taxonomic compositions or functional components obtained from contrasting microbial communities. With improvements in high-throughput sequencing technology there is an increased desire to conduct time-course studies which record the temporal variation of microbial communities (Faust et al., 2015; Knight et al., 2012) . Those analyses can provide valuable information about the stability of microbial communities and how they respond to perturbations.
Even though many metagenomic studies are now designed with time series perturbations in mind there are still several challenges to (Aijo et al., 2014; Conesa et al., 2006; Storey et al., 2005) . However these methodologies developed for microarray data are not suitable for analyzing metagenomic count data obtained from sequencing technology.
Many methods have been developed for time series RNA-seq data. For instance, Next-maSigPro was developed to model RNAseq time series count data by taking into account the temporal dimension through fitting a polynomial regression (Nueda et al., 2014) . To detect differentially expressed genes in time-course RNAseq data, Sun et al. (2016) proposed a negative binomial mixedeffects (NBME) model and a significance test based the KullbackLeibler distance ratio by fitting a spline smoothing ANOVA model. Conventionally, RNA-seq data and metagenomic sequencing data share some commonality but they are different in library composition, library preparation protocols and research purpose. For example, RNA-seq profiles the transcriptome by assessing the gene expression level whereas metagenomic data (e.g. 16S rRNA sequencing data) directly describes the abundance for each taxon in terms of absolute count or relative proportion of features present. In other words, RNA-seq data lack ability in revealing the species/ genus composition of a microbial sample but the metagenomic data can be used to access the microbial diversity. Researchers could analyze taxa abundances by comparing multiple conditions to detect the microbial taxonomy (e.g. phylum/species) that is related to a certain disease or influenced by a certain treatment. In a RNA-seq study, generally, only one organism/species is considered (e.g. human genomic samples under different treatment conditions). However, there could be a huge number of species in a microbial sample, and the numbers of species could vary from a sample to sample. Thus it is necessary to develop specific methods for analyzing metagenomic data. Simply borrowing methods developed for RNA-seq data might lead to inappropriate description of the characteristic of metagenomic data. Thus those results might be misleading.
Recently, Talukder et al. developed a methodology for time series metagenomic count data analysis that is implemented in the Bioconductor package 'metagenomeSeq' (https://www.bioconduc tor.org/packages/devel/bioc/vignettes/metagenomeSeq/inst/doc/ fitTimeSeries.pdf). In this method they employ a Smoothing-Spline ANOVA model to directly estimate a smooth function for an area of interest (regions/times) where such difference area between the two conditions is statistically significant. Not only can it detect the significant metagenomic feature, but it can also find the varying time interval. However, this method cannot detect the features with parallel profiles for two conditions. Furthermore, the statistical test depends on a user-defined threshold that is subjective and could greatly affect the result of a real world problem. In essence the user must already have a good idea of when, e.g. which time intervals, the differences might arise. Actually in most real situations this is unreasonable and ineffective.
Unlike metagenomeSeq that fits the entire data using one smoothing spline model with an assumption of homogenous error/noise for different conditions, in this research we propose a spline-based statistical approach, metaDprof, to detect metagenomic features differentially abundant between biological/medical conditions by fitting smoothing curves separately. In this way the error/noise can be allowed vary for different conditions. For each detected feature the proposed method can further detect which time interval the feature shows different patterns between conditions; thereby detecting DAFs across time. All the results are supported by solid statistical inference. Moreover, metaDprof requires no prior knowledge of when differences occur and makes no assumption on the DAFs pattern type (increasing or decreasing, linear or non-linear). The validity of metaDprof was assessed with a simulated time-series dataset. This method is also applied to one recent study carried out on mice gut microbiomes.
Methods

Model fitting
Smoothing spline regression models are commonly used to model longitudinal data (Gu, 2013; Wahba et al., 1995; Wang, 2011) . In our research a smoothing spline model is fitted for each feature under the same condition. Let Y it be the count of relative abundance of a feature in sample i ¼ 1; . . . ; n at the t th ¼ 1; . . . ; m time point under each condition, we assume that:
where x i are covariates for sample i and error term (e it Þ are assumed to be independent, e.g. Nð0; r 2 Þ. f is assumed to be a smooth function across all samples for each condition. For the general penalized likelihood method in univariate Gaussian regression, the minimizer of equation (2) can be used to estimate a function of interest f on a generic domain of the data,
where L f j data ð Þrepresents minus log likelihood of the observed data and Jðf Þ is taken as a quadratic roughness function with a low dimension null space and Wahba, 1993) . The solution to a penalized minimization problem is called smoothing spline (Gu, 2013) . For each feature a smoothing spline ANOVA model is used to fit a smoothing curve for each condition. As a generic example we assume two conditions (e.g. treatment versus control) to compare throughout the text.
The smoothing spline ANOVA model was fitted using the ssanova function in 'gss' package available in R (Gu, 2014) . In the function, generalized cross-validation (Craven and Wahba, 1979 ) was used to select the smoothness parameter k and a cubic smoothing spline was used for calculating model terms in the smoothing model.
Statistic testing
In order to better understand the dynamics of microbial communities across time we propose a two-stage procedure. In the first stage significant differentially abundant features are selected by comparing each condition's smoothing spline globally, across all time points. In the second stage the time interval when the DAFs start and/or end to change is found, called the changing time interval, by comparing ratios of areas under the smoothing splines from Stage 1.
Stage 1 -global detection of features
Within a feature two curves are fitted for the two conditions separately, through the cubic spline (the thick dotted and dashed curves in Fig. 1 ). If the feature is not related to a specific condition, then the two curves for the two conditions share the same fit (the solid curve in Fig. 1 ). Therefore, the curve for the combined conditions can be estimated as a single function of time via the above smoothing spline model, noted as logðY it Þ ¼ f t ð Þ þ e it . For each feature a goodness of fit test statistic is computed for the null (one curve fitting) and alterative (two curves fitting) hypotheses. Under the null model, one smoothing function is fitted for the combined data across two conditions and the sum of squared residuals SS 0 is calculated. Then, under the alternative hypothesis, two spline functions are fitted for the two conditions separately, and the sum of squared residuals SS 1 is computed correspondingly. A test statistic is constructed on the sum of squared residuals to assess the differentially abundant features by calculating an F-statistic, noted as:
Instead of estimating the degrees of freedom, the null distribution of the F-statistic is calculated with a permutation based method (Ernst, 2004) where all profiles (an individual's whole profile) are randomly permuted via permuting their condition status. The P-value for one feature is calculated by comparing the calculated F-statistic on the original data to the empirical null distribution on the permutated data. As there are multiple features (usually in hundreds, thousands or even more) in a study, each feature's P-value is adjusted with the Benjamini-Hochberg (BH) procedure (1995) to control the false discovery rate (FDR).
Stage 2 -time interval detection
For the features detected in the first stage the time interval(s) showing a difference between the two conditions needs to be determined. Under the alternative hypothesis two smoothing spline functions are fitted separately, therefore, we can calculate the area under each curve within a unit time interval (i.e. the interval of two adjacent points, see an illustration plot of Supplementary Fig.  S1 in the supplementary file). We then define the ratio of relative change between the two areas under the curves for each unit interval as:
where A u,k is the area under the curve within the u th unit interval [t u ,
Larger ratios indicate more dissimilar curves/patterns for the two conditions, whereas ratios closer to zero indicate more similar curves/patterns. Similar to the permutation test in the previous stage, each permutation iteration could fit a new curve to each condition. Thus, we also define the ratio for each permutated dataset:
where B is the total number of permutations.
Finally, for each unit time interval, the significance can be assessed by calculating the P-value: p u ¼ P B b¼1 Iðjratio u j < jratio b u jÞ=B. The final detected time interval is the combined time periods with small P-value (e.g. P < 0.05) for each unit interval, adjusted by all intervals with the BH procedure. Therefore, the detected time interval could be either joint or disjoint. Checking the sign of the ratio defined above for each unit time interval, we can also tell during which time period that feature is differentially more/less abundant under which condition.
3 Simulation studies A series of simulated metagenomic studies were conducted to evaluate the performance of the proposed method and to compare metaDprof with currently available methods. One comparison method is metagenomeSeq found in an R-package, which implements a Smoothing-Spline ANOVA approach to model the longitudinal metagenomic data across two biological/medical conditions. We also include the method Next-maSigPro, as a representative method on analyzing time-course RNA-Seq data.
Settings
Due to the over-disperse nature of metagenomic count data, the negative binomial (NB) distribution is widely used in modeling gene expression sequencing data (Anders and Huber, 2010; Robinson et al., 2010) . Therefore, within each time point metagenomic counts were generated using the negative binomial (NB) distribution, given as:
with expectation and variance: E(X)¼m and Var(X)¼mþ m 2 /c. The size parameter (c) in the NB distribution was modeled as a function of the means, meaning the count data that have larger means also have higher dispersion and data with smaller means have lower dispersion within each time point.
The abundance of some features in a microbial community may increase or decrease, or may have more complicated patterns over time due to certain treatments. As a demonstration of microbial communities under treatment, this research simulates two patterns of microbial growth, exponential and linear for DAFs; in the control condition these DAF's assumed to be static over time. The rest of the features are assumed to have the same static patterns along time for both conditions. The abundance of each feature was assumed to follow a first-order autoregressive (AR(1)) correlation along time, which is widely used in the longitudinal data analysis to model correlation of time points. Two levels of correlation (q ¼0.6 and q ¼ 0.9) were considered in our simulation setting. Two sample sizes, 5 and 10 individuals from each condition, were examined. Table 1 displays a summary of the simulation settings.
For each combination of parameter settings we simulated 20 datasets; each consisting of 1000 features over 10 time points; 100 features were assumed to have differential abundance, noted as DAFs; the other 900 features were simulated to be stable over time, noted as non-differentially abundant features (non-DAFs). To evaluate the performance of our method at the global detection stage 100 DAFs were simulated with differences along the whole time period, from t ¼ 1 to t ¼ 10.
For time interval detection these 100 features were generated with abundances/values changing from the fourth time point, and then keeping a linear growth pattern for the remainder of time points. A detailed description of the simulation procedure can be found in the supporting information file, with examples of simulated feature profiles. In this research, we did not include other covariates in the model, but the algorithm can be easily generalized to more complicated situations if desired.
In addition, the count within each time point were also simulated under the Zero-Inflated Generalized Passion (ZIGP) distribution in order to evaluate the model performance when data have excess zero values or are over disperse. The simulation details are shown in the supplemental file.
Results
Results of Stage 1 -global detection
Normalized count data were used to compare the performance of metaDprof to Next-maSigPro and metagenomeSeq. To normalize the raw data Trimmed Mean of M-values (TMM, Robinson and Oshlack, 2010 ) was used for metaDprof and Next-maSigPro. MetagenomeSeq implements Cumulative Sum Scaling normalization (Paulson et al., 2013) by default in the R-package. The performance metrics are Receiver Operating Characteristic (ROC) curves, false positive rate (FPR) or type I error and the number of true positives and false positives. As we considered two growth patterns, only the comparison results for linear growth pattern are shown here. Figure 2 displays the results of the ROC curves for various settings. It is obvious that metaDprof greatly outperforms the other methods under all scenarios. The performance of metagenomeSeq is affected by the correlation, particularly when the sample size is small. The type I error plot for the cutoff of 0.05 on adjusted Pvalue is shown in Figure 3 . As the sample size increases, the performance increases for all methods (i.e. closer to the level of 0.05). However, metaDprof presents a well controlled the type I error across different simulation settings while the other two methods have substantially inflated type I error. Lastly, the plot of the number of false positives and true positives is a more intuitive visual comparison of the results (Fig. 4) . Even though the numbers of true positives are comparable for all methods, the result from metaDprof contains the fewest false positives, indicating it would be the most accurate method compared to the others. In other words, the sensitivity of all methods is comparable but the new method has the highest specificity.When data was generated under ZIGP model, metaDrop shows the best performance for larger sample size ( Fig. S6 and S7 in the supplementary file) . So far, all analyses were based on normalized data. However, those results would be affected by inappropriate normalizing time-course metagenomic data. Moreover, different method implemented with different data normalization procedure. In order to reduce the effect due to incorrect normalization, we also compared the performance on raw data. We found out metaDprof still outperforms the other methods and all methods achieve better performance compared with the results based on normalized data (this may indicate the necessity of developing appropriate normalization methods on metagenomic count data). Furthermore, even under a relative large sample size (25 individuals per condition), the results are consistent with the previous (see Fig. S6 in the supplementary file).
Among these compared methods Next-maSigPro needs least computational time. The computational efficiency for metaDprof and metagenomeSeq relies on the number of permutations that is implemented in both algorithms. However, metaDprof is at least five times faster than metagenomeSeq.
Results of Stage 2 -time interval detection
Stage 2 detects the time interval for the selected features in the first stage. To compare the performance of different methods, the measurements are defined as True Interval Detection (TID) rate-
TCi Ci =h, where h is the number of DAFs assumed in a simulation, and for the i th DAF feature C i represents its assumed time interval on changing between conditions (top in Fig. 5 ) and TC i represents the correctly detected interval on changing (bottom in Fig. 5) ; False Interval Detection (FID) rate is defined as P q i¼1 FCi NCi =q, where q is the total number of features in the simulation and NC i represents the assumed interval for no change (top line in Fig. 5 ) and FC i denotes the detected interval that is actually no change (bottom line in Fig. 5) . When NC i ¼ 0, the feature is assumed change along the entire time interval of study, then FC i /NC i is defined as 0, since of course, FC i ¼ 0 for this case. Since Next-maSigPro only outputs the significance for the detected features (i.e. no any time information is outputted) only two methods, metagenomeSeq and the proposed method metaDprof, are compared for time interval detection (Fig. 6) .
The results show that the proposed method has similar performance with metagenomeSeq in terms of true interval detection. However, for the false interval detection rate, metaDprof outperforms metagenomeSeq. In conclusion, the proposed method results in more accurate detection for time interval of changing, i.e. higher specificity in revealing the change along time, even for a small sample size of 5. The detection results for raw data can be found in the supplemental file (Supplementary Fig. S8 ).
Real data analysis on humanized gnotobiotic
Our proposed method was applied to a humanized gnotobiotic mouse gut study (Turnbaugh et al., 2009) . Twelve germ-free adult male C57BL/6J mice were evenly split into two groups and fed a Low-Fat (plant polysaccharide-rich diet) and Western diet (high-fat and high-sugar diet), respectively. During eight weeks, each mouse's fecal sample was gone through PCR amplification of the bacterial 16S rRNA gene V2 weekly. The metagenomic count dataset was downloaded from metagenomeSeq R package (Paulson et al., 2013) .
Among 910 operational taxonomical units (OTUs) 467 of them are detected to be differentially abundant between Low-Fat Diet and Western Diet. We found that most features belong to the genera of Bacteroides and Enterococcus and family of Lachnospiraceae and Coriobacteriaceae. The Western Diet was found associated with high abundance of Enterococcus and also with low abundance in the representation of members of Bacteroidetes. This result was consistent with the finding by the original paper. Clarke et al. (2012) found that when treated with Western Diet, there is a significant increase in the relative abundance of the Bacilli (corresponding primarily to the Enterococcus genus), also a significant decrease in the representation of members of Bacteroidetes. We also found that the abundance of Coriobacteriaceae is high in Western Diet. It has been proved that Coriobacteriaceae are involved in bile acid metabolism, a biological function that is linked to gut barrier and metabolic dysfunctions (Stenman et al., 2013) In stage 2, metaDprof detected varying time intervals when the OTUs were identified as DAFs. The time intervals for the top 54 most significant OTUs found in the global detection stage are shown in Figure 7 . The result also shows the direction of differential abundance, which could provide further information for researchers to better understand the dynamic difference between the two types of microbial composition in mouse gut due to different diet types, Low Fat Diet and Western Diet.
Discussion
With the advent of next-generation sequencing technology there is a surge of time-course metagenomics studies. Finding important features between contrasting microbial communities can help diagnose, treat or even prevent diseases based on the composition of microbiomes or illuminate microbial communities in any differing/contrasting environment. Furthermore, time-course metagenomic data allow us to identify changing trajectories of microbial communities, which reflects the dynamic property of microbes. Compared to static metagenomic data, time-course data contains more information about the communities, which can result in more accurate and powerful detection of DAFs.
The comprehensive simulation studies show all of three methods (metaDprof, metagenomeSeq and Next-maSigPro) can detect the true DAFs very well. However, only the new method can well control the type I error rate. In other words, the two existing methods are so sensitive in detection that a large number of false features are selected. This is due to the mechanisms of metagenomeSeq and Next-maSigPro. metagenomeSeq relies on the testing whether the estimated difference between two groups is above a fixed threshold. We used the default threshold of zero in the given R function of metagenomeSeq and this could explain why metagenomeSeq is so sensitive in detection. Next-maSigPro uses a polynomial regression fitting, containing both the polynomial terms for time and all the interactions between the covariate (e.g. treatment or disease status) and each of the polynomial terms of time. As long as one of the interaction coefficients is significantly different from zero the feature will be labeled as significant. Thus the multiple interactions included in the model inflate the possibility of catching false features.
Throughout the simulation studies metaDprof has demonstrated great ability in detecting significant DAFs and identifying important time-intervals especially with limited number of samples. This new tool is built with a spline-based method that could account for noisy time-course observations without over fitting the data. It takes advantage of the dependence structure in time series data. The most attractive characteristic about the procedure is that it relies on sound statistical support in both detections. Though we only show the results when the features in experimental condition have growth patterns along time, metaDprof has the ability in analyzing any type of pattern, e.g. decreasing pattern, or more complicated pattern. Furthermore, the simulation results for the data generated by ZIGP model also show that metaDprof can handle count data with excess zero. Additionally metaDprof is applicable for comparing more than two conditions. For instance, when k ¼ 3 the null and alternative hypotheses in the first stage are kept same as k ¼ 2, and so is the F-statistic calculation; in Stage 2 the only modification is needed for the numerator of ratio definition: the largest area between any pairwise curves. Because of metaDprof's ability to be generalized to many complicated scenarios and because of its ability to detect DAFs and their time change intervals we believe that metaDprof is a powerful tool for time course metagrnomic analysis.
When applied to mouse gut microbiome data the results from metaDprof are consistent with previous biological conclusions that long-term diets, particularly protein and animal fat versus carbohydrates, strongly associated with enterotypes, (Wu et al., 2011) . Furthermore, metaDprof replicated the results that Coriobacteriaceae, that linked to gut barrier and metabolic dysfunctions, was also associated with Western diet.
In this research, only the significance of each unit interval is assessed at the second stage. Another option could be firstly finding a unit interval with the largest difference between distinct conditions, then adding the neighbor unit and test the significance of the new time period via the ratio definition. However, it could be challenging to decide which neighbor from the two neighbors (left and right) should be chosen first, as the order of choosing may affect the final result. In conclusion metaDprof is applicable under a very wide range of scenarios, making it ideal for DAFs detection in timecourse metagenomic analysis. 
