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Abstract. Recognition of facial expressions is critical for successful social interac-
tions and relationships. Facial expressions transmit emotional information, which is
critical for human-machine interaction; therefore, significant research in computer
vision has been conducted, with promising findings in using facial expression de-
tection in both academia and industry. 3D pictures acquired enormous popularity
owing to their ability to overcome some of the constraints inherent in 2D imagery,
such as lighting and variation. We present a method for recognizing facial ex-
pressions in this article by combining features extracted from 2D textured pictures
and 3D geometric data using the Local Binary Pattern (LBP) and the 3D Voxel
Histogram of Oriented Gradients (3DVHOG), respectively. We performed various
pre-processing operations using the MDPA-FACE3D and Bosphorus datasets, then
we carried out classification process to classify images into seven universal emo-
tions, namely anger, disgust, fear, happiness, sadness, neutral, and surprise. Using
Support Vector Machine classifier, we achieved the accuracy of 88.5% and 92.9%
on the MDPA-FACE3D and the Bosphorus datasets, respectively.
Keywords: Facial expression recognition, histogram of oriented gradient, local
binary pattern, descriptors, feature extraction, voxels
1 INTRODUCTION
As human beings, we use many channels to communicate our thoughts and emotions;
verbal, gestures of gait, language of the body or facial expressions. The research
conducted by Mehrabian and Ferris [1] showed that the speaker’s facial expression
contributes 55% to the spoken message’s effect, while the verbal part and the vocal
part contribute just 7% and 38%, respectively. Facial expressions have been found
to be the most reliable and most efficient transmitter of non-verbal communication
channels that shape a universal language and allow people to understand each other’s
emotional states.
Facial expressions are an efficient channel of contact that allows us to recognize
human beings’ inner state of mind. The human face plays a vital role in under-
standing the individual’s emotional state, regardless of their ethnicity or cultural
background.
An observational analysis made by Ekman [2] to figure out whether there are
related aspects of feelings in humans. He performed a study on a tribe in New
Guinea, and he found that their facial expressions were the same. Eventually, he
revealed that we show universal expressions that help us understand feelings.
There are a number of fields that can benefit from this phenomenon:
• Health care: Facial expression recognition can be used to help identify and be
aware of the emotional conditions that patients display during their recovery
for a clearer assessment of the treatment process by giving greater attention to
patients who require it [3].
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• Education: Emotion identification is used to provide a clear understanding of
learners’ adaptation to the study content, and an alteration to the teaching
approach is made depending on the study [4].
• User feedback: Analysing the expressions of users and customers while watching
a video, playing sports, or shopping may be crucial for the industry to consider
the needs of users and customers profoundly and get feedback on their services
or goods for greater benefit and improved marketing.
• Safety and security: Monitoring systems have been developed to identify suspi-
cious people based on the identification of facial emotions.
In computer vision, facial expression recognition is the classification of facial fea-
tures into one of the six basic universal emotions: happiness, sadness, fear, disgust,
surprise, and anger, as introduced by Ekman [2]. Facial expressions are those signifi-
cant movements of the facial muscles that create a visual expression for other people
that conveys emotion. The expression displayed on the person’s face is a result of
components that control the intensity of the expressions. Recognizing an expression




Face recognition, orientation, normalization, or augmentation are the first steps
in facial pre-processing. After the pre-processing phase, several techniques can be
adopted to extract meaningful features from the image. Based on the types of
features, it is possible to distinguish between global, local, and temporal approaches.
The global feature extraction technique attempts to extract features from the whole
image by encoding the entire face (this technique is adopted in our research using 3D
Histogram of Oriented Gradients). The local feature extraction technique, though,
tests local areas of the human face, such as eyes, hair, nose, lips, etc. (our study
utilized this approach by using Local Binary Pattern). The temporal approach
is also the third approach that collects and extracts facial expression sequences
dynamically. Last, using pre-trained classifiers such as Support Vector Machine, and
Random Forest, etc., the classification process consists of generating a classification
of the extracted features.
Most research for face analysis utilizes 2D static images or 2D dynamic videos.
Recently, 3D static or dynamic data has received increasing attention due to its
explicit representation of geometric structures and its inherent capacity to handle
facial pose and illumination variations. Similar to 2D images, 3D modality can also
be represented in static space and dynamic space. There are difficulties with 2D
imaging that cannot be resolved with current state-of-the-art techniques, rendering
face and facial expression identification impossible:
• Changes in illumination are triggered mostly by lighting conditions when an im-
age is taken. Images of the face will look differently if there is a difference in







Figure 1. Typical facial expression recognition system
illumination. This influence can cause different forms of image problems, such
as creating shadows or rendering half of a face black entirely. On a computer,
though, shadows on a face will create higher or lower values of strength relative
to the areas unaffected.
• Pose Variations: for any image processing that involves the face, they will trigger
major issues. In 2D images, presenting variants such as the rotation of the head
will mean that a large amount of the detail of the face will be lost. This would
make it impossible for image recognition techniques to benefit from all facial
traits, effectively rendering certain algorithms unreliable.
• Occlusions: these are facial image artifacts and differences that allow only half
of the mask to be visible. This is a major issue, particularly for face recognition,
as it can be unrecognizable to a computer if there is a small difference in facial
expression. Glasses, caps, scarves, body hair, and so on may be examples of
occlusions.
• Facial aging: The problems it causes are the facial shape, which in the early
years varies slightly. In combination with aging, with wrinkles mostly on the
forehead, the skin texture grows rougher.
3D images can be computationally intensive to work with in comparison to
2D images. However, they have a more accurate and comprehensive description
of the face. They give the parameter of face depth, which is important for the
recognition of facial expressions because muscles cannot be easily seen with 2D
images such as a concave or convex facial structure. For facial expression analysis,
the muscle activity of the face may significantly help to understand what emotion is
conveyed, and these muscular movements can be captured in detail by 3D imaging.
In order to change all the 2D image processing problems of technology that is shifting
facial imaging to other dimensions, 3D mapping will be addressed. For 3D imaging,
variations in lighting are not a problem, since the mask is not deformed and the
geometric data does not differ based on the lighting. The main contributions to this
research paper are as follows:
• Help new researchers understand basic notions of facial emotion recognition and
its components, including feature extraction.
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• Provide and compile the literature and related work.
• Introduce the standard 3D datasets for facial emotion recognition databases
along with their characteristics.
• Establish the boundaries of feature extraction techniques while also identifying
core constructs and their relationships and key aspects compared between those
approaches.
• Propose a new approach to achieve state of the art results for the classification
of facial expression recognition from 2D and 3D data.
This paper is structured as follows: Sections 1 and 2 contain background in-
formation about facial expression recognition, research directions are identified and
previous work in 3D facial expression recognition is presented (FER). Section 4 dis-
cusses the approach proposed. In Sections 5 and 6, the results were presented and
discussed, and then we concluded our work in Section 7.
2 RELATED STUDIES
Until around the early 2000s, algorithms integrating effects from 2D and 3D data did
not exist. Nowadays, the most direct techniques in this field use the combination of
characteristics acquired independently of bi-dimensional or three-dimensional meth-
ods, such as texture details, position of landmarks, facial forms, and curvature, to
identify expressions and calculate their intensity. Experiments show that integrating
features obtained in various modalities helps to capture the general features of facial
deformation and increases the precision of identification.
The topic of facial expression recognition was explored by [27]. To this end,
an initial method is suggested that measures scale-invariant feature transform
(SIFT) descriptors on a range of depth image facial landmarks, and then selects
the sub-set of the most important characteristics. An overall identification rate of
77.5% on the BU-3DFE database was obtained using SVM classification of the cho-
sen features. Comparative assessment of a typical experimental setup illustrates
that state-of-the-art outcomes can be obtained from their approach.
In [5], using 3D face details, authors investigated the problem of facial expres-
sion recognition. Their methodology was based on a local form analysis of a given
face scan of many different regions. These regions were derived from facial surfaces
and defined by closed curve sets. In order to derive the form analysis of the derived
patches, a Riemannian system is used. The applied structure allowed the similarity
(or dissimilarity) of distances between patches to be measured and the optimum
deformation between them to be calculated. These measurements were used as in-
puts for classification techniques such as AdaBoost and Support Vector Machines
(SVM).
In [6], using 3D geometry data, we tackled the problem of face expression
recognition. To this end, a fully automated approach was suggested that relies
on the identification of a collection of facial keypoints, the computation of SIFT
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feature descriptors of the face’s depth images around sample points identified start-
ing from the facial keypoints, and the selection of the maximum appropriate subset
of features. An average identification score of 78.43% on the BU-3DFE database
was obtained by training a Support Vector Machine (SVM) for each facial ex-
pression recognition using BU-3DFE database in a common laboratory environ-
ment.
In [7], authors used Local Binary Patterns (LBP) for the understanding of facial
expression recognition. On several databases, different machine learning approaches
were routinely investigated. Extensive studies showed that for facial expression
recognition, LBP features were reliable and accurate. They formulated Boosted-
LBP using Support Vector Machine classifiers with Boosted-LBP functionality, the
most discriminating LBP characteristics were extracted and the best recognition
efficiency was achieved. In addition, they investigate LBP features for the identi-
fication of low-resolution facial expressions, which were a crucial concern. In their
tests, they observed that LBP features behave stably and robustly over a valu-
able spectrum of low face picture resolutions, and delivered a promising perfor-
mance in low-resolution compressed video sequences taken in real-world environ-
ments.
In order to test discriminative potential for human emotion processing, [8] an-
alyzed a number of different multimodal attributes from video and audio. The au-
thors could extract scale-invariant feature transform (SIFT), Local Binary Patterns
from Three Orthogonal Planes (LBP-TOP), Pyramid of Histograms of Orientation
Gradients (PHOG), Local Phase Quantization from Three Orthogonal Planes (LPQ-
TOP) and audio features for each clip. For any form of feature on the EmotiW 2014
Challenge dataset, they trained various classifiers and suggested a new hierarchical
classifier fusion approach for all extracted features. 47.17% is the accuracy they
achieved on the test series.
Authors in [9] suggested a fully automated approach to 3D facial expression
recognition. To capture both global and local facial surface deformations that usu-
ally occur during facial expressions, a novel facial representation, namely Differential
Mean Curvature Maps (DMCMs), was suggested. By measuring the mean curva-
tures thanks to an integral computation, the DMCMs were directly derived from
3D depth images. They were further normalized into an aspect ratio deformation
to allow for facial morphology variations. Finally, a histogram of oriented gradients
(HOG) was added to regions of these structured DMCMs to create facial features
that could be fed to the Multiclass-SVM classification algorithm. The proposed
methodology demonstrated competitive efficiency while being fully automated, us-
ing the protocol proposed by [10] on the BU-3DFE dataset.
A new feature descriptor, local normal binary patterns (LNBPs), which was
used for detecting facial action units, was proposed by [11]. Once LNBPs have
been used to form descriptor vectors that captured the detailed shape of the ac-
tion, a GentleBoost (GB) algorithm was used to pick the function, and support
vector machines (SVMs) were applied to detect each AU. Along with the same test
using 3D local binary pattern (3DLBP) descriptors that add the LBP operator to
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the depth map of the face, this method was validated on the Bosphorus database.
In the identification of several individual Action Units (AUs), LNBP descriptors
have been demonstrated to outperform 3DLBPs. Finally, to merge the advantages
of the 3DLBPs and both of the LNBP descriptors, feature fusion was used, with
the best outcome reaching a mean receiver operating characteristic (ROC AuC) of
96.35.
3 DATASETS DESCRIPTION
The main goal of this section is to provide an overview of the datasets used in our
experiment. The primary reason for selecting the datasets are:
• Primarily used in literature
• Free of charge
• Open source
• Provide different formats of data (both 2D and 3D data) that aligns with the
goal of this research.
3.1 Bosphorus
The Bosphorus database is a dataset used for scientific purposes, it was presented
by Savran et al. [12]. A total of 4 666 scans obtained from 105 subjects are included
in the collection, 61 of whom are male and 44 are female. Included are some facial
expressions that are expressed in two ways, first being the fundamental expressions of
happiness, surprise, fear, sadness, anger, disgust. The other are Action Units-based
expressions. For each word, each subject will preferably include a single frontal face
picture and a 3D landmark file, see Figure 2.
a) b) c) d) e) f)
Figure 2. 3D samples from happiness expression captured from actors/actresses. Emo-
tional expressions: a) happiness, b) surprise, c) fear, d) sadness, e) anger, f) disgust
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3.2 IMPA-FACE3D
To assess the analysis of facial expression recognition, in 2008, the database IMPA-
FACE3D was developed, in particular. The neutral face (face with the location
of the front camera -0 degrees and without facial expression) and the six universal
expressions suggested by Ekman amongst human races are the basis for this purpose:
happy, sad, surprise, anger, disgust, and fear. A record of geometric details with
color is the key feature of this dataset.
It entails the acquisition of 38 individuals with a neutral face sample, samples
relating to six universal facial expressions, and other expressions related to five
samples containing open and/or closed mouth and eyes. Two samples matching the
lateral profiles of people were also considered. Overall, the data collection consists
of 22 men and 16 women, the bulk of which are between 20 and 50 years of age. For
all entities, 14 samples were acquired, summarizing 532 samples, see Figure 3.
3D images were captures using 3D sensor called non-contact Konica Minolta
Vivid 910 [13].
Figure 3. Samples from IMPA-FACE3D dataset
4 PROPOSED APPROACH
In this section, we include the details of our proposed approach. We first illustrate
the pre-processing methods we applied on both 2D and 3D images as an input. Then,
we offer a detailed description of the method used for feature extraction using the
Local Binary Pattern and 3D voxel histogram of oriented gradients for the 2D and
3D images, respectively. This is followed by the process of classification.
Figure 4 represents the overall architecture of the proposed approach, it consists
of three parts, image pre-processing of both 2D and 3D input images, as well as the
feature extraction phase, where Histogram of oriented gradients (HOG3D) and Local
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Binary Patterns (LBP) used on 3D and 2D images respectively to extract features,
the two features vectors are concatenated, the integration of the two feature vectors
are fed to different classifiers to assess the facial expression classification process.
Figure 4. Pipeline of the proposed approach
4.1 Data Pre-Processing
In this section, we present the pre-processing and several transformations methods







Figure 5. Pre-processing methods applied in our experiment on IMPA-FACE3D dataset
• Cropping: For each 2D image we apply face cropping transformation.
• Write Point cloud files: create an object for storing point cloud, in order to create
the point cloud files, we need 3D coordinates. For IMPA-FACE3D dataset, point
cloud files are provided, however for Bosphorus dataset, the files provided are in
the format of (.bnt) these files contains:
– zmin: minimum depth value denoting the background,
– nrows: subsampled number of rows,
– ncols: subsampled number of columns,
– imfile: image file name,
– data: N × 5 matrix where columns are 3D coordinates and 2D.
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• Uniform down-sampling: This approach [14] gives the chosen points a homo-
geneous distribution. For this, from the point cloud, a voxel configuration is
derived and the points nearest to each voxel core are chosen. The mean sam-
pling distance corresponds, then, to the edge length of the voxels.
• Region of interest: Region of interests are samples defined for specific use within
a data set, it returns the points in the input point cloud within an area of interest.
The points inside the Region of interest defined are obtained using a search
algorithm based on Kd-tree, the cuboid parameter in our case is shallow point
on tip of the nose.
• Occupancy grid: As described in Figure 5, we next apply a simple voxelization
transformation to each input point cloud to transform our input point cloud into
a pseudo-image. This is done by a) reading point cloud input data, b) spatially
bin the point cloud into a 125-by-125-by-125 grid, and c) Build an occupancy
grid.
Table 1 presents the transformation approaches applied to the Bosphorus and
IMPA-FACE3D datasets, we applied face cropping for the 2D texture images from
IMPA-FACE3D, however, images from Bosphorus were cropped.
Figure 5 represents an example of the pre-processing phases applied for the
3D images from IMPA-FACE dataset, input images were of type point cloud, we
applied uniform down-sampling for the point clouds, then applied a function of
region of interest to eliminate any extra information, convert the point cloud to
pseudo-images in the shape of occupancy grids.
Dataset Bosphorus IMPA-FACE3D
2D 3D 2D 3D
Write Point cloud files ×
face cropping ×
grey scale × ×
uniform down-sampling × ×
region of interest × ×
occupancy grid × ×
Table 1. Transformation methods applied to Bosphorus and IMPA-FACE3D
4.2 Feature Extraction
4.2.1 Histogram of Oriented Gradients
3D Voxel HOG (3D VHOG) is based on the original Histogram of Oriented Gra-
dients by [15]. It extends the method by using voxels over pixels and expands the
original histograms into 2 dimensions. The multiple steps for 3D gradient orientation
descriptor calculation are shown in Figure 6.
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The cell grid is split into the service area of the STIP (spatio-temporal interest
points). Likewise, each cell is divided into a grid of blocks. An integral video-based
rapid measurement then calculates the 3D mean gradient in each row, the direction
of which is quantified using a regular polyhedron to form a block histogram. After
that a cell histogram is generated by summing up all the block histograms within
that cell. Finally, within the support zone of the STIP, the HOG3D descriptor is
a concatenation of all cell histograms.
a) b) c) d)
Figure 6. Overview of HOG3D descriptor computation. a) The support region of an STIP
is divided into a grid of cells and the final descriptor is a concatenation of all cell his-
tograms. b) A cell is divided into a grid of blocks and a cell histogram is the sum of all
block histograms within the cell. c) A block histogram is obtained by regular polyhedron-
based orientation quantization of mean block gradient. d) Mean gradient in a block [18].
3D Voxel HOG [16] is based on Dalal and Triggs’ original Histogram of Oriented
Gradients [17]. By using voxels over pixels, it extends the approach and stretches
the original histograms into 2 dimensions. This implementation was developed for
the identification of local object structures, for use in a context for risk analysis in
which it is used to define the object’s risk-related properties (sharp edges, points,
etc.).
In order to extract 3D Histogram of Oriented Gradients features, the function
has the following parameters:
Voxel volume: a [n×n×n] matrix defining voxels with values in the range of 0–1.
Cell size: spacial size of a 3D cell (integer).
Block size: spacial size of a 3D block defined in cells (integer).
Theta histogram bins: the number of bins to break the angles in the xy plane
(180 degrees).
Phi histogram bins: the number of bins to break the angles in the xy plane
(360 degrees).
Step size: optional integer defining number of cells.
Features: a structure containing the position of a block and a 3D matrix that holds
the theta and phi information for each cell in that block. Additionally holders
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Figure 7. Feature extraction from the 3D images
Table 2 represents the parameters used for the implementation of 3D HOG.
Parameters Value
Voxel volume 125× 125× 125
Cell size 16
Block size 2
Theta histogram bins 9
Phi histogram bins 18
Step size 2
Features 32
Table 2. Parameters used in our experiment
4.2.2 Local Binary Pattern
The Local Binary Pattern (LBP) is a non-parametric operator used to define a pixel’s
local environment by generating a pattern from the pixel’s binary derivatives. When
it comes to numerical calculations, the algorithm itself is simple and resilient to
monotonic gray change; which is why the operator is typically applied to gray scale
images; making it a common and successful tool for analyzing texture.
Figure 8 is an example of the operator of a simple LBP [19]. The initial neigh-
borhood 3 × 3 on the left is thresholded by the middle pixel value and the center
pixel value. There is a binary pattern code generated. The LBP code of the neigh-
borhood’s middle pixel is obtained by translating the binary code into a decimal
code.
Figure 9 presents the local binary pattern extraction from Bosphorus dataset
where the number of neighbors is 8.













Figure 8. The basic LBP operator
input image 
Features Vector
Figure 9. Feature extraction from the 2D images using LBP
4.3 Classification
For the classification purpose we used Support Vector Machine (SVM); Support
Vector Machine is a common classification technique [20]. SVM performs implicit
mapping of data to a higher dimensional feature space, where linear algebra and
geometry can be used to isolate data that is only available separable with non-linear








where αi is a dual optimization problem multiplier, and K(xi, x) is a kernel function.
Provided a non-linear mapping Φ that embeds input data into a function space, the
kernels have the form K(xi, xj) = (Φ(xi) ∗ Φ(xj)). SVM finds a linear hyperplane
dividing the maximum margin to distinguish training data in a function space. b is
the ideal hyperplane parameter.
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5 EXPERIMENTAL RESULTS
For our experiments, 906 scans (instances) were taken from the Bosphorus dataset,
while 497 scans were taken from the IMPA-FACE3D dataset. Specifically, Tables 3
and 4 show the number of instances obtained per facial expression in the Bosphorus
and the IMPA-FACE3D datasets, respectively. The selected scans correspond to
faces showing the universal facial expressions. All these images are from frontal
faces, with no pose variation, and without occlusions.
Facial Expressions 2D Instances 3D Instances Total
Surprise 71 71 142
Sadness 66 66 132
happy 106 106 212
Anger 71 71 142
Disgust 69 69 138
Fear 70 70 140
Total 453 453 906
Table 3. Number of instances per facial expression in the Bosphorus dataset
Facial Expressions 2D Instances 3D Instances Total
Neutral 36 36 72
Surprise 35 71 71
Sadness 36 35 71
Joy 36 34 70
Anger 36 35 71
Disgust 36 35 71
Fear 36 35 71
Total 252 245 497
Table 4. Number of instances per facial expression in the IMPA-FACE3D dataset
5.1 Quantitative Evaluations of the Proposed Approach
The experiment were carried out with 8.00GB RAM using an Intel core i7 7th Gen
CPU 2.70GHZ system. The analyses were carried out using Matlab. Using the
MDPA-FACE3D and the Bophorus datasets, the methods were applied and evalu-
ated.
Table 5 reports the confusion matrix and shows the result obtained on the IMPA-
FACE 3D dataset. We achieved a model accuracy of 88.5%.
• Kernel scale: Automatic.
• Box constraint level: 1.
• Mutliclass method : one-vs-one.
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• Standardize data: true.
• Total misclassification cost: 29.
• Prediction speed: ∼ 960 obs/sec.
PC/AC Anger Disgust Fear Joy Neutral Sadness Surprise
anger 29 7 0 0 0 0 0
disgust 0 28 8 0 0 0 0
fear 0 0 35 1 0 0 0
joy 0 0 1 34 1 0 0
neutral 0 0 0 1 35 0 0
sadness 0 0 0 0 0 36 0
surprise 0 0 0 0 0 10 26
Table 5. Confusion Matrix; PC: predicted classes; AC: actual classes
Table 6 presents the confusion matrix and shows the result obtained on the
Bosphorus dataset. We achieved a model accuracy of 92.9%:
• Kernel scale: Automatic
• Box constraint level: 1.
• Mutliclass method : one-vs-one
• Standardize data: true
• Total misclassification cost: 32
• Prediction speed: ∼ 690 obs/sec
• Training time: 9.274 sec
PC/AC Anger Disgust Fear Joy Sadness Surprise
anger 103 3 0 0 0 0
disgust 0 62 4 0 0 0
fear 0 1 68 2 0 0
joy 0 0 3 68 1 0
sadness 0 0 0 7 62 0
surprise 0 0 0 0 12 58
Table 6. Confusion Matrix; PC: predicted classes; AC: actual classes
6 EVALUATION AND DISCUSSION
In comparison with state-of-the-art models, the findings demonstrate that the pro-
posed approach outperforms the results obtained in recent research, see Table 7.
Integration of 2D and 3D Features for Robust Facial Expression Recognition 1003
Reference Database Methodology Expressions Accuracy





















[26] BU-3DFE Geometric scattering
representations
6 82.73%
[27] BU-3DFE scale-invariant feature
transform (SIFT)
6 77.5%
Our Approach Bosphorus HOG3D + LBP +
SVM
6 92.9%
Our Approach MPA-FACE 3D HOG3D + LBP +
SVM
7 88.5%
Table 7. Comparison in terms of classification rate
While the emotion class is the ultimate result of our suggested method, we
performed comprehensive tests to assess the intermediate stages of our strategy. To
begin, we quantified the accuracy of the 3D expression parameters estimation. We
evaluate its performance using a split of two datasets, namely the Bosphorus and
the IMPA-FACE. Tables 5 and 6 compare the proposed technique to the state of
the art. We obtained accuracy of 92.9% and 88.5%, respectively, which surpassed
the state of the art for 3D facial expression recognition, and can be considered as
a benchmark for the IMPA-FACE dataset.
7 CONCLUSION AND FUTURE WORK
In this paper, we proposed a new approach to effectively recognize human fa-
cial expressions. We applied cutting edge techniques for 3D image pre-processing.
We used Local Binary Patterns and 3D voxel Histogram of Oriented Gradients
to extract features from 2D and 3D images, respectively. Future work should
focus on the the computation of regional statistics of vHOG histograms (eyes,
mouth, etc.), the use of automatic landmark point detection to compute useful
expression-dependent features (better discrimination) and the combination of clas-
sifiers.
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