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ABSTRACT
In this paper we describe a new framework of video cod-
ing for wireless communications: distributed video cod-
ing. The framework is being developed for handling two
importantissuesarisenfromwirelesscommunications: er-
ror resilience and power consumption. Two core topics
under the framework are studied: 1) Visual Information
Diversity, and 2) Distributed Coding. Visual informa-
tion diversity techniques are to be used to handle noisy
wireless channels while distributed coding techniques fo-
cus on reduction of power consumption in wireless termi-
nals.
INTRODUCTION
Real-time visual communication is an integral part of the
multimediaservicesenvisionedforthenewgenerationper-
sonal communication services (PCS). To make the vision
of ubiquitouswireless multimediacommunicationsa real-
ity, many technical problems must ﬁrst be solved. One of
them is video transmission. As is known, the bandwidth
requirement of raw video data is very high. Video com-
pression techniques are used to reduce the bandwidth re-
quirements. Unfortunately,state of the art video compres-
sion algorithms adopted as standards by ISO and ITU do
not work well when used to transmit real-time video over
error- (or delay-) prone radio channels. The standardized
techniques typically apply predictive coding, that is, code
the information in the current frame of the video signal
as a difference signal with respect to the previous frame.
Thistypeofvideocompressiontechniqueshasaninherent
limitation when theyare used for wireless applications[1].
We know that wireless channels are typically noisy and
suffer from a number of channel degradations such as bit
errors and burst errors due to fading and multipath reﬂec-
tions. When compressed video data is sent over these
channels it is subject to these degradations. The effect of
channel errors on compressed video can be very severe.
In addition, with the restriction of battery technology, the
low power requirement greatly limits high-performance
computation needed by advancedimage coding and video
compression techniques. Realizing these conditions, re-
searchersandpractitionersarestartingneweffortstomod-
ify the existing algorithms[2] and to search for alternative
algorithms[3][4][5]. In this paper we present the frame-
work for wireless video, distributed video coding, devel-
oped at Link¨ oping University as an effort under the PCC
program.
DISTRIBUTED VIDEO CODING
The suggested framework, distributed video coding, im-
plies at least two concepts: 1) visual information diver-
sity, and 2) distributed coding. Visual information diver-
sity techniques are targeted for combating wireless chan-
nel errors. Wireless channels can be modeled as having
randomly time-variant impulse responses. This is due to
theconstantlychangingphysicalcharacteristicsoftheme-
dia. Consequently, if the same signal is transmitted in two
widely separated time intervals, the two received signals
will be different. The randomness caused by time-variant
channels introduces difﬁculties for wireless communica-
tion. To achieve reliable wireless communications, diver-
sity techniques are adopted in most wireless communica-
tion systems. Diversity techniquesare based on the notion
that errors occur in the received signal when the channel
attenuation is large. If we can supply the receiver with
several replicas of the same information signal transmit-
ted over independently fading channels, the probability
that all the signal components will fade simultaneously
is reduced considerably. Following a similar idea, to in-
crease the system's immunity against channel errors, vi-
sual information should be transmitted diversely. A good
approach is to use multiple description techniques[6][3].
That is, for a unique piece of information, several dif-
ferent descriptions are provided and each description is
sent throughindependentchannelsto the receiver. A good
quality signal is obtained by the receiver if all channels
are working and an acceptable quality signal is obtained
if a few channels have transmission problems but others
are still working. Multiple description approaches sug-
gest themselves as a natural choice in the construction of
video coders that can operate efﬁciently over diversity-
based systems. description for video signals.
Incontrast,distributedcodingadoptsadistributedcom-
putationstrategy,whichfocuses onthe reductionof power
consumptioninwireless terminals. Traditionally,anytype
of encoder is allowed in the transmitter. To transmit real-
time video, wireless terminals have to perform a lot of
power-consumingreal-timecodingoperations,suchasmo-
tion estimation. Unfortunately, due to technical limita-
tions of batteries, wireless terminals normally can not af-
ford the computational load required by real-time video
coding. To solve this problem, distributed coding is sug-
gested in this paper. In this approach, the CPU demand-
ing tasks involved in the encoding processes are moved
to base stations where enough power is available. This
idea sounds simple; we want, however, to point out thatT
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Figure 1: Motion compensated hybrid coding structure
used in H.263 standard.
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Figure 2: A classical way to implement real-time mobile
video communication.
speciﬁc techniques are needed to achieve this kind of dis-
tributed computing. In the following section, we will see
how to solve this problem.
DISTRIBUTED CODING
To achieve highly efﬁcient video compression, advanced
video coding algorithms must be employed. H.263+, a
video coding algorithm standardized by ITU[7], can be
used for this purpose. In this coding algorithm, a motion
compensated hybrid coding structure is employed which
is basically a DPCM loop as shown in Fig.1.
The predictor performs block-based motion compen-
sation to reduce temporal redundancies. For motion es-
timation, some type of block matching is normally used.
The remaining prediction error image is then transform
coded using discrete cosine transform (DCT) on
8
￿
8
pel sized blocks. Two main types of source symbols are
generated: motion vectors used for motion compen-
sated prediction (
M)a n dthe quantized DCT coefﬁ-
cients (
R). If this coding algorithm is used for real-time
mobilevideocommunication,a symmetricalmobilechan-
nelisusuallyassumed. Thatis, thecapacityofthechannel
from the base station to the mobile terminals and from the
mobile terminals to the base station are the same. Within
the available capacity, both motion information and resid-
ual information are transmitted from one mobile terminal
to another through the base station as shown in Fig.2.
The main problem with this kind of conﬁguration is
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Figure 3: Schematical illustration of video compression
and transmission from mobile terminal A to mobile termi-
nal B.
that the power available in the mobile terminals is very
restricted, which prohibits complicated signal processing
operations. Unfortunately,with this conﬁguration,motion
estimation must be performed in the mobile terminals in
the encoding of real-time video signals. Motion estima-
tion, which is verytime- and power-consuming,is a major
obstacle for implementing real-time video transmission.
In this scheme, we propose a new technique in which mo-
tion estimation is no longer to be performed in the mobile
terminal (the encoder). Instead, motion estimation is per-
formed in the base station where enough computational
power is guaranteed. Then the estimated motion vectors
are transmittedto boththe encodingand the decodingmo-
bile terminal where they are used for motion compensa-
tion. In addition, the asymmetry of the bit-rate required
by this techniqueis suitable for practicalmobile channels.
To support this scheme, we also introduce a new tech-
nique to perform motion prediction.
Basic Principle
Inourscheme,thebase stationwill takepartinthecoding.
Assume that previously decoded frames,
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available at the base station and the previous frame
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is also available at both the encoder and the decoder. Now
the task is to transmit the current frame
I
t. We still adopt
the conventionalhybrid coding structure.
To perform a motion compensated prediction, motion
vectors for the current frame
M
t must be provided. This
is done in the base station where motion prediction (MP)
has to be made
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: (1)
The obtained motion information is then transmitted to
both the encoder and the decoder for encoding and de-
coding purposes respectively.BS
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Figure 4: Transmitted data for two-way real-time mobile
video communication.
With the motionvectors, the motion compensatedpre-
diction (MCP) of the current frame is given by
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: (2)
The motion compensated prediction error is
￿
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: (3)
The residual informationwill be taken care of by applying
DCT on the prediction error
R
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D
C
T
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I
t
)
: (4)
This coding and transmission process is illustrated in
Fig.3.
A simpliﬁed version is shown in Fig.4. Comparing
Fig.4 with Fig.2, one can ﬁnd that from the mobile termi-
nals to the associated base station, only the residual infor-
mation is transmitted. However, extra information about
motion vectors need to be transmitted from the base sta-
tion to the mobile terminals. This results in an asymmetry
of bit-rate; a slightly higher bit-rate is sent in the direction
from the base station to the mobile terminals than in the
other direction(mobileterminalsto the base station). This
kind of asymmetrical bit-rate is more suitable for mobile
channels. Accordingto Shannon'sinformationtheory, the
channel capacity is determined by
C
=
B
l
o
g
(
1
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S
N
) (5)
where
C is channel capacity,
B is bandwidth,
S is signal
power density, and
N is noise power density. Increment
of signal power will increase the channel capacity. Since
the base station has more power available than the mobile
terminals a higher bit-rate is achievable in the direction
from the base station to the mobile terminals.
In summary, this scheme has two signiﬁcant values:
(1) With this scheme, the power-consuming motion es-
timation is moved to the base station. This greatly
reducesthe powerconsumptionofthe mobile termi-
nals and lowers the cost of implementing the video
compression algorithm.
(2) This scheme allows asymmetry in bit-rate which is
suitable for mobile channels.
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Figure5: An illustration of the motionestimation scheme.
Motion Prediction
To support this scheme, we develop a new technique to
perform motion prediction. The key in this scheme is the
employment of a new search strategy which allows us to
makeuseofexistingsearchmethods,e.g.,block-matching
algorithms to achieve motion prediction.
In this scheme, the current frame
I
t is predicted by
using the motion information estimated from the two pre-
viously reconstructed frames,
I
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1,a n d
I
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2.
More speciﬁcally, to predictthe currentframe
I
t using
the previous frame
I
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t
￿
1, the current frame must ﬁrst be
segmented into rectangular blocks and then one displace-
ment vector
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where
R is a rectangular block centered on
(
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y
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Since
I
t is not available, the motion vector
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can not be recovered at time
t from the constraint (6).
To achieve motion prediction,the interframemotion is as-
sumed to be uniform. Under this assumption, we have
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which is illustrated in Fig.5.
Now the constraint (6) can be rewritten as
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The motionvector
(
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￿
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￿
) can be estimated fromthe new
constraint.
The motion vectors
(
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) constitute the motion in-
formation
M
t speciﬁed in equation (1). Now the motion
compensated prediction of the current frame can be given
as
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This speciﬁes the MCP box described in equation (2).VISUAL INFORMATION DIVERSITY
Theweakchannelerrorresilienceofcurrentcodingschemes
originatesfromtheirclosed-loopstructure. The encoderis
tightly coupled with the decoder: the encoder must sim-
ulate a decoder. This results in a weak point: channel
errors will make it impossible for the encoder to know the
state of the decoder. Therefore, this coding structure is
inherently sensitive to channel noise. To eventually solve
the problem of sensitivity to channel noise, video com-
pression schemes should have an open-loop structure[1].
However, coders with an open-loop structure will experi-
ence dramatic reduction in compression efﬁciency or ex-
tra frame delay. A good compromise is to take measures
to eliminate the impact of channel noise on the mismatch
betweentheencoderandthedecoder. Inexistingschemes,
anessentialcomponentwhichcontributestothehighcom-
pression efﬁciency is motion compensation. In a motion
compensation box, the block to be encoded is predicted
from a best matching block from the previous frame as
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motion vector. If the block to be encoded is a shifted ver-
sion of the previous block, then a good prediction can be
expected. Otherwise, residual information is needed to
update the prediction. Anyhow, moving blocks are heav-
ily dependent on previous blocks. If previous blocks are
damaged, e.g. motion vectors or residual information are
destroyed, then the decoded block inherits their distor-
tion. All blocks are very likely to be used for prediction
of the blocks in the next frame. This will cause a spa-
tiotemporalpropagationof errors[2]. The errorscan prop-
agate forever until an intraframe coding is started. Ob-
viously, motion compensation techniques forge a causal
chain connecting blocks in spatio-temporal space. A dis-
tortion in any block in this chain will seriously damage all
following blocks. To overcome this problem, the block to
be encoded can instead be predicted from a set of spa-
tially distributed blocks from the previous frame using
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tion is from distributed blocks, the impact on the coding
block of one or two blocks that are damaged is much less
severe. More importantly, we can set
a
i
<
1 so that
a
i
naturally act as leaky factors to automatically decay the
error propagation. Now the problem is how to transmit
the distributed blocks. Since wireless channels often ex-
perience burst errors, it is very useful to employ diversity
techniques[8], which are commonly used to increase the
robustness of wireless communication systems. Although
all coding blocks are to be transmitted through a physi-
cal channel connecting the sender and the receiver, vir-
tual multiple channels can be made by deﬁning protocols
throughwhichblockscanbe diverselytransmitted. Dueto
channel noise, each virtual channel may be in a working
ornon-workingstate. Thisinformationisonlyavailableto
the decoder (through error detection) but not to the trans-
mitter. A good prediction is obtained by the receiver if all
channelsare workingand an acceptable quality prediction
is obtained if one or a few channels are not working.
CONCLUSION
In this paper we have discussed how to handle two impor-
tant technical problems: error resilience and power con-
sumption. We suggested a new framework, distributed
video coding. The core concept behind this framework is
to distributevisualinformationandcomputation. We have
shown that, to achieve distributed computation, sophis-
ticated techniques are needed to modify existing imple-
mentations. To combat burst errors, diversity-based tech-
niques are highly desirable. In future research the key is
todevelopways to generatea “compact”multipledescrip-
tion for digital video and to invent new coding schemes
with an open-loopstructure,which should be able to com-
pete with existing closed-loop coders in compression efﬁ-
ciency.
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