Summary: Anatomic and physiologic data are used to analyze the energy expenditure on different components of excitatory signaling in the grey matter of rodent brain. Action potentials and postsynaptic effects of glutamate are predicted to consume much of the energy (47% and 34%, respectively), with the resting potential consuming a smaller amount (13%), and glutamate recycling using only 3%. Energy usage depends strongly on action potential rate-an increase in activity of 1 action potential/cortical neuron/s will raise oxygen consumption by 145 mL/100 g grey matter/h. The energy expended on signaling is a large fraction of the total energy used by the brain; this favors the use of energy efficient neural codes and wiring patterns. Our estimates of energy usage predict the use of distributed codes, with Յ15% of neurons simultaneously active, to reduce energy consumption and allow greater computing power from a fixed number of neurons. Functional magnetic resonance imaging signals are likely to be dominated by changes in energy usage associated with synaptic currents and action potential propagation.
The neural processing of information is metabolically expensive. Although the human brain is 2% of the body's weight, it accounts for 20% of its resting metabolism (Kety, 1957; Sokoloff, 1960; Rolfe and Brown, 1997) . This requirement for metabolic energy has important implications for the brain's evolution and function. The availability of energy could limit brain size, particularly in primates (Aiello and Wheeler, 1995) , and could determine a brain's circuitry and activity patterns by favoring metabolically efficient wiring patterns (Mitchison, 1992; Koulakov and Chklovskii, 2001 ) and neural codes (Levy and Baxter, 1996; Baddeley et al., 1997; Balasubramanian et al., 2001) . The brain's energy requirements make it susceptible to damage during anoxia or ischemia, and understanding the demands made by different neural mechanisms may help the design of treatments (Ames et al., 1995) . Interest in the relation between neural activity and energy use has been heightened by the development of functional imaging techniques. These techniques detect the mismatch between energy use and blood supply in small volumes of brain, and an increase in signal is taken to indicate heightened neural activity. However, with the exception of retina (Ames, 1992; Laughlin et al., 1998) , little is understood regarding the metabolic demands made by neural activity and the distribution of energy usage among identified neural mechanisms.
The restoration of the ion movements generated by postsynaptic currents, action potentials, and neurotransmitter uptake contributes to the brain's energy needs (Siesjö, 1978; Ames, 1992 Ames, , 2000 Erecińska and Silver, 1989; Sokoloff et al., 1996) . Excitatory synapses dominate the brain's grey matter (Abeles, 1991; Braitenberg and Schüz, 1998) , and the distribution of mitochondria points to these glutamatergic synapses being major users of metabolic energy (Wong-Riley, 1989; Wong-Riley et al., 1998) . Magnetic resonance studies (Sibson et al., 1998) find that glucose utilization is equal to the rate at which glutamate is converted to glutamine in the brain, which is a measure of synaptic glutamate release because the glia that take up glutamate convert some of it to glutamine. If the activity evoked by glutamate release is a major demand on brain energy supplies, then changes in this glutamatergic activity may generate the imbalance between O 2 supply and metabolism that is detected as "activation" in functional magnetic resonance imaging experiments . However, glutamate release stimulates a number of mechanisms (for example, postsynaptic currents, action potentials, transmitter recycling) whose energy usage has not been systematically estimated.
This article uses anatomic and physiologic data from rodents (primates are discussed at the end of the article) to construct an energy budget for mammalian grey matter, specifying the metabolic cost of the mechanisms that generate and transmit neural signals. Taking advantage of biophysical data gathered in recent years, we derive the first reasonable estimates of the amounts of energy consumed by the major processes underlying neuronal signaling. These values specify the distribution of energy consumption between glia and neurons and between the neural mechanisms found in synapses, dendrites, and axons. The budget identifies major metabolic constraints to cortical function and, by specifying the dependence of energy usage on action potential frequency and synaptic transmission, will help to define the ability of functional imaging to detect changes in neural activity.
MATERIALS AND METHODS
Here, we present detailed calculations of energy expenditure on different cellular mechanisms in the brain. Readers who are interested in the conclusions of the analysis, but do not wish to go through the calculations in detail, can read the Results section with no loss of continuity. Limitations on the accuracy of the calculations are considered in the Discussion.
Energy needed for Na + extrusion
For a cell membrane with Na + and K + conductances (g Na and g K , with reversal potentials V Na and V K ), and a pump that extrudes 3 Na + and imports 2 K + per adenosine triphosphate (ATP) consumed, on a time scale much slower than the membrane time constant, there is no net membrane current and
where V is membrane potential, and the pump current, I pump , is 1/3 of the Na + extrusion rate. Adenosine triphosphate is consumed at a rate I pump /F (F is the Faraday). At the resting po-
From Eqs. 1 and 2, the current produced by Na + influx at the resting potential, V rp , is
where the input resistance, R in , is 1/(g Na +g K ) and the rate of ATP consumption is
When an action potential or synaptic current increases [Na + ] i and decreases [K + ] i , the sodium pump will restore these concentrations, involving extra energy consumption. Rewriting Eq. 1 in terms of changes (⌬) from the resting values, the change of membrane potential is 
From Eq. 
and using (for small concentration changes)
where Na i and K i are resting values. This gives (at time t)
The extra ATP consumed is
If g Na <<g K , and the sensitivity of the pump to [Na + ] i changes () is large, this is ∼(Na + load)/3, the approximation that is used in the rest of this article. In general, the ATP used differs from this value by an amount that depends on g Na /g K and . 
Energy needed for glutamatergic signaling
We consider the energy used (Fig. 1A ) when 1 vesicle releases 4,000 molecules of glutamate (Riveros et al., 1986) . Where necessary, reaction rates and ion channel conductances have been adjusted to 37°C using Q 10 values of 3 and 1.3, respectively.
Glutamate recycling.
Glutamate uptake. Synaptically released glutamate is taken up mainly into astrocytes, driven by the cotransport with each glutamate of 3 Na + and 1 H + , and the countertransport of 1 K + (Levy et al., 1998) . For the Na + /K + pump to transport back 3 Na + and 1 K + , 1 ATP molecule is consumed. The H + will be pumped back by Na + /H + exchange, requiring the extrusion of an extra Na + and consumption of 1/3 of an ATP. In total, 1.33 ATP molecules are consumed.
Metabolic processing of glutamate. One third of the glutamate taken up is converted to glutamine (De Barry et al., 1983) , a process requiring 1 ATP per glutamate, 1/4 of the glutamate remains as (or is converted back to) glutamate, 1/5 is converted to ␣-ketoglutarate by glutamate dehydrogenase, and the other 1/5 may be transaminated to aspartate. For simplicity, we assume that each of these pathways uses 1 ATP to process a glutamate.
Export of glutamine to neurons. Glutamine may leave glia and enter neurons on system N-like transporters (Chaudhry et al., 1999; Tamarappoo et al., 1997) , which cotransport a Na + and countertransport a H + while consuming no energy (because the H + movement will be reversed by Na + /H + exchange, which also reverses the Na + movement; the overall process is driven by the glutamine concentration gradient).
Packaging of glutamate into vesicles. This is powered by the vesicular H + -ATPase. At least one H + is pumped to accumulate a glutamate anion, this minimum occurring if the vesicle membrane has negligible leak conductance. This requires hydrolysis of 1/3 of an ATP molecule, assuming the same H + /ATP stoichiometry as for mitochondrial F-type ATPases. An extra 1.14 ATP/glutamate may be hydrolyzed to counteract leak (estimated from vesicular ATPase data (Wolosker et al., 1996) by assuming 100 seconds between successive releases of 1 vesicle); this would increase the total energy use per vesicle released (see below) by 3%.
Total energy to recycle glutamate. From the above, 2.67 ATP molecules are used to recycle each glutamate; consequently, for the 4,000 glutamate molecules in a vesicle, 11,000 ATPs are used.
Postsynaptic actions of glutamate.
Ion fluxes through non-N-methyl-D-aspartate (non-NMDA) receptor channels. At the cerebellar mossy fiber to granule cell synapse (Silver et al., 1996a,b) , the hippocampal Schaffer collateral CA3-CA1 synapse (Jonas et al., 1993; Spruston et al., 1995) , and excitatory synapses onto neocortical pyramidal cells (Hestrin, 1993; Markram et al., 1997; Häusser and Roth, 1997) , release of a vesicle of glutamate leads to activation of 15, 30, and 15 to 200 postsynaptic non-NMDA channels, respectively (but the highest estimate was recognized as being perhaps more than 4-fold too high (Markram et al., 1997) ), with a mean channel open time of 1, 0.6, and 1.4, milliseconds, respectively, and a channel conductance of 11.6, 12.6, and 13.3 pS (at 37°C), of which 2/3 is due to Na + for a reversal potential of 0 mV. If the driving force is V Na − V ‫021ס‬ mV, this gives an entry of 87,000, 96,000, and 140,000 to 1,867,000 Na + , respectively (the last value being possibly more than 4-fold too high). As a weighted average, dominated by the more reliable values from noncortical neurons, we took 200,000 Na + entering. To pump these out, the Na + /K + pump will hydrolyze approximately 67,000 ATP molecules.
Ion fluxes through NMDA receptor channels. NMDA channels have a higher conductance (50 pS) and longer open time (50 milliseconds) than non-NMDA channels, but are partly blocked by Mg 2+ and are activated in fewer numbers by each vesicle of glutamate (as few as 2 channels in hippocampus (Spruston et al., 1995) ). At cerebellar mossy fiber to granule cell synapses (Silver et al., 1992) , hippocampal mossy fiber to CA3 cell synapses (Spruston et al., 1995) , and synapses onto cortical pyramidal cells (Markram et al., 1997) , the ratio of charge transfer through NMDA channels to that through non-NMDA channels is approximately 0.9, 2.0, and 0. 
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4.4-fold at −70 mV at cerebellar synapses (Jahr and Stevens, 1990) ). Taking an average value of 1, and noting that 10% of the charge influx is carried by Ca 2+ rather than Na + (Burnashev et al., 1995) channels. It is difficult to predict the energetic consequences of all these actions, but an estimate for phospholipase C-linked receptors can be made as follows. Activation of the mGluR1 receptors on one dendritic spine by the glutamate in one vesicle (assuming only one release site in the single synapse onto the spine (Harris and Stevens, 1988) ) generates ∼1 mol/L IP 3 and releases sufficient Ca 2+ to raise the free [Ca 2+ ] in the spine to ∼1 mol/L (Finch and Augustine, 1998) . For a spine volume of 0.12 m 3 (Harris and Stevens, 1988) , and 39 out of every 40 added Ca 2+ being buffered (Helmchen et al., 1997) , then 72 IP 3 molecules and 2890 Ca 2+ must be released in the spine. Each IP 3 molecule costs two ATPs to resynthesise, and for each Ca 2+ an ATP must be hydrolyzed to pump the Ca 2+ back into the endoplasmic reticulum. Assuming a much smaller ATP usage on G protein signaling, a total of approximately 3000 ATPs will be consumed.
Presynaptic Ca 2+ fluxes and the vesicular release mechanism. The presynaptic action potential triggers an influx of 1.2 × 10 4 Ca 2+ per vesicle released (at 35°C at calyx synapses (Helmchen et al., 1997) ). This will be extruded by 3 Na + /Ca 2+ exchange, requiring 1.2 × 10 4 ATPs. The mechanics of exocytosis and vesicle recycling are poorly understood. The energy needed for membrane fusion has been estimated (Siegel, 1993) , as that needed to form the "stalk" and "transmonolayer contact" structures postulated to lead to a fusion pore. This is ∼200 kT, for lipid curvatures at the edge of the fusion region such that the "stalk" proceeds to a fusion pore, implying hydrolysis of 10.5 ATP molecules. If complete fusion of the vesicle and plasma membranes occurs, this will be needed for exocytosis and endocytosis, resulting in 21 ATP being consumed. Control of endocytosis by clathrin, adaptor proteins, dynamin, and hsc70 also uses ATP. Approximately 400 molecules/vesicle are involved (Marsh and McMahon, 1999) , so if each were phosphorylated once, 400 ATPs/vesicle released are needed. The mechanisms that release the vesicle in response to Ca 2+ presumably use a similar amount of energy and are not considered further.
Energy needed for action potentials
Neurons vary in their connectivity, but in rodent cortex, on average, action potentials propagate 4 cm from a neuronal soma through grey matter to synaptic terminals (Braitenberg and Schüz, 1998) . This length is made up of numerous collaterals near the soma and in the axon termination zone, which in rodents are unmyelinated (Abeles, 1991; Braitenberg and Schüz, 1998) . The short (∼500 m) myelinated part of the descending main axon and the axon in the white matter are not included in this analysis. A minimum Na + influx is needed to charge an axon to the peak of an action potential. Assuming a voltage change, ⌬V ‫ס‬ 100 mV, a length of unmyelinated axon, L ‫ס‬ 4 cm, of diameter, d ‫ס‬ 0.3 m (Braitenberg and Schüz, 1998) , and capacitance, C m ‫ס‬ 1 F/cm 2 , needs an influx of dLC m ⌬V ‫ס‬ 3.77 × 10 −11 Coulombs, and this is provided by the entry of 2.36 × 10 8 Na + ions. The cell body also has to be depolarized by 100 mV; for a diameter, D ‫ס‬ 25 m, the minimum charge influx is D 2 C m ⌬V ‫ס‬ 1.96 × 10 -12 Coulombs or 1.23 × 10 7 Na + . Finally, the dendrites (3 times the diameter but 1/9 the length of the axon (Braitenberg and Schüz, 1998) ) are polarized on average by 50 mV during an action potential (from simulations of cortical pyramidal cells by A. Roth and M. Häusser, as in Vetter et al., 2001 ) requiring entry of 3.93 × 10 7 Na + . Thus, the minimum Na + influx to initiate the action potential and propagate it is 2.88 × 10 8 Na + (if dendrite depolarization were due to entry of Ca 2+ instead of Na + , with each Ca 2+ extruded in exchange for 3 Na + , this figure would increase by 6.8%). A realistic estimate of the Na + entry needed is obtained by quadrupling this to take account of simultaneous activation of Na + and K + channels (Hodgkin, 1975) , resulting in 11.5 × 10 8 Na + which have to be pumped out again, requiring 3.84 × 10 8 ATP molecules to be hydrolyzed (Figs. 1B, 2, and 3). This 4-fold increase is validated by calculations by A. Roth and M. Hausser (as in Vetter et al., 2001 ), based on cell morphology and ionic current properties, which give ATP values of 3.3 × 10 8 for a cortical pyramidal cell with a myelinated axon, and 5.4 × 10 8 for a hippocampal pyramidal cell with an unmyelinated axon, similar to the estimate made above.
Energy expended on the resting potential
Neurons. For a neuron with a 200 M⍀ input resistance (Hutcheon et al., 1996) , and a −70 mV resting potential, generated by a K + conductance with V K ‫ס‬ −100mV and a smaller Na + conductance with V Na ‫ס‬ +50 mV, Eq. 4 shows that hydrolysis of 3.42 × 10 8 ATPs/s is needed to run the Na + /K + pump to reverse the Na + entry and K + efflux ( Figs. 2A and 3 ). In vivo recordings with sharp electrodes give input resistances less than 200 M⍀, but these may reflect more electrode damage and the tonic synaptic input that has already been accounted for in the estimates of energy usage on postsynaptic actions of transmitter.
Glia. Astrocyte steady-state input resistances range from 560 ⌴⍀ (probably single cells (Clark and Mobbs, 1994) ) to 222 M⍀ (possibly reduced by gap junctions with other cells (Bordey and Sontheimer, 1997)). As a weighted average, 500 M⍀ was used. For V rp ‫ס‬ −80 mV (more negative than in neurons), V K ‫ס‬ −100 mV and V Na ‫ס‬ 50 mV. Equation 4 gives a usage of 1.02 × 10 8 ATP/cell/s ( Fig. 2A) .
Distributed coding, energy use, and coding sparseness
We consider a simple model of information coding to assess the impact of coding strategy on the energy consumption of the brain. To represent 100 different sensory or motor conditions, only one of which occurs at a time, the brain could use 100 neurons and have just 1 active at any one time to denote the particular condition occurring then. If R is the ATP usage per cell on the resting potential, and A is the extra ATP usage per cell on active signaling (action potentials plus glutamatergic signaling), then the total ATP used would be 100R + A. However, if a condition is represented by the simultaneous firing of 2 cells (at the same rate, with the others not firing), only 15 neurons are needed to represent 100 conditions (because 2 out of 15 neurons can be chosen in a number 15!/(13! 2!) ‫ס‬ 105 different ways), and the energy expenditure is 15R + 2A. If R and A are equal (our budget suggests this is the case for neurons firing at 0.62 Hz), then this distributed representation gives a 6-fold reduction ((100R + A)/(15R + 2A) ‫ס‬ 101/17) in energy usage for transmitting the same information. Similarly, if a condition is represented by 3 cells firing, only 10 cells are needed to represent 100 conditions (10!/(7! 3!) ‫ס‬ 120), and the
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energy expenditure is 10R + 3A, which (for R ‫ס‬ A) is a further improvement of energy efficiency. Figure 4A represents the energy used to encode a condition, as a function of the number of active neurons encoding the condition. The total number of neurons present is different for each number of neurons simultaneously active; it is set to allow the array of cells to represent 100 different conditions. Distributed coding gives a large reduction in the energy needed, and there is an optimum in the number of cells that should be active to encode a condition if the aim is to reduce energy expenditure (Levy and Baxter, 1996) . For signaling by active cells at 0.62 Hz, this optimum is broad, with 3 (of 10) or 4 (of 9) cells simultaneously active to optimally encode a condition. If the system needs a higher temporal resolution, the active cells must fire at a higher rate, so that when a new condition occurs, the switch in identity of the cells firing will become detectable earlier. If active cells signal at 4 Hz, for which the calculations above give A ‫ס‬ 6.4R, then the optimum becomes sharper and has just 2 cells (of 15) simultaneously active to optimally encode a condition. Finally, if active cells signal with action potentials at 40 Hz, for which the budget implies A ‫ס‬ 64R, then the optimum becomes sharper still.
The sparseness of the optimal coding increases (that is, a smaller fraction of cells are simultaneously active) as the required temporal resolution (set by the action potential frequency) increases. To quantify this, calculations were performed like those in the previous paragraph for the encoding of either 100, 1000, or 10000 different conditions by a set of neurons. Figure 4B shows the energetically optimal fraction of simultaneously active cells, as a function of the action potential frequency used by the active cells.
RESULTS
To calculate the energy needs of various components of signaling in the brain, we analyze the transmitter release triggered by a single action potential passing through a typical neuron. As a simplification, all cells are treated as glutamatergic, because excitatory neurons outnumber inhibitory cells by a factor of 9 to 1, and 90% of synapses release glutamate (Abeles, 1991; Braitenberg and Schüz, 1998) . From the number of vesicles of glutamate released per action potential, the number of postsynaptic receptors activated per vesicle released, the ion fluxes and metabolic consequences of activating a single receptor, and the energy costs of taking up and recycling transmitter glutamate, the energy needs of all the stages of glutamatergic signaling can be estimated. The next step is to compare the energy expended on the effects of glutamate to that needed for the action potential that triggers glutamate release and for maintenance of the resting potential between action potentials. By basing our calculations on the passage of signals through a single neuron, we obtained a clear picture of the relative amounts of energy used by different cellular processes and the relation between energy usage and action potential frequency. Finally, we multiply by the number of action potentials occurring in the neurons of a given brain volume to obtain the absolute energy expenditure. Comparison of these estimates with previously measured values tests the accuracy of the energy budget.
The analysis is based on values for rodent grey matter, for which the most data are available, but it is discussed at the end of the article how the conclusions differ for human brain. Data are taken largely from neocortex, particularly when scaling energy values by the number of Predicted effect of average action potential frequency on the specific signaling-related energy consumption of rodent grey matter (calculated from the ATP used per neuron as described in the text). At zero frequency, the usage is that sustaining the resting potentials shown in A. Dashed lines show the measured range of energy consumption in rat cortex (Clarke and Sokoloff, 1999) minus the estimated expenditure on nonsignaling activities (see Discussion).
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synapses and cells present, but when necessary data on synaptic properties are taken from other brain areas if they are more reliable than the data from neocortex. Although the individual energy values calculated here inevitably will be refined as more data become available, as discussed later, the distribution of energy usage among different mechanisms is unlikely to change significantly. Details of the literature values used and the complete calculations are given in Materials and Methods. Here, we summarize the calculations and present the results.
Energy used to pump out Na + entering during signaling related processes
At rest, a cell with a membrane permeable to Na + and K + reaches an equilibrium with no net charge flux across the membrane, with Na + entry and K + exit through the membrane conductances exactly balanced by the pumped fluxes in the opposite directions, and with the ATP used by the Na + /K + pump equal to 1/3 of the Na + entry through the membrane Na + conductance (see Materials and Methods, Eqs. 1 to 4). Action potential and synaptic signaling involve an influx of Na + , and an equal efflux of K + to bring the membrane potential essentially back to its resting value. Our estimates of the ATP consumed by action potential and synaptic signaling depend on knowing how much extra ATP (above the resting consumption) is used to reverse these ion movements. To calculate this it is necessary to take into account the fact that the changes in ion concentrations and pump rate, which are evoked by signaling activity, alter slightly the membrane potential and the "resting" ion fluxes through the membrane conductances. As shown in Materials and Methods (Eqs. 5 to 9), the ATP used is determined by three factors: the ATP:Na + :K + stoichiometry of the Na + /K + pump, the ratio of the Na + to the K + conductance of the cell, and the [Na + ] i -dependence of the pump. To within 3% to 10%, the ATP used is given by 1/3 of the Na + load that entered, an approximation that will be used throughout.
Energy required for signaling with one synaptic vesicle of glutamate
Signaling with one vesicle, containing approximately 4,000 molecules of glutamate (Riveros et al., 1986) , requires energy to trigger the release of the vesicle, to power the postsynaptic events activated by the glutamate, and to recycle the vesicle and its glutamate. Of these, the major energy expenditure is on reversing the ion movements evoked by glutamate's actions on postsynaptic NMDA and non-NMDA ionotropic receptors, which together require hydrolysis of approximately 137,000 ATP molecules/vesicle (calculated in Materials and Methods from the number of channels activated per vesicle and their conductance, open time, and reversal potential). The energy usage resulting from activation of G protein-coupled receptors, including the generation of Ca 2+ transients in spines, is more difficult to predict, but may be approximately 3,000 ATP molecules/vesicle (see Materials and Methods). This metabotropic receptor consumption is small because of the small volume of a spine and because the intracellular concentrations of second messengers are low. In total, the postsynaptic actions of a vesicle of glutamate are powered by the hydrolysis of 140,000 ATP molecules. In contrast, the recycling of 1 vesicle of glutamate uses 11,000 ATP molecules (see Materials and Methods), calculated from the energy needed to take glutamate up (mainly into astrocytes), convert it to glutamine, export it to neurons, and package it into vesicles. Finally, pumping out the Ca 2+ influx that triggers vesicle release is estimated to consume 12,000 ATP molecules, and the as yet incompletely understood mechanisms of vesicle exocytosis and endocytosis may each consume another 400 ATPs.
Summing these estimates for presynaptic Ca 2+ entry, vesicle cycling, postsynaptic actions, and glutamate recycling, the energy expended per vesicle of glutamate released is 1.64 × 10 5 ATP molecules. The distribution of energy use between the various synaptic mechanisms is shown in Fig. 1A . Postsynaptic ion fluxes dominate (84%). Presynaptic calcium influx and transmitter recycling are of secondary importance (7% each), and 2 elaborate molecular mechanisms, the metabotropic responses of spines and vesicle recycling, are a distant third (2% and 0.5%, respectively). This distribution reflects the fact that a chemical synapse is an amplifier: approximately 100 ions enter the postsynaptic terminal for each glutamate released. The energetic costs of recycling glutamate and vesicles are small because, despite the complexity of the mechanisms, the number of molecules involved is small.
Energy required to propagate an action potential
Vesicle release is triggered by action potentials, which are produced by ion movements that must be reversed. From the membrane area and capacitance that needs to be polarized, 1.15 × 10 9 Na + ions are required to propagate a single action potential through a typical neuron (see Materials and Methods). To pump out these ions requires hydrolysis of 3.84 × 10 8 ATP molecules. Of this amount, 82% supports action potential propagation to output synapses along axon collaterals, 14% supports depolarization of the dendrites, and 4% supports depolarization of the soma.
Comparison of the energy expended on action potential and glutamatergic signaling
Averaged over rodent neocortex, each action potential can evoke glutamate release from approximately 8,000 boutons (Braitenberg and Schüz, 1998) . However, boutons do not always release a vesicle, and the release probability is dependent on action potential frequency.
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At the climbing fiber synapse (Silver et al., 1998) , the release probability (at 23°C) is 0.9 at low stimulus rates, but decreases to 0.15 at 4 Hz (the mean action potential frequency used below). Near 37°C in cortical neurons, the average release probability is 0.5 to 0.64 at low stimulation frequencies, and may be more than halved for frequencies greater than 5 Hz (Markram et al., 1997; Hardingham and Larkman, 1998) . As an estimate for an action potential frequency of 4 Hz at 37°C, therefore, we took a release probability of 0.25, so that each action potential will release 2,000 vesicles from 8,000 boutons. From the results above, the energy expended on releasing one vesicle of glutamate (presynaptic Ca 2+ entry, postsynaptic actions, glutamate recycling) is 1.64 × 10 5 ATP molecules, so these 2,000 vesicles have an energetic cost of 3.28 × 10 8 molecules of ATP, slightly less than the cost of the action potential that releases them (3.84 × 10 8 ATP). Thus, when a neuron fires an action potential, the total ATP consumption is 7.1 × 10 8 ATP/neuron/spike, most of which is expended on ion fluxes in axons and at synapses (Fig. 1B) .
Energy expenditure on the neuronal and glial resting potentials
From their membrane potentials and input resistances, we calculated that 3.42 × 10 8 and 1.02 × 10 8 ATPs/s ( Fig. 2A) are needed to maintain the resting potential of a typical neuron and glial cell (see Materials and Methods). In cortical grey matter, there are approximately the same number of glia as neurons (Haug, 1987) , resulting in a total consumption of 4.44 × 10 8 ATPs/s per neuron (and associated glial cell). Because the ATP use triggered by each action potential is 1.6 times greater than this usage per second on the resting potentials, the total rate of energy consumption per neuron rises with spike rate from a low resting level (Fig. 2B) , as found experimentally when increasing spike rate with electrical stimulation or decreasing it with anesthesia (Kety, 1957; Larrabee, 1958; Sokoloff, 1960; Ritchie, 1967; Lewis and Schuette, 1976; Sokoloff et al., 1977; Siesjö, 1978; Sibson et al., 1998; Clarke and Sokoloff, 1999 ).
Scaling energy consumption by action potential frequency
The mean firing rates of neurons in intact animals, engaged in natural patterns of behavior, are known only approximately. For freely moving rats, the rates of cortical units range from 0.15 to 16 Hz. The means, for neuronal populations in different areas and studies, range from 1.5 to 4 Hz (Schoenbaum et al., 1999; Fanselow and Nicolelis, 1999) . Because these data were obtained in laboratories where sensory stimuli were controlled and limited, we took the upper value of mean rate, 4 Hz. Thus, for rodents, the ATP usage on signaling by action potentials and glutamate will be 4(3.84 × 10 8 + 3.28 × 10 8 ) ‫ס‬ 2.85 × 10 9 ATPs/neuron/s. Adding the consumption on the resting potential gives a total rate of 3.29 × 10 9 ATPs/neuron/s at 4 Hz mean action potential frequency.
Distribution of energy usage
We have estimated that 3.42 × 10 8 ATPs/s are used to maintain the resting potential of a neuron, 1.02 × 10 8 per second to maintain the resting potential of associated glial cells, 15.4 × 10 8 per second are used for action potential signaling at 4 Hz in the neuron, and 13.0 × 10 8 per second are used for glutamatergic signaling from that neuron. These relations are shown in Fig. 3A . This distribution of energy usage is broadly reflected in the distribution of mitochondria (Fig. 3B) . For visual cortex (Wong-Riley, 1989 ), 62% of mitochondria are in dendrites (we estimate 53% of brain energy is expended on the postsynaptic effects of glutamate, dendritic and somatic action potentials, and on the neuronal resting potential), 36% are in axons and presynaptic terminals (we predict that 42% of the energy goes on axonal action potentials, presynaptic Ca 2+ entry, and accumulating glutamate into vesicles), and 2% are in glia (we predict that 5% of the energy goes on the glial resting potential, glutamate uptake and conversion to glutamine). Almost all of the energy usage that we have calculated goes on the Na + /K + pump, to restore the ion gradients that generate electrical potentials.
Energy usage and specific rates of consumption of ATP, glucose, and oxygen
To convert from energy used per glutamatergic neuron to usage per gram of neocortical grey matter, we assume that all neurons are glutamatergic. This is a reasonable first step, because approximately 90% of cells and synapses are glutamatergic (Abeles, 1991; Braitenberg and Schüz, 1998) ; only if the 10% of nonglutamatergic neurons had a radically different pattern of energy use would the total usage or the distribution of usage over different cellular mechanisms be significantly affected. The activity of inhibitory neurons may lead to less postsynaptic energy use than the activity of excitatory neurons because, postsynaptically, Cl − ions move down a smaller electrochemical gradient at inhibitory synapses than Na + ions do at excitatory synapses. As an extreme case, if it was assumed that inhibitory synapses use no energy at all on reversing postsynaptic Cl − movements, the estimates (below) of total energy use per gram would decrease by 3%.
For a total ATP usage at a mean firing rate of 4 Hz of 3.29 × 10 9 ATPs/s/neuron, the 9.2 × 10 7 neurons/cm g/min (Sokoloff et al., 1977, tabulated in Clarke and Sokoloff, 1999) by assuming that, for glycolysis followed by oxidative phosphorylation, 31 ATP are produced per glucose (proton leak in mitochondria reduces the ATP/glucose ratio (Rolfe and Brown, 1997) ). The estimate of 30 mol ATP/g/min corresponds to an ATP consumption of 180 mmol/100 g/h, and thus (for 1 O 2 consumed per 6 ATP produced) an O 2 consumption of 30 mmol/100 g/h, or 670 mL at standard temperature and pressure, similar to the measured cortical O 2 consumption of unanesthetized rats, that is, 600 mL/100 g/h (Baughman et al., 1990) . We conclude that a major fraction of the energy used by the brain's grey matter goes on signaling-related processes. The energy used by nonsignaling processes is considered in the Discussion. Of the total ATP and O 2 used on signaling, 86.5% (that expended on action potentials and glutamatergic signaling) will scale with action potential frequency if changes in release probability and postsynaptic response with frequency are ignored. As a rule of thumb, 1 spike/neuron/s equates to the consumption of 6.5 mol ATP/g grey matter/min (which is 16% of the total ATP consumption of grey matter, which is 40 mol ATP/g/min, see Discussion), or 21 mol glucose/100 g/min, or to an O 2 consumption of 145 mL/100 g/h.
Energy consumption in primate brain
The above calculations used values for rodent brain, which require adjustment for comparison with data on human brain. Few data are available to calculate the postsynaptic ion fluxes activated by a glutamatergic vesicle in humans. Action potential-related energy usage may be increased by a greater axon and dendrite length (Abeles, 1991) for at least some neurons in the larger brain, and by the higher mean firing frequency (perhaps 9 Hz rather than 4 Hz) in primates (Baddeley et al., 1997 ), but will be decreased by the lower vesicle release probability at the higher frequency. More major changes in the predicted energy budget of the brain will result from the 3-to 10-fold lower density of neurons (Abeles, 1991) in humans, with an unchanged density of synapses, implying a 3-to 10-fold higher number of synapses/neuron. For a 10-fold change, this will increase the fraction of ATP usage devoted to reversing the postsynaptic effects of glutamate (from 34% to approximately 74%), but will reduce by 54% the specific For the dendrites + soma column, Wong-Riley's data are the percentage of mitochondria in dendrites, whereas our prediction is the percentage of energy expended on postsynaptic currents, dendritic and somatic action potentials, and the neuronal resting potential. For the axons + terminals column, Wong-Riley's data are the percentage of mitochondria in axons and presynaptic terminals, and our prediction is for the percentage of energy expended on axonal action potentials, presynaptic Ca 2+ entry, accumulating glutamate into vesicles, and recycling vesicles. The close spacing of terminals along axons (5 µm, implying a diffusion time of only 25 milliseconds (Braitenberg and Schüz, 1998) ) will make terminal and axonal mitochondria functionally indistinguishable. For the glia column, WongRiley's data are the percentage of mitochondria in glia, whereas our prediction is for the energy expended on the glial resting potential, glutamate uptake, and its conversion to glutamine. This comparison ignores the 25% of energy expenditure not related to signaling (see Discussion), and the possibility that some processes (for example, in glia) may be driven mainly by glycolysis.
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energy usage and O 2 consumption to approximately 14 mol ATP/g/min and 308 mL O 2 /100g/min. Interestingly, metabolic rates in neocortical grey matter are indeed, on average, 54% lower in monkey than in rat (Sokoloff et al., 1977; Kennedy et al., 1978; tabulated in Clarke and Sokoloff, 1999 ).
High energy usage of the brain favors distributed coding
For some parts of the nervous system, the number of neurons and energy expenditure needed are dictated by the type of information processed-for example, the number of retinal ganglion cells is set by the required spatial resolution. At higher levels of the nervous system, the representation of information can be more abstract, and distributed coding, in which a piece of information is represented as the simultaneous activity of a number of neurons rather than the firing of a single neuron, offers economies of energy usage. The optimal distribution of activity depends on the relative amounts of ATP used to support the resting potential and to support active signaling (Levy and Baxter, 1996) . In Materials and Methods, for a simple model of information coding, we calculate the most energy economical way for the brain to represent a certain number of conceptual categories or sensorimotor conditions, and then use the energy consumption values derived above to predict how sparse the coding used should be for different values of mean action potential frequency (corresponding loosely to different levels of temporal resolution, see Materials and Methods).
The results in Fig. 4A show that for active cells signaling at 4 Hz, distributed coding offers a 4-fold reduction in energy usage when encoding 100 different conditions. The energy saving rises to 200-fold when encoding 10,000 different conditions (not shown). It only becomes energetically favorable to have the activity of a single cell encoding a condition at very high firing rates (greater than 60 Hz when encoding 100 different conditions, and greater than 600 Hz for 1000 conditions). The fraction of neurons simultaneously active is predicted to decrease when higher temporal resolution is needed (Fig.  4B) . For an action potential frequency of 4 Hz in active cells, approximately 15% of a set of neurons should be simultaneously active to encode a condition, with a weak dependence on the number of different conditions (from 100 to 10000) being encoded by the set of neurons, whereas at greater than 10 Hz, a smaller fraction of cells should be active. Thus, sparse coding is not only computationally advantageous (Marr, 1969; Olshausen and Field, 1996) , but saves energy as well (Levy and Baxter, 1996) .
DISCUSSION
Based on published anatomic and physiologic data from rodents, we have estimated the energy expenditure on different aspects of information processing by the grey matter of the rodent brain. This analysis suggests a definite hierarchy of energy usage (Fig. 3A) . Most demanding are action potentials and postsynaptic potentials (47% and 34% of total signaling-related usage for action 
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potential firing at 4 Hz), second are neuronal and glial resting potentials (13%), presynaptic calcium entry and neurotransmitter recycling are third (each 3%), and least demanding are calcium transients in spines and vesicle recycling (<1%). To carry out this analysis it is obviously necessary to make greatly simplifying assumptions, such as treating all neurons as identical. It is inevitable, therefore, that these estimates of energy usage will change somewhat as better and more detailed data become available (the major uncertainties are described below). Nevertheless, the large differences predicted for the different cellular mechanisms, and the fact that these differences stem largely from the different numbers of ions or molecules involved in each process, suggest that the hierarchy in Fig. 3A is robust. Notable is the large fraction of the signaling energy budget devoted to action potentials (47%), which is in stark contrast to an earlier estimate (0.3% to 3%) based on heat production (Creutzfeldt, 1975) .
Brain grey matter has a higher energy usage (33 to 50 mol ATP/g/min in neocortex) than that of the whole brain (21 mol ATP/g/min), probably because of the high signaling-related energy demand in grey matter (Sokoloff et al., 1977; Kennedy et al., 1978; Siesjö, 1978; Rolfe and Brown, 1997; Clarke and Sokoloff, 1999) . For the whole brain, or for brain slices containing grey and white matter, blocking the Na/K pump (on which essentially all of the energy in our budget is expended) or inducing coma approximately halves the energy usage (Kety, 1957; Sokoloff, 1960; Siesjö, 1978; Astrup et al., 1981; Ames, 1992 Ames, , 2000 Rolfe and Brown, 1997) , leaving a residual energy consumption of ∼10 mol ATP/g/min. This presumably sustains basic cellular activities that are not tightly coupled to signaling, such as the turnover of macromolecules (proteins, oligonucleotides, lipids), axoplasmic transport, and mitochondrial proton leak. In rat brain, protein synthesis consumes approximately 0.4 mol ATP/g/min, which is only 2% of the brain's total ATP consumption. This hydrolysis rate is calculated from a protein turnover in whole rat brain of 0.6%/h and a protein content of 100 mg/g (Dunlop et al., 1994) , by assuming that 4 ATP molecules are required to form a peptide bond with an average molar weight of 110 (Rolfe and Brown, 1997) . It is generally considered that the turnover of oligonucleotides and lipids uses less energy than protein synthesis (Ames, 1992 (Ames, , 2000 Clarke and Sokoloff, 1999) , but the contribution of phospholipid metabolism may have been underestimated. Recent discoveries of high rates of phospholipid turnover, and the use of energy to maintain asymmetrical distributions of phospholipids in membrane bilayers, suggest that phospholipid metabolism could consume 1 mol ATP/g/min (Purdon and Rapoport, 1998) . This usage constitutes approximately 5% of the total rate for whole brain given above (21 mol ATP/g/minute). The energy consumed by axoplasmic transport has not been determined (Ames, 2000) . Proton leak in mitochondria (independent of ATP generation) has not been addressed in brain but accounts for 20% of the resting energy consumption in a variety of tissues (Rolfe and Brown, 1997) .
Assuming that white and grey matter expend similar amounts of energy on these basic (nonsignaling) cellular activities, ∼10 mol ATP/g/minute, our total predicted energy usage in rodent grey matter increases from the signaling-related 30 mol ATP/g/min calculated above to a total of 40 mol ATP/g/min. This is in the middle of the measured range of energy consumption in rodent grey matter (33 to 50 mol ATP/g/min) (Clarke and Sokoloff, 1999) . Conversely, subtracting 10 mol ATP/g/min from this measured range of values gives a predicted use on signaling of 23 to 40 mol ATP/g/min (Fig. 2B ), similar to our prediction of 30 mol ATP/g/min. These figures suggest that 75% of energy expenditure in grey matter is devoted to signaling, consistent with the large decrease of energy use produced by anesthesia (Kety, 1957; Sokoloff, 1960; Siesjö, 1978; Sibson et al., 1998; Clarke and Sokoloff, 1999) .
Our estimates are subject to a number of uncertainties, the most important of which are as follows. First, the synaptic conductance is a major determinant of the energy expended on synaptic transmission, but literature values for neocortical neurons vary by more than a factor of 10 so we have constrained the value chosen using more reliable data from nonneocortical synapses (see Materials and Methods). Second, in estimating the mean action potential frequency of neurons at 4 Hz, there is concern that some classes of neuron (particularly those that fire rarely) are undersampled. Third, in calculating the energy expended on action potential and synaptic use, we have assumed that action potentials invade all the branches of an axon, but branch point failure may prevent invasion of some branches. Finally, the estimate of the energy used by the very fine axons present in grey matter is derived by scaling values for larger axons by the relative membrane area in small axons, and it is possible that the underlying ionic currents differ significantly in smaller axons.
Because the factors we considered account for a major fraction of the brain's energy use, we have demonstrated that it is feasible to construct energy budgets from the bottom up, using known neuronal properties. This success suggests the merit of a broader study that relates regional differences in energy usage to differences in neuronal structure and function. We have shown that a decrease in cell density with no change in synapse density greatly elevates the relative importance of synaptic costs in primate brain. It remains to be seen how changes in cell and synapse density and mean firing rate account for the 1.5-fold variation of metabolic rates between cortical areas and for the differential effect of anesthetics on
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energy use in different brain areas (Sokoloff et al., 1977; Siesjö, 1978; Clarke and Sokoloff, 1999) . For example, the synaptic energy cost is high but is proportional to two parameters: the probability that an action potential releases transmitter at a bouton, and the number of postsynaptic channels activated by transmitter. The literature values of these two parameters vary, suggesting that they could be adjusted to minimize the power consumption of particular cortical circuits. Currently, however, there are insufficient data available to estimate the energy consumption of particular brain areas.
The energy budget confirms that brain is, by the nature of its work, "expensive tissue" (Aiello and Wheeler, 1995) . The signaling-related energy use of 30 mol ATP/g/min is equal to that in human leg muscle running the marathon (Hochachka, 1994) . Such a high metabolic rate will limit the brain's size (Aiello and Wheeler, 1995) and favor mechanisms that use energy efficiently (Sarpeshkar, 1998) . With most of the energy being used to drive ion pumps, any factor that reduces ionic fluxes without reducing information content and processing power improves energy efficiency. Reducing the number of active synapses and ion channels to just greater than the level where synaptic and channel noise starts to destroy information, by fine tuning the properties of membranes, synapses, and circuits, is beneficial. Such tuning must take temporal resolution into account. Higher temporal resolution requires a higher action potential frequency and a lower membrane time constant (so that synaptic currents can produce fast rising potentials), both of which require a high energy expenditure (indeed, metabolic rates are 40% greater in auditory areas (Sokoloff et al., 1977; Kennedy et al., 1978; tabulated in Clarke and Sokoloff, 1999) ). The brain has adapted to constraints on energy usage by using distributed codes (Levy and Baxter, 1996) , which greatly reduce the energy needed to represent and transmit information (Fig.  4) , by using economical wiring patterns (Mitchison, 1992; Koulakov and Chklovskii, 2001 ) and by eliminating unnecessary signal components (for example, many neurons respond transiently, which reduces information redundancy and hence the number of spikes used for a given task). The energy budget shows that such economy is essential in the neocortex. An increase in mean firing rate of 1 Hz increases consumption (in rodent) by 6.5 mol ATP/g/min, so that a mean firing rate of 18 Hz for all neurons would increase consumption to the maximum (120 mol ATP/g/min (Hochachka, 1994) ) that can be sustained by human muscle. This modest mean rate would compromise both the construction and the size of the neocortex by requiring a considerable expansion of the vasculature.
Functional magnetic resonance imaging signals have been suggested to reflect the level of glutamatergic synaptic transmission . Data showing equality of the rate of glucose consumption and of glutamine formation in the brain were interpreted (Sibson et al., 1998) to imply that glutamatergic activity is the major energy drain on the brain, and that energy use on glutamate uptake and conversion to glutamine was likely to control glucose usage and cortical blood flow. The estimates above show that energy expenditure on glutamatergic signaling is indeed significant, approximately 34% of the total signaling energy usage going on glutamate postsynaptic actions in rodents and perhaps 74% in humans. However, the energy expended on glutamate uptake and glutamine synthesis is only 2% of the signaling-related total (in rodents, 5% in humans). Thus, if functional magnetic resonance imaging signals simply reflect total energy expenditure, they will be determined primarily by glutamate's postsynaptic actions and the ion currents underlying action potentials (Fig. 3A) , both of which are very sensitive to the spike rate (Fig. 2B) .
