Empirical mode decomposition (EMD) is an adaptive, data-driven algorithm that decomposes any time series into its intrinsic modes of oscillation, which can then be used in the calculation of the instantaneous phase and frequency. Ensemble EMD (EEMD), where the final EMD is estimated by averaging numerous EMD runs with the addition of noise, was an advancement introduced by Wu and Huang (2008) to try increasing the robustness of EMD and alleviate some of the common problems of EMD such as mode mixing. In this work, we test the performance of EEMD as opposed to normal EMD, with emphasis on the effect of selecting different stopping criteria and noise levels. Our results indicate that EEMD, in addition to slightly increasing the accuracy of the EMD output, substantially increases the robustness of the results and the confidence in the decomposition.
Introduction

Empirical mode decomposition (EMD)
1, 2 is a data-driven, adaptive data analysis method that decomposes any time series into its intrinsic modes of oscillation. Each mode (component), called intrinsic mode function (IMF), is a narrow-band, amplitude-and frequency-modulated (AM and FM) component, which allows the calculation of the instantaneous phase and frequency as part of Hilbert-Huang transform (HHT). 14, [24] [25] [26] Despite its power and applicability, EMD suffers from some weaknesses that have yet to be overcome. Of interest here is the lack of robustness in the results with regard to factors such as the choice of stopping criteria, noise, and frequency content. These factors affect the results in the form of mode mixing and "erroneous" low-frequency components. 27 In an attempt to address these issues, Wu and Huang 27 have introduced the concept to Ensemble EMD (EEMD) by which the final decomposition is achieved by averaging an ensemble of decompositions, each with some Gaussian noise added to alter the outcome. By averaging the different decompositions, the noise is averaged out and an estimate of the "true" decomposition is calculated with a confidence estimate. In this work, we test the performance of EEMD against conventional EMD with regards to robustness against the level of inherent noise and variation in the stopping criteria.
Methods
The main goal of this work is to measure the performance of EEMD compared to conventional EMD with respect to accuracy and robustness on two fronts. First, the ability to recover a signal buried in noise. Second, the effect of changes in the stopping criteria. The original HHT paper 1 suggested stopping the sifting once the standard deviation between two successive siftings is less than a preset threshold. Huang et al. 28 later suggested a criterion based on number of zero-crossings and extrema.
Once the number of zero-crossings/extrema remains constant for S successive iterations, the sifting is stopped. This criterion will be referred to simply as S. An S of 4 has been recommended as a generally acceptable number based on empirical tests. Rilling et al. 29 have proposed an alternative criterion whereby two thresholds are used to stop the sifting. The first threshold, θ 1 , is the ratio of the mean envelope to the absolute difference between the upper and lower envelopes. The sifting continues as long as this ratio is higher than θ 1 for 95% of the data. The sifting also continues if more than 5% of the data has a ratio above a threshold, θ 2 , usually = 10 θ 1 . Lastly, it has been suggested by Wu and Huang 27 that a fixed number of siftings should be used, which will be referred to as the fixed S stopping criterion. The latter criterion has been shown to be robust in producing consistent decompositions for data with similar statistical properties and length. In this work, we will only compare the S and fixed S stopping criteria.
Test signals and relative error measurement
In the following numeric experiments, the performance of conventional EMD and EEMD is tested for the recovery of artificial test signals of different frequencies.
Performance Evaluation of EEMD 233
The test signals are sinusoids with a normalized frequency range from 0.01 to 0.4. Each test signal has 1001 sample points and is modulated by the following envelope:
The modulator is introduced to detect any errors due to oversifting as this is known to yield constant amplitude components. The modulator also induces mode mixing. A sample test signal and the amplitude modulator are shown in Fig. 1 . The performance of EMD in the different experiments will be measured by the relative error between the recovered signal (the IMF with the highest correlation to the signal) and the simulated test signal. The relative error will be calculated as follows:
where s[n] is the simulated signal and c[n] is the IMF component most highly correlated with s [n] . Finally, all noise levels indicated are relative to the standard deviation of the signal, for example a noise level of 0.5 has an amplitude 0.5 × std (signal).
EMD performance
The aim of this experiment is to investigate the performance of EMD in separating noise from signal at different noise levels and using different stopping criteria. Test signals were generated as described above, resulting in a total of 40 signals ranging linearly in (normalized) frequency from 0.01 to 0.4. For each signal (with different frequency), noise was added with levels 0.2, 0.4, and 0.8 and an EMD decomposition was carried out. The process of noise addition and decomposition was repeated 10 times for each combination of noise level, signal frequency, and stopping criterion. The relative error was then calculated from each decomposition and averaged over the 10 runs. This experiment was repeated using a range of 1-10 for the S stopping criterion and 1-20 for the fixed S stopping criterion.
EEMD performance
In this experiment, the aim is to determine the advantage of using EEMD over conventional EMD. Further, we investigated different settings for performing EEMD including different stopping criteria and perturbation (i.e., used for altering the decomposition) noise levels. The perturbation noise level is the level of noise used to assist in the decomposition, rather than the level of noise inherent in the signal. Test signals for this experiment were generated as described in the previous experiment. However, the test signals had noise levels of 0.2, 0.4, and 0.8 added.
The amount of perturbation noise was varied using levels of 0.2, 0.5, and 1.0 of the standard deviation of the test signal (plus the inherent noise). At each noise level both the S and fixed S criteria were used with values of S = 2, 4, and 8, and fixed S = 5, 10, and 15. For each combination of background noise, perturbation noise, and stopping criterion, 500 decompositions were performed. Typically, the 500 decompositions did not all result in the same number of IMFs. However, there was usually one "winning" number of IMFs, which results most frequently (typically 70-80%). However, this might not be the optimal choice since it may be argued that the most parsimonious IMF representation is the one with the least error. For this reason, we also compared the results obtained using the winning and the minimum (most parsimonious) number of IMFs. The relative errors were computed from the resulting mean IMFs. Figure 2 shows the results from the stopping criteria experiment. Unsurprisingly, as the noise level increases, the ability of EMD to separate noise from signal decreases. As we progress through the rows of Fig. 2 , the relative error using any given stopping criterion increases. We note the appearance of peaks at low frequency where the relative error increases. The appearance of these peaks is not surprising knowing that EMD behaves as a dyadic filter when operating on noise, [30] [31] [32] especially that the peak locations seem to have a dyadic ratio. These peaks are most likely for frequencies in the boundary between two dyadic filter bins, driven by the added white noise. This does not imply that there are fixed frequency bins produced by
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(c) (f) Fig. 2 . The performance of EMD using different S and fixed S stopping criteria under different noise conditions. The relative error measure is that computed between the extracted signal and the simulated signal before introducing the noise. Panels (a)-(c) are results from using the S stopping criteria and panels (d)-(f) are the corresponding error levels using the fixed S criteria with the same noise levels.
the EMD; rather these frequency bins are spontaneously driven by the peaks from the added white noise. When the frequency of the test signal is at the border of two of these bins, there is more error associated with its recovery as it is more likely to split. What is surprising, though, is that as the noise level increases, the location of these peaks seems to shift higher up the frequency spectrum. It could be that the added signal interferes with the normal decomposition of noise in a way that the smaller the signal-to-noise ratio (SNR) is, the more EMD acts as a spontaneous dyadic filter, as has been previously reported. Conversely, the higher the SNR is, the more influence it has on the decomposition. Hence, the shift in the location of the error peaks with the change of SNR. Using the S stopping criterion, there seems to be little to distinguish between the values used apart from those at the bottom of the range. One should avoid using S = 1, as at this level the relative noise is markedly higher than the rest. Also, there are local minima at S = 4 (also suggested by Huang et al. 28 ) and 8,
where there seems to be a dip in the error values compared to the rest, but again nothing substantial. Similarly for the fixed S the bottom of the range should be avoided. There seems to be a local minimum at a value of 4, after which the error peaks around 8, then continuously decreases as the number of siftings is increased.
In general, the use of the S stopping criterion resulted in slightly lower error values compared with the fixed S criterion, at all noise levels. Figure 3 illustrates the mode mixing problem and the potential of EEMD to deal with it. In the "signal" panel, the test signal plus noise is shown in blue and the test signal on its own is shown in red. The first four IMFs from conventional and EEMD are also shown. Areas where mode mixing was present in the original decomposition have effectively been corrected using EEMD. This can be seen around time-points 80, 150, 205, and 230. Finally, Figs. 4 and 5 show the results of the EEMD experiment at a background noise level of 0.4, compared with conventional EMD. Regarding accuracy, the finding from these results is the decrease in relative error regardless of the perturbation noise level or the stopping criteria: almost all combinations worked equally well with little to choose between them. The use of the "winning" number of IMFs, however, provides much better error values throughout the frequency range. More importantly, as shown in the box plots of Fig. 5 , the distribution around the results are much tighter when using EEMD; that is, there is a marked increase in the robustness of the outcome using EEMD compared to conventional EMD as indicated by the tighter whiskers of the box plots. This was a consistent finding regardless of the stopping criteria or perturbation noise level. Also, using lower levels of perturbation noise seems to result in slightly lower error values.
EEMD performance
The increase in EMD estimation robustness, and associated characterization of estimation uncertainty, through the application of EEMD, can be thought of as Performance Evaluation of EEMD 237 Fig. 3 . Mode mixing in EMD and EEMD. The top panel shows in blue the signal being decomposed (signal + noise). Overlaid in red is the noise-free test signal. The first four IMFs are shown using both the conventional EMD (blue) and EEMD (green). Mode mixing can be seen around time points 80, 150, 205, and 230 using the conventional EMD. In this case, the EEMD seems to remedy the problem of mode mixing.
somewhat analogous to the use of Monte Carlo sampling methods, used to achieve robust model fitting and error characterization; in the case of EMD, which provides an entirely data-driven description/decomposition of the original data, it is clearly not possible to take multiple samples of 'model parameters', but instead we are using multiple 'samples' of the data itself.
Finally, the error peaks seen previously in Fig. 2 also appear in Fig. 4 using EEMD. However, in the case of EEMD, there also seems to be a marked shift in the error peaks as a function of the amount of sifting! Again, the error peaks resulting from any given criterion seem to have a dyadic ratio where each peak occurs at half the frequency of the next. The reason why the error peaks in EEMD show a dependence on the amount of sifting, whilst this is not the case for conventional EMD, is not clear. Similar results and conclusions were obtained from the 0.2 and 0.8 noise level experiments (results not shown). Even though hypotheses can be made about the behavior of the error peaks and their dependence on noise level and the amount of sifting (in the case of EEMD), these would remain speculative and specific numeric experiments need to be carried out to investigate these phenomena further.
Conclusion
In simulation tests, the EEMD was shown to improve the accuracy of the decomposition, and significantly increase the robustness with regard to SNR and changes in the stopping criteria. Moreover, in testing the recovery of signals buried in noise, tests showed a relationship between the frequency of the signal and the relative error, where the error peaked at some frequencies. The location of these error peaks seem to follow a dyadic pattern. In addition, in the case of EEMD, the location of the error peaks shifted higher up the frequency spectrum at more stringent stopping conditions that are likely to cause more sifting.
