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vibrotactile; temporal; phase discrimination SPATIOTEMPORAL PATTERNS OF skin stimulation provide critical information for correct recognition of tactile inputs and dexterous manipulation of objects in touch. It is known that our brain can precisely encode the temporal relationship between tactile inputs. For instance, it has an ability to detect an interfinger time lag of only a few tens of milliseconds (Rothenberg et al. 1977; Franzen and Nordmark 1975; Kuroki et al. 2013; Mowbray and Gebhard 1957) , which produces the sense of tactile apparent motion in some cases. Here we addressed two questions regarding the neural computation underlying this remarkable ability.
The first question is: what kind of tactile channel is used for precise temporal judgments across separate tactile inputs? Two kinds of neural tactile channels have been suggested to mediate vibration perception: the Pacini channel (PC), which is sensitive to high-frequency vibrations; and non-PCs [rapidly adapting (RA) and slowly adapting (SA)], which are sensitive to low-frequency vibrations (Bolanowski et al. 1988; Johansson et al. 1982; Hollins et al. 1996; Tommerdahl et al. 2005; Vallbo and Johansson 1984) . Since past studies mainly used broadband stimuli (e.g., pulses), it remains unclear how each channel contributes to precise temporal judgments.
The second question is: what kind of stimulus feature, with the corresponding neural response, is used for precise temporal judgments across separate tactile inputs? One candidate is the response to an amplitude modulation of vibration (coarse structure), and another is the response to a vibration wave per se (fine structure). Note that the former is insensitive, while the latter is sensitive, to the sign of input (push/pull). Useful information about stimulus input timing is likely to be given by the neural firing that covaries with the amplitude profile of vibration (coarse structure response). However, even for a sinusoidal vibration with a constant amplitude, the neural firing of tactile afferents time-locked to a specific input phase preserves the fine structure of the waveform (Bensmaïa and Hollins 2000; Ghosh et al. 1994; Ferrington and Rowe 1980; Mackevicius et al. 2012; Mountcastle et al. 1969 Mountcastle et al. , 1990 Talbot et al. 1968; Vickery et al. 1994 ). This response is known to play a significant role in frequency judgments (Franzen and Nordmark 1975; Kuroki et al. 2013; Mowbray and Gebhard 1957; Rothenberg 1977) , waveform judgments (Bensmaia and Hollins 2000; Bensmaia et al. 2005; Horch 1991) , and texture perception (Weber et al. 2013) . Therefore, the neural responses to fine phase structures, in addition to those to coarse envelope structures, may be used as neural time markers for timing judgments across separate tactile inputs.
Let us explain more about the computational implication of the second question. The detection of a lag is a common problem among many tasks in various sensory modalities, and, computationally, the solutions can be classified in two principles. One is "phase shift" detection. Since a stimulus waveform can be decomposed into a collection of sinusoidal waves, the sensory system can compute a lag as a phase difference between the two input components. A pair of phase-shifted sinusoidal waves is an ideal stimulus for investigating the mechanisms following this principle. The known examples of this type of lag detection mechanism are the detectors for interaural time differences (Jeffress 1948 ) and first-order visual motion (Adelson and Bergen 1985) . The other computational principle is "energy shift" detection, which computes the shift of envelope waves, i.e., the loci of stimulus energy concentration. Two amplitude-modulated waves whose envelopes (not carriers) are shifted toward each other are stimuli that exclusively activate the mechanisms following the second principle. One example is the second-order (non-Fourier) visual motion detector (Cavanagh and Mather 1989; Chubb and Sperling 1988; Fleet and Langley 1994) . According to this dichotomy, our second question is: to what extent are spatiotemporal tactile judgments based on the mechanisms sensitive to the "phase shifts" of the stimulus fine structure and on the mechanisms sensitive to the "energy shifts" of the stimulus course structure.
The two questions described above are related with each other. Computationally, due to the false matching problem, to reliably find a lag is computationally challenging when the lag is larger than a half cycle of the signal wavelength. In Fig. 1 , two pulses with a small lag are filtered by a low-frequency dominant transfer function of a putative non-PC and by a high-frequency dominant transfer function of a putative PC. In the latter case (PC), given that the wavelength of the filtered impulse response (fine structure) is much shorter than the lag, it is reasonable to consider that the lag detection is based on the shift in coarse structure (energy). On the other hand, in the former case (non-PC), the wavelength of the filtered impulse response is long enough for a specific phase of the filtered response, in addition to that of the filtered response envelop and can be a good time marker for temporal comparison of impulse inputs. To isolate the contribution of each mechanical channel and that of each stimulus feature to interfinger lag detection, we used repetitive narrow-band stimuli in the following experiments (we consider that the same mechanisms should operate in spatiotemporal lag detection with nonrepetitive broadband stimuli like a pair of impulses).
In this study, we mainly examined the shift detection performance for a low-frequency sinusoid ( Fig. 2A) and a lowfrequency amplitude modulation (AM) of a high-frequency carrier (Fig. 2B) . The former, consisting only of a single low frequency, can selectively tap the non-PCs, and the timing information is given only by the neural response to the phase of the input. The latter can selectively tap the PC, and the timing information can be given by the neural response to the energy shift. We found that the performance of an interfinger temporal shift discrimination task is very poor with the lowfrequency sinusoidal waves, while that with the AM waves is as precise as that obtained with broadband stimuli. We discuss our experimental findings using a model of neural firing. Our findings suggest that the tactile system cannot use a non-PC response to the phase (fine structure) of the input for the temporal relationship judgment between tactile inputs. Instead, it effectively uses information of the PC response to the energy (coarse structure) of the input. In addition, although not to the extent of the PC response, it may use the non-PC response to the energy, too.
METHODS

Participants.
One of the authors (S. Kuroki) and twenty-one volunteers, nine men and thirteen women, 20 -35 yr old, and all right-handed, participated in the experiments. Ten of them participated in each experiment, with partial overlaps of participants across experiments. Note that the results for the same group of participants will be compared in each graph in the RESULTS. The volunteers had no specialized knowledge about psychophysical experiments and were unaware of the purpose of the experiments. Recruitment of participants and experimental procedures were approved by the NTT Com- Apparatus. Two kinds of stack-type piezoelectric actuators were used to deliver well-controlled vibratory stimuli. One has a resonance frequency of 8 kHz and a maximum force of 800 N (ASB680; NEC TOKIN, Sendai, Japan), which was used for all stimuli except for a very low-frequency sine wave (1.25, 2.5, and 5 Hz) and AM waves modulated by it. The other has a longer stroke with resonance frequency of 6 kHz and a maximum force of 200 N (MU-120AD; mess-tek, Saitama, Japan). A position control method is used with these actuators so that they can accurately produce commanded displacement with a tolerance of a few micrometers. Owing to the strong output force and roughly flat frequency response characteristics, the movement of this piezo actuator is accurate within the frequency range we used irrespective of the force from the participant's finger. A pair of the same kind of actuators vertically deformed the skin through holes in metal boards as shown in Fig. 2C . A rigid surround prevented the vibration given to each finger from spreading across the surface of the skin, and each actuator had a separate independent board to minimize the mechanical interaction between vibrations. The diameters of the piezoelectric actuator and its holes were 12.0 and 14.0 mm.
A participant sat at a table with the left index and middle fingers placed on the actuators. The actuators always contacted the fingers throughout the experiment. Participants made responses by clicking a mouse with their right hand. They performed experiments with their eyes open to maintain their arousal level, but they could not see the actuators. They wore earplugs and headphones, from which white noise was presented continuously throughout the experiment to mask any noise made by the vibration of the actuators.
Stimuli. We tested 1.25-, 2.5-, 5-, 10-, and 20-Hz sine waves; 1.25-, 2.5-, 5-, 10-, and 20-Hz AM waves (with a carrier frequency of 250 Hz); 10-and 20-Hz impulse-sequence stimuli; 10-and 20-Hz square wave stimuli; and 5-and 10-Hz AM waves (with a carrier frequency of 30 Hz). The duration of the stimulus was always 1,000 ms. See APPENDIX for the formula of stimuli. It is known that the perceived intensity of a vibration depends on its frequency and waveform, and how it changes is slightly different between individuals. The amplitude of each stimulus was decided in preliminary experiments, where the intensity of the stimulus was subjectively matched to the standard stimulus for each participant. We used a 20-m 20-Hz vibration as the standard stimulus to balance the intensity of stimuli presented by the piezoelectric actuators, which was ϳ16 dB above the detection threshold (Kuroki et al. 2013) . Typically, the amplitude used for a participant was 80 m for 2.5-Hz sine wave, 50 m for 10-Hz sine wave, 2 m for 10-and 20-Hz AM waves (with a carrier frequency of 250 Hz), 5 m for impulse sequence, and 5 m for square-wave stimuli.
Procedure. The same procedure was used in all experiments. At the beginning of each trial, a beep sound was presented, and three pairs of vibrations, each of which lasted 1,000 ms, were delivered to the participant's left index and middle fingers, at intervals of 500 ms (see Fig. 2C ). Two of the three pairs were "synchronous (S)" and the remaining one was "asynchronous (A)." The order of the three vibration pairs was either A-S-S or S-S-A, with equal probability. Participants made a binary response as to whether the first pair was different from the other pairs or the third pair was different from them. We did not ask participants to identify the asynchronous pair since there was no guarantee that they could always perceive the physically asynchronous pair as "asynchronous." Instead, we instructed participants to perform an odd-one-out task, which should be possible if they could detect any difference between the asynchronous and synchronous pairs.
In an asynchronous stimulus pair, the phase of one vibration was delayed relative to the other one at 45, 90, 135, or 180°. The lags were presented to the index and middle finger with equal probability.
To prevent the participants from judging phase differences from abrupt skin deformation during onset and offset of stimuli, each stimulus had 25-ms cosine ramps both at its onset and offset. Each participant performed 20 trials for one waveform of each phase.
Simulation. To see how the phase information of input stimuli could be represented in spike timing of peripheral neural responses in our experiment, we used a previously proposed simple computational model (Dong et al. 2013 ; see also Kim et al. 2010; Muniak et al. 2007) and predicted the timing of neural activities of tactile afferent evoked by our stimuli. Here we consider that tactile time judgment between two input signals is based on comparison of the corresponding peripheral neural responses by a central neural comparator, without having a specific neural circuit for comparison in mind. Even if the input timing information is represented in the peripheral responses, whether and how it influences the final tactile judgment are dependent on the subsequent neural processing. Therefore, we can infer the neural computation for tactile judgments by analyzing the relationship between the simulated peripheral neural responses and the psychophysical performance. Their model is based on an integrate-and-fire model. Importantly, Dong et al. (2012) actually recorded the afferent responses of SA1, RA, and PC afferents of macaque monkeys by adding mechanical stimuli and showed that their model predicts timings with high accuracy. Since this model predicts afferent signals from input signals, it does not contain effects of spinal interneurons or other central inputs. Their model is based on measured data of 14-RA and 3-PC afferents. In their model, there are 12 free parameters, and 7 of them were explicitly stated for each afferent. We did not use the parameter for correcting the transduction delay between where stimuli were added (fingertip) and where activity was recorded (arm). Other parameters were confirmed by the authors of the original study (personal communication) . Note that we scaled the amplitude information of model input because there are differences in the species and stimulators between our study and theirs. The scale size was selected on the basis of threshold curves obtained with each setup (Dong et al. 2013; Kuroki et al. 2013 ). The models of PC afferents are too sensitive to input and showed burst firing with original input, which might be caused by limited number of models/measured afferents. Here, we slightly attenuated the input amplitude of high-AM stimuli to see the change in the overall trend.
RESULTS
In the following experiments, we compared interfinger temporal shift discrimination performance for AM waves (with a 250-Hz carrier) and for sine waves. For the AM waves, the effective timing signal was carried by the neural response of the PC to the envelope structure. For the sine waves, the effective timing signal was carried by the neural response of the non-PCs to the stimulus phase structure. For the purpose of measuring the standard performance of the participants in each experiment, we also used impulse-sequence stimuli containing broadband components, which have often been used in previous studies. Figure 3A shows the shift discrimination performance for AM waves, together with that for the impulse sequence. As  Fig. 3A shows, the discrimination performance (vertical axis) for all the conditions increased with an increase in phase difference (horizontal axis) from 45 to 180°. The performance for the AM waves was the same as or even better than that for the impulse sequence. Figure 3A , right, plots the same data as in Fig. 3A , left, but with the horizontal axis changed to the time difference. The discrimination threshold of impulse sequences was 25 ms, which is in good agreement with a previous investigation of temporal judgment with a pair of single-shot stimuli (Clark and Geffen 1990; Craig and Baihua 1990; Geffen et al. 1996 Geffen et al. , 2000 Kuroki et al. 2010; Nicholls and Lindell 2000) . These results suggest that tactile temporal judg-ment remains precise even in the situation where the neural response of the PC to a stimulus envelope structure is the sole source of event-timing information. Figure 3B shows the shift discrimination performance for sine waves at the same AM envelope frequencies (10/20 Hz), together with that for impulse sequences. The result for the sine-wave condition is clearly different from that for the impulsesequence one. The proportion correct was ϳ0.5, implying that asynchronous sine-wave pairs could not be distinguished from synchronous sine-wave pairs regardless of the phase difference. Discrimination failed even with a 50-ms asynchrony.
One may consider that the poor discrimination performance in Fig. 3B was due to the weakness of stimulus intensity, since it is known that the temporal interval between peripheral neural firing fails to retain the cycle period of a vibration at low signal intensities (Freeman and Johnson 1982; Talbot et al. 1968) . To examine this possibility, we replicated the experiment with two different amplitude conditions (one the same as in the previous experiment shown in Fig. 3B ; the other with the intensity doubled) using a different participant group. As shown in Fig.  4A , the performance for stimuli with the doubled intensity was as low as that for the original intensity stimuli for both 10 and 20 Hz. Figure 4B shows the shift discrimination performance for lower frequency range, comparing sine waves and AM waves. The performance for the sine waves was much lower than that for the AM waves, 95% confidence intervals barely reached threshold (proportion correct ϭ 0.75) only for the 2.5-Hz of 135°and the 1.25-Hz of 90, 135, and 180°. In the 5-Hz condition, the participants failed in synchrony/asynchrony discrimination even when the phase difference was as large as 100 ms. They could discriminate the phase difference only when the vibration frequency was decreased to 2.5 Hz and the phase difference was increased to 150 ms or longer.
A square wave is a useful stimulus for separating the contribution of phase and envelope structures of stimuli to shift discrimination. With this stimulus, participants can use both the signed phase cue and unsigned envelope cue to detect the shift difference, but the pattern of performance will be different depending on which cue is used. When they use the former cue, asynchronous detection would be easiest when the phase difference of the fundamental frequency peaks, i.e., at 180°. On the other hand, when they use the latter cue, a 180°shift will be a hard condition, since both the onset and offset of skin deformation produce envelope peaks. We therefore measured discrimination performance for square-wave stimuli at 10 and 20 Hz. Note that the stimuli were expected to selectively activate the PC mechanism because of the small amplitude of around a few micrometers. As shown in Fig. 5A , the participants could detect the phase shift with the square-wave stimuli, unlike with the sine-wave stimuli. Furthermore, the perfor- . Curves and data points that average the data of shift discrimination performance across the ten participants with error bars representing 95% confidence intervals, which were calculated by the boot strapping method (Efron and Tibshirani 1994) . The vertical axis represents the ratio of asynchronous pairs detected correctly. The horizontal axis represents the phase difference of the asynchronous pair at left, while it represents the temporal difference in at right. Note that the group of participants was different between A and B. A: shift discrimination performance for AM waves with a 250-Hz carrier, together with that for impulse sequences. The performance for the AM waves was the same as or even better than that for the impulse sequence. B: shift discrimination performance for sine waves, together with that for the impulse sequence. The performance for the sine waves was much lower than that for the impulse sequence; the asynchronous pair could not be distinguished from synchronous pairs regardless of the phase difference.
mance peaked at around the phase difference of 90°and dropped to the chance level at 180°. This result supports the idea that the tactile timing system dominantly uses the response to the course temporal structure of the vibration (e.g., envelope peak) as a time marker for timing discrimination. The results described so far are consistent with the hypothesis that tactile-timing judgments are based on the high-frequency-sensitive PC mechanism's signaling the vibration course structure, not on the low-frequency-sensitive non-PC mechanism's signaling the vibration fine structure (see next section for a more detailed discussion). One may then wonder whether other combinations of channel and stimulus features also contribute to tactile temporal judgments or not. The contribution of the PC mechanism's signaling the vibration fine structure would have to be seriously considered if the phase discrimination performance were better than the order of a few milliseconds. This was not the case, at least not for the task we examined. On the other hand, it remains possible that the non-PC mechanism's signaling the vibration envelope structure also contributes to temporal judgments. To test this possibility, we additionally tested two new AM conditions, where a 30-Hz carrier sine wave was modulated by a 5-or 10-Hz sine wave. Since the carrier frequency was low, the stimulus should dominantly tap the non-PC. Since the stimulus shift was produced only in the envelope, the response to the vibration envelope structure should be relevant to the task. As shown in Fig. 5B , the participants could perform the shift discrimination for these stimuli but with reduced accuracy. The threshold shift (ϳ50 ms) was about two times worse than those for the impulse sequence and the AM waves with a high-frequency carrier (ϳ25 ms). This finding suggests that the non-PC response to the vibration envelope structure cannot explain human performance in lag detection but that it is potentially useful for some tactile temporal judgments.
Here, using a simple computational model (Dong et al. 2013) , we attempted to determine how the temporal information is represented in peripheral neural activation by our experimental stimuli. The model was originally used to reproduce not only the mean firing rates but also the precise spike timings of the responses of SA1, RA, and PC afferents of macaque monkeys to mechanical vibrations (see also Kim et al. 2010; Muniak et al. 2007 ). Figure 6A shows predicted responses of RA (non-PC) and PC neurons to the 10-Hz sine wave stimuli. In good agreement with the previous physiological data, the firing timing of each RA afferent is almost always fixed to one (or two) phase(s) of the low-frequency sine wave (Fig. 6A, left) , except for a few afferents (2/14) that do not show significant firings. However, firings showed a broad distribution when summed across afferents, with dual peaks at 90°(push on skin) and 270°(pull on skin) (Fig. 6A, middle) . The preferred response phase was not common across different RA neurons (Fig. 6A, right) . . A: shift discrimination performance for intensity-doubled sine waves, together with that for the original sine waves. Regardless of the intensity, asynchronous sine-wave pairs could not be distinguished from synchronous pairs. B: shift discrimination performance for sine waves with lower frequencies, together with that for AM waves with a 250-Hz carrier. The performance for the sine waves was much lower than that for the AM waves; the performance was almost at the chance level except for the 2.5-Hz of 135°and the 1.25-Hz conditions.
We also estimated how the envelope structure (i.e., amplitude-modulation information) is represented in peripheral activation when our AM waves are presented. Results for high-AM models showed a clear representation of the envelope structure in the firing pattern/cluster of PC afferents, although a few RA afferents (3/14) showed extra firings (Fig. 6B, left) . The preferred response phase was consistent across PC neurons and distributed along large amplitude (Fig. 6B, middle) . Note that the apparently wide distribution of firing timings mainly reflects multiple firings of the same afferent within one cycle, not individual differences across neurons. Moreover, the preferred response phase of the center of gravity was common across different PC neurons (Fig. 6B, right) . Results for low-AM models also showed a clear representation of the envelope structure in RA afferents (11/14; Fig. 6C, left) , and what is more, the firing timings were clearly synchronized across afferents (Fig. 6C, middle and right) .
DISCUSSION
We conducted a series of asynchrony detection tasks to investigate the underlying mechanism of timing discrimination in touch. Using repetitive/continuous stimuli, we successfully isolated the predominant types of channels (PC and non-PC) and stimulus structure (phase and envelope) and examined their contribution to tactile temporal judgment. Results showed that participants could discriminate asynchronous pairs of low-frequency amplitude modulations of high-frequency vibrations from synchronous pairs. The performance was comparable to that obtained with pulse stimuli and to that reported in previous studies. With a pair of mechanical or electric single pulses, the minimum discriminable temporal difference was on the order of a few tens of milliseconds both for simultaneity judgments (Clark and Geffen 1990; Geffen et al. 1996 Geffen et al. , 2000 Kuroki et al. 2010; Nicholls and Lindell 2000) and temporal order judgments (Craig and Baihua 1990; Kuroki et al. 2010 ). However, participants could not discriminate asynchronous pairs of low-frequency sine-wave vibrations from synchronous pairs, except when the frequency was extremely low (1.25-, 2.5-Hz) and the difference in peak timing was 150 ms or longer.
Temporal phase structure is not a tactile time marker. Our participants could not differentiate an asynchronous sine-wave pair from synchronous sine-wave pairs, regardless of the vibration amplitude. We found no clear evidence of a phasedetection mechanism for the tactile temporal judgment.
Although the participants could detect large phase shifts (Ն150 ms) of a very low-frequency sine-wave vibration (1.25 and 2.5 Hz), it is debatable whether this phase shift was directly encoded by a low-level sensory mechanism. It is known that humans can track stimulus features using the attention mechanism, and such a high-level mechanism can compare stimulus timings even across different attributes and modalities. Since one study has shown the contribution of this high-level mechanism to the temporal phase discrim- . A: shift discrimination performance for square waves. The performance peaked at the phase difference of 90°and dropped at 180°, suggesting that participants could not discriminate the onset and offset of stimuli. B: shift discrimination performance for AM waves with a 30-Hz carrier. Although the performance was above chance level, it was much lower than that for the AM waves with a 250-Hz carrier in Fig. 3A .
ination for slow stimuli around 2-3 Hz (Fujisaki and Nishida 2010) , the exceptional performance we found at the lowest temporal frequency may also reflect the contribution of this cognitive tracking mechanism. The neural activity pattern in tactile afferents is known to represent the phase temporal structure of input stimuli of the order of a few milliseconds (Ferrington and Rowe 1980; Ghosh et al. 1994; Mountcastle et al. 1969 Mountcastle et al. , 1990 Talbot et al. 1968; Vickery et al. 1994) , and that in cortical neurons also does so (Ferrington and Rowe 1980; Harvey et al. 2013; Mountcastle et al. 1969 Mountcastle et al. , 1990 , although possibly less precisely (Mountcastle et al. 1969; Whitsel 2000 Whitsel , 2001 Whitsel , 2003 . Spike timing prediction of RA afferents is consistent with this notion, showing phaselocked firing timing of each afferent. However, the phases were The results show that most RA afferents (red) periodically fired, while PC afferents were silent. Firings from each RA afferent have peak values at scattered phases, mainly around the pushing (90) and pulling (270) phases. Note that phase 0 in the circular histograms is defined as phase 270 of the general Cartesian coordinate. B: predicted responses of afferents to 10-Hz AM waves with a carrier frequency of 250 Hz. Firings from the 3 PC afferents are scattered during large input amplitude. Note that phase 0 in the circular histograms is defined as amplitude 0 (i.e., envelope phase is 270 of the general Cartesian coordinate). C: predicted responses of afferents to 10-Hz AM waves with a carrier frequency of 30 Hz. All firings from the 14-RA afferents are well synchronized at ϳ150°, which is around the first pushing state. not common across different RA afferents. Theoretically, this individual difference does not necessarily impair temporal judgments based on the phase-locked responses. First, if the central neural decoder is smart enough to know the phase preference of each peripheral neuron, it can decode the input phase from a phase-locked response. Second, even when the decoder does not know the phase preference of each neuron, if it can judge a change in the relative phase between two task-relevant neurons, it can also perform our task. This is because our task only asked the participants to detect a pair with an odd relative phase from a couple of pairs with a common relative phase. The observer did not have to explicitly perceive the odd pair as asynchronous and the other two as synchronous. Detection of any relative phase difference was sufficient, and detection of phase alignment for the synchronous pair was not necessary to perform our task. In addition, the model we used does not take into account the effect of spinal interneurons, which may play an essential role in the interpretation of tactile afferent signals (e.g., Feldman 2015) , and an intriguing open question is whether this central modulation works as a synchronizer of firings across neurons. However, regardless of whether the locked phases are synchronized across afferents or not, our findings suggest that the human brain is neither able to decode the input phase information of individual peripheral afferents nor to discern the relative phase information of individual peripheral afferents. One possibility is that the neural responses are integrated across afferents preferring different phases, as shown in Fig.  6A , right, before a temporal decision is made. It should be noted that we do not argue against the idea that the brain is able to decode vibration frequency information and texture information from the temporal pattern of phase-locked responses (Bensmaia and Hollins 2000; Gescheider et al. 2004; Weber et al. 2013) .
Energy or stimulus envelope structure is a tactile time marker. Our participants showed reasonable discrimination performance under all conditions where the stimuli contained an energy shift cue. The discrimination performance with an AM wave with a 250-Hz carrier was comparable to that with the impulse-sequence stimulus and square-wave stimulus, even though the AM stimuli had only an energy cue and did not have a phase cue about asynchrony. The energy shift detection is also consistent with confusion about the onset and offset of square-wave stimuli (e.g., poor discrimination performance for 180°phase shift), since it is an unsigned cue. The spike timing prediction of PC afferents agrees well with the experimental results, showing the focus of firings along large amplitude of stimuli. Although apparent firing timings are distributed according to multiple firings of the same afferent within one cycle, the estimation of onset timing would be precise as shown Fig. 6B , right, if the central neural decoder is smart enough to calculate group/cluster phase of firings.
It was technically difficult to completely exclude low-frequency components from AM modulation with a high-frequency carrier. However, the amplitude of the AM-wave stimuli was about one-tenth of that of low-frequency sine-wave stimuli, since the intensities of stimuli were subjectively matched across different stimuli. Simulation results for RA firing showed nondominant firings, supporting the notion that the low-frequency artifact of the AM-wave stimuli was not strong enough to affect the phase discrimination performance.
Some studies used complex waveforms consisting of two superimposed sine waves and were concerned with the ability to discriminate relative phase differences between sequentially presented stimuli on the same site. Although they showed a certain discrimination ability for low-frequency (Bensmaia and Hollins 2000) and high-frequency (Bensmaia et al. 2005; Horch 1991 ) superimposed waves, the discriminable stimuli pair differed not only in relative phase but also in envelope shape. Bensmaia (2000) pointed out the contribution of power differences to discrimination ability, which is in general agreement with the current conclusion.
PCs vs. non-PCs. The contribution of the PC to tactile temporal judgment was clearly indicated by the high discrimination performance for AM waves with a 250-Hz carrier. The remaining question is whether the non-PC response also contributes to it. In the last experiment, we showed that shift discrimination was possible even with AM waves with a 30-Hz carrier. This suggests that the non-PC response is also able to contribute to the tactile temporal judgment if the temporal shift is conveyed by the envelope structure.
This hypothesis is in good agreement with the model prediction. The reason for the more synchronous structure with low-AM stimuli compared with sine waves is that all input parameters of the model (i.e., place, velocity, and acceleration) drastically change according to envelope shape, which occurs only with AM stimuli. This modeling result is consistent with an electrophysiological study that showed a more synchronized structure of multiple neurons firing with changing-amplitude input (Lak et al. 2010 ). In such a case, it might be reasonable for the tactile system to use firing-timing information.
However, the performance was much worse for AM waves with a low-frequency carrier than for AM waves with a high-frequency one and for other stimuli such as impulse sequences. This tendency cannot be simply explained by neural firing, since the model showed an equal or even a clear synchronous structure with low-AM stimuli. Considering the performance difference, it can be accounted for by the dominance of the PC in temporal processing or by the simple reflection of the fact that a high-frequency carrier wave contains more detailed temporal information than a low-frequency one in the AM condition.
Concluding remarks. The current findings indicate that temporal relationships between tactile inputs are judged based on the mechanism signaling the energy shifts of the stimulus envelope structure (the PC in most cases), not on that signaling the phase of the stimulus fine structure (specifically, the non-PC). Although the brain may have access to a temporal pattern of tactile neural activity, which precisely reflects the carrier wave of skin deformation, a phase shift cannot be used for tactile judgment, at least not for the timing judgments we examined, which is consistent with the neural firing predicted by the model.
It should be noted, however, that in visual motion detection, both phase-shift and energy-shift detection mechanisms exist, and which mechanism dominates is dependent on the stimulus conditions, such as the speed and interstimulation distance (see review by Nishida 2011). The current study does not exclude the possibility that a similar parallel structure is also present for the tactile system. In the future, it is therefore necessary to test whether the current conclusion can be generalized to other tactile temporal judgments, in particular those including very short-range (e.g., within finger) motions.
APPENDIX
The two stimuli applied to the participant's finger were determined by the vertical position of the actuator, y 1 (t) and y 2 (t). They were y 1͑ t͒ ϭ Asin͑2ft͒, y 2͑ t͒ ϭ Asin͑2ft ϩ ͒...
for the sine-wave condition; y 1͑ t͒ ϭ A ⁄ 2sin͑2f c t͕͒1 ϩ sin͑2f e t͖͒, y 2͑ t͒ ϭ A ⁄ 2sin͑2f c t͕͒1 ϩ sin͑2f e t ϩ ͖͒... (2) for the AM-wave condition;
y 1͑ t͒ ϭ ͕A ͑t Յ 0.005͒, 0 ͑t Ͼ 0.005͖͒, y 2͑ t͒ ϭ ͕A͑ ⁄ 2f Ͻ t Յ 0.005 ϩ ⁄ 2f͒, 0 ͑t Յ ⁄ 2f, t Ͼ 0.005 ϩ ⁄ 2f͖͒... (3) for the impulse-sequence condition; and y 1͑ t͒ ϭ ͕A ͑t Յ 1 ⁄ 2f͒, 0 ͑t Ͼ 1 ⁄ 2f͖͒, y 2͑ t͒ ϭ ͕A͑ ⁄ 2f Ͻ t Յ 1 ⁄ 2f ϩ ⁄ 2f͒, 0 ͑t Յ ⁄ 2f, t Ͼ 1 ⁄ 2f ϩ ⁄ 2f͖͒... (4) for the square-wave condition, where A is the peak amplitude, f is the frequency of stimuli, f c is the frequency of the carrier wave, f e is the frequency of the envelope wave, and is the phase difference between two stimuli. Note that y(t ϩ 1/f c ) ϭ y(t) for Eqs. 3 and 4.
