In this paper we define Lyapunov exponents for Lipschitz-Hausdorff-continuous set valued maps defined on a Peano space and prove that if a set valued map has positive Lyapunov exponents then its entropy is positive, indicating that the set valued map is chaotic. We also introduce the notion of expansiveness for set valued maps defined on a topological space and prove that the topological entropy of a positive expansive set valued map defined on a Peano space is positive. Expansiveness is defined using the Hausdorff metric on compact subsets, and invariant measures are considered in the sense of [AFL].
Introduction
Set valued functions, also called multivalued functions, appear naturally in Control Systems Theory. Starting from a given state x at a given time t 0 at time t > t 0 there will be a subset of the phase space of possible states that the given system can attain at time t, see for instance [Ro, Ba] . Other sources of set valued functions is given by differential equations where there is no uniqueness of solutions as, for instance, occurs in the differential equation given byẋ = x 2/3 , x ∈ IR.
If f : M → M is a homeomorphism, where M is a compact manifold or, more generally, a non trivial Peano space (i.e., a compact metric locally connected continuum that does not reduce to a single point) and we simulate the dynamics given by f , a point x usually is known only approximately due to, for instance, experimental errors. Hence, instead of capture information at the point x we capture at point x, that adds an error x − x to x. In turn, when we use computer devices, x is changed by F L( x) where F L( x) is the floating point representation of x (more precisely the floating point representation of the coordinates of x). Hence the true orbit · · · f −1 (x) → x → f (x) → f 2 (x) · · · is replaced by some kind of pseudo-orbit. If the map f has the shadowing property then we know that if the errors are sufficiently small then the pseudo orbit is traced by a true orbit and the dynamical system given by f is resembled accurately by that given by the pseudo-orbit. We wish to know, even without shadowing property, if there are aspects of the dynamics given by the original map f that are preserved by the dynamics given by those pseudo orbits. In particular the presence of chaos is of interest. Thus, since the single value f (x) is only known in a fuzzy way, we may replace it by a set F (x) with fuzzy values of f (x), leading to a set valued map.
There is a vast bibliography devoted to different aspects of using of set valued maps in the theory of dynamical systems and differential equations. Respect to the chaotic behavior, for instance, [BC] gives a characterization of chaos for continuous maps of the interval with the use of set valued maps, [Ja] uses set valued maps to describe strange attractors and the nonwandering set of skew products, [Sa] investigates singular boundary value problems using set valued maps, [ES] uses set valued maps for the classification of blow-ups in solutions of partial differential equations, [Jo] uses set valued maps to analise non-smooth vector optimization problems, [It] gives some results on measurability of set valued maps and uses them to obtain a random fixed point theorem for contracting set valued maps on Polish spaces, [SK] gives a new approach to the identification of multivalued and memory functions in a class of nonlinear dynamic processes which can be represented by a set of ordinary differential equations, to cite some.
In the case of differentiable dynamics on compact manifolds, recall that the Lyapunov exponent at a point x in the direction v is given by χ(x, v) = lim sup n→∞ 1 n log( Df n x (v) ). Then, we can interpreted v as the "error" via the inverse of the exponential map exp x : T x M → M . Thus, positiveness of the Lyapunov exponents indicate existence of chaos, that is, the behavior at long term of the system is unpredictable from initial data.
One problem with this approach is that in various situations we cannot assume that the system given by a map f is differentiable. In several cases an experimenter has a collection of data that give an indication that the map f is continuous and maybe it is valid to assume that it is differentiable, but without enough data to approximate the differentiable map Df . So it seems of interest to introduce some kind of Lyapunov exponents for the case of a continuous dynamical system. This has been done by Barreira and Silva ([BS] ) for continuous maps f : IR n → IR n , see also [Kif] for the case f : X → X where X is a compact metric space. In [PV] we have addressed the problem of defining Lyapunov exponents for an expansive homeomorphism f on a compact metric space (X, dist) using similar techniques as those developed in [BS, Kif] . Under certain conditions about the topology of the space X where f acts we obtain that the Lyapunov exponents are different from zero, an indication of "chaos".
Stretching out the problems of the supposed experimenter, assume that he/she cannot be sure of the precise values of f (x). So, it is worthwhile to assume that the values of the map x → f (x) should be substituted by the fuzzy values of a set valued map F (x) where F (x) can be thought of as a set of points "around" the "exact" value f (x). This approach has motivated different studies, see for instance [Ak2] and references therein for more on this.
Taking into account this situation, in this paper we mainly address two problems: (1) introduce the notion of positive expansiveness (or expansiveness in the future) for set valued maps and (2) define Lyapunov exponents for set valued maps. Concerning the first problem we prove that, under certain technical conditions explained below, positive expansive set valued maps have positive entropy. Concerning the second, we prove that if a set valued map F defined in a Peano space has positive Lyapunov exponents then its entropy is positive too.
To announce precisely our results let us set some definitions and notations. Hereafter X and Y denote compact metric spaces. A relation F is a subset of X × Y . We let F (x) = {y : (x, y) ∈ F } and F (A) = x∈A F (x). The relation F is a map, exactly when F (x) is a singleton for every x.
For
We call F a set valued map when F −1 (Y ) = X, i.e., for every x ∈ X, F (x) = ∅ and we write F : X Y in that case. We call F surjective if F −1 (Y ) = X and F (X) = Y , i.e., both F and F −1 are set-valued maps.
If
If F is a relation on X, i.e., a subset of X × X, then we define F 0 = 1 X , the identity map; F 1 = F and, inductively, F n+1 = F • F n . Since composition is associative it follows that F n+m = F n • F m for any non-negative integers n, m. We let F −n = (F −1 ) n .
We call F a closed relation when it is a closed subset of 
is open in X. These two conditions are equivalent and each implies that F is a closed relation, see, for instance, [Ak] for more on this.
These conditions are also called upper semi-continuity and so we will call F : X Y a u.s.c. set valued map when F is closed and
We can regard a usc set valued map F : X Y as a mapping from X to the compact metric space C(Y ) consisting of the non-empty closed subsets of Y and equipped with the Hausdorff metric d H .
A set valued map is both u.s.c. and l.s.c. if and only if, the associated mapping F : X C(Y ) is continuous, see the proof at Proposition 2.1 below.
Remark 1.1. Note that the condition that F (x) is closed for all x is strictly weaker than the condition that F is closed. The former is true for any map from X to C(Y ) whether usc or not.
Next we introduce the notion of expansiveness for set valued maps we shall deal with.
is closed for all x ∈ X is expansive if there is α > 0 such that for all x, y ∈ X, with x = y, there is n ∈ Z Z such that d H (F n (x), F n (y)) > α. We say that F is positive expansive if there is α > 0 such that for all x, y ∈ X, with x = y, there is n ∈ IN such that d H (F n (x), F n (y)) > α.
Clearly if F is positive expansive then it is expansive. Remark 1.2. It is known that if (X, dist) is a compact metric space and f : X → X is a positive expansive homeomorphism then X is a finite set. This result was first proved by Schwartzman [Scw] , see also [CK] . Hence, the study from the entropy view point of positive expansiveness has no interest for homeomorphisms on compact metric spaces. But it has interest for non invertible maps or multivalued ones.
Let C(X) be the family of compact subsets of X and F : X X an usc set valued map. Let
Our main results are the following: Theorem A. Let X be a non trivial Peano space, F : X X a positively expansive set valued map which is continuous and F (x) is closed for all x ∈ M , and α > 0 be a constant of expansiveness for F . Then the topological entropy of F is positive if one of the following conditions hold (1) F (x) is a continuum for every x ∈ X, or (2) D(X) is closed.
Theorem B. Let X be a non trivial Peano space and F : X X a set valued map such that there is a non trivial continuum γ ⊂ X such that the maximum Lyapunov exponent at γ is bounded away from zero. Then the topological entropy of F is positive.
The text is organized as follows. In Section 2 we set the notations, recall facts and results proved elsewhere about set valued maps. In Section 3 we introduce the notion of expansiveness for set valued maps, prove basic results and give examples of expansive set valued maps. In Section 4 we introduce the notion of entropy for set valued maps and prove Theorem A. In Section 5 we introduce the notion of maximum and minimum Lyapunov exponents, Definition 5.3. Finally, in Section 6 we prove Theorem B.
2 Set valued map as a map ψ :
Let (X, dist) and (Y, d) be complete metric compact spaces. Let C(Y ) be the space of non-empty closed (i.e., compact) subsets of Y . We may reinterpret an usc set valued map
. Now we have notions of upper semicontinuity and lower semicontinuity and that of d H continuity of ϕ where d H is the Hausdorff distance on C(Y ).
Next, for completeness, we prove that being continuous with respect to d H and being lower and upper semi-continuous simultaneously are equivalent, a result contained in [Ak, Chapter 7] , see also [Gor] .
Proposition 2.1. Let X be a compact metric space and F : X X a surjective set valued map. Then F is Hausdorff-continuous if and only if F is usc and lsc simultaneously.
Proof. Suppose first that F is Hausdorff-continuous and let
Suppose now that F is simultaneously usc and lsc and let us prove that F is Hausdorffcontinuous. Let > 0, x ∈ M and V = B(F (x), ). Then F (V ) is open and F −1 (V ) is open too since F is simultaneously usc and lsc . Let U = F (V )∩F −1 (V ) = F (V ) then U is open and clearly x ∈ U and if x ∈ U then F (x ) ⊂ B(F (x), ). To prove Hausdorff-continuity of F we need to prove also that we have that there is δ > 0 such that if x ∈ B(x, δ) then
is compact we may cover it by a finite number of balls B(y j , /2), j = 1, . . . , n in such a way that if y ∈ F (x) there is y j such that dist(y j , y) < /2. Since F is lsc there is
Hence if y ∈ F (x) there is y j ∈ F (x) such that dist(y, y j ) < /2 and there is y ∈ F (x ) such that dist(y , y j ) < /2. Therefore whenever x ∈ B(x, δ) for all y ∈ F (x) there is y ∈ F (x ) such that dist(y, y ) < . Thus F (x) ∈ B(F (x ), ) and F is Hausdorff-continuous. This finishes the proof.
3 Expansive multivalued maps.
Now we want to define the meaning of expansiveness in this context, i.e., when F is Hausdorff continuous and also when F is only usc. Let X Z Z the set of all sequences (x n ) n∈Z Z .
. This converts X Z Z into a compact metric space.
Definition 3.1. Let (X, dist) a compact metric space and F : X X be a surjective usc set valued map on X. Then
is a closed subset of X Z Z invariant under the shift homeomorphism σ on X F defined by σ(x) i = x i+1 . Thus, for each coordinate projection π i :
We call X F the space of sub-orbits of F (it is also called the sample path space for F ).
Williams [Wi] proposed the following definition of expansiveness for set valued maps (that he called mappings) that we shall denote RW-expansiveness. Definition 3.2. F is RW-expansive on X with expansive constant δ > 0 if for all x, y ∈ X, x = y we have that for each suborbit (x n ) of x and for each suborbit (y n ) of y, there exist
In fact this definition is based on the expansiveness in the usual sense of σ : X F → X F , i.e., every pair of distinct suborbits have to separate at a certain time n ∈ Z Z, see also [Ak2, Appendix 11, Hiperbolicity for Relations] . This definition implies that if 0 < dist(x, y) < δ then either F (x) ∩ F (y) = ∅ or F −1 (x) ∩ F −1 (y) = ∅, a sort of local injectivity of F or of F −1 . Indeed, if dist(x, y) < δ and F (x) ∩ F (y) = ∅ and F −1 (x) ∩ F −1 (y) = ∅ then we may find z ∈ F −1 (x) ∩ F −1 (y), w ∈ F (x) ∩ F (y) = ∅ and there will exist suborbits {. . . , z −2 , z −1 = z, x, w = w 1 , w 2 , . . .} and {. . . , z −2 , z −1 = z, y, w = w 1 , w 2 , . . .} which contradicts RW-expansiveness. Thus, it seems to be rather strong to demand the separation of every pair of different sub-orbits as in RW-expansiveness.
To avoid this kind of rigidity, we adopt a definition taking into account only separation of F (x) and F (y) in the Hausdorff distance. To be precise, let X be a non trivial Peano space equipped with the distance dist : X × X → IR + and d H the corresponding Hausdorff distance between compact subsets of X.
Let us adopt the following definition, that rephrase Definition 1.1, where we only address the concept of positive expansive multivalued maps.
Definition 3.3 (Iterates separates images by F n ). A surjective set-valued map F : X X such that F (x) is closed for all x ∈ X and F is Hausdorff-continuous (or usc), is positive expansive if there is α > 0 such that for all x, y ∈ M with x = y, we have
Remark 3.1. Given an usc set valued map F on a compact metric space X, with F (x) ∈ C(X) for all x, we have that if K ∈ C(X) then F (K) ∈ C(X), see [Ak] , where C(X) is, as before, the set of all non empty closed sets of X. This implies that our notion of positive expansiveness make sense.
Examples.
Let us give some examples of set valued expansive maps in the different senses.
• Let M = [0, 1] and for z ∈ [0, 1] define F (z) = {2z mod (1), (2z + 1/2) mod (1)}.
Then F 2 (z) = {4z mod (1), (4z + 1/2) mod (1)}, etc., and F is both positive expansive and RW-expansive. (Recall that there are no expansive single valued map on [0, 1], see [Wi2] .
• Let M = S 1 and for z ∈ S 1 define F (z) = {z 2 , −z 2 }. Then F 2 (z) = {z 4 , −z 4 }, etc. and F is positive expansive and RW-expansive. We remark that there are no expansive homeomorphisms on S 1 , see [JU] .
• Let M = T 2 that we identify with [0, 1] 2 with the points (0, y) and (1, y) identified and the points (x, 0) and x, 1) identified. Let F : T 2 T 2 be defined as (x, y) (2x mod 1, 2y mod 1) (2x mod 1, 1/2 + 2y mod 1) .
It is easy to see that F is positive expansive with expansivity constant α = 1/4. Indeed, if (x, y), (x , y ) ∈ T 2 and x = x then either |x − x | ≥ 1/4 or for some positive iterate n we have |2 n (x − x )| > 1/4 from which the result follows. If x = x but y = y then a similar result follows. Indeed, if y = y but 2y = 1/2 + 2y then |y − y | = 1/4.
Topological entropy for positive expansive set valued maps
Let M be a non trivial Peano space In this section we prove that the entropy of positively expansive F : M M satisfying supplementary conditions is positive. To do so, first, following [RT] , let us define the notion of topological entropy for set valued maps. Let F : M M be an expansive set valued map. Define O(F ) as the set of all the suborbits of F (see Definition 3.1) and O(F )(x) as the set of all the suborbits of
the segment of suborbits such that x 0 = x, x j ∈ F (x j−1 ) for every j = 1, 2, . . . , n. Let us also define O n (F )(A) = ∪ x∈A O n (x).
Let F : M M be an expansive set valued map, n ∈ IN and > 0. Given a finite A ⊂ M , we denote by (A) the cardinality of A.
there is a (y 1 , . . . , y n ) ⊂ A such that dist(x i , y i ) < for all i = 1, . . . , n. Let r n ( ) denote the minimum cardinality of an (n, )-spanning set.
Definition 4.2. We say that A ⊂ O n (F )(M ) is (n, )-separated if for any (x 1 , . . . , x n ), (y 1 , . . . , y n ) in A, dist(x i , y i ) > for at least one i ∈ {1, . . . , n}. Let s n ( ) denote the greatest cardinality of an (n, )-separated set.
Definition 4.3. We define topological entropy for a set-valued function using s n ( ) by
Remark 4.1. 1. It is possible to define topological entropy using spanning sets as
Indeed, it is proved that r n ( ) ≤ s n ( ) ≤ r n ( /2), see [RT] , from which it follows that for usc set valued maps both definitions are equivalent.
2. In [CMM] the authors introduce definitions of topological entropy for set valued maps that differ slightly from those given in [RT] . In this article we adopt those definition given in [RT] .
Theorem 4.2. Let F : M M be a Hausdorff continuous set valued map such that F (x) is compact and connected for every x ∈ M . If γ is a continuum contained in M then F (γ) is compact and connected.
Proof. By Remark 3.1 we have that if K is compact then F (K) is compact so, since γ is compact, the result follows. Let us now prove that F (γ) is connected. If this is not true then there are non void disjoint closed subsets
is not connected the subsets A i of γ such that x ∈ A i if F (x) ⊂ K i are non void and open relative to γ, by the previous argument, and their union is all of γ since F (x) is connected for all x ∈ M . Thus contradicting connectedness of γ.
Corollary 4.3. Let M be a non trivial Peano space and F : M M be an expansive set valued map such that F (x) is compact and connected for all x ∈ M , and let α > 0 be a constant of expansiveness for F . Then h top (F ) > 0.
Proof. Let K ⊂ M be a non trivial continuum of diameter β > 0 less than α. Then there are points x, y ∈ K such that dist(x, y) = β. Since F is expansive there is n ∈ Z Z such that d H (F n (x), F n (y)) > α. Thus F n (K) has diameter greater than α. By Theorem 4.2 F is continuum wise expansive as a set valued map. Thus as in [CP] we conclude that h top (F ) > 0.
A question arises: If F (x) is not connected and F : M
M is expansive, is it true that h top (F ) > 0 ? The answer can be negative. Next we give a counterexample.
To this end let us introduce the notion of hyper-expansive for homeomorphism defined in a a compact metric space following [Ar] . Given a compact metric space X, let C(X) be the space of non-empty closed (i.e., compact) subsets of X. Given a homeomorphism f : X → X, we definef : 2 X → 2 X bŷ f (A) = {y ∈ X : ∃ x ∈ A such that f (x) = y}. Definition 4.4. A homeomorphism f : X → X on a compact metric space is hyperexpansive iff : 2 X → 2 X is expansive, that is, there is δ > 0 such that if d H (f n (A),f n (B)) < δ for all n ∈ Z Z, with A and B compact subsets of X, then A = B.
Then in [Ar] it is proved that Theorem 4.4. A homeomorphism f : X → X is hyper-expansive if and only if f has a finite number of orbits and Ω(f ) = Per r (f ) ∪ Per a (f ).
Here Ω(f ) is the non-wandering set of f , Per a (f ) is the set of periodic attractors and Per r (f ) the set of periodic repellers of f . As a consequence of the previous result X is a countable set and so h top (f ) = 0.
Construction of the counterexample Let A > R be real numbers and let X = {A, R} ∪ {f j (x 0 ) j ∈ Z Z} ⊂ IR where f j (x 0 )
A when j → +∞ and f j (x 0 ) R when j → −∞, (f j (x 0 ) is a monotone sequence). Assume that dist(A, R) > 2α and that dist(x 0 , f (x 0 )) ≥ α and dist(x 0 , f −1 (x 0 )) ≥ α. It follows from Theorem 4.4 that f is hyper-expansive. We will see that F : X X is positive expansive but h top (F ) = 0. For this, proceed as follows. For A and R define F (A) = {A, R}, F (R) = {A, R}, and for x = f k (x 0 ) define
Observe that the cardinal of F (x) is 4, the cardinal of F 2 (x) is 5, and in general the cardinal of F n (x) is n + 3.
Claim 4.1. F : X X is positively expansive with constant of expansivity α and the topological entropy of F vanishes.
Proof. To see that F is positively expansive with constant α, note first that it is clear for
If k > 0 and l > 0 we may assume that k > l. Then
The case k < 0 and l < 0 is similar. Finally the cases x = A and y / ∈ {A, R} or x = R and y / ∈ {A, R} follow similarly. Therefore F is is positively expansive.
The cardinal of the space where it lives the dynamics of F is countable since it is the union of the finite sets F j (f k (x 0 )), j ∈ IN and k ∈ Z Z. Therefore h top (F ) = 0. This finishes the proof of the claim.
Hence in the general case we cannot expect to have positive entropy for positively expansive set valued maps. In the next subsection we give conditions on the topology of the space that ensure positive entropy.
If D(M ) is closed and M is a non trivial Peano space then
The goal of this subsection is to present a proof of Theorem A, item 2.
Let M be a non trivial Peano space (i.e., a compact metric locally connected continuum). Moise and Bing, independently, proved that there is a metric on M defining the same topology than the original one such that M is convex with respct to this metric.
Theorem 4.5 (Moise, Bing) . Every Peano space can be given a convex metric compatible with the topology.
Proof. See [Mo, Bi] .
In the remaining of this section we assume that the metric dist : M × M → R + is that given by Theorem 4.5.
Claim 4.2. Given a pair of points P, Q in M there is an arc γ : [0, 1] → M joining P = γ(0) with Q = γ(1) and such that if
Proof of Claim. Indeed, given P, Q as above there is R 1/2 such that dist(P, R 1/2 ) = dist(R 1/2 , Q) = 1 2 dist(P, Q) .
Substituting Q by R 1/2 there is R 1/4 such that dist(P, R 1/4 ) = dist(R 1/4 , R 1/2 ) = 1 2 dist(P, R 1/2 ). Analogously there is a point R 3/4 such that dist(R 1/2 , R 3/4 ) = dist(R 3/4 , Q) = 1 2 dist(R 1/2 , Q). Continuing in this way we find a sequence of points R p/2 k such that
where R 0 = P and R 1 = Q. By continuity of dist : M × M → IR + and compactness of [0, 1] and M we find γ : [0, 1] → M as claimed.
In particular, a nontrivial Peano space contains an arc.
We now establish a sequence of auxiliary lemmas. 
Proof. The proof goes by contradiction. Assume there is a pair of sequences {x n } n∈I N and {y n } n∈I N in M such that dist(x n , y n ) ≥ δ and d H (F j (K n ), F j (L n )) < α for every j ∈ [0, n]. By compactness of M there are subsequences {x n k } and {y L k } from {x n } and {y n } converging to x and y respectively such that d H (F j (x), F j (y)) ≤ α for every j ∈ IN and dist(x, y) ≥ δ. Thus contradicting expansiveness.
Lemma 4.7. Let M be a Peano space and F : M M be positively expansive and Hausdorff continuous with α > 0 an expansivity constant. Let x, y ∈ M and
Proof. For if it were not true there would exist x n , y n such that d H (F jn (x n ), F jn (y n )) = α/4 for some j n ∈ IN such that j n ≤ N 1 and d H (F jn+k (x n ), F jn+k (y n )) < α for every k ≤ n. Since the set {0, 1, . . . , N 1 } is finite and j n ∈ {0, 1, . . . , N 1 } there is some value j n that repeats infinitely many times as n → ∞. Let us call that j n by j 0 . Without loss of generality we may assume that j 0 is the same for all the sequence {(x n , y n )} ∈ M × M . By compactness of M (and consequently of M × M ) there is an accumulation point (x, y) of (x n , y n ). Again without loss of generality we can assume that (x n , y n ) → (x, y). Observe that by Hausdorff continuity of F we have that
But also by Hausdorff continuity of F and since
which contradicts that F is positively expansive. Therefore there exists N 2 > 0 verifying the thesis.
Observe that N 2 above depends not only on α/4 but also on the number j of iterates by F needed to have that d H (F j (x), F j (y)) = α/4. In order to have a uniform bound not depending on j we need to add an extra hypothesis. Let
Lemma 4.8. Let D(M ) be as above and assume it is a closed subset of C(M ). Then the bound N 2 of Lemma 4.7 depends only on the quantity α/4.
Proof. By hypothesis D(M ) is closed and hence
for some x, y ∈ M and n ∈ IN is also closed on C(M )×C(M ). Assuming that the bound N 2 is not uniform we may find a sequence of pairs
Since ∆ D is closed the Hausdorff limit of (F kn (x n ), F kn (y n )) is a point of ∆ D and so there is j ∈ IN and points x, y ∈ M in the limit set of (x n , y n ) such that d H (F j (x), F j (y)) = α/4 but d H (F n (x), F n (y)) ≤ α for every n ∈ IN . Thus contradicting that F is positively expansive.
Proof of Theorem A. Consider an arc γ ⊂ M , γ : [0, 1] → M , as that given by Theorem 4.5 such that dist(γ(0), γ(1)) = α 4 (the use of γ for the arc and the function simultaneously should not cause problems). Let x 0 = γ(0) and x 1 = γ(1). Since F is positively expansive by Lemma 4.6 there is n 0 ∈ Z Z + , depending on α/4, such that
Next we rename the points x 0 and x 1 calling them respectively by x 00 and x 11 . Since F is Hausdorff continuous there are x 01 , x 10 ∈ γ such that x 00 < x 01 < x 10 < x 11 (using implicitly the order of [0, 1]) and d H (F n 1 (x 00 ), F n 1 (x 01 ) = α/4 and d H (F n 1 (x 10 ), F n 1 (x 11 ) = α/4 and consequently d H (F n 1 (x 01 ), F n 1 (x 10 ) ≥ α/2. By Lemmas 4.7 and 4.8 there exists N ∈ IN and there are n 2 , n 2 ∈ [0, N ] such that
Again we rename the points x 00 , x 01 x 10 and x 11 calling them respectively by x 000 , x 011 , x 100 and x 111 . We may repeat the argument and find points x 001 , x 010 , x 101 and x 110 on γ such that x 000 < x 001 < x 010 < x 011 < x 100 < x 101 < x 110 < x 111 and
Again there exist positive integers n 3 , n 3 , n 3 , n 3 bounded by N such that
Continuing in this way we find at the k step a sequence of 2 k points x i 1 ,i 2 ,...,i k , where i j ∈ {0, 1} for j = 1, 2, . . . , k which are α/4 separated in the distance dist H,k (x, y) = max j∈ [0,k] {d H (F j (x), F j (y))}. It is well known that this implies that h top is positive. The proof of Theorem A is complete. Now we wish to compare the topological entropy of F with that of the (unilateral) shift
Given x, y ∈ M IN and k ∈ IN we also define the dynamical distance
Proposition 4.9. Let F : M M be as in Theorem A. Then it holds
Proof. Given x = γ(t) and y = γ(t ) as in the proof of Theorem A we find sequences
it also holds that ρ k ({x n }, {y n }) > α/4. Therefore h top (σ F ) > 0 since h top (F ) > 0. In the same way, given any (k, )-separated set S by F we may associate, as above, the subset of sequences S on M F which are (k, )-separated by σ F too, and such that projects on M as S via π({x n }) = x 0 . Hence the cardinal numbers of S and S coincide. Thus
. This finishes the proof.
A question that arises is if it always holds the equality h top (F ) = h top (σ F ). We guess not, although we do not give a formal proof. The reason is because we believe we could have
Hence it may happen that r n,σ F ( ) >> r n,F ( ) leading to h top (σ F ) > h top (F ). See figure 4.1. [Gor, Proposition 19.3] ) F is said to be measurable if for every C ⊂ M closed we have F −1 (C) ∈ B(M ).
For set valued maps we have the following notion of F -invariant measure, [AFL, MA] .
Definition 5.1. Let M be a non trivial Peano space and let F : M M be an usc set valued map. We say that µ is an invariant probability measure for F if given a Borel subset B ⊂ M it holds that µ(B) ≤ µ(F −1 (B)). The set valued map F is said to define a super-stationary process, [Ab, Sch] .
The existence of µ an invariant measure for a set valued map, as defined above, is guaranteed in our setting (see [AFL, MA] ).
Remark 3.1 enables us to define the following subsets of C(M ):
And if
For n ∈ Z Z, δ > 0 and x ∈ M let us define
and
Of course when applied to K = {x} and A = {y}, d H ({x}, {y}) = dist(x, y).
Remark 5.1.
2. For x, y ∈ M, x = y it is possible to have that F n (x) = F n (y) for some n ∈ IN . And if this occurs then F n+k (x) = F n+k (y) for every k ≥ 0. But if, for instance, F is positive expansive we will have for some n 0 > 0 that d H (F n 0 (x), F n 0 (y)) > α Thus for 0 ≤ j ≤ n 0 we cannot have F j (x) = F j (y). Moreover, if F is Hausdorff-continuous we also have that if y → x then the time n needed to have that d H (F n (x), F n (y)) > α goes to infinity. Therefore if d H ({x}, A) < δ, with δ > 0 small enough we have
3. Consider a pseudo Anosov diffeomorphism f defined on a surface S of genus greater or equal than 2. Let p be one singularity of f . Let x ∈ W s (p) and define F : S S by
where r > 0 is small. Here CC(B(x, r)∩X, x) is the connected component of B(x, r)∩X containing x. Then F cannot be Hausdorffcontinuous. Indeed, pick a point x close to p on one stable prong of p. Then no matter how near p is
Observe that in this example F is only usc, and that for F it is not true that the time n needed to have that d H (F n (x), F n (p)) > /2 goes to infinity when x → p.
For the case of the singleton {x} we will write x instead of the more cumbersome {x}. We also will set F 0 (x) = {x} = x for every x ∈ M .
We will use the same notation (capital letters) to denote F : C(M ) → C(M ) the induced (single valued) map on compact subsets given by F : M M . We think that this double use would not cause confusion.
Definition 5.2. We say that F :
This convention unifies the treatment given below. It is easy to see that B * {x} (δ, n + k) ⊂ B * {x} (δ, n) and also B * {x} (δ,
e., Y (δ, x, n) is subadditive. Moreover, since µ is F -invariant, Y (δ, x, n) is superstationary in the sense that µ(Y (δ, F (x), n + 1)) ≤ µ(Y (δ, x, n)), µ-a.e., [MA, AFL] . Applying the generalization of Kingman's Subadditive Ergodic Theorem given at [Ab] (see also [Sch] ), we can conclude that the limit Λ + δ (x) = lim n→+∞ 1 n log(H δ (x, n)) exists µ-a.e.. Equation (3) guarantees that the limit is < +∞. Similarly, since h δ (x, n + k) ≥ h δ (x, n) · h δ (f n (x), k) we have that y(δ, x, n) = − log(h δ (x, n)) is also subadditive which implies that the limit λ − δ (x) = − lim n→−∞ 1 n log(h δ (x, n)) exists. Since F is µ-invariant, the quantities Λ 6 Positive entropy for set valued maps such that χ + (x) > 0
In this section we prove Theorem B, that is, we prove that the topological entropy, as defined in Definition 4.3, of a set valued map F : M M is positive whenever there is a non trivial continuum γ ∈ M such that χ + (x) is bounded away from zero on γ. A similar result also holds if χ − (x) < 0 reversing the time n. Let us emphasize that χ + (x) > 0 for an isolated point x ∈ M cannot ensure that h top > 0. For in [Ka, page 140] it is exhibited a diffeomorphism f of the two sphere such that χ + (x) > 0 for all non-wandering points but h top (f ) = 0. The crucial point in that example to makes vanish the topological entropy is the fact that Ω(f ) is a finite set.
Proof of Theorem B. Since χ + is bounded away from zero on γ there is a positive lower bound 3s > 0 for χ + (x), x ∈ γ, i.e., ∀ x ∈ γ : χ + (x) ≥ 3s (for convenience we call this bound 3s). Let δ 0 > 0 be such that 8δ 0 ≤ diam(γ). By the definition of χ + (x) there is δ 1 > 0 such that for δ 0 ≥ δ 1 ≥ δ > 0 it holds that Λ + (x, δ) > 2s. Moreover, by Theorem 5.2 we have that lim n→+∞ 1 n log(H δ (x, n)) = Λ + (x, δ) > 2s
hence there are n 0 > 0 and y ∈ γ such that dist(x, y) ≤ δ 1 and such that for all n ≥ n 0 1 n log(H δ (x, n)) > s =⇒ d H (F n (x), F n (y)) ≥ e sn dist(x, y) .
Let x 0 , x 1 ∈ γ be such that dist(x 0 , x 1 ) ≤ δ 0 . Let n 1 > 0 be such that
, F n (x 1 )) < 4δ 0 , for 0 ≤ n < n 1 .
Rename x 0 as x 00 , x 1 as x 11 and find x 01 ∈ γ such that d H (F n (x 00 ), F n (x 01 )) < δ 0 for every n : 0 ≤ n ≤ n 1 . Similarly find x 10 ∈ γ such that d H (F n (x 10 ), F n (x 11 )) < δ 0 for every n : 0 ≤ n ≤ n 1 . There is n 2 such that d H (F n 2 (x 00 ), F n 2 (x 01 )) ≥ e n 2 s dist(x 00 , x 01 ) ≥ 4δ 0 and d H (F n 2 (x 10 ), F n 2 (x 11 )) ≥ e n 2 s dist(x 10 , x 11 ) ≥ 4δ 0 .
Therefore the points x 00 , x 01 , x 10 , x 11 are (n 2 , 4δ 0 ) separated. Proceeding in this way, as in Theorem A, we find 2 k points {x 00...00 , x 00...01 , . . . , x 11...11 } which are (n, 4δ 0 ) separated, with n depending only on the distance between the points x 00...00 , x 00...01 , . . . , x 11...11 and conclude that h top (F ) is positive whenever there is a nontrivial continuum γ ⊂ M with the property that χ + (x) bounded away from zero on γ. The proof is complete.
