In call center [1] product recommendation field, call center as an organization between users and telecom operator, doesn't have permission to access users' specific information and the detailed products information. Accordingly, rule-based selection method is common used to predict user purchase behavior by the call center. Unfortunately, rule-based approach not only ignores the user's previous behavior information entirely, and it is difficult to make use of the existing interaction records between users and products. Consequently, it will not get desired results if we just use the basic selection method to predict user purchase behavior directly, because the problem is that the features straightly extracted from the interaction data records are limited. In order to solve the problem above, this paper proposes a two-stage algorithm that based on K-Means Clustering Algorithm [2] and SVM [3, 4] Classification Algorithm. Firstly, we get the potential category information of products by K-Means Clustering Algorithm, and then use SVM Classification Model to predict users purchasing behavior. This two-stage prediction model not only solves the feature shortage problem, but also gives full consideration to the potential features between users and product categories, which can help us to gain significant performance in call center product recommendation field.
Introduction
With the popularity of smart phone in the world, the call center can recommend products to users via phone calls, which contains huge business opportunities. But as an organization between users and telecom operator, call center does not have permission to access specific information about the users, and it will not keep detailed product information in a log, which causes some difficulties to improve products recommendation accuracy. Call center selects users mainly by simple rules so far. However, the success ratio in this way is low, and valuable information cannot be fully excavated. Therefore, inappropriate recommendation call not only causes highly cost, but also annoys the users. So we have to solve the problem that how to improve the accuracy of the recommendation.
Predicting user purchase behavior [5, 6] usually can be transformed into a binary classification problem [7, 8] . Although the usage of classification model can increase the prediction success rate, there are still some obvious limitations in the call center dataset for model-based methods. There are two important problems that we will address:
User and product information deficiency: features that can be extracted from the original data is limited. What call center has is only behavior records between users and products that recorded by telephonist.
Category based features deficiency: because there is no information about the category of products in the data records, and category based features cannot be extracted directly from the original data records.
From a more general point of view, this kind of problem [9] [10] [11] is not only encountered by product recommendation field in call center, and in many cases, when we want to make a recommendation to existing users some products, the information we have about users, as well as the products may not reliable or not available. We can only predict users purchase behavior based on existing user behavior records (whether or not purchased certain product). However, the existing data can be used to extract feature is very limited. The limited number of features that can be extracted lacks product category information will lead to unsatisfying prediction result. How to increase the number of useful features effectively and get the categories features will become the key point of this kind of problem when we hope to improve the accuracy of prediction model. In order to solve the problem above, this paper proposes a two-stage prediction model that based on Extended K-Means Clustering Algorithm and SVM Classification Algorithm. This two-stage classification prediction model firstly gets the classification information by Extended K-Means Clustering Algorithm, then extract classification features and use SVM classification algorithm to predict users purchasing behavior. Through our experiments, we make a comparison among results of our prediction model, random selection, basic LR classification model, and basic SVM classification model, to verify the result of our approach is better than other methods.
Related Works
Typically, to predict whether a user will purchase a certain product or not can be transformed into a classification problem, more accurately, a binary classification problem [12] . Researchers have proposed a series of classification methods to predict the purchasing behavior by supervised learning method. Logistic Regression (LR) and Support Vector Machine (SVM) classification model are commonly used methods to predict user purchase behavior.
Logistic Regression [13] is a kind of classification model which is widely used and has a good result. It is been proved effective in the field of product recommendation in recent years. Allenby used LR to predict household purchase behavior [14] . Logistic Regression can fit to the data very well in linear dataset, and has the capacity to find the parameters through the gradient descent algorithm [15] . The model is simple, and the training speed is fast. But under the circumstance of nonlinear, logistic Regression cannot fit data well, and in call center product recommendation which features are relatively insufficient, there is no obvious linear separable condition to guarantee that the data is linearly separable, logistic regression is difficult to meet these two conditions. So we need a method which is able to fit nonlinear data. Support Vector Machine is proposed by Vapnik in 1998, and has been widely used in the 90's. SVM model can use the kernel method mapping the features from low dimensional space to high dimensional space [16] . This characteristic can transform a nonlinear classification problem into a higher dimensional linear classification which suits the insufficient features in call center product recommendation problem. Xu [17] used SVM model build a recommendation system for TV programs and acquire a desirable result.
Although the support vector function can ease the problem that feature dimension is too low to classify, but it is not enough to solve this problem only in model aspect, we still need more useful features if we want to get better results. SVM model will not gain better result when features are insufficient [18] . So we should not only use features that can be extracted directly, and do not take into consideration the potential information behind original data, such as the product category features.
In order to introduce category based features, we should split all products into different categories. Classification algorithms and clustering algorithms are commonly used to accomplish this kind of work. While supervising classification algorithms require labeled dataset to train a classification model. So we choose unsupervised clustering model to get product categories.
In next section, we will introduce the two-stage SVM classification prediction modelbased on K-means feature extending to overcome above problems.
A Two-Stage Prediction Model
The key problem of purchase prediction in call center is how to improve the accuracy of model prediction result in the case of insufficient features. In order to improve the prediction model effect further on the basis of the existing features, we need to extract the potential features as far as possible in the existing data sets [19] . At the same time, choosing a appropriate classification model which can alleviate insufficient feature problem will be helpful to improve the predictive effect. The most serious problem of data which stored in call center is that we cannot extract enough useful features directly, because the call center does not like telecom operators has the authority to save the detailed information of users, and even product attributes can also not be obtained. Therefore, we should extract features from users purchasing records as much as possible, and use cluster model to get the category features of product to achieve the purpose of feature expansion.
Feature Extraction
The most important premise of model training is to extract the effective features in the existing data, and appropriate feature selection can improve the performance of the model prediction. The feature vector is composed of a set of features, and each feature vector can be represented as:
The problem studied in this paper is to predict the user purchase behavior, so the feature should be extracted based on the behavior records between users and products. Each feature vector is uniquely identified by < user, item > (user* represent all users, item* represent all products), and (user, item) represents a group of features between one user and one item (user* represent all users, item* represent all products).
Through analysis, the features that we can extract for every group is four features: success rate(S rate), failure rate (F rate), call reject rate(R rate), call duration. We will firstly extract these features in three groups in this paper. Features can be extracted are as follows: From above table, we can see that these features do not contain product category features, which ignore the potential information in the call center dataset. If we just use these features to train the prediction model, we cannot get ideal result. So the key step is to obtain the category features of product. We will introduce a method use K-means model to solve this problem.
Feature Extraction Based on K-Means Clustering
This section focus on category based features extraction problem. How to get different product categories? It can be seen as a multiclass classification problem [20] . There are many different supervising multi-classification models can be used. But supervising model need a labeled dataset to train the prediction model. Since we only have the interaction records between users and products, an un-supervising approach should be more appropriate.
Clustering algorithm [21] [22] [23] as an un-supervising model can help us extract category feature information and then add new useful features to improve the prediction result by dividing the existing data sets into several clusters. K-Means clustering algorithm is a kind of non-supervised real-time clustering algorithm proposed by MacQueen. The principle of K-Means is to divide the data into a predetermined clusters number K based on minimizing error function. The algorithm is easy and appropriate to deal with a large number of data. K-Means algorithm is one of clustering algorithms which based on data division, it has good clustering effect and the advantage of fast convergence.
The K-Means algorithm can divide data into K clusters by unsupervised method. In the field of call center product recommendation, we can get a large number of user behavior data from the call center. K-Means method converges fast, and can maintain good results in large amount of data. In this section, we use the K-Means model to cluster the products, and then after getting the corresponding product clusters, we will extract the relevant category features as the input of the final prediction model. By adding the category features, the original feature set is enriched, and the potential product category information is added, so that the predict effect of this classification model can be promoted to a certain extent.
SVM Model Prediction
By using the K-means clustering algorithm to get product category features, we can extend the feature set which classification prediction model need. As we know, products purchase prediction problem can be transformed into a binary classification problem. In this way, we can predict purchase behavior through a variety of classification models effectively.
Logistic Regression and Support Vector Machine are commonly used binary classification models. As a rational model in insufficient feature circumstance, the SVM model usually performs surprisingly well by feature mapping. In the next section, we compare different methods to choose a better prediction model. Based on the results, we have decided to use the SVM model to predict the purchasing behavior of the call center problem.
Based on K-Means clustering feature extension, we add the product category features into original feature set, then SVM classification model can be trained using training set. And we can use the trained model to predict new purchase behavior.
Experiments
The data sets which we use are recommendation sales records from the call center to the mobile phone users. As this paper mainly for the regular users for product sales prediction, so we selected 50000 users from who had as least 5 or more different product interactive records to predict. And the product number is 200.
The experiment uses rule-based prediction as the basic baseline. The other experiments all rely on classification model, so we need to build the training and test dataset. Assuming that each user has N product interaction records, we can predict the Nth result through the previous n-1 times behavior records. Therefore, we use the previous n-2 sales records as the training data set, and the n-1 time sales result as the label of training data set; while the previous n-1 sales records as the test data set, and the last sale result as the label of test data set. We train the model through the training data set, and test the effect on the test data set. The recommendation result of the model is measured by the accuracy and recall rate as well as the f1-score.
The experimental results are divided into the following five categories: 1) Rule-based prediction; 2) LR model-based prediction; 3) SVM model-based prediction; 4) LR model prediction with K-Means feature extension (K-LR); 5) SVM model prediction with K-Means feature extension (K-SVM).
Through experiments, we obtained the prediction results of each method in the existing data set, and the results are shown in Table 3 . It should be noticed that classification features which obtained from K-Means clustering algorithm extending are not included in the feature set that used in LR or SVM model directly. Moreover, the K-LR and K-SVM perform best when cluster number is set 10. From above table, we first note that the model-based prediction results is better than rule-based selection in all aspects. As a basic baseline, the rule-based approach cannot fully consider previous purchase behavior between users and products. And since we cannot access user and product information, rule-based selection usually performs poorly. On the other hand, previous purchase behavior information can be add in the features which we used in modelbased methods, and the recall of model-based methods is much better than random selection.
Next, the result shows that SVM model performs better than LR, the K-SVM result is better than K-LR as well. It indicates that SVM can deal with the insufficient feature problem better. SVM transforms a nonlinear classification problem to a linear classification problem by its feature mapping property, SVM usually performs well when feature dimension is too low. But we notice that the improvement is not significant, more useful features should be added to train a better classification model.
Moreover, The K-LR and K-SVM shows that the results of model-based methods can be improved by adding product category features through K-means clustering algorithm. And SVM model is still better than LR model after adding category features from K-means clustering extension. So our proposed two-stage prediction model (K-SVM) is a rational choice when the feature dimension is too low.
At the same time, we also observed the changing trend of prediction results when the cluster number changes. Experimental results are shown in Figure 1 . During the experiment, we found that the classification result is best when the number of clusters is 10 for all 200 products. How to choose a reasonable cluster number should be studied in our future work.
Conclusion
This paper according to the product recommendation scenes in call center which have limited useful feature between users and products, proposes a two-stage prediction modelbased on K-Means Clustering feature extension and SVM classification model prediction bring a desirable result.
Firstly, the proposed model clusters products by means of K-Means clustering, and then extracts the features of users to product categories. Furthermore, this model will add category features to original classification feature set for classification prediction. The experiments section shows that this approach has certain improvement in effect compared to rule-based selection and basic classification model prediction. Therefore, when we face the insufficient feature problem or lacking of product and user information in product recommendation, we can try to obtain more useful classification features by way of K-Means feature extending and use SVM to train a prediction model. This method can be used to predict the purchasing behavior of users under certain circumstances, and improves the performance of prediction.
