A copula density is the joint probability density function (PDF) of a random vector with uniform marginals. An approach to bivariate copula density estimation is introduced that is based on a maximum penalized likelihood estimation (MPLE) with a total variation (TV) penalty term. The marginal unity and symmetry constraints for copula density are enforced by linear equality constraints. The TV-MPLE subject to linear equality constraints is solved by an augmented Lagrangian and operator-splitting algorithm. It offers an order of magnitude improvement in computational efficiency over another TV-MPLE method without constraints solved by log-barrier method for second order cone program. A data-driven selection of the regularization parameter is through K-fold cross-validation (CV). Simulation and real data application show the effectiveness of the proposed approach. The MATLAB code implementing the methodology is available online.
Introduction
A bivariate copula density c (u, v) , [u, v] Note that (P2) and (P4) implies (P3), so (P3) is redundant.
A bivariate copula C(u, v) defined on the unit square [0, 1] 2 is a bivariate cumulative distribution function (CDF) with univariate standard uniform margins:
Sklar's Theorem (Sklar 1959) states that the joint CDF F (x, y) of a bivariate random variable (X, Y ) with marginal CDF F X (x) and F Y (y) can be written as F (x, y) = C(F X (x), F Y (y)), where copula C is the joint CDF of (U, V ) = (F X (X), F Y (Y )). This indicates a copula connects the marginal distributions to the joint distribution and justifies the use of copulas for building bivariate distributions.
Let (X 1 , Y 1 ), . . . , (X n , Y n ) be a random sample from the unknown distribution F of (X, Y ). We wish to estimate aspects of the joint distribution of X and Y , in particular, the copula density function c (u, v) .
The copula density estimation has been mostly studied in a parametric framework, whereby c(u, v) is assumed to be a member of a copula family determined by a few parameters (for example, Shih and Louis(1995) ). The parametric copula density estimation problem is then essentially reduced to estimate the few parameters that determine the copula. We propose here to estimate the bivariate copula density non-parametrically. For practitioners, nonparametric estimates could be used as the first step toward selecting the right parametric family.
Nonparametric estimation of copula and its density does not assume a specific parametric form for the copula and the marginals and thus provides great flexibility and generality. Nonparametric estimators of a bivariate copula density using kernels have been suggested by Gijbels and Mielniczuk (1990) and by Fermanian and Scaillet (2003) . Kernel estimators have a severe drawback as they require a very large amount of data (page 195, Malevergne and Sornette, 2006) . Sancetta and Satchell (2004) employed techniques based on Bernstein polynomials. Hall and Neumeyer (2006) used a wavelet estimator to approximate the copula density. Autin et.al. (2009) dealt with the copula density estimation using wavelet methods by adaptive shrinkage procedures based on thresholding rules.
What does a copula density c(u, v) look like? In one extreme, when U and V are independent of each other, c(u, v) = 1. When U and V are dependent, c(u, v) can be smooth, have sharp boundaries, or even be unbounded. It is reasonable to assume that the total variation (TV) of c (u, v) , or at least its discrete version, is bounded. In practice, we often estimate and display the density in a finite grid. We propose a maximum penalized likelihood estimation (MPLE) with TV penalty method. This method is capable of capturing sharp changes in the target copula density, suffering less from edge effects when the copula density can be unbounded at boundaries in some statistically important cases.
The TV penalty based MPLE for copula density was proposed in Qu et al.(2009) , where the penalty term is the TV of the log density, and the unity requirement for a density function is imposed. However, the properties (P2) (P3) and (P4) are not enforced. In fact, we are not aware of any method that explicitly imposes the properties (P1-P4). The main reason behind this is probably related to the difficulty of the induced estimation or optimization procedure. In this paper, we enforce the properties (P2), (P3), and (P4) as linear equality constraints for the discretized copula density. We solve the problem of minimizing penalized negative log likelihood with TV penalty subject to linear equality constraints by an augmented Lagrangian and operatorsplitting algorithm. The effectiveness of our method is illustrated through numerical experiments.
Density estimation by TV penalized likelihood has been proposed by several groups of researchers. Koenker and Mizera (2007) used the TV of the derivative of the log density as the penalty in the univariate case and TV of the log density defined in a triogram in the bivariate case. Sardy and Tseng (2009), Mohler et al.(2009) 
Problem Formulation
When the two marginal distributions are continuous, the copula density c(u, v) is the unique bivariate density of (U, V ) = (F X (X), F Y (Y )) as implied by Sklar's theorem. As copulas are not directly observable, a nonparametric copula density estimator has to be formed in two stages:
obtaining the observations for (U, V ) first and then estimating the copula density based on these observations.
In the first stage, the original data set (X i , Y i ) for i = 1, . . . , n is converted to ( 
where I(·) is the indicator function. When ECDFs are used as the marginal CDF estimators (e.g.,
in Autin et al.(2009) 
is nothing but the standardized ranks. In the second stage, we estimate the copula density c(u, v) based on the observations {(
. Specifically, we do not assume any parametric form for c(u, v) and instead, obtain an estimate of it that satisfies properties (P1-P4) and is defined on a unit rectangle grid, defined by equally dividing domain of c(u, v), [0, 1] 2 , into N = m 2 rectangle cells with cell size (1/m) × (1/m) . A reasonable grid size for sample size n = 1000 is 64 × 64 (i.e., m = 64). A much finer discretization will slow down computation unnecessarily.
Let us use i, j = 1, . . . , m to index all the N cells of this grid. On each cell (i, j), i, j = 1, . . . , m, let x ij denote the constant estimate of c(u, v) over the cell and set p ij to the number of observations
falling in this cell. The marginal integral of c(u, v) can be approximated by the Riemann sum TV of x is defined as
where we set the Nuemann boundary conditions for TV, namely, x m+1,j ≡ x m,j , j = 1, . . . m, and
In Qu et. al.(2009) , by defining z ij = logx ij , the MPLE-TV is to solve :
where λ is a smoothing parameter controlling the smoothness of the estimate. The above constrained minimization problem is equivalent to the following unconstrained minimization problem:
Even though this unconstrained minimization formulation is attractive, it does not impose the properties (P2) and (P4).
In terms of z = logx, the property (P2) requires the nonlinear constraints
Nonlinear constraints are more difficult to work with than linear constraints, so it is preferable to minimize with respect to x instead of z if properties (P2) and (P4) are to be imposed.
Imposing the marginal unity (P2) and symmetry (P4) properties, we estimate a copula density as a m × m digital image by solving:
x ij = m, j = 1, . . . , m, and
where λ is a smoothing parameter controlling the smoothness of the estimate.
The linear equality constraints in the above minimization problem can be written in the form Ax = b by forming the m(m + 1)/2 × N matrix A and m(m + 1)/2-vector b as follows:
and A(i, j) = 0, otherwise.
The matrix A is very sparse.
where ∇ x denotes the gradient operator with respect to x and ./ denotes element-wise division. This gradient will be used in the optimization algorithm discussed in the next section.
Our proposed copula density estimate solves:
3 Augmented Lagrangian and operator-splitting algorithm
This section describes how to efficiently solve problem (2) by the augmented Lagrangian and operator-splitting techniques with modifications. The so-call augmented Lagrangian of (2) is
where y contains the Lagrange multipliers. The traditional augmented Lagrangian algorithm is the iteration of
which avoids solving the original constrained problem or requiring the penalty parameter α to increasing to infinity. However, because of the nonsmooth TV term and matrix A, it is a time consuming task to complete step (1) above, i.e., minimizing L(x, y) with respect to x. A good way to get around the computational complexity of step (1) above is to consider the linearization, which is related to the classical work of augmented Lagrangian and alternating direction methods (Glowinski and Tallec, 1989) .
For the problem formulated in the last section, g(x) = −p./x + αA T (Ax − b). The one-step operator-splitting iteration is
where R(z) = arg min x 1 2 ||z−x|| 2 +λTV(x) ("arg min" is well-defined because the strong convexity of z − x 2 gives solution existence and uniqueness). In iteration, this step can be equivalently written as
Step 1:
The update to the multipliers y is
Step 2:
The algorithm starts with y 0 = 0 and an initial x 0 , then iterates through steps 1 and 2 until certain convergence criteria is met.
We note that Step 1 above is different from the so-called alternating direction method (ADM, Glowinski and Tallec, 1989) or the recent algorithm TVAL3 (Li et.al., 2009) . To minimize a function in the form of a(Bx) + b(x) where B is a certain operator, ADM introduces an unknown vector z together with constraints Bx = z and uses an augmented Lagrangian L(x, z, y) to relax these constraints. However, ADM has a different Step 1. In Step 1, ADM computes x ← arg min x L(x, z, y) and uses the updated x to obtain z ← arg min z L(x, z, y). TVAL3 is similar to ADM as it splits TV(x) = ij (Dx) ij 2 into ij z ij 2 and constraints z = Dx, where z is an unknown vector. In Step 1, however, TVAL3 does not exactly minimize with respect to x but updates x by one or more gradient descents. Different from ADM and TVAL3, our approach does not split TV(x) or exactly minimizes any term involving f (x) in Step 1.
It is sometimes tricky to set appropriate penalty parameter α and step length β. One usually has a bound beforehand and tries different values in practice. An excessive large α overweighs the penalty term (1/2) Ax − b 2 , causing a slowly convergent or even non-convergent algorithm. We found that α = 0.05 worked well and fixed it throughout our simulations. According to Glowinski and Tallec (1989) , γ must be strictly less than ( √ 5 + 1)/2 for ADM to converge, but one can simply try with different values. We set γ as 1 in our simulations.
The step length β should be smaller than 2/||J (g(x))||, where J (g(x)) denotes the Jacobian of g(x), to essentially guarantee that update (3) and thus
Step 1 above are non-expansive. Loosely speaking, ||J (g(x))|| is basically the max curvature of the graph of f (x) + α/2||Ax − b|| 2 around the current x. The larger the curvature, the smaller a step should be because the gradient information is accurate in a smaller perimeter. The log function has unlimited curvature but locally, it is bounded. In our numerical study, we fix β as 0.1 and it works well for all our experiments. Line search techniques can be applied to automate β choice. We randomly divide all the samples {(
into K disjoint subsets (folds) of approximately the same size. Let S k be the index set of the kth subset, k = 1, ..., K,ĉ λ (u, v) be the copula density estimate based on the entire data set, andĉ λ,−k (u, v) be the the copula density estimate based on all data points except those in the kth subset.
The quality of a copula density estimatorĉ λ (u, v) is measured by E(Loss(ĉ λ , c)) where Loss(ĉ λ , c) is a Loss function or distance measure betweenĉ λ (u, v) and the true copula density estimator c(u, v). Two commonly used distance measure between two densities are integrated squared error
generated from c(u, v), we aim to find the λ which minimizes Loss(ĉ λ , c).
Least squares CV represents a data-driven attempt at constructingĉ λ (u, v) so as to minimize ISE(ĉ λ , c). By expanding ISE, we have
The term
2 dudv does not depend on λ, so it can be dropped for the purpose of searching for λ. The term
may be estimated approximately by
where |S k | is the cardinality of S k . Hence, the least squares CV score LS(λ) is defined as
Likelihood CV represents a data-driven attempt at constructingĉ λ (u, v) so as to minimize KLD(ĉ λ , c) (Hall 1987) . By expanding KLD, we have
The first term on the right hand side above can be dropped for the purpose of searching for λ.
Hence, the likelihood CV score KL(λ) is defined as
Then, we choose λ CV = arg min CV λ∈G (λ) as the best tuning parameter, where G is a prespecified discrete or continuous set in which λ is searched over, and CV score is either LS score or KL score. For simplicity, one usually pre-specifies G as a fine finite grid, where λ CV is found by a simple grid search. For CV λ∈G (λ) over a continuous region G, λ CV may be found by some simple single variable minimization methods such as bisection method or golden section search method.
One should make sure that λ CV is not at the boundaries of the set G. In case λ CV is located at the boundaries of the set G, one needs to enlarge the G and includes the added portion into the search.
Van der Laan et al. (2004) studied the choice of K. They established asymptotic optimality of K-fold CV, in the sense that the CV selector performs asymptotically as well (w.r.t. to the Kullback-Leibler distance to the true density) as an optimal benchmark model selector which depends on the true density. Crucial conditions of their theorem are that the size of the validation sample n/K goes to infinity, which excludes leave-one-out CV, and that the candidate density estimates are bounded away from zero and infinity. Some copula densities may not be bounded away from infinity, but it is not a concern for finite sample studies.
Postprocessing
A well-known drawback of TV regularized estimates is the staircase effect: the estimated values produced by TV regularization tend to cluster in patches. We observed these artifacts in our copula density estimates too. For example, the TV regularized copula density estimates displayed in Fig. 4(c) , (e), (g) exhibit strong staircase effect.
To alleviate the staircase effect, we use a bilateral filter (BLF) (Tomasi and Manduchi 1998) as a postprocessing procedure. This strategy was used in Cai et al.(2009) 
Simulations
We report results from simulation studies which were designed to demonstrate the effectiveness of the MPLE with TV penalty subject to linear equality constraints for copula density estimation and the K-fold CV regularization parameter selector.
The stopping criteria of our augmented Lagrangian and operator-splitting algorithm were ||x k+1 −x k ||/||x k || <= 10 −5 or total number of iterations reaching 20, where each iteration includes going through steps 1 and 2 once.
In the simulation, the marginal distributions F X and F Y were estimated by ECDFs (1). This amounts to use the standardized ranks of the sample
. The CDF of a continuous random variable is continuous and increasing within its domain, which implies that the ranks of X i 's are the same as the ranks of U i 's, so are the ranks of Y i 's and those of V i 's. Therefore it is unnecessary to explicitly specify the F X and F Y in our simulation for copula density estimation. One can first generate
from an underlying copula density c(u, v), then use their standardized ranks as their estimates.
The setting of our simulation study is mostly the same as the one in Autin et al.(2009) as we intend to make a comparison with their wavelet thresholding estimates. We tested five parametric families of copulas: Gaussian, Student, Clayton, Frank and the Gumbel families. For each copula model, independent and identically distributed standard uniform random bivariate variables
were generated from the specified copula with parameter θ using MATLAB's copularnd () function. That was, {U i } n i=1 was a sample from a Uniform(0,1) distribution, and so was the
. The joint pdf of (U, V ) was the specified copula density c(u, v) with parameter θ. The sample sizes considered were n = 500 and n = 2000.
Various error measures were evaluated over the equally spaced grid points within [0, 1] 2 where the copula densities were estimated. For one data set, the quality of an estimateĉ λ (u, v) of the true copula density c(u, v) was measured by an error measure Loss(ĉ λ , c), which can be either relative errors
or the KLD (4). The sample average of an error measure Loss(ĉ λ , c) over replications of random data set approximates the population mean of the error measure E(Loss(ĉ λ , c)) for the proposed estimatorĉ λ (U, V ). We replicated 100 times for each experiment setting and report the sample average, the associated standard errors (in parentheses) and boxplots of these 100 error measures
in Tables 1-4 and Figs. 7-13, respectively.
The regularization parameter λ was chosen from the grid G = {0.01 × 10 2(i−1)/27 } 28 i=1 , i.e., 28 equally spaced numbers in [0.01, 1] in a log10 scale. All the best regularization parameters were found near the central portion of this G. For the error measure Loss(ĉ λ , c), the best regularization parameter λ Loss = arg min λ∈G Loss(ĉ λ , c) and the best estimate is Loss-best=ĉ λ Loss . The CV data driven regularization parameter λ CV = arg min λ∈G CV(ĉ λ , c) and the data adaptive estimate TV-CV =ĉ λ CV . The closer the λ CV is to λ best , the better a TV-CV is in terms of Loss(ĉ λ , c).
For the number of folders in CV, we used K = 10. To see the effectiveness of the 10-fold CV regularization parameter selector, in Fig. 1 , we plotted the curves of some Loss(ĉ λ , c) and CV(λ) vs. λ respectively for a typical run of the case: Gaussian copula with θ = 0.5, sample size n = 2000, and grid size m = 64. In this specific case, the λ RE2 which minimized RE 2 (ĉ λ , c) for λ ∈ G coincided with λ KLD which minimized KLD(ĉ λ , c). The λ LS which minimized LS(λ) was 1 grid blow λ RE2 ; The λ KL which minimized KL(λ) was 1 grid above λ KLD . Fig. 2 shows the scatter plots of the original data {(
. Note the close similarity of these two plots. Fig. 3 displays the true and estimated copula densities.
For comparison, we computed a 2D kernel density estimate using the kde2D program provided by Botev (2007) . The RE2-best estimate catches the two peaks in the front and back corners well.
Both the TV-LS and TV-KL are close to RE2-best. RE2-best-BLF, TV-LS-BLF and TV-KL-BLF are the bilateral filtered version of RE2-best, TV-LS and TV-KL, respectively and they exhibit less staircase effect. Fig. 4 plots the true and estimated Frank copula density with θ = 4 for n = 1000 and m = 64 in a typical run. We see that in the bilateral filtered version of the estimates, the staircase effect is alleviated.
To have a sense of the speed of the algorithm, for the data set used for Fig. 1, Fig. 5 plot the times in seconds needed to obtain the solutionĉ λ from the full data set for a sequence of λ and the times in seconds needed to obtain both the LS(λ) and KL(λ) for the 10-fold CV for a sequence of λ. For a fixed λ, 10-fold CV took 3.42 seconds on average to finish, while it took only 0.4 seconds on average to obtainĉ λ for the full data set. This computational efficiency is an order of magnitude improvement over another TV-MPLE method (Qu et al. 2009 ) solved by log-barrier 
in a typical run of the case: Gaussian copula with θ = 0.5, sample size n = 2000, and grid size m = 64. method for second order cone program (SOCP) which took 2 minutes to solve the same problem.
We did not compare our proposed method in this paper with the method in Qu et al. (2009) because of the low computational efficiency of the latter.
The side-by-side boxplots in Figs. 6-13 show that both TV-LS and TV-KL are close to TVbest. In general, TV-LS is closer to RE q -best than TV-KL; and TV-KL is closer to KL-best than TV-LS which is what we should expect because the goal of TV-LS is to minimize RE 2 and the goal of TV-KL is to minimize KLD. Table 1, 3 and table 2 For Gaussian copula, para=0.5, n=2000, m=64 observe that (1) the mean RE 1 of TV-LS is mostly smaller than those by WaveThresh-Local; (2) the mean RE 2 of TV-LS is all larger than those by WaveThresh-Local except for the Gumbel copula with θ = 8.3; (3) the mean RE ∞ of TV-LS is all smaller than those by WaveThresh-Local except for the Frank copula with θ = 4.0.
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Figure 6: Boxplots of errors of different estimates for the Gaussian copula with θ = 0.
Application to Real Data
We apply our MPLE-TV method to a subset of the Framingham Heart study data (http://www.
framingham.com/heart/). We focus on the dependence structure underlying the diastolic (DBP) and the systolic (SBP) blood pressures (in mmHg) measured on 663 male subjects at their first copula density of the log-blood pressures was a sub-family of copulas named Archimedean with unknown (strict) generator. Lambert (2007) proposed a ratio approximation of the Archimedean copula generator and of its first derivative using B-splines, estimated the associated parameters using Markov chains Monte Carlo methods, and found that Gumbel copula was appropriate for this data without being fully satisfactory.
We applied our estimation procedure to this data set, and used 10-fold LS and KL CV to select the regularization parameter λ. The grid size m was set to 38. We estimated parametric copula densities by assuming Gumbel, Gaussian, Clayton and Frank copula respectively for the data as well. The parameters of the parametric estimates were estimated by the Canonical Maximum Likelihood (CML) method using MATLAB's copulaf it() function. We measure the distance between our nonparametric estimateĉ λ and the parametric estimateĉθ by their relative errors
, for q = 1, 2, ∞. Table 5 lists these relative errors. We find that Gumbel copula is closet to our TV-LS-BLF estimate. This is in agreement with Lambert (2007) 's finding that Gumbel copula is appropriate for this data. (ĉ λ , c) ) over 100 replications for n = 500, m = 32
Gaussian 0.00 TV-best 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 ( 
Concluding Remarks
We presented a TV penalized maximum likelihood copula density estimate subject to the the constraints that the marginal distributions are standard uniforms. The linear equality constrained (ĉ λ , c) ) over 100 replications for n = 500, m = 32
Gaussian 0.00 TV-best-BLF 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) The theoretical questions such as the consistency and convergence rate of the estimator wait to be investigated. Few work exists regarding the asymptotic properties of TV regularized estimators, The MATLAB code implementing the method is available on the authors's website. The second author's work was supported in part by NSF Grant DMS-07-48839, ONR Grant N00014-08-1-1101, and an Alfred P. Sloan Research Fellowship.
