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We consider the generalization of the “spinor approach” to the Lorentzian case, in the context
of 3d loop quantum gravity with cosmological constant Λ = 0. The key technical tool that allows
this generalization is the recoupling theory between unitary infinite-dimensional representations
and non-unitary finite-dimensional ones, obtained in the process of generalizing the Wigner–Eckart
theorem to SU(1, 1). We use SU(1, 1) tensor operators to build observables and a solvable quantum
Hamiltonian constraint, analogue of the one introduced by V. Bonzom and his collaborators in
the Euclidean case (with both Λ = 0 and Λ 6= 0). We show that the Lorentzian Ponzano–Regge
amplitude is solution of the quantum Hamiltonian constraint by recovering the Biedenharn–Elliott
relation (generalized to the case where unitary and non-unitary SU(1, 1) representations are coupled
to each other). Our formalism is sufficiently general that both the Lorentzian and the Euclidean
case can be recovered (with Λ = 0).
INTRODUCTION
3d quantum gravity is a nice laboratory to explore and test some issues met in the 4d theory [1]: for
example, it is possible to solve the Hamiltonian constraint and to relate loop quantum gravity (LQG) to
the relevant spinfoam model. This was done in the Euclidean case, with either a vanishing or negative
cosmological constant [2–5].
The spinorial framework to quantum gravity is a very powerful tool to formulate and solve some questions
in LQG. For example, this formalism allows to define a closed algebra of (kinematical) intertwiner observables
[6]. In 4d, the simplicity constraints can be rigorously dealt with to build an Euclidean spinfoam model [7],
using this closed algebra of observables. At the quantum level, the spinor approach makes extensive use
of tensor operators (often called also grasping operators). The key feature of tensor operators is that their
matrix elements are given in terms of Clebsch–Gordan coefficients. When dealing with SU(2), the spinor
operators are conveniently realized in terms of harmonic oscillators, which can make some calculations easier.
The understanding that tensor operators were in fact the general mathematical structure behind the spinor
approach has been the key to unlock the formulation of LQG with a non-zero cosmological constant in the
3d case [8, 9]: they provide a quantization of the Hamiltonian constraint as an operator implementing a
recursion relation, whose solution is the (deformed) 6j-symbol, the amplitude of the relevant spinfoam model
(Ponzano–Regge or Turaev–Viro, according to the value of the cosmological constant).
This spinorial framework was always used in the Euclidean setting, and one might wonder if this works as
well in the Lorentzian scheme. In 4d, some steps have been accomplished. The Lorentzian EPRL model was
constructed using spinorial tools [10]; however, the Lorentzian generalization of the Euclidean holomorphic
model [7] is still not known. The Lorentzian holomorphic model was developed at the classical level but its
quantum version is still not yet available [11]. As a warm up, it is interesting to test whether one can use this
spinorial framework in the 3d Lorentzian case. In particular, we would like to construct the closed algebra of
observables and use it to construct a Hamiltonian constraint which we could solve to recover the Lorentzian
spin foam model. This is the topic of the present article.
The classical part, i.e., the spinorial description of the LQG phase space in terms of SU(1, 1), is not
difficult; however, similarly to the 4d case, the construction of a quantum version is not an easy task. Indeed,
until recently, all the tensor operators for SU(1, 1) were not known. Let us describe the issue at hand. A
tensor operator is a set of operators that transform as a vector in some representation of the considered
Lie group or Lie algebra, here SU(1, 1). Since this group is non-compact, the unitary representations are
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2infinite-dimensional and the finite-dimensional representations (isomorphic to the SU(2) ones) are non-unitary.
One could build a tensor operator transforming as a unitary representation [12], but that would mean
considering an infinite set of operators. Instead, we can consider a set of operators transforming as a
finite-dimensional (non-unitary) representation, hence a finite set of operators. It is actually possible to realize
the Lie algebra generators in terms of such a set of operators when it is acting on the discrete series (i.e. the
representations of SU(1, 1) characterized by a discrete eigenvalue of the Casimir) as harmonic oscillators (see
Ref. [13] and references therein): since the representation is characterized by discrete numbers, we can use
harmonic oscillators (which have a discrete spectrum) to characterize them and hence act on them. This
trick does not work if one considers a representation in the continuous series (i.e. with the a continuous
Casimir eigenvalue). The recent paper [13] solved this problem and gave the equivalent realization of the
harmonic oscillators when acting on a continuous series: the key difficulty was to consider the recoupling
between infinite unitary representations and finite-dimensional non-unitary representations. This means that
we are now able to quantize the classical spinor description of the 3d Lorentzian LQG phase space using the
full machinery of tensor operators.
With the spinor operators at hand, we can proceed to the generalization of the spinor approach [4, 14]
(studied in the Euclidean signature) to the Lorentzian case. The key results we focus on are the quantization
of the SU(1, 1) holonomy, the (closed) algebra of spinor “observables” from which we can construct any
observables, and finally the construction of a solvable quantum Hamiltonian constraint. The SU(1, 1) case is
more subtle than the SU(2) case due to the different possible choices of unitary representations; furthermore,
as mentioned earlier, we will be led to consider the recoupling between unitary and non-unitary representations.
As a consequence, the spinor “observables” will not properly be observables since they will map intertwiners
defined in terms of unitary representations to intertwiners defined in terms of non-unitary representations.
Nevertheless, these observables can be used as building blocks to construct proper observables as well as a
solvable quantum Hamiltonian constraint, whose solution is the Lorentzian Ponzano–Regge amplitude.
The article is organized as follows. In section I, we recall the SU(1, 1) representation theory, its standard
recoupling theory and the less known recouplings between unitary and (non-unitary) finite-dimensional
representations. We then use these notions to construct classical SU(1, 1) tensors (spinors, vectors, spinor
representation of SU(1, 1)) and their quantum version, i.e., SU(1, 1) tensor operators, which satisfy the
Wigner–Eckart theorem [13]. In section II, we recall the classical picture behind 3d Lorentzian loop quantum
gravity. In particular, we construct the Hamiltonian constraint, following the method used in ref. [4]. In
section III, we introduce the notion of SU(1, 1) intertwiners and Racah coefficients; since we are dealing with
a non-compact gauge group, special care has to be given to them. In Section IV, we construct the quantum
Hamiltonian constraint and show how the Lorentzian Ponzano–Regge amplitude solves it. In section V, we
discuss how we can recover the results of Ref. [4], based on SU(2), within our framework.
I. TENSORS AND TENSOR OPERATORS FOR SU(1, 1)
A. SU(1, 1) representation theory
The non-compact Lie group SU(1, 1) is the double cover of the proper orthocronous Lorentz group SO0(2, 1),
just as SU(2) is the double cover of SO(3). A basis for the Lie algebra su(1, 1) is given by
X0 =
1
2
(
i 0
0 −i
)
, X1 =
1
2
(
0 1
1 0
)
, X2 =
1
2
(
0 −i
i 0
)
, (1)
with commutation relations
[X0, X1] = −X2, [X1, X2] = X0, [X2, X0] = −X1. (2)
X0 is the generator of the subgroup U(1) ∼= SO(2), i.e. spatial rotations, while X1 and X2 generate boosts.
As usual in physics, we will work with complexified generators
J0 := −iX0, J± := −iX1 ±X2, (3)
satisfying
[J0, J±] = ±J±, [J+, J−] = −2J0. (4)
3The Casimir operator is given by
Q = (X0)
2 − (X1)2 − (X2)2 ≡ −J0(J0 + 1) + J−J+. (5)
Complex irreducible representations of SU(1, 1) fall into four different classes1. In each case, the vector
space is spanned by the orthonormal vectors |j,m〉, where j labels the representation and m belongs to the
(countable) index set M, which depends on the representation. The action of the generators on this vector is
always the same, namely 
J0 |j,m〉 = m |j,m〉
J± |j,m〉 = C±(j,m) |j,m± 1〉
Q |j,m〉 = −j(j + 1) |j,m〉 ,
(6)
with
C±(j,m) = i
√
j ∓m
√
j ±m+ 1. (7)
The possible representation classes are:
• Discrete series D±j (positive and negative): infinite-dimensional representations, with
j ∈ {− 12 , 0, 12 , 1, . . . } , M± = {±(j + 1),±(j + 2),±(j + 3) . . . } .
They are always unitary, but only appear in the Plancherel decomposition when j ≥ 0.
• Continuous series Cεj : infinite-dimensional representations of parity ε ∈ { 0, 12 }, with
j ∈ C, M = ε+ Z
and satisfying the constraint
j + ε 6∈ Z.
The representations Cεj and C
ε
−j−1 are isomorphic. They are unitary only if j ∈ {− 12 + is | s 6= 0 } or,
when ε = 0, if j ∈ (−1, 0); they only appear in the Plancherel decomposition in the former case.
• Finite-dimensional series Fj : finite-dimensional representations, with
j ∈ { 0, 12 , 1, . . . } , M = {−j,−j + 1, . . . , j − 1, j }
and dimension 2j + 1. The only unitary one is the trivial representation with j = 0, which however
does not appear in the Plancherel decomposition.
We illustrate now some results of SU(1, 1) recoupling theory. In particular we will present some non-trivial
recouplings of finite and infinite-dimensional representations.
a. Coupling of finite-dimensional representations The finite-dimensional representations of SU(1, 1)
coincide with those of SU(2). In particular, their recoupling will have the same Cebsch–Gordan decomposition,
i.e.
Fj ⊗ Fj′ =
j+j′⊕
J=|j−j′|
FJ . (8)
1 We only consider here admissible representations, i.e. those that are unitary when restricted to the maximal compact subgroup
U(1).
4b. Coupling of unitary representations The known recouplings for unitary representations are [15]
D±j ⊗D±j′ =
∞⊕
J=j+j′+1
D±J , (9a)
D±j ⊗D∓j′ =
j−j′−1⊕
J=Jmin
D±J ⊕
j′−j−1⊕
J=Jmin
D∓J ⊕
∫ ⊕
R+
Cε− 12+iS dS, Jmin = ε = ς(j + j
′), (9b)
D±j ⊗ Cε− 12+is =
∞⊕
J=Jmin
D±J ⊕
∫ ⊕
R+
CE− 12+iS dS, Jmin = E = ς(j + ε), (9c)
Cε− 12+is ⊗ C
ε′
− 12+is′ =
∞⊕
J=Jmin
D+J ⊕
∞⊕
J=Jmin
D−J ⊕ 2
∫ ⊕
R+
CE− 12+iS dS, Jmin = E = ς(ε+ ε
′), (9d)
where j, j′ ≥ − 12 and s, s′ > 0, the function ς is defined by
ς(x) =
{
0 if x ∈ Z
1
2 if x ∈ 12 + Z,
(10)
all the sums are in integer steps and it is to be understood that
⊕b
J=a vanishes if b < a. Notice in particular
that only representations in the Plancherel decomposition appear in the Clebsch–Gordan decomposition,
even when we consider couplings involving discrete representations with j = − 12 . Moreover, the trivial
representation F0 does not appear in any of the representations. The factor 2 in (9d) denotes that each
continuous representation appears twice in that decomposition.
c. Coupling of finite and infinite-dimensional representations In order to make use of the full potential
of tensor operators, we will need to know how the finite-dimensional representations couple with those in the
discrete and continuous series; these couplings were studied in detail in [13]. One has
Fγ ⊗D±j =
j+γ

J=j−γ
D˜±J , (11)
with the restriction j > γ − 1 and
Fγ ⊗ Cεj =
j+γ

J=j−γ
C˜EJ , E = ς(γ + ε), (12)
with the restriction that, if j ∈ Z/2, j > γ − 1 or j < −γ. Here  denotes a direct sum only with respect to
the vector space structure: the subspaces appearing in the decomposition will not be orthogonal. Moreover,
we denoted the representations on the r.h.s as D˜ and C˜ because, with the inner product inherited from the
coupling, they have a different Hilbert space structure than the usual representations: namely, the standard
basis vectors |j,m〉 are orthogonal to each other but not normalized to 1. They can be brought to the
standard form through a representation isomorphism which will not, however, be an isometry.
d. Clebsch–Gordan coefficients and label notation So far our results of recoupling theory are very
heterogeneous. In order to have a uniform notation across different cases, we will introduce a new convention:
the quantum number j ∈ C will become a label, i.e. we will, with abuse of notation, continue to call j the
pair (j, α), where
α ∈ {D+, D−, C0, C 12 , F } (13)
is a symbol denoting the representation class. The label j now completely determines the representation,
which we can denote by ρj : SU(1, 1)→ GL(Vj), where Vj is the vector space spanned by the standard basis
|j,m〉. The set of possible m values will be denoted by Mj .
Consider now a generic coupling ρj ⊗ ρj′ . If a decomposition exists, we are going to denote by D(j, j′) the
set containing the labels of all representations appearing in it. One has
|J,M〉 =
∑
m,m′
A(j,m; j′,m′|J,M) |j,m〉 ⊗ |j′,m′〉 , J ∈ D(j, j′), M ∈Mj , (14)
5where the A(j,m; j′,m′|J,M)’s are the Clebsch–Gordan coefficients of the decomposition, i.e. the components
of the linear map A between the coupling and its decomposition. To account for the case Fγ ⊗ ρj , in which
this map is generally not unitary, we will write
|j,m〉 ⊗ |j′,m′〉 =
∫
D(j,j′)
dξ(J)
∑
M∈MJ
B(J,M |j,m; j′,m′) |J,M〉 , (15)
where the B(J,M |j,m; j′,m′)’s are the components of A−1, which we may call inverse Clebsch–Gordan
coefficients. The integral is taken with respect to a measure ξ defined as follows: let Dα(j, j′) ⊆ D(j, j′)
denote the subset of labels with representation class α; then
ξ|Dα :=
{
λ if |Dα| = |R|∑
J∈Dα δJ if |Dα| = |N|,
(16)
where λ is the Lebesgue measure and δJ is the Dirac measure defined by
δJ(A) =
{
1 if J ∈ A
0 if J 6∈ A. (17)
Clebsch–Gordan coefficients possess many interesting properties. It follows from their definition that they
satisfy the orthogonality relations∫
dξ(J)
∑
M
A(j,m; j′,m′|J,M)B(J,M |j, n; j′, n′) = δm,n δm′,n′ (18a)
∑
m,m′
B(J,M |j,m; j′,m′)A(j,m; j′,m′|J ′,M ′) = δ(J, J ′) δM,M ′ , (18b)
where
δ|Dα×Dβ

is a Dirac delta if α = β and |Dα| = |R|
is a Kronecker delta if α = β and |Dα| = |N|
identically vanishes if α 6= β.
(19)
Moreover, they can be normalized so that
A(j,m; j′,m′|J,M) ≡ B(J,M |j,m; j′,m′), (20)
so that we may refer to both of them as Clebsch–Gordan coefficients. With this normalization, they satisfy
the recursion relations
C±(J,M)A(j,m; j′,m′|J,M ± 1) =C±(j,m∓ 1)A(j,m∓ 1; j′,m′|J,M)
+ C±(j′,m′ ∓ 1)A(j,m; j′,m′ ∓ 1|J,M). (21)
The explicit values of some Clebsch–Gordan coefficients we will use, those of the couplings F 1
2
⊗ ρj with
arbitrary j, are presented in Table I.
B. Classical tensors
We would like to construct classical SU(1, 1) tensors, where the infinitesimal action of SU(1, 1) is implemented
by a Poisson bracket. The first step is to realize the su(1, 1) commutation relations (4) at the classical level,
i.e. using a Poisson bracket. We consider therefore the elements x+ ∈ C, x0 ∈ R which satisfy the 3d real
Poisson algebra isomorphic to su(1, 1)
x− ≡ x+, {x+, x−} = 2i x0, {x0, x±} = ∓i x±. (22)
6J = j − 1
2
J = j + 1
2
µ = − 1
2
−
√
j+M+ 1
2√
2j+1
√
j−M+ 1
2√
2j+1
µ = + 1
2
√
j−M+ 1
2√
2j+1
√
j+M+ 1
2√
2j+1
Table I. Values of the Clebsch–Gordan coefficient B(J,M | 1
2
, µ; j,M − µ) with arbitrary j.
We will use these elements to generate su(1, 1) transformations, i.e. infinitesimal SU(1, 1) transformations. A
tensor is a set of functions that transforms as a SU(1, 1) representation (or the tensor product of SU(1, 1)
representations). For example, we can consider the tensor tjm which corresponds to one of the irreducible
representations ρj discussed in the previous section. As such, the tensor t
j
m should transform in a similar
way as (6), under the infinitesimal action of SU(1, 1), i.e.
{x±, tjm} = −i C±(j,m) tjm±1 =
√
j ∓m
√
j ±m+ 1 tjm±1, {x0, tjm} = −im tjm. (23)
Considering a unitary ρj would mean that t
j has an infinite number of components. We are going to
focus instead on the finite-dimensional (non-unitary) representation Fγ , so that t
γ has a finite number of
components. We will consider in particular scalars (γ = 0), spinors (γ = 1/2) and vectors (γ = 1). We
will consider also the tensor t
1
2
∗⊗ 12 given by the SU(1, 1) fundamental representation. To construct the
latter, we need to introduce the notion of contravariant tensor, built from the dual representation F ∗γ . Since
we are dealing with finite-dimensional representations, the dual representation F ∗γ is isomorphic to the
finite-dimensional representation Fγ . As recalled in appendix A, the isomorphism is obtained as
〈γ, µ| ∈ V ∗γ 7→ (−1)µ |γ,−µ〉 ∈ Vγ . (24)
We can therefore introduce the contravariant tensor
tγ
∗
m = (−1)mtγ−m, {x±, tγ
∗
m } = i C±(γ,−m) tγ
∗
m , {x0, tγ
∗
m } = im tγ
∗
m . (25)
A nice property of tensors is that we can concatenate them to obtain new tensors, just like we can concatenate
representations, using Clebsch–Gordan coefficients; in fact,
tγµ =
∑
µ1,µ2
A(γ1, µ1; γ2, µ2|γ, µ) tγ1µ1tγ2µ2 , γ ∈ D(γ1, γ2), µ ∈Mγ (26)
is the µ component of a tensor of rank γ, as can be checked using the recursion relations for the Clebsch–Gordan
coefficients.
We are interested in finding the “spinor” variables, that is a set of variables t
1
2
± 12
≡ t± ∈ C such that
{x±, t±} = 0, {x±, t∓} = t±, {x0, t±} = ∓ i2 t±. (27)
In the following, it will be convenient to consider two spinors t˜ =
(
t˜−
t˜+
)
, t =
(
t−
t+
)
∈ C2. The Poisson
brackets in (22) and (27) are realized if we set
x± = ±i t±t˜±, x0 = − 12
(
t−t˜+ + t+t˜−
)
, (28)
with
{t˜+, t−} = {t+, t˜−} = −i, {t˜+, t˜−} = {t+, t−} = {t˜+, t+} = {t˜−, t−} = 0. (29)
As such, we are considering a (complex) symplectic form on C4 3 (t, t˜), which is not the canonical one.
Note that we have to implement the reality constraints x− = x+, and x0 = x0, so that we need to reduce
7our parametrization space C4 to a smaller space. There are two natural choices to implement the reality
constraints,
t− = t˜+, t˜− = t+ or t− = −t˜+, t˜− = −t+, (30)
which reduce C4 to C2 equipped with the canonical symplectic form.
We can concatenate the spinors t˜ and t to form a scalar in the following way. We use the Clebsch–Gordan
coefficient A( 12 , µ1;
1
2 , µ2|0, 0) = (−1)
1
2−µδµ1,−µ2 to define a bilinear form (notice that it is not diagonal, so
the order we set the vectors is important)
B(t, t˜) = −
√
2
∑
µ1,µ2
A( 12 , µ1;
1
2 , µ2|0, 0) tµ1 t˜µ2 = (−1)
1
2+µtµt˜−µ = −t+t˜− + t−t˜+ ≡ 〈τ |τ〉, (31a)
B(t˜, t) = −
√
2
∑
µ1,µ2
A( 12 , µ1;
1
2 , µ2|0, 0) t˜µ1tµ2 = (−1)
1
2+µt˜µt−µ = −t˜+t− + t˜−t+ ≡ [τ |τ ] = −〈τ |τ〉, (31b)
B(t˜, t˜) = −
√
2
∑
µ1,µ2
A( 12 , µ1;
1
2 , µ2|0, 0) t˜µ1 t˜µ2 = (−1)
1
2+µt˜µt˜−µ ≡ [τ |τ〉 = 0, (31c)
B(t, t) = −
√
2
∑
µ1,µ2
A( 12 , µ1;
1
2 , µ2|0, 0) tµ1tµ2 = (−1)
1
2+µtµt−µ ≡ 〈τ |τ ] = 0. (31d)
We have introduced the (square) bra-ket notation as it is convenient to keep track of the nature of the spinor.
The kets |τ〉 and |τ ] are the initial spinors, respectively t˜ and t, whereas [τ | and 〈τ | are contravariant spinors,
as defined in (25); explicitly
|τ〉 ≡ t˜, |τ ] ≡ t (32)
and
〈τ | ≡ ((−1) 12−µt−µ)µ = (−t+, t−), [τ | ≡ ((−1) 12−µt˜−µ)µ = (−t˜+, t˜−). (33)
Out of the spinor variables t and t˜, using (26), we can also define a vector
Xµ =
∑
µ1,µ2
A( 12 , µ1;
1
2 , µ2|1, µ)tµ1 t˜µ2 with X±1 = t±t˜±, X0 =
1√
2
(t−t˜+ + t+t˜−); (34)
we can explicitly check that
{x±, X±} = 0, {x∓, X±} =
√
2X0, {x±, X0} =
√
2X±, {x0, X±} = ∓i
√
2X±, {x0, X0} = 0. (35)
We note that the components Xi are related to the su(1, 1) generators xi by
X±1 = ∓i x±, X0 = −
√
2x0, Xi = 〈τ |σi|τ〉, (36)
with
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
, σ0 =
( −1 0
0 1
)
. (37)
By construction, having in mind the constraints (30), we have that X+ = X−, X0 = X0. The classical
analogue q of the su(1, 1) Casimir is proportional to the norm of X, as
|X|2 =
√
3
∑
m1,m2
A(1,m1; 1,m2|0, 0)Xm1Xm2 = 2X+X− −X20 = 2(x+x− − x20) = 2q. (38)
A SU(1, 1) group element represented in the fundamental representation is
g =
(
α β
β α
)
∈ SU(1, 1), |α|2 − |β|2 = 1. (39)
8It is a matrix, hence it can be seen as the tensor product of spinor and a contravariant spinor g ∼ t 12 ⊗ t 12 ∗ .
Taking into account that we must have det g = 1, we consider the spinorial representation for g as
g =
−i√〈τ |τ〉√〈w|w〉 (|w〉[τ | − |w]〈τ |) = −i√〈τ |τ〉√〈w|w〉
( −w˜−t˜+ +w−t+ −w−t− + w˜−t˜−
−w˜+t˜+ +w+t+ −w+t− + w˜+t˜−
)
, (40)
with 〈τ |τ〉 = 〈w|w〉. We can check that det g = 1 and that {gij , gkl} = 0. As an element of SU(1, 1), we
also require the constraints g11 = g22 and g12 = g21; if one uses the constraints (30), they are automatically
satisfied. The inverse holonomy is given by
g−1 =
i√〈τ |τ〉√〈w|w〉 (|τ〉[w| − |τ ]〈w|) . (41)
Using the matching constraint 〈w|w〉 = 〈τ |τ〉, we have{
g|τ〉 = i|w], g|τ ] = i|w〉,
〈w|g = −i[τ |, [w|g = −i〈τ | and
{
g−1|w〉 = −i|τ ], g−1|w] = −i|τ〉,
〈τ |g−1 = i[w|, [τ |g−1 = i〈w|. (42)
Using their expression in terms of the spinors, we can also calculate the Poisson bracket between the xi
and the SU(1, 1) matrix elements, to recover the full phase space structure of T ∗SU(1, 1). Hence, as expected,
the spinors provide a nice parametrization of T ∗SU(1, 1), with
{x+, x−} = 2ix0, {x0, x±} = ∓ix±, {gij , gkl} = 0, {xα, gij} = −(gσα)ij , (43)
where the σα, α = ±, 0 are given in (36).
C. Tensor operators
1. Definition and Wigner–Eckart theorem
At the representation theory level, we are interested in a set of operators that transform as vectors in a
finite-dimensional representation2 under the action of the group. Explicitly, let
ρj : SU(1, 1)→ GL(Vj) (44)
denote any irreducible SU(1, 1) representation, where j is to be thought as a label including, in addition
to its numerical value, the class of the representation (e.g. continuous, discrete positive). Given two such
representations ρj1 and ρj2 one can associate to them a new representation
R : SU(1, 1)→ GL(Lin(Vj1 , Vj2)) (45)
defined by
R(g)A = ρj2(g)Aρj1(g)
−1, ∀A ∈ Lin(Vj1 , Vj2). (46)
An (irreducible) tensor operator of rank γ ∈ N0/2 is an intertwiner between R and the finite-dimensional
representation Fγ , i.e. a linear map
T γ : Vγ → Lin(Vj1 , Vj2) (47)
such that
R(g) ◦ T γ = T γ ◦ Fγ(g), ∀g ∈ SU(1, 1). (48)
2 The representation need not be finite-dimensional [12], but we will only consider this case here.
9As usual with linear maps, the components of a tensor operator (in a given basis) are defined by evaluating it
on basis vectors: with our standard basis they are the linear maps T γµ : Vj1 → Vj2 defined by
T γµ := T
γ (|γ, µ〉) , µ ∈Mγ = {−γ, . . . , γ } . (49)
Equation (48) can be rewritten in terms of these components by evaluating both sides on each |γ, µ〉, to get
ρj2(g)T
γ
µ ρj1(g)
−1 =
∑
ν∈Mγ
〈γ, ν|Fγ(g)|γ, ν〉T γν , ∀g ∈ SU(1, 1). (50)
Differentiating at the identity we obtain, at the Lie algebra level, that
ρj2(X)T
γ
µ − T γµ ρj1(X) =
∑
ν∈Mγ
〈γ, ν|Fγ(X)|γ, ν〉T γν , ∀X ∈ su(1, 1), (51)
which in terms of the generators can be written in the compact form
[J0, T
γ
µ ] = µT
γ
µ , [J±, T
γ
µ ] = C±(γ, µ)T
γ
µ±1; (52)
this can be seen as the quantum version of (23). One can show that the definitions at the group and algebra
level are equivalent [16].
Tensor operators possess two extremely useful properties. First of all, they can be combined to build other
operators of greater or smaller rank: explicitly, the operator defined by∑
µ1,µ2
A(γ1, µ1; γ2, µ2|γ, µ)T γ1µ1T γ2µ2 , γ ∈ D(γ1, γ2), µ ∈Mγ (53)
is the µ component of a tensor operator of rank γ, as can be checked by making use of the Clebsch–Gordan
recursion relations.
A second, more profound feature of tensor operators lies in the Wigner–Eckart theorem, which roughly
states that the matrix elements of a tensor operator between two irreducible representations are proportional
to a Clebsch–Gordan coefficient, the proportionality factor being the same for every matrix element. Explicitly,
let T γ be a tensor operator of rank γ between two representations ρj and ρj′ . When the decomposition of
Fγ ⊗ ρj exists, the matrix elements of the components of T γ are of the form
〈j′,m′|T γµ |j,m〉 = 〈j′‖T γ‖j〉B(j′,m′|γ, µ; j,m), (54)
where the reduced matrix element 〈j′‖T γ‖j〉 ∈ C does not depend on µ, m or m′.
This theorem, originally formulated for SU(2), is known to be valid more generally for compact groups,
and it was proved for the particular non-compact case of SU(1, 1) in [13]. An overview of the proof of the
theorem is presented in Appendix ??.
2. Spinor and vector operators for SU(1, 1)
We want to solve (52) in the case γ = 1/2, 1. We shall discuss the case γ = 0 in section IV A. Due
to the Wigner–Eckart theorem, we know the matrix elements of T γ modulo the reduced matrix element.
Furthermore, just like in the classical case, we want to reconstruct the vector operator, whose components
are proportional to the su(1, 1), from the spinor operators. This requirement essentially fixes the reduced
matrix element for both γ = 1/2 and γ = 1.
For the spinor case, we want to solve
[J0, T±] = ± 12T±, [J±, T∓] = C±( 12 ,∓ 12 )T±, [J±, T±] = 0, (55)
which is the quantum version of (27). We consider two solutions T and T˜ , which are characterized by the
chosen reduced matrix elements
〈j′‖T‖j〉 =
√
2j + 1 δj′,j+ 12 , 〈j
′‖T˜‖j〉 =
√
2j + 1 δj′,j− 12 . (56)
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As mentioned above, these normalizations are chosen so that we can recover the su(1, 1) generators out of the
spinor operators. With this normalization, the action of T and T˜ on a vector |j,m〉 belonging to a (unitary)
irreducible representation is
T− |j,m〉 =
√
j −m+ 1 |j + 12 ,m− 12 〉 , T+ |j,m〉 =
√
j +m+ 1 |j + 12 ,m+ 12 〉 ,
T˜− |j,m〉 = −
√
j +m |j − 12 ,m− 12 〉 , T˜+ |j,m〉 =
√
j −m |j − 12 ,m+ 12 〉 . (57)
It follows therefore that
[T+, T˜−] = [T˜+, T−] = 1, (58)
with all other commutators vanishing. We note that the tensor operators T and T˜ might send a unitary
representation to a non-unitary one. Indeed, if j is a continuous representation, then j = − 12 + is and j± 12 is
not a unitary representation anymore. As we shall see later on, this means that we will consider polynomials
of combinations of the type T T˜ or T˜ T in order to always retrieve a unitary representation in any case. The
vector operator given in terms of the generators is such an example.
Indeed, instead of γ = 1/2, we can focus on the case γ = 1 and solve (52) in this case. It is not difficult to
see that the su(1, 1) generators, properly rescaled
V0 = −
√
2J0, V±1 = ∓iJ± (59)
satisfy (52) with γ = 1. Vµ is then a vector operator. Instead of proceeding in this way, we can also recall
that a vector can be built out of spinors. We use the Clebsch–Gordan coefficients to concatenate the spinor
operators to form a vector operator.
Vµ =
1
2∑
µ1=− 12
1
2∑
µ2=− 12
〈 12 , µ1; 12 , µ2|1, µ〉 Tµ1 T˜µ2 . (60)
The choice of reduced matrix element for the spinor in (56) is essential to recover the generators Ji. We have
explicitly,
J± = ±iT±T˜±, J0 = − 12
(
T−T˜+ + T+T˜−
)
. (61)
3. Quantization of classical tensors
In section I B, we have defined the notion of classical tensors. We have constructed the classical spinors t, t˜
and the vector X. In the previous section, we have constructed the spinor and vector operators, and it is
natural to ask whether they can be seen as the quantization of their classical counter-parts. It is enough to
focus on the spinors, since they are the building blocks from which any other tensor is built.
At the classical level, we started with a pair of spinors (t, t˜) ∈ C4. We built the generators xi and the
holonomy g out of these variables. Due to the reality constraints that both xi and g have to satisfy, we had
constraints on (t, t˜): we could therefore reduce the number of independent variables to C2. We found two
natural constraints in (30).
Let us now discuss the quantization procedure. A priori, we have a choice: we can first implement the
reality constraint, then quantize, or alternatively first quantize, then implement a quantum version of the
reality constraints. Since we have different types of operators (e.g. different adjointness properties, possibly
sending unitary representations to non-unitary representations) according to the space on which they act
on, positive or negative discrete series and continues series, we need to be cautious and make a study case
by case. We first consider the case where we quantize the tensors and then find a quantum version of the
necessary reality conditions.
The (non-zero) Poisson brackets on C4 are straightforward to quantize as
t˜→ T˜ , t→ T, {t˜+, t−} = −i→ [T˜+, T−] = 1, {t+, t˜−} = −i→ [T+, T˜−] = 1. (62)
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We consider now the natural reality constraints (30) we found. They are easily quantized as
t± =
{
−t˜∓
t˜∓
→ T± =
{
−T˜ †∓
T˜ †∓.
(63)
A quick look at the spinor operators action shows that these constraints are actually realized when acting on
the discrete series; we have indeed
T± =
{
−T˜ †∓ when acting on D+j
T˜ †∓ when acting on D
−
j .
(64)
With these reality conditions, we see that we can use a pair of quantum harmonic oscillators (a, a†), (b, b†)
satisfying
[a, a†] = [b, b†] = 1, (65)
with all other commutators vanishing, to represent our spinor operators; explicitly
T =
(
ib
−a†
)
, T˜ =
(
a
ib†
)
for D+j
T =
(
−ib†
a
)
, T˜ =
(
a†
ib
)
for D−j .
(66)
With this parametrization, we recover the usual Schwinger–Jordan representation of the su(1, 1) generators
J+ = a
†b†, J− = ab, J0 =
{
1
2
(
a†a+ b†b+ 1
)
for D+j
− 12
(
a†a+ b†b+ 1
)
for D−j .
(67)
When acting on the continuous representations, things are more complicated. Indeed, in this case, the
spinor operators are not related by the adjoint, but only the transpose, i.e.
〈j + 12 ,m± 12 |T±|j,m〉 = ∓〈j,m|T˜∓|j + 12 ,m± 12 〉 , (68)
since j is now complex. One might then wonder whether, when acting on the continuous representation, one
can still recover
J+ = J
†
−; (69)
this will be true since the combinations iT+T˜+ and −iT−T˜− have real coefficients when acting on the
continuous series, as
J± |j,m〉 = ±iT±T˜± |j,m〉 = i
√
j ∓m
√
j ±m+ 1 |j,m± 1〉 = C±(j,m) |j,m± 1〉 . (70)
The coefficients C±(j,m) are real3 and hence it is easy to see that we still have that J+ = J
†
− when expressing
the generators in terms of the spinor operators.
The other possible scheme of quantization, “reduce the reality conditions, then quantize” would also work
easily for the discrete series, when using the reality constraints (30). However, for continuous representations,
it is not clear how it would work, since the standard way to quantize two variables that are complex conjugate
to each other is to say that their quantum versions are related through the adjoint.
To summarize, we recovered the well-known Schwinger–Jordan trick for su(1, 1), previously only known for
the discrete series. We have an extension to the continuous series [13], but of course not in term of the usual
harmonic oscillators.
3 Explicitly C±(− 12 + is,m)2 = s2 + 1/4 + m(m∓ 1) > 0, ∀m ∈M = ε + Z.
12
discrete positive discrete negative continuous
T± = −T˜ †∓ T˜ †∓ ∓T˜ t∓
Table II. The spinor operators T , T˜ are not independent of each other. Their relations depend on the Hilbert space
they act on. We use the basis |j,m〉 to define the transpose and the adjoint.
The quantization of the holonomy given in (40) has some ordering ambiguity due to the quantization of
the inverse of 〈τ |τ〉 (and 〈w|w〉 ). Moreover, 〈τ |τ〉 itself can be quantized in different ways as
〈τ |τ〉 = t−t˜+ − t+t˜− →

T−T˜+ − T+T˜− = E
T−T˜+ − T˜−T+ = E + 1
T˜+T− − T+T˜− = E + 1
T˜+T− − T˜−T+ = E + 21,
(71)
where
E |j,m〉 = 2j |j,m〉 . (72)
For the term in the denominator, it is convenient to take one ordering choice which leads to E + 1 since it
has also the effect to regularize the denominator when j = 0. The sector in w is quantized in an analogous
way, but acts on covectors (bras), i.e.
|τ〉 → T˜ , |τ ]→ T, both acting on |j,m〉
|w〉 → T˜ , |w]→ T, both acting on 〈j,m|
〈τ |τ〉 → E + 1, 〈w|w〉 → E + 1,
(73)
with
〈j,m|E = 2j 〈j,m| . (74)
The matrix elements of the holonomy are easy to quantize, except for some ordering issues with the inverse
of E + 1. We have two natural quatization choices
g =
−i
(〈τ |τ〉〈w|w〉) 12 M  

M → M̂ =
(
−T˜− ⊗ T˜+ + T− ⊗ T+ −T− ⊗ T− + T˜− ⊗ T˜−
−T˜+ ⊗ T˜+ + T+ ⊗ T+ −T+ ⊗ T− + T˜+ ⊗ T˜−
)
g → ĝ = −i√
E+1
M̂ 1√
E+1
or − iM̂ 1E+1 .
(75)
The first ordering choice (symmetric in
√
E + 1) is in a way natural since when acting on the discrete series,
we have that gˆ11 = gˆ
†
22 and gˆ12 = gˆ
†
21; note however than when acting on the continuous series, we only have
that gˆ11 = gˆ
t
22 and gˆ12 = gˆ
t
21. The drawback of this ordering choice is that we cannot obtain from it the
Biedenharn–Elliott relation, which is key to construct the quantum Hamiltonian constraint (cf section IV C).
The second choice of ordering leads to the Biedenharn–Elliott relation but the quantum matrix elements are
not adjoint to each other unless one renormalizes4 the scalar product for the |j,m〉.
II. CLASSICAL DESCRIPTION OF LORENTZIAN 3D LQG
We recall now the standard construction of the LQG phase space (see for example [4]), specializing it
to the SU(1, 1) case. The triad and connection (e, ω) are discretized into the flux and holonomy variables
4 We thank E. Livine for discussions on this point.
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Figure 1. The information about fluxes is now encoded by a pair of spinors.
(X, g) ∈ T ∗SU(1, 1). More precisely we consider a graph Γ and looking at an edge e, we associate to the
vertices of the edge the flux, whereas the edge is associated with the holonomy (cf Fig. 1). The flux X˜ is the
flux parallel transported through the holonomy g.
The idea behind the spinorial framework is to replace the fluxes and holonomies by attaching a pair of
spinors |τ〉, |τ ] at each vertex. Given an edge, the two pairs of spinors provide the full information about
T ∗SU(1, 1), since we can reconstruct from them the flux (cf (34)) or the holonomy (cf (40)). This is unlike
the (X, X˜) variables which specify the holonomy only modulo a phase (a boost or a rotation according to the
nature of X and X˜).
The dynamics of gravity is encoded by two constraints, the Gauss constraint and the flatness constraint. The
Gauss constraint is discretized at the vertices of Γ. The discretized constraint corresponds to an (infinitesimal)
SU(1, 1) invariance at the vertex. Due to the proportionality between the fluxes and the su(1, 1) generators,
this invariance can be interpreted as saying that the total flux at each vertex is zero, i.e.∑
i
Xi = 0. (76)
One should be aware that this is merely an accident. When dealing with quantum groups, the invariance
under the quantum group cannot be interpreted as saying that what plays the role of the fluxes sums up to
zero[5].
Given a vertex v, we can construct a set of functions which commute with the Gauss constraint, and as
such they will be called observables. They are defined in terms of the spinors living on different legs of the
vertex and they are therefore SU(1, 1) invariant. These functions are
fab ≡ B(ta, tb) = 〈τa|τb], f˜ab ≡ B(t˜a, t˜b) = [τa|τb〉,
eab ≡ B(ta, t˜b) = 〈τa|τb〉, e˜ab ≡ B(t˜a, tb) = [τa|τb] = −eba.
(77)
The observables fab and f˜ab are not all independent when considering some reality conditions: for example,
if one uses either of the reality conditions t˜± = −t∓ or t˜± = t∓ on both of the legs a and b, we get that
f˜ab = fab. If instead we use t˜± = −t∓ on leg a and t˜± = t∓ on leg b (or vice versa), we get f˜ab = −fab.
The functions e, e˜, f and f˜ satisfy the closed Poisson relations
{eab, ecd} = −i(δcb ead − δad ecb), (78a)
{eab, fcd} = −i(δbc fad − δbd fac), (78b)
{eab, f˜cd} = −i(δad f˜bc − δac f˜bd), (78c)
{fab, f˜cd} = −i(δcb ead − δad e˜cb − δcaebd + δbde˜ca), (78d)
{fab, fcd} = {f˜ab, f˜cd} = 0. (78e)
As it is well-known now in the Euclidean case, we can use these observables to generate the standard LQG
observables, which are now expressed in terms of the observables associated to the intertwiners. The flatness
constraint is discretized by asking that the product of the holonomies around each face f of the graph is the
identity, i.e. ∏
e∈f
ge = 1. (79)
V. Bonzom and his collaborators realized that this constraint (in the Euclidean case) can be recast in a
natural constraint involving the fluxes [3] or the spinors [4], according to the initial choice of variables on the
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graph. Essentially, one projects the flatness constraints on the basis provided by the spinors, to obtain a
set of scalar constraints. The physical interpretation is that the scalar product of two spinors at a vertex is
left invariant when parallel transporting the spinors (the fluxes) along the edges around the relevant face.
Since one has different types of spinors, one obtains different scalar constraints. Without loss of generality,
we can focus on a triangular face of the graph, such as in Fig. 2. Sitting at the vertex between g2 and g3 and
Figure 2. The flatness constraint on the triangular face is g2g
−1
4 g3 = 1.
proceeding clockwise (i.e. along the cycle 〈342〉), the constraints are then
H
[〉
342 := [w2|(1− g2g−14 g3)|τ3〉〈w2|τ3], H〈〉342 := 〈w2|(1− g2g−14 g3)|τ3〉[w2|τ3],
H
〈]
342 := 〈w2|(1− g2g−14 g3)|τ3][w2|τ3〉, H []342 := [w2|(1− g2g−14 g3)|τ3]〈w2|τ3〉.
(80)
The constraint (79) is actually a set of 3 real scalar constraints: in fact g2g
−1
4 g3, as a SU(1, 1) group
element, is parametrized by 3 real parameters, so that the constraint
1− g2g−14 g3 = 0 (81)
has 3 (real) degrees of freedom. The four complex constraints in (80), being proportional to the matrix
elements of (81), are equivalent to it and thus carry the same degrees of freedom.
Using the parallel transport of the spinors, we can simplify the expression of the previous Hamiltonian
constraints. We can in particular express them in terms of the vertex observables eab, fab, f˜ab. For example,
using (42) for 〈w2|g2 and g3|τ3], we have that
H
〈]
342 = 〈w2|(1− g2g−14 g3)|τ3][w2|τ3〉
=
(〈w2|τ3]− [τ2|g−14 |w3〉) [w2|τ3〉
=
(
〈w2|τ3]− [τ2|
(
i
|τ4〉[w4| − |τ4]〈w4|√〈τ4|τ4〉√〈w4|w4〉
)
|w3〉
)
[w2|τ3〉
=
(
f23 − i
(
f˜24f˜43 − e˜24e43
)
e−14
)
f˜23
= f32f˜32 − i
(
e43e˜24 − f˜43f˜24
)
e−14 f˜32,
(82)
where we used that 〈τ4|τ4〉 = 〈w4|w4〉 = e44 =: e4, fab = −fba and f˜ab = −f˜ba.
Different sets of constraints can be obtained by considering the other possible cycles; the general expression
for them is
H
[〉
abc =f˜acfac + i
(
eabe˜bc − fabfbc
)
e−1b fac, H
〈〉
abc =e˜aceac + i
(
eabf˜bc − fabebc
)
e−1b eac,
H
〈]
abc =facf˜ac − i
(
e˜abebc − f˜abf˜bc
)
e−1b f˜ac, H
[]
abc =eace˜ac − i
(
e˜abfbc − f˜abe˜bc
)
e−1b e˜ac,
(83)
with
〈abc〉 = 〈234〉 , 〈342〉 , 〈423〉 . (84)
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The counter-clockwise cycles 〈432〉, 〈243〉 and 〈324〉 are ignored as they yield the same constraints as their
clockwise counterparts.
One can check by direct computation that
H
[〉
abc +H
〈]
abc −H〈〉abc −H []abc = eaec tr(1− g2g−14 g3), (85)
by making use of the property of the trace
tr(ABC) = tr(CAB) = tr(BCA). (86)
III. RELATIVISTIC SPIN NETWORKS
We would like to quantize the classical LQG data we have just described. In this section, we construct the
kinematical Hilbert, given in terms of SU(1, 1) spin networks. L. Freidel and E. Livine have studied in details
spin networks defined for a non-compact group [17]. Due to the non-compacticity of the group, divergencies
might arise, but they prescribed a way to deal with them. They used spin networks represented as functions
over the group, whereas we here are interested in spin networks defined in terms of representations (the dual
picture); we review therefore the SU(1, 1) spin networks from the representation point of view.
The SU(1, 1) recoupling theory has been recalled in section I A. We mainly focus on the fundamental
building block of a spin network, namely the 3-valent intertwiner. We also discuss the 4-valent intertwiner, as
it allows to introduce the Racah coefficient. Finally, we recall the scalar product we can use in our framework,
to equip the vector space of spin networks with a Hilbert space structure.
A. Intertwiners
Intertwiners are the morphisms in the category of (linear) group representations, i.e. structure-preserving
maps from one representation to another. They are defined as follows: an intertwiner between two arbitrary
representations
ρ : SU(1, 1)→ GL(V ), pi : SU(1, 1)→ GL(W ), (87)
not necessarily irreducible, is a linear map ψ : V →W such that
ψ ◦ ρ(g) = pi(g) ◦ ψ, ∀g ∈ SU(1, 1). (88)
The set of all possible intertwiners from ρ to pi forms a vector space, which will be denoted by HomG(ρ, pi),
where G := SU(1, 1).
We will only work with intertwiners between representations that are either irreducible or a tensor product
of irreducible ones5. We will call an intertwiner
ψ :
k⊗
a=1
Vja →
n⊗
b=r+1
Vjb (89)
an n-valent intertwiner and, for reasons that will become clear shortly, we will say it has k incoming legs and
(n− k) outgoing ones.
Of particular interest are the 3-valent intertwiners. The vector space HomG(ρj1 ⊗ ρj2 , ρj3), if the de-
composition of ρj1 ⊗ ρj2 exists, is completely specified by this decomposition. In fact, one can show that
a non-vanishing intertwiner only exists if ρj3 appears in the decomposition; the number of independent
intertwiners equals the multiplicity of ρj3 in the decomposition (1 or 2 for the known decompositions). These
basis elements will be denoted by
: |j1,m1〉 ⊗ |j2,m2〉 ∈ Vj1 ⊗ Vj2 7→
∑
m3∈Mj3
B(j3,m3|j1,m1; j2,m2) |j3,m3〉 ∈ Vj3 , (90)
5 When speaking of products we assume none of the representations involved is the trivial one, for obvious reasons.
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where we assume j3 also includes an appropriate label for multiplicities, when necessary. On the l.h.s. we used
a graphical notation for the map, which will turn out to be very useful. It is to be read this way: incoming
representations (legs) are on the left, while outgoing ones are on the right; an arrow will be used to make the
direction clear if needed.
Analogously, the basis elements for HomG(ρj3 , ρj1 ⊗ ρj2) are given by the intertwiners
: |j3,m3〉 ∈ Vj3 7→
∑
m1∈Mj1
m2∈Mj2
A(j1,m1; j2,m2|j3,m3) |j1,m1〉 ⊗ |j2,m2〉 ∈ Vj1 ⊗ Vj2 . (91)
Moreover, we will denote the unique intertwiner in the 1-dimensional space HomG(ρj , ρj) by
≡ idVj . (92)
The two kinds of 3-valent intertwiners can be used as building blocks of all the others, provided that the
necessary Clebsch–Gordan decomposition exist. This can be achieved by composing intertwiners, to obtain
maps on bigger representations; with our graphical notation, this amount to “glueing” them together.
We will call any such composition of intertwiners a spin network. Note that, when working with unitary
representations, there is no way to obtain a closed spin network6 with this glueing procedure, as the trivial
representation F0 does not appear in any recoupling of infinite-dimensional representations. Closing a spin
network by tracing, which graphically amounts to connecting an incoming leg with an incoming one of the
same intertwiner, leads to divergencies, which will have to be dealt with. In this article however we are only
interested in the nodes inside a spin network, which would be unaffected by any regularization procedure.
B. Racah coefficients
Consider a 4-valent intertwiner ψ with 3 incoming legs ρj1 ⊗ ρj2 ⊗ ρj3 and a single outgoing one ρj : it will
generally not be unique, unless one of the representations involved is the trivial one. Two possible bases
of intertwiners, whose linear combinations can be used to construct any 4-valent one of this type can be
obtained by exploiting the associativity of tensor products, i.e.
Vj1 ⊗ Vj2 ⊗ Vj3 ∼= (Vj1 ⊗ Vj2)⊗ Vj3 ∼= Vj1 ⊗ (Vj2 ⊗ Vj3). (93)
Assuming the decomposition in irreducible representations of Vj1 ⊗ Vj2 exists, the generic ψ can be written as
a linear combinations of the intertwiners
, j12 ∈ D(j1, j2); (94)
analogously, if Vj2 ⊗ Vj3 is decomposable, the intertwiners
, j23 ∈ D(j2, j3) (95)
form a basis as well. We will now study how the two bases are related to each other.
First notice that7
∑
j12,j
=
∑
j23,j
= , (96)
6 i.e. an element of HomG(F0, F0).
7 To simplify notation, the range of the j’s in the summation is omitted: it is implied to only assume the values for which a
non-vanishing intertwiner exists. Moreover, when a subset of labels j appears continuously in a decomposition, over that
subset the sum is to be considered an integration.
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as can be checked explicitly using the properties of Clebsch–Gordan coefficients. This equation can be “glued”
to the basis elements (94) to obtain
=
∑
j23,j′
. (97)
Now, the intertwiner
, (98)
having only one incoming and outgoing representation, must necessarily be proportional to the unique
intertwiner between j′ and j. Since the latter vanishes when j 6= j′, it must be
∝ δ(j, j′) , (99)
where the δ is to be considered a Dirac delta over continuous subsets in both D(j12, j3) and D(j1, j23), and a
Kronecker delta otherwise. The proportionality factor in (99), which we will call Racah coefficient, is given
by8 [
j1 j2 j12
j3 j j23
]
=
∑
m1,m2,m3
m12,m23
A(m1;m23|m)A(m2;m3|m23)B(m12|m1;m2)B(m|m12;m3), (100)
with m ∈Mj ; one can check using the Clebsch–Gordan recursion relations that the result does not depend
on which m one chooses. We finally get that
=
∑
j23
[
j1 j2 j12
j3 j j23
]
, (101)
i.e. the Racah coefficients are the components of the elements of one basis in terms of the other. An analogous
argument can be made for the basis elements (95). With our convention for the Clebsch–Gordan coefficients,
one can check that
= (102)
so that
=
∑
j12
[
j1 j2 j12
j3 j j23
]
. (103)
We stress there was no mention of unitary representations in our discussion of Racah coefficients. What
we presented is well-defined any time the appropriate Clebsch–Gordan decomposition exist. This means in
particular that we can consider Racah coefficients involving both unitary and non-unitary representations.
This will be relevant when discussing the quantum version of the observables e, f and f˜ .
8 To make the equation more readable the j’s were dropped. Which j goes where can be easily inferred by the subscripts on the
m’s: for example A(m1;m23|m) ≡ A(j1,m1; j23,m23|j,m).
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C. Hilbert space structure
We already mentioned that HomG(ρ, pi) is a vector space; we will show now how an inner product can be
defined naturally on it. This time we will also require that the irreducible representations are only the ones
appearing in the Plancherel decomposition.
The space of intertwiners can inherit an inner product space by requiring that9
HomG(
⊗
a ρja ⊕
⊗
b ρjb ,
⊗
c ρjc) ≡ HomG(
⊗
a ρja ,
⊗
c ρjc)⊕HomG(
⊗
b ρjb ,
⊗
c ρjc). (104)
It is then easy to convince oneself that the composition of two intertwiners belongs to (a space isomorphic to)
the tensor product of their respective intertwiner spaces, so that, for example,
HomG(ρj1 ⊗ ρj2 , ρj3 ⊗ ρj4) =
∫ ⊕
dξ(j) HomG(ρj1 ⊗ ρj2 , ρj)⊗HomG(ρj , ρj3 ⊗ ρj4) (105)
or
HomG(ρj1 ⊗ ρj2 ⊗ ρj3 , ρj) =
∫ ⊕
dξ(j12) HomG(ρj1 ⊗ ρj2 , ρj12)⊗HomG(ρj12 ⊗ ρj3 , ρj). (106)
We can repeat this process until we only have sums of products of 3-valent spaces, so that it only remains to
define the inner product on the latter. This is easily achieved:
• when the space is one dimensional there is only one basis vector which we may normalize to 1;
• when the space is two dimensional, i.e. there is multiplicity, we choose the two basis elements to be
orthonormal.
One can check explicitly that this is consistent with the possibility of using different decompositions for the
same space, e.g.
HomG(ρj1 ⊗ ρj2 ⊗ ρj3 , ρj) =
∫ ⊕
dξ(j23) HomG(ρj2 ⊗ ρj3 , ρj23)⊗HomG(ρj1 ⊗ ρj23 , ρj), (107)
so that the procedure is well defined.
Restricting ourselves to representations in the Plancherel decomposition makes our construction possible,
as it guarantees that the direct sums in the Clebsch–Gordan decomposition are orthogonal. However, one
should note that if, instead, we only use finite-dimensional representations, the same will be true and the
inner product will still be well defined.
IV. 3D LORENTZIAN LQG AND LORENTZIAN PONZANO–REGGE MODEL
In this section, we first construct the quantum version of the spinor observables and determine their
action on intertwiners. We highlight the fact that, in some cases, they might map unitary representations to
non-unitary ones. We then discuss some properties of the Racah coefficients, which are defined when involving
both unitary or non-unitary representations. We pinpoint in particular that the Biedenharn–Elliott relation
is very general and holds even when involving some finite-dimensional (hence non-unitary) representations.
Finally we show how the quantum version of the Hamiltonian constraint has in its kernel the Racah coefficient,
which generates the Lorentzian Ponzano–Regge model. The proof consists in showing that the quantum
Hamiltonian constraint implements a recursion relation, essentially the Biedenharn–Elliott, whose solution is
the Racah coefficient.
9 Note that it is always true that the l.h.s can be split in the sum of independent subspaces on the right: what we are really
requiring is for these subspaces to be orthogonal.
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A. Intertwiner observables
We want observables in LQG to be invariant under the action of the gauge group SU(1, 1): this is exactly
what scalar operators (tensor operators of rank 0) are. The usual observables we consider are those built
from the algebra generators, which are essentially the components of the vector operator V defined in (59).
When acting on a product of representations
⊗
a ρja they are defined as
Qab :=
√
3
2
∑
µ
A(1, µ; 1,−µ|0, 0)V aµ V b−µ = −Ja0 Jb0 +
1
2
(
Ja−J
b
+ + J
a
+J
b
−
)
, (108)
where V a denotes the operator acting only on representation a. Defining
J1 :=
1
2
(J+ + J−) ≡ −iX1, J2 := 1
2i
(J+ − J−) ≡ −iX2, (109)
we get the suggestive equality
Qab = η
ijJai J
b
j , η = diag(−1, 1, 1), (110)
where i and j are space-time indices.
When working in the spinorial setting, we can construct scalar operators by combining the two spinor
operators T and T˜ . The four kinds of operators we can get are
Eab = −
√
2
∑
µ
A( 12 , µ;
1
2 ,−µ|0, 0)T aµ T˜ b−µ = T a−T˜ b+ − T a+T˜ b−, (111a)
Fab = −
√
2
∑
µ
A( 12 , µ;
1
2 ,−µ|0, 0)T aµT b−µ = T a−T b+ − T a+T b−, (111b)
F˜ab = −
√
2
∑
µ
A( 12 , µ;
1
2 ,−µ|0, 0) T˜ aµ T˜ b−µ = T˜ a−T˜ b+ − T˜ a+T˜ b−, (111c)
E˜ab = −
√
2
∑
µ
A( 12 , µ;
1
2 ,−µ|0, 0) T˜ aµT b−µ = T˜ a−T b+ − T˜ a+T b− ≡ −Eba − 2δab1. (111d)
These operators are the quantum analogues of the classical observables (77); one should note, however, that
an ordering factor appears in the quantization of e˜ab. Just as in the classical case, they form a closed operator
algebra, with commutation relations
[Eab, Ecd] = δcbEad − δadEcb, (112a)
[Eab, Fcd] = δbcFad − δbdFac, (112b)
[Eab, F˜cd] = δadF˜bc − δacF˜bd, (112c)
[Fab, F˜cd] = δcbEad − δadE˜cb − δcaEbd + δbdE˜ca, (112d)
[Fab, Fcd] = [F˜ab, F˜cd] = 0. (112e)
Note that, when acting on the continuous class, the operators E,F, F˜ take unitary representations (in the
Plancherel decomposition) to a non-unitary ones10. As such, they are not proper observables when acting on
continuous representations; however, one can choose quadratic functions of these observables such that the
representation is sent to itself.
Due to the relation between T and T˜ , the operators we defined are not all independent. One has, in general,
F tab = F˜ab, E
t
ab = −E˜ab. (113)
10 The T operators would send − 1
2
+ is to is while T˜ would sent it to −1 + is, both of which would not be unitary anymore.
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In particular cases the transposes can be converted to adjoints; for example, if a and b both denote a
representation in the discrete positive (negative) class F tab = F
†
ab, while if one is them is discrete positive and
the other discrete negative F tab = −F †ab.
The operators we defined act on representations; their action can be extended to intertwiners as follows.
Let
ψ :
k⊗
a=1
|ja,ma〉 →
∑
mr+1
· · ·
∑
mn
α(m1, . . . ,mn)
n⊗
b=k+1
|jb,mb〉 (114)
be a generic n-valent intertwiner11, where α is a function depending on Clebsch–Gordan coefficients. The
condition for ψ to be an intertwiner is translated in terms of this functions asα(m1, . . . ,mn)
∑k
a=1ma = α(m1, . . . ,mn)
∑n
b=k+1mb∑k
c=1 C±(jc,mc)α(m
(in) ± δ(in)c ,m(out)) =
∑n
d=k+1 C∓(jd,md)α(m
(in),m(out) ∓ δ(out)d ),
(115)
where
m(in) := (m1, . . . ,mk), m
(out) := (mk+1, . . . ,mn) (116)
and
δ(in)c := (δ1c, . . . , δkc), δ
(out)
d := (δk+1,d, . . . , δnd). (117)
The intertwiner ψ can be also expressed in the form
ψ? :=
∑
m1
· · ·
∑
mn
α(m1, . . . ,mn)
n⊗
b=k+1
|jb,mb〉 ⊗
k⊗
a=1
〈ja,ma| , (118)
which does indeed return the same values when acting on
⊗
a Vja . However, (118) is not generally an element
of the Hilbert space
⊗
b VJb ⊗
⊗
a V
∗
ja
, since it does not generally have finite norm for infinite-dimensional
representations12: it is only to be regarded as a formal expression, similarly to the usual way of representing
the identity of a separable Hilbert space as ∑
i∈I
|i〉 〈i| , (119)
where {|i〉}i∈I is an orthonormal basis.
One can easily check, using (115), that ψ is in intertwiner if and only if
J0ψ
? = 0, J±ψ? = 0, (120)
where the generators act on dual vectors as the dual representation (see Appendix A), i.e.
J0 〈j,m| = −m 〈j,m| , J± 〈j,m| = −C∓(j,m) 〈j,m∓ 1| . (121)
The action of an operator of the form
T :
n⊗
b=k+1
Vjb ⊗
k⊗
a=1
V ∗ja →
n⊗
b=k+1
Vj′b ⊗
k⊗
a=1
V ∗j′a (122)
is then defined by inverting transformation (118) for Tψ?. One can check that the resulting map is an
intertwiner if and only if T is a scalar operator.
11 The operators we define will always act on a single node, i.e. n-valent intertwiner, inside a generic spin network.
12 This can be easily checked in the case of an intertwiner with one incoming and one outgoing leg, which is necessarily
proportional to the identity.
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The E, F and F˜ operators can be expressed as a sum of operators of the form (122) by having T a and T˜ a
act as the identity on anything but the a-th leg (incoming or outgoing) and by extending their action to dual
vectors. This can be achieved by making use of the isomorphism of representations (see Appendix A)
ϕj : 〈j,m| 7→ (−1)m |j,−m〉 ; (123)
explicitly, we define
T± 〈j,m| := ϕ−1j+ 12T±ϕj 〈j,m| , T˜± 〈j,m| := ϕ
−1
j− 12
T˜±ϕj 〈j,m| . (124)
We list here the action of the scalar operators on some 3-valent intertwiners of interest, where we make use of
the notation
D(j) :=
√
2j + 1; (125)
these actions are13
E12 = D(j1)D(k2)
[
j1
1
2 k1
k2 j3 j2
]
δk1,j1+ 12 δk2,j2− 12 , (126a)
E21 = −D(j1)D(k2)
[
j1
1
2 k1
k2 j3 j2
]
δk1,j1− 12 δk2,j2+ 12 , (126b)
F12 = D(j1)D(k2)
[
j1
1
2 k1
k2 j3 j2
]
δk1,j1+ 12 δk2,j2+
1
2
, (126c)
F˜12 = D(j1)D(k2)
[
j1
1
2 k1
k2 j3 j2
]
δk1,j1− 12 δk2,j2− 12 , (126d)
E12 = D(j1)D(k2)
[
j1
1
2 k1
k2 j3 j2
]
δk1,j1+ 12 δk2,j2− 12 , (127a)
E21 = D(j1)D(k2)
[
j1
1
2 k1
k2 j3 j2
]
δk1,j1− 12 δk2,j2+ 12 , (127b)
F12 = −D(j1)D(k2)
[
j1
1
2 k1
k2 j3 j2
]
δk1,j1+ 12 δk2,j2+
1
2
, (127c)
F˜12 = −D(j1)D(k2)
[
j1
1
2 k1
k2 j3 j2
]
δk1,j1− 12 δk2,j2− 12 , (127d)
E23 = iD(j2)D(j3)
[
j1 j2 j3
1
2 k3 k2
]
δk2,j2+ 12 δk3,j3− 12 , (128a)
E32 = iD(j2)D(j3)
[
j1 j2 j3
1
2 k3 k2
]
δk2,j2− 12 δk3,j3+ 12 , (128b)
F23 = −iD(j2)D(j3)
[
j1 j2 j3
1
2 k3 k2
]
δk2,j2+ 12 δk3,j3+
1
2
, (128c)
F˜23 = iD(j2)D(j3)
[
j1 j2 j3
1
2 k3 k2
]
δk2,j2− 12 δk3,j3− 12 . (128d)
13 Note that, by definition, Fba = −Fab and F˜ba = −F˜ab.
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Figure 3. The pentagon identity.
The Racah coefficients we have used may involve both unitary and non-unitary representations; as we
discussed in section III B, they are still well defined in this case.
B. Biedenharn–Elliott relation and symmetries of the Racah coefficients
1. Symmetries
In order to proceed with our calculations, we are going to need some properties of the Racah coefficients,
valid when at least one of ρj1 , ρj2 and ρj3 is the finite-dimensional representation F 12 . The proof of these
symmetries is straightforward, and can be checked by inserting explicitly the Clebsch–Gordan coefficients
from Table I in (100). These symmetries are
[
j1
1
2 k1
j2 J k2
]
= (−1)j1+j2−k1−k2D(k1)D(k2)
D(j1)D(j2)
[
k1
1
2 j1
k2 J j2
]
, (129a)
[
1
2 j1 k1
J j2 k2
]
= (−1)j1+j2−k1−k2D(k1)D(j2)
D(j1)D(k2)
[
1
2 k1 j1
J k2 j2
]
, (129b)
[
J j1 j2
1
2 k2 k1
]
= (−1)j1+k2−k1−j2D(k1)D(k2)
D(j1)D(j2)
[
J k1 k2
1
2 j2 j1
]
. (129c)
Note that the numbers on the exponents are always in Z/2: for example, in the first equation, it must be
ki ∈ D( 12 , ji) so that ji − ki = ± 12 .
2. Biedenharn–Elliott
Racah coefficients, regardless of the representation classes involved, satisfy the so-called Biedenharn–Elliott
relation or pentagon identity. This can be represented graphically as in Figure 3: one can go from the leftmost
representation to the rightmost one by repeated Racah transformations in two possible ways. By equating
the Racah coefficients appearing in the two transformations one gets that
∑
j23
[
j1 j2 j12
j3 j123 j23
] [
j1 j23 j123
j4 j j234
] [
j2 j3 j23
j4 j234 j34
]
=
[
j1 j2 j12
j34 j j234
] [
j12 j3 j123
j4 j j34
]
. (130a)
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Analogously, one can repeat the process starting from one of the other 4 intertwiners, to get the remaining
identities
∑
j123
[
j12 j3 j123
j4 j j34
] [
j1 j2 j12
j3 j123 j23
] [
j1 j23 j123
j4 j j234
]
=
[
j2 j3 j23
j4 j234 j34
] [
j1 j2 j12
j34 j j234
]
, (130b)
∑
j12
[
j1 j2 j12
j34 j j234
] [
j12 j3 j123
j4 j j34
] [
j1 j2 j12
j3 j123 j23
]
=
[
j1 j23 j123
j4 j j234
] [
j2 j3 j23
j4 j234 j34
]
, (130c)
∑
j34
[
j2 j3 j23
j4 j234 j34
] [
j1 j2 j12
j34 j j234
] [
j12 j3 j123
j4 j j34
]
=
[
j1 j2 j12
j3 j123 j23
] [
j1 j23 j123
j4 j j234
]
, (130d)
∑
j234
[
j1 j23 j123
j4 j j234
] [
j2 j3 j23
j4 j234 j34
] [
j1 j2 j12
j34 j j234
]
=
[
j12 j3 j123
j4 j j34
] [
j1 j2 j12
j3 j123 j23
]
. (130e)
One can equivalently obtain all relations from the first one by repeadetly applying the Racah coefficients
orthogonality relations∑
j12
[
j1 j2 j12
j3 j j23
] [
j1 j2 j12
j3 j j
′
23
]
= δ(j23, j
′
23)D(j1, j2|j12)D(j2, j3|j23), (131a)
∑
j23
[
j1 j2 j12
j3 j j23
] [
j1 j2 j
′
12
j3 j j23
]
= δ(j12, j
′
12)D(j1, j2|j12)D(j2, j3|j23), (131b)
where
D(j1, j2|j12) :=
{
1 if j12 ∈ D(j1, j2)
0 if j12 6∈ D(j1, j2). (132)
C. Recovering the Lorentzian Ponzano–Regge model from the Hamiltonian constraint
We have now all the tools to discuss the quantum Hamiltonian constraint and the Lorentzian Ponzano–Regge
model [18, 19]. The classical Hamiltonians given in (83) can be quantized using the quantum observables
E, F and F˜ . As discussed in section I C 3, we will quantize 〈τb|τb〉 as Eb + 1; moreover, we will choose the
ordering exactly as it appears in the classical equations. The quantum Hamiltonians are given by
Hˆ
[〉
abc =F˜acFac + i
(
EabE˜bc − FabFbc
) Fac
Eb + 1
, Hˆ
〈〉
abc =E˜acEac + i
(
EabF˜bc − FabEbc
) Eac
Eb + 1
,
Hˆ
〈]
abc =FacF˜ac − i
(
E˜abEbc − F˜abF˜bc
) F˜ac
Eb + 1
, Hˆ
[]
abc =EacE˜ac − i
(
E˜abFbc − F˜abE˜bc
) E˜ac
Eb + 1
,
(133)
with 〈abc〉 = 〈234〉 , 〈342〉 , 〈423〉. Note that there is no ordering ambiguity in the fractional term, as
[Fac, Eb] = [F˜ac, Eb] = [Eac, Eb] = [E˜ac, Eb] = 0 (134)
when a 6= b 6= c.
We would like to show that the Lorentzian Ponzano–Regge amplitude, given by the Lorentzian Racah
coefficient, is actually a solution of this constraint. To prove this we restrict ourselves to a triangular subgraph,
given by the spin network
ψ(j2, j3, j4) := ; (135)
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we made explicit only the dependence on j2, j3 and j4 as these are the only legs that can be changed by Ĥabc.
We will consider the particular quantum Hamiltonian constraint given by
Hˆ
〈]
342 = F32F˜32 − i
(
E˜34E42 − F˜34F˜42
) F˜32
E4 + 1
; (136)
all the other cases can be treated in the same way. We want to show that ψ it is annihilated by the operator
Hˆ
〈]
342. The proof essentially consists in showing that the action of Hˆ
〈]
342 on ψ(j2, j3, j4) provides a recursion
relation for the Racah coefficient which is essentially the Biedenharn–Elliott relation. This was already
discussed at length, for the (undeformed and deformed) vector case [3, 5] and the spinor case [4] in the
Euclidean case. We show here that this is also happening in the Lorentzian case. The main difficulty is that
one needs to deal with both unitary and non-unitary representations. However as we have discussed, all these
difficulties have been addressed in the previous sections. We can use our different results to prove that the
spin network ψ(j2, j3, j4) is in the kernel of Hˆ
〈]
342.
Using the symmetries of the Racah coefficients and the actions of the E, F and F˜ operators from section
IV A, one finds
F32F˜32 ψ(j2, j3, j4) = D(j2)
2D(j3)
2
[
j1 j2 j3
1
2 j3 − 12 j2 − 12
]2
ψ(j2, j3, j4). (137)
Analogously, for the other 2 parts of H342 we have (note that each operator is acting on a different node)
E˜34E42
F˜32
E4 + 1
ψ(j2, j3, j4) =− iD(j2)2D(j3)2
D(j4 +
1
2 )
2
D(j4)2
[
j1 j2 j3
1
2 j3 − 12 j2 − 12
][
j2
1
2 j2 − 12
j4 +
1
2 j6 j4
]
×
[
j3
1
2 j3 − 12
j4 +
1
2 j5 j4
]
ψ(j2 − 12 , j3 + 12 , j4 − 12 )
(138)
and
F˜34F˜42F˜32E4 + 1ψ(j2, j3, j4) =iD(j2)
2D(j3)
2D(j4 − 12 )2
D(j4)2
[
j1 j2 j3
1
2 j3 − 12 j2 − 12
][
j2
1
2 j2 − 12
j4 − 12 j6 j4
]
×
[
j3
1
2 j3 − 12
j4 − 12 j5 j4
]
ψ(j2 − 12 , j3 − 12 , j4 − 12 ).
(139)
By using the definitions of the Racah coefficients (101) and the fact that, as a consequence of (18b), when
j, j′ ∈ D(j1, j2)
= δ(j, j′) ≡ δ(j, j′) , (140)
we see that
ψ(j2, j3, j4) = =
∑
j
[
j1 j2 j3
j4 j5 j
]
=
[
j1 j2 j3
j4 j5 j6
]
. (141)
Moreover one can prove, using the one of the Biedenharn–Elliott relations and the symmetries of Racah
coefficients, that [
j1 j2 j3
1
2 J3 J2
][
j1 j2 j3
j4 j5 j6
]
=
∑
J4
D(J4)
2
D(j4)2
[
j2
1
2 J2
J4 j6 j4
][
j1 J2 J3
J4 j5 j6
][
j3
1
2 J3
J4 j5 j4
]
. (142)
Substituting these results in the action of the Hamiltonian, it follows that
Hˆ
〈]
342 ψ(j2, j3, j4) = 0. (143)
25
V. RELATIONSHIP WITH SU(2) THEORY
The framework we have constructed automatically describes the Euclidean case as well. Mathematically,
this is a consequence of the fact that SU(2) and SU(1, 1) are two real forms of the complex Lie group SL(2,C),
i.e.
SU(2)C ∼= SU(1, 1)C ∼= SL(2,C). (144)
As a consequence, the complex representations of the two groups coincide; in particular, SU(1, 1) representa-
tions theory contains as a subcase all the finite-dimensional representations of SU(2) used in Euclidean LQG.
In our description, every notion at the representation theory level (spinor operators, Racah coefficients, etc.)
has by design not been restricted to unitary representations, instead allowing for any irreducible one. The
only exception is the definition of the Hilbert space structure, which however, as we noted, is still valid if we
restrict to finite-dimensional representations alone. Consequently, everything at the quantum level can be
used to described the Euclidean case as well, by using intertwiners between finite-dimensional representations.
The same is true at the classical level. In fact, it’s easy to see that for the finite-dimensional representations
the spinor operators satisfy T± = ∓T˜ †∓. By using the equivalent reality condition t± = ∓t˜∓ for classical
spinors the group elements (40) becomes
g =
−i√〈τ |τ〉√〈w|w〉
(
w−t+ +w+t− w+t+ −w−t−
w+t+ −w−t− −w−t+ +w+t−
)
. (145)
Since
〈τ |τ〉 = |t−|2 + |t+|2 ≥ 0, (146)
we have
g22 = g11, g21 = −g12, (147)
which makes g and element of SU(2). The su(2) Poisson brackets are recovered by letting x± → −ix±; the
same transformation, at the quantum level, makes the finite-dimensional representations unitary (as SU(2)
representations).
OUTLOOK
We have constructed the generalization of the spinor approach to the 3d Lorentzian case, using tensor
operators as the technical tool. This generalization has been possible thanks to the recent results of Ref. [13],
which generalized the Wigner–Eckart theorem to the SU(1, 1) case. As explained in the previous section,
our framework allows to recover the SU(2) case as well: this amounts to choosing different reality condition
at the classical level, while at the quantum level we recover directly the standard spinors. The Lorentzian
case has nevertheless several key differences with the Euclidean case, essentially due to the fact that the
SU(1, 1) representation theory is more complicated than the one for SU(2): for example the spinor observables
can send an intertwiner defined in terms of unitary representations to an intertwiner defined in terms of
non-unitary representations. As such, they are not properly observables14; however, one still use them to
construct proper observables, such as the ones arising from the flux operator. They are still good enough to
generate a solvable Hamiltonian constraint, which is not self-adjoint (nor it is in the SU(2) case). This should
not be seen as an issue (since we care only about its kernel) but more as a consequence of the parametrization
of the constraint using complex variables. This constraint has the Lorentzian Ponzano–Regge amplitude
in its kernel, as we would expect. We have followed here the method described in Ref. [4], and focus on a
tetrahedral spin network. Clearly this should be extended to more general graphs. There are two other main
lines of future research.
14 There are not self-adjoint either, but this is not the case either in the Euclidean case. However, when dealing with SU(2), one
can consider linear combinations which would be self-adjoint. This is not true in general with SU(1, 1).
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Extension to the 4d case. This 3d example we considered gave insights regarding the 4d case. In order to
use the spinor (or twistor) formalism one needs first to determine the Wigner–Eckart theorem for SL(2,C),
which amounts to finding the recoupling theory between finite-dimensional non-unitary representations and
the infinite-dimensional unitary ones. The techniques developed in Ref. [13] should prove to be useful in this
case as well. Just like for the SU(1, 1) and SU(2) common description, one can expect that the spinor/twistor
formalism for SL(2,C) will be also useful to describe the Euclidean case given by SO(4).
Introduction of a non-zero cosmological constant. 3d gravity is often considered “too” simple when the
cosmological constant vanishes. When Λ 6= 0 new interesting features appear, such as the BTZ black hole in
the Lorentzian case. It would therefore be interesting to generalize our spinor formalism along the lines of
Ref. [20], to investigate if new light is shed on the interesting physics happening when Λ is non-zero.
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Appendix A: Dual representation
Let ρ : G → GL(V ) be a representation of a Lie group G on an Hilbert space V . We define its dual
representation ρ∗ : G→ GL(V ∗) on the (continuous) dual space V ∗ ∼= V by requiring
〈ρ∗(g)α, ρ(g)v〉 = 〈α, v〉 , ∀g ∈ G, ∀v ∈ V, ∀α ∈ V ∗, (A1)
where 〈·, ·〉 is the natural pairing between V and V ∗ given by 〈α, v〉 := α(v). Equation (A1) is equivalent to
ρ∗(g) =
(
ρ(g−1)
)∗
, ∀g ∈ G, (A2)
where for a linear map f : V1 → V2 we define its dual map15 f∗ : V ∗2 → V ∗1 by
f∗(α) := α ◦ f, ∀α ∈ V ∗2 . (A3)
By differentiating (A2) we get at the Lie algebra level
ρ∗(X) = − (ρ(X))∗ , ∀X ∈ g, (A4)
where with an abuse on notation we still use ρ to denote the associated Lie algebra representation.
In the specific case of SU(1, 1), all continuous and finite-dimensional representations are self-dual, i.e.
isomorphic to their dual16, while the dual of a discrete positive representation is isomorphic to the discrete
negative representation with the same Casimir and vice versa. A possible isomorphism which works with all
representation classes is
ϕ : 〈j,m| ∈ V ∗j 7→ (−1)m |j,−m〉 ∈ Vj∗ , (A5)
where j∗ denotes the same representation as j if it is continuous or finite-dimensional, and switches between
positive and negative for discrete ones.
Appendix B: A quick overview of the proof of the Wigner–Eckart theorem
We provide here a summary of the proof of the Wigner–Eckart theorem. First notice that the recoupling
theory of Fγ ⊗ ρj is known for j of any class: the proof for the infinite-dimensional classes can be found in
[13]. Assuming the decomposition exists, we can define for any j′′ ∈ D(γ, j) the vectors
|ψj′′,m′′〉 :=
∑
µ,m
A(γ, µ; j,m|j′′,m′′)T γµ |j,m〉 , m′′ ∈Mj′′ . (B1)
15 Also known as transpose in the literature.
16 As representations, i.e. there is an invertible intertwiner between them.
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Using the definition of tensor operators and the Clebsch–Gordan recursion relations, one can show that{
J0 |ψj′′,m′′〉 = m′′ |ψj′′,m′′〉
J± |ψj′′,m′′〉 = C±(j′′,m′′) |ψj′′,m′′±1〉 , (B2)
so that |ψj′′,m′′〉 ∝ |j′′,m′′〉. The proportionality factor
N(j′′,m′′) := 〈j′′,m′′|ψj′′,m′′〉 (B3)
does not depend on m′′: in fact, one has
〈j′′,m′′ + 1|J+|ψj′′,m′′〉 = C+(j′′,m′′)N(j′′,m′′ + 1) (B4)
and, at the same time,
〈j′′,m′′ + 1|J+|ψj′′,m′′〉 = N(j′′,m′′) 〈j′′,m′′ + 1|J+|j′′,m′′〉 = C+(j′′,m′′)N(j′′,m′′) (B5)
for every m′′. Equation (B1) can be inverted to obtain
T γµ |j,m〉 =
∑
j′′∈D(γ,j)
∑
m′′∈Mj′′
N(j′′)B(j′′,m′′|γ, µ; j,m) |j′′,m′′〉 ; (B6)
However, since the range of T γµ lies in Vj′ , it must necessarily be
N(j′′) = 0 ∀j′′ 6= j′, (B7)
so that ultimately
〈j′,m′|T γµ |j,m〉 = 〈j′‖T γ‖j〉B(j′,m′|γ, µ; j,m), (B8)
with
〈j′‖T γ‖j〉 := N(j′). (B9)
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