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Resumo
O presente trabalho tem como objetivo principal o de apresentar um m´ etodo pr´ atico de
constru¸ c˜ ao de um ´ ındice composto ponderado para medir o n´ ıvel de atividade econˆ omica
local. Na sua elabora¸ c˜ ao utilizamos dados do munic´ ıpio de Maring´ a-PR, sobre os quais
empregamos a t´ ecnica de componentes principais para a determina¸ c˜ ao do fator comum
` as vari´ aveis selecionadas que comp˜ oem o ´ ındice. A qualidade do ´ ındice foi conﬁrmada em
testes com rela¸ c˜ ao a indicadores nacionais. Como resultado, tivemos que os indicadores
nacionais antecedem seus movimentos em rela¸ c˜ ao ao ´ ındice local; portando, sua previs˜ ao
comporta-se como um indicador de futuro movimentos na atividade econˆ omica como um
todo. Na previs˜ ao s˜ ao testados dois modelos: Filtro de Kalman e Box-Jenkins. Devido
a presen¸ ca potencial de outliers, o Filtro de Kalman exigiu que us´ assemos da t´ ecnica
proposta por Lin e Guttman (1993) para obter coeﬁcientes est´ aveis. A compara¸ c˜ ao entre as
duas proje¸ c˜ oes foi efetuada atrav´ es do teste estat´ ıstico de Diebold e Mariano (1995). Como
resultado ﬁnal obtivemos que os modelos testados apresentam-se como estatisticamente
idˆ enticos em suas previs˜ oes.
Palavras-chave: ´ Indice de Atividade Econˆ omica, Filtro de Kalman, ARIMA,
Box-Jenkins
Classiﬁca¸ c˜ ao JEL: C32, C43, C53
Abstract
This paper has as objective to present a practical method for building a composite
economic activity index for local economies. As an example, the index was built using
data for the city of Maring´ a-PR. In its development we employed factor analysis technique
to ﬁnd the principal components considering their common factor in order to build the
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index. This local index is then compared to national ones. As a result we found that
national indexes move ﬁrst comparative to our local index. Thus, the forecast of our local
index should anticipate future economic changes. Two techniques are used in forecasting
the local index; the ﬁrst was the Kalman Filter and the second one the Box-Jenkins. The
presence of outliers required that we use the technique proposed by Lin e Guttman (1993)
in order to obtain stable coeﬃcients for the Kalman Filter model. The two techniques are
then compared using a statistic test developed by Diebold e Mariano (1995). As a ﬁnal
result the two models’ forecasting results showed to be equivalent.
1. Introdu¸ c˜ ao
Atualmente, os indicadores de atividade econˆ omica est˜ ao concentrados em sua
maioria em n´ ıvel agregado. Estas estat´ ısticas, apesar de importantes, possuem uma
certa defasagem entre a coleta dos dados e a produ¸ c˜ ao do indicador. Esta defasagem
´ e sem d´ uvida um dos maiores inconvenientes sobre a utiliza¸ c˜ ao de indicadores
em n´ ıvel agregado para aferir o comportamento da economia local. Al´ em deste
fator, soma-se o caso em que a economia local pode n˜ ao apresentar as mesmas
caracter´ ısticas que a nacional ou aquela para qual existe indicador (estado ou
regi˜ ao). Desta forma, a falta de um ´ ındice composto que quantiﬁque a atividade
econˆ omica local com maior rapidez impede que pol´ ıticas e/ou decis˜ oes econˆ omicas
locais sejam implementadas e/ou sejam mais eﬁcientes na condu¸ c˜ ao da economia
local.
A existˆ encia de um ´ ındice em n´ ıvel local permite que as seguintes perguntas
sejam respondidas de forma satisfat´ oria:
(i) qual foi o comportamento da atividade econˆ omica do munic´ ıpio durante os
´ ultimos anos?;
(ii) a atividade econˆ omica do munic´ ıpio pode ser considerada expansionista,
est´ avel ou contracionista? e
(iii) quais s˜ ao as periodicidades das ﬂutua¸ c˜ oes da atividade econˆ omica no
munic´ ıpio?
Al´ em de responder ` as quest˜ oes acima, este artigo tamb´ em trata de dois problemas
t´ ecnicos relacionados ` a previs˜ ao de indicadores de atividade econˆ omica. Seguindo a
t´ ecnica proposta de Lin e Guttman (1993), este artigo apresenta uma solu¸ c˜ ao para o
problema de previs˜ ao nos modelos de Filtro de Kalman quando as s´ erie n˜ ao s˜ ao bem
comportadas. O segundo elemento ´ e o teste que compara dois m´ etodos diferentes
de proje¸ c˜ ao baseado em Diebold e Mariano (1995) que nos permite avaliar com
maior acuracidade as qualidades das previs˜ oes dos dois modelos.
⋆ Recebido em janeiro de 2005, aprovado em mar¸ co de 2006. Os autores agradecem o apoio recebido
do CODEM – Conselho de Desenvolvimento Econˆ omico de Maring´ a e Instituto para o Desenvolvimento
Regional (IDR) e tamb´ em os coment´ arios efetuados por um parecerista anˆ onimo.
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O m´ etodo a ser desenvolvido neste trabalho poder´ a ser empregado em qualquer
munic´ ıpio, estado e/ou regi˜ ao. A escolha do munic´ ıpio de Maring´ a para se
desenvolver o´ ındice de atividades econˆ omicas deveu-se, basicamente, pelo seguinte
motivo: a existˆ encia de coleta sistem´ atica dos dados. Portanto, pode-se f´ acilmente
empregar o m´ etodo, fazer a avalia¸ c˜ ao e proje¸ c˜ ao de forma cont´ ınua em qualquer
localidade. O munic´ ıpio em quest˜ ao est´ a localizado na regi˜ ao noroeste do Paran´ a,
tendo aproximadamente 289.000 habitantes (97,5% de popula¸ c˜ ao urbana), sendo
que, sua regi˜ ao de inﬂuˆ encia ´ e de 450.000 habitantes composto de sete munic´ ıpios.
Sua economia, segundo os ramos de atividades, divide-se em 7,55% de ind´ ustrias,
2,61% de com´ ercioatacadista, 43,43% de com´ ercio varejista e 46,41% de prestadores
de servi¸ cos. 1
2. Fonte e An´ alise de Dados
A elabora¸ c˜ ao de ´ ındices de atividade econˆ omica no Brasil n˜ ao ´ e algo comum.
O mais conhecido ´ e o ´ Indice de Movimenta¸ c˜ ao Econˆ omica (IMEC), sendo que
sua metodologia se encontra em Azzoni e Latif (1995). Este ´ ındice tem como
principal caracter´ ıstica o fato que os agentes econˆ omicos ao se movimentarem
(deslocarem-se), o faz com a perspectiva voltada para a execu¸ c˜ ao de uma atividade
econˆ omica qualquer. Assim, o aumento ou redu¸ c˜ ao neste agregadode movimenta¸ c˜ ao
dita o comportamento do ´ ındice. Outros indicadores a n´ ıvel agregado da economia
brasileira foram desenvolvidos e analizados por Contador (1977) e Chauvet (2001,
2002).
O presente trabalho prop˜ oe um ´ ındice com caracter´ ısticas diferente que
concentra-se no aspecto da demanda. O indice a ser desenvolvido pressup˜ oe-se
que os agentes econˆ omicos respondem a varia¸ c˜ oes na sua renda com varia¸ c˜ oes na
demanda por bens e servi¸ cos. Este aumento na demanda ´ e capturado de acordo
com o nosso´ ındice de forma indireta. Desta forma, procuramos selecionar vari´ aveis
que estivessem correlacionadas com a atividade de demanda agregada local e que
ao mesmo tempo fossem de f´ acil mensura¸ c˜ ao.
Utilizando a forma de convˆ enios com diversas entidades detentoras das s´ eries, foi
obtido um grupo de 40 vari´ aveis. Estas s´ eries temporais candidatas a comporem
o ´ Indice de Atividade Econˆ omica de Maring´ a (IAEMga) foram obtidas junto as
seguintes fontes:
(i) Companhia Paranaense de Energia El´ etrica (COPEL): total mensal do
consumo em MWh de energia el´ etrica e do n´ umero de consumidores por cada
categoria (residencial, industrial, rural, comercial, poder p´ ublico, ilumina¸ c˜ ao
p´ ublica, servi¸ co p´ ublico e pr´ oprio) do munic´ ıpio de Maring´ a;
(ii) Companhia de Saneamento do Paran´ a (SANEPAR): total mensal do consumo
de ´ agua em volume micromedido, consumidos pela popula¸ c˜ ao do munic´ ıpio
de Maring´ a;
1 Secretaria da Fazenda do Munic´ ıpio de Maring´ a – PMM/SEFA, 1997.
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(iii) Associa¸ c˜ ao Comercial e Industrial de Maring´ a (ACIM): quantidade mensal
de consultas efetuadas no SCPC (servi¸ co central de prote¸ c˜ ao ao cr´ edito) e
v´ ıdeo-cheque do munic´ ıpio de Maring´ a;
(iv) Prefeitura do Munic´ ıpio de Maring´ a – Secretaria Municipal do Transporte
(PMM-SETRAN): quantidade mensal de passageiros que embarcam e
desembarcam na rodovi´ aria de Maring´ a;
(v) Prefeitura do Munic´ ıpio de Maring´ a – Secretaria Municipal do
Desenvolvimento Urbano, Planejamento e Habita¸ c˜ ao (PMM-SEDUH):
quantidade mensal de alvar´ a (obras licenciadas) e habite-se expedidos no
munic´ ıpio de Maring´ a;
(vi) Departamento de Trˆ ansito do Estado do Paran´ a (DETRAN): n´ umero
total mensal da quantidade de ve´ ıculos automotores (frota) e do primeiro
emplacamento do munic´ ıpio de Maring´ a;
(vii) Minist´ erio da Fazenda – Secretaria da Receita Federal do Munic´ ıpio de
Maring´ a: total mensal da arrecada¸ c˜ ao do IPI, IRPF, IRPJ, IRRF, CPMF,
COFINS, PIS e CSLL do munic´ ıpio de Maring´ a;
(viii) Prefeitura do Munic´ ıpio de Maring´ a – Secretaria Municipal da Fazenda
(PMM-SEFA): total mensal da arrecada¸ c˜ ao do ISSQN do munic´ ıpio de
Maring´ a;
(ix) Secretaria de Estado e da Fazenda do Paran´ a (SEF-PR): total mensal de
ICMS arrecadado pelo munic´ ıpio de Maring´ a;
(x) Banco Central do Brasil: total mensal de dep´ ositos em Maring´ a, compondo
de dep´ ositos a vista, dep´ ositos a prazo e demais dep´ ositos.
Deste conjunto de s´ eries, a priori, foram analisadas os seus comportamentos
quanto ao objetivo estabelecido de capturarem algum tipo de demanda. Assim, o
grupo de energia el´ etrica reﬂete demandas potenciais relacionadasaos consumidores
residenciais, industriais e comerciais; portanto, varia¸ c˜ oes nas quantidades em
geral de eletrodom´ esticos e/ou sua maior utiliza¸ c˜ ao, neste caso, podem reﬂetir
melhoria na renda dos consumidores; da mesma forma, as varia¸ c˜ oes no consumo
industrial de energia reﬂetem varia¸ c˜ oes na produ¸ c˜ ao industrial; assim como, o
consumo comercial as suas varia¸ c˜ oes podem estar associadas ha um aumento na
maior demanda. O consumo de ´ agua captura os mesmos efeitos do consumo de
energia el´ etrica, mas relacionados a atividades que demandam ´ agua. A qualidade
e quantidade de cr´ edito, capturados pelo SCPC e v´ ıdeo-cheque, est˜ ao diretamente
relacionados as atividades econˆ omicas do com´ ercio, que em geral, s˜ ao proxies das
varia¸ c˜ oes de demanda efetiva por bens de consumo. O n´ umero de embarques
e desembarques na rodovi´ aria s˜ ao proxies para o volume de entrada e sa´ ıda
de consumidores no munic´ ıpio e visa capturar elementos sazonais de atividades
econˆ omicas temporais: f´ erias, shows, encontros religiosos, vestibulares, etc. O
n´ umero de obras em constru¸ c˜ ao ´ e considerado um importante medidor de uma
ampla cadeia de produtos fornecidos pelo com´ ercio e ind´ ustria de transforma¸ c˜ ao.
A quantidade de primeiro emplacamento e suas oscila¸ c˜ oes s˜ ao proxies para os
bens de consumo dur´ aveis e, portanto, a sua inclus˜ ao a priori visa capturar
este tipo de demanda mais espec´ ıﬁca. Os impostos federais visam capturar o
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comportamento da demanda efetiva veriﬁcada, ou seja, eles reﬂetem o resultado
de atividade ocorrida recentemente. A sua sele¸ c˜ ao a priori teve como objetivo dar
consistˆ encia aos resultados de demanda potencial veriﬁcada. Os impostos municipal
sobre servi¸ cos (ISSQN) e estadual sobre circula¸ c˜ ao de mercadorias (ICMS) tamb´ em
foram selecionados dentro do mesmo objetivo dos impostos federais. E, por ´ ultimo,
os dep´ ositos a vista e a prazo que s˜ ao considerados como a renda disponivel, sendo
que, o seu aumento signiﬁca contra¸ c˜ ao de demanda e a sua redu¸ c˜ ao um aumento
de demanda efetiva.
Apesar, desta ser uma sele¸ c˜ ao a priori, em nada garantia a inclus˜ ao da vari´ avel no
´ ındice, tendo em vista que a sele¸ c˜ ao do grupo seria realizada com base no crit´ erio
de f´ acil disponibilidade e da an´ alise dos componentes principais. Este pr´ oximo
passo ´ e extremamente importante, pois considera aspectos qualitativos de grande
importˆ ancia para constru¸ c˜ ao de um ´ ındice.
Atrav´ es das s´ eries de valores brutos, foram constru´ ıdas s´ eries de n´ umeros´ ındices
com base 100 na m´ edia de 2001, sendo que as s´ eries em valores monet´ arios foram
deﬂacionadas atrav´ es do ´ ındice de pre¸ cos ao consumidor da Funda¸ c˜ ao Instituto
de Pesquisas Econˆ omicas (IPC-FIPE). 2 As s´ eries s˜ ao apresentadas apenas em
n´ umeros ´ ındices porque algumas das s´ eries requerem completo sigilo sobre seus
valores nominais. Das 40 vari´ aveis dispon´ ıveis, apenas 18 acabaram compondo o
IAEMga. As raz˜ oes para os cortes das vari´ aveis foram os seguintes:
(i) Vari´ aveis que possuem muito atraso no seu fornecimento: os consumidores de
energia el´ etrica e informa¸ c˜ oes do Banco Central sobre o volume de dep´ ositos;
(ii) Vari´ aveis que foram agregadas: consultas de v´ ıdeo-cheque e SCPC e,
embarque e desembarque de passageiros;
(iii) Vari´ avel que foi eliminada por n˜ ao ser permanente: a CPMF n˜ ao foi
considerada por tratar-se de um imposto provis´ orio no momento;
(iv) Vari´ avel que n˜ ao possui oscila¸ c˜ oes: a frota de ve´ ıculos foi desconsiderada, pois
apresenta-se como vari´ avel de tendˆ encia; As vari´ aveis resultantes destes cortes
se apresentaram dentro de todos os crit´ erios t´ ecnicos requeridos de rapidez e
qualidade, conforme Quadro 1.
2 IPC geral,´ ındice (jun. 1994 = 100): regi˜ ao metropolitana de S˜ ao Paulo (RMSP), mensal. Foi escolhido
o IPC porque, o per´ ıodo de coleta vai desde o primeiro dia de cada mˆ es at´ e o ´ ultimo dia do mesmo e a
publica¸ c˜ ao acontece perto do dia 10 do mˆ es seguinte.
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Quadro 1 – S´ eries que comp˜ oem o IAEMga
X01 Consumo de energia el´ etrica em MWh, residencial;
X02 Consumo de energia el´ etrica em MWh, industrial;
X03 Consumo de energia el´ etrica em MWh, comercial;
X04 Consumo de ´ agua, volume micromedido;
X05 N´ umero de consultas ao SCPC (servi¸ co central de prote¸ c˜ ao ao cr´ edito) e v´ ıdeo-cheque;
X06 N´ umero de embarque e desembarque na rodovi´ aria (normalizado);
X07 Alvar´ a, ´ area em M2;
X08 Habite-se, ´ area em M2;
X09 Quantidade de primeiro emplacamento de ve´ ıculos automotores;
X10 Arrecada¸ c˜ ao de IPI (imposto sobre produtos industrializados, normalizado);
X11 Arrecada¸ c˜ ao de IRPF (imposto de renda pessoa f´ ısica);
X12 Arrecada¸ c˜ ao de IRPJ (imposto de renda pessoa jur´ ıdica);
X13 Arrecada¸ c˜ ao de IRRF (imposto de renda retido na fonte, normalizado);
X14 Arrecada¸ c˜ ao de COFINS (contribui¸ c˜ ao para ﬁnanciamento da seguridade social, normalizado);
X15 Arrecada¸ c˜ ao de PIS (programa de integra¸ c˜ ao social);
X16 Arrecada¸ c˜ ao de CSLL (contribui¸ c˜ ao social sobre o lucro l´ ıquido);
X17 Arrecada¸ c˜ ao de ISSQN (imposto sobre servi¸ co de qualquer natureza, normalizado);
X18 Arrecada¸ c˜ ao de ICMS (imposto sobre circula¸ c˜ ao de mercadorias e servi¸ cos, normalizado).
As s´ eries, n´ umero de embarque e desembarque na rodovi´ aria, COFINS, ISSQN,
IPI, IRRF e ICMS foram normalizadas para diminu´ ırem mudan¸ cas de n´ ıveis, uma
vez que em alguns casos as s´ eries tornavam-se explosivas. 3 As normaliza¸ c˜ oes
foram realizadas com intuito de reduzir grandes amplitudes que ocorriam no
IAEMga, devido ao comportamento que as vari´ aveis citadas apresentavam antes
da normaliza¸ c˜ ao. Uma vez normalizadas, suas s´ eries de tempo aproximam-se do
verdadeiro caminho, como ´ e o caso do COFINS, em que, devido a uma altera¸ c˜ ao
da al´ ıquota a partir de fevereiro de 1999 de 2% para 3%, a s´ erie passa rapidamente
para um n´ ıvel mais elevado, onde, o comportamento da s´ erie sem a normaliza¸ c˜ ao
n˜ ao reﬂete um aumento verdadeiro no COFINS.
As normaliza¸ c˜ oes foram feitas da seguinte forma:
(i) N´ umero de embarque e desembarque na rodovi´ aria: de janeiro de 1996 a maio
de 1998, os n´ umeros´ ındices foram ajustados conforme ` a m´ edia de janeiro de
1996 a dezembro de 1997;
(ii) O COFINS foi ajustado de janeiro de 1996 a fevereiro de 1999 sendo que seus
valores foram atualizados monetariamente;
(iii) No caso do ISSQN, os valores monet´ arios anteriores a 2000 foram estimados
conforme a sua participa¸ c˜ ao de 2000 e 2001; 4
3 Veja Ribeiro (2003).
4 A partir de 2000 a Secretaria Municipal da Fazenda (SEFA), passou a disponibilizar as informa¸ c˜ oes
desagregadas. Antes deste per´ ıodo, era o somat´ orio de IPTU, ISSQN e taxas. A participa¸ c˜ ao do ISSQN
para 2000 e 2001 foi de 35,244%.
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(iv) O n´ umero ´ ındice do IPI foi ajustado ` a m´ edia de janeiro de 1996 a julho de
1999 e de agosto de 1999 a abril de 2000;
(v) O n´ umero´ ındice do IRRF foi ajustado ` a m´ edia de janeiro de 1996 a novembro
de 1999 e de dezembro de 1999 a novembro de 2000;
(vi) No caso do ICMS, o n´ umero´ ındice foi ajustado ` a m´ edia de janeiro de 1996 a
fevereiro de 1997.
3. Metodologia e Resultados dos Dados
´ E comum suavizar os dados antes da constru¸ c˜ ao do´ ındice, pela raz˜ ao que o ciclo
verdadeiro pode ser obscurecido pela volatilidade de curto prazo (Salazar et alii
1996). Segundo Brunet (2000), a recomenda¸ c˜ ao ´ e que se elimine no processo de
suaviza¸ c˜ ao a sazonalidade da s´ erie. A elimina¸ c˜ ao da sazonalidade ocorreu atrav´ es
da t´ ecnica X-12-ARIMA, tipo multiplicativo do U.S.CensusBureau (2000). Esta
t´ ecnica consiste em ajustar as s´ eries para os efeitos sazonais atrav´ es de m´ edias
m´ oveis, com a vantagem de estimar os valores que seriam perdidos no in´ ıcio e ﬁm
das s´ eries ajustadas sazonalmente. A extra¸ c˜ ao da sazonalidade´ e baseada no modelo
multiplicativo geral do tipo Seasonal Autoregressive Integrated Moving Average
(SARIMA).
O resultado da aplica¸ c˜ ao da t´ ecnica descrita acima se encontra no dados do
Apˆ endice, Tabela A1, que ser˜ ao utilizados para constru¸ c˜ ao do´ ındice. Como o´ ındice
proposto ´ e um composto ponderado, o pr´ oximo procedimento ´ e determinar os pesos
para cada vari´ avel do Quadro 1. Segundo Nilsson (2000), os pesos ´ otimos podem
ser obtidos atrav´ es da t´ ecnica de componentes principais. Esta t´ ecnica consiste em
criar novas vari´ aveis que s˜ ao combina¸ c˜ oes lineares ortogonais das vari´ aveis originais,
ou seja, n˜ ao s˜ ao correlacionadas entre si (Sharma 1996).
De acordo com a t´ ecnica de componentes principais, os pesos das vari´ aveis s˜ ao
determinados atrav´ es das suas variˆ ancias. Mais especiﬁcamente, a mesma consiste
em obter combina¸ c˜ oes lineares de um conjunto de vari´ aveis, de modo que as
primeiras componentes principais possam explicar grande parte da variˆ ancia total
do conjunto. Uma t´ ecnica comum na obten¸ c˜ ao dos componentes principais ´ e a do
modelo de regress˜ ao dos componentes principais, conforme Judge et alii (1985).
Neste caso, o estimador dos componentes principais possui as propriedades dos
estimadores de m´ ınimos quadrados restritos e ´ e conhecido por ter menor variˆ ancia
da amostra do que o estimador de m´ ınimos quadrados amplo, ´ obviamente desde
que a restri¸ c˜ ao imposta seja verdade.
O resultado da aplica¸ c˜ ao da metodologia para os dados da Tabela A1 se encontra
na Tabela A2. A interpreta¸ c˜ ao desta tabela ´ e a seguinte:
(i) as colunas com os valores denominados de Comp 1, refere-se ao primeiro
componente principal; Comp 2 refere-se ao segundo componente principal e
assim sucessivamente;
(ii) as ra´ ızes caracter´ ısticas s˜ ao reportadas da esquerda para a direita na forma
descendente;
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(iii) a variˆ ancia proporcionalexplicada pelas ra´ ızescaracter´ ısticass˜ ao as pr´ oximas;
(iv) a variˆ ancia proporcional acumulada explicada refere-se a soma da esquerda
para a direita das variˆ ancias dos cinco componentes; e
(v) os vetores das ra´ ızes caracter´ ısticas ou pesos das vari´ aveis na determina¸ c˜ ao
do componente principal s˜ ao representados pelas colunas Vetor 1, Vetor 2, ...,
Vetor 10, truncada deliberadamente em fun¸ c˜ ao da n˜ ao utiliza¸ c˜ ao dos demais.
Usando a regra de Guttman e Kaiser conforme exposto em Koutsoyiannis
(1977), selecionam-se os componentes principais de acordo com o crit´ erio de que
o componente principal (λm) seja maior que um, ou seja, Pm ´ e considerado desde
que λm > 1. De acordo com este crit´ erio somente os primeiros cinco componentes
principais da Tabela A2 satisfazem esta condi¸ c˜ ao.
Este crit´ erio, considerado ideal, para n´ umero de vari´ aveis superiores a 20, como
temos somente 18, pode gerar um vi´ es de sele¸ c˜ ao. Em fun¸ c˜ ao deste aspecto
apresentamos abaixo o crit´ erio de sele¸ c˜ ao proposto por Cattell. 5 Segundo o mesmo,
ser˜ ao considerados os fatores at´ e o ponto em que a curva se torna reta, segundo








































Fig. 1. Crit´ erio de Cattell














Nos fornece como ideal o n´ umero de componentes como sendo trˆ es. Onde na
equa¸ c˜ ao acima temos que k ´ e o n´ umero de componentes calculados; r representa
o n´ umero de componentes retidos pela an´ alise, tomando como exemplo o crit´ erio
de Kaiser, r seria igual a 5; a hip´ otese nula deste teste ´ e Ho : λr+1 = λr+2 =
5 Veja Sharma (1996).
6 Veja Koutsoyiannis (1977).
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λr+3 = ··· = λr+k todos os componentes n˜ ao considerados s˜ ao iguais. O n´ umero
de componentes ideal ´ e dado pelo ponto em que χ2 (calculado) < χ2
0,05 (tabelado),
com graus de liberdade equivalente a 1
2(k − r − 1)(k − r + 2). Quando aplicamos
este teste aos dados da Tabela A2 no anexo, obtemos que o n´ umero ideal de fatores
´ e trˆ es.
A propor¸ c˜ ao explicada para o caso de trˆ es componentes ´ e de somente 57%,
enquanto que para cinco ´ e de 70% e para os sete componentes ´ e de 79%. O
grande risco de selecionar acima de um determinado n´ umero de componentes ´ e
que estes podem estar sendo afetados por fatores que n˜ ao s˜ ao communs a todas as
vari´ aveis (X01 a X18). E quando a sele¸ c˜ ao ´ e muito restrita podemos estar deixando
de considerar elementos comuns a todos os fatores. Considerando estes aspectos
optamos pelo crit´ erio de Kaiser que estabelece como sendo ideal os cinco primeiros
componentes que s˜ ao maiores que um, portanto propondo uma estrutura em que se
retˆ em o fator comum a todas as vari´ aveis e que este representa 70% das varia¸ c˜ oes
das mesmas. Portanto, os 30% restantes decorrem de elementos que consideramos
que n˜ ao seja comum ` a todas ` as vari´ aveis em quest˜ ao.
Deﬁnido os componentes, procuramos construir os pesos das vari´ aveis seguindo
o crit´ erio j´ a estabelecido em Azzoni e Latif (1995). De acordo com os mesmos
utilizamos os coeﬁcientes (Cij) ao quadrado e a percentagem da variˆ ancia total




















(P1 + P2 + P3 + P4 + P5)
(2)
Onde, IVi ´ e o peso da vari´ avel i no ´ ındice; Cij ´ e o coeﬁciente da vari´ avel
i na componente j; e Pj ´ e a parcela da variˆ ancia do fator comum explicada
pela componente j. Portanto, a equa¸ c˜ ao (2) resulta na constru¸ c˜ ao um ´ ındice que
considera o fator comum de todas as vari´ aveis e que neste caso interpretamos como
sendo uma medida da atividade econˆ omica. Para certiﬁcar-se da sua qualidade de
medida de atividade econˆ omica iremos compar´ a-la na Se¸ c˜ ao 5.0 com as vari´ aveis a
n´ ıvel nacional.
A Tabela 1 apresenta o resultado da aplica¸ c˜ ao da metodologia acima. Veriﬁca-se
que a vari´ avel com maior peso no´ ındice ´ e o consumo de energia el´ etrica comercial.
Compat´ ıvel com a distribui¸ c˜ ao da economia por setor, conforme apresentado na
se¸ c˜ ao 2. O menor peso ´ e da vari´ avel imposto de renda pessoa f´ ısica. Esta implica
diretamente na determina¸ c˜ ao da renda dispon´ ıvel e, portanto, n˜ ao oscila tanto.
7 Variˆ ancia Proporcional do componente principal i.
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Tabela 1
Pesos das vari´ aveis que comp˜ oem o ´ ındice
Vari´ avel Peso Vari´ avel Peso Vari´ avel Peso
X01 0,0679 X07 0,0488 X13 0,0239
X02 0,0598 X08 0,0476 X14 0,0643
X03 0,0735 X09 0,0557 X15 0,0551
X04 0,0552 X10 0,0535 X16 0,0400
X05 0,0589 X11 0,0515 X17 0,0609
X06 0,0656 X12 0,0583 X18 0,0595
Outro aspecto importante dos pesos das variaveis contidos na Tabela 1 est´ a
relacionado ao seu comportamento no longo prazo. Como estes reﬂetem um
per´ ıodo bastante longo da economia, entre 1996:01 a 2002:06, espera-se a existˆ encia
de uma estabilidade para per´ ıodo semelhante no futuro. No entanto, ap´ os um
per´ ıodo equivalente ao da amostra utilizada, sugerimos calcular para a mesma
novos pesos e compar´ a-los estat´ ısticamente com os do per´ ıodo anterior. Neste caso
sugerirmos testes de quebra estutural entre os dois per´ ıodos, conforme exposto em
Dias e Castro Jr. (2003). Caso sejam estat´ ısticamente signiﬁcantes, as mudan¸ cas
estruturais reﬂetir˜ ao nos novos pesos que poder˜ ao ent˜ ao ser utilizados. No entanto,
neste caso, o pre¸ co a ser pago ´ e a da perda da continuidade da s´ erie. Outra hip´ otese,
mais plaus´ ıvel no nosso entender, ´ e de que estas mudan¸ cas de longo prazo, apesar
de esperadas poder˜ ao n˜ ao ser estatisticamente signiﬁcantes a ponto de alterar a
distribui¸ c˜ ao de cada vari´ avel ao longo do tempo e por extens˜ ao o ´ ındice. A raz˜ ao
est´ a no peso de cada vari´ avel que comp˜ oesm o ´ ındice todos s˜ ao inferiores a 7%.
Portanto, manter os pesos ﬁxos e tratar as mudan¸ cas estruturais poss´ ıveis no futuro
como sendo parte integrante da atividade econˆ omica ´ e a recomenda¸ c˜ ao t´ ecnica mais
vi´ avel. Esta manuten¸ c˜ ao ao longo do tempo da parte comum das vari´ aveis que
comp˜ oem o´ ındice equivale a dizer que, as mudan¸ cas estruturais comuns a todas as
vari´ aveis no futuro ser˜ ao capturadas atrav´ es das oscila¸ c˜ oes do ´ ındice e, portanto,
interpretadas como parte das varia¸ c˜ oes na atividade econˆ omica.
O computo do ´ Indice de Atividade Econˆ omica de Maring´ a (IAEMga) ´ e efetuado
utilizando o IVi e o ´ ındice da vari´ avel Vi na seguinte f´ ormula:
IAEMga =
 
IVi ∗ V i (3)
O resultado da s´ erie se encontra na Tabela A3. No entanto para facilitar sua
visualiza¸ c˜ ao (comportamento) elaborou-se a Figura 2, onde apresenta-se as s´ eries
do IAEMga com e sem sazonalidade. 8 A diferen¸ ca entre as duas condi¸ c˜ oes s˜ ao
m´ ınimas, em fun¸ c˜ ao de que as vari´ aveis que comp˜ oe o´ ındice foram dessazonalizadas
a priori.
8 Veja Tabela A3, segunda e terceira coluna.









































































































































































IAEMga IAEMga Sem Sazonalidade
'
Fig. 2. ´ Indice de atividade econˆ omica de Maring´ a – IAEMga
4. An´ alise da Tendˆ encia, Ciclo e Flutua¸ c˜ oes Irregulares do IAEMga
A metodologia de extra¸ c˜ ao da tendˆ encia da s´ erie dessazonalizada do ´ ındice ´ e
efetuada atrav´ es do ﬁltro de Hodrick e Prescott (1997). A s´ erie ´ e ent˜ ao dividida em
trˆ es componentes: a tendˆ encia, os ciclos e a parte residual que comp˜ oe as ﬂutua¸ c˜ oes
irregulares. Esta t´ ecnica consiste na soma dos componentes de crescimento da s´ erie















Onde, temos que ct = yt − gt; e λ ´ e um n´ umero positivo que penaliza a
variabilidade de crescimento da s´ erie. Na equa¸ c˜ ao (9) sabemos que no limite a
diferen¸ ca no tempo do componente de crescimento (gt+1−gt) tende a se aproximar
de alguma constante β. Portanto, temos que o limite desta tendˆ encia ´ e dado por
g0 + βt. Assim, para valores de λ pr´ oximos ao inﬁnito, o limite da equa¸ c˜ ao (9) ´ e o
mesmo que da regress˜ ao linear contra a vari´ avel tempo.
A Figura 3 apresenta o resultado da tendˆ encia utilizando a equa¸ c˜ ao (9). A sua
mudan¸ ca na tendˆ encia foi signiﬁcante p´ os o primeiro trimestre do ano de 1999,
quando ocorreu a desvaloriza¸ c˜ ao cambial com a mudan¸ ca para o regime ﬂutuante
de cˆ ambio. 9
Na elimina¸ c˜ ao das ﬂutua¸ c˜ oes irregulares da s´ erie do IAEMga sem sazonalidade e
sem tendˆ encia foi utilizado o procedimento de ajustamento sazonal X-12-ARIMA
multiplicativo. Como a tendˆ encia foi previamente eliminada, a s´ erie estimada ap´ os
eliminar as ﬂutua¸ c˜ oes irregulares ser´ a o ciclo revisado do IAEMga, que pode ser
visualizado na Figura 4.
9 Veja maiores detalhes em Averbug e Giambiagi (2000).
EconomiA, Bras´ ılia(DF), v.7, n.3, p.453–483, set/dez 2006 463Vamerson Schwingel Ribeiro e Joilson Dias
 
Fig. 3. Tendˆ encia estimada pelo ﬁltro Hodrick-Prescott
A leitura dos ciclos da Figura 4 foi transferida para a Tabela 2. A cronologia
denotada por P (picos) e T (fundos) foram datadas em acordo com os respectivos
per´ ıodos seguindo a sugest˜ ao de Zarnowitz (1991). As fases de contra¸ c˜ ao duram
em m´ edia 11 meses, enquanto que, as de expans˜ ao 12 meses.
Fig. 4. Ciclo revisado: IAEMga
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Tabela 2
Cronologia dos ciclos revisados: IAEMga
Datas de referˆ encia do IAEMga Dura¸ c˜ ao (meses)









– Setembro 1996 – – – – – – – –
Julho 1997 Julho 1998 10 – 12 – – – 22 –
Setembro 1999 Setembro 2000 14 24 12 24 22 – 22 44
Junho 2001 – 09 33 – – 21 43 – –




Na pr´ oxima se¸ c˜ ao, compara-se o IAEMga sem sazonalidade com algumas s´ eries
de referˆ encia atrav´ es da an´ alise de correla¸ c˜ ao e causalidade de Granger.
5. An´ alise de Correla¸ c˜ ao e de Causalidade de Granger
A n˜ ao existˆ encia de dados sobre uma vari´ avel de produ¸ c˜ ao e/ou consumo em n´ ıvel
mensal no munic´ ıpio, levou a que se utilizassem s´ eries nacionais como compara¸ c˜ ao
da qualidade da s´ erie do ´ Indice de Atividade Econˆ omica de Maring´ a. Assim,
utilizam-se as seguintes s´ eries: PIB-Saz (´ ındice do produto interno bruto sem
sazonalidade); e IND-Saz (´ ındice da produ¸ c˜ ao industrial sem sazonalidade). 10
De acordo com a Tabela 3, o IAEMga sem sazonalidade quando comparado
com os indicadores agregados nacionais mensais e trimestrais demonstrou possuir
excelente qualidade. A correla¸ c˜ ao de 83% com a s´ erie trimestral do PIB brasileiro
indicou ser promissora sua utiliza¸ c˜ ao como forma de prever o comportamento
das atividades econˆ omicas locais. Assim, o pr´ oximo passo ´ e veriﬁcar qual vari´ avel
antecede a outra por meio do teste de causalidade de Granger. Neste caso, a an´ alise
´ e efetuada entre o IAEMga e as s´ eries de referˆ encia do PIB e produ¸ c˜ ao industrial,
todas sem sazonalidade.
Este teste consiste em veriﬁcar se a vari´ avel X causa a vari´ avel Y . Isto quer dizer
que as mudan¸ cas em X devem preceder as mudan¸ cas em Y . 11 A Tabela 4 apresenta
os testes de causalidade de Granger entre o IAEMga e as vari´ aveis nacionais do
PIB e da produ¸ c˜ ao industrial. Conforme esperado, o PIB e a produ¸ c˜ ao industrial
(IND) nacional antecedem (no sentido de Granger) os movimentos do IAEMga. Ou
seja, o comportamento nacional de expans˜ ao e/ou recess˜ ao econˆ omica prescendem
os da economia local.
10 PIB: pre¸ cos de mercado – ´ ındice encadeado (m´ edia 2001 = 100). Produ¸ c˜ ao industrial: ind´ ustria geral
– quantum – ´ ındice (m´ edia 2001 = 100). Fonte dos dados www.ipeadata.gov.br.
11 Granger (1969).
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Tabela 3
Matriz de correla¸ c˜ ao
Mensais IAEMga-Saz PIB-Saz IND-Saz
IAEMga-Saz 1,00000 0,77554 0,66874
PIB-Saz 0,77554 1,00000 0,90267
IND-Saz 0,66874 0,90267 1,00000
Trimestrais IAEMga-Saz PIB-Saz IND-Saz
IAEMga-Saz 1,00000 0,83409 0,72222
PIB-Saz 0,83409 1,00000 0,91430
IND-Saz 0,72222 0,91430 1,00000
Fonte dos dados IPEA e Apˆ endice.
Tabela 4
Testes de causalidade de Granger
Vari´ aveis Vari´ avel n˜ ao “Granger cause” IAEMga n˜ ao
IAEMga “Granger cause” vari´ avel
N´ umero de lags N´ umero de lags
Mensais 1 2 3 4 5 1 2 3 4 5
PIB 11.35 3.24 1.77 1.54 1.65 0.33 3.18 1.77 2.90 2.12
IND 4.28 1.09 1.00 1.44 1.35 1.19 2.81 1.44 2.51 2.12
Trimestrais 1 2 3 4 5 1 2 3 4 5
PIB 5.76 3.51 3.66 5.26 4.86 0.70 2.17 1.29 0.92 0.64
IND 3.02 1.91 1.41 1.14 0.66 0.72 2.14 0.69 1.33 0.86
Obs.: Valores da Estat´ ıstica F = Estat´ ıstica Wald;
negrito: probabilidade menor que 0,05;
mensais, n entre 67 e 71; trimestrais, n entre 19 e 23.
Como podemos ver na Tabela 4, este efeito de antecipa¸ c˜ ao ´ e conﬁrmado no teste
trimestral, onde o primeiro trimestre apresenta-se como signiﬁcante. A produ¸ c˜ ao
industrial antecede seus efeitos em um mˆ es e, portanto, demonstra na s´ erie
trimestral n˜ ao ser signiﬁcante conforme se espera. Em suma, os benef´ ıcios de um
ciclo de crescimento positivo em n´ ıvel nacional levam em m´ edia dois meses para
afetar a economia local, e da mesma forma aplica-se a de um quadro recessivo
nacional.
Na pr´ oxima se¸ c˜ ao, nosso foco de an´ alise s˜ ao as previs˜ oes do IAEMga sem
sazonalidade, uma vez que, a possibilidade de antecipa¸ c˜ ao das ﬂutua¸ c˜ oes de curto
prazo, poderiam fazer com que os agentes econˆ omicos revisassem suas expectativas
e juntos amenizem as fases de contra¸ c˜ ao, com intuito de fazer com que as fases de
466 EconomiA, Bras´ ılia(DF), v.7, n.3, p.453–483, set/dez 2006´ Indice de Atividade Econˆ omica: Constru¸ c˜ ao e Testes de Previs˜ ao dos Modelos de Filtro
expans˜ ao sejam mais prolongadas.
6. Previs˜ oes da S´ erie IAEMga: Filtro de Kalman
O aspecto mais importante da qualidade da previs˜ ao est´ a na miniza¸ c˜ ao dos erros.
No entanto, as s´ eries tendem a ter elementos esp´ urios que causam a existˆ encia de
valores fora do esperado, os chamados outliers. As previs˜ oes sob estas condi¸ c˜ oes
tendem a ser inst´ aveis em fun¸ c˜ ao da variˆ ancia ser inﬂada, especialmente quando
usamos a t´ ecnica de Kalman (1960) e Kalman e Bucy (1961).
Como forma de ilustra¸ c˜ ao transformamos a s´ erie do IAEMga atrav´ es da retirada
da tendˆ encia, utilizando o ﬁltro de Hodrick e Prescott (1997), equa¸ c˜ ao (9), na s´ erie
DTIAEMga. A seguir esta nova s´ erie foi testada para estacionariedade usando
o teste ADF de Dickey e Fuller (1979). O resultado do teste ADF=4.79 com
o valor cr´ ıtico a n´ ıvel de 1% de 3.51 indica que a nova s´ erie possui ordem de
estacionariedade I(0). A Figura 5 apresenta a nova vari´ avel que ser´ a objeto do








1996  1997  1998  1999  2000  2001  2002
DTIAEMga        
Fig. 5. S´ erie sem tendˆ encia do IAEMga
Os picos extremos da s´ erie podem indicar a existˆ encia de outliers. As t´ ecnicas
de detec¸ c˜ ao sugeridas por Maddala e Kim (2002), como por exemplo interquantile
range (IQR), indicam potencialmente a existencia entre um e quatro mild outliers
para a vari´ avel acima.
Apesar de ´ uteis estas informa¸ c˜ oes, pois sinalizam que os coeﬁcientes do
modelo podem ser inst´ aveis, a corre¸ c˜ ao tem consistido b´ asicamente em retirar as
observa¸ c˜ oes que est˜ ao causando o problema. Aqui queremos aplicar um nova t´ ecnica
que permite evitar esta pr´ atica de desconsiderar as observa¸ c˜ oes que comp˜ oem que
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geram outliers. Mas, antes temos que apresentar o m´ etodo de Filtro de Kalman,
conforme Harvey (2001).
O m´ etodo de Filtro de Kalman consiste em um algoritmo aplicado a um sistema
de equa¸ c˜ ao que deve ser representado na sua forma espa¸ co de estado. Um modelo
espa¸ co de estado ´ e representado em geral pelas duas equa¸ c˜ oes seguintes: 12
– Equa¸ c˜ ao de medida:
yt = Ztαt + dt + Stεt, E(εt) = 0, V ar(εt) = Ht, (5)
– Equa¸ c˜ ao de transi¸ c˜ ao:
αt = Ttαt−1 + ct + Rtηt, E(ηt) = 0, V ar(ηt) = Qt, (6)
Sendo que as dimens˜ oes das vari´ aveis que comp˜ oem as equa¸ c˜ oes acima s˜ ao as
seguintes:
Yt : g × 1, Zt : g × k, dt : g × 1, St : g × g, εt : g × 1,
αt : k × 1, Tt : k × k, ct : k × 1, Rt : k × k, ηt : k × 1,
onde, εt ´ e uma perturba¸ c˜ ao n˜ ao correlacionada serialmente com m´ edia zero e
matriz de covariˆ ancia Ht, e α1 ´ e um k × 1 vetor que n˜ ao ´ e observ´ avel e ´ e
assumido por ser gerado por um processo markoviano de primeira ordem, como
mostrado na equa¸ c˜ ao (6). Tt ´ e uma matriz de transi¸ c˜ ao e ηt ´ e um vetor aleat´ orio
de perturba¸ c˜ oes n˜ ao correlacionadas serialmente com m´ edia zero e matriz de
covariˆ ancia Qt, Zt, dt, St, Tt, e Rt pode depender da informa¸ c˜ ao dispon´ ıvel no
tempo t − 1 se n´ os assumirmos normalidade para os erros εt e ηt. A equa¸ c˜ ao (5) ´ e
conhecida como equa¸ c˜ ao de medida, observa¸ c˜ ao ou sinal; enquanto que a equa¸ c˜ ao
(6) ´ e chamada de equa¸ c˜ ao de transi¸ c˜ ao ou estado. O modelo espa¸ co de estado requer
as duas seguintes suposi¸ c˜ oes adicionais:
(i) O vetor inicial α0 tem uma m´ edia de a0 e uma matriz de covariˆ ancia de
 
0,
isto ´ e, E(α0) = a0 e V ar(α0) =
 
o.
(ii) As perturba¸ c˜ oes εt e ηt n˜ ao s˜ ao correlacionadas por todos os per´ ıodos
de tempo, e n˜ ao s˜ ao correlacionadas com a vari´ avel estado inicial, isto ´ e,
E(εtη′
s) = 0 para todo t e s, e E(εtα′
0) = 0 para t = 1,...,T.
Algumas observa¸ c˜ oes devem ser feitas relativas as suposi¸ c˜ oes anteriores:
(i) A segunda suposi¸ c˜ ao n˜ ao garante nenhuma correla¸ c˜ ao entre ε e αt, e nenhuma
correla¸ c˜ ao entre ηt e αt−1, isto ´ e, E(εtα′
t) = 0 e E(ηtα′
t−1) = 0 para todo t.
(ii) Zt,dt,St,Tt,ct e Rt podem depender de um vetor do parˆ ametro n˜ ao conhecido
θ. Neste caso, θ tem que ser estimado.
(iii) Os termos de erro εt e ηt s˜ ao geralmente assumidos possuirem distribui¸ c˜ ao
normal, mas a suposi¸ c˜ ao de normalidade se faz necess´ aria pelo procedimento
da deriva¸ c˜ ao do algoritmo recursivo linear. No caso das deriva¸ c˜ oes por mixed
estimation e MMSLE (minimum mean square linear estimator), n˜ ao h´ a
12 Baseado em Harvey (2001).
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nenhuma suposi¸ c˜ ao relativo a distribui¸ c˜ ao para os erros εt e ηt. Entretanto,
derivar o algoritmo recursivo linear padr˜ ao, como pretendemos fazer, baseado
em fun¸ c˜ oes de densidade requerer´ a a suposi¸ c˜ ao de normalidade.
O algoritmo do Filtro de Kalman ´ e derivado das equa¸ c˜ oes (5) e (6) e se encontra
descrito em detalhes em Hamilton (1994). Se n´ os considerarmos o problema de
estimar usando a informa¸ c˜ ao at´ e o tempo s, isto ´ e, Ys = {y1,y2,...,ys} e n´ os
denotamos E(αt|Ys) ≡ αt|s a expectativa condicional de αt dado Ts, a avalia¸ c˜ ao de
αt|s tem diferente nomes: ﬁltragem, se t = s; suaviza¸ c˜ ao, se t < s; previs˜ ao, se t > s;
e
 
t|s ´ e a matriz de covariˆ ancia condicional de αt dado Yt, isto ´ e, Cov(αt|Ys).
A implementa¸ c˜ ao deste m´ etodo, conforme-se esperava, gerou v´ arias regress˜ oes,
onde a instabilidade das estat´ ısticas dos parˆ ametros estavam presentes. Assim,
recorremos ` a t´ ecnica proposta por Lin e Guttman (1993). Esta t´ ecnica apresenta-se
como simples no sentido de particionar a priori as distribui¸ c˜ oes dos erros de
previs˜ ao. Esta t´ ecnica pode ser descrita da seguinte forma:
(i) considere que yt advem de duas distribui¸ c˜ oes yt ∼ N(Ztαt,V1) ou yt ∼
N(Ztαt,V2), portanto diferem em variˆ ancias;
(ii) deixe λ1 = 1 − λ1tal que 0 < λ1 < 1;
(iii) especiﬁcamos os erros da equa¸ c˜ ao (5) da seguinte forma: εt ∼ N(0,λ1V1 +
λ1V2);
(iv) a variˆ ancia da equa¸ c˜ ao (5) torna-se Ht = λ1V1 + λ1V2, portanto sem alterar
a caracter´ ıstica do ﬁltro;
(v) os valores de λ’s ser˜ ao aqueles que minimizem um crit´ erio da nossa escolha;
(vi) no computo da probabilidade a posteriori dos coeﬁcientes λ’s os valores das
variˆ ancias s˜ ao reduzidas ` a metade.
Em outras palavras esta t´ ecnica consiste em encontrar a propor¸ c˜ ao ideal das
observa¸ c˜ oes que advˆ em das distribui¸ c˜ oes com e sem outliers. Para atingir este
objetivo ´ e preciso encontrar as distribui¸ c˜ oes que ser˜ ao efetuadas as combina¸ c˜ oes.
Na pr´ atica Lin e Guttman (1993) sugere utilizar o desvio padr˜ ao da vari´ avel yt no
lugar de sua variˆ ancia na combina¸ c˜ ao acima. Como ambas a posteriori est˜ ao sendo
corrigidaspela metade´ e como se reduzissemos as variˆ ancias a serem combinadas por
um fator de corre¸ c˜ ao. No nosso caso o desvio padr˜ ao da vari´ avel ´ e o seguinte σyt =
3,43. O desvio padr˜ ao dos erros da equa¸ c˜ ao (10) requer que fa¸ camos uma regress˜ ao
de m´ ınimos quadrados utilizando os valores dos AR’s e MA’s como independentes.
O modelo de melhor ajuste foi um ARMA(2,4). O desvio padr˜ ao dos erros obtidos
foi σe = 2,43. Em vez de seguir os autores e reduzir ambos os valores dos desvios
` a metade quando da combina¸ c˜ ao das distribui¸ c˜ oes decidimos somente reduzir ` a
metade o primeiro desvio da vari´ avel yt , mantendo o outro intacto, ou seja n´ os
utilizamos a comnbina¸ c˜ ao εt ∼ λ1 ∗ N(0,1,715)+ (1 − λ1) ∗ N(0,2,43).
O passo a seguir foi encontrar um crit´ erio no qual pod´ ıamos basear nossa escolha
do valor ´ otimo de λ1. Optamos pelo Crit´ erio de Informa¸ c˜ ao de Akaike (AIC). De
acordo com este crit´ erio quando estamos estimando modelos ARMA deve-se optar
pelo menor valor obtido, utilizando a seguinte formula:
AIC(p) = nlogσ
2
e + 2p (7)
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Onde: n ´ e o tamamnho da amostra e representa a variˆ ancia dos erros da regress˜ ao
e p ´ e o n´ umero de parˆ ametros. O resultado deste crit´ erio para os valores de λ’s est˜ ao
na Tabela 5.
Tabela 5
Crit´ erio de informa¸ c˜ ao de Akaike










Apesar do menor valor ser o valor de λ1 = 0,50, n´ os optmos por apresentar os
valores dos coeﬁcientes λ1 = 0,60, cujo n´ ıveis de signiﬁcˆ ancia das estat´ ıticas dos
parˆ ametros s˜ ao superiores. Estes apresentam-se como todos signiﬁcativos a n´ ıvel de
5%, com excess˜ ao do coeﬁciente c(4) que ´ e siginﬁcativo a n´ ıvel de 10% signﬁcante.
conforme podemos veriﬁcar no resultado da Tabela 6.
Tabela 6
O m´ etodo ﬁltro de Kalman: Estimativa dos coeﬁcientes
Vari´ avel: DTIAEMga
M´ etodo: M´ axima Verossimilhan¸ ca (MV)
Observa¸ c˜ oes: 1996:01 2002:09
Valores Iniciais: C(1)=1.39377, C(2)=1.42355, C(3)=0.45980,
C(4)=0.26114, C(5)=−1.21549, C(6)=−0.99593
Vari´ avel Coeﬁciente Desvio Padr˜ ao Estat´ ıstica-z Probabilidade
C(1) 1.405430 0.159032 8.837388 0.0000
C(2) 1.439074 0.269818 5.333501 0.0000
C(3) 0.467039 0.202324 2.308367 0.0210
C(4) 0.261264 0.145180 1.799585 0.0719
C(5) -1.215711 0.017003 -71.49858 0.0000
C(6) -0.996267 0.012165 -81.89477 0.0000
Final State Root MSE z-Statistic Prob.
SV1 -58.39408 11.37175 -5.135014 0.0000
SV2 28.43390 11.41318 2.491321 0.0127
SV3 23.91597 11.12705 2.149354 0.0316
SV4 -57.72430 10.54828 -5.472392 0.0000
SV5 46.43343 10.45343 4.441932 0.0000
Log da fun¸ c˜ ao MV -196.8995 Crit´ erio de Akaike 5.202550
Parˆ ametros 6 Crit´ erio de Schwarz 5.383835
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As previs˜ oes a partir do resultado da Tabela 6, ou seja utilizando ﬁltro de Kalman
para a vari´ avel DTIAEMga, se encontra na Figura 6. Observa-se na ﬁgura que
a vari´ avel n˜ ao m´ ımica completamente os picos em fun¸ c˜ ao destes representarem
provavelmente elementos de choques cujas valores produzem os chamados outliers.
A vantagem do ﬁltro de Kalman ´ e a utiliza¸ c˜ ao dos valores passados para a proje¸ c˜ ao
dos valores futuros.
A previs˜ ao para esta vari´ avel utilizando os valores passados conhecidos produziu
os resultados da Figura 7. Neste caso, os valores passados auxiliaram nas previs˜ oes
futuras entrando na regress˜ ao como fonte de proje¸ c˜ ao com o objetivo de minizar
os erros da predi¸ c˜ ao. Este mecanismo de auto-corre¸ c˜ ao permite que a proje¸ c˜ ao seja
incoporada ao modelo e, desta forma, implementar novas predi¸ c˜ oes utilizando o
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Fig. 6. Previs˜ oes do ﬁltro de Kalman
As previs˜ oes com base nos valores passados conhecidos est´ a representado pela
vari´ avel DTIAEMgaP na Figura 7. Estes resultados referem-se somente a parte
sem tendˆ encia da vari´ avel IAEMga. Para restabelecer os valores em n´ ıvel agregado
da vari´ avel IAEMga e, assim, proceder o c´ alculo do coeﬁciente de correla¸ c˜ ao para
termos no¸ c˜ ao m´ ınima da qualidade das predi¸ c˜ oes, precisamos adicionar as duas
partes. Assim, a vari´ avel DTIAEMgaP foi adicionada a parte da tendˆ encia para
formar a vari´ avel IAEMgaF para ser comparada a original. O resultado foi um
coeﬁciente de correla¸ c˜ ao de 90,13%. A ﬁgura das duas s´ eries se encontra na Figura
8.
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Fig. 8. Previs˜ oes do ﬁltro de Kalman para s´ erie original
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7. Previs˜ ao com Modelos Box-Jenkins
Nos modelos de previs˜ ao Box e Jenkins (1976) ou simplesmente Box-Jenkins
´ e recomendado que se fa¸ ca a previs˜ ao sobre vari´ aveis estacion´ arias. Neste caso
optamos por seguir a recomenda¸ c˜ ao de Enders (1995) e utilizar a diferen¸ ca da
vari´ avel no tempo ou DIAEMga=IAEMgat - IAEMgat−1. As principais raz˜ oes para
este procedimento, de acordo com a Figura 2, est´ a no comportamento da vari´ avel
IAEMga:
(i) n˜ ao-linearidade; e
(ii) n˜ ao-estacionariedade.
O teste de raiz unit´ aria na vari´ avel DIAEMga produziu um ADF=12,01 com um
valor cr´ ıtico de a n´ ıvel de 1% de 3,52, o que indica que a diferen¸ ca da vari´ avel
IAEMga, ou seja, o DIAEMga ´ e I(0), portanto estacion´ aria.
Tabela 7
Resultado econom´ etrico do modelo Box and Jenkins: Estimativa dos coeﬁcientes
Vari´ avel Dependente: DIAEMGA
M´ etodo: M´ ınimos Quadrados
Amostra: 1997:06 – 2002:06
N´ umero de observa¸ c˜ oes: 61
Vari´ avel Coeﬁciente Erro Padr˜ ao t-estat´ ıstico Probabilidade
C 0.273640 0.214163 1.277719 0.2067
AR(1) -0.579661 0.106604 -5.437497 0.0000
AR(13) -0.317272 0.110047 -2.883053 0.0056
AR(16) -0.348088 0.103339 -3.368409 0.0014
MA(1) -0.189665 0.089748 -2.113314 0.0391
MA(17) 0.779758 0.062284 12.51949 0.0000
R2 0.760283 M´ edia da V. D. 0.320080
R22 ajustado 0.738490 Desvio padr˜ ao da V.D. 4.852083
Soma dos erros 2.481259 Akaike – Crit´ erio 4.748590
SQR 338.6156 Schwarz – Crit´ erio 4.956217
M´ axima verossimilhan¸ ca -138.8320 F-estat´ ıstica 34.88740
Durbin-Watson 1.969049 Prob(F-estat´ ıstica) 0.000000
Obs:
(i) DIAEMga refere-se a diferen¸ ca da vari´ avel IAEMga-Saz;
(ii) SQR – Soma do Quadrado dos Res´ ıduos e
(iii) V. D.: Vari´ avel Dependente.
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O pr´ oximo passo ´ e aprendermos sobre o comportamento da auto-regressividade
e mudan¸ cas na m´ edia da vari´ avel. Assim, foram efetuadas regress˜ oes de m´ ınimos
quadrados, considerando os processos auto-regressivo (AR) e de m´ edia m´ ovel (MA)
como independentes. Dentre uma s´ erie de regress˜ oes, a disponibilizada na Tabela
7 mostrou-se ser a melhor de acordo com os crit´ erios ajuste e signiﬁcˆ ancia dos
coeﬁcientes.
De acordo com este modelo a vari´ avel IAEMga possui auto-regress˜ ao de ordem
um, treze e dezesseis, AR (1,13,16); e m´ edia m´ ovel um e dezessete, MA(1,17). Com
estas informa¸ c˜ oes ﬁca f´ acil utilizar o modelo Box-Jenkins para a previs˜ ao. 13 As
previs˜ oes utilizando as informa¸ c˜ oes da regress˜ ao acima permite obtermos a previs˜ ao
da diferen¸ ca da DIAEMga, conforme Figura 9.
Como a diferen¸ ca ´ e estacion´ aria, o que implica que a vari´ avel em n´ ıvel ´ e de ordem
um, I(1), temos que estes modelos s˜ ao conhecidos como Auto-regressivo Integrado
de M´ edia M´ ovel (ARIMA). Portanto utilizamos a diferen¸ ca estimada acima para
calcular o valor do IAEMga previsto que denominamos de IAEMgaBJ na Figura
10.
O coeﬁciente de correla¸ c˜ ao obtido entre as duas vari´ aveis da Figura 10 foi de
94,65%. A perda de informa¸ c˜ oes das amostras ´ e uma das caracter´ ıticas destes
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Fig. 9. Previs˜ ao da vari´ avel DIAEMGA
13 Box e Jenkins (1976).
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Fig. 10. Proje¸ c˜ oes do IAEMga: Modelo Box-Jenkins
8. Comparando os Modelos
A compara¸ c˜ ao natural entre os dois modelos, Filtro de Kalman e Box-Jenkins,
apesar de apresentarem coeﬁcientes de correla¸ c˜ ao muito pr´ oximos com rela¸ c˜ ao ` as
s´ eries nacionais precisa-se de testes estat´ ıticos para detectar suas qualidades. Aqui,
usaremos o teste desenvolvido por Diebold e Mariano (1995). De acordo com este
teste devemos construir uma fun¸ c˜ ao de perda onde:
f = (ebj)2 − (efk)2 (8)
Onde {ebj} ´ e uma sequˆ encia de erros de previs˜ ao do modelo Box-Jenkins; {efk}
´ e uma sequˆ encia de erros de previs˜ ao do modelo de Filtro de Kalman; estes erros
referem-se ao per´ ıodo 1997:06 – 2002:06. O teste estat´ ıstico, que ´ e assint´ oticamente





Onde fm ´ e a m´ edia da amostra {f} para o per´ ıodo em quest˜ ao. A hip´ otese
nula ´ e de que fm = 0. Os valores de S positivos signiﬁca que o modelo do Filtro
de Kalman ´ e superior e os negativos d´ a respaldo ao de Box-Jenkins. Os valores
obtidos para as variaveis fm = −7,04 e σf = 31,01, portanto S = −0,22. Apesar
do sinal do resultado informar que o modelo de Box-Jenkins se ajusta melhor aos
dados, o mesmo n˜ ao ´ e estat´ ıtiscamente diferente de zero, portanto a hip´ otese nula
´ e aceita.
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9. Conclus˜ ao
Uma das caracter´ ısticas dos indicadores agregados em geral ´ e a demora na sua
produ¸ c˜ ao. Os impactos de suas movimenta¸ c˜ oes, quando tornam-se conhecidas, j´ a
ocorreram nas economias locais. Ao produzir um ´ ındice que antecipa os efeitos
destes movimentos de n´ ıvel agregado para a economia local cria-se um instrumento
de mensura¸ c˜ ao dos movimentos futuros. A incorpora¸ c˜ ao deste instrumento nas
decis˜ oes dos agentes locais permitem que estes minimizem perdas e maximizem
ganhos. O ´ ındice proposto satisfaz todas as condi¸ c˜ oes t´ ecnicas, al´ em de sinalizar
com maior rapidez as ﬂutua¸ c˜ oes de curto prazo. Para tanto, o IAEMga aqui
constru´ ıdo possibilita os agentes econˆ omicos tomarem decis˜ oes de acordo com as
suas expectativas, provenientes de an´ alises de vari´ aveis locais.
Apesar de n˜ ao ter sido poss´ ıvel comparar o IAEMga com s´ eries de referˆ encia
longas para o munic´ ıpio de Maring´ a, pode-se supor ou auferir que o IAEMga
sem sazonalidade seja um bom ´ ındice coincidente e a previs˜ ao do IAEMga sem
sazonalidade seja um indicador antecedente da atividade econˆ omica de Maring´ a.
Com isso, pode-se utiliz´ a-lo em substitui¸ c˜ ao a outros ´ ındices tradicionais; tendo
como vantagem, que a sua coleta, manipula¸ c˜ ao e publica¸ c˜ ao s˜ ao muito mais r´ apidas
e efetuadas localmente, o que faz com que os agentes econˆ omicos que necessitem de
informa¸ c˜ oes instantˆ aneas possam se utilizar IAEMga com alto n´ ıvel de conﬁan¸ ca.
O modelo de previs˜ ao de Box-Jenkins (ARIMA) foi o que apresentou melhor
correla¸ c˜ ao e menor erro quadrado de previs˜ ao na fun¸ c˜ ao de perda. No entanto,
estatisticamente as previs˜ oes dos modelos n˜ ao diferiram. Cabe ressaltar que o
modelo de previs˜ ao baseado no Filtro de Kalman permite efetuar previs˜ oes
incorporando os valores ocorridos do passado. Considerando estritamente do ponto
de vista de praticidade na manipula¸ c˜ ao dos modelos de previs˜ ao, o modelo ARIMA
oferece maior facilidades na sua utiliza¸ c˜ ao.
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S´ eries originais sem sazonalidade
Obs. X01 X02 X03 X04 X05 X06 X07 X08 X09 X10 X11 X12 X13 X14 X15 X16 X17 X18
1996:01 83,73 89,97 66,17 86,28 80,49 103,50 111,11 75,31 86,46 126,72 89,56 62,31 89,72 73,39 76,37 53,66 45,94 94,53
1996:02 84,95 79,17 67,66 89,92 99,13 112,51 151,90 92,68 80,29 91,61 82,48 82,68 103,43 78,89 76,27 69,70 72,60 134,94
1996:03 86,06 84,56 68,66 86,97 99,59 108,35 93,23 74,27 74,08 101,93 79,69 82,33 87,39 76,10 76,50 74,22 52,77 94,64
1996:04 86,87 89,66 71,46 90,06 101,50 110,11 70,65 73,42 69,47 68,52 69,03 65,59 91,37 77,20 75,63 60,80 40,19 102,06
1996:05 82,27 85,64 68,74 92,31 101,25 106,46 101,59 80,84 81,03 102,33 96,50 88,42 141,27 77,23 100,73 120,06 51,67 96,47
1996:06 82,06 82,78 69,72 92,72 106,12 107,45 150,68 82,74 75,41 104,41 96,53 125,46 69,22 74,05 84,68 81,21 47,87 126,42
1996:07 83,48 91,59 73,96 91,18 105,15 95,90 119,84 84,84 79,02 100,65 100,31 49,78 93,94 70,38 82,90 41,36 47,75 107,93
1996:08 83,73 93,09 70,59 92,79 101,76 100,69 132,70 74,61 81,63 92,11 99,81 92,01 84,90 76,02 83,08 69,62 42,47 101,55
1996:09 84,58 90,45 70,16 93,68 106,68 98,06 144,73 72,71 71,09 91,73 102,24 113,79 96,44 76,86 86,49 86,34 32,07 81,20
1996:10 85,19 83,75 71,84 93,97 109,75 100,73 142,31 134,99 86,26 76,65 75,49 46,89 92,59 77,81 81,75 45,84 47,31 85,92
1996:11 86,16 93,35 73,99 89,55 114,40 105,33 117,01 61,21 89,15 114,21 83,58 96,34 84,62 77,06 79,41 71,02 44,86 91,66
1996:12 89,83 90,89 75,71 92,64 115,64 96,28 133,77 102,60 85,14 94,16 85,73 90,06 94,08 78,17 83,23 76,24 49,31 92,61
1997:01 87,12 85,25 74,85 91,76 109,53 96,51 130,19 63,42 93,28 83,02 82,18 63,61 99,41 76,43 107,80 66,58 54,78 85,54
1997:02 86,84 93,84 72,83 89,67 108,09 98,42 92,57 97,59 85,67 109,99 73,68 86,11 97,95 68,83 85,21 74,28 51,34 88,41
1997:03 86,65 96,84 75,44 90,89 106,80 114,16 107,24 74,08 83,27 85,61 78,49 77,87 82,30 83,63 85,49 77,54 45,84 72,80
1997:04 85,85 90,21 72,48 94,68 119,01 98,88 108,28 69,15 98,10 97,37 79,82 52,85 97,15 78,30 75,32 54,34 53,88 79,61
1997:05 89,11 96,44 76,78 98,46 120,76 104,26 89,78 75,39 72,30 90,90 76,77 48,06 85,14 114,86 78,64 58,10 59,03 72,39
1997:06 90,90 91,77 76,47 91,82 125,04 93,74 108,25 47,99 100,70 77,77 79,01 51,37 78,07 73,74 73,97 59,35 53,87 67,64
1997:07 89,37 90,25 77,66 91,32 123,80 94,21 110,27 254,62 102,90 76,70 77,59 55,96 90,76 101,68 73,00 54,59 56,86 68,23
1997:08 89,27 88,56 77,20 93,82 124,27 96,82 130,07 130,06 98,39 96,37 77,97 63,02 89,37 80,75 76,91 56,96 44,85 68,36
1997:09 90,01 88,32 79,83 94,36 127,18 92,77 109,91 115,43 104,38 83,67 78,97 70,96 84,25 81,84 71,90 50,35 54,97 58,75
1997:10 91,88 85,68 79,85 92,68 118,54 89,46 104,09 145,42 102,11 82,39 84,62 60,39 101,57 81,43 69,87 61,16 55,06 64,60
1997:11 92,73 81,08 79,50 93,28 114,52 92,76 97,69 105,17 97,38 78,83 88,09 63,64 88,88 80,40 86,50 60,37 60,19 63,28
1997:12 91,95 72,14 80,38 92,43 121,81 92,26 70,82 88,81 88,31 87,39 89,24 58,31 106,44 72,70 71,38 56,14 40,47 66,00
1998:01 90,91 92,31 78,90 99,35 123,37 91,61 95,14 118,43 86,27 96,35 85,90 65,07 110,19 75,39 73,50 63,16 78,30 73,01




































































































































Tabela A1 – cont.
1998:03 89,83 91,67 77,35 93,78 126,71 93,03 139,54 128,17 96,28 90,00 97,42 54,49 118,36 94,47 78,05 51,96 65,72 77,60
1998:04 91,02 96,09 80,07 89,92 115,69 91,12 128,44 102,07 88,72 91,32 83,18 71,76 112,60 77,65 91,62 73,25 64,09 69,30
1998:05 91,16 95,42 78,50 89,45 113,47 76,65 150,00 122,98 90,64 89,06 88,05 77,76 110,58 79,73 83,93 69,59 55,83 75,87
1998:06 101,52 103,93 85,99 92,56 109,46 112,76 118,01 100,40 81,23 107,14 92,29 73,35 111,12 81,05 84,89 62,95 59,89 83,62
1998:07 88,71 99,14 79,34 98,69 111,53 104,07 85,12 111,69 75,43 105,43 97,08 63,02 110,06 83,55 88,95 61,13 57,49 77,70
1998:08 94,50 103,14 84,10 94,48 113,36 102,66 94,41 79,11 75,47 102,76 94,75 64,11 107,78 84,69 85,10 53,94 59,21 74,35
1998:09 95,16 100,71 83,16 96,33 113,71 104,55 84,34 114,31 76,69 104,37 97,80 63,97 131,82 84,31 79,54 52,92 67,76 74,62
1998:10 94,61 110,63 81,65 88,23 112,45 107,83 84,62 71,68 71,95 103,58 96,41 57,67 101,09 107,24 130,59 62,68 64,67 75,05
1998:11 94,49 97,21 82,01 95,35 115,07 94,17 104,89 85,73 70,85 125,80 84,29 64,54 99,34 81,52 74,81 57,84 69,02 77,83
1998:12 106,76 115,95 92,16 100,06 124,67 99,47 89,83 84,35 77,87 115,83 96,14 65,10 108,41 83,18 86,73 64,33 61,18 72,27
1999:01 89,61 98,34 78,75 96,33 124,18 101,77 50,68 195,72 65,97 115,34 90,61 59,80 112,60 89,71 86,72 61,82 54,39 71,86
1999:02 97,76 102,63 84,77 98,12 113,27 98,09 83,35 70,43 58,98 168,70 95,56 59,78 98,82 80,73 76,47 57,94 73,86 69,07
1999:03 95,93 102,23 89,88 103,00 126,11 93,34 115,79 175,44 72,32 92,89 85,33 112,70 131,52 72,52 81,09 50,42 57,33 72,55
1999:04 101,04 96,02 89,69 107,82 122,19 93,15 89,95 141,35 64,48 107,77 83,31 58,94 99,66 79,15 80,33 38,98 52,87 71,65
1999:05 92,74 104,69 80,56 94,40 119,28 91,13 91,35 93,95 57,02 102,96 93,53 62,14 103,85 74,20 81,91 41,30 52,79 71,47
1999:06 100,42 117,77 88,69 98,70 131,72 84,26 93,06 83,38 59,91 168,80 82,58 50,98 122,67 72,50 78,90 43,51 58,44 69,18
1999:07 103,04 106,07 90,65 93,50 131,21 93,95 113,48 100,90 56,80 101,86 81,62 58,31 103,33 74,65 80,11 51,73 60,92 67,29
1999:08 92,95 106,90 89,55 101,32 125,75 92,67 91,04 94,64 58,08 67,72 87,95 53,92 97,51 72,38 80,96 48,80 62,89 82,39
1999:09 101,22 108,93 91,76 111,03 117,50 90,35 117,02 103,21 58,70 63,02 85,62 56,08 100,11 73,05 78,93 58,60 48,36 74,66
1999:10 104,42 103,71 90,84 98,45 118,83 90,99 91,08 99,29 59,94 89,03 88,03 58,57 93,37 75,17 78,21 51,08 48,68 75,10
1999:11 93,62 114,84 83,71 93,89 114,80 93,09 107,75 93,93 58,53 87,43 94,93 55,33 93,79 94,47 86,73 62,87 65,91 73,15
1999:12 94,55 113,37 89,95 100,83 107,08 93,91 108,65 113,36 65,16 90,82 90,06 64,73 89,63 83,01 93,85 51,03 42,56 75,15
2000:01 101,43 103,07 95,16 103,30 105,10 95,19 102,16 98,27 64,67 99,99 92,77 70,45 79,94 83,81 92,59 45,58 61,98 76,31
2000:02 101,12 102,65 96,65 99,76 106,16 91,58 103,63 108,00 71,39 117,03 92,68 92,54 88,50 86,79 97,91 57,38 63,33 76,39
2000:03 99,92 106,32 91,94 102,85 96,06 94,72 86,34 81,68 68,27 131,84 92,74 65,27 92,05 89,91 97,12 65,75 71,60 78,73



























































































Tabela A1 – cont.
2000:05 102,67 101,46 96,97 100,56 99,55 89,52 101,18 131,73 72,95 134,39 90,45 64,19 90,53 85,37 100,26 78,30 75,23 85,03
2000:06 102,27 104,29 99,06 100,78 91,76 88,46 109,41 163,58 98,89 110,62 103,63 74,57 104,24 90,21 106,10 75,40 77,88 77,24
2000:07 103,69 103,21 98,81 101,28 93,25 75,70 100,19 75,15 91,48 125,36 87,45 69,57 104,37 92,33 110,24 72,77 78,65 83,27
2000:08 103,16 94,78 98,13 92,66 99,70 85,94 101,85 124,83 88,18 133,43 88,78 65,21 112,49 97,66 109,59 304,26 75,53 80,12
2000:09 101,16 98,52 95,90 96,62 97,56 91,74 101,34 105,95 76,89 165,24 92,18 64,51 99,84 97,49 125,68 54,37 76,23 86,83
2000:10 103,46 104,70 103,46 104,03 87,22 87,34 106,20 113,09 95,03 157,10 125,20 69,30 128,85 94,89 122,92 81,83 82,56 97,14
2000:11 104,70 100,46 103,73 100,87 95,40 85,47 104,46 142,53 118,45 141,83 102,09 66,28 115,62 96,16 110,60 69,17 79,06 71,76
2000:12 101,70 92,22 100,48 98,25 92,57 90,05 83,47 107,55 98,81 144,50 79,75 68,60 84,28 111,20 104,67 78,83 98,95 88,85
2001:01 104,35 103,19 103,70 98,48 98,78 95,48 115,99 133,37 105,19 113,59 93,35 81,69 63,84 100,44 107,11 87,17 85,51 88,25
2001:02 100,91 104,30 101,96 100,02 97,42 101,47 108,45 106,71 104,71 87,75 89,46 78,32 93,43 101,20 105,79 106,58 89,58 87,18
2001:03 105,98 99,64 102,31 99,59 97,28 89,87 88,94 91,53 109,53 98,91 99,38 52,67 85,80 98,97 102,65 86,65 85,80 89,14
2001:04 100,59 97,37 102,25 99,69 98,41 101,15 103,40 96,47 99,84 91,45 103,80 85,59 110,65 113,73 99,69 91,60 101,80 99,48
2001:05 104,41 94,28 101,82 101,98 100,62 99,44 105,12 93,94 109,32 115,21 93,20 93,24 131,99 99,34 98,75 102,17 91,34 93,16
2001:06 98,16 95,05 98,71 101,81 99,70 104,76 81,50 86,95 101,67 115,00 91,63 88,93 94,66 102,55 106,19 87,15 94,83 105,00
2001:07 93,45 90,26 96,56 99,28 95,41 101,78 124,10 82,69 101,51 116,55 104,42 160,72 85,42 96,81 98,49 143,09 91,22 102,33
2001:08 97,80 112,16 98,04 99,27 94,36 101,56 81,89 99,60 106,86 108,08 98,34 77,35 124,98 98,27 99,75 63,73 126,89 108,36
2001:09 97,61 100,66 96,55 98,72 96,88 100,64 73,92 86,96 75,92 97,79 93,37 93,08 93,63 99,14 96,65 71,06 118,41 108,13
2001:10 96,85 99,59 97,69 99,25 104,91 100,61 107,45 99,34 94,44 111,28 100,45 129,50 68,70 96,71 93,06 140,50 115,24 118,26
2001:11 99,36 104,64 98,32 102,97 119,11 104,00 98,67 120,78 100,71 84,24 116,77 101,21 113,50 96,61 95,88 88,07 97,75 106,50
2001:12 100,53 101,42 100,91 98,83 97,92 100,41 115,32 106,97 93,19 64,83 130,79 92,85 117,58 96,36 96,80 99,41 99,64 91,95
2002:01 98,25 105,28 96,12 96,65 101,22 89,56 102,03 90,18 112,83 93,52 248,19 145,26 96,74 89,05 94,08 134,13 91,78 96,26
2002:02 97,85 103,67 91,07 101,15 103,22 87,75 106,17 103,79 94,34 58,90 115,13 91,85 128,33 98,09 102,13 82,85 83,41 101,70
2002:03 103,57 97,95 103,50 99,30 104,03 94,73 131,85 159,89 87,15 102,12 102,39 101,77 117,48 104,42 109,43 104,77 80,78 103,82
2002:04 106,38 104,34 115,02 111,91 106,94 81,93 102,30 101,20 113,63 141,45 132,53 111,78 123,23 93,46 105,04 106,92 81,33 105,80
2002:05 104,11 104,09 104,81 110,99 105,94 98,24 93,10 100,67 103,24 84,55 128,48 91,64 134,29 110,09 119,18 91,46 82,20 103,84























































6´ Indice de Atividade Econˆ omica: Constru¸ c˜ ao e Testes de Previs˜ ao dos Modelos de Filtro
Tabela A2
Componentes principais: Matriz de correla¸ c˜ ao
Comp 1 Comp 2 Comp 3 Comp 4 Comp 5
Ra´ ızes Caracter´ ısticas 5.75 2.9 1.58 1.21 1.10
Var. Prop. Explicada 32% 16% 9% 7% 6%
Var. Prop. Acumulada 32% 48% 57% 64% 70%
Vetores das ra´ ızes caracter´ ısticas:
Vari´ avel Vetor 1 Vetor 2 Vetor 3 Vetor 4 Vetor 5
X01 0.331219 -0.273957 -0.002648 -0.004043 0.054413
X02 0.194778 -0.333445 -0.211681 -0.337492 -0.010343
X03 0.386293 -0.146459 0.039154 -0.004753 0.001880
X04 0.280142 -0.225116 0.077565 -0.253428 -0.077449
X05 -0.225034 -0.292258 0.276232 -0.206942 -0.155992
X06 -0.128462 0.281437 -0.333521 -0.087702 -0.533700
X07 -0.104046 0.250519 0.344180 -0.106832 0.388877
X08 0.065931 -0.158115 0.478118 0.290350 -0.179888
X09 0.181445 0.243293 0.387931 0.280602 -0.058177
X10 0.154084 -0.115057 -0.354381 0.233872 0.458673
X11 0.230755 0.125685 0.148016 -0.452099 0.103788
X12 0.180050 0.360583 0.109846 -0.337450 0.097137
X13 0.116062 -0.125658 0.225038 -0.239681 -0.156438
X14 0.311308 0.056509 0.003147 0.291227 -0.353441
X15 0.321194 0.044918 -0.163195 0.171202 0.114600
X16 0.214668 0.245183 0.077419 0.111009 0.186908
X17 0.343120 0.079627 -0.033986 0.050712 -0.241296
X18 0.150489 0.428427 -0.136208 -0.193485 -0.092296
Obs.: Var. Prop. = Variˆ ancia Proporcional.
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Tabela A2 – cont.
Componentes principais: Matriz de correla¸ c˜ ao
Comp 6 Comp 7 Comp 8 Comp 9 Comp 10
Ra´ ızes Caracter´ ısticas 0.89 0.75 0.70 0.61 0.57
Var. Prop. Explicada 5% 4% 4% 3% 3%
Var. Prop. Acumulada 75% 79% 83% 86% 89%
Vari´ avel Vetor 6 Vetor 7 Vetor 8 Vetor 9 Vetor 10
X01 0.138344 0.002056 0.023468 0.019414 -0.194765
X02 0.113220 0.091382 -0.016137 0.384758 0.163363
X03 0.173736 0.021147 0.012946 -0.051878 -0.143195
X04 0.201868 0.187261 0.065746 -0.308835 -0.216757
X05 0.045153 -0.150152 -0.201950 -0.026348 -0.247949
X06 -0.059106 0.145694 -0.148385 0.076186 0.022839
X07 0.206993 0.450975 0.261426 0.336896 -0.088908
X08 -0.044750 0.450648 -0.440430 -0.103394 0.378096
X09 0.002867 -0.340572 0.374462 -0.156937 0.049977
X10 -0.307059 0.126809 -0.116781 -0.402304 0.092168
X11 -0.082558 -0.389836 -0.070086 0.018509 0.565542
X12 0.090656 0.059960 -0.378823 -0.231900 -0.003845
X13 -0.825151 0.161206 0.242941 0.078354 -0.151756
X14 0.093708 -0.006933 -0.011419 0.236415 0.062098
X15 -0.082124 0.134154 0.061758 0.384674 0.206685
X16 -0.193055 -0.224963 -0.520536 0.329888 -0.479956
X17 0.060455 -0.055794 0.138070 -0.134590 -0.122412
X18 -0.008570 0.347139 0.119624 -0.212798 -0.096108
482 EconomiA, Bras´ ılia(DF), v.7, n.3, p.453–483, set/dez 2006´ Indice de Atividade Econˆ omica: Constru¸ c˜ ao e Testes de Previs˜ ao dos Modelos de Filtro
Tabela A3
´ Indice de atividade econˆ omica de Maring´ a – IAEMga:
S´ eries hist´ oricas (n´ umeros ´ ındices, m´ edia de 2001 = 100)
(1) (2) (3) (4) (1) (2) (3) (4)
Obs. IAEMga IAEMga IAEMga IAEMga Obs. IAEMga IAEMga IAEMga IAEMga
Saz SazTend Ciclo Saz SazTend Ciclo
1996:01 82,711 82,667 96,738 98,660 1999:04 87,595 87,439 97,908 97,752
1996:02 90,913 91,221 106,690 99,363 1999:05 83,632 83,910 93,706 96,805
1996:03 83,300 83,141 97,186 99,929 1999:06 88,574 86,738 96,588 95,934
1996:04 78,809 79,565 92,955 100,463 1999:07 87,076 86,563 96,105 95,232
1996:05 90,305 89,936 105,014 100,941 1999:08 83,970 84,856 93,909 94,771
1996:06 92,195 89,090 103,970 101,359 1999:09 85,219 86,546 95,457 94,598
1996:07 84,163 85,482 99,706 101,698 1999:10 84,440 83,729 92,022 94,733
1996:08 87,076 87,742 102,288 101,888 1999:11 87,185 87,686 96,012 95,168
1996:09 87,736 87,893 102,409 101,888 1999:12 87,195 87,698 95,652 95,871
1996:10 84,778 85,370 99,417 101,667 2000:01 88,220 87,663 95,227 96,791
1996:11 87,461 88,423 102,916 101,272 2000:02 92,267 92,203 99,739 97,871
1996:12 89,621 88,401 102,834 100,778 2000:03 89,996 90,588 97,571 99,036
1997:01 85,631 85,607 99,528 100,274 2000:04 94,541 93,874 100,665 100,211
1997:02 86,088 86,265 100,233 99,831 2000:05 94,266 94,770 101,171 101,307
1997:03 84,856 84,800 98,469 99,487 2000:06 97,963 96,601 102,657 102,216
1997:04 83,411 84,035 97,516 99,236 2000:07 92,512 91,126 96,395 102,861
1997:05 84,442 84,277 97,727 99,066 2000:08 104,396 105,556 111,144 103,204
1997:06 80,622 78,014 90,394 98,984 2000:09 96,092 98,141 102,859 103,246
1997:07 92,720 93,856 108,661 99,018 2000:10 102,290 100,882 105,243 103,037
1997:08 87,389 88,130 101,942 99,185 2000:11 99,618 99,924 103,763 102,638
1997:09 85,490 85,812 99,167 99,474 2000:12 96,521 97,820 101,111 102,107
1997:10 86,331 86,772 100,177 99,847 2001:01 99,741 98,918 101,778 101,529
1997:11 84,533 85,314 98,388 100,254 2001:02 98,043 97,827 100,196 100,963
1997:12 79,855 79,038 91,046 100,651 2001:03 94,140 95,138 96,999 100,458
1998:01 87,881 87,783 100,998 101,009 2001:04 99,763 98,628 100,102 100,064
1998:02 86,683 86,761 99,694 101,310 2001:05 100,557 101,058 102,104 99,809
1998:03 91,193 91,294 104,763 101,554 2001:06 98,019 97,055 97,619 99,720
1998:04 88,677 89,008 101,996 101,742 2001:07 104,307 102,393 102,526 99,793
1998:05 89,461 89,577 102,497 101,878 2001:08 99,826 101,020 100,701 99,997
1998:06 91,892 89,388 102,123 101,969 2001:09 95,368 97,592 96,852 100,282
1998:07 88,089 88,347 100,773 102,000 2001:10 104,542 102,960 101,728 100,574
1998:08 86,982 87,760 99,935 101,949 2001:11 102,367 102,381 100,712 100,821
1998:09 89,286 90,121 102,443 101,808 2001:12 99,500 101,119 99,034 101,018
1998:10 90,442 90,360 102,526 101,573 2002:01 108,920 108,013 105,326 101,150
1998:11 87,341 88,007 99,664 101,243 2002:02 96,213 95,819 93,031 101,236
1998:12 91,344 91,152 103,017 100,805 2002:03 104,730 106,257 102,720 101,274
1999:01 90,152 89,849 101,328 100,233 2002:04 107,085 105,672 101,716 101,250
1999:02 88,360 88,349 99,412 99,526 2002:05 103,075 103,502 99,201 101,284
1999:03 94,535 94,841 106,464 98,687 2002:06 104,593 103,802 99,066 101,076
Obs: (1) IAEMga;
(2) IAEMga sem sazonalidade;
(3) IAEMga sem sazonalidade e sem tendˆ encia;
(4) IAEMga considerando ciclo revisado.
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