Urban planning applications (energy audits, investment, etc.) require an understanding of built infrastructure and its environment, i.e., both low-level, physical features (amount of vegetation, building area and geometry etc.), as well as higher-level concepts such as land use classes (which encode expert understanding of socioeconomic end uses).
development. Urban land use classi cation is typically based on surveys performed by trained professionals. As such, this task is labor-intensive, infrequent, slow, and costly. As a result, such data are mostly available in developed countries and big cities that have the resources and the vision necessary to collect and curate it; this information is usually not available in many poorer regions, including many developing countries [9] where it is mostly needed.
is paper builds on two recent trends that promise to make the analysis of urban environments a more democratic and inclusive task. On the one hand, recent years have seen signi cant improvements in satellite technology and its deployment (primarily through commercial operators), which allows to obtain high and medium-resolution imagery of most urbanized areas of the Earth with an almost daily revisit rate. On the other hand, the recent breakthroughs in computer vision methods, in particular deep learning models for image classi cation and object detection, now make possible to obtain a much more accurate representation of the composition built infrastructure and its environments.
Our contributions are to both the applied deep learning literature, and to the incipient study of "smart cities" using remote sensing data. We contrast state-of-the-art convolutional architectures (the VGG-16 [19] and ResNet [7] networks) to train classi ers that recognize broad land use classes from satellite imagery. We then use the features extracted from the model to perform a large-scale comparison of urban environments. For this, we construct a novel dataset for land use classi cation, pairing carefully sampled locations with ground truth land use class labels obtained from the Urban Atlas survey [22] with satellite imagery obtained from Google Maps's static API. Our dataset -which we have made available publicly for other researchers -covers, for now, 10 cities in Europe (chosen out of the original 300) with 10 land use classes (from the original 20) . As the Urban Atlas is a widely-used, standardized dataset for land use classi cation, we hope that making this dataset available will encourage the development analyses and algorithms for analyzing the built infrastructure in urban environments. Moreover, given that satellite imagery is available virtually everywhere on the globe, the methods presented here allow for automated, rapid classi cation of urban environments that can potentially be applied to locations where survey and zoning data is not available.
Land use classi cation refers to the combination of physical land a ributes and what cultural and socio-economic function land serves (which is a subjective judgement by experts) [2] . In this paper, we take the view that land use classes are just a useful discretization of a more continuous spectrum of pa erns in the organization of urban environments. is viewpoint is illustrated in Figure 2 : while Figure 1: Urban land use maps for six example cities. We compare the ground truth (top row) with the predicted land use maps, either from using separate data collected from the same city (middle row), or using data from all other cities (bo om row). some a ributes (e.g., amount of built structures or vegetation) are directly interpretable, some others may not be. Nevertheless, these pa erns in uence, and are in uenced by, socio-economic factors (e.g., economic activity), resource use (energy), and dynamic human behavior (e.g., mobility, building occupancy). We see the work on cheaply curating a large-scale land use classi cation dataset and comparing neighborhoods using deep representations that this paper puts forth as a necessary rst step towards a granular understanding of urban environments in data-poor regions.
Subsequently, in Section 2 we review related studies that apply deep learning methods and other machine learning techniques to problems of land use classi cation, object detection, and image segmentation in aerial imagery. In Section 3 we describe the dataset we curated based on the Urban Atlas survey. Section 4 reviews the deep learning architectures we used. Section 5 describes model validation and analysis results. We conclude in Section 6.
All the code used to acquire, process, and analyze the data, as well as to train the models discussed in this paper is available at h p://www.github.com/adrianalbert/urban-environments.
LITERATURE
e literature on the use of remote sensing data for applications in land use cover, urban planning, environmental science, and others, has a long and rich history. is paper however is concerned more narrowly with newer work that employs widely-available data and machine learning models -and in particular deep learning architectures -to study urban environments.
Deep learning methods have only recently started to be deployed to the analysis of satellite imagery. As such, land use classi cation using these tools is still a very incipient literature. Probably the rst studies (yet currently only 1-2 years old) include the application of convolutional neural networks to land use classi cation [2] using the UC Merced land use dataset [25] (of 2100 images spanning 21 classes) and the classi cation of agricultural images of co ee plantations [17] . Similar early studies on land use classi cation that employ deep learning techniques are [21] , [18] , and [15] . In [11] , a spatial pyramid pooling technique is employed for land use classi cation using satellite imagery. e authors of these studies adapted architectures pre-trained to recognize natural images from the ImageNet dataset (such as the VGG16 [19] , which we also use), and ne-tuned them on their (much smaller) land use data. More recent studies use the DeepSat land use benchmark dataset [1] , which we also use and describe in more detail in Section 2.1. Another topic that is closely related to ours is remote-sensing image segmentation and object detection, where modern deep learning models have also started to be applied. Some of the earliest work that develops and applies deep neural networks for this tasks is that of [13] . Examples of recent studies include [26] and [12] , where the authors propose a semantic image segmentation technique combining texture features and boundary detection in an end-to-end trainable architecture.
Remote-sensing data and deep learning methods have been put to use to other related ends, e.g., geo-localization of ground-level photos via satellite images [3, 24] or predicting ground-level scene images from corresponding aerial imagery [27] . Other applications have included predicting survey estimates on poverty levels in several countries in Africa by rst learning to predict levels of night lights (considered as proxies of economic activity and measured by satellites) from day-time, visual-range imagery from Google Maps, then transferring the learning from this la er task to the former [9] . Our work takes a similar approach, in that we aim to use remote-sensing data (which is widely-available for most parts of the world) to infer land use types in those locations where ground truth surveys are not available.
Urban environments have been analyzed using other types of imagery data that have become recently available. In [4, 14] , the authors propose to use the same type of imagery from Google Street View to measure the relationship between urban appearance and quality of life measures such as perceived safety. For this, they hand-cra standard image features widely used in the computer vision community, and train a shallow machine learning classi er (a support vector machine). In a similar fashion, [5] trained a convolutional neural network on ground-level Street View imagery paired with a crowd-sourced mechanism for collecting ground truth labels to predict subjective perceptions of urban environments such as "beauty", "wealth", and "liveliness".
Land use classi cation has been studied with other new data sources in recent years. For example, ground-level imagery has been employed to accurately predict land use classes on an university campus [28] . Another related literature strand is work that uses mobile phone call records to extract spatial and temporal mobility pa erns, which are then used to infer land use classes for several cities [6, 10, 20] . Our work builds on some of the ideas for sampling geospatial data presented there.
Existing land use benchmark datasets
Public benchmark data for land use classi cation using aerial imagery are still in relatively short supply. Presently there are two such datasets that we are aware of, discussed below.
UC Merced. is dataset was published in 2010 [25] and contains 2100 256 × 256, 1m/px aerial RGB images over 21 land use classes. It is considered a "solved problem", as modern neural network based classi ers [2] have achieved > 95% accuracy on it.
DeepSat. e DeepSat [1] dataset 1 was released in 2015. It contains two benchmarks: the Sat-4 data of 500, 000 images over 4 land use classes (barren land, trees, grassland, other), and the Sat-6 data of 405, 000 images over 6 land use classes (barren land, trees, grassland, roads, buildings, water bodies). All the samples are 28 × 28 in size at a 1m/px spatial resolution and contain 4 channels (red, green, blue, and NIR -near infrared). Currently less than two years old, this dataset is already a "solved problem", with previous studies [15] (and our own experiments) achieving classi cation accuracies of over 99% using convolutional architectures. While useful as input for pre-training more complex models, (e.g., image segmentation), this dataset does not allow to take the further steps for detailed land use analysis and comparison of urban environments across cities, which gap we hope our dataset will address.
Other open-source e orts. ere are several other projects that we are aware of related to land use classi cation using opensource data. e TerraPa ern 2 project uses satellite imagery from Google Maps (just like we do) paired with truth labels over a large number (450) of detailed classes obtained using the Open Street Map API 3 . (Open Street Maps is a comprehensive, open-access, crowd-sourced mapping system.) e project's intended use is as a search tool for satellite imagery, and as such, the classes they employ are very speci c, e.g., baseball diamonds, churches, or roundabouts. e authors use a ResNet architecture [7] to train a classi cation model, which they use to embed images in a highdimensional feature space, where "similar" images to an input image can be identi ed. A second open-source project related to ours is the DeepOSM 4 , in which the authors take the same approach of pairing OpenStreetMap labels with satellite imagery obtained from Google Maps, and use a convolutional architecture for classi cation.
ese are excellent starting points from a practical standpoint, allowing interested researchers to quickly familiarize themselves with programming aspects of data collection, API calls, etc.
THE URBAN ENVIRONMENTS DATASET 3.1 Urban Atlas: a standard in land use analysis
e Urban Atlas [22] is an open-source, standardized land use dataset that covers ∼ 300 European cities of 100, 000 inhabitants or more, distributed relatively evenly across major geographical and geopolitical regions. e dataset was created between 2005-2011 as part of a major e ort by the European Union to provide a uniform framework for the geospatial analysis of urban areas in Europe. Land use classi cation is encoded via detailed polygons organized in commonly-used GIS/ESRI shape les. e dataset covers 20 standardized land use classes. In this work we selected classes of interest and consolidated them into 10 nal classes used for analysis (see Figure 3 ). Producing the original Urban Atlas dataset required fusing several data sources: high and medium-resolution satellite imagery, topographic maps, navigation and road layout data, and local zoning (cadastral) databases. More information on the methodology used by the Urban Atlas researchers can be obtained from the European Environment Agency 5 . We chose expressly to use the Urban Atlas dataset over other sources (described in Section 2.1 because i) it is a comprehensive and consistent survey at a large scale, which has been extensively curated by experts and used in research, planning, and socio-economic work over the past decade, and ii) the land use classes re ect higher-level (socio-economic, cultural) functions of the land as used in applications.
We note that there is a wide variance in the distribution of land use classes across and within the 300 cities. Figure 3 illustrates the di erences in the distribution in ground truth polygon areas for each of the classes for three example cities (Budapest, Rome, Barcelona) from the dataset (from Eastern, Central, and Western Europe, respectively). is wide disparity in the spatial distribution pa erns of di erent land use classes and across di erent cities motivates us to design a careful sampling procedure for collecting training data, described in detail below.
Data sampling and acquisition
We set out to develop a strategy to obtain high-quality samples of the type (satellite image, ground truth label) to use in training convolutional architectures for image classi cation. Our rst requirement is to do this solely with freely-available data sources, as to keep costs very low or close to zero. For this, we chose to use the Google Maps Static API 6 as a source of satellite imagery.
is service allows for 25, 000 API requests/day free of charge. For a given sampling location given by (latitude, longitude), we obtained 224 × 224 images at a zoom level 17 (around 1.20m/px spatial resolution, or ∼ 250m × 250m coverage for an image). e goals of our sampling strategy are twofold. First, we want to ensure that the resulting dataset is as much as possible balanced with respect to the land use classes. e challenge is that the classes are highly imbalanced among the ground truth polygons in the dataset (e.g., many more polygons are agricultural land and isolated structures than airports). Second, the satellite images should be representative of the ground truth class associated to them. To this end, we require that the image contain at least 25% (by area) of the associated ground truth polygon. us, our strategy to obtain training samples is as follows (for a given city):
• Sort ground truth polygons in decreasing order according to their size, and retain only those polygons with areas larger than Example satellite images for each of the 10 land use classes in the Urban Environments dataset are given in Figure 4 . Note the signi cant variety (in color schemes, textures, etc) in environments denoted as having the same land use class. is is because of several factors, including the time of the year when the image was acquired (e.g., agricultural lands appear di erent in the spring than in the fall), the di erent physical form and appearance of environments that serve the same socioeconomic or cultural function (e.g., green urban areas may look very di erent in di erent cities or in even in di erent parts of the same city; what counts as "dense urban fabric" in one city may not be dense at all in other cities), and change in the landscape during the several years that have passed since the compilation of the Urban Atlas dataset and the time of acquisition of the satellite image (e.g., construction sites may not re ect accurately anymore the reality on the ground).
Apart from these training images, we constructed ground truth rasters to validate model output for each city. For that, we de ned uniform validation grids of 100 × 100 (25km × 25km) around the (geographical) center of a given city of interest. We take a satellite image sample in each grid cell, and assign to it as label the class of the polygon that has the maximum intersection area with that cell. Examples of land use maps for the six cities we analyze here are given in Figure 1 (top row). ere, each grid cell is assigned the class of the ground truth polygon whose intersection with the cell has maximum coverage fraction by area. Classes are color-coded following the original Urban Atlas documentation.
In Table 1 we present summaries of the training (le ) and validation (right) datasets we used for the analysis in this paper. e validation dataset consists of the images sampled at the centers of each cell in the 25km × 25km grid as discussed above. is dataset consists of ∼ 140, 000 images distributed across 10 urban environment classes from 6 cities: Roma (Rome), Madrid, Berlin, Budapest, Barcelona, and Athina (Athens). Because of the high variation in appearance upon visual inspection, we chose to consolidate several classes from the original dataset, in particular classes that indicated urban fabric into "High Density Urban Fabric", "Medium Density Urban Fabric, and "Low Density Urban Fabric". As mentioned above and illustrated in Figure 3 , we did notice a great disparity in the numbers and distribution of ground truth polygons for other example cities that we investigated in the Urban Atlas dataset. As such,for the analysis in this paper, we have chosen cities where enough ground truth polygons were available for each class (that is, at least 50 samples) to allow for statistical comparisons.
EXPERIMENTAL SETUP 4.1 Neural network architectures and training
For all experiments in this paper we compared the VGG-16 [19] and ResNet [7, 8] architectures.
VGG-16. is architecture [19] has become one of the most popular models in computer vision for classi cation and segmentation tasks. It consists of 16 trainable layers organized in blocks. It starts with a 5-block convolutional base of neurons with 3 × 3 receptive elds (alternated with max-pooling layers that e ectively increase the receptive eld of neurons further downstream). Following each convolutional layer is a ReLU activation function [19] . e feature maps thus obtained are fed into a set of fully-connected layers (a deep neural network classi er). See Table 2 for a summary.
ResNet. is architecture [7, 8] has achieved state-of-the-art performance on image classi cation on several popular natural image benchmark datasets. It consists of blocks of convolutional layers, each of which is followed by a ReLU non-linearity. As before, each block in the convolutional base is followed by a max-pooling operation. Finally, the output of the last convolutional layer serves as input feature map for a fully-connected layer with a so max activation function. e key di erence in this architecture is that shortcut connections are implemented that skip blocks of convolutional layers, allowing the network to learn residual mappings between layer input and output. Here we used an implementation with 50 trainable layers per [7] . See Table 3 for a summary.
Transfer learning. As it is common practice in the literature, we have experimented with training our models on the problem of interest (urban environment classi cation) starting from architectures pre-trained on datasets from other domains (transfer learning).
is procedure has been shown to yield both be er performance and faster training times, as the network already has learned to recognize basic shapes and pa erns that are characteristic of images across many domains (e.g., [9, 12, 15] ). We have implemented the following approaches: 1) we used models pre-trained on the ImageNet dataset, then further ne-tuned them on the Urban Atlas dataset; and 2) we pre-trained on the DeepSat dataset (See Section 2), then further re ned on the Urban Atlas dataset. As expected, the la er strategy -rst training a model (itself pre-trained on Ima-geNet data) on the DeepSat benchmark, and the further re ning on the Urban Atlas dataset -yielded the best results, achieving increases of around 5% accuracy for a given training time.
Given the large amount of variation in the visual appearance of urban environments across di erent cities (because of di erent climates, di erent architecture styles, various other socio-economic factors), it is of interest to study to what extent a model learned on one geographical location can be applied to a di erent geographical location. As such, we perform experiments in which we train a model for one (or more) cities, then apply the model to a di erent set of cities. Intuitively, one would expect that, the more neighborhoods and other urban features at one location are similar to those at a di erent location, the be er learning would transfer, and the higher the classi cation accuracy obtained would be. Results for these experiments are summarized in Figure 6 .
Comparing urban environments
We next used the convolutional architectures to extract features for validation images. As in other recent studies (e.g., [9] ), we use the last layer of a network as feature extractor. is amounts to feature vectors of D = 4096 dimensions for the VGG16 architecture and D = 2048 dimensions for the ResNet-50 architecture.
e codes x ∈ R D are the image representations that either network derives as most representative to discriminate the high-level land use concepts it is trained to predict.
We would like to study how "similar" di erent classes of urban environments are across two example cities (here we picked Berlin and Barcelona, which are fairly di erent from a cultural and architectural standpoint). For this, we focus only on the 25km × 25km, 100 × 100-cell grids around the city center as in Figure 1 . To be able to quantify similarity in local urban environments, we construct a KD-tree T (using a high-performance implementation available in the Python package scikit-learn [16] ) using all the gridded samples. is data structure allows to nd k-nearest neighbors of a query image in an e cient way. In this way, the feature space can be probed in an e cient way.
RESULTS AND DISCUSSION
In Figure 1 we show model performance on the 100 × 100 (25km × 25km) raster grids we used for testing. e top row shows ground truth grids, where the class in each cell was assigned as the most prevalent land use class by area (see also Section 3) . e bo om row shows model predictions, where each cell in a raster is painted in the color corresponding to the maximum probability class estimated by the model (here ResNet-50). Columns in the gure show results for each of the 6 cities we used in our dataset. Even at a rst visual inspection, the model is able to recreate from satellite imagery qualitatively the urban land use classi cation map.
Further, looking at the individual classes separately and the condence of the model in its predictions (the probability distribution over classes computed by the model), the picture is again qualitatively very encouraging. In Figure 5 we show grayscale raster maps encoding the spatial layout of the class probability distribution for one example city, Barcelona. Particularly good qualitative agreement is observed for agricultural lands, water bodies, industrial, public, and commercial land, forests, green urban areas, low density urban fabric, airports, and sports and leisure facilities. e model appears to struggle with reconstructing the spatial distribution of roads, which is not unexpected, given that roads typically appear in many other scenes that have a di erent functional classi cation for urban planning purposes. 
Classi cation results
We performed experiments training the two architectures described in Section 4 on datasets for each of the 6 cities considered, and for a combined dataset (all) of all the cities. e diagonal in Figure 6 summarizes the (validation set) classi cation performance for each model. All gures are averages computed over balanced subsets of 2000 samples each. While accuracies or ∼ 0.70 − 0.80 may not look as impressive as those obtained by convolutional architectures on well-studied benchmarks and other classi cation tasks (e.g., natural images from ImageNet or small aerial patches from Deep-Sat), this only a ests to the di culty of the task of understanding high-level, subjective concepts of urban planning in complex urban environments. First, satellite imagery typically contains much more semantic variation than natural images (as also noted, e.g., in [2, 13] ), i.e., there is no "central" concept that the image is of (unlike the image of a cat or a ower). Second, the type of labels we use for supervision are higher-level concepts (such as "low density urban fabric", or "sports and leisure facilities"), which are much less speci c than more physical land features e.g., "buildings" or "trees" (which are classes used in the DeepSat dataset). Moreover, top-down imagery poses speci c challenges to convolutional architectures, as these models are inherently not rotationally-symmetric. Urban environments, especially from from a top-down point of view, come in many complex layouts, for which rotations are irrelevant. Nevertheless, these results are encouraging, especially since this is a harder problem by focusing on wider-area images and on higher-level, subjective concepts used in urban planning rather than on the standard, lower-level physical features such as in [1] or [17] . is suggests that such models may be useful feature extractors. Moreover, as more researchers tackle problems with the aid of satellite imagery (which is still a relatively under-researched source of data in the machine learning community), more open-source datasets (like this one) are released, performance will certainly improve. For the remainder of this section we report results using the ResNet-50 architecture [7] , as it consistently yielded (if only slightly) be er classi cation results in our experiments than the VGG-16 architecture.
Transfer learning and classi cation performance. Next, we investigated how models trained in one se ing (city or set of cities) perform when applied to other geographical locations. Figure  6 summarizes these experiments. In general, performance is poor when training on samples from a given city and testing on samples from a di erent city (the o -diagonal terms). is is expected, as these environments can be very di erent in appearance for cities as di erent as e.g., Budapest and Barcelona. However, we notice that a more diverse set (all) yields be er performance when applied at di erent locations than models trained on individual cities. is is encouraging for our purpose of analyzing the high level "similarity" of urban neighborhoods via satellite imagery.
We next looked at per-class model performance to understand what types of environments are harder for the model to distinguish. Figure 7 shows such an example analysis for three example cities, of which a pair is "similar" according to Figure 6 (Rome and Barcelona), and another dissimilar (Rome and Budapest). e le panel shows model performance when training on samples from Barcelona, and predicting on test samples from Barcelona (intracity). e middle panel shows training on Rome, and predicting on test samples in Barcelona, which can be assumed to be "similar" to Rome from a cultural and architectural standpoint (both Latin cities in warm climates). e right gure shows training on Barcelona, and predicting on test samples in Budapest, which can be assumed a rather di erent city from a cultural and architectural standpoint. For all cases, the classes that the model most struggles with are "High Density Urban Fabric", "Low Density Urban Fabric, and "Medium Density Urban Fabric". Considerable overlap can be noticed between these classes -which is not surprising given the highly subjective nature of these concepts. Other examples where the model performance is lower is forests and low-density urban areas being sometimes misclassifed as "green urban areas", which, again, is not surprising. is is especially apparent in the cross-city case, where the model struggles with telling apart these classes. For both the case of training and testing on "di erent cities" (Budapest and Barcelona) and on "similar" cities (Rome and Barcelona), we note that airports and forests are relatively easier to distinguish. However, more subjective, high-level urban-planning concepts such as "high density urban fabric" are harder to infer (and more easily confused with "medium density" or "low density" urban fabric) in the case of more similar cities (Rome and Barcelona) rather than dissimilar cities (Budapest and Barcelona). Urban environments containing sports and leisure facilities and green areas are under this view more similar between Rome and Barcelona than they are between Budapest and Barcelona.
Choosing the spatial scale: sensitivity analysis. So far, we have presented results assuming that tiles of 250m is an appropriate spatial scale for this analysis. Our intuition suggested that tiles of this size have enough variation and information to be recognized (even by humans) as belonging to one of the high-level concepts of land use classes that we study in this paper. However, one can nd arguments in favor of smaller tile sizes, e.g., in many cities the size of a typical city block is 100m.
us, we trained models at di erent spatial scales and computed test-set accuracy values for three example cities, Barcelona, Roma, and Budapest -see Figure 8 . It is apparent that, for all example cities, smaller spatial scales (50m, 100m, 150m) that we analyzed yield poorer performance than the scale we chose for the analysis in this paper (250m). is is likely because images at smaller scales do not capture enough variation in urban form (number and type of buildings, relative amount of vegetation, roads etc.) to allow for discriminating between concepts that are fairly high-level. is is in contrast with a benchmark such as DeepSat [1] that focuses on lower-level, physical concepts ("trees", "buildings", etc.). ere, a good spatial scale is by necessity smaller (28m for DeepSat), as variation in appearance and compositional elements is unwanted.
Comparing urban environments
Finally, we set to understand, at least on an initial qualitative level, how "similar" urban environments are to one another, across formal land use classes and geographies. Our rst experiment was to project sample images for each class and city in this analysis to lower-dimensional manifolds, using the t-SNE algorithm [23] . is serves the purpose of both visualization (as t-SNE is widely used for visualizing high-dimensional data), as well as for providing an initial, coarse continuous representation of urban land use classes.
In our experiments, we used balanced samples of size N = 6000, or 100 samples for each of the 10 classes for each city. We extracted features for each of these samples using the all models (trained on a train set with samples across all cities except for the test one). Figure 9 visualizes such t-SNE embeddings for the six cities in our analysis. For most cities, classes such as low density urban fabric, forests, and water bodies are well-resolved, while sports and leisure facilities seem to consistently blend into other types of environments (which is not surprising, given that these types of facilities can be found within many types of locations that have a di erent formal urban planning class assigned). Intriguing di erences emerge in this picture among the cities. For example, green urban spaces seem fairly well resolved for most cities. Commercial neighborhoods in Barcelona seem more integrated with the other types of environments in the city, whereas for Berlin they appear more distinct. Urban water bodies are more embedded with urban parks for Barcelona than for other cities. Such reasoning (with more rigorous quantitative analysis) can serve as coarse way to benchmark and compare neighborhoods as input to further analysis about e.g., energy use, livelihood, or tra c in urban environments. We further illustrate how "similar" the six cities we used throughout this analysis are starting o the embeddings plots in Figure 9 . For each land use class, we compute intra-city sum of squares in the 2-d t-SNE embedding, and display the results in Figure 10 . Note that the distances are always shown with Barcelona as a reference point (chosen arbitrarily). For each panel, the normalization is with respect to the largest inter-city distance for that land use class. is visualization aids quick understanding of similarity between urban environments. For example, agricultural lands in Barcelona are most dissimilar to those in Budapest. Airports in Barcelona are most similar to those in Athens, and most dissimilar to those in Berlin and Budapest. Barcelona's forests and parks are most dissimilar to Budapest's. Water bodies in Barcelona are very dissimilar to all other cities. is point is enforced by Figure 11 below, which suggests that areas marked as water bodies in Barcelona are ocean waterfronts, whereas this class for all other cities represents rivers or lakes. Figure 11 : Samples from three urban environments across our 6 example cities. We sampled the 2-d t-SNE embedding of Figure 9 and queried for the closest real sample to the centroid using an e cient KD-tree search.
Finally, we explore the feature maps extracted by the convolutional model in order to illustrate how "similar" the six cities we used throughout this analysis are across three example environments, green urban areas, water bodies, and medium density urban fabric. For each city and land use class, we start o the centroid of the point cloud in the 2-d space of Figure 9 , and nd the nearest several samples using the KD-tree method described in Section 4. We present the results in Figure 11 . Visual inspection indicates that the model has learned useful feature maps about urban environments: the sample image patches show a very good qualitative agreement with the region of the space where they're sampled from, indicated by the land use class of neighboring points.
alitatively, it is clear that the features extracted from the top layer of the convolutional model allow a comparison between urban environments by high-level concepts used in urban planning.
CONCLUSIONS
is paper has investigated the use of convolutional neural networks for analyzing urban environments through satellite imagery at the scale of entire cities. Given the current relative dearth of labeled satellite imagery in the machine learning community, we have constructed an open dataset of over 140, 000 samples over 10 consistent land use classes from 6 cities in Europe. As we continue to improve, curate, and expand this dataset, we hope that it can help other researchers in machine learning, smart cities, urban planning, and related elds in their work on understanding cities.
We set out to study similarity and variability across urban environments, as being able to quantify such pa erns will enable richer applications in topics such as urban energy analysis, infrastructure benchmarking, and socio-economic composition of communities. We formulated this as a two-step task: rst predicting urban land use classes from satellite imagery, then turning this (rigid) classi cation into a continuous spectrum by embedding the features extracted from the convolutional classi er into a lower-dimensional manifold. We show that the classi cation task achieves encouraging results, given the large variety in physical appearance of urban environments having the same functional class. Moreover, we exemplify how the features extracted from the convolutional network allow for identifying "neighbors" of any given query image, allowing a rich comparison analysis of urban environments by their visual composition. e analysis in this paper shows that some types urban environments are easier to infer than others, both in the intra-and inter-city cases. For example, in all our experiments, the models had most trouble telling apart "high", "medium", and "low" density urban environments, a esting to the subjectivity of such a high-level classi cation for urban planning purposes. However, agricultural lands, forests, and airports tend to be visually similar across di erent cities -and the amount of relative dissimilarity can be quanti ed using the methods in this paper. Green urban areas (parks) are generally similar to forests or to leisure facilities, and the models do be er in the intra-city case than predicting across cities. How industrial areas look is again less geography-speci c: inter-city similarity is consistently larger than intra-city similarity. As such, for several classes we can expect learning to transfer from one geography to another. us, while it is not news that some cities are more "similar" than others (Barcelona is visually closer to Athens than it is to Berlin), the methodology in this paper allows for a more quantitative and practical comparison of similarity.
By leveraging satellite data (available virtually world-wide), this approach may allow for a low-cost way to analyze urban environments in locations where ground truth information on urban planning is not available. As future directions of this work, we plan to i) continue to develop more rigorous ways to compare and benchmark urban neighborhoods, going deeper to physical elements (vegetation, buildings, roads etc.); ii) improve and further curate the open Urban Environments dataset; and iii) extend this type of analysis to more cities across other geographical locations.
A PRACTICAL TRAINING DETAILS.
We split our training data into a training set (80% of the data) and a validation set (the remaining 20%). is is separate from the data sampled for the ground truth raster grids for each city, which we only used at test time. We implemented the architectures in the open-source deep learning framework Keras 7 (with a TensorFlow 8 backend). In all our experiments, we used popular data augmentation techniques, including random horizontal and vertical ipping of the input images, random shearing (up to 0.1 radians), random scaling (up to 120%), random rotations (by at most 15 degrees either direction). Input images were 224 × 224 × 3 pixels in size (RGB bands). For all experiments, we used stochastic gradient descent (with its Adadelta variant) to optimize the network loss function (a standard multi-class cross-entropy), starting with a learning rate of 0.1, and halving the rate each 10 epochs. We trained our networks for at most 100 epochs, with 2000 samples in each epoch, stopping the learning process when the accuracy on the validation set did not improve for more than 10 epochs. Given the inherent imbalance of the classes, we explicitly enforced that the minibatches used for training were relatively balanced by a weighted sampling procedure. For training, we used a cluster of 4 NVIDIA K80 GPUs, and tested our models on a cluster of 48 CPUs.
