This paper presents a new analysis tool for predicting the closed-loop performance of a robust constrained model predictive control (MPC) scheme. Currently, performance is typically evaluated by numerical simulation, leading to an extensive computation when investigating the effect of controller parameters, such as the horizon length, the cost weightings and the constraint settings. The analytic method, in this paper, avoids this computational burden, thus enabling a rapid study of the trades between the design parameters and the performance. Previous work developed an MPC formulation employing constraint tightening to achieve robust feasibility and constraint satisfaction despite the action of an unknown but bounded disturbance. This paper shows that the expected performance of that controller can be predicted using a combination of the gains of two linear systems, the optimal control for the unconstrained system, and a candidate policy used in performing the constraint tightening. The method also accounts for the possible mismatch between the predicted level of disturbance and the actual level encountered. The analytic results are compared with simulation results for several examples and are shown to provide accurate predictions of performance and its variation with the system parameters.
Introduction
This paper provides an analytical method of predicting the closed-loop performance of a recently developed robust model predictive control (MPC) scheme (Richards and How 2006) . The MPC performance is rarely considered explicit, and is typically evaluated by the numerical simulation. Investigating the effects of various controller settings therefore requires an extensive computation. The contribution of this paper is a method of analytically predicting the performance of a system controlled by MPC, enabling the rapid investigation of the effect of controller parameters without recourse to extensive simulation.
MPC is a popular technology in the process industry (Richalet 1993 , Maciejowski 2002 and has promising applications in other fields, such as in aerospace (Manikonda et al. 1999 , Dunbar and Murray 2002 , Inalhan et al. 2002 , Richards and How 2003 . MPC uses the online solution of a numerical optimization problem and can readily accommodate hard constraints, such as relative position tolerances (or ''error boxes'') in spacecraft formation flight (Inalhan et al. 2002) and collision avoidance in unmanned aerial vehicle (UAV) guidance (Richards and How 2003) . Stability and robustness results for constrained MPC are well addressed by existing work (see, for example, Mayne et al. 2000) . In Richards and How (2006) , the authors describe a formulation for MPC offering robust feasibility and show that feasibility of each optimization and satisfaction of the constraints are guaranteed, despite the action of an unknown but bounded disturbance. This method is an extension of earlier work (Gossner et al. 1997 , Chisci et al. 2001 involving tightening constraints and retaining a ''margin'' in each plan for compensation against future disturbances. The margin is chosen such that a predetermined feedback policy can always be employed to counteract the disturbance, although in practice the online optimization usually finds a better solution than the application of that policy. This method guarantees constraint satisfaction, which can, in turn, provide bounds on performance, but these bounds are typically conservative. In constrast, the new prediction method in this paper provides a direct estimate of the expected performance of the closed-loop system. Figure 1 gives an overview of the performance prediction method. Figure 1(a) shows the system block diagram, in particular, the roles of the actual and the predicted disturbance levels. The predicted level is the designer's estimate of the actual disturbance level and forms a disturbance model that is used to make the controller robust. The performance analysis is based on two observations of the variation of performance over the space of actual and predicted disturbance levels, shown in figure 1(b). Only the lower triangle is considered: if the actual disturbance is higher than the predicted level, feasibility is not guaranteed. The first observation is that, if the actual disturbance is sufficiently low, corresponding to the lightly shaded unconstrained region in figure 1(b), the controller behaves like the optimal finite-horizon regulator for the unconstrained system. This is not surprising in itself, but one of the contributions of this paper is a method for quantifying ''sufficiently low'' for this behavior as a function of system and controller parameters. Observe that the upper limit of the unconstrained region varies with the predicted disturbance, as this determines the constraint tightening. The second observation is that, at the limit of feasibility, shown by the heavy line on the right of figure 1(b), the controller behaves like the predetermined candidate control used to calculate the margin, and its performance is therefore predictable using the linear system tools. This behavior occurs because the MPC optimization has only one solution at the limit of feasibility. Between the end of the unconstrained region and the limit of feasibility lies the transition region, shaded dark gray in figure 1(b) . In this region, we approximate the performance using a smooth interpolation between the unconstrained behavior and the predetermined control policy. The key technical challenges of performing the prediction are determining, analytically, the limit of feasibility and the upper limit of the unconstrained region of operation.
Section 2 defines the problem statement for performance prediction. Section 3 reviews the robust MPC algorithm from Richards and How (2006) . The main result, providing analytical prediction of performance, is described in x 4. Section 5 presents modifications to the prediction algorithm to include the effect of estimation uncertainty. Section 6 compares the Figure 1 . Overview of performance prediction method. In (a), z is the performance output, and in (b), W max is the greatest level of predicted disturbance that allows a feasible optimization. The two shaded areas are those in which performance predictions can be made.
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A. Richards et al. performance predictions with numerical simulations for several examples. Finally, x 7 presents a realistic example, using the performance analysis to design MPC for a spacecraft formation flying application.
Problem statement
The objective is to predict the expected closed-loop performance of a discretized, linear time invariant system subject to constraints, acted upon by persistent, unknown but bounded disturbances, and controlled by the robust MPC from Richards and How (2006) . This controller is known to guarantee the constraint satisfaction. The contribution of this paper is the development of the performance prediction method. Let the system have the following dynamics:
where xðkÞ 2 < N x is the state vector, uðkÞ 2 < N u is the controlled input, wðkÞ 2 < N w is the disturbance input, yðkÞ 2 < N y is the constrained output and zðkÞ 2 < N z is the performance output. The problem considered in this paper is to predict approximately the root mean square (RMS) value of the performance output z, i.e. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi E½zðkÞ T zðkÞ p . The pair ðA, BÞ is assumed to be controllable and the matrix E is assumed to have full row rank such that EE T is positive definite. The matrices C and D are chosen by the designer to form the constrained outputs, which are required to remain within a bounded set
where the set Y, also chosen by the designer, is a polytope defined by N p inequalities
Furthermore, the set Y is assumed not to be of zero measure and to contain the origin, 0 2 Y. This form of output constraints can capture both the input and the state constraints, or the mixtures thereof, such as a limited control magnitude or an error requirement.
The disturbance is unknown but bounded. It is assumed to be uncorrelated and uniformly distributed in a hypercube
where
We do not assume that W a is known a priori. The system is controlled using the robust MPC from Richards and How (2006) , which is reviewed in x 3. The controller will be designed to suit a disturbance level W p , which need not equal W a . Thus, the prediction method considers the implication of inaccurate disturbance modeling.
Robustly feasible MPC
This section reviews the robustly feasible MPC formulation from Richards and How (2006) with application to the problem from x 2. The robust feasibility result is restated with an outline of the proof. Then in x 4, a new method for predicting the resulting closed-loop performance is developed. The core of any MPC is the optimization, which is performed online at each time step. In this case, the optimization minimizes a quadratic cost over a finite horizon subject to constraints tightened to suit the predicted disturbance level. We define the robust MPC optimization problem PðxðkÞ, W p Þ, starting from state xðkÞ with predicted disturbance bound W p , as follows:
subject to 8j 2 f0, . . . , Ng
where N is the planning horizon. The choice of N is the responsibility of the designer, but the analysis tool presented in this paper enables investigation of its effect on performance. R and Q are symmetric weighting matrices, also chosen by the designer, with Q positive definite and R positive semidefinite. The set Yð j; W p Þ denotes the constraints on the jth predicted step, tightened to accommodate Analytical performance prediction for robust MPCa predicted disturbance level W p (Richards and How, 2006) . Tightening is performed by the recursion
where the set B 1 ðW p Þ is the predicted disturbance set. As discussed in x 2, the predicted disturbance limit W p is not assumed to be equal to the actual limit W a . The operator ' $ ' denotes the Pontryagin difference (Kolmanovsky and Gilbert 1995) defined by
A Matlab routine is available (Kerrigan 2005) for calculating the Pontryagin difference between two polytopes, and the result is also a polytope, with only the right-hand side of the inequalities changed (Kerrigan 2000) , i.e. of the form
where the values of q n ð j; W p Þ are determined by the Pontryagin difference algorithm. The controller K H in (12b) is chosen by the designer such that the static linear feedback control law u ¼ K H x makes the system nilpotent in at most N steps. Also in (12b), define L H ð j Þ as the state transition matrix for the closed-loop system under this control law
The optimization PðxðkÞ, W p Þ is employed in the following algorithm.
Algorithm 1 (Robustly Feasible MPC):
(1) Solve problem PðxðkÞ, W p Þ: (Richards and How 2006) holds. For brevity, only an outline is given here. Assuming that a feasible solution is known for problem PðxðkÞ, W p Þ, then a solution can be constructed for problem Pðxðk þ 1Þ, W p Þ by shifting the previous solution by one step and adding a perturbation using controller K H to accommodate the disturbance. Since this solution can be shown to be feasible for problem Pðxðk þ 1Þ, W p Þ for all disturbances obeying (4), it follows that the optimization itself is feasible. Thus, feasibility at time k implies feasibility at time k þ 1, and the theorem follows by recursion.
Remark 1: The formulation shown above is specialized to suit the performance analysis method developed in this paper. Robust feasibility can be proven under much more general conditions (Richards and How 2006) , with a generalized cost function and terminal constraints, with no requirement to find optimal solutions at each step, and without the assumption of any particular distribution of the disturbance within its bounding set.
Analytical performance prediction
This section presents the main result of this paper. The performance prediction is based on the following three assumptions. A1 For sufficiently low levels of actual disturbance 0 W a W C ðW p Þ (defined below), the expected steady-state performance of a system (1a) under the control of Algorithm 1, expressed as the RMS value of the performance output (1c) is approximated by
where . GðKÞ is the gain from the infinity-norm of the disturbance to the two-norm of the output of the system under a static, stabilizing, linear control uðkÞ ¼ KxðkÞ, . K L is the finite-horizon linear quadratic regulator (LQR) controller for the unconstrained system, . W C (W p ) is the level of actual disturbance at which the constraints, tightened for predicted disturbance W p , begin to influence the performance. This defines the line separating the transition region and unconstrained region in figure 1(b). 
where ðW a , W p Þ is an interpolation function such that ðW C ðW p Þ, W p Þ ¼ 0 for any W p (i.e. on the dividing line between the constrained and the unconstrained regions in figure 1(b) and ðW a , W max Þ ¼ 1 for any W a 6 ¼ 0 (i.e. at the limit of feasibility). With this definition, the performance gain is GðK L Þ at the edge of the unconstrained region and GðK H Þ at the limit of feasibility.
These assumptions represent the observations expressed in figure 1(b). A1 captures the observation that at sufficiently small disturbance levels, the constraints do not impact the performance. This is reasonable, since the requirements placed on the constraint set Y in x 2 ensure that the origin is away from the constraint boundaries, and therefore if the state remains in a small region around the origin, the constraints do not have any effect on the optimization solution. A2 represents the observation that at the limit of feasibility, the only available solution to the optimization is the candidate solution. A3 approximates the performance in the transition region by smoothly interpolating between the known performance levels on its boundaries. The performance approximations (17)- (19) can be combined into a single expression.
This approximation, and the assumptions A1-A3 underlying these, will be tested in simulation in x 6.
The following subsections describe how the quantities involved are calculated.
Gain under linear control
Under the assumptions concerning the disturbance made in x 2, the covariance matrix of the disturbance for unit input level W a ¼ 1 is given by
Then, under the assumption that the state and input can be treated as normal random variables, the system gain is given by
with S and X satisfying
SðKÞ
where XðKÞ ¼ E½xðkÞxðkÞ T is the state covariance matrix under control K and can be found by solving the discrete Lyapunov equation (22) . Since EE T is assumed to be positive definite, the equation (22) Remark 2 (Alternative Performance Metric): It may be desirable to express the performance in terms of a quadratic cost ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi E½uðkÞ TR uðkÞ þ xðkÞ TQ xðkÞ q whereQ andR are weighting matrices for the cost under investigation and need not match those used in the optimization cost (6). This can be achieved by setting
using the Cholesky factorsQ TQ ¼Q andR TR ¼R.
Unconstrained control solution
The controller K L is the unconstrained finite-horizon LQR solution. This is found using the following algorithm, based on the dynamic programming derivation of LQR with a fixed terminal constraint that the system reaches the origin.
SðN þ 1Þ ¼ I ð24bÞ 8j 2 fN, N À 1, . . . , 0g :
where M y denotes the pseudoinverse of matrix M. It is also necessary to express the predicted outputs associated with the unconstrained solution as a function of the initial state xðkÞ. Write
and the matrix L is the state transition matrix given by recursion
These relations are used in x 4.4 to find the limit of the unconstrained region.
Limit of feasibility
The problem PðxðkÞ, W p Þ becomes more constrained as the predicted disturbance W p is increased. The limit of feasibility W max is defined as the greatest value of W p for which the set of feasible initial states for the problem PðxðkÞ, W p Þ is non-empty. Since the terminal constraint is the origin, the problem will be infeasible if the origin is not contained in the tightest constraint set YðN; W p Þ defined in (12b). Therefore, the limit of feasibility is found by solving the following optimization:
By the definition of the Pontryagin difference (13), the condition
Further, if A is convex and B is a mapping of a unit hypercube of dimension N w through a matrix M, this can be expressed in terms of the vertices of B
where v i are the vertices of the unit hypercube, which are straightforward to evaluate. Extending this principle to the recursion for YðN; W p Þ in (12b) gives the following optimization to find W max
Observe that the constraint has to be evaluated for all combinations of vertices of the unit hypercube. Since Y is a polytope (3), this can be rewritten as
which can be readily found, despite the large numbers of constraints to check.
Limit of unconstrained operation
The quantity W C (W p ) is the greatest value of the actual disturbance W a for which the constraints, tightened for a predicted disturbance W p , do not significantly influence the control performance. This corresponds to 882 A. Richards et al. the division between the unconstrained region and the transition region, shown in figure 1(b). To calculate W C (W p ), we find the value of actual disturbance W a for which, if the closed-loop system behaves like the unconstrained optimal control uðkÞ ¼ K L xðkÞ, then 95% of the solutions to the optimal unconstrained problem (25) satisfy the constraints. The choice of 95%, as opposed to any other probability, is arbitrary and will be checked in simulations in x 6. If the system behaves like the unconstrained optimal control, and assuming that the state can be treated as a Gaussian random variable, then with 95% probability, the state resides in an ellipsoid
where XðK L Þ is the state covariance matrix (22) under unconstrained control (24f ). This can be rewritten as a norm bound
where the matrix
Since XðK L Þ is the positive definite solution to the Lyapunov equation (22), the matrix Y exists and is invertible. Since the constraints (11) are of the form p T n yðk þ jjkÞ q n ð j; W p Þ we use (33) to derive a bound (for 95% probability) on the quantity p T n yðk þ jjkÞ as follows:
where Hð j Þ are given by (25). Therefore, using the limits q n ð j; W p Þ for the tightened constraints (14), the unconstrained solution is feasible, with 95% probability, if
then the value of W C (W p ) can be found by finding the greatest value of W a for which all conditions (34) hold, which can be done by simply checking each constraint and taking the minimum value
Interpolation function
The function ðW a , W p Þ is used in the transition region for interpolation between the unconstrained regime and the limit of feasibility
where r > 2 gives a smooth transition away from the unconstrained performance. As
Performance prediction algorithm
Finally, the calculations described in the preceding subsections are combined in the following algorithm for performance prediction.
Algorithm 2 (Performance prediction): 
Estimation error
This section extends the performance prediction method of x 4 to include the effect of uncertain state estimates. Richards and How (2005) show how the robust MPC from Algorithm 1 can accommodate uncertainty in the states by modifying the constraint and uncertainty sets, Y and W. This section begins by reviewing that method and then describes how to predict the performance of the resulting MPC. Assume the state estimate includes an additive error xðkÞ ¼ xðkÞ þ MeðkÞ,
Analytical performance prediction for robust MPC
where the error eðkÞ 2 < N e is uniformly distributed in a hypercube with the same norm limit as the disturbance bound (4) eðkÞ 2 B 1 ðW a Þ:
Also assume that the estimation error is white and independent of the disturbance wðkÞ. Differences in magnitude between the estimation error and the disturbance are handled by varying the matrices E and M. It can be shown (Richards and How 2005) Therefore, Algorithm 1 guarantees the robust feasibility and the constraint satisfaction if E is replaced byÊ in (12b) andŵðkÞ 2 B 1 ðW p Þ.
The performance prediction algorithm for the problem with estimation error is identical in form to Algorithm 2 applied to the estimate system (37) and with modifications to some of the quantities involved. The unconstrained solution is unchanged from (24f ). The following subsections describe the modifications to the other calculations.
Gain under linear control
When the control is behaving like a linear feedback uðkÞ ¼ KxðkÞ acting on the estimate, the dynamics of the estimate (37) can be rewritten aŝ Note that this system appears unusual as it is driven by a ''look-ahead'' input eðk þ 1Þ. This is permissible in this case as only the statistical properties of the signal eðkÞ are assumed to be known for the performance analysis. The performance gain under linear control from (21) can be rewritten for the estimation error case GðKÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi trfŜðKÞXðKÞŜðKÞ T g q withŜ andX satisfyinĝ
Limit of feasibility
The calculation of the limit of feasibility is modified by replacing EwðkÞ withÊŵðkÞ, and so (31) becomes
wherev i j denotes the vertices of the hypercube containingŵðkÞ.
Limit of unconstrained operation
The calculation of W C (W p ) involves both the constraint tightening and the deviation due to the actual uncertainty, so the modifications of both the previous subsections are combined. The expression for the limit of unconstrained operation (35) becomes
whereq n ðÁÞ denotes the tightened constraint limits using the effective process noiseÊŵðkÞ andŶ is calculated from the covariance matrix for the augement stateXðKÞ such thatŶ TŶ ¼ E½xðkÞ Tx ðkÞ. The matrices Hð j Þ depend only on the unconstrained LQR solution and are not changed by the inclusion of estimation error.
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Examples
This section demonstrates the performance prediction approximation using Algorithm 2 by comparing the results of the new analytical prediction method with simulation results for a variety of systems. The aim here is to validate the assumptions A1-A3 underlying the prediction method in xx 4 and 5 by showing that the predictions match the results from the simulations. Furthermore, the computation times for both the predictions and the simulations are compared to identify the computational savings associated with the new analytical performance prediction. The first example investigates the variation of performance with the actual and the predicted disturbances, exploring the space shown in figure 1(b) . The second example shows the variation of performance with constraint limits, demonstrating the application of the analytical performance prediction to study trades between design parameters. The third example investigates the effect of horizon length on performance, which is an important design issue for MPC that is often only addressed through extensive simulations. The fourth and final example in this section considers the effect of state uncertainty on performance. Section 7 provides a more detailed application to the problem of spacecraft formation flight.
The demonstrations in this section all involve two second-order systems, one neutrally stable and the other unstable. The respective system A matrices are The optimization costs penalize the control energy with a smaller weighting on the state
The problem is solved with a horizon of N ¼ 6 steps and the interpolation (36) uses a power of r ¼ 4.
Effect of expected and actual disturbance levels
The expected disturbance W p and actual disturbance W a are varied between 0 and the appropriate W max , precalculated for each system. A simulation of 1000 time steps is performed at each setting (W a , W p ) over a 20 Â 20 grid. Figure 2 compares the performance predictions with simulation results for the metric of control effort. The predictions are found using Algorithm 2 with the performance output matrices F ¼ ½0 0 and G ¼ 1. In the prediction plots (figure 2a and c), the unconstrained region is white and the transition region shaded grey. In both the cases, the predictions closely match the results of the simulations. The simulation results in figure 2(b) and (d) support the assumptions A1-A3. At low disturbance levels, the control RMS surface is flat as the controller behaves like the unconstrained LQR, validating assumption A1. At the limit of feasibility, seen as the high ridge on the right-hand side of plots, the performance plot follows a straight line again as the MPC behaves like the nilpotent candidate controller, validating assumption A2. The smooth transition between the LQR behaviour and the nilpotent candidate behaviour validates assumption A3.
A key motivation of developing the new analytical performance method was to reduce the computation required to perform studies of this type. It took 23 min to perform all the simulations used to generate figure 2(d), but less than 2 min to generate figure 2(c) using the analytical prediction method. It is clear, therefore, that the new method provides a comparatively rapid way of identifying the performance trends during the controller design process. Figure 3 compares the predicted RMS position errors with the simulation results using the matrices F ¼ ½1 0 and G ¼ 0. Again, the predicted and the simulated performances are in agreement. Notice that at high levels of actual disturbance, i.e. in the transition region (shaded grey), the RMS position error reduces as the expected disturbance level increases. This is because the MPC behaves more like the nilpotent regulator as W p is increased and less like the unconstrained LQR, which penalizes the control effort and therefore leads to large state deviations. Figure 4 shows an example in which the constraint levels are varied. The example uses the neutrally-stable system matrix A 1 . The predicted disturbance W p is fixed at 80% of the maximum W max and the actual disturbance W a at 80% of W p . The constraints are
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Effect of constraint settings
where Y 1 and Y 2 are variable limits on the position and velocity, respectively, whose effect is to be investigated. In the transition region, shaded grey in figure 4(a) , the exact level of performance is underestimated by the prediction method. However, the predictions still capture important trends in the performance. The contour plots of the predictions ( figure 4c ) and the simulation data (figure 4d) are almost identical, apart from variations caused by randomness in the simulations. The ''island'' pattern in the top-right of figure 4(d) indicates that the performance surface is roughly flat in this region, with the small changes in simulation results dipping up and down across the contour line. The limiting values of Y 1 and Y 2 at which the constraints become significant are accurately predicted, as are the limits of feasibility. The performance prediction accurately identifies regions of different sensitivity, as shown in figure 4(e) . In region A, the performance is sensitive to the position constraint setting Y 1 but not to the velocity constraint setting Y 2 . In region B, the performance is insensitive to both Y 1 and Y 2 . In region C, the performance is sensitive to the velocity constraint setting Y 2 , but not to the position constraint setting Y 1 . So, for example, if the initial controller design settings are in the region B or C, the position control tolerance Y 1 can be tightened as far as the boundary with region A without incurring any penalty in control effort. These results show that the prediction method can readily be used to assess the impact of design decisions such as constraint settings. Again, there is some inaccuracy in the predicted performance levels in the transition region, but the contour plots show close agreement. This result demonstrates how the performance prediction method can be employed to make a methodical choice of the prediction horizon. By definition, MPC requires the designer to choose a horizon, but this is commonly achieved by judgement, backed up by extensive numerical simulation.
Effect of horizon length
The contour plot, accurately determined by the performance prediction method, enables regions of operation to be identified based on the sensitivity of the performance to the two design variables, shown in figure 5(e). These regions capture important trends in performance and can be used to indentify where savings are possible. For example, in regions A and B, the performance is insensitive to the horizon length N. Therefore, if the initial design settings are in either of these regions, the horizon length can be reduced as far as the edge of these regions, giving a shorter computation without incurring a performance penalty. Similarly, if the settings are in region C, where the performance is independent of control authority Y 1 , the authority can be limited further, up to the boundary with region D, with no performance penalty.
Estimation error
The example in this section investigates the effect of estimation error on the neutrally stable example system. The disturbance and estimation error levels were bounded as follows: Figure 6 (e) shows the design space divided into regions of operation, based on sensitivity. In region A, the performance is independent of position noise but is sensitive to velocity noise. In region B, the performance becomes highly sensitive to both the noise levels.
Spacecraft formation flying application
This section describes the application of the new analysis method to the design of MPC for a spacecraft in a formation. Formation flying for spacecraft is an attractive technology for several forthcoming missions (Leitner et al. 2002) . This approach has significant advantages over a single spacecraft, such as greater science return due to longer observation baselines, and increased flexibility. The problem of controlling spacecraft in formation is extremely challenging, requiring precise control without excessive fuel use while subject to many constraints imposed by hardware and mission requirements. Previous work (Inalhan et al. 2002) has shown that MPC is well suited to this problem, and more studies Scheisser 2001, How and Tillerson 2001) have shown that sensing uncertainty is a significant driver of control design. Therefore this section uses the analysis from x 5 to investigate the effect of estimation error on performance. In particular, this section considers the selection of the horizon length, replanning frequency and error box size for minimum fuel use. The specific example of spacecraft control being examined is the relative motion in a circular orbit with the state x ¼ ½ x y _ x _ y T and the dynamics given by Hill's equations of motion (Hill 1878 
where n is the orbital frequency and u x and u y are the accelerations in the x-and y-directions, respectively. The examples in this section involve a low Earth orbit with frequency n ¼ 0.001 rad/s. The system is discretized assuming that the control inputs are impulsive velocity changes. The time step for discretization is equivalent to the replanning period and the results for a range of values are presented later in this section. Since, for the formation flying problem, the performance is dominated by the effects of the velocity estimation error (How and Tillerson 2001) Analytical performance prediction for robust MPCK H can be found that drives to a state in the radial/ in-track plane of the Hill's frame to the origin in 4 steps (which restricts the horizon length to N ! 4). The performance metric for the analysis is the control effort E½uðkÞ T uðkÞ.
MPC parameter selection
This section uses the analysis method to identify the effect of two key MPC parameters, the planning horizon length and the replanning frequency (the reciprocal of the discretization time step), on the spacecraft fuel use. Figure 7 shows predictions of control effort across a range of these two parameters.
The error box size is fixed at Y max ¼ 5 m and the velocity noise level at N vel ¼ 3 mm/s. The horizontal line marked ''approximate critical plan length'' roughly corresponds to the division between the unconstrained regime and the transition region. Above this line, the control effort becomes insensitive to the plan length. The line marked ''approximate critical replan frequency'' marks a trough in the control effort. Therefore, the globally optimal settings for the plan length and replanning frequency in terms of control effort are at the intersection of these two lines. At these settings, the analysis predicts a fuel use rate of 0.440 mm/s/orbit. A simulation with the same settings gave a result of 0.442 mm/s/orbit, indicating that the prediction is accurate.
Constraint trades
This section investigates the effect of velocity estimation error N vel and error box size Y max on control effort. Carrier phase differential global positioning (CDGPS) is a commonly examined method of sensing relative state and has been shown to produce estimates of velocity with sensing error on the order of 1 mm/s (Busse 2003) . Figure 8 shows contours of constant expected control effort for the relation between error the box size and the noise level. Consider a scenario in which the noise level is known to be 3 mm/s, slightly higher than a realistic CDGPS estimate. Setting the error box size to 1 m gives an infeasible problem. If the error box size is increased to 3 m, the problem becomes feasible. Further increases give a significant decrease in fuel use, up to a size of about 7 m. Beyond this point, which lies on the dividing line between the unconstrained behavior and the transition region, the fuel use becomes insensitive to the error box size. This is a useful result as it tells us that there is no point trading the control accuracy (error box size) for control effort beyond the line of transition. 
Conclusion
This paper has presented a method of analytically predicting the expected closed-loop performance of a system using a form of robust MPC. The analysis includes the effect of persistent disturbances and the state estimation errors. The new analysis method enables trade studies on the effect of controller parameters to be performed without extensive numerical simulation. The prediction method has been demonstrated for several example systems and is compared to simulation results. It has been shown to correctly identify the trends in performance as a function of disturbance levels and constraint settings.
The new analytical performance method has been shown to identify the performance trends as functions of controller design parameters using significantly less computation than the existing approach, namely extensive numerical simulation. A logical next step would be to embed the new prediction method within controller synthesis tools. Analytical performance prediction for robust MPC 893
