Introduction
Prostate cancer is the second most common cancer in men and the sixth leading cause of male cancer death world-wide (Center et al 2012) . Magnetic resonance (MR) imaging when compared to transrectal ultrasound (TRUS) and computed tomography (CT), provides better soft tissue contrast and lesion detection and hence it is the modality of choice for prostate imaging (Ghose et al 2012a) . Accurate interpretation of prostate MR images relies upon the identification of signal changes within and outside the gland and also recognition of artifacts related to blurred boundaries and signal heterogeneity. A reliable method for prostate MR segmentation should improve diagnosis and treatment planning for prostatic cancer (Martin et al 2008) . MR prostate segmentation, however, is not automated and is done by clinicians and this approach can be time consuming and subjective.
A number of researchers have reported on methods to improve segmentation including deformable and statistical models (SMs) and graph-based algorithms. For deformable models most investigators have integrated the deformable level set method with population-based (SMs) to optimize prior knowledge and local image features (Ghosh et al 2009 , Xin et al 2009 . MR artifacts, however, can cause the evolving contour to leak through or divert away from the true boundary (Davies et al 2010) or become trapped in a local minima (Zhang et al 2010) . Variations have included one by Xin et al with a deformable ellipse model; Gong et al and Qiu et al used a region-based level set method that incorporated statistical shape constraints (Gong et al 2005 , Xin et al 2009 , Qiu et al 2013 . The SMs, including the statistical shape (SSM) and appearance shape model (ASM), incorporate prior variations on the target shape with region-based information (Gong et al 2005 , Martin et al 2010 , Ghose et al 2012b and they use principal component analysis (PCA) to capture and estimate the shape and appearance of the target class. SMs can model many features of training data, but for prostate MR images, the SMs assumptions can be violated by variations in intensity/rotation and so the segmentation performance is less robust than expected. In SMs there is no guarantee that there is convergence in training and that the model parameters can be acquired (Burgin et al 2006) . Hence these methods result in a solution that is a compromise between the shape constraints and local image features for a single target class. Atlas-based methods such as the one proposed by Klein et al (2008) construct an atlas from manual segmentations and then map the atlas to the individual image for identification and segmentation of the target object. The segmentation accuracy, however, of the atlas-based methods is often limited by the quality of non-rigid registration.
Current prostate segmentation algorithms have adapted the approaches mentioned above and also have included prior knowledge to improve segmentation accuracy. In the MICCAI Grand Challenge-Prostate MR Image Segmentation 2012 (PROMISE-12), Birkbeck et al reported a region-specific hierarchical segmentation with discriminative learning to predict the position, orientation, and scale for prostate detection (Birkbeck et al 2012) . The MICCAI Grand Challenge: Prostate MR Image Segmentation 2012 focused on using a public dataset to compare segmentation algorithms on transverse T2-weighted MR images from multiple centers and vendors where there were different scanning protocols; for example some centers used endorectal coils and others did not. In the work by Birkbeck et al marginal space learning (MSL) was used to align a statistical mesh model on the image and the intensity was normalized. Although this method improved segmentation accuracy, the training on PROMISE-12 dataset was computationally expensive and took 2 h on high-performance computing hardware (2.7 GHz 2-processer 12-thread CPU, 72GB RAM on Windows Server system). Kirschner et al applied a booster classifier based on 3D Harr-like features to determine the probability of the prostate in sub-images (Kirschner et al 2012) . This method used the face detection algorithm and was based on the assumption of homogeneity within the prostate gland, which is not the case with routine prostate MR images. Yuan et al used shape priors and convex optimization for max-flow formulation (Yuan et al 2012) . Gao et al had local appearance-specific multi-atlases, which were categorized by their similarity in global appearance (Gao et al 2012) . Litjens et al (2012) suggested a multi-atlas approach using localized mutual information to register the atlas; they merged atlases using Selective and Iterative Method for Performance Level Estimation (Langerak et al 2010) . Further, graph-based algorithms have been added to the current methodologies. Ghose et al suggested a scheme that incorporates the graph-cut (GC) algorithm into a Bayesian framework for automated initialization and parametric models (Ghose et al 2011) . This scheme, however, involves a number of intermediate steps, which reduce the robustness of the segmentation and the ability to optimize the parameters. Mahapatra reported a GC approach based on super-pixel over-segmentation and a random forest (RF) classifier to formulate the smoothness cost (Mahapatra 2013 ). Mahapatra's approach used image intensity and textures for training features with RF and also features from surrounding tissues by sampling at fixed distances and angles. We suggest that Mahapatra's approach could be improved by optimizing pixel-level and prior information with isolated super-pixel formulation.
The random walker (RW) algorithm offers the advantage of being able to deal with weak boundaries and partly missing contours (Grady 2006) . The weak boundary handling in the RW, however, is limited to partly missing boundaries, which can be problematic when the true prostate boundary is entirely missing. In addition, the intensity variance caused by inhomogeneities on MR can lead to erroneous segmentation when the algorithm relies on intensity classification (Li et al 2011) . We previously reported a method that incorporated an intensity atlas as the prior knowledge as a reference for seed generation and weight construction. Whilst our approach was effective for most prostate volumes, the results were suboptimal when the prostate had an irregular position/shape (Li et al 2013) . So in this paper, we propose a generalized energy framework that uses prior statistical data to obtain a better prediction of missing boundaries and is more tolerant to prostate MR inhomogeneity. The key elements are: (i) A novel image patch division method, which smoothly partitions the image into homogeneous subsets, so that features extracted and formulated reflect prostate and non-prostate patches. (ii) Image features, specifically formulated for prostate MR images, and probabilistic patch classification schemes that take advantage of the relevance vector machine (RVM) and generate Bayesian priors. (iii) A graph-based combinatorial energy formulation, based on Bayesian priors and Dirichlet graph energy that generates prior-guided prostate segmentation. (iv) A non-iterative graph energy minimization scheme that efficiently derives the voxel membership probabilities in one matrix inversion step.
The sections in the paper are organized as follows: In section 2 we present a detailed explanation of our approach. The experimental design and results are presented in sections 3 and 4, followed by analysis and discussions in section 5, and the conclusion in section 6.
Methods
An overview of our approach is shown in figure 1 . The test image is partitioned into patches using our proposed superpixel generation method and then the patches are labeled as foreground and background. Our labeling is based on the presence of seeds generated from a registered atlas, which provides greater consistency from training to testing, rather than directly relying on registered manual segmentation reported by Mahapatra (2013) . The labeled patches are then used in a multi-dimensional feature model to extract features from the foreground and background patches (figure 1(c)). We apply the RVM to obtain the probabilistic classification of the testing patches. The output is then used as prior knowledge (figures 1(d) and (e)).
The prior knowledge is then integrated with the local image graph energy into the combinatorial Bayesian and Dirichlet (CBD) energy, and the segmentation is obtained via minimization of the energy functional (figures 1(f) and (g)).
Patch division
Super-pixel algorithms (SPAs) group pixels into perceptually meaningful atomic regions, in which pixels with similar brightness, texture and intensity range and low contour energy are assembled. We use SPAs to generate the higher-level atomic regions. Compared to the conventional GC based algorithms (Boykov et al 2001 , Felzenszwalb et al 2004 , Moore et al 2008 , our approach can determine the size of super-pixels with more flexibility by controlling the number of super-pixels. We use the term 'patches' rather than super-pixels for the rest of this paper.
An image patch is defined as a subset of a MR image slice within a volume, and is denoted as P P K :
1, 2, ...,
where K is the predefined number of patches. The sampling grid S is determined by S N K / = , where N is the number of pixels in the given image. The patch partition procedure begins with an initialization step, where K initial patch centers with coordinates C X Y , { } = κ κ κ are sampled on the regular grid S. Since our aim is to ensure that each patch is homogeneous within its interior and does not possess obvious boundaries for better feature extraction, we try to avoid the patch centers being placed on a strong gradient point. This is done by shifting the patch centers from geographical centers to neighborhood locations corresponding to the lowest gradient positions in a 3 × 3 grid.
For an MR image slice, we define a patch probability matrix Z R N K ∈ × , whose element Z 0, 1 n [ ] ∈ κ denotes the probability that pixel n belongs to patch κ where n N 1, 2, , = … .
A patch division energy is formulated as Z LZ T 1 2 , denoting the quadratic form of the probability matrix Z, where L is the Laplacian matrix (Grady 2006) . We denote the κ patch centers as the n th κ pixels in the image, and initialize Z 1 n = κ κ for all κ so that each patch center has the probability 1 of belonging to the patch it represents. Then we minimize the patch division energy with respect to Z and obtain the optimum Z * while holding Z 1 n = κ κ (Grady 2006) . The membership of other unidentified pixels in each patch is determined by finding Z arg max n κ = κ κ * * . The method is summarized in pseudo-code as follows:
Atomic patches generation

Input:
The input image u.
Determine patch center of each patch:
Shift patch centers to the lowest gradient position in a 3 3 × grid.
and obtain the final patch probability matrix Z * .
Assign patch membership κ * to pixel n where Z arg max n κ = κ κ * * (an example is shown in figures 1(a) and (b)).
Seed generation
The seeds act as indicators of the foreground and background in labeling the patches. Therefore, the seed placement is the initialization condition in our approach, similar to other seed-based segmentation approaches (Shi et al 2000 , Grady 2006 ). We used our previous work to automatically generate the seed placement (Li et al 2013) rather than using a manual method. The first step of seed generation creates a probabilistic atlas by adding the prostate slices from the training set manual segmentations (leaving out the testing volume), and normalizing the sum volume to [0, 1] so that the atlas density indicates the probability of the voxel belonging to the regions of interest (ROI). The probabilistic atlas is mapped onto the testing volume using rigid registration (Kroon et al 2009) to adapt to the test case. Seeds are randomly selected from high value voxels in the adapted atlas, with thresholds empirically set at 0.85 for foreground and 0.90 for background. A comparison of different seed selection thresholds is shown in table 1 in section 4.1. In regard to labeling, a patch where a foreground seed falls is labeled a foreground patch; a patch that overlaps background seeds is labeled a background patch. Figure 2 shows an example of the seed generation; further details can be found in our prior publication (Li et al 2013) . The generated foreground and background seeds for labeling are also exploited for the graphbased segmentation of the image in the testing phase, as discussed in sections 2.5 and 2.6.
Feature selection and extraction
Before we use the RVM, a number of image features should be chosen and formulated along with their labels as training inputs to train the RVM classifier. Our MR image feature formulation scheme is derived as follows. Our feature set included the gray-level co-occurrence matrix (GLCM) described by Haralick et al. We used five other image features: intensity distribution, polar feature, local binary patterns (LBP), Haar-like features and patch entropy. The attributes of these features are summarized below.
(1) The GLCM Distribution: The GLCM histogram estimates the joint probability of two gray level pixels for a given pixel spacing and direction (Huber et al 2010) . We employed the GLCM features of image contrast, correlation, energy and homogeneity. The relevant feature calculation is described by Haralick et al (1973) .
(2) Intensity Distribution: The GLCM properties focus on the relationship and characteristics between neighboring pixels, whereas the intensity distribution shows the properties of actual intensity values within the image patch. As shown in figures 3(b) and (c) the prostate usually has a different intensity distribution from background regions. So we included an intensity histogram P IH( ) with the number of bins set to 1700, which corresponds to the upper limit of the intensity range of the MR images in the dataset. For the interval of the intensity histogram T, we empirically set the parameter T = 50.
(3) Polar feature: We used the polar feature to aid localization. We set the geometric center of the image as the original point in a polar coordinate system and used the polar coordinate
of the centroid of a patch to denote its position (see figure 3(d)). Image entropy, LBP and Haar-like feature are complementary components and can describe the characteristics of MR image patches and enrich the feature set by providing information about randomness and neighborhood relationships. (4) Image entropy: The measurement of randomness is useful in determining the image patch membership. On visual inspection the foreground and background regions have different homogeneity and randomness in a typical prostate MR image. We use the entropy defined by Eddins et al to measure the randomness of an image patch, and denote the entropy feature as P ENT( ) (Eddins et al 2004) .
(5) LBP: This feature is the first-order circular derivative of micro-patterns generated by concatenating the binary gradient directions (Nanni et al 2012) . The principle behind LBP is that an image patch consists of micro-patterns, and information on the distribution of edges and other local features are contained in the histogram of these micro-patterns. We have adopted the implementation of Ojala et al and denote the feature vector of patch P as LBP(P) in this work (Ojala et al 2000) . (6) Haar-like feature: This feature considers neighboring rectangular sub-graphs at a specific position in a detection window. It adds the voxel intensities in each sub-graph and calculates the difference between these sums. This difference is then used to categorize subsections of an image (Qing et al 2007) . Haar-like features have been popularized in face recognition (Viola et al 2004) and organ localization in medical imaging (Zhou et al 2013) . For this work we performed the extraction of Haar-like feature from prostate image patches based on the work by Viola et al (2004) . The resulting feature vector of image patch P is denoted as P HAAR( ).
Therefore, we may construct the feature vector P R n ( ) ξ ∈ κ of an image patch P κ as follows:
(1) The feature vector is used for the training and classification of the prostate patches. We will represent P ( ) ξ κ as ξ for notation simplicity in the following sections.
RVM training and patch classification
The aim here is to use image feature vectors to train the RVM classifier and then perform patch classification. The RVM is a variant of the support vector machine (SVM) classifier (Tipping 2001) . We chose the RVM method because it is able to generate estimates of the posterior probability of class membership and maintains classification accuracy. In compariso n, other SVM methods often make binary decisions based on the directed distance of the sample vector to the classifying boundary. The RVM was also preferred over the RF as our classification task is a two-class problem with a small number of training instances, while RF usually requires a large number of training instances. The estimated posterior probabilities can be considered as probabilistic Bayesian priors to construct the Bayesian energy model when the observed image data are given.
We use a scalar t 1 { } ∈ ± to denote the class label of the MR image patch, where t 1 = denotes the foreground patch and t 1 = − denotes the background patch. To denote membership prediction given the feature vector testing ξ of a testing patch, the probability distribution of the class label t is modeled as (Tipping 2001) : 
can be defined as: . We assumed that the variance between different cases follows the Gaussian distribution and we used the Gaussian kernel to calculate , ( ) Θ ⋅ ⋅ . On the other hand, parameters m α were determined using Bayesian estimation as the result of the feature training. As reported by Tipping and Wei et al, the parameters m α are presumed to obey an N 0, m 1 ( ) λ − Gaussian distribution independently, where the variance m 1 λ − is used to ensure that the para meters m α are highly concentrated near 0, so that only very few of the m α are non-zero and need to be considered in evaluating equation (3). The variance is also called hyper-prior by Tipping (2001) and Wei et al (2005) . Some methods such as the one proposed by Nikou et al (2010) assume a Dirichlet distribution for Gaussian parameters estimation, yet the computation cost is quite high and the robustness to image noise is not satisfactory (Nguyen et al 2012) .
We maximize the posteriori distribution in regard to the training features m ξ and their corresp onding labels, and the energy functional is formulated as: 
where the first term of E training corresponds to the input class labels, the second term corresponds to the prior on m α , and m λ * is the maximum posteriori estimation of m λ (Wei et al 2005) . The model was constructed by obtaining such parameters m α that maximize equation (4), and the application of the trained model on each patch is equivalent to evaluating equation (2) on every patch derived from the image. Hence, a probability matrix y (corresponding to figure 1(e)) is thus generated based on the probability values for all i N 1, 2, , = … :
The probability matrix y whose pixel values correspond to patch probability obtained in equation (5) is used as the probabilistic Bayesian priors in equations (6)-(9), and is a vital constituent of the CBD energy formulation introduced below.
Graph definition and segmentation introduction
The proposed CBD energy formulation begins with the graph notation of an image. A given image is formulated as a weighted graph G, which consists of a vertex setV and an edge set E V V = × . A vertex v i denotes one pixel in the image; an edge e E ij ∈ connects two vertices v i and v j and is assigned a weight w ij . The vertices are partitioned into a seeded set V M consisting of two classes based on the foreground and background seeds generated in section 2.2, and an unseeded set
and term it as 'seeded' if the vertex v i has been initially assigned a label s δ from the label set s , 1, 2, ,
∈ and term it as 'unseeded' if its label is not initially assigned.
For our prostate segmentation problem, we have 2 Γ = since the unseeded vertices v V i U ∈ will be labeled as foreground or background. For each v V i U ∈ we will calculate the probability x i s which denotes the likelihood that a RW starting from v i first reaches a seed with label s δ . Therefore the membership of v i is determined by finding the largest probability x i s across all possible s.
CBD energy model
The next stage is to construct Bayesian energy model to use the probabilistic Bayesian priors derived from RVM to guide the prostate segmentation. The proposed graph-based energy will be formulated as the given image data approximation and then embedded with Bayesian priors in our new CBD energy model. The introduction of the prior statistical approximation, in terms of Bayesian energy in our model effectively circumvents the limitations of the conventional RW, which is based on image intensity alone. Hence, the CBD model should improve segmentation by providing better prediction of weak boundaries and high tolerance to image inhomogeneity.
In our CBD energy model, we formulate a fitting term (representing the Dirichlet energy) to describe local graph energy and a smoothness term (representing the Bayesian energy) to constrain x i s , the probability of pixel i belonging to label s, to be as close to the prior approximation and force x i s to be as smooth as possible when these two energy functional terms are minimized seamlessly. In regard to the smoothness term, we adapted the RW that was derived from Dirichlet integral model. Accordingly, the optimal x is given by minimizing the CBD energy functional:
where μ > 0 is a regularization parameter, w I I exp
in the fitting term is the Gaussian image weight defined in (Grady 2005) , where I i and I j are intensity values at vertices v i and v j .
The labeling of a vertex v i is performed by choosing the label with the highest probability x i s across all possible s values for the given v i , with x 1 s i s ∑ = holds for all v i . With simple graph formulations in vector form, we have:
where L is the Laplacian matrix (Grady 2005) . According to the seed placements, we can easily decompose and differentiate equation (7) to achieve the voxel classification. Based on the seeded and unseeded vertices, equation (7) can be decomposed as: where L B B L , , and T M U are constituents of the partitioned matrix decomposed from L; x U denotes the foreground probabilities of unseeded vertices; and y U denotes the Bayesian prior approximation for each unseeded vertex. To solve the energy minimization of equation (8), we differentiate E x CBD U ( ) with respect to x U and find the critical point as:
The segmentation, i.e. the determination of the probability values x U , is achieved by using the energy minimization functional (9). The positive parameter μ plays a role to balance the prior weight on feature modeling with the image data on graphs. The choice of μ, as well as that of the weight parameter β for segmentation accuracy optimization is discussed later.
Experimental design
We used the PROMISE-12 dataset to test our approach. The T2 images were used clinically for measurements of prostate volume (Litjens et al) . Each of the 50 cases (obtained from 4 different centers) had 15-54 slices, with 2.2-4 mm thickness. Voxel sizes ranged from 0.50-0.75 mm, corresponding to the image dimension of 512 × 512 pixels. Manual segmentation was provided in the dataset as the ground truth for evaluation, and was used in a leaveone-out manner in the atlas construction step. These experiments were designed to evaluate the effectiveness of our approach and its sensitivity to the final segmentation. Factors that may influence the segmentation results including the initialization, feature selection and parameter settings are discussed later.
Parameter setting for our segmentation was as follows: we set T = 50 for histogram bin width, K = 200 for number of patches, β = 5 for weight formulation in weight construction and μ = 1.0 × 10 −3 for the combinatorial Dirichlet formulation. We assessed: (a) the sensitivity of the setting of these parameters on the segmentation result; (b) the RVM training and classification procedures and (c) the influence of features and the sensitivity of some parameters to segmentation accuracy. We also carried out a qualitative and quantitative evaluation of the segmentation accuracy of our approach and compared it to other approaches that had been used on the PROMISE-12 dataset. Algorithms in the Challenge were compared using the same set of metrics for fair comparison. We followed the challenge metrics and used the dice similarity coefficient (DSC), relative volume difference, average boundary distance and Hausdorff Distance to measure volumetric and surface similarity of our results to the ground truth (Heimann et al 2009) .
Results
Probabilistic classification based on features
An experiment on different combinations of foreground/background seed thresholds was conducted to determine the optimal threshold for seeds.
From table 1 it is clear that setting the foreground seed threshold as 0.85 and background threshold as 0.90 resulted in the best segmentation performance. The labeling of patches determined by the obtained foreground/background seeds, as well as features extracted from training patches were used by RVM to obtain Bayesian priors. An example of the probabilistic classification outcome is shown in figure 4 .
The probabilistic classification outcome was then used in the CBD energy formulation. To justify the choice of features, we conducted experiments to identify the contribution of A Li et al Phys. Med. Biol. 61 (2016) 6085 each feature to the segmentation performance by excluding each single feature and observing the decline in segmentation accuracy. Moreover, we observed that some sets of features may describe similar attributes of the image, and the removal of one feature from such sets may not noticeably impact performance. Based on our experiments, we identified a core feature set including intensity histogram, GLCM-Correlation, polar and LBP. The results are shown in table 2, and the choice of core features is further discussed in section 5.
In addition to the selection of features, the segmentation performance can also be affected by the size of patches, which is controlled by parameter K. So we carried out a quantitative evaluation to optimize the choice of parameter K. For these experiments, unless otherwise specified, we choose K = 200 for the parameter of quantitative implementation of our approach to achieve the best performance.
CBD model
The classification results shown in figure 4 were used by the CBD energy minimization. The minimization process is shown in figure 6. We also compared our approach to the conventional RW, which did not take advantage of prior knowledge. Figure 6 shows the difference in energy minimization and final segmentation output for these two methods.
For the implementation of our CBD model, the free weight parameter β and the regularization parameter μ in equation (6) can influence segmentation accuracy, as mentioned in section 2.6. Hence, we evaluated the impact of these two parameters and optimized our choice of β and μ based on the segmentation accuracy in DSC shown in figure 7 .
Based on the evaluation we optimized the parameters as β = 5.0 and μ = 1.0 × 10 − 3 for our quantitative evaluation of segmentation accuracy. More detailed discussions on the parameters β and μ are presented in section 5. To measure the accuracy of our CBD framework, we compared our segmentation results to the ground truth measured in DSC and the other metrics listed in section 3. Firstly, we implemented the conventional RW and GC with the same seeds used in our experiment for comparison, with results shown in figure 8 . A qualitative compariso n is shown in figure 9 . Note. The contribution of each feature is indicated by the decline in global performance when disabled. We performed an unpaired one-tail t-test to determine whether our performance was statistically better than the comparison methods. We performed the t-test on our performance against the work of Yuan et al (2012) , which has the highest reported DSC available in table 3, and the work of Birkbeck et al (2012) , which has the highest DSC available in the online challenge article (Litjens et al 2014) . The null hypothesis was that the mean DSC of our approach was equal to the comparison method in that test. Results of the hypothesis testing calculation are shown in table 4.
From table 4, our approach outperformed the other two best methods, each with a significance level of p < 0.001. We implemented our approach on an Intel 2.40 GHz Quad Core PC with 8GB RAM and a single thread, and the time taken to segment a prostate MR image volume was approximately 3 min averaged across the 50 volumes, which contained 1377 slices in total. This included the time for feature extraction, RVM training and the Dirichlet energy minimization. Computation times are shown in table 5.
Discussion
Our main findings are that our CBD model was: (a) more accurate and robust than current state-of-the-art prostate segmentation methods through the incorporation of the probabilistic statistical prior approximation; (b) able to handle most of the image artifacts effectively such as inhomogeneities and blurred boundaries based on the guidance of image features and Bayesian priors from patches, and (c) it was insensitive to seed initialization and most of the parameters settings as the combinatorial energy function retains a proper balance between local intensity and prior approximation.
The results in table 3 support our contention that our CBD model was more accurate measured in mean DSC, and robust, measured in standard deviation. We also showed that our model statistically outperformed the previously reported best methods of Birkbeck et al and Yuan et al and was slightly better than second observer results in DSC and Hausdorff distance. We also found that the surface of our segmentation output has a shorter Euclidean distance (Langerak et al 2011) from that of the ground truth shape. We suggest that the explanation for the better accuracy is through the RVM training and probabilistic classification. Our approach classified the regions (represented by patches) with high foreground likelihoods to be the foreground. We used the probabilistic output of RVM feature training and classification as the prior knowledge to guide the Dirichlet model. This is a novel method to construct and use priors compared to other state-of-the-art methods, since most of these methods used shape priors. For example, Birkbeck et al (2012) used SSM to train the binary segmentation of images by modeling their rotation, scale and translation with PCA. Kirschner et al used ASM and PCA, but also used landmark points to represent the shape, assuming shapes were in correspondence (Kirschner et al 2012) . This form of shape prior may give a general description of the dataset, but will reduce its adaptability due to individual outlying testing data that do not stay close to the mean. The same Table 3 . A quantitative evaluation of our approach, the graph-based methods and 5 other prior-based methods reported in PROMISE-12 challenge. adaptability problem arises in using a single atlas simply registered to the test image, where the segmentation accuracy is poor as the segmentation quality heavily depends on the registration quality (as shown in table 3). Our approach only used atlas shapes for seeds generation, and the method considers the patch features only in the current volume. This diminished the influence from other volumes and increased the accuracy of RVM classification and thus improved the quality of prior approximation. In contrast, conventional graph-based methods such as RW and GC are more biased towards local image intensity, which may account for the susceptibility to weak or blurred boundaries and the less competitive performance in robustness.
The accuracy is also closely related to the selection and effectiveness of image features as this is the key component of RVM training. We showed that the segmentation accuracy decreased when any of the features were removed. Although we observed that taking out any single feature only caused the performance to change marginally, the results indicated that each feature contributed to the segmentation positively. This was because some sets of features were reflections of similar attributes of an image. We aimed to identify which features performed a relatively more essential role in prostate segmentation, therefore the aggregation of features and corresponding segmentation performances deserved further study. After feature analysis, we identified the set consisting of intensity histogram, GLCM-correlation, polar and LBP as the core features. As shown in table 2, their contribution to the segmentation performance is more prominent and unique compared to the non-core group, whereas non-core features contributed less in identifying foreground/background prostate patches. Note. The p-values are calculated as one-tailed probabilities. The disparity between performances resulting from different feature groups can be related to the different formulation of each feature and the image quality of prostate MR images. Although both the intensity histogram and contrast reflected the pixel intensity distribution, the intensity histogram can provide more comprehensive intensity information. Among all of these features, polar is a unique feature that denotes the position information. LBP and Haar-like feature are related to regions. LBP provides unique image texture information with robustness to illumination variations and other monotonic gray-scale changes (Heikkilä et al 2009) since it is based on comparisons between neighboring pixel intensities with binary outputs. The Haar-like feature, which is based on summed area tables, can be susceptible to luminance variations and its performance may be impaired by such effects which are quite common in prostate MR images (Park et al 2014) . GLCM-correlation, GLCM-energy, GLCM-homogeneity and entropy provide statistical characteristics derived from regions. GLCM-correlation can directly represent the correlation between pixel values within a patch. It is noticed that the effect of the homogeneity feature was not steadily guaranteed since the foreground/background patches may possess similar homogeneity, as shown in figure 10(c) . Similarly, the effect of the GLCM-energy feature in distinguishing prostate foreground, which also relied on image homogeneity, was also impaired by this reason.
Our approach was more effective in handling image artifacts. The examples of segmentation visualization that we used in figure 9 showed that the boundary of our segmentation result was closer to the true boundary, whereas the results of conventional RW and GC suffered from over-segmentation or under-segmentation. We believe that this relates to our approach using more region-based information to overcome the difficulties of indistinct edges, weak boundaries, image noise and low contrast. We assume that the foreground and background texture characteristics are consistent across different slices in one patient volume. As discussed in the previous paragraph, features including polar, LBP, Haar and GLCM are chosen to reflect the position, illumination variation, gray-scale changes statistical characteristics, etc of the ROI. Hence our foreground and background patches projected from the atlas reflect the rest of the prostate/non-prostate regions, and our Bayesian priors were thus constructed from the probabilistic classification using these features. With the guidance of Bayesian priors, the boundary detection was not limited by the local intensity and our approach was able to approximate the true boundaries even if the boundaries were indistinct/blurred or had inhomogeneities in the ROI. These are the common artifacts in prostate MR datasets, as mentioned in section 1, and these artifacts impact the image quality and increase the difficulty of segmentation. More examples are shown in figure 10 . The measurements of average symmetric surface distance and other surface distance metrics also support our better segmentation. Our approach was less sensitive to initialization and most of parameters settings. For conventional graph-based methods such as RW and GC, the initialization step of Dirichlet based segmentation methods can be a critical factor. Our data show that using the same seed initialization, our approach was more tolerant with the randomness in seeds than RW and GC. This is because our CBD model overcomes the issue of seed sensitivity and emphasizes the influence of feature training and probabilistic classification to obtain a more balanced result between prior approximation and local intensity. Although we performed our implementation using randomly selected seeds based on intensity atlas, as long as most foreground seeds fall within the ROI, the quality of the RVM training is sufficient to generate a reasonable probabilistic classification output as Bayesian priors. With the initialization conditions we were able to obtain the labeled training patches and extract features from these image segments. The number of patches K can be an influential factor in the effectiveness of RVM probabilistic classification. A larger number of patches can lead to image patches with greater homogeneity yet longer computation time (segmentation time per volume varies linearly between 2.26 min and 3.15 min with K varying between 120 and 220), since the feature extraction and model application is conducted from patch to patch. On the contrary, a smaller number of patches indicates larger image patches and would thus increase the inhomogeneity within image patches and lead to erroneous sampling and classification. When we tested the optimum value for patch numbers we found that our approach was not sensitive to the parameter K as shown in figure 5 . The reason for the marginal change with respect to K is that the selection of foreground training patches was not strongly affected by the size of the training patch. For example, if K increases, the patch size decreases but patches with foreground seeds are still selected as foreground, and most patch properties (characterized by image features) are still retained. Hence the probabilistic output of RVM, i.e. the Bayesian priors still remains a workable approximation of the ROI. We also examined the sensitivity to image weight parameter β and regularization parameter μ and found that the DSC accuracy was less sensitive to variation in μ, but more sensitive to β. For instance, the curve β = 5.0 in figure 7 indicated that with μ changing from to 1.0E-5 to 1.0E-3, the accuracy changed marginally. However, for the curve μ = 0.001, where β changed from 3 to 90, the segmentation accuracy varied from 0.89 to 0.82. The sensitivity to β is due to the definition w I I exp ij i j 2 ( ( ) ) β = − − of graph-based image weight, where β directly controls the scale of the squared difference of intensity, and is closely related to the Laplacian matrix L and the construction of the Dirichlet energy. Of all parameters in our approach, the weight scaling parameter β is the only one whose variation significantly affects the final result. We suggest that this is an opportunity to inspire further research on the challenge of graph-based image weight control.
Limitation
Our approach achieved improved segmentation accuracy (0.90 in DSC versus 0.82 and 0.74), but as a 'trade-off' or limitation, on average it took longer (about 3 min to segment a case) compared to RW and GC (less than 10 s). The explanation is the need to perform a larger number of tasks including patch division, feature extraction, RVM training and energy minimization with our approach. The best PROMISE-12 methods, those of Yuan et al (2012) and Birkbeck et al (2012) , had substantially lower processing time as they took advantage of high performance GPU computing (e.g. 512-CUDA cores) but with slightly lower accuracy. Given the importance to clinical care we suggest that accuracy is preferred over speed. We expect that the time complexity issue in the future will be ameliorated by better computational power in available hardware.
Conclusion
We have suggested a CBD energy approach for the segmentation of prostate MR images. In this approach, the probabilistic approximation is represented as the statistical prior approx imation for all the unseeded voxels and is then transformed into graph representation for the graph energy formulation. We used a new approach to transform the information from image features into probabilistic approximation on graphs and combinatorial analogues of standard operators and matrix differentiation to solve the combinatorial energy functional, which balances the statistical approximation and local intensity. We compared the performance and robustness of our approach to other methods used in the PROMISE-12 Challenge. We found that our approach was more accurate and robust when compared to current approaches. Our approach was also more effective in managing weak boundaries and MR image artifacts. A limitation with our method lies in computation time, and in our future work we will explore using higher performance computing to shorten the segmentation time whilst retaining the improved accuracy.
