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MATHEMATICS 
ON THE GEOMETRIC ALGEBRA OF THE OCTAVE PLANES 
BY 
T. A. SPRINGER *) 
(Commtmicated by Prof. H. FREUDENTHAL at the meeting of April 14, 1962) 
l. The present paper contains various complements to [10]. In 
section 4 of that paper we derived a number of results about the affine 
groups of the octave planes, some of them by brutal calculation. In 
sections 2 and 3 of this paper we give a more transparent derivation. 
Section 4 concerns the translations and dilatations in the octave planes. 
In [10] these were handled using Peirce decompositions in the underlying 
exceptional Jordan algebra A. In [6] the translations are dealt with using 
a special representation of A as an algebra of Hermitian matrices. We 
give here a more intrinsic way of handling translations as well as 
dilatations. 
Then we give in section 5 a new proof of Jacobson's theorem (proved 
in [6]) stating in geometrical terms that the little projective group of an 
octave plane is isomorphic to the group of linear transformations of A 
leaving the determinant of A invariant, modulo its center. 
Section 6 gives results about the groups of the octave planes. Most of 
these results are known, we give proofs with the methods of [10] and 
this paper. In theorem 2 we have collected the known results about the 
structure of the groups of the octave planes. 
Finally, in section 6, combining the algebraic results from the theory 
of exceptional Jordan algebras with results of the theory of algebraic 
groups, we show how the connection with exceptional semisimple algebraic 
groups can be made explicit (according to [6], similar results have been 
proved by Seligman). 
2. Some algebraic results 
In [10], section 4, we considered some special transformations in the 
invariance group of the cubic form det. We shall give here a more 
transparent approach to these matters. 
We use the notations of [9] and [10]. So A is a reduced exceptional 
simple Jordan algebra over K (characteristic =F 2, 3). The coefficient 
algebra C of A is an octave algebra. We do not assume here that 0 is 
a division algebra. Let u be a primitive idempotent of A, Ei the sub-
space of A formed by the x E A with ux= !ix, (u, x) = (e, x) = 0 (i = 0, 1). 
*) Supported by a National Science Foundation grant (NSF-G21514). 
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Taking x1 E Eo with Q(x1) =! we can identify C with the subspace of Eo 
orthogonal to x1. There is a direct sum decomposition E1 = E + + E -, 
where E+ and E- are the subspaces where x1y=!Y or -±Y, respectively. 
Let R be the subspace of A spanned by (e-u) and Eo. Define on R a 
quadratic form Q1 by 
(1) (a E Eo). 
We put Q1(xr, x2)=Q1(X1 +x2)-Ql(x1)-Ql(x2) (x1, x2 E R). 
If x=;(e-u) +a E R we put 
x=;(e-u) -a, 
then 
(x E R). 
x ~ x is minus the symmetry of Q1 in R with respect to E 0• 
If x E R and y E E1 then it follows from the results given in [9] that 
xy E E1 and that 
(2) x(xy) = !Q1(x)y. 
Moreover if y E E1, then 
y x y=y2-Q(y)e=y o y-iQ(y)(e-u) E R, 
and 
(3) (xy1, y2) = (y1, xy2) = - (x, Yl x y2) = - Q1(x, Yl x y2) (x E R, y1, Y2 E E1). 
If t is a rotation of Q1, we denote by a(t) E K*j(K*)2 its spinor norm. 
Furthermore if A. E K* we denote by 1')(A) its canonical image in K* j(K*)2. 
With these notations we have the following result, which is an extension 
of prop. 2 of [11]. 
Proposition 1. If tis a proper similarity of Q1 in R, then there exist 
nonsingular linear transformations u1 and u2 of E1 such that 
(4) 
u1 and u2 are unique up to a common scalar factor. We have 
(5) 
with Y E K*. If t is a rotation then a(t) =1J(v). 
Proof. Lett be a proper similarity of Q1, assume that Q1(t(x)) = "Q1(x). 
It follows that "=N(cl) with c1 E C (see the beginning of the proof of 
prop. 3 of [10]). Now define a linear transformation tr of R by 
(6) l tr(e- u) = i("+ 1)(e- u) + (" -1)xl tr(xl) = !(" -1)(e- u) + i("+ 1)xl 
t1(c) =C1 * c (c E 0). 
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Then tt is a proper similarity of Q1 with Q1 ( t1 ( x)) = uQ1 ( x). Hence tc 1t is 
a rotation. It follows that we may assume in the proof of (4) and (5) 
that either t=t1 or that tis a rotation. In the first case (t=tt) we write 
the elements of E+(E-) in the form a-c(a+c) with fixed a+(a-) in E+(E-) 
and c E 0 variable. Define now n1 and n2 by 
n1(a+c) =a+(cl * c * c1), 
n1(a-c) =ua-(cl *c), 
n2(a+c) = u1(a+c), 
u2(a-c) = u-1ul(a-c). 
Then a straightforward verification shows that (4) and (5) hold, with 
v = u2 • Now assume t to be a rotation. Denote by Sa the symmetry of Q1 
defined by the non-isotopic vector a, 
t is a product of an even number of symmetries, which implies that t is 
also a product of transformations of the form sa', where sa'(x) =sa(x). 
Hence it suffices to prove ( 4) and ( 5) in the case t =sa'. 
Now it follows from (2) that 
- a(xy) = sa'(x)(ay), 
which proves (4). (5) follows from (2) and (3), with v= -i;Q1(a). The 
assertion about spinor norms follows also, since the spinor norm of sa' 
is n(- Ql(a)). 
In order to prove the uniqueness assertion, it suffices to prove that 
u1(xy) = xu2(y) (x E R, y E E1) implies u1(y) = u2(y) = Ay. That u1 = u2 follows 
by taking x=e-u. Then we can apply prop. 2 of [10). 
Corollary. Let t be a proper similarity of Q1, let Q1(t(x)) = xQ1(x). 
Put t(x) = u-1 t(x). Then t is a proper similar·ity of Q1 and if n1 and u2 
are as in (4) and (5), we have 
(7) 
( u2(xy) = t(x)u1(y), 
) UI(Y) X U1(y) = vt(y X y), 
( U2(y) X U2(y) = vt(y X y). 
Proof. That t is a proper similarity is immediate. 
In order to prove the first formula we replace in ( 4) y by xy and 
multiply both sides by t(x). Then we get the required formula for 
Q1(x) + 0, which implies the validity for all x. 
It suffices to prove one of the remaining formulas, e.g., the second one. 
By (3), (4) and (5) we have 
v(x, Yl xy2)= -v(xy1, y2)= -(u1(xy1), u2(y2))= 
=- (t(x)u2(YI), n2(y2)) = (t(x), u2(y1) x n2(y2)), 
hence 
vu(t(x), t(y1, X y2)) = u(t(x), u2(y1) X U2(y2) ), 
which implies the desired formula. 
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Remark. Prop. 1 expresses a special property of the quadratic form 
Q1. This is related to peculiarities of the Clifford algebra of Q1. If [+ 
denotes the second Clifford algebra of Q1, then representations (! and a 
of (£ + in E 1 exist such that e(x1x2)(y) = 4x1(x2y), a(x1x2)(y) = 4xl(x2y). 
If t is a rotation of Q1 with spinor norm 1, we may take u1 and u2 in 
(5) such that v= 1. Then t--+ u1 and t--+ u2 are the "double-valued" 
spin-representations of the reduced orthogonal group of Q1 induced by 
e and a respectively. 
As a consequence of the proof of proposition 1 we have the following 
result, which will be needed later on in the proof of a geometrical statement 
(prop. 8). 
Proposition 2. Let y, z E E1. Put y=y++Y-, z=z++z-(y+, z+ E E+, 
y-, z_ E E-). Assume that Q(y+)Q(y-)Q(z+)Q(z-) i= 0. There exists a proper 
similarity t of Q1 transforming t( e- u) + X1 and t( e-u)- x1 into scalar 
multiples and such that for some u1 satisfying ( 4) we have u1(y) = z. 
Proof. Write the elements of E+(E-) in the form a-c(a+c) with fixed 
a+, a- in E+, E-. With y=a-c' +a+c we associate the ordered pair (c, c') 
of elements of C. If we have a proper similarity t of Q1 which leaves 
t(e--u) + x, and t(e-u) -x1 invariant up to a scalar factor, then it follows 
from (4) that u1 leaves E+ and E- invariant. Let v(c, c') the pair 
corresponding to u1(y). These v form a group G0, and what we have to 
show is that if N(c)N(c') i= 0, v(c, c') assumes all values (d, d') with 
N(d)N(d') i= 0 if v runs through Go. 
Now it follows from (6) that v defined by 
v(c, c') = (c1 * c * c1, xc1 * c') 
is in Go. 
Replacing x1 by -x1 we find (using the way in which the product 
c * c' in C is defined, which is explained in [9) p. 260) that also v 
defined by 
v(c, c') = (xc * c1, c1 * c' * c1) 
is in Go. Combining these two kinds of v we also get that 
v(c, c') = (c1 * c, c' * c1) 
gives a transformation of Go. 
We want to prove that v(c, c') = (d, d') is solvable with v EGo (c, c', d, d' 
being as explained above). Now it suffices to consider the case d = d' = e 
(unit element of C). It is clear from the preceding formulas that we can 
send (c, c') by a v EGo into (e, d) (N(d)i=O). 
Now again by the preceding formulas we see that 
v(c, c') = (c1 * c * c1-1, x-2 c1 ,* c' * c12) 
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gives a transformation of G0, which sends (e, d) into (e, x-2 c1 * d * ci2). 
Taking CI E 0 with CI = - CI we see that we can send ( e, d) into 
(e, -x-I CI *d), where Ci= -c1. x=N(ci)~O. Now any dE 0 with N(d) #0 
can be written as d=ci * c2, where Ci= -c1. c 2 = -c2 (one can take CI 
such that Cl=-ci.N(d,ci)=O,N(ci)~O). Using this and our previous 
remark, we see that we can send (c, c') into (e, cXe) by a v E G0, where 
eX E K*. Now taking a v of the first kind given above with CI =Ae, we 
see that v(c, c') = (A.2c, A_3c') is in G0. Such v together with v of the third 
type can be used to send (e, cXe) into (e, e). 
Corollary. If y, z E EI, yo y, z o z ~ 0, then there exists a proper 
similarity t of QI such that for some UI satisfying ( 4) we have UI(Y) = z. 
Proof. This will follow if we have XI E Eo with Q(xi) = l and having 
the properties mentioned in prop. 2. Now if y=y++Y-, we have 
Y+=2XIY+iY etc., so we want XI such that Q(2XIY ± ty)~O, 
Q(2XIZ ± iz)~O. Now Q(2XIY+iy)=4Q(xiy)+(xi. yoy)+lQ(y)=iQ(y)+ 
+(xi, y o y). Hence we have to find XI E Eo with Q(xi) = l, (xi. y o y) ± 
i Q(y) ~ 0, (xi. z o z) ± !Q(z) ~ 0. This means that XI must be outside 
some linear varieties in Eo. That such XI exist is easily verified. 
Next we consider another algebraic result which will be needed in the 
sequel. Let t be a semilinear transformation of the vector space A, 
relative to the automorphism a of K. We define its adjoint t by 
(8) (t(x), t(y)) = (x, y)", 
where as before, (x, y) is the bilinear symmetric form on A associated 
with Q. 
It is clear that t is again a a-semilinear transformation of A and that 
(l}=t. 
We have on A a cubic form det and a symmetric trilinear form 
(x, y, z) such that (x, x, x) = det x. As in [10] we use the product x x y 
such that 3(x, y, z) = (x x y, z). 
Proposition 3. A a-semilinear transformation t of A satisfies 
(9) 
if and only if 
(10) 
det t(x) = v(det x)" 
t(x) x t(y) = vt(x x y). 
We then have det i{x) =v-I (det x)". 
Proof. Assume that t satisfies (9). Then (t(x), t(y), t(z)) = v(x, y, z)" 
(t(x) x t(y) t(z)) = v(x x y, z)". Using the definition (8) oft this implies (10). 
The argument may be reversed, which proves the first part of the 
proposition. 
456 
In order to prove the last assertion we use 
( 11) (x x x) x (x x x) = (det x)x 
(see [12]). From (10) and (11) we find 
v2t(x x x) x t(x x x) = (det t(x))t(x) = v(det x)" t(x). 
Replacing x by x x x and using (11) once more, we obtain 
v2(det x)2" t(x) x t(x) = v(det (x x x) )"t(x x x). 
For t=identity this implies det(xxx)=(detx)2 if xxx'i"O. The same 
holds also for x x x = 0. So t(x) x t(x) = v-1t(x x x) if det x '1" 0. This implies 
the validity for all x. Applying the first part of the proposition we get 
the desired result. 
Let r the group of all semilinear transformations of A satisfying (9), 
G the normal subgroup of r formed by the linear t E r (a=identity) 
and S the normal subgroup of r and G formed by all linear t with v = l. 
It follows from prop. 3 that t --+tis an automorphism of r, which induces 
automorphisms of G and S. The automorphism of S thus defined is not 
inner. We shall prove this for the case that K is algebraically closed. 
Assume then that t = utu-1 for all t E S and some u E S. Let C be a 
primitive 3rd root of unity in K and take t(x)=Cx. Then t=utu-l=t. 
But from the definition (8) of t we infer that t(x) = C-l(x), which is in 
contradiction with t = t. 
3. Some special transformations in G. 
We shall show now how prop. 1 leads to a better proof of results 
derived in section 4 of [10]. There we wanted to obtain some information 
about the subgroup H of G leaving the space R invariant. The information 
is contained in prop. 2 and prop. 3 of [10]. We have nothing to add to 
the proof of prop. 2, but we wish to give here another proof of prop. 3. 
From [10] (19) and (4) it follows that if Z=rJU+x+y(x E R, y E E 1) 
we have 
(12) det Z = rJQl(X) + Q1(x, y X y) = rJQl(X) + (x, y X y). 
Now let H be the subgroup of G consisting of the t E G with t(R) = R. 
Let tEH, assume that t(u)=xu+b+c(bER,cEE1). It follows from 
(12) by taking z=u+h and comparing the coefficients of ).2 that we 
must have 
(x E R). 
Hence t E H induces a similarity of Q1. Now lett be any proper similarity 
of Q1. Using the notations of prop. 1 it follows from that proposition 
that t can be extended to an element of H by defining 
(13) ~ t(u) = YU 
? t(y) = U1(y). 
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In fact it then follows from (7) and (12) that with 
Z=1]Ut-x+y (x E R, y E E1) 
we have 
det t(z) = XY1]Q1(x) + (t(x), U1(y) X U1(y)) = XY('I]Ql(X) + (x, y X y)) = UY det Z. 
On the other hand all t E H induce proper similarities in R. This follows 
e.g. by proving that the transformation t(x) =X of R cannot be extended 
to an element of H. So assume we have such an extension, given by l t( U) =!XU+ b + C t(x) =x 
t(y) = A(y)u + v(y) + w(y) 
(v(y) E R, w(y) E E 1). Writing that det t(z) = v det z one finds easily that 
Q1(x, w(y) x w(y)) must be a scalar multiple =t 0 of Q1(x, y x y) for all 
x E R, y E E 1. Then w(y) x w(y) must be a scalar multiple =t 0 of y x y. 
Since y x y=y o y-!Q(y)(e-u) we can apply prop. 2 of [10] which shows 
that w(y) = Ay with A =t 0. But then y x y must be a multiple of y x y for 
all y E E1, which is a contradiction. 
Hence any t E H induces a proper similarity in R. This proves 
prop. 3 of [10]. 
In [10] we also determined the kernel of cp, the mapping restricting 
a t E H to R. The determination of this kernel can also be performed 
as follows. Consider the t E H of the form 
( t(u)=cxut-b+c (b ER, c EE1), 
) t(x) =X 
~ t(y)=A(y)u+v(y)+w(y). 
Proceeding as before one finds that w(y) = Ay (A =t 0). Now it is not hard 
to see, using (12), that we must have 
v=cx=A2, b= -A-zcxc, v(y)= -2A-lyxc, A(y)=O. 
It follows that the kernel of cp consist of the t of the form 
(14) 
~ t(u) =A2u-A-z c x c+c 
) t(x) =X 
( t(y)=- n-1 y x c+Ay, 
with A# 0, c E E 1. 
For such a t we have det t(z) = Az det z. These t are just those of 
formula (26) of [10], with ex= l. 
Using the assertion about spinor norms, contained in prop. 1, one 
easily gets prop. 4 of [10]. We have also the following result which we 
shall need later on and for which we shall give a proof. The proof of 
prop. 4 of [10] follows the same lines. 
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Proposition 4. Let 81 be the subgroup of S formed by the t e:S with 
t(R)=R, t(u)=u, where u is a primitive idempotent of A. Then rp(S1) is 
the reduced orthogonal group of Q1 and the kernel of rp restricted to 81 has 
order 2. 
Proof. The assertion about the kernel follows from (14). For if 
t e:S1, rp(t)= 1, then it has the form (14) with c=O, A2= l. If t e:S1, then 
rp(t) is a proper similarity of Q1 and from the fact that t E S, t(u) =U it 
follows that rp(t) is a rotation of Q1. Moreover with the notation of prop. 1, 
we must have v = 1, so that rp(t) has spinor norm l. Conversely, if we 
have a rotation of Q1 with spinor norm 1, it follows from prop. 1 and (13), 
that this rotation can be extended to a transformation of 8 1 . This implies 
prop. 4. 
4. Transvections and dilatations 
In sec. 3 we encountered the special transformations of G of the 
form (14). If C is a division algebra the t of the form (14) with A= 1 
correspond to translations in the corresponding projective plane !?1(0), 
those with A of- 1 correspond to dilatations in that plane. This shows that 
in that case one can describe these transformations in geometric terms. 
The description (14) depends on the Peirce-decomposition with respect 
to the primitive idempotent u. 
In [6] Jacobson gives another way of describing those t with A= 1, 
but this depends on a particular way of representing A as an algebra 
of Hermitian matrices. We want now to give a more intrinsic description 
of these special t's. A similar description for the classical case occurs 
in [3]. 
Assume that a, b, c e: A satisfy the following conditions: a and b are 
linearly independent, 
axa=bxb=cxc=O,(a,c)(b,c)¥=0. 
Put v=(b,c)a-(a,c)b, then v¥=0,(v,c)=0. We define now 
(15) rp(x) = 2c x (v x x)- t(x, c)v (x E A). 
With the notations of [3] we have rp(x) = (v, c)x. The next assertions 
are essentially contained in [ 4 ], for completeness we indicate a proof. 
Lemma l. We have 
(rp(x), x, x) = 0 and rp2(x) = 2 (a, c) (b, c) (x, c) (ax b) x c (x e: A). 
Proof. 
(a) 3(rp(x), x, x) = (rp(x), x x x) = 2(c x (v x x), x x x)- t(x, c) (v, x x x). 
Now we have (compare [12], formula (8)) 
3(c x (v x x), x x x) = 2(x, x x (c x (v x x))) + (x, v x (c x (x x x))) = 
= -£-(x, x, v)(c, x) + t(x, c) (x, v x x) = !(x, c)(x, x, v). 
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This gives 
3(<p(x}, x, x) =j-(x, c)(x, x, v)- i(x, c) (v, x x x) = 0. 
(b) <p2(x) = 4c x ( v x ( c x ( v x x)))- (x, c )c x ( v x v), as ( v, c)= 0 and c x c = 0. 
:Now again by [12J, formula (8) we find 
4c x (v x (c x (v x x)}) = - 2(v x x) x (v x (c x c)) +j-(c, c, x x x)v + 
+(v, c) vxx+i(v, vxx)cxc=O, 
because (v, c)=O, c x c=O. Since v x V= -2(a, c) (b, c)a x b, we obtain the 
asserted formula for <p2. 
It follows from lemma 1, using (v, c)= 0, c x c = 0, that <p3 = 0. Now put 
(16) ta,b;c(X)=x+2(a, c)-l(b, c)-l<p(x)+2(a, c)-2(b, c)-2<p2(x). 
We can also write ta,b;c=exp (2(a, c)-l(b, c)-l<p). In the next proposition 
we list a number of properties of ta,b;c· 
Proposition 5 
(a) ta,b;c is a unipotent element of S; 
(b) tJ.a.!lb;vc=ta,b;c if A, fl, V E K*; t;;:L=tb,a;c; 
(c) ta,b;c(x)=x if xxx=O, (x, c}=O; ta,b;c(a)=(a, c) (b, c)-1b; 
(d) If uEF we have tu(a),u(b);u(c)=Uta,b;cu-1 (where u is defined by (8}}; 
(e) If 0 is a division algebra, then ta,b;c induces the translation in the 
projective plane .9'(0) which keeps the points of the line c* fixed and 
sends the point a* into the point b*. 
Proof. (a) is contained in the following statement which is well 
known (and easy to prove): if tp is a linear transformation of A with 
00 
tp3=0, (tp(x}, x, x)=O for all x, then t=exp tp= L (k!)-ltpk is inS, i.e. 
0 
satisfies ((t(x}, t(x}, t(x)) = (x, x, x) and all eigenvalues oft are l. Observe 
further that we then have t-l=exp ( -tp}. This and the definition (15} 
of <p immediately give that t;;:t;c = tb, a; c· The first assertion (b) is trivially 
verified. 
(c) If (x, c}=O we have by (15) and (16) 
ta,b;c(x) =x+ 4(a, c)-lc x (ax x)- 4(b, c)-lc x (b x x). 
Now if xxx=O, (x, c)=O, then x=cxy with some yEA. This follows 
if c is a scalar multiple of a primitive idempotent by using the Peirce 
decomposition with respect to c. If c is nilpotent one can take a primitive 
idempotent u with uc=O (u exists by [9], lemma 3) and use the Peirce 
decomposition with respect to u. It follows that 
ex (axx)=cx (ax (cxy))=l (a, c)x 
by [12], formula (8). 
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Similarly we have c x (b x x) = i (b, c)x. It follows that ta, b;c(x) = x if 
xxx=O, (x, c)=O. The second assertion (c) follows readily from the 
definitions. 
(d) is a straightforward consequence of (8) and (10) (applied to u 
and ii). As to (e), it follows from (c) that t induces a collineation of 81'(0) 
which sends a* into b* and leaves all points of the line c* fixed. Now 
from (15) and formula (8) of [12] it follows that !J!(X) x x = 0 if x x x= 0. 
Consequently 
x x ta,b;c(x) = 4(a, c)-1 (b, c)-1 (x, c) x x ((ax b) x c). 
if x x x = 0. It follows that if ta,b;c(x) is a multiple of x and x x x = 0, x ~ 0, 
we must have (x,c)=O (since xx((bxa)xc)~O or X=A(axb)xc by 
lemma 4 of [10]). This means that the induced collineation of &(0) has 
no invariant points outside the line c*, which shows that is the asserted 
translation. 
We shall call transvections the special transformations of S of the 
form (16). From prop. 6, (e) we see that if 0 is a division algebra the 
transvections of S induce the translations of 81'(0), so (16) gives an 
intrinsic description of the translations. It follows also from prop. 5 (c) 
that the projective plane 81'(0) is a translation plane (this is axiom IV 
of [10]). 
If u is a primitive idempotent, if c lies in the corresponding space E1 
and if b=u-cxc+c, then bxb=O,(u,b)~O and an easy verification 
shows that fu,b;u is just the transformation of the form (14) with A= l. 
Also it may be verified that the transformations Pii of [6], section 5, 
are transvections. 
Next we give a similar treatment of another kind of transformation 
in G, viz. those of the form (14) with c = 0. 
Let a, bE A, ax a=b x b=O, (a, b)~O, A E K*. Define 
(17) da,b;A(x) =AX+ (A2- A)(a, b)-1(x, b)a + 4( 1-A)(a, b)-1 b x (a X x) (x E A). 
Proposition 6 
(a) dfla,vb;A=da,b;A if fl, V E K*; da,b;Afl=da,b;Ada,b,fl; 
(b) det (da,b;A(x)) = A2 det X; da,b;A = db,a;,l-'; 
(c) da,b;;.(x)=x if xxx=O,(x,b)=O;da,b;;.(a)=A2a; 
(d) If u E r we have du(a),u(b);,l=Uda,b;Au-1; 
(e) If 0 is a division algebra, then da,b;A induces a dilatation in the 
projective plane 81'(0) which keeps fixed the points of the line b* and 
the point a*. 
Proof. The first assertion of (a) is trivial. The second asserton follows 
by calculation, using 
2x x (x' x (x x y)) +y x (x' x (x x x)) = f(x, x, y)x' + t(x, x')y+ !(x', y)x x x, 
which follows from [12], formula (8). 
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As to (b), first observe that 
(da,b;A(x), y) = (x, db,a;A(y)). 
So da,b;A =d;:~;A =db, a; A-• by (a). By prop. (3), (b) will follow if we prove 
that 
da,b;A(x) X da,b;A(x) = A.2db,a;A-•(x X x). 
This formula can be verified by straightforward calculation, using the 
previous formula and formula (7) of [12]. 
(c) and (d) are proved like the corresponding assertions in prop. 5. 
Finally (e) is an immediate consequence of (c). 
We call dilatations the elements of G of the form (17). If u is a primitive 
idempotent of A, then an easy calculation shows that du,u;A is the trans-
formation of the form (14) with c=O. 
We put ia,b=da,b;-l(axa=b xb=O, (a, b)#O). By prop. 6, ia,b is an 
involutorial element of S. If 0 is a division algebra, ia,b induces in &(0) 
the unique involutorial central collineation with center a* and axis b*. 
5. Jacobson's theorem 
In this section we assume that 0 is a division algebra. We want to 
prove that S is generated by the transvections. This theorem is due to 
Jacobson and is an important step in the proof of the simplicity of S 
modulo its center [6]. We need some auxiliary results. 
Lemma 2. Let ai* and bi* (l.;;;;i.;;;;3) be two sets of non-collinear points 
of the projective plane :?J(O). There is a product t of transvections such that 
(t(ai))*=bi*· 
This is an easy consequence of axiom IV of [10]. The proof may be 
left to the reader. 
Let a1, a2, b1, b2 be four elements of A with ai x ai = 0, b1 x b1 = 0, 
(ai, bJ) # 0 (i, j = 1, 2). Define 
(18) {a1, a2; b1, b2}=(a1, b1) (a2, b1)-1 (a1, b2)-1 (a2, b2). 
This is an element of K*. 
Lemma 3. {a1, a2; b1. b2} is a norm of an element of 0. a1, a2, b1 being 
fixed, a1*#a2*, {a1, a2; b1. b2} takes all values N(c) (cEO, c#O) if b2 varies. 
Proof. It is clear from the definitions that for t E r we have 
{t(a1), t(a2); t(b1), t(b2)} = {a1, a2; b1, b2}. 
Then it follows from lemma 2 that we may assume that a1 is a primitive 
idempotent u of A and that a2=i(e-u)+x1 (with the usual notations). 
Since (bi, u) # 0, we have by [10], formula (17), that up to a scalar factor 
bi=u+iQ(yi)(e-u)+YiOYt+Yt (i=1, 2, Yt EE1). 
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Now (ai, bt) = 1, (a2, bt) = i Q(yt) +(xi, Yt o Yt) = ((xi+!) Yt, Yt). Put 
Yi=Yt++Yt-(Yi+ E E+, Yt- E E-). Then 
{a~, a2; b~, b2} = Q(y4+) Q(Ya+)-I. 
By [9], p. 260, this is a norm of an element of 0 and it is clear that if 
Y4+ varies in E+, all values N(c) =I= 0 are taken. 
Lemma 4. Let cEO, c=/=0. If u is a primitive idempotent in A,there 
is a product of transvections t such that t(u) =N(c)u. 
Proof. Put ai=U, and choose a2, b~, b2 as above with {ai, a2; bi, b2}= 
N(c). By lemma 3 this is possible. Then it follows from prop. 5 (c) that 
ta2, a 1 ; b2 tal, a2; b1 (u) = t;,}a,;b, tal, a2; b1(u) = { ai, a2; bi, b2}u = N(c)u, 
which proves our assertion. 
The next lemma deals with the involutions ja,b introduced at the end 
of the previous section. 
Lemma 5. The involutions ja,b are in a fixed conjugacy class of S. 
If ai* (1 .;;;i.;;;3) are three non-collinear points of #(0) and bi* the sides 
of the triangle determined by these points, such that bi* is opposite to at*, 
then ja1, b1 ja2. b2 jas, bs = l. 
Proof. The first assertion follows from prop. 6 (d) and lemma 2. 
For the proof of the second part, we take a primitive idempotent u of A. 
With the usual notations, the three points u*, (t(e-u)+xi)* and 
(t(e-u)-x1)* are not collinear. By lemma 2 we may assume that 
ai=U, a2=i(e-u)+x~, aa=i(e-u)-xi. It follows that in the represen-
. tation of A as an algebra of Hermitian matrices, determined by u and 
XI, the ai are represented by the diagonal idempotents. 
Then we have ja1,b1=jal.a1. If ai=diag (1, 0, 0), then it follows easily 
from (14) that ja1,a1 acts as follows on A: if the elements of A are 
identified with Hermitian matrices X, then ja1 ,a,1(X) =DIXDI, where 
DI =diag ( -1, 1, 1). Similarly for ja2,a2 and ja3 ,a3• Our assertion follows 
. readily from this. 
We can now prove 
Theorem l. S is generated by the transvections. 
Proof. Let t ES, t=l=l. We have to prove that t is a product of 
transvections. Let u be a primitive idempotent in A. We may assume, 
composing t with a suitable transvection, that t(u) =AU (A=/= 0). This implies 
that the quadratic forms (u, x, x) and A(u, x, x) are equivalent. From 
the description of the quadratic form (u, x, x) given in the proof of 
prop. 1 in [10] it follows that the quadratic forms N(x) and AN(x) (x E G) 
are equivalent, which implies that A=N(c) (c E 0). Application oflemma 4 
shows that composition of t with a suitable product of transvections 
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leads to an element of S leaving u invariant. So assume that t( u) = u. 
We may also assume that t leaves the line u* invariant as a whole. For 
assume that this line is transformed by t into l=!=u*. Take a transvection 
leaving all points invariant of the line joining the point u* and the point 
of intersection of l and u* and which transforms l into u*. Composing t 
with this transvection we get a transformation of S which leaves u 
invariant and also the line u* .. 
We now apply prop. 4. Using the notations of that proposition, t is 
in SI. Now the group q;(SI) is the reduced orthogonal group of a 
10-dimensional quadratic form with index 1 (as follows from [10], 
lemma 3}, hence by a well-known theorem ([1]), q;(SI) modulo its center 
is simple. Now take any transvection v with v(u) =u which leaves the 
line u * invariant as a whole and does not induce in R an element of the 
center of q;(SI). Then the conjugates of v generate q;(SI). It follows that 
composing t with a suitable product of conjugates of v, i.e. with trans-
vections, we get an element in the kernel of q;. The kernel of q; restricted 
to SI consists of the identity and the involution ju,u· This implies that 
the normal subgroup S of S generated by the transvections has index .:;;: 2. 
Then S contains the commutator subgroup S' of S. But by lemma 5, 
all involutions ja,b have the same image in SjS' and this image has 
odd order. It follows that ja,b E S. Then ja,a E S, which implies that the 
t E S with which we started is a product of transvections. 
6. The groups of the octave planes 
In this section we give some results about the collineation group and 
the projective groups of the plane f?JJ(O). 
The following proposition is true for .an arbitrary octave algebra 0. 
Proposition 7. If t E r commutes with all elements of S, then t is a 
scalar multiple of the identity. 
Proof. Let u be a primitive idempotent of A. Decompose A in the 
usual way with respect to u. The transformation ju,u (defined in section 4) 
is inS. It is the identity o'n the subspace of A spanned by e, u and Eo 
and minus the identity on EI. It follows that· a t E r commuting with 
all elements of S leaves invariant the subspace spanned by e, u and E 0 • 
Applying this to the primitive idempotent !(e-u}+.ii (xi E E 0 , Q(xi)=!) 
we infer that t leaves invariant the subspace spanned by e, u and XI. 
Varying XI we conclude that t sends u into !XU+ f3e. Since t( u) x t( u) = 0 
by (10), 1Xu+f3e is primitive idempotent or nilpotent in A (up to a scalar 
factor). This gives f3 = 0. So t(x) =!XU for any primitive idempotent v. 
Applying this tov = (Q(y)+1 )-1 (u+!Q(y)(e -u)+yoy+y}(yEEI, Q (y) =1= - 1) 
we infer that t(y) = Ayy for all y E EI with Q (y) =1= -l. It follows easily 
that Ay is independent of y so that t(y) =Ay (y E EI)· Then we must have 
for a v of the above type t(v) =AV, hence also t(u) =AU, t(e) =Ae, t(y o y) =Ay. 
Since the yo y with Q(y) =1= -1 span Eo, we have t(x) =Ax for all x EA. 
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It follows from prop. 7 that the center of r, G and S consists of scalar 
multiples of the identity. 
The next result is known (see e.g. [13]). We give a proof based on 
the methods of [10] and this paper. In the rest of this section we assume 
that C is a division algebra. 
Proposition 8. If ai* and bi* (1,;:;;i,;:;;4) are two non-degenerate 
quadruple8 of point8 in :?J(C), there exi8t8 t EG 8uch that (t(ai))*=bi*· 
Non-degeneracy of a quadruple of points means that no three of the 
points are collinear. 
Proof. By lemma 2 we may assume that 
a1 =b1 =u, a2 =b2 = t(e ~u) + X1, aa =ba = !(e~u) ~x1, 
where u is a primitive idempotent of A and x1 E E 0, Q(x1) = i· With our 
usual notations we have up to a scalar factor 
U4=u+i Q(y)(e~u) +y oy+y, V4=u+! Q(z)(e~u) +z o z+z, 
where y, z E E1 are as in prop. 2. Using that proposition and the results 
of sec. 3 about the way in which proper similarities of Q1 can be extended 
to elements of G, prop. 8 follows. 
Proposition 9. Let ui* (1,;:;;i,;:;;4) be a non-degenerate quadruple of 
point8 of i?J(C). The t E T with (t(ui))* =Ui* form a group which t8 
i8omorphic to the direct product of the center of r and the group of 
automorphi8m8 of the coefficient algebra C. The t E G with thi8 property 
form a 8Ubgmup which i8 i8omorphic to the direct product of the center of T 
and the group of linear automorphi8m8 of C. 
Proof. We assume that A is the algebra of matrices 
(HJ) (
<Xl aa 
a= aa ~2 
a2 a1 
(We need not consider the more general algebra with elements 
y1-1y3ii2) 
a1 
iX3 
because all such algebras lead to isomorphic planes.) 
On account of prop. 8 we may take 
u1=diag (1, 0, 0), U2=diag (0, l, 0), u3 =diag (0, 0, 1), 
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(where 8 is the unit element of 0). If t E r, t(ut)=AtUt, (1.;;;;i.;;;;3) we 
have if a has the form (19) 
t(a) = (::(:~~ ;2~:~ ::~::~) 
t2(a2) h(al) Aa£Xa" 
(20) 
where the t1 are a-linear transformations of 0, a being an automorphism 
of K. 
From t(u4)=AU4 it follows that we have A1=A2=Aa=A. Multiplying t by 
an element of the center of r we may assume that A= 1. Now if a has 
the form (19), then 
det a= 1X11X21Xa +T((a1a2)aa) -~XlN(al) -1X2N(a2) -£XaN(aa), 
where N and T are norm and trace in 0. A t of the form (20) with 
1.=1 is in r if dett(a)=(deta)", which gives 
N(tt(a)) =N(a)", T((tr(al)t2(a2))ta(aa)) =T((ala2)aa)". 
Now in 0 we have 
T(xy) = N(x, y) 
(N(x, y) denoting the bilinear form associated with the quadratic form N). 
Since tt( 8) = 8 (because of t( u4) = u4) we find 
N(t1(a1), t2(a2)) = N(a1, a2)", 
which because of N(tl(a))=N(a)" implies t1(ii)=t2(a). Now since h(8)=8, 
we have tr(a)=h(a), giving t1=t2. Similarly, h=ta. So h=t2=ta. 
It now follows from 
N(t1(a1)t1(a2), t1(aa)) =N(a1a2, aa)" 
that 
h(a1)h(a2) =h(a1a2), 
proving that t1 is an automorphism of 0. 
Prop. 9 now follows easily. 
Let, P r, PG, PS denote the projective groups associated with r, G, S. 
In the following theorem we collect results about the groups of the plane 
&P(O). Although most of the assertions are known, we have included 
them here for the sake of completeness. 
Theorem 2. The collineation group of the plane &P(O) is isomorphic 
toP r, the projective group &P(O) is isomorphic to PG and t~e little projective 
group of &P(O) is isomorphic to PS. 
P r; PG is isomorphic to the group of automorphisms of K which can be 
extended to automorphisms of 0 and PGJPS is isomorphic to K*j(K*)3. 
(The collineation group of &P(O) is the group of all bijections of the set 
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of points of 37'(0) which preserve incidences, the projective group is the 
subgroup generated by the translations and the dilatations and the little 
projective group is the subgroup generated by the translations.) 
The assertion about the collineation group is essentially the fundamental 
theorem of projective geometry (proved in [10], Theorem 4). The assertion 
about the little projective group follows by Theorem 1 and that about 
the projective group follows from this and the algebraic description of 
dilatations, given in section 3. 
The statement about P TjPG follows frqm prop. 8 and prop. 9. The 
statement about PGfPS follows from the fact that for any A E K* there 
is a t E G with det t( z) =A det z (which is a consequence of ( 13)), using 
that this t is in ZS (Z =center of G) if and only if A E (K*)3. 
We mention finally a geometric consequence of the preceding results 
(see [7], [8]). 
Proposition 20. The little projective group of 31'(0) acts transitively 
on the non-degenerate quadruples of points if and only if K* = (K*)3. 
Proof. By prop. 8 the set of all non-degenerate quadruples of points 
is in a 1-1-correspondence with the elements of PG/Go where Go is the 
subgroup of PG (identified with the projective group of 37'(0)) which 
leaves one particular quadruple invariant. It follows from the proof 
of prop. 9 that Go is contained in PS. If the little projective group of 
37'(0) acts transitively, then we must have PG=PS.G0 CPS, hence 
PG=PS, which by Theorem 1 implies K* = (K*)3. Conversely, if K* = (K*)3 
then PG=PS and prop. 8 shows that PS acts transitively. 
7. Relations with algebraic groups of type E6. 
We now assume that K is algebraically closed (and of characteristic 
# 2, 3). There is (up to isomorphism) only one exceptional Jorden 
algebra A over K. Denote by S as before the group of all linear trans-
formations of A leaving the cubic form det invariant. We want to prove 
here that S is an algebraic group of type E 6 • We refer to. [2] for the 
results about algebraic groups to be used ,in this section. 
We denote by T the subgroup of S formed by the transformations 
leaving the unit-element e of A invariant. It is easily seen that T is the 
automorphism group of A. 
The following lemma is valid for arbitrary K with characteristic # 2, 3. 
Lemma 6. If A is a reduced exceptional simple Jordan algebra over 
the field K whose coefficient algebra 0 is a split octave algebra, and if u and v 
are two primitive idempotents in A, then there is a t E T such that t(u) =V. 
This follows from the results contained in [ll ], in particular from 
prop. 1 and prop. 5. 
We now again assume K to be algebraically closed. 
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Lemma 7. The primitive idempotents of A are the points of an irreducible 
algebraic subvariety V of the affine space A, the dimension of V is 16. 
Proof. It is clear that the primitive idempotents of A are the points 
of a (possibly reducible) subvariety V of A. Take a fixed primitive 
idempotent u and decompose A in the usual manner. It follows from [10], 
p. 76 that the v E V with (v, u) 7"0 have the form 
v= (Q(y) + 1)-1 (u+ !Q(y)(e-u) +yo y+y), 
with y E E1, Q(y) 7" - l. 
These v form an open subset V' of V, which by the preceding formula 
is isomorphic to an open subset of 16-dimensional affine space. It follows 
that V' is irreducible, hence Vis irreducible. Moreover, dim V =dim V' = 16. 
Proposition 11. T is a connected algebraic group of dimension 52. 
Proof. Take a primitive idempotent u of A let T 1 be the subgroup 
of T whose elements leave u invariant. It follows using prop. 3 of [ll] 
that T 1 is a connected semi-simple algebraic group of type B4 , hence 
dim T 1 = 36. Now consider the morphism f of T into the variety V of 
lemma 7 defined by f(t)=t(u). By lemma 6 this is a surjective mapping. 
Moreover the fibers j-1(v) are the subvarieties tT1 ofT. Since V and T 1 
are connected, it follows that T is connected. 
Moreover f induces a morphism TjT1 --+ V, which is bijective. It follows 
that dim TjT1 =dim V = 16, hence dim T =dim T 1 +dim TjT1 =52. 
Proposition 12. S is a connected algebraic group of dimension 78. 
Proof. From [12] prop. 4 it follows that S acts transitively on the 
26-dimensional hypersurface det a= 1 in A. Using this fact an argument 
similar to that used in the proof of prop. 11 leads to the result. 
Theorem 3. S is a semisimple algebraic group of type E 6 , T ~s a 
semisimple algebraic group of type F 4• 
Proof. It has been proved by Jacobson that S modulo its center is 
simple as an abstract group ([6], Theorem 8) and that Tis simple as an 
abstract group ([5], Theorem 14). Since the center of S is finite by 
prop. 7, S is a semisimple algebraic group with a simple system of roots. 
The same is true for T. 
Using the classification of simple root systems ([2], expose 19) one 
sees that there is only one possibility for the type of the 52-dimensional 
group T, viz. F4. 
8 has dimension 78 and possesses an outer automorphism of order 2 
(see end of section 2). There is only one simple root system which belongs 
to such a group, viz, that of type E6 (see [2], expose 19 and expose 24). 
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Remarks 
(l) One can give another proof of theorem 3, avoiding the use of 
Jacobson's simplicity theorems, by giving explicitly the root systems of 
S and T. This argument would be lengthier. 
(2) There exist over the algebraically closed field K (up to isomor-
phism) only one semisimple group of type F 4 • This implies that T is 
isomorphic to the Chevalley group of type F 4• There are two non-
isomorphic groups of type E6 over K. The Chevalley group being the one 
with non-trivial center, it follows that S is isomorphic to the Chevalley 
group of type E6 over K. 
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