Motivation: The feasibility of uniquely estimating parameters of dynamical systems from observations is a widely discussed aspect of mathematical modelling. Several approaches have been published for analyzing this so-called identifiability of model parameters. However, they are typically computationally demanding, difficult to perform and/or not applicable in many application settings. Results: Here, an approach is presented which enables quickly testing of parameter identifiability. Numerical optimization with a penalty in radial direction enforcing displacement of the parameters is used to check whether estimated parameters are unique, or whether the parameters can be altered without loss of agreement with the data indicating non-identifiability. This Identifiability-Test by Radial Penalization (ITRP) can be employed for every model where optimization-based parameter estimation like least-squares or maximum likelihood is feasible and is therefore applicable for all typical systems biology models. The approach is illustrated and tested using 11 ordinary differential equation (ODE) models. Availability and implementation: The presented approach can be implemented without great efforts in any modelling framework. It is available within the free Matlab-based modelling toolbox Data2Dynamics. Source code is available at https://github.com/
Introduction
An essential aspect of mathematical modelling is estimation of parameters. Although the methodology is not restricted to ordinary differential equation (ODE) models, the focus in this article is on this class of models because they are frequently used to describe the dynamics of molecular compounds, e.g. involved in signalling pathways or gene regulation networks. In this setting, parameters represent abundances of cellular compounds or their interaction strengths, but can also comprise scaling or variance parameters for the measurements. Defining dynamic models by translating molecular interaction maps based on biochemical rate laws can lead to large and over-parameterized models where the data does not provide enough information for uniquely estimating all parameters. This issue (Miao et al., 2011) has been termed non-identifiability. There are many aspects to non-identifiability and there are several possible causes. In systems biology, it is a common issue because translating complex processes as they occur in living cells often yields overparameterized models where the amount and kind of information provided by experimental data often does not fit the level of detail of the mathematical model.
For small models, non-identifiabilities can be detected by analytical approaches, e.g. based on power series expansions (Pohjanpalo, 1978; Walter and Lecourtier, 1982) , calculation of transfer matrices (Bellman and Å strö m, 1970) , differential algebra (Bellu et al., 2007; Ljung and Glad, 1994; Maria Pia Saccomani, 2003) , similarity transformations (Vajda, 1981) , Lie-group theory (Merkt et al., 2015) or by treating parameters as constant dynamic states and applying concepts from observability or controllability analyses (Travis and Haddock, 1981) . For more realistic settings, numerical methods have been published which are based on the rank of the V C The Author(s) 2018. Published by Oxford University Press. All rights reserved. For Permissions, please e-mail: journals.permissions@oup.com Jacobian (Catchpole and Morgan, 1997; Karlsson et al., 2012) or Fisher-Information (Hidalgo and Ayesa, 2001; Viallefont et al., 1998) . Nonparametric transformations have been used in Hengl et al. (2007) to find non-identifiable parameter relationships based on multi-start optimization results. In addition, the profilelikelihood has been suggested to investigate identifiability for given experimental data (Raue et al., 2009 (Raue et al., , 2011 and for investigation of parameter relationships (Eisenberg and Hayashi, 2014) . Since the profile-likelihood approach is tailored to nonlinear systems as they frequently occur in systems biology and it provides statistically valid confidence intervals, this method might be the currently most frequently applied approach in this field. However, calculation of likelihood profiles for all parameters is time-consuming, especially for large systems and there are recent efforts for developing computationally more efficient methods (Raman et al., 2017) . Despite the multitude of approaches, the ongoing discussion and research in this field still indicates lack of efficient and broadly applicable approaches.
In this manuscript, penalized optimization is employed for testing of identifiability by an additional model fitting step. The penalty enters like an additional data point which is used to 'pull' in the parameter direction in which the data provides least information. This approach enables a fast and reliable procedure for identifiability analysis and thereby resolves a major bottleneck of mathematical modelling. The applicability is demonstrated for two illustration models as well as nine application models.
Materials and methods
In the following sections, the mathematical notation is introduced. Since several definitions and terms of identifiability/non-identifiability exist, different terminologies are also briefly summarized.
Model setting
Although the presented method is applicable for any model where parameters are estimated by maximum likelihood or any other optimization-based fitting method, the discussion is restricted to ODE models in the systems biology context in the following. In this setting, chemical reaction laws are frequently utilized to define rate equations f describing the dynamics
of concentrations x 2 R nx . Different stimulations or perturbations are represented in the model by inputs u 2 R nu . The initial values x(0) are either known or defined as additional parameters, i.e.
x 0 ð Þ & h. The dynamic states are linked to measurements
via observation functions g i 2 R; i ¼ 1; . . . ; N data which might comprise scalings and/or transformations like a log-transformation. In this formulation, e i represents additive Gaussian noise although the approach is not restricted to this type of noise, and other distributions can be considered by defining the likelihood L h ð Þ q yjh ð Þ with the respective density function q for the measurement errors. In a basic setup, the magnitude of the experimental errors is constant, i.e. r i r. In general, an error model
e.g. E i x ð Þ ¼ r abs þ r rel Â x, might depend on x and could also contain parameters like absolute or relative noise levels. Therefore, in a general formulation, the parameter vector h 2 R nh contains all unknown constants determining the dynamics, the predicted observations and the noise levels.
Note that a notation has been chosen where index i enumerates individual measurements and each data point y i has an individual observation function g i for a specific experimental design (Kreutz and Timmer, 2009) given by the time point, observed state(s) as well as possible assignments to inputs, offset-or scaling parameters and error model E i . This notation emphasize that measurements are often performed for different but sparse combinations of observables/measurement techniques, stimulation/perturbations and time points and is therefore commonly used in statistics, e.g. for multivariate models like linear models, mixed effects models or survival models.
Parameter estimation and objective function
The maximum likelihood estimate
has several beneficial statistical properties like asymptotic normality, consistency and efficiency (Cox and Hinkley, 1994) . For known Gaussian errors e i $ N 0; r 2
is a special case of maximum likelihood estimation since the estimate coincides with b h MLE because v 2 hjy ð Þ ¼ À2 log L hjy ð Þþconst. If prior knowledge about some parameters is available, this can be accounted for using a penalized log-likelihood
which in the case of Gaussian priors p j h j $ N h j ; r 2 j also yields a sum of quadratic terms and can be treated in analogy to additional data points (Cousineau and Hélie, 2013) . In the following, V data h ð Þ is used as a general place-holder for the objective function which is without loss of generality assumed to be minimized
Independently of the chosen objective function and its signum, we term V data h ð Þ as likelihood in the following.
Parameter identifiability
A variety of terms for non-identifiability are available in the literature. In rough terms, non-identifiability refers to lack of information for uniquely specifying the parameters. In this subsection, two complementary points of view are summarized to discuss the relationship between the existance of flat likelihood manifolds with identifiability definitions of the literature.
Mathematical point of view
Most literature in the dynamical systems field consider a setting with predefined observables g(t, x) but without specifying observation noise nor number and location of time points. A widely used mathematical definition of non-identifiability (Oana-Teodora Chis, 2011) is: A parameter h i , is structurally locally identifiable, if for almost any h i , there exists a neighbourhood P such that if
Here 'almost any' means for all parameters except for isolated points. If this property holds not only within a neighbourhood but also for the whole parameter space, the parameter is termed structurally globally identifiable. This formulation of structural identifiability of model parameters for a given set observation functions assumes error-free measurements, and therefore, fits well to applications settings where (almost) continuous and noise-free observations are feasible. In this setting, identifiability refers to a unique mapping from the observed dynamics to parameters (Ljung, 1999) . In agreement with this, Bellman and Å strö m (1970) defined structural identifiability already in 1970 as a unique minimum of
In many application disciplines like cell biology, however, the number of data points is limited and the measurements exhibit a nonneglectable amount of noise. Parameter identifiability additionally depends on availability of measurements, e.g. on the number and accuracy of data points, and on the exact combinations of measurement times, input and observation functions. Moreover, nonidentifiabilities occurring in parameters of the observation functions or error models have to be considered. Therefore, the mathematical definition (9) or (10) does only partly capture the effects occurring in inverse problems and can be reasonably extended by a formulation considering noise as well as sparsity of individual data points. All non-identifiabilities which occur in addition to structural nonidentifiabilities in settings where the ideal situation of noise-free and continuously sampled dynamics is violated are termed practical nonidentifiabilities.
Statistical point of view
In a statistical formulation, one can define identifiability of the model parameters, by existance of a unique point in (a neighborhood of) the parameter space corresponding to a minimum loglikelihood (Little et al., 2010) , e.g. in the least-squares setting as a unique minimum of
where summation is performed over all data points, i.e. over all experimentally evaluated combinations of input, observation function and measurement time. Note that (11) is a weighted, timediscrete version of (10) which is exploited later to adapt our method for investigating identifiability in an idealized (continuous and noise-free) setting. Moreover, as discussed above, summation might comprise additional terms originating from priors or estimation of noise levels. For such a setup, the profile likelihood
has been suggested for assessing identifiability (Raue et al., 2009 ) of a parameter h k . In (12), all parameters are optimized except h k for different fixed values p. A parameter with a flat profile likelihood indicates non-unique parameter estimates because changing h k can be entirely compensated by refitting the other parameters. Such flat directions in the parameter space indicate redundant parametrizations and were therefore exploited for investigation of structural non-identifiability (Raue et al., 2009 ). Since the profile likelihood is applicable for any model which allows optimization-based estimation, it has become a standard approach in systems biology for assessing identifiability (Most citations for in Web of Science when searching for 'identifiability analysis systems biology'). Using a proper threshold, the profile likelihood also enables the calculation of confidence intervals (Kreutz et al., 2012) . Flat likelihood profiles are usually generated by structural non-identifiability, but they might also originate from sparsity of the measured time points or from fitting to regions of the parameter space, where parameters become entirely insensitive.
In some cases, it might occur that a unique minimum exists, but the profile likelihood does not exceed the confidence threshold in lower and/or upper direction. Then, the confidence interval has infinite size. This effect only occurs if measurement noise is considered and it vanishes in the limit r ! 0. Since averaging over n replicates decreases the standard deviation r / 1= ffiffiffi n p , this limit is asymptotically obtained by increasing the number of measurement replicates. Because this effects only occur due to practical limitations in generating a sufficient number of replicates, it has been interpreted as practical non-identifiability (Raue et al., 2009) . Sometimes, it is difficult to discriminate between an entirely flat profile likelihood and a profile likelihood which is locally flat but still exceeds a significance threshold as shown later in section 4.3. However, since discrimination between both scenarios is predominantly a terminological issue and not the goal of the presented method, we do not further discuss the distinction between practical and structural non-identifiability and focus on the detection of locally non-unique estimates which correspond to locally flat manifolds of the objective function used for parameter estimation.
Approach
In the following, the major focus is the statistical point of view, i.e. identifiability is investigated for a given set of experimental data. In Section 3.5, the approach is adapted to investigate identifiability in the mathematical, i.e. continuous and noise-free context.
Testing identifiability
Existence of redundant parametrizations, i.e. presence of flat directions of the likelihood for a given dataset, is investigated by penalized optimization. After standard model fitting, i.e. after parameters are estimated according to (11), we suggest usage of a penalized objective function
to 'pull' the parameter vector h away from the estimated parameters b h. The penalty term V R pen h ð Þ is quadratic and has its minimum at a sphere with radius R centred around b h.
The penalization strength k is chosen by default as
h þ 1 and therefore after fitting the magnitude of the increase
of the objective function by penalization is within the interval 0; 1 ½ and therefore easy to interpret.
DV R is the major characteristic used to define the Identifiability-Test by Radial Penalization (ITRP). In the case of nonidentifiability, the parameters can be altered and thereby minimize the penalty without reducing agreement with the data. Then, the penalty vanishes without increasing the data-related part V data h ð Þ of the objective function. Therefore, DV R ¼ 0 indicates nonidentifiability. In contrast, DV R > 0 indicates that the model is identifiable since the parameter cannot be moved by an euclidean distance R without loss of agreement with the data. The Identifiability-Test by Radial Penalization (ITRP) suggested in this manuscript consists of an additional fit based on (13, 14) and evaluation whether there is an increase of the objective function (16).
Because quadratic terms can be most efficiently optimized, the L 2 -norm jj:jj 2 has been used in (14) for calculating the distance between h and b h as well as for penalizing the distance to the target radius R. An alternative would be the L 1 -norm which could be used to enforce that the parameters argminV pen h ð Þ are exactly at the sphere with radius R. This, however, depends on k and therefore requires a proper choice of k. Moreover, optimization could be hampered due to non-continuous derivatives which would slow down the approach. Figure 1 shows possible scenarios for the trade-off between penalty V pen and data agreement V data . Panel (B) corresponds to an identifiable setting with a unique minimum but a flat plateau which results in h Ã ¼ b h. This scenario shows that DV R is better suited for assessing identifiability than evaluating whether jjh Ã À b hjj is equal to R.
Implementation
Fitting a model by numerical optimization requires integration of the ODEs and an implementation of the objective function V data h ð Þ as defined in (11). For efficient numerical optimization, this function should also calculate the derivatives dV data dh . This is available in typical modelling toolboxes, e.g. Raue et al. (2015) . In the following, we provide equations for implementing the ITRP introduced in the previous section.
For implementing the ITRP, the standard objective function used to fit a model has to be augmented via V tot ¼ V data h ð Þ þ V pen by adding the penalty term V pen and by respectively adapting the derivative
The Hessian is given by
Some least-squares optimization routines like lsqnonlin (Coleman and Li, 1996 ; The MathWorks, 2016) use data residuals
and a Jacobian
for optimization instead of a scalar objective function. These algorithms internally calculate the sum of squared residuals within the optimization routine and approximate the Hessian matrix by J > J.
For applying the identifiability test using such an optimization algorithm, the residual vector has to be augmented with the square-root of (14), i.e. by
and the derivatives with
Since the presented approach is numeric, a threshold d is required to decide whether DV R is larger than zero. A proper choice of d Fig. 1 . Illustration of different scenarios for penalization radius R ¼ 1. In cases (A) and (B), there is a unique minimum (black dot), i.e. the parameter is identifiable for the given dataset and the penalty Vtot increases in both cases. Scenario (B) also illustrates that uniqueness of the optimum should be assessed in terms of increase of V and not based on distance in the parameter space. In (C) and (D), the data-dependent part of the objective function is flat, for case (C), only towards large numbers. In these two scenarios, the penalty can be satisfied without loss and V tot ðh Ã Þ ¼ V data ð b hÞ. (C) provides a hint for potential dependency on the penalization radius R because the minimum of Vtot in lower direction would vanish if R is too large. In general, local non-identifiability is only detected if the radius is not too large depends on the accuracy of optimization e.g. on the termination thresholds.
In our examples, we chose d ¼ 1e-3 which worked for all application examples. For properly choosing d, we suggest to use a termination criterion for optimization which is based on minimal changes of the objective function V, e.g. TolFun ¼ 1e-6 in Matlab notation (The MathWorks, 2016) instead of threshold based on parameter changes (TolX in Matlab notation). In principle, a single penalized fit is sufficient to detect nonidentifiability. However, to increase the robustness of the outcome with respect to non-converging fits, we chose a multi-start strategy with five fits with different initial guesses and R ¼ 1 throughout the manuscript. In the Supplementary Material, we show the dependency on the number of fits and show that for all models two initial guesses, one using b h as starting point and one random choice, are sufficient to perform the ITRP.
Parameter subsets
In some applications, non-identifiability might only matter for a specific subset H sub of the parameters, e.g. the dynamic parameters. Then, the exact values of other parameters, e.g. scaling parameters, might be of minor concern. In such a situation, only the parameters of interest i 2 H sub should be used to define the penalty and (16) becomes
If a subset of interest is defined as a single parameter H sub i, then identifiability of a single parameter h i can be investigated using ITRP. Such an analysis provides the insight whether the parameter of interest is identifiable and also the yields parameter relationship h Ã . In fact, V data h Ã ð Þ corresponds a single point on the profile likelihood.
Iterative analysis
The parameter component
with the largest change due to penalized optimization can be termed as the least identifiable parameter. In the case of non-identifiability, this parameter index indicates a non-identifiable parameter, although the result might not be unique in the case of several nonidentifiabilities. Fixing such a parameter enables investigation of the remaining non-identifiabilities. By repeatedly applying this procedure, the number of non-identifiabilities can be found, i.e. the number of parameters which have to be fixed (or estimated elsewhere) for obtaining an entirely identifiable model. This procedure is illustrated in section 4.3.
Investigating structural identifiability
The ITRP method as introduced above can be adapted to also investigate identifiability for the noise-free and continuously sampled setting. For this purpose, the limiting case r ! const:; N data ! 1 has to be considered. This can be seen by comparing v 2 in (6) or (11) with the integrated difference (10). Continuous trajectories can be obtained by numerically integrating the observables. Then, radial penalization is used to investigate, whether the parameters are uniquely specified by the trajectories or if the parameters might be changed without altering the observation functions.
The constant value used to replace measurement uncertainties r is relevant for the ITRP from the numerical point of view for distinguishing increasing from non-increasing objective functions DV R , i.e. it has to be chosen properly in relation to the magnitude of the threshold d. We used the accuracy of numerical integration which is roughly specified by absolute and relative tolerances atol and rtol of the numerical ODE intergration algorithm. In the SI, mathematical identifiability is investigated for a pathway model with
where atol refers to the absolute integration tolerance and rtol to the relative. If sampling is dense enough, this choice ensures that the objective function does not depend on the number of time points used to evaluate the dynamics since the contribution an increasing number of time points N sim is compensated by decreasing weights 1=r 2 of the terms in the objective function.
Scope and restrictions
The procedure is only applicable if the objective function V data h ð Þ used for parameter estimation is deterministic. This means that in analogy to other optimization-based fitting methods, the procedure does not reliably work for models with a stochastic dynamics. Moreover, the ITRP as presented above requires estimated parameters b h as starting point. Non-optimality of this parameters could be indicated by negative DV tot .
The presented approach relies on a reliably working optimization procedure. If optimization does not work reliable enough, flat directions cannot be found by penalized optimization. Some important aspects concerning numerical parameter optimization for ODE models are discussed in Raue et al. (2013) . Reliable optimization critically depends on correct calculation of gradients which can be achieved by solving the sensitivity equations (Leis and Kramer, 1988) . Moreover, proper tolerances controlling integration accuracy are required. It was also shown, that parameter optimization at the log-scale is beneficial (Kreutz, 2016) .
For the presented procedure using only a single value for R, optimization problems cannot be distinguished from an identifiable setting because in both scenarios, the objective function increases due to penalization. In contrast, calculating the dependency of V R tot on R on an interval might indicate an optimization problem by a non-smooth outcome (see Section 4.2). Another way to ensure that optimization is reliable enough, is to artifically introduce a nonidentifiability, e.g. by replacing a parameter h i by a product h i Â h 0 i of two parameters and then check as a positive-control whether such a non-identifiability is found.
Results
Two small illustration models as well as nine application models with real measurements were used to demonstrate the applicability and capabilities of the presented approach in this chapter. Table 1 provides an overview about the models which have between 3 and 113 estimated parameters and between 11 and 542 data points. Five out of all models summarized in Table 1 are identifiable, six are non-identifiable as demonstrated in the SI where the mostly cited approach (Raue et al., 2009) which is also applicable for all investigated models, has been applied as a reference.
Illustration models
A small and illustrative model of two consecutive reactions
with rates h 1 k 1 ¼ 0:1; h 2 k 2 ¼ 0:1 and initial conditions h 3 A 0 ð Þ ¼ 1; B 0 ð Þ ¼ 0; C 0 ð Þ ¼ 0 is utilized to illustrate the ITRP. For the simulated measurements, normally distributed noise with r ¼ 0:1 has been assumed which corresponds to a typical signal-tonoise ratio for applications in molecular biology of around 10%. For an identifiable setting, B(t) is assumed to be measured at t ¼ 0; 5; . . . ; 50. Although parameter log-transformation is reasonable for fitting ODE models (Kreutz, 2016) , we omit the logtransformation for the illustration models in the figures to keep the setting as simple as possible. The identifiable model has a unique minimum and is termed ABC, see first row in Table 1 .
For the simulated data shown in panel (A) in Figure 2 , the maximum likelihood estimate is b h ¼ 1:27; 0:11; 0:11 ½ . The profile likelihood for all parameters shown in panel (B) exhibit unique minima. Panel (C) shows max k2 V A 0 ð Þ; k 1 ð Þ , i.e. the dependency of the likelihood for given A(0) and k 1 while optimizing k 2 . The maximum likelihood estimate is indicated by the circle. If the penalty is added, the minimum shifts, but due to identifiability, the objective function increases:
For a non-identifiable setting, it is assumed that B(t) is only measured on a relative scale, i.e. the observation function is
with scaling parameter s. This model has four fitted parameters and is termed ABC_rel (2nd row in Table 1 ). Panel (A) in Figure 3 shows the dynamics and the measurements s Â B t ð Þ. The profile likelihood of parameters A(0) and s shown in panel (B) are flat indicating a non-unique minimum and non-identifiability. In the twodimensional representation shown in panel (C), the parameters k 1 and k 2 are optimized for different combinations of s and A(0). The flat best-fit manifold is indicated by the dashed line.
If the ITRP is applied, the parameters are shifted due to the penalty but the objective function does not increase, i.e. V tot h Ã ð Þ À V data b h ¼ 0 which correctly indicates non-identifiability.
Dependency on penalty location R indicates parameter relationships
In Raman et al. (2017) , radial constraints have been used to define multi-scale sloppiness and combined with an integration-based approach to uncover non-identifiabilities and its corresponding parameter relationships. A major difference of ITRP, is that only a single radius is used to assess identifiability which saves a lot of computational effort. Moreover, numerical optimization is used instead of an integration-based heuristics for the detection of flat manifolds. Since optimization is usually already applied for performing estimation of parameters very little effort is required to implement ITRP. The procedure presented in Raman et al. (2017) can be interpreted as calculation of a prediction profile likelihood
as suggested in Kreutz et al. (2013) for predicting the radial, euclidean distance
from the estimated parameters although Raman et al. (2017) did not calculate it via numerical optimization. In Kreutz et al. (2013) , is shown that penalized optimization
can be used to calculate the solution of the constrained optimization (30) in a numerically more robust manner for any kind of prediction F. In our setting (31), penalties are exactly satisfied in the case of nonidentifiability and therefore both profiles (30) and (32) coincide. ITRP, in turn, is equivalent to Equation (32) for a single radius R. For testing of non-identifiability, only one point at the profile (32) for the radial distance is sufficient. Here, the exact choice of R specifies the definition of 'local' according to the definition (9). Nevertheless, the function (32) can be used to obtain a more comprehensive picture for different R, especially for investigating parameter relationship(s) as already discussed in Raue et al. (2009) and Raman et al. (2017) . Figure 4 shows the profile V(R) for the non-identifiable model ABC_rel. Flatness of the profile in the upper panel indicates nonuniqueness of the parameters, i.e. non-identifiability. The lower panel in Figure 4 indicates that parameters s and A(0) have to be adjusted for R > 0 and these parameters therefore span the redundant manifold.
If a redundant manifold is only one-dimensional, i.e. if fixing a single parameter would render the model identifiable, then the dependency of h Ã on R obtained by solving (32) unambiguously indicates parameter relationships causing the non-identifiability. If there are several one-dimensional redundant manifolds, the iterative procedure discussed in Section 3.4 can be applied and the parameter relationships can be determined by calculating (32) for each non-identifiability. However, since the profile (32) is onedimensional, the resulting parameter relationships are only unambiguous, if the redundant manifold is also one-dimensional. The presented approach is therefore only designed to uncover parameter relationship if the non-unique manifolds are one-dimensional.
Application models
As application examples, nine published models were analyzed as summarized in Table 1 , rows 3-11. As in the original publication, the parameters were analyzed at the log10-scale. The outcome of the identifiability test is summarized in Table 2 . As a reference, the Fig. 3. (A) The dynamics of the non-identifiable illustration model ABC_rel as well as the data. Gray shading again indicates the size of the measurement errors. The likelihood profiles shown in (B) are flat for A(0) and s indicating non-identifiability. The same outcome is obtained by the penalization-based identifiability test as shown in (C). Shading indicates the dependency of agreement between model and data from the two parameters. The remaining parameters k 1 and k 2 were optimized for all combinations. Penalized fitting moves the estimated parameters to perfectly satisfy the penalty. Thereby, the resulting objective function does not increase, i.e. Vtot ¼ V data indicating non-identifiability profile likelihood approach (Raue et al., 2009 ) was used which is calculated for each parameter individually and therefore provides a more comprehensive information as ITRP if applied jointly for all parameters. The analyses were performed on a desktop PC with Intel Core i7-7700 Kabylake processor (4 cores, 8 threads). Our new approach correctly assesses identifiability for all models and requires less than 1% computation times. The total computation time, i.e. the sum over all nine application models, was 26.1 s using five fits with five different initial guesses for each model but 1005.5 min for the profile likelihood approach, and 17.0 s versus 252.7 min if the computationally most demanding model (Bachmann) is excluded. The command-line output of the implementation in Data2Dynamics modelling toolbox as well as the likelihood profiles are provided in detail in the SI.
As representative example, the model published in Raia et al. (2011) is shown in Figure 5 . For the published model, the identifiability test indicates non-identifiability and the least identifiable parameter (26) is CD274mRNA_production. The profile likelihood for this parameter shown in the left panel confirms that this parameter can be altered without loss of agreement with the data.
Next, the approach is iteratively applied as discussed in Section 3.4. For this purpose, CD274mRNA_production is first fixed and the ITRP is applied for this setup. The model is still non-identifiable and next parameter sd_pIL4Ra_rel is changed mostly during minimization of V tot . The profile likelihood confirms non-identifiability in this setup. Repeating this procedure, next detects sd_pJAK2_rel as non-identifiable parameters, then sd_RecSurf_abs, and finally SOCS3_accumulation. Fixing those five parameters yields a completely identifiable model.
Conclusion and summary
In this manuscript, a new method for testing identifiability termed Identifiability-Test by Radial Penalization (ITRP) has been introduced which is applicable in any setting where the model can be fitted by optimization. There is no restriction in terms of nonlinearity or size of the models and all systems biology models which are, e.g. covered by SBML (Systems Biology Markup Langage) model definitions can be analyzed. The suggested ITRP is based on comparison of the objective function of common fitting with a penalized fit pulling the parameter vector away from the first estimate. If this is feasible without worsening the objective function, non-uniqueness of the estimates is indicated which corresponds to non-identifiability.
A major characteristic of ITRP is that it allows identifiability analysis of all parameters in a joint manner. This approach is more than 100 times faster than the profile likelihood approach which is according to citations currently, the mostly frequently applied approach in systems biology and, at least according to our knowledge, the only approach with the same general applicability. By defining parameter subsets, the method can also be applied to investigate identifiability of each parameter individually. This, of course requires multiple calls of ITRP and thereby increase computational efforts. Feasibility and efficiency of the suggested method have been demonstrated using 11 ODE models. Moreover, some extended analyses were introduced like investigation of parameter dependencies or analysis of mathematical identifiability.
