Abstract
Introduction
In this paper we investigate a new modeling tool targeting spatiotemporal problems. An interesting, yet crucial, aspect of this type of data is that any modeling approach must be able to handle the fact that the data changes over time. For example, traffic data changes as a city grows. Markov Chain (MC) and its variations are some of the most powerful tools available to engineers and scientists for analyzing complex systems. In many real applications, such as spatiotemporal event prediction, problems with the use of MCs include:
1. The required structure of the MC may not be certain at the model construction time.
2. As the real world being modeled by the MC changes, so should the structure of the MC.
This paper presents a new data modeling technique, named Extensible Markov Model (EMM). EMM is essentially a time varying Markov
Chain. It has the advantage of learning and adjusting its structure (number of states) as well as state transition probabilities based on the input data seen. Applications initially examined using the EMM approach include prediction of river flow rate/water level, prediction of traffic volumes for both networks and roadways, identification of rare events in roadways, and identification of rare events for network traffic.
In the next section we provide an overview of previous related work. Section 3 introduces EMM, Section 4 provides preliminary results of performance experiments, and we conclude the paper in Section 5.
Related Work
A first order Markov Chain is a finite or countably infinite sequence of events {E 1 , E 2 , … } over discrete time points, where P ij = P(E j | E i ), and at any time the future behavior of the process is based solely on the current state [1] . Throughout this paper, we use a view of Markov Chain as depicted by a directed graph. The graph has a fixed structure although the labels of the arcs may change. (Note that in this paper we use arc, link and transition interchangeably; and use node, to specifically refer to a vertex in the MC (EMM). ) The Markov Property states that the next transition depends only on the current state regardless of the past history, which implies that P 12…j = P(E 1 )P(E 2 | E 1 ) …P(E j | E j-1 ). Although higher order Markov Chains can be studied, in this paper we only look at first order Markov Chains.
An MC is used to model the transition of real world events (states). Each node in the MC corresponds to a real world state. An MC is typically created by two steps: determine the states in the model and determine the suitable state transition probabilities. Usually the structure is defined by a domain expert to reflect the classification of real world observations and events. Transition probabilities may be determined by learning or assignment from a domain expert. Learning occurs by observing and counting how many times each transition in the model has been taken versus how many times the state actually occurred in the training data.
There have been several proposals to extend the static MC which we briefly examine in the following paragraphs.
One approach is to start with a single state model and create new states by splitting an existing state until a good model is found for the training data. This model construction measure is employed in several applications when using a Hidden Markov model (HMM) [2] . The determination of appropriate state to split is complicated and requires an exhaustive search of the model space.
Another approach of dynamically constructing an MC was proposed in [4] , where certain states and their transitions were cloned (duplicated) due to satisfaction of certain criteria. The number of states could grow with the input data, whereas the number of state representatives is still the same, no new state representatives are identified with the input data coming in.
Dani Goldberg and Maja Mataric came up with a so called Augmented Markov Model (AMM) [6] , which created new states if the input data has never been seen in the model, and transition probabilities are adjusted according to the traverse times kept with the link versus the number of times in the transit from state. After the model is constructed in a dynamic manner, it will not be updated in prediction phase.
Extensible Markov Model Overview
Our proposed EMM model is similar to AMM, but is more flexible:
1) EMM continues to learn during the application (prediction, etc.) phase.
2) The EMM is a generic incremental model whose nodes can have any kind of representatives.
3) State matching is determined using a clustering technique.
4) EMM not only allows the creation of new nodes, but deletion (or merging) of existing nodes.
This allows the EMM model to "forget" old information which may not be relevant in the future. It also allows the EMM to adapt to any main memory constraints for large scale datasets. 5) EMM performs one scan of data and therefore is suitable for online data processing.
Definition 1: Extensible Markov Model (EMM):
at any time t, EMM consists of an MC with designated current node, N n , and algorithms to modify it, where algorithms include: 1) EMMCluster, which defines a technique for matching between input data at time t + 1 and existing states in the MC at time t. 2) EMMIncrement algorithm, which updates MC at time t + 1 given the MC at time t and clustering measure result at time t + 1.
3) EMMDecrement algorithm, which removes nodes from the EMM when needed.
It is crucial to keep in mind that each node in the EMM represents a cluster of a set of real world events/states which belong to that cluster. The labeling of a node actually depends on the clustering approach used as well as the representative identified for that cluster. We propose the use of a centroid or medoid for this labeling. Future work will examine the use of Birch [9] and in that case the labeling of a node would be the CF-feature for that cluster.
At any point in time, t, one node in the graph is designated as the current node, N c . This node is the one in the graph which represents the cluster to which the the previous input state was determined to belong. EMMCluster is used to place a given event at time t, E t , into one of the clusters represented by the nodes in the EMM, G. If the current event is not sufficiently "close enough" to any current cluster, a new node (and thus a new cluster) is created. For simplicity, we assume a nearest neighbor algorithm [5] .
However any incremental algorithm can be used EMMIncrement is called by EMMCluster to update and add nodes incrementally to an EMM.
EMMIncrement calculates transition probabilities by keeping counts that indicate the number of times a node has been found to be the current node. Note that we use CN i to represent the size of the cluster represented by node N i and CL ij to be the number of times the transition from N i to N j has occurred. We initially define the state transition probability to be P ij = (CL ij / CN i ) If the EMM is determined to be too large, EMMDecrement can be executed to decrease the size of the EMM. Our initial version of this algorithm is assumed to be executed manually, although it could be merged with EMMIncrement to develop a complete EMM construction algorithm. We also assume that with each execution of EMMDecrement, one node in the graph is removed. The node to be decremented, N d , is input. When the node is removed, each incoming arc is replaced with the same number of arcs as N d initially had as outgoing. The associated transition probabilities are the products of the probabilities found in the incoming-outgoing arc pairs.
If multiple nodes are to be removed, this can be performed in an incremental manner. Each connected subgraph to be removed can be compressed into one node and EMMDecrement applied to each. EMMDecrement can be executed at any time, but will probably be used only when memory space is an issue or if it is known that certain portions of the graph are no longer applicable Example 2. To illustrate the EMMDecrement process, we describe the removal of node N 2 from Figure 2 (a). Initially this node has two incoming arcs and three outgoing arcs. When it is removed, each of the incoming arcs will be replaced with three outgoing arcs. Figure 2 (b) illustrates this.
As indicated earlier, EMM is a modeling tool. It can be used by many different types of applications. We have initially investigated its use with prediction (forecasting) and rare event detection. The prediction application predicts a future node (or cluster) value at some time point in the future. Prediction is made using the outgoing link with the highest transition probability from the current node. Prediction for multiple time points into the future is made by taking the subsequent links with highest probability. The likelihood of this future event is determined to be the product of the probabilities along the associated path. Example 3 describes the use of EMM for prediction. Figure 1 , the current state is N 1 . Based on the EMM at this state, Figure 2 (c), we predict the state at the next time to be state N 2 . If we were to predict two time points into the future, we would predict N 1 .
Example 3 -Prediction. At time 3 in
Rare event detection is somewhat more complicated and space limitations prevent us from discussing this application in detail. The basic idea is that a rare event is detected if an input event, E t , is determined not to belong to any existing cluster (node in EMM), if the cardinality of the associated cluster (CN n ) is small, or it the transition from the current node to the new node small.
Performance
Experiments were performed with actual implementations using Matlab.
Three different datasets were used for testing. MnDot is traffic data collected from freeways of the Minnesota Twin City metropolis [7] . In our experiments, the traffic volume data collected every 5 Initial experiments examined the use of different similarity measures [5] using the nearest neighbor clustering algorithm. Table1 shows the number of states created in EMM using the Ouse and Serwant datasets, four different similarity measures, and five thresholds for clustering. As can be seen, there is a dramatic difference in the size of the respective EMM 
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Figure 3. State growth of EMM for MnDot dataset
We now examine the growth rate of EMM using MnDot traffic data In Figure 3 , each entry on the yaxis represents a unique node in the EMM. Over time, as events occur, these nodes may be reused (as the event is placed into an already existing cluster). Thus the real benefit of the EMM model is illustrated when multiple real world events are placed into the same cluster (node). This is shown by repeated y values for multiple x values. Figure 3 shows that of the MnDot. If a horizontal line is drawn on the graph, the number of intersections which occur indicate the actual size of the cluster at that point. Of course, this depends on the data. In fact in this figure not only the unique clustering of weekday vs. weekend traffic is captured, but also the occurrence of some anomalous behavior is identified on the upper right hand corner of this graph. During this last weekend, there was an extremely low amount of traffic at these locations.
Prediction Accuracy
Performances of predictions are evaluated by two metrics, Normalized Absolute Ratio Error (NARE) and Root Means Square (RMS), as defined below:
Where O(t) is the observed profile and P(t) is the predicted profile, N is the length of the dataset and t is the time variable or the t th tuple in the input dataset.
Using Ouse data, Table 2 compares the water level prediction accuracy of EMM to that of a neural network solution provided with the RLF system that is available on-line [8] . The data clearly shows that for this experiment the prediction accuracy of EMM is higher than that of the neural network approach, a typical non-linear regression method.
Summary and Future Work
We have introduced a new spatiotemporal modeling tool, Extensible Markov Model (EMM). We have very briefly reported our ongoing EMM performance experiments. To summarize, we have found that the size of EMM grows at a sublinear rate being able to take advantage of the clustering aspect of nodes. The degree of clustering (and thus the EMM size) depends on the clustering technique, as well as the dataset. Prediction accuracy is good, and at least as good as one available neural network approach specifically designed for the dataset studied. Future work will look at EMMs and rare event detection in more detail. Birch and other more sophisticated clustering algorithms will be examined.
