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Abstract—Among the various image quality assessment (IQA)
tasks, blind IQA (BIQA) is particularly challenging due to the
absence of knowledge about the reference image and distortion
type. Features based on natural scene statistics (NSS) have been
successfully used in BIQA, while the quality relevance of the
feature plays an essential role to the quality prediction perfor-
mance. Motivated by the fact that the early processing stage in
human visual system aims to remove the signal redundancies
for efficient visual coding, we propose a simple but very effective
BIQA method by computing the statistics of self-similarity (SOS)
in an image. Specifically, we calculate the inter-scale similarity
and intra-scale similarity of the distorted image, extract the SOS
features from these similarities, and learn a regression model to
map the SOS features to the subjective quality score. Extensive
experiments demonstrate very competitive quality prediction
performance and generalization ability of the proposed SOS
based BIQA method.
Index Terms—Blind image quality assessment, natural scene
statistics, self-similarity, image redundancy.
I. INTRODUCTION
IMAGE quality assessment (IQA) aims to measure to whatextent the observer is satisfied with the perceptual quality
of a given image. IQA has become increasingly important due
to its versatile utilities, including image quality monitoring,
parameter tuning of image processing algorithms, and acting as
yardstick for image processing system performance evaluation.
With the proliferation of applications of high speed networks
and portable multimedia devices, the demanding of reliable
and efficient IQA algorithms is getting higher.
In the past decade, a variety of IQA methods have been pro-
posed, which can be generally classified into three categories
according to the available information of original reference
image [1]: full reference (FR), reduced reference (RR) and no
reference (NR). The FR methods have high prediction accu-
racy [2]–[6] because of the availability of the pristine reference
image. In RR methods, a brief description of the reference
image is available, for example, features based on natural
scene statistics (NSS). By matching the statistics between the
reference image and the distorted image, RR methods can
also lead to good accuracy of quality prediction [7]–[11].
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However, both FR and RR methods are hard to use in many
practical applications, where the reference image information
is completely inaccessible. Therefore, it is highly demanding
to develop NR methods to predict the quality of a distorted
image without prior information.
The NR methods can be categorized into distortion-specific
(DS) methods and non-distortion-specific (NDS) ones. DS
methods assume that the image degradation procedure is
known, and descriptors that are capable of capturing the
artifacts are employed to measure the quality. A review of DS
methods can be found in [12]. In NDS methods, the distortion
procedure is unknown, which is the case in most practical
applications. Usually, this class of NR methods are also called
blind IQA (BIQA) methods.
Existing solutions to BIQA have achieved good performance
with the help of machine learning methods such as support
vector regression and neural network. A survey about recent
BIQA methods can be found in [13]. These methods differ
from each other mainly on how the quality aware features
are extracted. It is widely accepted that natural images are
highly sparse in the high dimensional space. Once a nat-
ural image is distorted, its characteristics will accordingly
deviate from that of the original image. This provides the
underlying motivation of most BIQA methods. To capture the
quality aware representation, usually images are subjected to
decompositions of multiple frequencies and orientations by
using wavelet [14]–[16], contourlet [17] and discrete cosine
transform (DCT) [18], [19], etc. Compared with the pixel
based representation, redundancies among the coefficients in
these transformed domain are largely reduced. The resulting
transform coefficients follow a high kurtosis, heavy tailed
distribution. Distortions presented in an image will lead to
deviation of this distribution, which can be used to predict
image’s quality.
To further reduce the redundancy of images for a more
effective (in the viewpoint of encoding) representation, con-
trast normalization is introduced to multi-scale and multi-
orientation image decomposition [20]. It is shown [21] that
the mean-subtracted contrast normalized (MSCN) coefficients
are decorrelated and follow Gaussian distribution [21]. This
finding can be used to model the contrast masking effect in
early human vision. Mittal et al. [22] parameterized MSCN co-
efficients with a Generalized Gaussian Distribution (GGD) and
the pairwise product of MSCN coefficients with an asymmet-
ric GGD (AGGD). The resulting method, called BRISQUE,
obtains state-of-the-art BIQA performance. Inspired by this
contrast normalization, Xue et al. [23] proposed a jointly
adaptive normalization (JAN) scheme to reduce the redun-
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Fig. 1. Flowchart of the proposed BIQA method by statistics of self-similarity (SOS).
dancy in domains of Laplacian of Gaussian (LOG) response
and gradient magnitude (GM). After the JAN operation, the
statistics of LOG and GM become more similar among natural
images of different contents while becoming more different
from unnatural images. The proposed model M3 in [23]
shows better performance than BRISQUE on two benchmark
databases.
Most existing BIQA methods [14]–[19] calculate the image
statistics in a transformed domain where the image redundan-
cies are much reduced. Contrary to these methods, we find
that measuring image redundancy directly in the pixel based
spatial domain can lead to an efficient BIQA method with
promising performance. Human visual system has evolved to
economically describe natural images by efficient redundancy
reduction [24]. The redundancy in an image can be reflected
by the predictability of a pixel’s intensity by its neighboring
pixels [25]. Natural images generally have high spatial cor-
relation and multi-scale correlation; that is, a natural image
looks similar to its translated, zoom in or zoom out versions.
Therefore, we measure the image redundancy by computing
the image intra-scale and inter-scale self-similarities, and pro-
pose a BIQA method called Statistics of Self-similarity (SOS).
It is worthwhile to note that SOS is very different from the
previous work M3 in [23]. First, SOS aims to describe the
degree of redundancy of an image, while M3 aims to capture
the local contrast. Second, the SOS features are based on the
distributions of similarity maps, while in M3 the GM and
LOG features are used and jointly normalized to obtain a
more robust feature representation. At last, SOS provides a
general framework of BIQA and any similarity function can
be employed in it.
The rest of this paper is organized as follows. Section II
presents in details the proposed SOS computation framework,
and demonstrates the high relevance of SOS based features
with image quality. Section III gives experimental settings.
Extensive experimental results and analysis are presented in
Section IV. Section V concludes the paper.
II. STATISTICS OF SELF-SIMILARITY FOR BIQA
The flowchart of the proposed SOS based BIQA method is
illustrated in Fig. 1. It consists of the following main steps:
local self-similarity map calculation, SOS feature extraction,
and regression model learning, which are described in detail
as follows.
A. Calculation of Local Self-similarity Map
For an input image I, the redundancy can be described by
its self-similarity. In particular, the image self-similarity can
be measured from two aspects. The first one is intra-scale self-
similarity. Due to the spatial correlation, I will be similar to
its translated versions, denoted by Im,n, where m and n are
the translations along vertical and horizontal directions. Refer
to Fig. 1, in this paper we employ four translated versions of
I by setting (m,n) = (0, 1), (1, 0), (1, 1), (−1, 1).
Apart from intra-scale self-similarity, natural images also
exhibit inter-scale self-similarity. It is well known that natural
images have the property of scale invariance, i.e., an image
usually looks similar to its scaled versions. Considering the
fact that the scale space of human visual system can be well
approximated by Gaussian filtering [26], we produce a series
of smoothed versions of I by:
Is(x, y) =
∑
(dx,dy)∈support(hs)
I(x− dx, y − dy)hs(dx, dy),
(1)
where x, y are the spatial location, and
hs(dx, dy) =
1
2pis2
exp(−d
2
x + d
2
y
2s2
) (2)
is the 2D Gaussian filter with scale s. Refer to Fig. 1, we com-
pute four smoothed versions of I with s = {0.5, 1.0, 2.0, 4.0}.
Denote by R any one of the four translated images Im,n
and the four smoothed images Is. Both the intra-scale and
inter-scale self-similarity can be calculated by computing the
similarity between I and R in any local region, leading to
a Local Similarity Map (LSM). Intuitively, the similarity
functions used in many existing FR IQA methods to compute
the local quality map (LQM) can all be used to compute
this LSM. In this paper, we adopt the similarity functions in
two representative FR-IQA methods, i.e., Structural SIMilarity
(SSIM) [27] and ratio of non-shift edge (rNSE) [2], [28].
SSIM is a benchmark FR IQA method. In SSIM, the local
similarity at each location (x, y) is calculated by [27]:
LSMx,y(I,R) = (Lx,y(I,R))α(Cx,y(I,R))β(Sx,y(I,R))γ
(3)
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(a) Reference image. (b) Inter-scale LSM 1 for (a) (c) Inter-scale LSM 2 for (a)
(d) Intra-scale LSM 1 for (a) (e) Intra-scale LSM 2 for (a)
(f) Distorted image (g) Inter-scale LSM 1 for (f) (h) Inter-scale LSM 2 for (f)
(i) Intra-scale LSM 1 for (f) (j) Intra-scale LSM 2 for (f)
Fig. 2. The LSMs of a reference image and its JPEG2000 compressed image.
Fig. 3. The distributions of the LSMs for Fig. 2(a) (left) and Fig. 2(f) (right).
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TABLE I
THE SOS FEATURES CONSIDERED IN THE PROPOSED METHOD.
Feature Description Dimension (for each of the 8 LSMs)
µ Mean of the elements in an LSM 1 (8 in total)
d Standard deviation of the elements in an LSM 1 (8 in total)
h Histogram of a quantized (10 bins) LSM 10 (80 in total)
where constants α, β and γ mediate the relative importance
of the three components. L, C and S measure the similarities
of luminance, contrast and structure between I and R:
Lx,y(I,R) =
2µI(x, y)µR(x, y) + c1
µ2I (x, y) + µ
2
R(x, y) + c1
, (4)
Cx,y(I,R) =
2σI(x, y)σR(x, y) + c2
σ2I (x, y) + σ
2
R(x, y) + c2
, (5)
Sx,y(I,R) =
σI,R(x, y) + c3
σI(x, y)σR(x, y) + c3
, (6)
where µI and µR are the local means of I and R; σI and σR
are the local standard deviations of I and R; and σI,R is the
local covariance between I and R. All these computations are
applied using a local Gaussian window with a specified scale
parameter as the weighting factor. c1, c2 and c3 are small
constants to avoid the denominator being zero. In this work,
we follow [27] for the configuration of the parameters α, β,
γ, c1, c2 and c3.
rNSE [2], [28] is a recently proposed FR-IQA method,
which measures the image quality by computing the ratio of
the number of non-shift edges after distortion to the number
of original edges. The rNSE index is computed as:
rNSE(EA,ED) =
|EA ∩ ED|
|EA| , (7)
where ED and EA are the sets of edges of distorted image
D and reference image A, respectively. The computation of
the edge set is based on the zero-crossings detection of the
Laplacian of Gaussian (LOG) response [2], [28]. ”∩” denotes
the intersection of sets ED and EA, i.e., non-shift edge points
between A and D; ”|•|” counts the number of edges in the set.
Clearly, rNSE is a ratio between 0 and 1. Since in the context
of BIQA, the reference image A is not available, we modify
the rNSE index as follows to calculate the desired LSM:
LSMx,y(I,R) =
2|E(x,y)I ∩ E(x,y)R |
|E(x,y)I |+ |E(x,y)R |
, (8)
where E(x,y)I and E
(x,y)
R are respectively the sets of edge points
of I and R in a local square window centered at (x, y).
With either Eq. 3 or Eq. 8, we could calculate eight LSMs
of I. In Fig. 2, we show the LSMs of a reference image and
its distorted image (JPEG2000 compressed). SSIM is used as
the similarity function. Two intra-scale LSMs and two inter-
scale LSMs are shown. Note that the distortion in Fig. 2(f) is
moderate and the artifacts generated by compression are nearly
invisible. However, from the LSMs, we can easily tell the
difference between the reference image and the distorted one.
Those LSMs reflect the local correlation of the distorted image
along different orientations (for intra-scale self-similarity) and
in scale space (for inter-scale self-similarity), implying that
the image perceptual quality can be well inferred from them.
B. SOS Features
From the 8 SOS based LSMs computed above, features can
be extracted to predict the image quality. Clearly, the most
important statistics of the LSMs are their mean and standard
deviation, which are computed as follows:
µ =
1
N
∑
x
∑
y
LSMx,y, (9)
d =
√
1
N
∑
x
∑
y
(LSMx,y − µ)2, (10)
where N is the number of elements in the LSM. We call the
method that uses mean and standard deviation as SOS-MD.
One advantage SOS-MD is its low feature dimensionality (16
in total for all the 8 LSMs). Note that the pair (µ, d) can
completely characterize the statistical information of one LSM
if its elements follow a Gaussian distribution. However, in
practice the distribution of the LSMs are far from Gaussian
(please refer to Fig. 3 for example distributions of the LSMs),
and using only the mean and standard deviation cannot ac-
curately describe them. Therefore, we quantify the LSMs into
several levels, and use their normalized histograms as the SOS
features. We call this method as SOS-H. Since both the SSIM
and rNSE indices range between 0 and 1, we quantify each
LSM into 10 bins (with step length 0.1), resulting in a 10
dimensional histogram h for each LSM.
In TABLE I we list the three types of SOS features: µ, d
and h. By using each type of features or the combination of
them, we could learn a regression model for BIQA.
C. Regression Model Learning
With the SOS feature vector, denoted by f, of an image, a
regression function F could be learned to map f to the image
subjective quality score q, i.e., q ≈ F(f). To this end, we
need a set of training images, whose subjective quality scores
are available. Such a training dataset can be extracted from
the existing IQA databases. We can construct a training set
of k images with their feature vectors and subjective scores:
{(f1, q1), (f2, q2), , (fk, qk)}. Machine learning tools, such as
support vector regression (SVR), neuron network, random
forest, can be used to learn the mapping F. In this work,
we adopt the SVR with a radial basis function kernel [29].
The readers may refer to [29] for the details of SVR and its
implementation. Once the regression model F is learned, we
can use it to estimate the perceptual quality of any input image.
D. Comparison with Other NSS based Features
As we discussed in the Section I, the differences between
the SOS based features and the NSS features used in previous
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Fig. 4. 2-D visulization of BIQA features. For each BIQA feature, a linear transform is learned from the LIVE database. Then the transform is applied to the
coppresponing features in databases of CSIQ and TID2013. The pristine images are represeted as green dots while the distorted images are represented as ”+”.
The color of ”+” encodes the subjective score, i.e., DMOS for CSIQ and MOS for TID2013. The used BIQA features include BIQI, DIIVINE, BLIINDS2,
BRISQUE, SOS-H-rNSE and SOS-H-SSIM.
BIQA methods lie in two folds. 1) First, instead of transform-
ing the image into another redundancy-reduced domain, we
use the translated and smoothed versions of the image in the
spatial domain for feature extraction. 2) Second, the statistics
of self-similarity maps are used as the quality aware features.
To illustrate the power of SOS features in BIQA, we use
the neighboring components analysis (NCA) [30] to transform
the high dimensional BIQA features into 2 dimensional (2-D)
points, and then plot the scatter of these 2-D points to reveal
the essential structure of the data.
We first learn a projection matrix via NCA on the LIVE
database [31] for each BIQA feature, then apply this matrix
to features on databases of CSIQ [3] and TID2013 [32]. The
scatter plots of the resulting 2-D points are shown in Fig. 4.
In each plot, the reference images are represented as green
dots, while the distorted images as ”+”. The color of ”+”
encodes the subjective score of each distorted image. The used
BIQA features include BIQI [14], DIIVINE [16], BLIINDS-
II [19], BRISQUE [22], SOS-H-rNSE and SOS-H-SSIM. The
first row shows the scatter plots of the 2-D points which are
obtained when the LIVE-learned projection matrix is applied
to the CSIQ database, while the second row shows the results
on the TID2013 database. The third row in Fig. 4 shows the
corresponding plots for SOS-H-rNSE and SOS-H-SSIM.
From these plots, we can draw the following conclusions.
1) The distributions of the 2-D points for BRISQUE, SOS-H-
rNSE and SOS-H-SSIM show obvious quality relevance. The
points for reference images are close or overlapped with points
of slightly distorted images and far from the heavily distorted
images. The intermediately distorted images are by and large
ordered according to their quality. 2) In the distributions for
BIQI, DIIVINE and BLIINDS-II, no or weak quality relevance
can be observed. Distorted images are not sequentially located
according to their quality. These observations reveal the ad-
vantages of BRISQUE and the proposed SOS-H methods over
the other methods.
III. EXPERIMENTS CONFIGURATION
A. Image Databases and Evaluation Criteria
We evaluate the performance of the proposed SOS based
BIQA methods in terms of their ability to predict the subjective
score of distorted images. Three publicly available large-scale
databases are employed for this evaluation.
The LIVE database [31]: A total of 779 distorted images
are generated by applying 5 distortion operations at 4 ∼ 5 lev-
els to 29 pristine images. The distortions include: JPEG2000
compression (JP2K), JPEG compression, white noise (WN),
Gaussian blurring (GB) and simulated fast fading Rayleigh
channel (FF).
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TABLE II
PERFORMANCE COMPARISON OF SOS-MD AND SOS-H ON THE THREE DATABASES. RESULTS FOR THE OVERALL DATABASE AND FOR EACH
INDIVIDUAL DISTORTION ARE LISTED.
Database
Distortion type
SOS-MD-rNSE SOS-MD-SSIM SOS-H-rNSE SOS-H-SSIM
PCC RMSE SRC PCC RMSE SRC PCC RMSE SRC PCC RMSE SRC
LIVE
ALL 0.918 10.764 0.911 0.891 12.373 0.871 0.946 8.837 0.943 0.926 10.234 0.921
JP2K 0.923 9.516 0.904 0.849 13.119 0.825 0.950 7.900 0.933 0.923 9.656 0.906
JPEG 0.963 8.564 0.945 0.937 11.088 0.911 0.974 7.159 0.958 0.962 8.672 0.942
WN 0.978 5.811 0.967 0.983 5.194 0.973 0.989 4.121 0.980 0.981 5.486 0.971
GB 0.912 7.673 0.877 0.925 6.976 0.891 0.923 7.018 0.903 0.917 7.372 0.875
FF 0.884 13.113 0.844 0.855 14.296 0.738 0.918 11.094 0.890 0.903 12.109 0.868
CSIQ
ALL 0.926 0.104 0.903 0.890 0.129 0.863 0.933 0.101 0.910 0.926 0.106 0.901
WN 0.946 0.054 0.937 0.954 0.050 0.933 0.938 0.059 0.923 0.941 0.056 0.920
JPEG 0.967 0.078 0.922 0.927 0.114 0.885 0.961 0.084 0.906 0.957 0.088 0.915
JP2K 0.935 0.110 0.912 0.875 0.152 0.842 0.941 0.106 0.915 0.936 0.111 0.907
GB 0.917 0.112 0.879 0.906 0.119 0.851 0.929 0.103 0.902 0.935 0.099 0.905
TID2008
ALL 0.931 0.514 0.927 0.902 0.603 0.871 0.937 0.488 0.928 0.938 0.488 0.920
WN 0.905 0.302 0.886 0.924 0.270 0.906 0.940 0.243 0.923 0.934 0.252 0.914
GB 0.925 0.466 0.912 0.894 0.556 0.876 0.923 0.475 0.913 0.923 0.469 0.914
JPEG 0.971 0.358 0.923 0.928 0.547 0.842 0.969 0.367 0.906 0.965 0.394 0.901
JP2K 0.945 0.556 0.929 0.918 0.688 0.872 0.950 0.535 0.931 0.948 0.540 0.923
The CSIQ database [3]: A total of 866 distorted images are
generated by applying 5 distortion operations at 3 ∼ 5 levels
to 30 pristine images. The distortions include: JPEG, JP2K,
additive pink noise, WN, GB and global contrast decrements.
The TID2013 database [32]: A total of 3000 distorted
images are generated by applying 24 distortion operations at 5
levels to 25 pristine images. The distortions in TID2013 reflect
a broad range of image impairments, such as edge smoothing,
block artifacts, additive and multiplicative noise, chromatic
aberrations, denoising and contrast change, etc. Details of the
distortions can be found in [32].
The ground truth quality of each image is given by
the subjective score, i.e., (Difference) Mean Opinion Score
(DMOS/MOS). To evaluate the performance of BIQA meth-
ods, three indexes are usually computed by using the subjective
scores and the model-predicted scores: the Spearman rank
order correlation coefficient (SRC), the Pearson correlation
coefficient (PCC) after a logistic regression [33], and the root
mean squared error (RMSE) between the subjective score and
the predicted score after the regression. Note that this logistic
regression accounts for the different range of the objective
and subjective scores, as well as the nonlinearity of human
perception in extreme distortions.
B. Implementation Details and Parameter Setting
In the implementation of the proposed BIQA method, the
scale of the Gaussian window in SSIM and the scale of the
LOG filter in rNSE are both set as 0.5 for computing the intra-
scale self-similarity. For the inter-scale self-similarity, we set
the scale parameters of SSIM and rNSE to the same value as
the four smooth parameters in Eq. 2. With the LSMs available,
the SOS features (mean µ, standard deviation d and histogram
h) can be extracted, and then fed into the SVR to train a
regression model for quality prediction. We adopt the ε-SVR
algorithm with an RBF (radial-basis function) kernel, and the
source code is from LibSVM [34]. The parameters of ε-SVR
are tuned by 2D grid search in the logarithm space.
During our experiments, 80% of the images are employed
for training and the rest 20% for testing. The training and test
sets are split according to the reference image to guarantee
the independency of the image content in training set and test
set. This splitting is repeated for 1,000 times and the median
results are used to evaluate the final performance.
IV. RESULTS AND DISCUSSIONS
A. Performance of SOS-MD and SOS-H
We first compare the performance of SOS-MD and SOS-H
on the three databases. The results are listed in TABLE II.
Note that in this experiment we only consider the common
distortion types to all the three databases, i.e., JP2K, JPEG,
WN, and GB.
From TABLE II, we can observe that both SOS-MD and
SOS-H show good performance on the three databases in terms
of PCC and SRC. The best results on all the three databases
are achieved by the method SOS-H-rNSE, with PCC values
0.946, 0.933, and 0.937 on the three databases, respectively.
For every single distortion type, it also demonstrates PCC and
SRC values consistently higher than 0.9. Note that due to the
scale difference of subjective scores on the three databases,
the resulting RMSE values range differently.
As for the two similarity functions, rNSE shows clear
advantages over SSIM. We highlight in boldface the better
one of rNSE and SSIM in each row. The SOS-MD and SOS-
H methods with rNSE as similarity function outperform those
with SSIM in most of the distortion types. This may be due to
the fact that rNSE emphasizes more on edge structure, which is
crucial for human visual perception. Besides, benefiting from
the richer information in histograms, SOS-H always exhibits
better performance than SOS-MD on the three databases.
B. Performance Comparison with Existing BIQA Methods
In TABLE III, we compare the performances of the
proposed SOS-based methods with existing state-of-the-art
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TABLE III
MEDIAN SRC OF THE EXISTING BIQAMETHODS ON LIVE DATABASE. THE RESULTS OF PSNR AND SSIM ARE LISTED FOR REFERENCE. (*THE RESULTS
ARE COMPUTED BY USING THE CODES PROVIDED BY THE AUTHORS.)
Methods Feature domain JP2K JPEG WN GB FF ALL
BIQI [14]* Wavelet 0.7849 0.8801 0.9157 0.8367 0.7023 0.8084
GRNN [35] Fourier+Spatial 0.8156 0.8721 0.9794 0.8331 0.7354 0.8268
LD-GS [36] Wavelet 0.8317 0.8339 0.9134 0.8751 0.8588 0.8414
LD-TS [36] Wavelet 0.8202 0.8334 0.9556 0.9251 0.8863 0.8833
DIIVINE [16]* Wavelet 0.8418 0.8926 0.9617 0.8792 0.8202 0.8816
CBIQ-I [37] Gabor 0.912 0.963 0.959 0.918 0.885 0.896
BLIINDS-II [19]* DCT 0.9258 0.95 0.9477 0.9132 0.8736 0.9302
CBIQ-II [37] Gabor 0.919 0.965 0.933 0.944 0.912 0.93
BRISQUE [22]* Spatial 0.9175 0.9655 0.9789 0.9479 0.8854 0.943
M3 [23] Gradient magnitude+LOG 0.9283 0.9659 0.9853 0.9359 0.9008 0.9511
SOS-H-rNSE Spatial+Scale 0.9328 0.9582 0.9802 0.9026 0.8899 0.9434
SOS-H-SSIM Spatial+Scale 0.906 0.9415 0.9711 0.8754 0.8679 0.9212
PSNR \ 0.9081 0.8923 0.984 0.8111 0.8941 0.8839
SSIM \ 0.9606 0.9739 0.9693 0.9515 0.9551 0.9481
TABLE IV
P-VALUES OF T-TEST BETWEEN EACH PAIR OF BIQA METHODS.
BIQI DIIVINE BLIINDS-II BRISQUE SOS-H-SSIM SOS-H-rNSE M3
BIQI \ 1 1 1 1 1 1
DIIVINE 0 \ 1 1 1 1 1
BLIINDS-II 0 0 \ 1 0.79 1 1
BRISQUE 0 0 0 \ 0 1 1
SOS-H-SSIM 0 0 0.21 1 \ 1 1
SOS-H-rNSE 0 0 0 0 0 \ 1
M3 0 0 0 0 0 0 \
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Fig. 5. Box plot of the BIQA methods’ performance on LIVE database in
terms of SRC.
BIQA methods, including BIQI [14], BLIINDS-II [19], DI-
IVINE [16], GRNN [35], visual codebook based method
(CBIQ) [37], local dependency based method (LD-GS and LD-
TS) [36], BRISQUE [22] and M3 [23]. The results of these
competitors are either sourced from their original publications
or computed by using the source codes provided by the
authors. The results of the classical PSNR and SSIM indices
are also presented for reference. To save space, only the result
of SRC index is shown in TABLE III. The top three results
are highlighted with boldface for each column.
When the entire LIVE database is considered, the proposed
two SOS-H methods show very competitive performance with
the state-of-the-art BIQA methods. The top two methods on
LIVE database are M3, SOS-H-rNSE and BRISUQE. SOS-
H-SSIM beats all the wavelet-based methods. Box plots of
the results on LIVE database are presented in Fig. 5 for a
more intuitive comparison. To investigate the significance of
difference between the performances of these BIQA methods,
the right-tailed t-test with a significance level of 0.01 is
conducted for each pair of BIQA methods. The null hypothesis
is that the mean of the SRC values of the two methods
are equal. The alternative hypothesis is that the mean SRC
value of the method in the row is greater than that of the
method in the column. The resulting p-values of the tests are
shown in TABLE IV, and a small p-value favors the alternative
hypothesis. Again, we can see that the proposed SOS-H-rNSE
delivers excellent performance, and it is only beaten by M3.
When each distortion type is considered, SOS-H-rNSE
shows top performance on JP2K, WN, and FF, while SOS-
H-SSIM gives inferior SRC value. More specifically, on JP2K
images, all methods that based on wavelet features [14], [16]
fail to give a high SRC value, while the DCT based BLIINDS-
II, the gradient and LOG based M3 [23] and the purposed
SOS-H methods show excellent performance. On JPEG im-
ages, the two SOS-H methods perform better than the wavelet
based methods. On WN images, all the methods based on
spatial features show clear advantage over the wavelet, Gabor
and DCT based methods. This is due to the fact that pixel
based representation in spatial domain is more appropriate for
additive noise. On GB images, BRISQUE, M3 and CBIQ-
II give the best performance, while the proposed SOS-H
methods are still better than the wavelet-based methods. On
FF images, it is hard to capture the intrinsic characteristic
for quality prediction because FF simultaneously introduces
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TABLE V
THE DATABASE INDEPENDENCY OF SOS-H. THE MODELS ARE TRAINED ON LIVE AND APPLIED ON CSIQ AND TID2013. ONLY THE FOUR
DISTORTIONS COMMON TO ALL THE THREE DATABASES ARE CONSIDERED.
DIIVINE BLIINDS-II BRISQUE M3 SOS-H-SSIM SOS-H-rNSE
CSIQ 0.857 0.888 0.899 0.911 0.898 0.907
TID2013 0.860 0.895 0.891 0.923 0.897 0.913
TABLE VI
THE PERFORMANCE OF SOS-H WITH MORE DISTORTION TYPES IN THE TID2013 DATABASE.
SRC SOS-H-rNSE SOS-H-SSIM BRISQUE BLIINDS-II DIIVINE M3
Additive Gaussian noise 0.821 0.774 0.778 0.628 0.709 0.769
Additive noise more in color 0.501 0.542 0.554 0.357 0.431 0.583
Spatially correlated noise 0.728 0.761 0.830 0.689 0.816 0.783
Masked noise 0.261 0.307 0.172 0.281 0.111 0.504
High frequency noise 0.876 0.893 0.855 0.772 0.816 0.884
Impulse noise 0.739 0.698 0.815 0.607 0.789 0.718
Quantization noise 0.579 0.748 0.695 0.639 0.535 0.819
Gaussian blur 0.863 0.826 0.856 0.855 0.915 0.872
Image denoising 0.803 0.693 0.551 0.797 0.723 0.771
JPEG compression 0.832 0.748 0.756 0.706 0.725 0.819
JPEG2000 compression 0.898 0.793 0.780 0.850 0.861 0.873
JPEG transmission errors 0.435 0.165 0.231 0.409 0.343 0.423
JPEG2000 transmission errors 0.565 0.633 0.695 0.696 0.717 0.723
Non eccentricity pattern noise 0.182 0.131 0.126 0.176 0.134 0.212
Local block-wise distortions 0.146 0.206 0.203 0.290 0.298 0.280
Mean shift 0.127 0.217 0.112 0.185 0.197 0.090
Contrast change 0.161 0.056 0.058 0.085 0.347 0.301
Change of color saturation 0.099 0.175 0.092 0.022 0.213 0.185
Multiplicative Gaussian noise 0.695 0.720 0.621 0.626 0.666 0.709
Comfort noise 0.142 0.021 0.165 0.084 0.265 0.229
Lossy compression of noisy images 0.628 0.639 0.531 0.454 0.677 0.704
Image color quantization with dither 0.837 0.815 0.827 0.789 0.802 0.858
Chromatic aberrations 0.678 0.707 0.731 0.596 0.775 0.644
Sparse sampling and reconstruction 0.847 0.819 0.807 0.861 0.843 0.922
ALL 0.608 0.569 0.558 0.576 0.593 0.687
structure shifting, blurring, ringing and color contamination.
Among the competing methods, CBIQ-II behaves the best,
followed by SOS-H-rNSE and BRISQUE. SOS-H-SSIM only
leads to an acceptable performance.
When compared to the FR methods PSNR and SSIM, the
two SOS-H methods show an obvious advantage over PSNR,
and inferior to the SSIM index.
C. Database Indenpendency
We examine the database independency of the proposed
SOS-H methods as follows: we train a quality prediction
model with the SOS-H features on LIVE database and then
test the model on CSIQ and TID2013. Note that for CSIQ
and TID2013, only images with the four common distortions
to LIVE are considered. The results are shown in TABLE V.
Obviously, the two SOS-H methods show good independency
of databases. When the LIVE-trained models are tested on
CSIQ and TID2013, SOS-H-rNSE gives SRC values competi-
tive with M3, and SOS-H-SSIM works on par with BRISQUE.
DIIVINE shows less stable performance in this case.
D. More Distortion Types
We further test the performance of the proposed SOS-H
methods with more distortions by using the TID2013 database,
which has a wide range of distortions. 80% of the images are
used for training and the rest 20% for testing. The procedure
is the same as described in subsection III-B. The obtained
median SRC values are presented in TABLE VI. The top
two methods in each row are highlighted in bold for each
distortion. (The detailed explanations of the distortions can be
found in [32].) As can be seen, SOS-H-rNSE shows better
performance than other BIQA methods, except for M3, on
the entire TID2013 database. On some distortions, all BIQA
methods fail to give acceptable performance. We shade the
rows in TABLE VI where all methods obtain SRC values
less than 0.5. Examples of these distortions include JPEG
transmission errors, non-eccentricity pattern noise, block-wise
distortion with different intensity, mean shift, contrast change,
color saturation change, and comfort noise. The failure in
these cases may be due to the fact that all the current
BIQA methods make use of structure features which are not
capable of capturing the non-structural distortions, such as
color aberration, mean shift, etc.
E. Similarity Function of MSE
To further validate the effectiveness of the proposed SOS
framework, we take MSE as the similarity function in SOS:
LSMx,y(I,R) =
log(1 + |I(x, y)− R(x, y)|2)
10
. (11)
Note that we take a logarithm transform of MSE in order to
better compute the histogram of LSM. The features for quality
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TABLE VII
SRC PERFORMANCE COMPARISON OF SOS-H WITH RNSE, SSIM AND
MSE AS THE SIMILARITY FUNCTIONS.
Database SOS-H-rMSE SOS-H-SSIM SOS-H-MSE
LIVE
ALL 0.943 0.921 0.944
JP2K 0.933 0.906 0.946
JPEG 0.958 0.942 0.959
WN 0.980 0.971 0.981
GB 0.903 0.875 0.928
FF 0.890 0.868 0.865
CSIQ
ALL 0.910 0.901 0.902
WN 0.923 0.920 0.917
JPEG 0.906 0.915 0.918
JP2K 0.915 0.907 0.905
GB 0.902 0.905 0.895
TID2013
ALL 0.928 0.920 0.919
WN 0.923 0.914 0.918
GB 0.913 0.914 0.915
JPEG 0.906 0.901 0.893
JP2K 0.931 0.923 0.923
prediction are extracted in the same way as that in SOS-H-
rNSE and SOS-H-SSIM. The resulting SOS-based method is
denoted as SOS-H-MSE.
TABLE VII compares the performances of the three SOS-H
based methods. Under the framework of SOS, MSE gives sim-
ilar performance to SSIM on databases of CSIQ and TID2013,
and the same performance as rNSE on LIVE. We can draw that
the effectiveness of SOS framework can be demonstrated by all
the three similarity functions of rNSE, SSIM and MSE. The
MSE-based SOS-H even shows slightly better performance
in terms of SRC on the LIVE database. For each distortion
type, SOS-H-rNSE and SOS-H-MSE show similar results. The
good results of SOS-H-MSE can be explained as follows. MSE
computes the squared difference between the original image
and its shifted or smoothed version. This is similar to the
computation of image gradient, which has been shown very
effective for image quality assessment [4]. Better performance
may be achieved by other potential similarity functions under
the SOS framework.
F. Discussions
It was found that the function of ganglion and lateral genic-
ulate nucleus (LGN) neurons can be modeled by principal
component analysis (PCA) based whitening, while the role of
PCA is similar to DCT for natural images [38]. The responses
of simple cells in the primary visual cortex (V1) are similar to
the WT outputs and approach to the independent components
of natural images [39]. However, these transforms may not
be effective and efficient to represent distorted images in the
context of IQA. The scatter plots in the first two rows of
Fig. 4 show clearly that the features extracted from DCT and
WT domains cannot distinguish well the distorted image and
their reference counterpart, and their 2D scatter plots show
low relevance to the subjective quality of image.
This fact motivated us to find a different method for NSS
calculation. Instead of transformation, we directly compute the
intra-scale and inter-scale redundancy in the spatial domain.
Interestingly, as shown in the third row of Fig. 2, the proposed
SOS features can distinguish better the original natural images
from their distorted counterparts and the scatter plots show
better relevance with subjective quality. Our experiments in
the previous sections also validated that the SOS features can
predict the perceptual quality very well. Besides, the proposed
SOS features works robustly with no strict restriction on the
similarity functions. Whether or not our results imply a new
physical model of HVS to sense the image quality will be an
interesting problem open to investigate, whereas this is out the
scope of this paper.
V. CONCLUSION
It is well-known that a proper presentation will make the
task of image processing more easily, so does for the task of
image quality assessment. In this paper, we proposed a new
feature representation framework which aims to capture the
statistics of self-similarity (SOS) for natural images. Different
from previous methods, SOS directly measures the redundancy
existing in an image, rather than describing the structure in a
redundancy reduced domain. The computed local similarity
map (LSM) can portray the local correlation across space and
scales, both of which will be altered by image distortion. The
statistics of these LSMs, i.e., the SOS features, were validated
to be able to more effectively capture the distortion degree
than previous features that are based on image decomposition.
Especially, when the LSM histogram features are utilized, very
competitive performance can be achieved on the benchmark
databases. New similarity functions can be introduced or
designed under the framework of SOS for better performance
in the future study.
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