Abstract. In this paper we prove that there are no hyperelliptic supersingular curves over F 2 of genus 2 h − 1 for any integer h ≥ 2. For any natural number g let HSg be the intersection of the supersingular locus with the open hyperelliptic Torelli locus in the moduli space of principally polarized abelian varieties over F 2 of dimensions g. We show that dim HSg = 2 for g = 4, 5 and 6. We exhibit the 2-parameter families of hyperelliptic supersingular curves over F 2 of genus 4, 5 and 6.
Introduction
Let F p be a prime field of p elements for a prime number p. Let F p be an algebraic closure of F p . Our main object here is HS g , the intersection of the supersingular locus with the open hyperelliptic Torelli locus in the moduli space of principally polarized abelian varieties of dimension g over F p (see [6, Appendix, A.11] ).
In this paper a curve is a smooth, projective and geometrically integral algebraic variety of dimension 1. A curve is supersingular if its Jacobian is supersingular as an abelian variety (see also [10] [6] ). It is well-known that dim HS 1 = 0: For p = 2, there is exactly one supersingular elliptic curve: y 2 + y = x 3 . For p > 2, an elliptic curve in Legendre form y 2 = x(x − 1)(x − λ) is supersingular if and only if λ is a root of the Hasse polynomial as in Theorem 4.1 (b) in [11, V.4] . There are finitely many of them. If g = 2 then HS g is an open subset of the supersingular locus which is of dimension [g 2 /4] = 1 (see [6] ). In particular, for p = 2 a hyperelliptic supersingular curve of genus 2 has an equation of the form y 2 + y = x 5 + c 3 x 3 for some c 3 ∈ F 2 (see [5, Section 2] ). For g = 3, it was proved that HS 3 is empty for p = 2 (see [10] ). Higher genera cases were considered in [13] [14] , where it was shown that if p = 2 and g = 2 h then dim HS g ≥ h for every h ≥ 1 and curves of the following form are supersingular:
(1)
There are also results on the intersection of the supersingular locus and the closed hyperelliptic Torelli locus (see [6, Appendix, A.11] ). Oort proved that for g = 3 this intersection is pure of dimension 1 for all p (see [10] ).
The main results of the paper are the following theorems. The paper is organized as follows: In Section 2 we introduce a supersingularity criterion for hyperelliptic curves over fields of characteristic 2. In Section 3 we use it to derive Theorem 3.2, which implies Theorem 1.1. In Section 4 we prove Theorem 1.2 by finding the 2-parameter families of hyperelliptic supersingular curves over F 2 of genus 4, 5 and 6.
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A supersingularity criterion
We fix notation for this paper. Every hyperelliptic curve C over F 2 of genus g and 2-rank zero has an equation
where c 1 , · · · , c 2g+1 ∈ F q for some 2-power q and c 2g+1 = 1. (See Proposition 3.4.) Let W (F q ) be the ring of Witt vectors over F q . A lifting of C in this paper is defined as a curve given by the equation
where
For nonnegative integers n and r let c(n, r) denote the x r -coefficient of the power series expansion of
if g is odd, and
Theorem 2.1. Let C be a hyperelliptic curve over F q as above. Then C is supersingular if and only if a lifting of C satisfies c(n, R n (i, j)) ≡ 0 mod 2 n for all 1 ≤ n ≤ N g and 1 ≤ i, j ≤ g.
Proof.
A similar statement was proved by Nygaard in [9, Theorem 2.1] for hyperelliptic curves over finite fields of characteristic p > 2. For p = 2 the proof is analogous to Nygaard's. It suffices to modify the series of lemmas in [9] to fit in the even characteristic case. We shall retain Nygaard's notations. Nygaard's Lemma 2.3 and Corollary 2.4 stand valid for p = 2 since we may replace F (t) in its proof by 1 + 4F (t). In Nygaard's Lemma 2.6, we replace the basis of the first differentials by
2u+1 }. Then the modified assertion for p = 2 can be proved by replacing u by 2u + 1 and F (t) by 1 + 4F (t) in Nygaard's proof. Other parts of Nygaard's proof do not depend on p so they remain valid for p = 2.
Nonexistence of supersingular hyperelliptic curves
We want to prove certain hyperelliptic curves are not supersingular by analyzing the supersingularity criterion in Theorem 2.1.
For any nonnegative integer n, consider the power series
For any nonnegative integer r, let K r denote the set of all (2g + 1)-tuples of non-
Denote by s(k) the 2-adic valuation of
Note that it is independent of n. In view of Theorem 2.1 we need to compute s(k) in order to compute the 2-adic valuation of c(n, r). Lemma 3.1 will serve for this purpose. For any nonnegative integer N let (N ) 2 denote the binary expansion of N , and let s(N ) denote the number of 1's in (N ) 2 . For each k = (k 0 , . . . , k 2g ) ∈ K r we introduce a new notion binary box of k to visualize our analysis of s(k): List (k 0 ) 2 , (k 1 ) 2 , . . . , (k 2g ) 2 underneath each other in the presented order, aligned at the right. By filling in 0's on the left if necessary one obtains a binary box of k, which is denoted by k for short. Denote the number of nonzero columns in k by t(k). Let γ i (k) be the number of 1's in the i-th nonzero column (from the left) for i = 1, . . . , t(k).
Lemma 3.1. For any nonnegative integer r and k ∈ K r . We have s(k) ≥ t(k). If there are zero columns between every two nonzero columns in k , then s(k) = t(k) if and only if there are no 0's above 1's in any column in k .
Proof. From the fact that ord
For the first inequality it suffices to show that each nonzero column of k contributes to s(k) via one of its summands in the formula. If a nonzero column has last entry 1, then it contributes to s(k 2g ); Otherwise it contains a pattern 1 0 . Suppose this pattern is at rows (k ℓ−1 ) 2 and (k ℓ ) 2 for some 1 ≤ ℓ ≤ 2g. Then it contributes to s(k ℓ−1 − k ℓ ). Indeed, if this 1 is not borrowed then it certainly contributes; otherwise it is a borrow of some previous digits which have no 1 0 in between hence it still contributes. The necessity of the second assertion is clear (even without the assumption of zero columns between every two nonzero columns). Now suppose this assumption holds. Suppose there is a pattern 0 1 at rows (k ℓ−1 ) 2 and (k ℓ ) 2 . Then it is easy to see that this column and its adjacent columns have to contribute two 1's in total to the subtraction (k ℓ−1 − k ℓ ) 2 . At most one of these two 1's was counted in the proof of s(k) ≥ t(k)
Proof. Take a lifting of C as in (3) . The idea of the proof is as follows: for suitable n and r we will express c(n, r) mod 2 n in terms of a ℓ 's for some ℓ by using (4). For any r of the form R n (i, j) Theorem 2.1 says that c(n, r) ≡ 0 mod 2 n , which yield relations for the a ℓ 's. It follows from Lemma 3.1 that k ∈ K r with s(k) < n have at most n − 1 nonzero columns in k . This forces s(r) = s( k ℓ ) to be small. However, s(r) is generally big for r = R n (i, j). These two contradictory properties allow us to show that there are only very few k ∈ K r with s(k) < n. For d < 2 h − 2 our choice of n and r results in a unique such k. For d = 2 h − 2 there are several such k's, and we shall combine information from several n and r to prove our result.
Let b be an integer such that 0 < b ≤ h−1 and b ≡ g mod (h−1). For 2 ≤ n ≤ N g define r n := 2 (n−1)(h+1)+b − 2 b . Note that (r n ) 2 consists of (n − 1)(h + 1) adjacent 1's, followed by b zeroes.
Let k ∈ K rn . Since 2g + 1 ≤ 2 h+2 − 3, we have s(γ i (k)) ≤ h + 1 for all i. Summing up all nonzero columns we get t(k)(h + 1) ≥ s(r n ) = (n − 1)(h + 1). So
Suppose s(k) = n−1. Then t(k) = n−1, and each (γ i (k)) 2 is forced to contribute h + 1 many 1's to (r n ) 2 . Since there are 2g + 1 ≤ 2 h+2 − 3 rows, each (γ i (k)) 2 has h + 1 many 1's with at most one 0 in between. If there is a 0 in between, then either (γ i−1 (k)) 2 or (γ i+1 (k)) 2 has to contribute a 1 at the corresponding position of (r n ) 2 . This situation can only happen if we have (γ j (k)) 2 = (2 h+2 − 3) 2 = 11 . . . 1101 and (γ j+1 (k)) 2 = (3 · 2 h − 1) 2 = 1011 . . . 11 for j = i or j = i − 1. It follows that there must be zero columns between each two nonzero columns, hence by Lemma 3.1 there are no 0's above 1's in k . Note that γ j (k) = 2 h+2 − 3 can only happen if
. . , n − 1, and in between any two consecutive nonzero columns there are h zero columns. It is then clear that k =k wherek ∈ K rn is defined byk 0 =k 1 = · · · =k 2 h+1 −2 = rn 2 h+1 −1 and
If we choose n to be 1 +
, and c(n, r n ) ≡ 0 mod 2 n by Theorem 2.1, hence c 2 h+1 −1 = 0.
Suppose that d = 2 h − 2. We argued above that either γ 1 (k) = 2 h+1 − 1 or γ 1 (k) = 2 h+2 − 3. If γ 1 (k) = 2 h+1 − 1 then we remove the leftest non-zero column from k . This way, one obtains k ′ for k ′ ∈ K rn−1 with s(k ′ ) = n−2. The relation between k and k ′ is given by k
This gives a 1 − 1 correspondence between {k ∈ K rn |s(k) = n − 1 and γ 1 (k) = 2 h+1 − 1} and
If γ 1 (k) = 2 h+2 − 3 then we define k ′′ ∈ K rn−2 with s(k ′′ ) = n − 3 by removing the two leftest non-zero columns of k . In this case k
From (4) it now easily follows that Proposition 3.4. Let C be a hyperelliptic curve over F 2 of genus g and 2-rank zero. Let m < 2g be an odd integer, such that the binomial coefficient 2g+1 2 k m is odd for some k ≥ 0. Then there exists an equation for C of the form
with c 2g+1 = 1 and c m = 0. Moreover, there are only finitely many equations for C of this form.
Proof. Every 2-rank zero hyperelliptic curve of genus g has an equation of the form y 2 + y = f (x) where f is a polynomial of degree 2g + 1. This follows from the Deuring-Shafarevich formula (see [8] ) or Mumford's construction of Jacobians in [7, 3 .31], we leave the details to the reader. By applying an obvious isomorphism of C we can assume f is monic and odd. From now on we write f (x) = (2) is of the form σ : (x, y) → (ζx + t 0 , y + h(x)) for some polynomial h(x) of degree ≤ g, some t 0 ∈ F 2 and some (2g + 1)-th root of unity ζ. We want to show that there exists a triple (t 0 , ζ, h(x)) such that σ sends C to y 2 + y = f (ζx + t 0 ) + h(x) 2 + h(x), where the polynomial on the right-hand-side is odd in x and has its x m -coefficient vanishing. Also, we want to show that there are only finitely many such (t 0 , ζ, h(x)). Let t be a variable. Write out f (ζx + t)
Let h i (x) = 0 for i > g. It suffices to show that the x m -coefficient f m + h m of f σ is a non-constant function in t so that it vanishes after specializing t to one of finitely many t 0 ∈ F 2 .
Since f σ (x) is odd, for i > g/2 we have h i = √ f 2i , and for 0 < i ≤ g/2 we have recursively h i = √ f 2i + h 2i . For j even, f j (t) is odd with a term 2g+1 j t 2g+1−j . So by the hypothesis on m, there exists a k such that f 2 k m = 0. Letk be the biggest k with f 2 k m = 0. Then we have h 2 k m = 0 for all k ≥k. We consider the casesk > 0 andk = 0 separately.
. By applying thisk − 1 times one observes that h m ∈ F 2 (t)\F 2 (t). Ifk = 0 then Corollary 3.5. For g ≥ 3 a generic hyperelliptic curve over F 2 of genus g and 2-rank zero is not supersingular. Moreover, dim
Proof. For every g ≥ 3 we may write g = 2 h +d for some h ≥ 2 and −1 ≤ d ≤ 2 h −2. By Theorem 3.2 and Proposition 3.4, any supersingular hyperelliptic curve of genus g can be given by an equation of the form (6) with c 1 = c 2 h+1 −1 = 0. If g = 2 h+1 −2 then we also have c 3·2 h −1 = 0. For g = 2 h+1 − 2 (respectively, g = 2 h+1 − 2) there are only g − 2 (respectively, g − 3) non-zero coefficients left.
Hyperelliptic supersingular curves of low genera
In this section we exhibit 2-parameter families of hyperelliptic supersingular curves of genus 4, 5 and 6. The numbers of moduli are all equal to 2 by Proposition 3.4 and hence Theorem 1.2 follows immediately.
Let notations be as in previous sections. Proof. The given curve is of the form in (1) hence supersingular. By Proposition 3.4 every genus-4 hyperelliptic curve of 2-rank zero has an equation y 2 + y = x 9 + c 7 x 7 + c 5 x 5 + c 3 x 3 for some c i ∈ F 2 , which is not supersingular if c 7 = 0 by Theorem 3.2. Proof. The given curve is supersingular since it is covered by a supersingular curve y 2 +y = x 33 +c 3 x 9 +c 1 x 3 as in (1) . Conversely, let C be a genus-5 hyperelliptic curve of 2-rank zero. By Proposition 3.4 it has an equation y 2 + y = x 11 + c 9 x 9 + c 7 x 7 + c 3 x 3 + c 1 x over F 2 . Suppose it is supersingular. Then c 7 = 0 by Theorem 3.2. We checked with a computer that c(7, 2 5+2(7−1) − 4) ≡ 2 6 a 4228 9
+ a 7 v mod 2 7 for some polynomial v in a 7 and a 9 . Thus C is supersingular also implies that c 9 = 0.
