Abstract. We study the ring generated by the Chern classes of tautological line bundles on the moduli space of parabolic bundles of arbitrary rank on a Riemann surface. We show the Poincaré duals to these Chern classes have simple geometric representatives. We use this construction to show that the ring generated by these Chern classes vanishes below the dimension of the moduli space, in analogy with the Newstead-Ramanan conjecture for stable bundles.
Introduction
Let G be a compact Lie group with maximal torus T , let Σ g be a compact, connected, oriented 2-manifold of genus g, and let p ∈ Σ g . For t ∈ T , let R g (t) = {(A 1 , . . . , A g , B 1 , . . . ,
(where ∼ denotes conjugacy in G). The fundamental group π 1 (Σ g \ {p}) can be presented by generators a 1 , . . . , a g , b 1 , . . . , b g , c with the relation
, where c can be thought of as representing the boundary curve of a small disc containing p; we choose such a set of generators. Then R g (t) = {ρ ∈ Hom(π 1 (Σ g \ {p}), SU (N ))|ρ(c) ∼ t}, G acts on R g (t) by conjugation, and S g (t) = R g (t)/G is the space of characters of the fundamental group of Σ g \ {p} in G where the conjugacy class of the image of c is fixed. When t = e, we get the moduli spaceS g = Hom(π 1 (Σ g ), G)/G of flat connections on Σ g . Take t = ξ ∈ Z(G) to be in the centre of G. In particular, take G = SU (N ) and ξ = e 2πik/N I ∈ Z(G), where (k, N ) = 1. Then the space
is the moduli space of flat connections on a principal G-bundle over Σ g . If we equip Σ g with a conformal structure, then S g (ξ) acquires a Kähler structure as a moduli space of stable rank N vector bundles, of degree k and fixed determinant, over the corresponding Riemann surface. In this case, the following generalisations of the Newstead-Ramanan conjecture have been established: Theorem 1.1 ( [31] ). The Chern classes of S g (ξ) vanish above degree N (N − 1)(g − 1).
Theorem 1.2 ([7]
). The ring generated by the Chern classes of the vector bundle associated to R g (ξ) → S g (ξ) via the standard representation of SU (N ) on C N vanishes in dimension strictly greater than 2N (N − 1)(g − 1). Let a 2 , . . . , a r be the Chern classes of the vector bundle associated to R g (ξ) via the standard representation of SU (N ) on C N . Earl shows in [6] that the Pontryagin ring of S g (ξ) is contained in the subring of H * (S g (ξ)) generated by the a i , and so Theorem 1.2 implies Theorem 1.3 ( [7] ). The Pontryagin ring of S g (ξ) vanishes in dimension strictly greater than 2N (N − 1)(g − 1).
For some other references on this subject, see [1, 2, 3, 4, 5, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 32, 34, 35, 36] .
We now take t to be a generic element of T : Definition 1.4. Let t 1 , . . . , t N ∈ (0, 1) be such that t 1 + · · · + t N ∈ Z, but the sum of any proper nonempty subset of the t j is not an integer, and let t = Diag(e 2πit 1 , . . . , e 2πit N ) ∈ T .
Consider
Again, G acts on R g (t) by conjugation; in this case, S g (t) = R g (t)/G is a moduli space of rank N vector bundles over Σ g with parabolic structure at the marked point p.
Consider the torus bundle V g (t) → S g (t) given by
We will denote this representation of T by C (ij) , and its weight by
is a circle bundle, and
We will sketch here the proof of Theorem 1.5 found in [33] , as the purpose of this paper is to extend this technique to arbitrary rank. The idea is to find explicit geometric cycles Poincaré dual to the Chern class c 1 (V g (t)). For 1 ≤ i ≤ g, consider the sections s A i of L 12 → S g (t) induced by the equivariant maps
where the subscript 12 denotes the (1, 2) matrix entry. These sections s A i vanish on the cycles
Define sections s B i and cycles D(B i ) similarly, and consider the intersection
This is the image in S g (t) of the set of elements (A 1 , . . . , A g , B 1 , . . . , B g ) ∈ V g (t) with the matrices
The purpose of this paper is to generalise this result to G = SU (N ). Our theorem is Theorem 1.6. For 1 ≤ i, j ≤ N and i = j, let k ij be nonnegative integers. Then the cohomology class
Theorem 1.6 above says that monomials in the c 1 (L ij ) vanish in degree r for r ≥ 2gN (N −1)−2N +4, which is well below the dimension of S g (t).
The proof uses the same technique as [33] but the combinatorics of the intersections is much more complicated; we illustrate it here for the case G = SU (3).
For 
is the image in S g (t) of the set of elements of V g (t) where (A m ) 12 = (A m ) 13 . But any monomial in the c ij of degree at least 6g − 1 may be written using the relations (2) as a sum of monomials containing at least one such factor, and thus Proposition 1.8. Let G = SU (3). Then any monomial in the Chern classes of the L ij of degree at least 6g − 1 vanishes.
The generalisation of this argument to higher rank requires more careful attention to the combinatorics and algebra of possible monomials.
Combinatorial Preliminaries
We fix an integer g ≥ 2; in the geometric application this is the genus of the 2-manifold Σ g .
Notation.
For any set X, we will denote by X (2) the set of 2-element subsets of X. Lemma 2.1. Let X and Y be finite sets with |X| = n ≥ 3 and |Y | ≥ n(n − 1)g − n + 2, and let f : Y → X (2) be a function. Then there exists z ∈ X such that |f −1 ((X \ {z}) (2) 
Proof. For x ∈ X, let Q x denote the set (X \ {x}) (2) . Suppose there is no z for which |f −1 (Q z )| ≥ (n − 1)(n − 2)g − n + 3. So for each x ∈ X, |f −1 (Q x )| ≤ (n − 1)(n − 2)g − n + 2, and thus
But each element {u, v} ∈ X (2) is contained in exactly n − 2 of the sets
This is a contradiction, so such a z must exist. 
Since A, and hence C, are unitary, the vectors v i form a basis for C N −h , and u i · v j = 0 for all i, j. Hence each of the u i must be zero, so the matrix C is block diagonal. Hence A ji = 0 for all (i, j) ∈ B. Thus the condition A ij = 0 for all (i, j) ∈ B implies that A is block diagonal, with blocks of size h and N − h, up to reordering of basis elements.
Algebraic Preliminaries
Let X be a finite set.
, where we adjoin variables x ij for all ordered pairs (i, j) with i, j ∈ X and i = j.
We will need the following lemmas.
Lemma 3.2. Suppose |X| = n ≥ 3, and let p ∈ Q[x ij ] be a monomial of degree at least n(n − 1)g − n + 2. Then there exists some z ∈ X such that if we factor p as p = qr, where q ∈ Q[{x iz , x zi |i ∈ X \ {z}}] and r ∈ Q[{x ij |i, j ∈ X \ {z}, i = j}] are monomials, then r has degree at least (n − 1)(n − 2)g − n + 3.
ij . Let Y ij be disjoint sets with |Y ij | = d ij , for each pair (i, j) with i, j ∈ X and i = j. Let Y = ∪Y ij . We have
Consider the function f : Y → X (2) given by f | Y ij = {i, j}.
for all {i, j} ∈ X (2) . By Lemma 2.1, there exists z ∈ X with
and so deg(r) ≥ (n − 1)(n − 2)g − n + 3.
Lemma 3.3. Let z ∈ X and let w, h ∈ N with w + h = |X| − 1. Let η ∈ Q[{x zi |i ∈ X \ {z}}] be a monomial of degree at least |X|(|X|−1)g−|X|+2−2gwh. Given a partition X \{z} = {e 1 , . . . , e h }⊔ {f 1 , . . . , f w }, factor η as η = η h η w , with
Then either the degree of η h is at least gh(h+1)−h+1, or the degree of η w is at least gw(w+1)−w+1.
Definition 3.4. Let I ⊂ Q[x ij ] be the ideal generated by x ij + x ji and x ij + x jk + x ki , for all triples of distinct elements i, j, k ∈ X. Let R = Q[x ij ]/I be the quotient of Q[x ij ] by this ideal.
Note that the quotient preserves the grading by degree. If ζ ∈ Q[x ij ] we will write [ζ] for its image in R.
Lemma 3.5. Let ξ ∈ Q[x ij ] be a monomial, and let z ∈ X. Then there exists a homogeneous polynomial η ∈ Q[{x zj |j ∈ X \ {z}}] of the same degree as ξ such that
, and the degree of each term of η is equal to the degree of ξ. ] ∈ R is of the desired form. Now suppose |X| = n ≥ 3. Let ζ ∈ Q[x ij ] be a monomial of degree d ≥ n(n − 1)g − n + 2. By Lemma 3.2, there exists z ∈ X such that if we factor ζ as ζ = qr, where q ∈ Q[{x iz , x zi |i ∈ X \ {z}}] and r ∈ Q[{x ij |i, j ∈ X \ {z}, i = j}] are monomials, then the degree of r is at least (n − 1)(n − 2)g − n + 3.
By the inductive hypothesis, for each block C ⊂ (X \ {z}) × (X \ {z}) we can find a monomial
and so
It suffices to show that each nonzero monomial in the sum can be written as a sum of terms having the desired form. For each C with θ C = 0, consider
This is a monomial of degree d ≥ n(n − 1)g − n + 2. Suppose the block C is given by
where h, w ≥ 1 and X \ {z} is the disjoint union X \ {z} = {e 1 , . . . , e h } ⊔ {f 1 , . . . , f w } (so w + h = n − 1). By Lemma 3.5, we can find a homogeneous polynomial p 1 + · · · + p m , where p 1 , . . . , p m are monomials in Q[{x zj |j ∈ X \ {z}}], such that
Again, it suffices to show that each monomial in the sum can be written as a sum of terms having the desired form, so consider   p
where p ∈ {p 1 , . . . , p m }. Note that
Factor p as p = p h p w where p h ∈ Q[{x ze i |1 ≤ i ≤ h}] and p w ∈ Q[{x zf j |1 ≤ j ≤ w}] are monomials. By Lemma 3.3, either deg(p h ) ≥ gh(h + 1) − h + 1 or deg(p w ) ≥ gw(w + 1) − w + 1; without loss of generality we assume the former. By the inductive hypothesis, for each block D ⊂ {e 1 , . . . , e h , z} × {e 1 , . . . , e h , z} we can find a monomial φ D ∈ Q[{x ij |i, j ∈ {e 1 , . . . , e h , z}, i = j}] such that
For each D, consider the monomial
Observe that C ∩ D = ∅, and so
We may assume D = {e σ(1) , . . . , e σ(d) } × {e σ(d+1) , . . . , e σ(h) , z},
We have shown that [ζ] has a representative in Q[x ij ] that is a sum of monomials of this form, i.e.
Proof of the main theorem
Definition 4.1. Suppose u ∈ {a 1 , . . . , a g , b 1 , . . . , b g } is one of the chosen generators of π 1 (Σ g \ {p}), and define maps
for each pair (i.j) with 1 ≤ i, j ≤ N and i = j. These maps f ij u are T -equivariant since T acts on the matrix entry (ρ(u)) ij with weight χ ij . These maps then induce sections
Let D ij u be the image in S g (t) of the subspace {ρ ∈ V g (t)|(ρ(u)) ij = 0}. Then the section s To prove Theorem 1.6, we will show that intersections of certain sets of these subspaces D ij u are empty, and conclude that the corresponding polynomials in the Chern classes c 1 (L ij ) are zero. This is the same technique that was used in [33] . 
The section σ is nowhere zero, so the Euler class e(E) = 0. Since c m (E) = e(E), the top Chern 
Then ζ = 0.
Proof. Consider the sections s
By definition, D is the image in S g (t) of the set of homomorphisms ρ ∈ V g (t) such that the (i, j) th entry of ρ(u) is zero for all (i, j) ∈ B and all u ∈ {a 1 , . . . , a g , b 1 , . . . , b g }. Suppose ρ ∈ D. By Remark 2.4, we can find a permutation σ of [N ] such that the matrices
for u ∈ {a 1 , . . . , a g , b 1 , . . . , b g } are all block diagonal with blocks of size h and N −h. So
is also block diagonal with blocks of size h and N − h, and each block has determinant equal to 1. Let E ∈ SU (N ) be a product of elementary matrices representing this permutation σ of basis elements, so that ρ(u) = E † Φ(u)E for all u ∈ {a 1 , . . . , a g , b 1 , . . . , b g }.
In particular, the matrix EtE † is obtained from t ∈ T by permuting the diagonal entries. Then
] is a diagonal matrix where the first h diagonal entries have product equal to 1. But this is impossible because for ρ ∈ V g (t) we chose t = ρ(c) such that no h of its diagonal entries could have product equal to 1 (see Definition 1.4). Hence the set D of such ρ is empty. 
