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Аннотация
В задачах идентификации изображений используются различные подходы, когда изображение зашумлено и имеется малая 
выборка наблюдений. В статье рассматриваются непараметрические методы распознавания и идентификации, основанные на 
свертке изображений, что позволяет сворачивать изображения, проводить субдискретизацию необходимое число раз. Причем 
скорость идентификация изображения достаточно высокая, а размерность данных понижается использованием весовых 
коэффициентов сверточных слоев. При этом размерность вычислений снижается значительно.
Ключевые слова: изображение, идентификация, малая выборка, обработка изображения, непараметрические методы, 
свертка.
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Abstract
In the problems of image recognition, various approaches are used when the image is noisy and there is a small sample of observations. The 
article discusses nonparametric recognition methods and methods based on convolution of images, which allows you to collapse images, 
to perform downsampling as many times as necessary. Moreover, the image recognition speed is quite high, and the dimensionality of 
the data is reduced using the weighting coefficients of the convolutional layers. In this case, the dimension of the calculations is reduced 
significantly.
Keywords: image, recognition, small sampling, image processing, nonparametric methods, convolution.
ВВЕДЕНИЕ
В задачах идентификация изображений в условиях 
малых выборок наблюдений и при неравномерности 
распределения, наличии помех или шумов сталкиваются 
с проблемами устранения помех и максимального 
распознавания и идентификация объектов изображений. 
При этом основными показателями являются 
устойчивость алгоритмов при наличии аппликативных 
помех (зашумленность изображения в результате 
затенения объекта, наличие пораженных участков) в 
условиях малых выборок наблюдений и отсутствии 
априорных данных, когда применение лаплассовского 
принципа затруднительно или невозможно. Например, 
в работах [1-3] рассмотрены вопросы применения 
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подходов преодоления проблемы малого количества 
выборок применением методов снижения размерности 
и адаптивных алгоритмов непараметрической 
идентификации, методов дискриминантного анализа [2-
3].
Следует разделять проблемы на задачи с жесткими 
ограничениями при малых выборках, но с наличием 
достаточного количества эталонных изображений 
и задачи классификации изображений при малых 
выборках, но с большой размерностью и наименьшим 
количеством эталонных изображений.
Цель данной работы сравнить применение оконных, 
непараметрических методов со свёрточными методами в 
задачах идентификация изображений в условиях малых 
выборок наблюдений.
Постановка задачи
Использование контуров широко распространено в 
задачах совмещения пары изображений или изображения 
с векторной моделью (например, картой местности 
или чертежом детали), описание формы объектов 
или областей по их контурам, например, с помощью 
методов математической морфологии [4], для решения 
задачи стереоскопического зрения. Контурные или 
пространственные представления также служат основой 
для построения структурных описаний изображений. 
Если сравнивать контурные методы такие как 
метод бинаризации Оцу; детекторы границ Робертса, 
Превитта, Собеля, Кенни Лапласа, Киреш, Робинсона, 
то по скорости обработки они имеют отличия. Так, 
среди указанных методов построения градиентного 
поля полутонового изображения алгоритм оператора 
Кенни выполняет процедуру сегментации за рекордно 
короткое время 0,010сек., а сегментация на основе 
метода бинаризации Оцу осуществляется за 0,139 сек. В 
среднем сегментация с помощью операторов Робертса, 
Собеля, Лапласа, Превитта, Кенни, составляет 0,0158сек. 
Есть отличия по результатам проводимой сегментации. 
Пусть математическая модель исходного 
изображения представляет собой двумерную 
дискретную последовательность , 1,N j M=  вида:
, , ,i j i j i jX S η= + , 1,i N= ,  1,j M= ,       (1)
где ,i jS  – полезная двумерная составляющая 
(исходное неискаженное изображение);  ,i jη  – 
аддитивная шумовая составляющая; N – количество 
строк; M – количество столбцов двумерного массива 
изображения. Изображение ,i jX  высотой N с шириной 
M в пикселях [5].
Задача построения сегментированного изображения 
позволяет удалить часть помех, усредняя или 
сглаживая гистограмму, и получая значения яркости на 
границах объектов изображения. В данном случае был 
использован метод произвольного выбора значений 
яркости с помощью окна размером 3×3. 
Все контурные методы, рассмотренные выше, 
относятся к пространственным и могут быть описаны 
выражениями вида [4]
( ) ( ),, [ , ]m i jI x y T I x y= ,                            (2)
где ( ), ,i jI x y  — входное изображение, ( ),mI x y  
— обработанное изображение, а T — оператор над ,i jI  
определенный в некоторой окрестности точки (x, y). 
Оператор T может быть применим к одному изображению 
и используется для вычисления средней яркости по 
окрестности точки (пикселя).  Окрестность элементов в 
виде 3×3, или 4×4, получила название ядра или окна, а 
сам процесс пространственной фильтрации. Поскольку 
наименьшая окрестность имеет размеры 1×1, g зависит 
только от значения ,i jI  в точке (x, y), и T в уравнении (2) 
становится функцией градационного преобразования, 
также называемой функцией преобразования яркости 
или функцией отображения, имеющей вид
s =T(r ),                                       (3)
где r и s  переменные, обозначающие соответственно 
значения яркостей изображений ( ), ,i jI x y   и ( ),mI x y  
в каждой точке (x, y). На основании (2) и (3) обработаны 
изображения, приведенные на рис 1(a,b).
В процессе пространственной обработки 
изображения после этапа яркостных преобразований, 
выделения контуров, как правило, следует процесс 
фильтрации. При этом подразумевается выполнение 
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операций над каждым элементом или пикселем. Схема пространственной фильтрации может быть представлена 
как перемещение маски или окна по каждому элементу изображения (рис.1). Надо отметить, что пространственные 
фильтры более гибкие, чем частотные фильтры.
Представляя маску в виде матрицы размером 3×3, каждый коэффициент маски имеет следующий вид:
Рис. 1 Элементы области изображения
Отклик g (x, y) в каждой точке изображения есть сумма произведений
( ) ( ) ( ), , ,g x y w s t f x y= ×
                                                                        (4)
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
, 1, 1 1, 1 1,0 1, 1,1 1, 1
0, 1 , 1 0,0 ( , 0,1 , 1
1, 1 1, 1 1,0 1, 1,1 1, 1
g x y w f w f x y w f x y
w f x y w f x y w f x y
w f x y w f x y w f x y
= − − − − + − − + − − + +
+ − − + + + +
+ − + − + + + + +
Изображение размером M×N, маска m×n или 3×3, 
фильтрация с учетом (4) имеет вид
( ) ( ) ( ), , ,
a b
s at b
g x y w s t f x s y t
=− =−
= + +∑∑ ,           (5)




m na b− −= =  .
В работе проводилась обработка изображения и 
получены значения g(x, y) в каждой точке изображения 
размером 274*522. Процесс свертки изображения занял 
не более 0,3 сек. Недостатком этого метода является 
появление нежелательных эффектов, то есть неполная 
обработка изображения, когда края изображения 
остаются необработанными вследствие нелинейной 
комбинации весовых коэффициентов маски. Добавление 
нулевых элементов на границе изображения приводит к 
возникновению полос.
Проведение эквализации гистограммы аналогично 
усреднению значений элементов по окрестности 
покрытой маской фильтра, так называемый метод 
скользящего окна. Он заключается в определении 
размера маски фильтра m×n, для которого вычисляется 
среднее арифметическое значение каждого пикселя [3]
( ) ( )1, ,
a b
s at b
g x y g x y
mn =− =−
= ∑∑
               (6)
Если посмотреть результат фильтрации в частотной 
области, то совокупность весовых коэффициентов 
представляет собой двумерную импульсную 
характеристику. Такой фильтр будет КИХ-фильтром с 
конечной импульсной характеристикой (finite impulse 
response), если область ( ),g x y  конечна  и импульсная 
характеристика имеет конечную длину. В противном 
случае импульсная характеристика имеет бесконечную 
длину и фильтр будет БИХ-фильтром (infinite impulse re-
sponse). Однако в данной работе такие фильтры 
рассматриваться не будут [6].
Выполняя фильтрацию оконными методами 
вычисляется корреляция, но если повернуть фильтр на 
180 градусов, то производится свертка изображения 
[4,7].
В том случае, когда изображение сильно зашумлено, 
имеется малая выборка и применение вышеуказанных 
методов не дают результатов для его обработки, 
рассмотрим применение непараметрических методов.
Обработка изображения непараметрическими 
методами
Необходимо выделить объекты в условиях наличия 
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шумов. Рассмотрим выборку методом  окна Парзена [8]. Поскольку распределение объектов в изображении сильно 
неравномерно применяя метод Парзена будем использовать окно переменной ширины c решающим правилом [1] 
( ) ( )
1
,
, , , arg max [ ]
l
il
y iy y i
x x







= ≡  
 
∑
,                                              (7)
( )( )1, kh x xρ +=
,
, , 1,i jX i N= , оценкой плотности вида
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K(z) – произвольная четная функция ядра или окна 
шириной h, не возрастает и положительное на отрезке 
[0,1] с весом
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K z z= <
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При малом размере выборки матрица параметров 
двумерного распределения становится сингулярной, а 
при малых значениях ширины окна данный метод 
сводится к методу k-ближайших соседей [1], который 
имеет свои особенности такие как зависимость от 
выбранного шага и неустойчивость к погрешностям. 
При этом возникает необходимость наложить условия на 
плотность распределения ( ),y hp x , функцию и ширину 
окна. Соответственно растет объем данных [2] в наборе 
изображений. Однако подобную задачу можно решить 
методами понижения размерности или методами 
дискриминантного анализа [2]. При этом для сокращения 
объема набора данных используют внешнюю базу 
данных изображений. Тогда значительно упрощается 
задача построения классификатора [1,7,9, 10] и задача с 
минимальной выборкой и наименьшим количеством 
эталонов, сводится к задаче с минимальной выборкой, 
которую решают непараметрическими методами.
При наличии больших наборов данных требуется 
эффективный механизм поиска соседних точек 
ближайших к точке запроса, поскольку выполнение 
метода, в котором вычисляется расстояние до каждой 
точки, занимает слишком много времени. Предложенные 
методы, позволяющие повысить эффективность этого 
этапа, были основаны на предварительной обработке 
обучающих данных. Вся проблема заключается в том, что 
методы максимального правдоподобия, k- ближайших 
соседей или минимального расстояния, не достаточно 
хорошо масштабируются с увеличением количества 
размерностей пространства. Альтернативным подходом 
в решении подобного рода задач выступают свёрточные 
(Convolutional methods) и гистограммные методы [9-10]. 
Применение метода свертки в задаче распознавания 
изображений 
Для дискретных двумерных переменных AиB 
следующее уравнение определяет сверткуAиB
( ) ( ) ( ), , 1, 1 ,
p q
C j k A p q B j p k q= − + − +∑∑
p и q получают все значения с индексами A (p, q) и B 
(j-p + 1, k-q + 1).
Преобразуем цветное изображение в вектор-столбец, 
при этом выделим все красные, синие и зеленые пиксели, 
столбец за столбцом (рис.2) [11].
Имея 10-мегапиксельный снимок с цифровой 
камеры, получаем вектор длиной 30 миллионов 
элементов. Производя умножение 30 миллионов на еще 
30 миллионов чисел занимает много времени. Однако, 
нужно сделать это 30 миллионов раз, поскольку один 
вектор длиной 30 миллионов должен скользить вдоль 
других 30 миллионов элементов. Вектор проходит один 
элемент за один раз. Таким образом, нужно сделать 
триллионы вычислений. Все это требует огромных 
вычислительных затрат [12-13].
Для уменьшения объемов вычислений воспользуемся 
алгоритмом свертки, приведенным на рис. 4. Здесь 
послойно обрабатывается изображения, но в качестве 
характеристик используются весовые коэффициенты, 
строится карта признаков.
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Рис. 2 Выделение каналов rgb
Рис. 3 Построение карт признаков.
Рис.4 Алгоритм свертки изображения.
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Пусть дано изображение (1) в форме матрицы X (1) 
и W(4) - матрица  весов, называемая ядром свёртки с 
центральным элементом- якорем.
Первый слой является входным. Он принимает на 
вход трехмерный массив, который задает параметры 
поступившего изображения.
F=m × n × 3,
где F – размерность входного массива данных, m 
× n – это размер изображения в пикселях, «3» – это 
размерность массива, кодирующего цвет в формате 
RGB [11, 13]. Входное изображение «сворачивается» 
с помощью матрицы W (Рис.3,4) в слое 1, при этом 
формируется карта признаков. 
Операция свертки определяется выражением 
5
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( ) ( ), , ( 1 , 1
1 1
( , ),    
K K
i j s t i s j t
s t
y w x − + − +
= =
=∑∑
        (11)
где ,s tw - значение элемента ядра свертки в позиции 
(s,t), ,i jy   - значение пикселя выходного изображения, 
( ) ( )( 1 , 1i s j tx − + − + - значение пикселя исходного изображения, 
K - размер ядра свертки [14].
После первого слоя получаем матрицу 28×28×1- 
функцию активации или карту признаков, то есть 784 
значения. Далее полученная в слое 1 матрица проходит 
операцию субдискретизации (пулинга) с помощью окна 
размером -k×k. На этапе субдискретизации сигнал имеет 
форму:
( )( ), ,  max ,i j ik s jk ty x + +=           (12)
где y(i,j) – это значение пикселя выходного 
изображения, ( )( ),  ik s jk tx + + - значение пикселя исходного 
изображения. И так далее до выходного слоя [15,16]. 
 Чередование слоев свёртки и субдискретизации 
(пулинга) производится для обеспечения извлечения 
признаков при достаточно малом количестве 
тренируемых параметров [17-19].
ЗАКЛЮЧЕНИЕ
В данной работе предложено использование 
алгоритмов непараметрического анализа в сравнении 
с алгоритмами свёртки, которые показали хорошие 
результаты  по качеству обработки изображений. 
Методы свертки при анализе экспериментальных данных 
показали, что объем вычислений увеличивался с ростом 
размера изображения. Чем больше размер изображения, 
тем больший объем вычислений необходимо было 
выполнить. Непараметрические методы показали 
несколько хуже результат, однако их применение 
показано при отсутствии априорной информации вида 
функции случайной величины, зависящей от набора 
параметров и их оценок.
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