In the classical (Capacitated) Vehicle Routing Problem (CVRP) we seek to use a fleet of trucks to deliver goods to customers at minimal cost, and customers' requests must be fulfilled in a single visit. In the Split Delivery Vehicle Routing Problem (SDVRP), we are allowed to visit a customer multiple times to fulfil their demand. In this paper, we study a variant of SDVRP where customers have to be served over a multi-period horizon, and each customer may require service on one or more days. We consider the possibility of splitting a request not only between vehicles on the same day but also across consecutive days. The objective is to find a set of routes for each day of the planning horizon so that the total travelling cost is minimised, and the total amount delivered meets customers' demand. We show that this MultiDay version of SDVRP is structurally different to the usual SDVRP. We also consider a Fleet Size and Mix variant of the problem, where a fixed cost for using a vehicle at all during the horizon is added to the objective function. We propose a Mixed Integer Linear Programming approach to solve the Multi-Day SDVRP, together with some valid inequalities to enhance it. Furthermore, we develop a large neighbourhood search-based heuristic which provides upper bounds for the proposed mathematical formulation, which proves effective in reducing solution times. We present a theoretical study of the problem, extending some known properties of the VRP with split deliveries, and an extensive computational analysis aimed at studying the strengths and weakness of the proposed strategy.
Introduction
In the classical Vehicle Routing Problem, we wish to provide goods or a service to a set of customers using a known fleet. The planning horizon is usually a single day. The quantities to be delivered to the set of customers is given as input, and the goal is to find a set of routes that minimises the routing cost. One particular variant involves considering a longer planning horizon that can comprise several days, and up to a month. 1 In practice, there are situations where a certain flexibility on the delivery dates is possible. For example, it might be convenient for the transport company to partially fulfil an order on the requested day (to ensure the customer has sufficient stock) but return the next day to complete fulfilment. In these cases it is of interest to investigate the possible savings that could come from considering the delivery dates, and possibly the quantities delivered, as additional decision variables.
Situations where there is total freedom on when and how much to deliver, within constraints on customers' inventory level, are usually modelled by a class of problems called Inventory Routing Problems (IRPs). On the other hand, problems where we can choose the frequency of visits but not the quantity to be delivered (which could be fixed or maybe not even relevant) are named Periodic Routing Problems (PRPs). We will show that our approach falls in some way between these two well-studied problems.
IRPs and PRPs are well known and have received considerable attention by researchers in the past years. However, it is not always possible to combine the inventory management and routing aspects. The responsible actors for transportation, and for inventory management, might not coincide. Communication between the two actors may be hard, due to difficulties on data sharing. Or it may be that the actors would not benefit equally from an integrated system. The result is that in practice, routing and inventory management are often optimised independently.
The real-world problems that motivate this study arise in long-haul grocery delivery, and fuel delivery problems. In these contexts, customers place orders up to two weeks in advance, nominating a delivery quantity, and a desired delivery date. A transport company fulfils these orders, but does not have access to rates of demand for the product, nor the customer's capacity to hold goods. Now consider the following: we have customers A and B, located relatively close together. Vehicles do not have sufficient capacity to visit both A and B together, but could partially fulfil A after visiting B. The remainder of customer A's demand could then be delivered the next day. So long as the amount initially delivered to A was sufficient to avoid a stock-out, such a solution may lead to reduced costs for the transport company (which could then be partially returned to the customers, to compensate for inconvenience). The motivation for this study was to look at how much such a solution may be able to save.
In both our root problems, customers need to be visited several times in a week, if not all days. If a customer is already accepting split deliveries on a single day, the idea of splitting a request across consecutive days would appear viable. Indeed, in many applications, e.g. fuel delivery, it is unlikely that the whole amount requested is consumed within a day, although it is required that a minimum percentage is delivered on the day of request so that stock-outs are avoided. Some companies already implement this strategy. If customers require service on consecutive days, splitting a delivery would not even imply more visits than already scheduled, but only an adjustment in the quantities delivered. Moreover, if the customer locations exhibit a degree of clustering-as we observed in our problem-inserting an additional customer visit in a day plan, would not be costly, and might actually reduce the overall routing cost. Following the idea presented in [15] we implement constraints on minimum delivery amounts. Namely, both a single delivery to a customer, and the total delivery on the day of request, have to be greater than fixed percentages of the customer's demand. The addition of these constraints stems from practical considerations. Given that a visit has an intrinsic cost (due to paperwork, service time) it is not practical to visit a customer many times. Moreover, as said before, to avoid stock-outs, we impose the constraint that a certain proportion is delivered on the day the order was requested. We name this problem Multi-Day Split Deliveries VRP (MDS-DVRP).
The MDSDVRP can be seen as an extension of the Split Deliveries VRP (SDVRP). A multi-day planning horizon might be reformulated as an SDVRP with disjoint time windows on requests (representing the different delivery days); but this would not be able to represent the shifting of demand across days. Alternatively, one could introduce several copies of the same vehicles and add compatibility constraints to model the multi-day structure. However, this would again not capture the ability to shift demand across days. The possibility of splitting a delivery over days introduces a new degree of complexity not present in the SDVRP. In particular, this difference is reflected in the fact that some properties proven to be valid for optimal solutions of SDVRP do not hold for the MDSDVRP, as we show in Sect. 4 .
The contribution of this paper is fourfold: first, we propose a new problem model that integrates inventory management and vehicle routing. We consider some well known theoretical properties of optimal solutions of SDVRPs and we extend them, or show they are no longer valid, to optimal solutions of MDSDVRPs. We then propose a mathematical programming formulation for the problem, together with a simple heuristic that is used to warm start the solution process. Finally, we present an extensive experimental analysis of the proposed model aimed at quantifying the savings introduced by allowing split deliveries over days. We also focus on the impact that different features of an instance have on the possible savings.
The rest of the paper is organised as follows: in Sect. 2 we review the literature related to the MDSDVRP. In Sect. 3, we introduce the problem formally. In Sect. 4, we extend the theoretical properties valid for the SDVRP. In Sect. 5, we propose a mathematical formulation for the problem and the solution method. In Sect. 6, we present our experimental analysis. We give some conclusions in Sect. 7.
Literature review
The problem studied in this work is closely related to the one proposed in [3] . Here the authors study a similar problem, that they name Multi-Period VRP with Due dates (MVRPD). Namely, they consider the possibility of choosing the delivery date for each customer within a window of a few days. However, the delivery cannot be split between different vehicles. An inventory cost for holding the products in a central depot is considered. They analyse the impact this flexibility has on the routing cost, showing that it can reduce it substantially. Their work is at a theoretical level and aims at exploring the advantages such a strategy presents.
As mentioned in the introduction, two broadly related areas of research are the Inventory Routing Problem and the Period Routing Problem. The former is more general, in that we have complete freedom on the choice of when and how often to serve customers. Usually a "consumption rate" for each customers is available, and stock-outs at customers are forbidden or penalised. The problem with this approach is that it might be difficult to apply in real-world scenario, as it requires complete control over the customers' inventory level, and also some form of knowledge of the rates of consumption. However, if such a deep integration of the inventory management and routing aspects is feasible, the possible savings are substantial [1] . In [1] the authors review the status of research on problems aiming at combining inventory management and routing, highlighting the gaps between industry and research. The authors identify the conditions under which an integration can be feasible and beneficial. However, they note that in industry, the inventory and routing aspects are still often treated separately. The IRP constitutes a very challenging problem, even beyond the problems of application mentioned here. In [10] the authors present a more academic and theoretically oriented survey which aims at complementing the industrial point of view presented in [1] .
In the Periodic Routing Problem (PRP) a customer may request to be served one or more times in the planning period. The possible set of patterns of visit is predefined for each customer. Therefore, the PRP models the situation where customers request a certain frequency of service, with the flexibility of choosing the precise days of service. Unlike the problem studied here, the customers determine the service frequency and the quantities to be delivered. An extensive survey on the PRP and its extensions can be found in [14] . For a recent review on exact methods and heuristic approaches we refer the reader to [21] .
In terms of flexibility, the MDSDVRP lies between the IRP and PRP. The freedom of scheduling decisions allowed in the MDSDVRP is not as general as in the IRP, and clearly different from the decisions considered in the PRP. In the IRP, the focus is on minimising the routing and inventory cost while assuring there is no stock-out at any customer at any time. In the MDSDVRP, the inventory costs are ignored, and there is more flexibility in the routing: we only require that a certain percentage of the demand be delivered by the day of the request. The situations modelled in the MDSDVRP and the PRP clearly differ. The clearest difference is that in the latter there is no possibility of deciding the portion of demand to be delivered. Two other key aspects of our formulation are:
• we consider splitting deliveries on a single day;
• we include, optionally, a fleet size aspect in the problem.
Before presenting the problem in detail, we briefly review the literature on these two features. We note that both are not common in the IRP and very rare in the PRP.
In the SDVRP, a customer can be visited by more than one vehicle. Hence the SDVRP is a generalisation of the classical CVRP. It was first presented in [12] and since then it has received a lot of attention in the research community. An extensive survey presenting exact methods, heuristics and applications can be found in [5] . We refer the reader to references therein. It has been shown that allowing split deliveries can lead to a reduction of up to 50% of the routing cost. This and other properties are presented and proven in [4] . In Sect. 4, we extend, or show they no longer hold, those properties with respect to the MDSDVRP. We consider a particular version of the SDVRP named Split Deliveries VRP with Minimum Amount constraints (SDVRP-MA), which was introduced in [15] . This formulation adds constraints to the SDVRP requiring that a vehicle must delivery at least a minimum percentage of the demand if it visits a customer. This seeks to avoid excessively splitting a customer's request, creating visits that deliver very small amounts of demand, as this is not desirable in real applications.
We consider, in parallel to the standard case, a fleet size variant of the problem. More generally, the fleet size and mix problem is a standard extension of the classical CVRP where a set of different vehicles types is given as input and the size and composition of the fleet become decision variables of the problems. It is generally called Heterogeneous or mixed Fleet VRP (HVRP), but it also known as Fleet Size and Mix VRP. The literature on this field is very broad, but its main focus is on single-day problems. We refer to [8, 21] for a detailed survey on the HVRP. An survey oriented to industrial problems can be found in [17] . Fleet design problems over a long planning horizon are more generally surveyed in [9, 17] . Since we consider an homogeneous fleet, our problem is a special case of the HVRP. However, this is enough to show that the strategy proposed has an impact on the fleet.
Problem definition
We consider a multi-day planning horizon. We denote by h the number of days, and by H = {1, . . . , h} the planning horizon. We are given n customers, each of which requires service on a (different) subset of days of H . We denote the set of requests by C. Hereinafter we identify customers with requests. Therefore, two customers in C might share the same location, as they are originated from two different requests of the same original customer. We denote by q i the demand of customer i ∈ C. The depot is denoted by 0. Travelling between two customers i and j incurs in cost c i j . We assume that the distance matrix is symmetric and satisfies the triangular inequality. The assumption on symmetry can be relaxed in a straightforward way. We have available an unlimited number of vehicles of capacity Q. There is a fixed cost b for using a vehicle. That is, we pay b if we use a vehicle once.
The overall fleet is the maximum number of vehicles used in a single day. We will consider both the case b = 0, where the focus is on the routing cost only, and b > 0, where the goal is to strike an optimal balance between fixed and routing costs. The delivery to a customer can be split between different vehicles on a single day. As previously mentioned, we impose a minimum delivery quantity: if a visit is made to a customer, then a minimum fraction m a ∈ [0, 1] of its demand has to be delivered. We do not impose granularity on the demand, i.e. any fraction of the demand can be delivered. There are situations where the demands are composed of a number of indivisible items (e.g. bottles), and we will see in Sect. 5 that these situations reveal another difference between SVRP and MDSDVRP.
We allow the demand to be delivered partially on the day of request and partially on the next α days. We refer to α as the splitting horizon. For example, if α = 1, a customer's demand can be split over the original day of request and the next day. We chose to model the problem in a cyclical fashion, i.e. the next day of day h is day 1. For example, if α = 1, a request due on day h can be split and partially delivered on day 1. This is because we are trying to minimise the fleet as well as the routing cost. Therefore, we cannot introduce a penalty for delivering the demand of a customer on day h to the next planning horizon, as is done in [3] . This in fact would decrease the total demand delivered and impact the necessary fleet by hiding part of the demand. postpone the delivery of part of the demand of the last day, but if the horizon is not seen as a cycle, this demand would not be considered in the problem. On the other hand, forbidding to move the demand on the last day goes against the idea of adjusting the schedule and it does not reflect the fact that in real applications we have a sequence of planning horizon and postponing part of the last day's demand is allowed. As an example, consider an instance of two days, with two customers, one per day, with the same location and requesting Q + 1. If the problem is cyclical, the size of the fleet has to be 2. However, if we can postpone the demand of the second day without having to serve all customers, the optimal fleet size becomes 1. In the following, a day index t will be intended as t mod h.
Let us introduce some notation that will be used throughout the rest of the paper. For all i ∈ C, the original day of request of i is denoted with t i . Moreover, for s = 0, . . . , α, we set t s i = t i + s and define the sets T (i) = {t s i |s = 0, . . . , α}. Therefore, t 0 i = t i and T (i) is the set of days when i can be visited. Given a day t ∈ H , we write C t = {i ∈ C|t 0 i = t}, the set of customers whose original day of request is t. Therefore, the set of all the possible customers that can be visited on day t is P t = α s=0 C t−s = {i ∈ C|t s i = t for some s = 0, . . . , α}. Whenever we include the depot in a set, for example C, of customers we denote the extended set by C.
We constrain a fixed portion m d ∈ [0, 1] of a customer's request to be delivered the day of demand. We also require that, if a customer is visited, then at least m a of its demand, with m a ∈ [0, 1], must be delivered. We refer to these sets of constraints as the minimum delivery amount constraints. Note that if m a = 1, we cannot split the deliveries between vehicles. If m d = 1 or m a > 1 − m d , we can only split deliveries within the same day. Therefore, from now on we will assume that 1 > m d ∧ m a ≤ 1 − m d . The problem described in [3] corresponds to the case m a = 1, m d = 0 plus additional inventory costs.
The goal is to determine a number of vehicles of each type t, together with F a set of routes such that the total demand of each customer across the horizon is satisfied; the minimum delivery amount constraints are not violated; and the total cost (the sum of fixed and routing costs) is minimised.
Theoretical properties
In [4] the authors review some of the properties of the optimal solution of an SDVRP. The goal of this section is to extend those properties to the MDSDVRP. A first simple observation is that, given an optimal solution φ to the MDSDVRP, the subset of routes of φ performed on a single day t can be seen as an optimal solution of a SDVRP on t, where the demands are defined to agree with the quantities delivered by φ on t. Therefore, if m a = 0, the subset of routes of φ on each single day t satisfies all of the properties characterising an optimal solution of an SDVRP.
k-split cycles
In [13] the authors introduced the following definition:
. . , i k , and k routes such that route 1 visits customers i 1 i 2 . . . , route 2 visits customers i 2 and i 3 , . . . , route k − 1 visits customers i k−1 and i k and route k visits customers i k and i 1 . The subset of
They also proved the following property:
) Given an instance of the SDVRP, if the cost matrix satisfies the triangle inequality, then there exists an optimal solution where there is no k-split cycle (for any k).
Property 1 and its proof hold verbatim for the MDSDVRP if m a = m d = 0. The only difference is that now the routes can belong to different days. In [15] , it was shown that this property does not hold if minimum delivery amounts for a single delivery are considered. Therefore, if m a or m d are strictly positive, Property 1 is not valid for the MDSDVRP.
Number of splits and routes
Let n i be the number of routes serving a customer i. We say the number of splits at customer i is n i − 1. The total number of splits is i (n i − 1). In [4] , the authors proved that if the matrix satisfies the triangle inequality, there exists an optimal solution to the SDVRP where the number of splits is strictly less than the number of routes. Not only does this property not hold for the MDSDVRP-regardless whether m a is zero or not-but we also have the following result:
, the ratio between the total number of splits and number of routes of an optimal solution of a MDSDVRP instance is unbounded.
Proof Fix a positive integer K and assume h = 2, α = 1 and
. . , K and one customer, labelled K +1, on the second day with request q K +1 = > 0, where will be defined later in the proof. Suppose that the distances between customers are
The minimum total delivery on the first day equals m d K i=1 q i = 1. Therefore, we need at least one route to deliver the minimum necessary to each customer. We can deliver all the remaining quantities on the second day. Indeed a simple calculation shows
+ and it is easy to see that, given that m d > 1/2, this quantity is smaller than 1 if is small enough. Given that M is much bigger than δ and that we need at least one route per day, an optimal solution must have only two routes, one delivering all the minimum allowed to each customer on the first day, one delivering all the rest in the second day. Therefore, an optimal solution of this instance has 2 routes and K splits. Since K is arbitrary we have proven the property.
Bounds on the number of routes
Let us write k t = i∈C t q i Q for any t ∈ H . If we consider the SDVRP instance induced by a day t, then k t is the minimum number of vehicles needed to serve all customers. For the VRP the rounded up term is replaced by the value of a bin packing problem.
For the MDSDVRP, the computation of a lower bound is slightly more involved as the days are not independent. Assume for now that m a = 0. For s = 0, . . . , α, and t ∈ H we define the variables m s t ∈ [0, 1] to be the percentage of total demand moved from day t to day t + s. For these numbers to make sense, we have to impose, for every fixed t ∈ H , that α s=0 m s t = 1. The total amount of demand delivered on day t then equals
We define the set of all possible tuples that satisfy the minimum delivery amount constraints,
The minimum number of vehicles needed for the whole horizon is computed as follows:
In other words, we use the formula for the SDVRP to compute the minimum number of vehicles for each day and then we take the maximum over all days. This has to be done for all possible tuples in S. Note that to remove the assumption m a = 0 it is sufficient to ask for the quantity moved from day t to another day to be bigger or equal than the minimum delivery on that day, i.e.
In [2] the authors prove that, provided the distances satisfy the triangle inequality, there exists an optimal solution to the SDVRP where the number of vehicles is not greater than 2k t . If we define,
we have the following result for the MDSDVRP.
Property 3
If the distances satisfy the triangle inequality, then there exists an optimal solution to the MDSDVRP where the number of vehicles used on day t is not greater than 2k t Proof The maximum quantity delivered on day t is i∈C t
Q . By applying the aforementioned result in [4] the property is proven.
Worst-case analysis
In [4] the authors present a detailed worst-case analysis for the SDVRP when compared to the VRP. A worst-case analysis consists of a set of bounds and instances aimed at comparing the performance of VRP and SDVRP. Note that, in [4] , the authors do not consider a fixed cost for using a vehicle. To compare with their result, for the rest of this section we will assume that the fixed cost is zero (b = 0). In particular, they proved that savings generated by allowing split deliveries can be up to 50%. Formally, consider an instance of the VRP and let us denote by z(VRP) its cost and by z(SDVRP) the cost of the same instances where split deliveries are allowed. It holds z(VRP) z(SDVRP) ≤ 2 and the bound is tight. Denoting with z(SDVRP-MDA(m a )) the optimal cost for the same instance with minimum delivery amount constraints on single visits, in [15] , the authors prove that, if m a = 2/j for some integer j ≥ 4, a tight bound M for the ratio
, although a tight bound is not provided.
In a similar spirit, our analysis focuses on the benefits coming from splitting the demand over different days. We write MDSDVRP(h, α, m d ) to explicitly represent the parameters associated with the multi-day structure of the problem: number of days h, the splitting horizon α and minimum amount constraint parameter m d . If α = 0, we fix the parameter m d = 1. However, the value of m d does not change the problem. Again, z(MDSDVRP(h, α, m d )) denotes the cost of an optimal solution.
Proof Consider a fixed number of days h, a fixed integer α > 0 and an optimal solution φ for the MDSDVRP(h, α). We first prove that γ (h, α) ≤ α +1. Given a route r , operated on a day t, we can create α + 1 new routes r s as follows: for s = 0, . . . , α, route r s contains all customers c visited by r such that t = t s c . If we apply the described operation to all the routes in the solution and move the created routes to their corresponding days, the solution so obtained is feasible for MDSDVRP(h, 0). Since the sum of the cost of routes originated by a route r is at most α + 1 times the cost of r (due to the triangle inequality), the cost of the new solution increases by at most a factor of α +1. Hence, we have proved the bound.
We now prove γ (h, α) ≤
, which completes the proof of the bound. Let us consider the set of routes denoted by φ 1 , which is obtained by keeping in each route of φ, only deliveries that appear on the originally requested day. Consider now the solution φ obtained by taking We now assume α = 1 and m a < 1 − m d and prove, by building an example, the second claim. Fix h > 2. Consider h days and a single customer requiring service every day, at a distance of d from the depot. We denote by q i the demand on day i ∈ H . Define δ :=
and define
An optimal solution of MDSDVRP(h, 0) has two out-and-back trips for the first h − 1 days and only one trip for the last day. Its cost is 4d(h − 1) + 2d.
Define 
Mathematical formulation and solution method
In this section, we present a mathematical programming formulation for the MDSDVRP together with a few valid inequalities and a simple heuristic to construct a start solution. For modelling purposes, we denote by K the number of available vehicles. Since we assuming unlimited available we set K = max t |C t |. Note, however, in consideration of Property 3, we could consider a different, and possibly lower, K without losing generality. We will write K also for the set of vehicles and assume they are labelled in increasing order from 0.
We make use of the flow variables
Similarly, we denote by l t i jk the load of vehicle k on the arc (i, j) on day t. Let F be the number of vehicles in the fleet. Finally, we introduce the continuous variables y s ik representing the fraction of demand q i delivered by vehicle k on day t i + s. To keep the notation simple, we include variables associated with self-pointing arcs, i.e. x t iik , in summations. However, we do not include them in the implementation of the model. The model follows:
The objective function (1) is the sum of the routing and fixed cost. Constraints (2) are the standard flow conservation constraints. The x and y variables are linked by constraints (3). Constraints (4) and (5) are minimum amount delivery constraints, respectively, for single deliveries and delivery on the first day. Constraints (6) require that the total demand must be delivered. Constraints (7) limit the visits per day per customer of each vehicle to one. Capacity constraints are expressed in (8) and (9) . Constraints (10) link the daily fleets to the F variable. The load and y variables are linked in constraints (11) and (12) . The bound on the fleet size is imposed in constraint (13) . Finally, constraints (14-17) impose bounds and integrality on all variables.
Indivisible goods
As previously mentioned, we are allowing a delivery to be split fractionally. Consider the case of delivered goods being indivisible units. It is reasonable to assume the demands q i and capacity Q are integers. We could model this situation by replacing constraints (17) with
By applying a straightforward extension of the argument presented in [6] to prove Theorem 1, it is possible to prove the following result:
, and M has feasible solutions, then there exists an optimal solution satisfying constraints (17 ) .
In other words, the model M applies even in the case of goods being indivisible units. However, the result does not hold in the case of non-zero m d or m a . We show this with an example.
Example 1
In other words, we delivery 9.9 to customer 1 and 8.8 to customer 2 on their day of request and the rest on the next day. The third customer is served fully on the third day. This solution is feasible, and given there is only one route per day, also optimal. However, it does not satisfy constraints (17 ) . Note that m d q 1 = 8.8 and m a q 1 = 1.1 (similarly for q 2 ). Therefore, a solution satisfying constraints (17 ) necessarily has to deliver exactly 9 units to customer 1 and 2 on their day of request. This, together with the fact that α = 1, which implies that we have a total of 11 units to deliver on the second day. Therefore, we must use two vehicles.
This shows that Theorem 1 does not hold if the minimum delivery constraints are considered.
Valid cuts
In what follows we present a set of valid inequalities derived from the literature and adapted to our formulation. The last four classes of cuts aim to break the symmetry of the vehicles. Fractional Cycle Elimination These cuts, adapted from [11] , impose that if a customer is visited by a vehicle, then the vehicle has to leave the customer.
Minimum number of visits These cuts, adapted from [11] , provide a lower bound on the minimum number of times a customer has to be visited on the day of request.
Depot outgoing degree These cuts are adapted from [11] . Suppose for each day t we have a lower bound K t on the number of vehicles that must be used on that day. The following inequalities state that the first K t vehicles have to leave the depot on day t:
Additionally, we impose that the following vehicles leave only if they deliver something. We denote with K t an upper bound on the number of vehicle for day t:
Vehicle usage This cut, inspired by [19] , states that if a vehicle k is not used on day t, then all following vehicles cannot be used:
Variable fixing Following the idea presented in [11] , for each day we assign to the first vehicle the customer i * t ∈ C t which is the furthest from the depot among those whose original date of request is t:
Visits order This cut is inspired by [19] . We impose that, on day t, a vehicle k can visit a customer i ∈ P t only if vehicle k − 1 visits any customer in the set [1, . . . , i] ∩ P t . To make these cuts consistent with the Variable Fixing ones we do not consider the first vehicle. For all t ∈ H, i, j ∈ P t , k = 2, . . . , K t − 1:
Edge sense These cuts were proposed in [11] . On each day we fix an arc (s t , e t ) with i, j ∈ C t and we impose that this arc can be traversed only in one direction. We picked the arc compatible with capacity constraints that minimises traversing cost.
Note that the Edge Sense cuts are not valid if the distance matrix is not symmetric.
Heuristic for initial solution
The size of the model increases very quickly. Indeed, for relatively small h and n, if customers order frequently we already have a challenging problem. Solving model [M] , even when the formulation is enriched with the presented valid inequalities, can become very slow and we struggle to solve bigger instances. Therefore, to speed-up the process, we propose a simple heuristic to construct an initial solution.
The heuristic is divided in three phases. We first transform the MDSDVRP instance in a CVRP with multiple time windows. The idea is to force the multi-day structure by having disjoint time windows. We assume that 1/m a and m d /m a are integer, although the same idea can be applied even if this does not hold. Each customer in i ∈ C is split into 1/m a subcustomers with demand q i m a . We define time windows for each sub-customer as follows: define a width Δ and denote by tw t the time window [Δt, Δ(t + 1)]. Fix an original customer i ∈ C t . All the sub-customers originated by i have time window tw t . Moreover, the last (1 − m d )/m a sub-customers are assigned an additional time windows tw t+1 . Finally, we allow every vehicle to perform H trips, one per time window.
The second phase consists in solving the so transformed problem by means of an Adaptive Large Neighbourhood Search (ALNS)-based algorithm. We use the method described in [18] . However, even though that method is capable of more specialised visit selection and ordering heuristics, it was tuned in a manner that replicates the ALNS procedure of Ropke and Pisinger [20] . ALNS is a ruin and recreate meta-heuristic. After creating an initial solution, several customers are chosen to be removed from their position in the solution. One of a number of heuristics can be used to select customers for removal. We use the Shaw, random, and worst as selection heuristics defined in [20] . The customers are then re-inserted into the solution. Again, a number of methods of insertion can be used. The greedy and 2-, 3-and 4-regret insertion heuristics as defined in [20] , are used. The removal and re-insertion phases are repeated for a certain number of iterations. The algorithm allows the removal and insertion heuristics to be chosen adaptively, favouring the heuristics that are performing best. For details, see [20] . The implementation uses the parameters and values as specified there. To solve the split delivery problem, customers' requests are broken into a number of sub-requests, each supplying a m a proportion of the total demand.
During the search process, we record every "new best" solution produced by the algorithm. That is, as the search finds a solution with lower objective than the previous best, it is recorded. Thus, when the algorithm ends, we have a pool of routes that we use to create a solution using a MIP model. Note that only the order of visits is important in the saved columns. The quantity delivered becomes a decision variable. Let us denote by R the set of routes recorded, and by R t the subset of routes on day t. The idea is to re-assign the quantities delivered by each route to each visited customer and to choose the best set of routes. For each route r ∈ R we denote by c r its routing cost. Moreover, for each customer i ∈ C we introduce a binary parameter δ ir that indicates whether r visits i, a binary variable u r , representing whether the route is used, and an integer variable y ir , quantifying how many minimum portions m a q i , does the route r deliver to i, i.e. the amount delivered is y ir m a q i . The model follows:
s.t.
The objective (18) is the sum of routing and fixed costs. Constraints (19) force that the overall fleet is big enough to cover the routes on all days. Constraints (20) and (21) impose that every request is satisfied and a fixed minimum percentage is delivered on the day of request. Constraints (22) link the u and y variables. Constraints (23) ensure the capacity is not exceeded. Integrality and bounds on the variables are imposed in constraints (24)-(25). Note that since y ir can assume the value zero, model RM can essentially "skip" a customer in the route. A similar idea was proposed in [7] where the authors use the information provided by a tabu search to locate promising area in the search space. These areas are then better explored through the use of an integer programming model. Our heuristic is based on the same idea even though at a very basic level. An advanced version could use the arcs in the routes set as an input to the [M] model. However, the resulting model would still be challenging even for rather small instances.
In summary, the method we use to solve an instance of the MDSDVRP is described in Algorithm 1. We use a ALNSbased algorithm to localise a promising area of the search space, i.e. to generate a pool of routes. Subsequently, we solve model RM to further explore the identified area. The solution so obtained is used to warm start the enriched version of model M.
Algorithm 1
Input: An instance of MDSDVRP 1: transform the problem into a CVRP with multiple TW 2: run ALNS-based algorithm [18] and record all "new-best" solutions found 3: solve model RM using the routes found as columns 4: initialise M with the solution of RM 5: solve model M enriched with the cuts presented in Section 5.
Experimental analysis
In this section, we aim at presenting an experimental analysis of the strategy proposed. The first goal is to illustrate the possible benefits. We also intend to analyse which features have the greatest impact of the effectiveness of the approach. This is fundamental to understanding when this strategy can be applied with substantial savings. We will analyse both the cases b = 0 and b > 0. The former considers an unlimited fleet with no fixed costs, hence it focuses only on the routing part of the problem. The latter includes a fleet size component. We think that an analysis of the approach has to be done also considering the pure routing problem, especially, because in the literature this type of analysis has been always rich [3, 4, 11, 15] focusing on the former case. We will refer to the two cases as routing and fleet size case.
Instances
There are various sets of benchmarks for multi-day problems, however, they are tailored mainly for the IRP or PRP. We decided to create some new instances to study how beneficial splitting the demands over days can be in practice. In our instances, the number n of original customers (which may place requests on different days) ranges in the set {2, 3, 5, 7, 10, 15} and the number of days in {3, 5, 7}. We now present the main features of the instances.
-Locations We have two types of instances. In the first type, the locations are chosen randomly in a square of side 80 with the depot in the centre. In the second type, the locations form two different clusters. We refer to the customers' layout as map and write random and cluster to respectively refer to the two set of locations. -Demand The customers are randomly divided in two categories: "big" and "small". Each customer has a "reference" demand which is randomly chosen in one of the intervals [5, 15] , [25, 50] , respectively, if the customer is big or small. Whenever a customer place an order on the day the request is randomly chosen using a Gaussian distribution whose mean is the reference demand. -Frequency The number of requests per customers varies from 1 to h. Hence, the minimum number of total possible requests is n while the maximum is nh. We introduce a parameter p ∈ [0, 1]. For a given p we randomly choose pn(h − 1) +n of the possible requests with the guarantee that each customer has at least one request. We created instances with p ∈ {0. Later, in the section we will provide an analysis of the effect of different features (clustering, frequency, m d , splitting horizon) on the total cost. For each scenario (fixed tuple of parameters) we create 5 instances. 2 We solved each instance by applying Algorithm 1. The ANLS-based algorithm described in [18] was coded in a C++ environment. We used the Python API of Gurobi 6.5 [16] to solve the models RM and M. We stopped the execution after 4 h. In Tables 1 and 2 we summarise the results for, respectively, the routing case and fleet size case. The parameters describing the instance are given in the first four columns. We recall that |C| represents the total number of requests in the instance (which throughout the paper we have identified with customers), while n is the number of original customers that place requests on several days. The next 5 columns represent the cluster instances, the last 5 the random instances. For each scenario, we report the average, over the 5 instances, of the optimality gap for the case with no split over days (α = 0) and with split over days allowed (α = 1), the percentage savings in the routing and total cost (routing (%) and total (%)) and the difference of the fleets between the two cases (fleet). Obviously, in the routing case the fleet does not play any role in the final cost and savings. We first observe that the optimality gap reached by the model is always low in the case α = 0. If we allow split deliveries over days the gap increases substantially for the biggest instances (n = 10, 15). It is clear that, since setting α = 1 yields a relaxation of the case α = 0, the total savings can only be positive. This is not always the case in practice, and it is due to the fact that the optimality gap can be substantially higher in the former case. A few remarks are in order: the savings appear to be lower if the locations are clustered. The instances become more challenging for p = 0.7 and this could hide some possible gain of the strategy. Overall, the results are encouraging. The savings resulting from allowing deliveries split over days can be substantial. It is clear that introducing a fleet size component in the problem create more possibilities for savings. This is due to the fact that the fixed cost is comparable with the routing cost. However, the results suggest that even in case we had no fixed cost the strategy can be effective.
In next sub-sections, we examine the influence on the total savings of the customers' location, the frequency of ordering, the minimum amount constraints and of the length of the splitting horizon. We decided to consider only instances with n = 10. The reason for this choice is that these instances are amongst the biggest, but we still can reach low optimality gap. Hence, they can provide better insights. In each subsection, we will vary some of the parameters. If not stated otherwise, the remaining parameters are the ones described above.
Minimum delivery amount constraints
In this subsection, we aim at studying the impact of the minimum delivery amount constraint on the day of request. We solve each instance with different values of m d . In Tables 3  and 4 , respectively, for the routing and fleet size case, we report, for each instance and value of m d , the average, out of Table 6 Customers' disposition analysis Table 8 Routing case-random map case. In this case, lowering m d can triple the savings (Δ) with respect to the routing case.
Frequency
We now focus on the frequency of service. To do so we vary the frequency parameter p in the set {0.1, 0.2, . . . , 1}. In Table 5 we report the results. Similar to the previous subsections, we report only the average optimality gap for the case α = 1 and the average total savings for each instance. We observe that the highest savings correspond to lowmedium values of p. It has to be noted that for high value of p the optimality gap is significantly higher and could disturb the interpretation of the data. Although it seems intuitive that high value of p do not allow very high savings. This could be explained as follows: a customer that orders every day will have to be visited every day. Therefore, splitting the demand over days can have the effect of smoothing the peaks and reduce the original number of splits, but it will not change the routes substantially.
Clustering
In this subsection, we focus on the customers' layout. To focus on the layout only we do the as follows: we define a smooth transformation, parametrised by θ ∈ [0, 1]. This changes the cluster map into a randomised map. Then we solve the instances, with p ∈ {0.3, 0.7}, using the maps defined by θ ∈ {0, 0.1, 0.2, . . . , 1}. This gives us a better idea of what happens when the customers are moved from a clustered to a completely random structure. The transformation is described next. Consider the cluster map. For the two cluster identify a square, of minimum size σ i , i = 1, 2, centred in the cluster's centre δ i and that contains all customers belonging to that cluster. Note that the two squares could, and if fact they do, overlap. For any θ ∈ [0, 1] we do the following:
• move the clusters' centres on a line joining them with the depot linearly with θ ; • for each customer, consider the vector v joining it with the cluster's centre, multiply v by (80−θ)/σ i and relocate the customer in δ i + v (i.e. expand and translate the squares)
If θ = 0 we do not alter the cluster map. As θ increases to 1 the cluster's centres collide to the depot and the squares containing the customer expand to a square of side 80, which is the same length of the square's side we used for the random map instances. In Table 6 we report the results for different values of θ with the same convention we used in previous tables. The trend is clear: the savings are higher if the customer are clustered. However, the decreasing rate is not as drastic as one could expect, the difference between the two extremes vary between 1 and 5 points in percentage. One other observation is that the optimality gap increases with θ , thus indicating that a non-clustered map is harder to solve.
Longer splitting horizon
Finally, we consider longer splitting horizons by letting α vary in the set {0, 1, 2, 3}. The results are reported in Table 7 , 8, 9 and 10. Note that setting α = 3 is not applicable (na) if h = 3. Increasing the splitting horizon can only lead to higher savings from a theoretical point of view but it also increases the computational complexity dramatically. However, it can be seen that bigger values of α can lead to substantial gains.
Conclusion
In this paper, we proposed a new problem, the MDSDVRP. The problem captures the operations of a transportation agent that delivers products to many customer from a single distribution centre. The planning horizon is made of several days and the customers involved may place orders on more than one day. The decisions to be made concern two competing aspects of the problem: the fleet size and the routing schedule.
We provided a theoretical analysis of the problem. We considered some known properties of optimal solutions of an SDVRP and showed that some can be extended while others fail to hold when splits over days are allowed.
We proposed a mathematical programming formulation for the MDSDVRP together with a simple heuristic to warm start the optimisation process. We also proposed adaptation of existing valid cuts to strengthen the formulation.
We presented a study on the theoretical properties of the MDSDVRP, with the aim of extending the known properties of the SDVRP. We also experimentally study the MDSD-VRP in detail. We proposed a series of experiments aimed at investigating the possible benefits of the proposed approach, and also to quantify the influence of different features of an instance (such as degree of clustering, frequency of service and minimum amount constraints) have on the efficiency of the strategy. We observed that by splitting the deliveries over consecutive days, substantial savings can be achieved, both in terms of the routing and the fixed costs.
We noted that this strategy could be applied in practise, even when an integration between the inventory management and the routing component of the problem at hand is difficult or impractical. Our study was based on and inspired by real problems.
Future research could aim at removing the additional assumption in Property 4 and extending the approach to real-world scenarios. This would require to consider bigger instances and a fleet composition aspects, rather than only focusing on the size of the fleet.
