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Abstract
We investigate the implications of scalar and tensor operators proposed to accom-
modate the hints of lepton flavor universality violation in charged-current B-meson
decays. We show that these scenarios unavoidably induce chirality enhanced contri-
butions to charged lepton magnetic moments and Yukawa couplings. By using an
effective field theory approach we quantify in a model independent way the connec-
tion of the RD(∗) anomaly with the tau g−2 and the Higgs decay h→ ττ , which can
offer an alternative to test these scenarios. Concrete New Physics models giving rise
to our setup will be illustrated.
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1 Introduction
Data accumulated in the last years show an excess of B → D(∗)τν decays over the Stan-
dard Model (SM) predictions, hinting at a violation of lepton flavor universality (LFU) in
charged-current b → c transitions [1–7]. While no single measurements is conclusive yet,
all central values are coherently shifted above the SM ones and global fits indicate a tension
at the 4σ level [8]. If this discrepancy is confirmed by future data, it will represent a major
discovery, contradicting many of our prejudices which suggest New Physics (NP) hidden in
loop and CKM-suppressed transitions and not in tree-level CKM-favored processes. Hints
of LFU violations are also present in neutral current b → s transitions, where a deficit of
muons seems to occur in semileptonic exclusive decays of the B meson into K/K∗ [9, 10].
This data have prompted a large number of theoretical interpretations with tantalizing
simultaneous explanations of both anomalies [11–30]. The scale Λ of NP implied by the
data is relatively small [31]. In particular, for the charged-current anomaly, Λ is required
to be close to the TeV scale, exposing all the existing interpretations to a large variety
of constraints, ranging from collider bounds coming from the overproduction of high-pT
lepton pairs [32], to bounds related to LFU tests in pure leptonic processes [33].
These last constraints can be accounted for by analysing the renormalization group evo-
lutions (RGE) of the semileptonic operators invoked at the scale Λ to explain the anomalies.
Such an analysis has been already carried out for operators of the type (current)×(current)
in Ref. [33–35]. In this case the running is dominated by electroweak effects and, in the sim-
plest case of NP mainly affecting the third fermion generation, a simultaneous explanation
of all B-physics anomalies is severely challenged by the existing bounds. In a full-fledged
model RGE outcomes represent an important contribution, which however should be com-
bined with other UV effects, leaving open the possibility of partial cancellations. Moreover
they can be suppressed or made inoffensive by raising the scale Λ and/or by adopting
more general flavor patterns, where the couplings to lighter generations are not necessarily
dominated by the mixing with the third one. In general, even in this more general context,
radiative effects have been proven important to assess the validity of a given model and an
RGE analysis based on an effective field theory (EFT) approach, though not complete, is
certainly very useful as a first guide.
In this paper, we will perform a similar analysis focusing on the scalar/tensor semilep-
tonic operators, which can accommodate the anomalies in charged currents. This will nicely
complement the existing discussion for the (current)×(current) operators. Our study is mo-
tivated by the fact that popular models addressing the B-anomalies include leptoquarks
(LQ) in their spectrum, whose exchange can give rise to the operators analyzed here [36].
Moreover, some scalar LQs are known to be good candidates for an explanation of the
muon g − 2 anomaly with LQ masses in the TeV range and coupling constants in a weak
coupling regime [37, 38]. In order to achieve quantitative results, we need to formulate
some assumptions, which define our benchmark scenario. We will assume a reference fla-
vor pattern where NP only couples to the third quark generation in the interaction basis,
turning on the minimum amount of mixing needed to feed the effect to the second quark
generation. In the lepton sector we allow diagonal NP couplings to all generations, mo-
tivated by the possibility of accommodating the discrepancy in the muon g − 2. We will
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separately comment on the impact of non-diagonal lepton couplings.
The main outcome of our study is that a chirally enhanced contribution to the charged
lepton magnetic moments is an unavoidable consequence of the RGE flow starting from
tensor operators. Moreover, the presence of scalar operators involving leptons of the third
generation gives rise to modified couplings of the Higgs boson to τ ’s, at a level which is
not far from the present experimental accuracy. Scalar and tensor operators in relation to
B-anomalies have already been investigated in Ref. [39–45]. The former are known to be
constrained by the Bc lifetime through the enhancement of the B
−
c → τ−ν¯ channel [46].
Renormalization of scalar and tensor operators, their strong mixing and the impact on
phenomenology has been recently analyzed in Ref. [48], where charged lepton magnetic
moments and Higgs decays properties, which are the main focus of the present analysis,
have not been addressed. Furthermore, contributions to the lepton magnetic moments in
specific LQ models have been studied in Ref. [37,49–51]. Here, we stress their tight relation
to tensor operators, whatever UV origin they may have.
The remainder of this paper is organized as follows. In Section 2 we define our frame-
work and we discuss the RGE effects induced by the running from the heavy scale Λ down
to lower energy scales. In Section 3 we discuss individually the different physical quanti-
ties affected in our framework. In Section 4 we analyze globally the available parameter
space and quantify our numerical predictions. In Section 5 we briefly comment on the
concrete NP scenarios giving rise to the operators we consider. Finally, in Section 6 we
will summarize and comment our results.
2 Effective Lagrangian
Our starting point is an effective Lagrangian L defined at the scale Λ ≈ 1 TeV extending
the SM one by the addition of a restricted set of dimension six semileptonic operators:
L = LSM + L0NP , (1)
where the NP contribution is given by
L0NP =
CprstSR
Λ2
[O`eqd]prst + CprstSLΛ2 [O(1)`equ]prst + CprstTΛ2 [O(3)`equ]prst + h.c. , (2)
where p, r, s, t are flavor indices, and Ci (i ∈ {SL, SR, T}) are generic Wilson coefficients of
the operators [52,53] [O`eqd]prst = (L′pae′rR)(d′sRQ′ta) ,[O(1)`equ]prst = (L′pae′rR)εab(Q′sbu′tR) ,[O(3)`equ]prst = (L′paσµνe′rR)εab(Q′sbσµνu′Rt) .
(3)
Here a, b are SU(2)L indices, and ε12 = −ε21 = 1. Primed fields refer to the interaction
basis. We do not consider semileptonic operators of the type (current)×(current) since their
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low-energy effects have been already studied. Throughout this paper we assume that NP
only affects the third quark generation, while for leptons we will be less restrictive. Indeed,
as far as quarks are concerned, this scenario is favored by model building, in particular in
the framework of flavor symmetries. Moreover, as we will see, NP couplings to the third
quark generation is sufficient to explain the charged-current anomalies without conflicting
with other existing data. On the other hand, we allow NP couplings to the first and
second lepton generations to investigate the implications on the lepton magnetic moments.
In particular, we consider the flavor structure
Cprsti = δ3s δ3t C
pr
i , (4)
where the matrix Cpri specifies the flavor pattern in the lepton sector. We will consider the
case of diagonal entries for Cpri , namely,
Ci =
Cei 0 00 Cµi 0
0 0 Cτi
 , (5)
where Cki (k = e, µ, τ) are arbitrary effective coefficients, which we assume to be real.
Non-diagonal entries in the lepton sector are expected to be generated when moving from
the interaction basis to the mass basis. We will analyze this effect in Section 3.4.
2.1 Mass basis
We define the rotation from flavor to mass eigenstates by unitary transformations as
u′L = UL,u uL , d
′
L = UL,d dL , e
′
L = UL,` eL , ν
′
L = UL,` νL ,
u′R = UR,u uR , d
′
R = UR,d dR , e
′
R = UR,` eR
(6)
where we recognize the CKM matrix V = U †L,uUL,d, and neutrino masses have been ne-
glected. To express the Lagrangian (2) in the mass basis, it is convenient to define the
matrices
λuu = U †L,u P3 UR,u , λ
ud = U †L,u P3 UR,d ,
λdu = U †L,d P3 UR,u , λ
dd = U †L,d P3 UR,d ,
(7)
and, similarly,
λ` (k) = U †L,` Pk UR,` (8)
where (Pk)ij = δikδjk, with k ∈ {1, 2, 3}, are projectors. These matrices are related to
V ≡ VCKM via the relations λuu = V λdu and λdd = V † λud. With these definitions we can
express Eq. (2) in the mass basis as
L0NP =
∑
k
{
CkSR
Λ2
λ
` (k)
ij
[ (
λudts
)∗ (
d¯sRutL
)(
ν¯iLejR
)
+
(
λddts
)∗ (
d¯sRdtL
)(
e¯iLejR
)]
3
+
CkSL
Λ2
λ
` (k)
ij
[
λdust
(
d¯sLutR
)(
ν¯iLejR
)− λuust (u¯sLutR)(e¯iLejR)] (9)
+
CkT
Λ2
λ
` (k)
ij
[
λdust
(
d¯sLσ
µνutR
)(
ν¯iLσµνejR
)− λuust (u¯sLσµνutR)(e¯iLσµνejR)]
}
+ h.c. ,
where the summation over the leptonic indices i, j = e, µ, τ is implicit.
2.2 RGE flow above the electroweak scale
We included the RGE electroweak effects for the Lagrangian (2) at one-loop order in the
leading logarithmic approximation, assuming that yt is the only relevant Yukawa coupling,
c.f. Ref. [33–35] for details. By using the anomalous dimension matrices computed in
Ref. [54–56], which we have explicitly verified, we found that the Lagrangian at a scale
mEW < µ < Λ now becomes L = LSM + L0NP + Leff , where Leff denotes the RGE induced
contributions. This term can be recast as
Leff = δLSL + δLdip + δLH , (10)
where δLSL denotes the loop corrections to the semileptonic operators of Eq. (9), while
δLdip and δLH are new contributions to magnetic dipoles and to the Higgs interactions
with charged leptons, respectively. In the mass basis, δLSL reads
δLSL = 1
16pi2Λ2
log
(
Λ
µ
)∑
i
ξSLi Q
SL
i , (11)
where the operators QSLi and the corresponding Wilson coefficients ξ
SL
i are collected in
Table 1. An interesting feature that will be discussed below is the presence of a non-
negligible electroweak mixing of the tensor coefficient CkT into C
k
SL
, which is due to an
accidentally large anomalous dimension, as pointed out in Ref. [48, 57].
The last two terms of Eq. (10), δLdip and δLH , whose implications are the focus of our
work, can be expressed in the mass basis as
δLdip = log (Λ/µ)
16pi2Λ2
∑
k=e,µ,τ
CkT λ
`(k)
ij λ
uu
33 yt
(
6 g2
[OeW ]ij − 10 g1[OeB]ij)+ h.c. , (12)
δLH = log (Λ/µ)
16pi2Λ2
∑
k=e,µ,τ
CkSL λ
`(k)
ij λ
uu
33 12 yt (λ− y2t )
[OeH]ij + h.c. , (13)
where λ is the Higgs quartic coupling λ = m2H/(2v
2) and the effective dipole and Higgs
operators are defined by [OeB]ij = (L¯iσµνejR)HBµν , (14)[OeW ]ij = (L¯iσµνejR)τ IHW Iµν , (15)[OeH]ij = (H†H)(L¯iejRH) . (16)
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QSLi ξ
SL
i
(
d¯sLσ
µνutR
)(
ν¯LiσµνejR
) ∑
k
λ
`(k)
ij
{
λdust
[
CkT
(
−2g
2
1
9
+ 3g22 −
8g23
3
)
− CkSL
(
5g21
8
+
3g22
8
)]
−CkT y2t
(
V †s3 λ
uu
3t
2
+ λdus3 δ3t
)}
(
d¯sLutR
)(
ν¯LiejR
) ∑
k
λ
`(k)
ij
{
λdust
[
CkSL
(
11g21
3
+ 8g23
)
− CkT
(
30g21 + 18g
2
2
) ]
+CkSL y
2
t
(
V †s3 λ
uu
3t
2
+ λdus3 δ3t
)}
(
d¯sRutL
)(
ν¯iLejR
) ∑
k
λ
`(k)
ji
[ (
λudst
)∗
CkSR
(
8g21
3
+ 8g23
)
− (λud3s)∗ CkSR δ3t y2t2
]
(
u¯sLσ
µνutR
)(
e¯iLσµνejR
) ∑
k
λ
`(k)
ij
{
λddst
[
− CkT
(
−2g
2
1
9
+ 3g22 −
8g23
3
)
− CkSL
(
5g21
8
+
3g22
8
)]
+CkT y
2
t
(
δs3 λ
uu
3t
2
+ λdus3 δ3t
)}
(
u¯sLutR
)(
e¯iLejR
) ∑
k
λ
`(k)
ij
{
λddst
[
− CkSL
(
11g21
3
+ 8g23
)
+ CkT
(
30g21 + 18g
2
2
) ]
+CkSL y
2
t
(
δs3 λ
uu
3t
2
+ λdus3 δ3t
)}
(
d¯sRdtL
)(
e¯iLejR
) ∑
k
λ
`(k)
ij
[
(λuust )
∗CkSR
(
8g21
3
+ 8g23
)
− (λud3s)∗ CkSR V3t y2t2
]
Table 1: Semileptonic operators QSLi and the corresponding effective coefficients ξ
SL
i , c.f. Eq. (11).
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Interestingly, the contributions in Eq. (12) and (13) are enhanced by yt due to the chiral
structure of the operators O(1)lequ and O(3)lequ. This feature is illustrated in Fig. 1 and 2, where
we compare the new contributions with the SM ones for leptonic dipoles and charged
lepton Yukawas, respectively. In both cases, the lepton helicity suppression of the SM
contributions is lifted by the new operators, which receive a large contribution from the
top quark. This is the main phenomenological feature of the scenario we consider, which
will be further discussed in Sec. 3.2 and 3.3.
h
ℓ−
ℓ+
h
ℓ−
ℓ+
h
ℓ−
ℓ+
t
t¯
t¯
yℓ yt
yt
yt
yt
t
CℓSL C
ℓ
SL
Figure 1: Higgs coupling to charged leptons in the SM and the new contributions generated
by the Lagrangian (2) through loop effects. While the SM term is proportional to the lepton
Yukawas (y`), the NP contributions are proportional to different powers of the top Yukawa (yt),
c.f. Eq. (13).
γ
ℓR
tR
tL
γ
tL
ℓL ℓL ℓLℓR
CℓT
W,ZW,Z mt
mℓ
Figure 2: One sample of electroweak contributions to lepton dipoles in the SM (left), compared
to the NP contribution induced by the Lagrangian (2) at loop-level (right). The factor m` of
the SM rates is replaced by mt, thus compensating the loop suppression and inducing a large
contribution to leptonic dipoles.
3 Phenomenology
To proceed with our phenomenological analysis, we need additional assumptions on the
mixing matrices feeding the NP effects to the light generations. We will initially neglect
the mixing effects in the leptonic sector by assuming UL,` = UR,` = 1, which implies
that λ`(k) = Pk in Eq. (8). As we will see in Section 3.5, non-diagonal entries in UL,`
and UR,` are bound to be very small. Furthermore, we choose UL,d = 1, implying that
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VCKM = U
†
L,u, and we assume the following structure for the transformation of right-
handed fields:
UR,u =
0 0 00 cos θU − sin θU
0 sin θU cos θU
 , UR,d = 1 , (17)
where θU is a generic angle. This set of assumptions on the quark mixing is minimal. With
our choice of quark mixing the matrices defined in Eq. (7) read
λdu =
0 0 00 0 0
0 sin θU cos θU
 , λuu =
0 sin θU Vub cos θU Vub0 sin θU Vcb cos θU Vcb
0 sin θU Vtb cos θU Vtb
 , (18)
while λddij = δ3iδ3j and λ
ud
ij = δ3j V
∗
i3, providing the required couplings λ
du
32 and
(
λud23
)∗
in a
minimal form.
In the following we discuss the relevant observables for the scenario described above.
3.1 RD and RD∗
The first observables we consider are the lepton flavor universality ratios RD and RD∗ ,
defined by
RD(∗) =
B(B → D(∗)τ ν¯)
B(B → D(∗)`ν¯) , ` = e, µ , (19)
which were found to be in disagreement with the SM predictions at the B–physics experi-
ments [58]. In particular, the current experimental averages read [8]
RexpD = 0.41(5) , R
exp
D∗ = 0.304(15) , (20)
to be compared with our SM predictions
RSMD = 0.293(7) , R
SM
D∗ = 0.257(3) , (21)
which are respectively ≈ 2σ and ≈ 3σ larger than the experimental values given above. 1
The value for RSMD has been obtained by using the scalar and vector form factors computed
by means of numerical simulations of QCD on the lattice (LQCD) in Ref. [59, 60], as well
as the tensor one computed in Ref. [65]. On the other hand, since the B → D∗ form
factors at nonzero recoil are not yet available from LQCD simulations, we consider the
ones extracted from experimental results [8], combined with the ratios A0(q
2)/A1(q
2) and
T1−3(q2)/A1(q2) computed in Ref. [66].
1These predictions agree with other results in the literature, such as RSMD = 0.299(3) [61], R
SM
D∗ =
0.252(3) [62], RSMD∗ = 0.260(8) [63,64].
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NP contributions for the transition b→ ceiν¯i can be described in full generality by the
following dimension-6 effective Lagrangian at the scale µ = mb
Leff = −2
√
2GFVcb
[
(1 + giVL)
(
c¯Lγ
µbL
)(
e¯iLγµνiL
)
+ giVR
(
c¯Rγ
µbR
)(
e¯iLγµνiL
)
(22)
+ giSR
(
c¯LbR
)(
e¯iRνiL
)
+ giSL
(
c¯RbL
)(
e¯iRνiL
)
+ giT
(
c¯Rσ
µνbL
)(
e¯iRσµννiL
)]
+ h.c.,
where the coefficients giVL(R) , g
i
SL(R)
and giT are free parameters, and i = e, µ, τ , as before.
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In the following we neglect the effective coefficients gVL and gVR . The scenario considered
in Eq. (2) can be matched onto Eq. (22) at the scale µ = mb via the expression
giSL(mb) = −
CiSL(mb)
2Vcb
v2
Λ2
(
λdu32
)∗
+ . . . , giT (mb) = −
CiT (mb)
2Vcb
v2
Λ2
(
λdu32
)∗
+ . . . , (23)
where λdu32 = sin θU , while for the other Wilson coefficient
giSR(mb) = −
CiSR(mb)
2Vcb
v2
Λ2
λud23 + . . . , (24)
where λud23 = V
∗
cb. Dots in the above equations stand for RGE-induced contributions,
c.f. Eq.(11). In the following, we will consider two representative NP scenarios:
(i) Scalar and tensor operators containing left-handed down-quarks: CτSL , C
τ
T 6= 0;
(ii) Scalar operators: CτSL , C
τ
SR
6= 0,
with the other Wilson coefficients set to zero. Differently from the (current)×(current)
operators, which are invariant under QCD running, the scalar and tensor operators are
renormalized by strong interactions. These effects from µ = 1 TeV down to µ = mb have
been computed at one-loop in QED/EW and three-loops in QCD in Ref. [48]. We recall
that there is a large mixing of CτT into C
τ
SL
, but not the other way around. Moreover, CτSR
has a negligible mixing into the other Wilson coefficients. For this reason, the above choice
of effective scenarios (i) and (ii) is stable under the RGE flow.
To identify the range of CτSL(R) and C
τ
T favored by the b → c anomalies, we perform a
fit to the current experimental averages of RD and RD∗ [8]. Compact expressions for these
observables can be obtained by using the hadronic inputs described above and the decay
rate expressions from Ref. [70,71]. By assuming that NP only contributes to the transition
b→ cτ ν¯, we obtain that
2Note that g`VR is generated by the dimension-6 operator OHu =
(
H†iDµH
)(
u¯pRγ
µurR
)
which does not
break LFU [67–69]. Moreover, it can be shown that the operator (c¯Lσ
µνbR)(e¯RσµννL) vanishes because of
the identity σµνγ5 =
i
2
µνρσσρσ.
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RD(∗)
RSM
D(∗)
= 1 + aD
(∗)
S |gτS|2 + aD
(∗)
P |gτP |2 + aD
(∗)
T |gτT |2
+ aD
(∗)
SVL
Re [gτS] + a
D(∗)
PVL
Re [gτP ] + a
D(∗)
TVL
Re [gτT ] ,
(25)
where gτS(P ) = g
τ
SR
± gτSL , and the numeric coefficients aDi and aD
∗
i are collected in Table 2.
Note that these coefficients have nontrivial correlations which are taken into account in our
numerical analysis, even though they are not given in Table 2. Interestingly, RD and RD∗
are sensitive to a complementary set of NP operators. While RD is sensitive to both scalar
and tensor contributions, RD∗ only receives sizable contributions from the tensor ones.
Decay mode aMS a
M
SVL
aMP a
M
PVL
aMT a
M
TVL
B → D 1.08(1) 1.54(2) 0 0 0.83(5) 1.09(3)
B → D∗ 0 0 0.0473(5) 0.14(2) 17.3(16) −5.1(4)
Table 2: Numeric coefficients in Eq. (25) for M = D,D∗ obtained by using the hadronic param-
eters described in Sec. 3.1, assuming that NP only modifies the coefficients gSL , gSR and gT for
the transition b→ cτ ν¯, c.f. Eq. (23).
Our results for both scenarios are shown in Fig. 3 at the scale µ = 1 TeV. On the same
plot, we show the constraints from B(Bc → τ ν¯), derived from the Bc–meson lifetime, which
are particularly useful to constraint gτP [43,46,47]. This can be understood from the lift of
the helicity suppression of the SM rate by pseudoscalar operators, as it can be seen in
B(Bc → τ ν¯) = τBc
mBcf
2
Bc
G2F |Vcb|2
8pi
m2τ
(
1− m
2
τ
m2Bc
)2 ∣∣∣∣∣1 + gτP m2Bcmτ (mb +mc)
∣∣∣∣∣
2
, (26)
where fBc = 427(6) MeV is the Bc–meson decay constant [72]. The current experimental
value on τBc = 0.507(9)× 10−12 s allows us to set a conservative limit of 30% on B(Bc →
τ ν¯) [46], which can then be translated onto the following 1σ bound 3
gτP (µ = mb) ≡ gτSR(mb)− gτSL(mb) ∈ (−1.14, 0.68) . (27)
where we have used |Vcb| = 0.0417(20) [74, 75]. From Fig. 3 we see that this constraint
creates a tension on the (pseudo)scalar scenario depicted in the right panel, but it is still
not sufficient to affect the scenario shown in the left panel. Interestingly, there are two
viable solutions, namely,
sin θU
Λ2
(CτSL , C
τ
T ) ≈ (−0.08,−0.53) TeV−2 or (−0.16, 0.07) TeV−2 . (28)
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Λ = 1TeV
Bc→τν
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Figure 3: Allowed regions by RD and RD∗ in the plane CτSL sin θU vs. C
τ
T sin θU (left panel), and
CτSL sin θU vs. C
τ
SR
(right panel) are shown to 1, 2 and 3σ accuracy in blue (darker to lighter). We
accounted for the electroweak and QCD running from the NP scale Λ ≈ 1 TeV down to µ = mb,
where the hadronic parameters are computed, c.f. Ref. [48]. The black line shows the constraint
from the Bc–meson lifetime, which allows us to exclude the solutions with large values of |gP |, as
explained in the text.
The existence of two solutions, independently found in Refs. [41,76,77], rely on the interplay
between linear and quadratic NP contributions, as one can easily see from Eq. (25).
Finally, for completeness, we also comment on the effective couplings to electrons and
muons. An important constraint on scenarios aiming to simultaneously explain the LFU
anomalies arises from the LFU tests between the transitions b→ cµν¯ and b→ ceν¯ [70,78].
Belle collaboration reported the experimental result [79]
R
µ/e
D =
B(B → Dµν¯)
B(B → Deν¯) = 0.995± 0.022± 0.039 , (29)
which allows us to set constraints on C`SL and C
`
T with ` = e, µ. By neglecting the couplings
to electrons, we obtain the following 2σ constraints at µ = 1 TeV,
sin θU
CµSL
Λ2
∈ (−0.18, 0.28) TeV−2 , sin θU C
µ
T
Λ2
∈ (−0.81, 1.06) TeV−2 , (30)
where we have assumed |CµSL|  |CeSL| and |CµT |  |CeT |. We do not perform a similar
analysis for R
µ/e
D∗ = 0.961(47) [80] because the relevant form factors at nonzero recoil
values are not yet available from LQCD calculations.
3Alternatively, one could consider the less conservative limit B(Bc → τ ν¯) . 10% computed in Ref. [73].
By using this constraint, the limit in Eq. (27) would become gP ∈ (−0.76, 0.30) to 1σ accuracy.
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3.2 Leptonic anomalous magnetic moments
Another important hint of NP comes from the muon’s anomalous magnetic moment. Cur-
rent experimental measurement indicates a deviation from the SM of about ≈ 3.6σ in the
observable [81–83]
∆aµ = a
exp
µ − aSMµ = (2.8± 0.9)× 10−9 , (31)
where aµ = (gµ − 2)/2. Interestingly, the observed discrepancy is of the same order as the
SM electroweak effect [84]:
(aSM` )EW =
m2`
(4piv)2
(
1− 4
3
sin2 θW +
8
3
sin4 θW
)
≈ 2× 10−9 m
2
`
m2µ
. (32)
If NP appears at a scale Λ & 1 TeV, its effect on aNP` is expected to be of order aNP` /(aSM` )EW ∼
v2/Λ2 and therefore safely negligible unless some enhancement mechanism takes place.
In the NP scenario we consider, the dipole operators in Eq. (12) contribute to electro-
magnetic dipoles as
δLdip = − log (Λ/mt)
16pi2Λ2
∑
k=e,µ,τ
CkT λ
`(k)
ij λ
uu
33 e yt 16
(
e¯iRσ
µνejR
)v + h√
2
Fµν , (33)
leading to the following NP contribution to aNP`
aNP` = −
m2`
(4piv)2
mt
m`
( v
Λ
)2
64C`T λ
uu
33 log (Λ/mt) , (34)
where we have used the fact that λ
`(k)
ij = δkiδkj in our setup. As already anticipated, Eq. (34)
exhibits a chiral enhancement mt/m` which can easily compensate the suppression factor
(v/Λ)2. As a result, we obtain that the discrepancy in (g − 2)µ can be accommodated to
1σ accuracy if
cos θU
CµT
Λ2
∈ (−2.9,−1.5)× 10−4 TeV−2 , (35)
where we have set λuu33 = Vtb cos θU and Λ ≈ 1 TeV in the logarithmic terms. For the
electron g − 2, a conservative bound of |∆ae| . 8 × 10−13 is obtained by using atomic
physics determinations of the fine structure constant [85]. This limit can then be translated
into 4
| cos θU | |C
e
T |
Λ2
< 1.3× 10−5 TeV−2 , (36)
which is one order of magnitude more stringent than the one derived above on CµT . This
result can be traced back to the scaling of Eq. (34), aNP` ∝ m`mt, which differs from the SM
one, aSM` ∝ m2` . As a result, the muon g − 2 can be explained only if the tensor couplings
4Another possibility is to require that the NP contribution should be smaller than the current ex-
perimental error on ae, namely, |∆ae| < 2.6 × 10−16 [86]. By using this constraint we obtain the limit
| cos θU CeT |/Λ2 < 3×10−6 TeV−2, which is an order of magnitude more restrictive than the one in Eq. (36).
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are hierarchical, namely, |CµT | & 10 |CeT |. Since the explanation of RD(∗) requires much
larger couplings than the ones obtained above from (g − 2)e,µ, in the present framework a
simultaneous explanation of these anomalies is possible only if
|CτT |  |CµT | & 10 |CeT | . (37)
This suggests the possibility of testing this scenario with the τ -lepton g− 2. In particular,
by taking the two benchmark values in Eq. (28), we obtain that
∆aτ ≈ −4× 10−4
(
Vcb
tan θU
)
, ∆aτ ≈ 3× 10−3
(
Vcb
tan θU
)
, (38)
which lies possibly within reach of future experiments. This is one of our main predictions,
which will be quantified in Sec. 4 along with our numerical results. While the current
experimental sensitivity provides only a modest bound −0.007 < aτ < 0.005 [87], there are
proposals to improve this limit at Belle-II [88].
3.3 Higgs decays
Another observable exhibiting the chiral enhancement mt/m` is the Higgs decay width
into charged leptons, as illustrated in Fig. 1. The NP contributions in Eq. (13) induce the
following modification of the Yukawa couplings to leptons
yeffij = yi δij − 12CiSLλuu33 yt (λ− y2t )
v2 log (Λ/mt)
16pi2Λ2
δij , (39)
where yi =
√
2miv, with i, j = e, µ, τ , and we have assumed no mixing in the leptonic
sector, as before. These Yukawa couplings contribute to the H → `+i `−i decay widths as
Γ(h→ `+i `−i ) =
mh
16pi
|yeffii |2 , (40)
where we neglected m`i in the phase space factors. The most interesting channel for us is
h→ ττ , which is constrained by the signal strength measured at the LHC [86],
µexpττ =
σ · B(h→ ττ)
σSM · B(h→ ττ)SM = 1.12(23) , (41)
where σ denotes the Higgs production cross-section. By assuming that σSM is not modified
by NP, we obtain
µττ '
∣∣∣∣1− 12 cos θU CτSL mtmτ (λ− y2t )v
2 log (Λ/mt)
16pi2Λ2
∣∣∣∣2 , (42)
and therefore we get the following 2 σ constraint
cos θU
CτSL
Λ2
∈ (−0.31, 0.44) TeV−2 . (43)
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For instance, the benchmark point of Eq. (28), sin θU C
τ
SL
/Λ2 ≈ −0.16 TeV−2, implies that
µττ '
(
1− 2.5 Vcb
tan θU
)2
. (44)
Therefore, by combining the experimental constraints on RD(∗) , measured at low-energies,
and h→ ττ , obtained at the LHC, we are able to extract information on the flavor mixing
angle θU . Interestingly, even a not so precise measurement of µττ is already enough to
provide us independent information due to the large chiral enhancement by the top mass
in Eq. (39).
3.4 Lepton flavor violating decays
The constraints derived above assume an alignment between flavor and mass basis for
charged leptons, i.e. UL` = UR` = 1. In order to quantify the maximum misalignment
allowed by current data, we parameterize the matrices UL` and UR` in a small mixing
approximation, namely,
UL` =
 1 v12 v13−v∗12 1 v23
−v∗13 −v∗23 1
 , UR` =
 1 u12 u13−u∗12 1 u23
−u∗13 −u∗23 1
 , (45)
where |vij|, |uij|  1, with i, j = 1, 2, 3. In our setup, the most stringent constraints on
the lepton mixing parameters stem from the lepton flavor violating (LFV) decays `→ `′γ,
with `, `′ = e, µ, τ . These processes are experimentally constrained by [86]
B(µ→ eγ)exp < 4.2× 10−13 ,
B(τ → eγ)exp < 3.3× 10−8 ,
B(τ → µγ)exp < 4.4× 10−8 .
(46)
By assuming CeT=0 and |CµT |  |CτT |, as suggested by the discussion above, we extract the
following constraints√
|u12|2 + |v12|2 | cos θU C
µ
T |
Λ2
. 2.0× 10−9 TeV−2 ,√
|u13|2 + |v13|2 | cos θU C
τ
T |
Λ2
. 2.5× 10−5 TeV−2 ,√
|u23|2 + |v23|2 | cos θU C
τ
T |
Λ2
. 2.6× 10−5 TeV−2 ,
(47)
where we kept only the linear terms on uij and vij at the amplitude level. The main
message from these equations is that the mixing angles are constrained to be very small.
Furthermore, the presence of nonzero mixing allows us to correlate observables such as
B(µ→ eγ) with the muon g − 2. We find that
B(µ→ eγ) ≈ 5× 10−13
(
∆aµ
3× 10−9
)2(√|u12|2 + |v12|2
10−5
)2
, (48)
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which tells us that an explanation of the (g−2)µ anomaly is possible only if
√|u12|2 + |v12|2 .
10−5. Similarly, B(τ → µγ) is correlated with ∆aτ as follow
B(τ → µγ) ≈ 10−7
(
∆aτ
10−4
)2(√|u23|2 + |v23|2
10−4
)2
, (49)
implying that values of ∆aτ larger than ≈ 10−4 are allowed only if
√|u23|2 + |v23|2 . 10−4.
4 Numerical analysis
In this Section we quantify our predictions for the most relevant observables identified in
Sec. 3, namely, the decay h → ττ and the τ -lepton g − 2. To this purpose, we perform a
scan of the parameters randomly chosen over the ranges
CτSL , C
τ
T ∈ (−
√
4pi,
√
4pi) , CµT ∈ (−0.1, 0.1) , θU ∈ (0, 2pi) , (50)
from which we select the points consistent with both RD(∗) and (g−2)µ to 1 σ accuracy. The
couplings CµSL , C
e
SL
and CeT are set to zero, since they play no role in the phenomenology
we want to discuss. Furthermore, we neglect the misalignment between flavor and mass
basis of leptons, since it is tightly constrained by LFV decays, as discussed above. 5
The results of our numerical scan are shown in Fig. 4, where we plot the allowed values
of sin θU against C
τ
SL
(left panel) and CτT (right panel). The disconnected solutions in
Fig. 3 are distinguished by different colors: (i) green for CτT sin θU > 0, and (ii) blue for
CτT sin θU < 0. LHC constraints on B(h → ττ) are also superimposed on the same plot,
setting a lower limit on | sin θU |, as shown by the red dotted (1σ) and dashed (2σ) lines,
c.f. Eq. (41). Remarkably, this experimental result, which is still not very precise, is already
useful to constraint our parameter space. The allowed parameters in Fig. 4 are then used
to predict the correlation of (g − 2)τ with B(h → ττ)/B(h → ττ)SM in Fig. 5, which has
different features for each solution of RD(∗) in Fig. 3:
(i) The solution with CτT sin θU > 0, shown in green, predicts a sharp correlation between
B(h → ττ) with ∆aτ . In particular, |∆aτ | can be as large as ≈ 8 × 10−5, while
B(h→ ττ) can saturate the current experimental limit.
(ii) On the other hand, the solution with CτT sin θU < 0, shown in blue, allows for larger
values of |∆aτ | . 8×10−4 due to the larger value of |CτT | with respect to the previous
case. Furthermore, this scenario can be perfectly consistent with the SM prediction
for B(h→ ττ), while still producing a larger effect in ∆aτ , as depicted in Fig. 5. Our
maximal prediction for this observable is only one order of magnitude below current
sensitivity, and possibly within reach of Belle-II, offering an alternative to test this
scenario at low-energy experiments.
5Note that the upper bound on |CµT | in Eq. (50) is chosen in such a way that this coupling will not
significantly modify the denominator of RD(∗) , as tacitly assumed in our discussion in Sec. 3.1.
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Figure 4: sin θU is plotted against CτSL (left panel) and C
τ
T (right panel) for the points allowed
by both (g− 2)µ and RD(∗) to 1σ accuracy. Gray points are excluded by the LHC results on the
strength signal µττ [c.f. Eq. (41)], as illustrated by the red dotted (1σ) and dashed (2σ) lines
on the left panel. The blue and green points are allowed by all observables for the two solutions
found in Fig. 3, i.e. the one with CτT sin θU < 0 (blue) and the one with C
τ
T sin θU > 0 (green).
Figure 5: ∆aτ is plotted against B(h→ ττ)/B(h→ ττ)SM for the points allowed by (g−2)µ and
RD(∗) to 1σ accuracy. Color code is the same as in Fig. 4, i.e. blue and green points are allowed
by all observables, including (g − 2)µ and RD(∗) , while the gray points are excluded by the LHC
constraints on h→ ττ , c.f. Eq. (41).
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Before concluding this Section, we stress that our findings depend on our flavor as-
sumptions, and, in particular, on the angle θU . To illustrate the θU dependence of our
predictions we perform a scan of parameters similar to the one described in Eq. (50), but
with fixed values |θU | ∈ {θc, 2θc, 3θc}, where θc is the Cabibbo angle θc ≈ 13◦. The param-
eters consistent with our fit of RD(∗) to 2σ accuracy are then used to correlate (i) RD/R
SM
D
with B(h→ ττ)/B(h→ ττ)SM, and (ii) RD∗/RSMD∗ with ∆aτ , in Figs. 6 and 7, respectively.
From these plots, we learn that the correlation among these observables is different for the
two solutions of RD(∗) found in Fig. 3, which are depicted by the blue and green points.
Furthermore, we note that the induced loop effects are more pronounced for small values
of θU , as expected from Eq. (33) and (39), since λ
uu
33 = cos θU . This relation also implies
that the large top-quark enhancement of these observables can be avoided if θU ≈ pi/2.
In other words, our predictions rely on the assumption that the effective coefficients are
hierarchical in flavor space, with the b→ cτ ν¯ contribution being generated via the mixing
angle θU .
5 Specific New Physics models
The discussion above was based on the minimal assumption that only the operators in
Eq. (2) arise at the scale Λ ≈ 1 TeV. In this Section we discuss to which extent our
conclusions are respected by concrete NP scenarios. In Table 3, we list the field content
that can generate the effective operators in Lagrangian (2) after tree-level matching to the
SM effective field theory [52, 53, 89]. These particles are classified in terms of their spin
and SM quantum numbers. In the same table, we also collect for each model the other
semileptonic four-fermion operators arising from the matching. From this table, we learn
that:
• Extensions of the SM Higgs sector such as two-Higgs doublet models can only generate
the operators O`eqd and/or O(1)`equ, which cannot provide a viable explanation of RD(∗)
due to the Bc-meson lifetime constraint discussed in Sec. 3.1, c.f. also Ref. [43].
• Vector LQ bosons can induce the scalar operatorO`eqd, as well asO(1)`q =
(
L¯γµL
)(
Q¯γµQ
)
and O(3)`q =
(
L¯γµτ
IL
)(
Q¯γµτ IQ
)
. The operators O(1)`equ and O(3)`equ, characterized by
the enhancement of chirality suppressed observables via up-type quark contributions,
are not present in these models.
• The only particles capable of generating specific combinations of O(1)`equ and O(3)`equ are
scalar LQs with quantum numbers R2 = (3,2, 7/6) and S1 = (3¯,1, 1/3), which we
will now discuss in detail.
Furthermore, we emphasize that tensor operators are not a peculiarity of LQ models. They
can also arise from radiative corrections and non-perturbative effects.
The scalar LQ R2 was proposed as a viable candidate to explain RD(∗) in Ref. [27,71,90].
The possibility of using the same state to accommodate the muon g−2 and RK(∗) anomalies
has also been explored in Ref. [51] and [91], respectively. Remarkably, R2 is the only scalar
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Figure 6: RD/RSMD is plotted against B(h → ττ)/B(h → ττ)SM for the parameters allowed by
RD(∗) to 2σ accuracy, with fixed values |θU | ∈ {θc, 2θc, 3θc}. Gray points are excluded by the
LHC results on the strength signal µττ [c.f. Eq. (41)], as in Fig. 4. See text for details.
Figure 7: RD∗/RSMD∗ is plotted against |∆aτ | for the parameters allowed by RD(∗) to 2σ accuracy,
with fixed values |θU | ∈ {θc, 2θc, 3θc}. Color code is the same as in Fig. 6.
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Field Spin Quantum Numbers C`eqd C
(1)
`equ C
(3)
`equ C`u Cqe C
(1)
`q C
(3)
`q
H ′ 0 (1,2, 1/2) X X – – – – –
S1 0 (3¯,1, 1/3) – X X – – X X
R2 0 (3,2, 7/6) – X X X X – –
U1 1 (3,1, 2/3) X – – – – X X
V2 1 (3¯,2, 5/6) X – – – X – –
Table 3: Classification of the particle fields that can generate the operators O`eqd, O(1)`equ and
O(3)`equ by tree-level matching, in terms of the SM quantum numbers, (SU(3)c, SU(2)L, Y ), with
Q = Y + T3 as hypercharge convention. For completeness, we also list the other semileptonic
operators generated by these scenarios in the Warsaw basis [52,53].
LQ that automatically preserves baryon number [20]. The most general Yukawa Lagrangian
allowed in this scenario by gauge symmetry reads [36]
LR2 = yijR QaieRj Ra2 + yijL uR iLaj εabR2b + h.c. , (51)
where yL and yR are generic couplings, i, j are flavor indices, and a, b are SU(2)L indices.
After integrating out the scalar LQ, we obtain at the matching scale
LR2eff =−
yijR
(
yklR
)∗
2m2R2
[Oqe]iklj − yijL
(
yklL
)∗
2m2R2
[O`u]ljik
−
[
yijR
(
yklL
)∗
2m2R2
([O(1)`equ]ljik + 14[O(3)`equ]ljik
)
+ h.c.
]
,
(52)
where mR2 is the LQ mass, and Oqe =
(
Q¯γµQ
)(
e¯Rγ
µeR
)
and O`u =
(
L¯γµL
)(
u¯Rγ
µuR
)
belong to the Warsaw basis [52,53]. This equation tells us that C
(1)
`equ = 4C
(3)
`equ at µ = mR2 ,
which can be translated into gSL ≈ 8.12 gT at µ = mb. This particular combination of
couplings lies outside the 2σ region in Fig. 3 and cannot account for Rexp
D(∗) > R
SM
D(∗) with
real couplings. 6 Note that to generate these effects, it is unavoidable to induce nonzero
contributions to C`u and Cqe, which will then contribute to Z-pole observables via loop
effects, as already discussed in Ref. [90]. Nonetheless, it is worth emphasizing that the
potential signature in (g − 2)τ and the sizable modification of the h → ττ decay are a
novelty of our work, which were not considered in previous LQ studies.
Lastly, the scalar LQ S1 was considered as a candidate to accommodateRD(∗) in Ref. [28,
49,50,70,71]. The most general Yukawa Lagrangian in this case reads [36]
6The possibility of explaining RD(∗) with complex Yukawa couplings of the LQ state R2 has been
previously considered in Ref. [27, 71,90], in which case this LQ state becomes a viable candidate.
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LS1 = xijL QC aLbj εab S1 + xijR uCR ieRj S1
+ zijL Q
C a
i Q
b
L j ab S
∗
1 + z
ij
R u
C
R idRj S
∗
1 + h.c. ,
(53)
where xL,R and zL,R are generic Yukawa matrices, and the superscript C stands for the
charge conjugation. Differently from the previous scenario, this model can induce the
proton decay via the dangerous diquark couplings zL and zR, which must therefore be
avoided, for example by enforcing a suitable symmetry. By neglecting the diquark couplings
we obtain at the matching scale
LS1eff =
xijR
(
xklR
)∗
2m2S1
[Oeu]ljki + xijL
(
xklL
)∗
4m2S1
([O(1)`q ]ljki − [O(3)`q ]ljki
)
+
[(
xijL
)∗
xklR
2m2S1
([O(1)`equ]jlik − 14[O(3)`equ]jlik
)
+ h.c.
]
,
(54)
where mS1 is the LQ mass, and Oeu =
(
e¯RγµeR
)(
u¯Rγ
µuR
)
. Interestingly, this scenario
generates C
(1)
`equ = −4C(3)`equ and C(1)`q = −C(3)`q , which correspond to gSL = −4 gT and gVL
in Eq. (22). Both of these combinations can independently accommodate RD(∗) . Similarly
to the previous model, the operators O(1)`q and O(3)`q can induce additional effects both at
tree and loop-level which have already been extensively studied in Ref. [33–35]. Note, in
particular, that a scenario with large scalar and tensor operators can be obtained from this
model if |xijL |  |xijR|, c.f. Ref. [50,71].
While in the framework of the EFT analyzed in the previous sections a simultaneous
explanation of RD(∗) and the muon g − 2 is made possible by a specific choice of the
Wilson coefficients, this conclusion cannot be reached without additional investigations in
the context of scalar LQ models. Indeed, from LQ exchange, the pure third generation
coupling to quarks and leptons assumed throughout this note and the coupling to the third
quark generation and the second lepton generation, necessary to explain the muon g − 2,
necessarily imply potentially dangerous couplings involving both the second and the third
lepton generations. The latter can lead to a rate of τ → µγ above the current limit, unless
a fine-tuning of the involved parameters is made.
6 Conclusion
Recent data on charged-current semileptonic decays B → D(∗)`ν hint at a lepton flavor
universality (LFU) violation departing from the Standard Model (SM) predictions at the
4σ level. If confirmed, these anomalies will represent a major New Physics (NP) dis-
covery. Since the required amount of LFU violation is quite large, correlated signals are
expected to emerge also in other low- and/or high-energy observables, depending on the
features of the underlying NP scenario. An UV complete model supplying an explanation
to the charged-current anomaly would clearly represent the ideal self-consistent framework
to analyse all possible correlated signals. While many interesting proposals exist in the
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literature, present data are not yet sufficient to single out a unique scenario and a consid-
erable room is left for analyses based on an effective field theory (EFT) approach, which
can capture the main features of the underlying theory. In particular, if the NP scale Λ is
of order TeV, the appropriate formalism is that of an EFT invariant under the SM gauge
group, selecting a very limited number of relevant semileptonic operators, up to flavor com-
binations. An EFT setup of this type is particularly suitable to study the unavoidable IR
effects generated, through RGE flow, at low energy. Due to operator mixing the low-energy
theory encompasses entirely new classes of effects related to the semileptonic operators,
independently on whether or not they are present at the UV level.
In this work, we focused on a NP setup defined at the scale Λ v by scalar and tensor
semileptonic operators, which have been proven to be able to accommodate the charged-
current anomalies. We have adopted a conservative mixing pattern in the quark sector, by
assuming NP coupling to the third generation and the minimum amount of mixing needed
to explain RD(∗) . In the lepton sector we have considered a slightly more general pattern,
with couplings to all generations, initially taken diagonal. In a first step, we have derived
the RGE of our effective Lagrangian from the high-scale Λ down to lower energies along
the lines of Ref. [33–35]. Then, we have outlined the phenomenological implications of our
setup to be confirmed or disproved by future data. In particular we have identified in the
parameter space of the model a viable region allowing a solution to the anomalies in terms
of a weighted combination of the scalar and tensor operators O(1)`equ and O(3)`equ.
We found that the scalar operator O(1)`equ generates modifications of the Higgs couplings
to leptons via RGE-induced electroweak effects. Despite the loop suppression, these ef-
fects can compete with the SM contributions due to the large chiral enhancement mt/m`.
Experimentally, the most promising channel to be monitored at the LHC is h→ ττ . The
tensor operator O(3)`equ generates leptonic dipole moments which are again chirally enhanced
by mt/m`. While the predictions for the electron and muon g − 2 are not directly corre-
lated with RD(∗) since they depend on the leptonic couplings with light generations, the
(g − 2)τ turns out to be of order O(10−3) in the parameter space where RD and RD∗ are
accounted for. It is worth emphasizing that this correlation depends on the flavor assump-
tions we have made, which maximize the effects in the top-quarks loops while inducing
contributions to b → cτ ν¯ via quark mixing. In principle, one can reduce these effects by
choosing a peculiar flavor structure in the quark sector. For instance, large loop effects do
not arise when only electroweak singlet up-quarks of the second generation enter the scalar
and tensor operators studied here. Another important outcome of our analysis concerns
the pattern of NP couplings to leptons. Non-diagonal couplings and/or intergenerational
mixing should be very small, to avoid the stringent bounds from charged lepton radiative
decays. On the other hand, a sizable mixing affecting left-handed leptons is naturally
expected, given the mixing pattern observed in neutrino oscillations. Reconciling these
aspects could represent a serious challenge for flavor models. Finally, scalar and tensor op-
erators arise in models via tree-level LQ exchange and, for completeness, we have recalled
some concrete realizations in the last section of this work.
Our analysis is complementary to those of Refs. [33–35,48]. Indeed, in Ref. [48], it has
been pointed out that scalar and tensor operators mix through electroweak running effects.
However, the unavoidable generation of NP contributions to leptonic magnetic moments
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and Higgs leptonic couplings, which is the main focus of the present analysis, has not been
addressed. Moreover, Ref. [33–35] focused on (current)×(current) operators. In that case,
electroweak running effects showed up predominantly in Z-pole observables and leptonic τ
decays, which are instead not significantly modified in our setup.
In conclusion, we have shown that the scenario considered here exhibits several distinc-
tive phenomenological features that can be tested in ongoing and upcoming experiments
such as LHC and Belle-II. Since such signatures emerge only at the quantum level, we
emphasize the importance of including electroweak corrections in any framework where
the explanation of B-anomalies invokes NP at the TeV scale.
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