and (see [24, (69) and (72)] and [25, (28) for s ∈ C Z ≤0 . Using the Legendre-Gauß multiplication formula for Euler's gamma function, one can simplify the ratios of gamma functions in (1.1.4), so that only Γ 
where n is a non-negative integer. Meanwhile, from the work of Bailey-Borwein-BroadhurstGlasser [1, §4.1], we know that
holds for all non-negative integers n. Thus, we may prove (2.1.3) by termwise summation, bearing in mind that
Finally, the integral identity π 
where
(2.1.15)
Here, we point out that last integral representation is actually equivalent to a formula of Bailey- 
(2.1.18)
Proof. Following Glasser-Montaldi [20, (4) , (5) 
By Mellin convolution, we have
where α ∈ (−1, ∞), δ ∈ (0, α + 1). is annihilated by a fourth-order differential operator [26, (34) ]:
More generally, the kernel space of this differential operator is spanned by four functions: , 1, 7 6 z , which exhibit the following asymptotic behavior, as z → 0 + : 
where the three sums are attributed to residues at s = n +
for n ∈ Z ≥0 , and
by closing the contour leftwards and collecting residues at s = −n for n ∈ Z ≥0 , we get 
Eliminating the last series from the last pair of equations, we obtain 3 4π 2 G Remark If all the poles in
p,q decomposes into a linear combination of q F p−1 (resp. p F q−1 ), as indicated in [4, 5.3 (6) Figure 3 ], we paraphrase an identity of Bailey [2, (3.4) ] in terms of the Meijer G-function:
Proposition 3.1.1 (Bailey representations of 4-loop sunrise). We have 
under permutations of its parameters, we are left with only three distinct forms of 7 F 6 as outputs from Bailey's identity. One of them simplifies to 6 F 5 (resp. 5 F 4 ), with cancelations from
. This explains all the stated results.
Remark Following Wan [34, Theorem 1], we recapitulate a special case of Zudilin's integral formula [42] :
where the chosen indices a 0 , a 1 , . . ., a 5 ensure convergence of both sides. Using 
, a 2 = 1
we are not able to further reduce the special values of p F p−1 (with p ∈ {7, 6, 5, 4}) appearing in (2.2.7) and (3.1.2) to more familiar mathematical constants. However, we do not exclude the possibility of finding their closed-form evaluations 1 in future efforts. Later in this article, we will also keep some generalized hypergeometric expressions "unevaluated", due to our current lack of quantitative understanding for them. 1 It is arguable whether L( f 4,6 ,2) should count as a closed-form evaluation in its own right. As one may recall, Bloch-Kerr-Vanhove [7] and Samart [30] have expressed the 3-loop sunrise diagram 2 
Lemma 3.2.1 (Mellin-Barnes representations for Feynman integrals).
For u ∈ (0, 4), we have 
Suppose that the left-hand of either (3.2.1) or (3.2.2) takes the form 3 , and set w = − 108u (4−u) 3 , then we can check that g(w) satisfies the following homogeneous differential equation:
Thus, the function g(w) must be a linear combination of three solutions:
1, 1 w , The exact contribution from each member in this basis set can be determined by asymptotic analysis, which will occupy the rest of this proof. 4 xt d t, x > 0 is Kluyver's probability density for the distance x traveled by a rambler walking in the Euclidean plane, taking 4 consecutive and independent unit steps, each aiming at uniformly distributed directions [9] . As
with the asymptotic behavior of Kluyver's probability density [9, Example 4.3 and Theorem 4.4]
we arrive at an expression
This proves (3.2.1). Next, we study (3.2.2), which essentially says that
We need two stages of asymptotic analysis to verify the identity above, which will described in the two paragraphs to follow. As u → 0 + , we have [cf. 40, Proposition 2.5] 
So far, we know that [cf. the last line in (3.2.7), and the first equality in (3.2.9)]
for certain constants A and B.
In the regime where
(3.2.13)
As we may recall, soon after the following evaluation
had been conjectured by Bailey-Borwein-Broadhurst-Glasser [1, (101)], the same was verified by Broadhurst [10] . Now that
Taylor expansion in a neighborhood of u = 4, with its leading coefficient given by the right-hand side of (3.2.14), we must have
Remark For completeness, we give another proof of (3.2.14), along with some generalizations. Our methods are largely independent of those employed in [10] . First, we note that the evaluation
follows from (2.2.2) and the first line in (3.2.13). Then, for ℓ ∈ Z >0 and λ, µ ∈ (0, ∞), we consider a vanishing contour integral
where the contour closes to the right, thanks to asymptotic expansions of the Hankel functions in the |z| → ∞ regime [36, §7.2]. Spelling out the Hankel functions along the imaginary axis in terms of modified Bessel functions, we arrive at a sum rule
Setting λ = µ = 1 in (3.2.17), we obtain a cancelation formula that is valid for every ℓ ∈ Z >0 :
This incorporates
as a special case (real part for ℓ = 1).
Representations for IKM(1, 5; 3). Towards our goal of proving
we begin with two lemmata concerning diagrams of sunrise type, namely,
for m ∈ {0, 1, 2}.
Lemma 3.3.1 (Alternative integral representations for IKM(1, 5; 3) and IKM(1, 5; 5)). We have the following identities:
Proof. As a variation upon [38, (3. 13)], we study a vanishing contour integral
where H
(1) 0 (z) and H
0 (z) are cylindrical Hankel functions. By pairing up the integrand at z = it and z = −it, and using the fact that
we may reduce the vanishing contour integral into our claimed result in (3.3.3). The proof of (3.3.4) founds on a similar principle.
Lemma 3.3.2 (A sum rule for Bessel moments).
We have the following vanishing identity:
Proof. In [1, §6.2], Bailey-Borwein-Broadhurst-Glasser reported that (3.3.7) is correct up to 1200 decimal places. We now prove this sum rule using Vanhove's fourth-order differential operator [33, Table 1 , n = 5] 3.9) before specializing to u = 1, we arrive at we have We begin our treatment of (3.3.13) with an analog of the Neumann addition formula in (2.2.4), namely (3.3.19) as well as an integral formula
, which lead us to
for u ∈ (0, 4), while referring to (2.2.3) and (3.2.2), we obtain
Shifting contours while picking up residues, we arrive at a decomposition 
− s, which subsequently rearranges to
Here, in the last step, we have applied the reflection s → Replacing the contour C * by the vertical line running from 1 4 − i∞ to 1 4 + i∞, we can convert the last two displayed equations into the claimed identities.
Remark At an earlier stage of the current work, we attempted to retrieve (3.3.13) from the "finite part" of the following divergent integral: , before arriving at the integrand in (3.3.13) . Later afterwards, we found that such formal arguments can be turned to rigorous computations, with appropriate subtractions and contour shifts before invocations of the Fubini theorem, as described in the proof above.
With the foregoing preparations, we can prove the integral identity announced in (1.2.4). 
