In this paper the mechanism of pattern formation for a reaction-diffusion system with nonlinear diffusion terms is investigated. Through a linear stability analysis we show that the cross-diffusion term allows the pattern formation. To predict the form and the amplitude of the pattern we perform a weakly nonlinear analysis. In the supercritical case the Stuart-Landau equation is found, which rules the evolution of the amplitude of the most unstable mode. With the increasing distance from the bifurcation value of the cross-diffusion parameter, the weakly nonlinear analysis fails and a Fourier-Galerkin approach is adopted. In the subcritical case the weakly nonlinear analysis must be pushed up to the fifth order, recovering the quintic Stuart-Landau equation for the amplitude of the pattern. The bifurcation diagram of this equation shows a range of the bifurcation parameter in which two qualitatively different stable states coexist (the origin and two large amplitude branches). Therefore the evolution of the pattern corresponds to a hysteresis cycle.
Diffusion-driven instability
The subject of our study is the phenomenon of pattern formation for the following reaction-diffusion system 7 :
∂u ∂t =△(u(c 1 + a 1 u + bv)) + Γu(µ 1 − γ 11 u − γ 12 v), ∂v ∂t =△(v(c 2 + a 2 v + b 2 u)) + Γv(µ 2 − γ 21 u − γ 22 v),
where u and v are the population densities of two competing species. The nonnegative parameters c i , a i , b and b 2 represent respectively the coeffi-cients of the linear, self-and cross-diffusion, the two latter being introduced to describe the tendency of the species to diffuse faster than predicted by the linear diffusion. The parameters γ ij > 0 are the competitive interaction coefficients and Γ describes alternatively the relative strength of reaction terms or the size of the spatial domain. We recall that a steady state is Turing unstable if it is stable as a solution to the reaction system in absence of the diffusion terms, but unstable as a solution of the full reaction-diffusion system 3, 8 . This mechanism, known as diffusion-driven instability, leads to the pattern appearance. In order to stress the role played by the cross-diffusion term in pattern formation, the kinetics has been chosen of the trivializing form as the classical competitive Lotka-Volterra. In fact, in this case, the simple linear diffusion is not able to determine the pattern formation (see 4 ). The coexistence steady state
is positive and stable for the kinetics if:
The linearized system in the neighborhood of (u 0 , v 0 ) is:
and:
Through a standard linear stability analysis, we look for solutions of system (3) of the form e ikx+λt . Spatial patterns arise in correspondence of those modes k for which Re(λ) > 0 and we find that this is possible only in presence of the cross-diffusion term. In particular, taking into account the conditions (2), and imposing Re(λ) > 0, we derive the critical value for the bifurcation parameter b c such that for b > b c the system has a finite k-pattern forming stationary instability. Moreover, the parameter Γ must be big enough so that at least one of the modes allowed by the boundary conditions is an unstable mode (when b = b c the only unstable mode is the critical wavenumber k = k c ). See 1 for details . In Fig. 1 we show a pattern, computed using a spectral methods, whose initial datum is a random periodic perturbation of the equilibrium (u 0 , v 0 ) ≈ (1.73, 0.83). 
Weakly nonlinear analysis: the supercritical case
To predict the amplitude and the form of the pattern close to the bifurcation threshold the nonlinear terms must be included into the analysis of the disturbances, thus a weakly nonlinear multiple scales analysis has to be carried out to determine the amplitude equation 6 . The solution of the original system (1) is then written as follows:
as a weakly nonlinear expansion in the small control parameter ε. where
Moreover, near the bifurcation the amplitude of the pattern evolves in a slow temporal scale T = ε 2 t which is treated as a separate variable from the fast time scale t. Therefore the time derivative decouples as ∂ t → ∂ t + ε 2 ∂ T . Substituting the expansion (5) into the system (1), one obtains a sequence of equations for the asymptotic coefficients w i at each order in ε. (4)). The solution of the above linear problem with the Neumann boundary conditions reads:
Notice that at this level the amplitude of the pattern A(T ) is still arbitrary. At O(ε 2 ) we recover a linear problem of the form L b c w 2 = F for which the Fredholm alternative is automatically satisfied (i.e. F is orthogonal to the kernel of the adjoint of L b c ), therefore the solution can be computed as follows:
where the coefficients w 2i are given in terms of the parameters of the full system (see 2 for details). At O(ε 3 ) one gets the linear problem L b c w 3 = G, whose solvability condition gives the Stuart-Landau equation for the amplitude of the pattern A(T ):
where the expressions of the constants σ and L are explicitly given in 2 . The coefficient σ is always positive when the conditions for diffusion driven instability hold. If the constant L is also positive (supercritical case), then the equilibrium state A ∞ = σ/L is a stable solution for (8) and it represents the asymptotic value of the amplitude A of the pattern. The asymptotic solution in (5) is then given by:
wherek c is the first admissible integer or semi-integer unstable mode (in order for the boundary conditions to be satisfied one has to approximate k c with thisk c ). In Fig. 2 the agreement between the numerical solution of the original system (1) and the approximated solution (9) is shown for different values of the deviation parameter ε. Notice that on the left of Fig. 2 , only the linear term in the weakly nonlinear expansion for the solution has to be considered. On the right, where a bigger value of ε has been chosen, the second order terms in the approximated solution had to be included to obtain a good accuracy.
The Fourier-Galerkin approximation
For higher values of the deviation from the bifurcation value, the weakly nonlinear approximation fails quite badly as it is shown on the left of Fig. 3 , where ε = 1.4 was picked . Another (and even more striking) way to see the failure of the weakly nonlinear theory is to plot the time behavior of the Fourier coefficients of the numerical solution. They show a time oscillatory behavior which cannot be predicted by the weakly nonlinear analysis (see Fig. 3 on the right).
To predict the behavior of the solution for larger ε, we look for a 2m-dimensional approximation of the system in the Fourier-Galerkin form: Substituting (10) into the original system (1), a system of ODEs is found which rules the dynamics of the time-dependent amplitudes W j = (U j , V j ). The implicit assumption in the above expression (10) is that, even for larger deviations from the bifurcation value (when also modes different from k c have a positive growth rate),k c (together with the modes of the form jk c ) remains the fastest growing mode and ultimately the predominant mode in the solution.
The considered Fourier-Galerkin expansion in (10) approximates the solution with a good accuracy, even for small m. In Appendix A the 8-D dynamical system obtained by substituting the Fourier-Galerkin approximation (10) into the original system (1) is explicitly derived when m = 3.
On the left hand side of the Fig. 4 the simulation of the dynamical system (A.3) shows a good agreement with the numerical solution of the system (1). Using this technique we are able to predict also the oscillations of the Fourier modes: they are described by the spirals into the (U i , V i ) phase plane shown on the right hand side of Fig. 4 . 
The subcritical case
When the coefficient L in (8) is negative (subcritical case), the StuartLandau equation (8) is not able to capture the behavior of the amplitude of the pattern. In this case the weakly nonlinear analysis has to be pushed up to a higher order. The multiple time scales T and T 1 are introduced as follows:
and we expand the bifurcation parameter as:
On substituting the expansions (11), (12) and (5) into (1) up to O(ε 3 ) the same linear problems as in Section 2 are recovered. Therefore the amplitude A(T, T 1 ) satisfies the equation (8) and the solution of the linear problem at O(ε 3 ) is given by:
The recovered equation at O(ε 4 ) automatically satisfies the Fredholm alternative and we obtain the following form of the solution w 4 :
(14) By imposing the compatibility condition at O(ε 5 ) we recover the following equation for the amplitude A(T, T 1 ) is obtained:
where the expressions of the coefficientsσ,L andQ are explicitly given in 2 . Taking into account the expansion (11) and the equations (8), (15), we obtain that the equation for the amplitude A at the characteristic time T = ε 2 t is the following quintic Stuart-Landau equation:
In the subcritical case the coefficientσ > 0 and the Landau coefficient L < 0. Choosing the system parameters in such a way thatQ < 0, the equation (16) where the U j , V j ) are the time dependent amplitudes of the solution, and substituting the above expressions into the system (1), the resulting 8-D dynamical system reads: 
