This paper deals with the construction of numerical solution of random initial value problems by means of random improved Euler method. Conditions for the mean square convergence of the proposed method is established. Finally, an illustrative example is included where the main statistics properties such as the mean and the variance of the stochastic approximation solution process are given.
Introduction
Random differential equations are powerful tools to model problems involving rates of changes of quantities representing variables under uncertainties or randomness, [1] , [2] , [3] . Many of these models are based on random differential equations of the forṁ X(t) = F (X(t), t) , t 0 ≤ t ≤ t e , X(t 0 ) = X 0 ,
where X 0 is a random vector and, the unknown, X(t), as well as, the right-hand side F (X(t), t) are vector stochastic processes. Reliable numerical solutions for problem (1.1) have been studied recently in [4] , [5] , [6] . In this paper, we present a random improved Euler method and we establish its mean square convergence in the fixed station sense. The proof of its convergence can be straightforward adapted to the extension of the random framework of others cases such as the so-called modified Euler and Runge-Kutta schemes [7] , taking advantage of the approach here presented; comments are added to this issue. Apart from studying latter random scheme in order to obtain approximations of the solution stochastic process, we are also interested in providing approximations of the average and variance functions of the solution because they revel important information about the statistical behavior of the solution.
This paper is organized as follows. Section 2 deals with some preliminary definitions, results, notations and examples that clarify the presentation of the paper. Section 3 is addressed to the analysis of the mean square convergence of the numerical schemes here presented. An illustrative example is included in the last section.
Preliminaries
This section deals with some preliminary notations, results and examples that will clarify the presentation of the main results of this paper. Let (Ω, F, P ) be a probability space. In the following we are interested in second order real random variables (2-r.v.'s), Y : Ω → R having a density probability function,
denotes the expectation operator. The space of all 2-r.v.'s defined on (Ω, F, P ) and endowed with the norm
, has a Banach space structure, denoted by L 2 . Let X j , j = 1, ...m be 2-r.v.'s, a m-dimensional second order random vector is given by X T = (X 1 , ..., X m ). The space of all m-dimensional random vectors of second order (2-r.v.v.'s) with the norm
is a Banach space and will be called the L m 2 -space. Given an interval T ⊆ R, a stochastic process {X(t), t ∈ T } defined on (Ω, F, P ) is called a second order stochastic process (2-s.p.), if for each t ∈ T , X(t) is a 2-r.v. In an analogous way, if for each t ∈ T , X(t) is a m-dimensional 2-r.v.v., then {X(t), t ∈ T } is a second order m-dimensional vector stochastic process (2-v.s.p.). The covariance matrix function of {X(t), t ∈ T } is defined by
where
In what follows, we shall assume that each r.v., r.v.v. and v.s.p. are of second order unless the contrary is stated. We say that a sequence of 2-r.v.v.'s {X n } n≥0 is mean square (m.s.) convergent to X ∈ L m 2 , and it will be denoted by X n m.s.
We say that a 2-v.s.p. {X(t) : t ∈ T } in L m 2 is m.s. continuous at t ∈ T , T an interval of the real line, if lim τ →0 X(t + τ ) − X(t) m = 0, t, t + τ ∈ T, and it is m.s. differentiable at t ∈ T , if there exists a 2-v.s.p., denoted by Ẋ (t) : t ∈ T , such that
, and
where B(t) is the Brownian motion, G(t) is a differentiable deterministic function in the interval [t 0 , t e ] and C, L, R, α are positive real constants.
Note that
. Hence F (X, t) is randomly bounded uniformly continuous.
Analysis of the mean square convergence
Let us consider the random initial value problem (1.1) under the following hypotheses on its right-hand side
• H1: F (X, t) is m.s. randomly bounded time uniformly continuous.
• H2: F (X, t) satisfies the m.s. Lipschitz condition
Note that under hypotheses H1 and H2, Theorem 5.1.2. of [3, p. 118] guarantees the existence and uniqueness of a m.s. solution
Moreover, conditions H1 and H2 guarantee the m.s. continuity of F (X, t) with respect to both variables. Now, let us introduce the random improved Euler method for problem (1.1) defined by
, F (X n , t n ) and X n are 2-r.v.v.'s, h = t n+1 − t n , with t n = t 0 + nh, for n = 0, 1, 2, . . .. We wish to prove that under hypotheses H1 and H2, the scheme (3.1) is m.s. convergent in the fixed station sense, i.e., fixed t ∈ [t 0 , t e ] and taking n such that t = t n = t 0 + nh, the m.s. error
tends to zero in L m 2 , as h → 0, n → ∞ with t − t 0 = nh. With the notation introduced previously, let e j n , X j n , F j (X, t) be the j-th entry of the random vectors e n , X n , F (X, t), respectively. Thus, e j n = X j n − X j (t n ), and by the m.s. fundamental theorem of calculus, see [3, p.104] , it follows that
From (3.1)-(3.3) and using thatẊ
is a m.s. continuous with respect to both variables, for j fixed, G j (u) is also m.s. continuous for each u ∈ [t n , t n+1 ]. Taking 2-norms in (3.4) and using property 3 of [3, p.102], it follows that
Let us bound the integrand appearing in (3.5) in the following way
Now, we proceed by bounding the first term of the right-hand side of (3.6) by considering (2.1)
For the two first terms of latter right-hand side, using hypothesis H2 and (3.2), one gets the following bounds 
Taking into account that h = t n+1 − t n > u − t n , from (3.9) and (3.10) one gets
Let S X be the bounded set in L m 2 defined by the exact theoretical solution of problem (1.1), S X = {X(t) , t 0 ≤ t ≤ t e } . Then by hypothesis H1 and Definition 2.1, we have
and by (3.8), (3.11) and (3.12), it follows that (3.7) is bounding by
The second term of the right-hand size of (3.6) can be bounded in a similar manner by considering that 
Hence, by (3.5), (3.6), (3.13) and (3.14) one obtains
where B = h ω(S X , h) + hMẊ k(t n+1 ) + 
k(t n+1 ) (1 + hk(t n )). As nh = t − t 0 , t n+1 = h + t, e 0 m = 0, the last inequality can be written in the form e n m ≤ exp
From (3.16), it follows that {e n } is m.s. convergent to zero as h → 0. Summarizing the following result has been established:
Theorem 3.1 With the previous notation, under the hypotheses H1 and H2, the random improved Euler method (3.1) is m.s. convergent and the discretization error e n defined by (3.2) satisfies the inequality (3.16) for t = t 0 + nh, h > 0, t 0 ≤ t ≤ t e .
Note that, under hypotheses H1 and H2, the mean square convergence is straightforward adapted to similar schemes such as Euler modified which yields by taking Φ(X n , t n , h) = hF (X n + 1 2 hF (X n , t n ), t n + 1 2 h), or the classical Runge-Kutta method (see, [3, p.67] ), that is, taking Φ(X n , t n , h) =
Numerical results and conclusions
In this section we apply the Euler improved method and Euler method see [5] , to a second order differential equation. As a first example, we introduce randomness into the equation by means of the initial conditions and source term. This is because the theoretical solution is available. After that, we consider a second example where the theoretical solution is not available by introducing randomness into the equation through one of its coefficients, initial conditions and source term. To make more complete this last example, we use the Monte Carlo (M.C.) method to compare the numerical results.
Example 4.1 Let us consider the random differential equation given by
where Q(t) is the charge at time t, L is the inductance, R is the resistance, C is the capacitance and H(t) = G(t) + αB(t) represents the potential source at time t being B(t) a Brownian motion and G(t) = 24 sin(10t). By introducing the vector X(t) T = (X 1 (t), X 2 (t)) = Q(t),Q(t) , model (4.1) can be written as follows:Ẋ(t) = F (X(t), t) = AX(t) + C(t), where C(t) and A are given by (2.3). By example 2.2, H1 holds, and H2 is easy to check. So, by Theorem 3.1, the random improved Euler method is m.s. convergent and in this case it is given by
2 , being I the identity matrix of size 2. Henceforth we will assume that Q 0 and I 0 are 2-r.v.'s independent of B(t) for each
Taking into account these data, (2.2) and (4.2), one obtains the approximations for the mean and variance of the charge Q(t) by means of random improved Euler method. We compare our results with respect to the Euler approximations, see [5] , and the theoretical ones, see [3, p. 154] . Tables 1 and 2 show our results by taking α = 0.5, C = 0.02, R = 6, L = 0.5. Clearly the improved Euler method provides better approximations as h goes to zero. Now, suppose that the resistance R is a r.v. following a uniform distribution on [6, 7] and the rest of the data as were stated before. Therefore, the matrix A becomes random and the computations of the mean and variance from (4.2) are more laborious than the last example. Because R is bounded, condition H2 holds true. Condition H1 follows from example 2.2. From [5] , we see that conditions Table 4 Approximations of the variance of Example 4.1
Where z is a standard normal r.v. and L is the truncation order of the trigonometric series. In this calculations L = 100. We can observe the convergence of the mean and variance by using Euler and Euler Improved methods as h goes to zero. Also the results of the mean and variance obtained with M.C. method are alike.
In this paper, we have presented the proof of the mean square convergence of an improved Euler random numerical scheme for systems of random differential equations. The more remarkable contribution of the present work is that the results here established do not depend on the sample or trajectory behavior of the data processes which allow us to apply the techniques to further random differential equations. In addition, we take advantage of the improved Euler random numerical scheme for computing directly the main statistic properties such as the expectation and variance of the mean square approximations. An important feature of this approach is that the mean square calculus guarantees that these approximations converge (in the mean square sense) to the exact ones. On the other hand, the example shows not only the theoretical aspects treated throughout the paper but also that the scheme here developed improves the corresponding approximations obtained from the Euler random numerical scheme as well as they agree with the theoretical results.
