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The Lie point symmetries of the Vlasov–Maxwell system in Lagrangian variables are
investigated by using a direct method for symmetry group analysis of integro-differential
equations, with emphasis on solving nonlocal determining equations. All similarity
reduction forms for the system are obtained by using different approaches and some
analytical and numerical solutions are presented.
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1. Introduction
It is well known that Lie symmetry analysis is one of the importantmethods in the study of differential equations and has
been extensively applied to many problems in science and engineering. It has important applications in the integration of
ordinary differential equations by quadratures, and also in the investigation of conservation laws by the Noether theorem.
Constructing reduced and similarity solutions of partial differential equations, and linearization of nonlinear ordinary and
partial differential equations are some other application fields of the theory. This theory and its applications have been
investigated and developed by many authors (Lie [1], Ovsiannikov [2], Olver [3], Ibragimov [4], Bluman [5], and others).
However, the classical Lie group theory applied to the ordinary differential equations (ODEs) and partial differential
equations (PDEs) is not applicable in the case of integro-differential equations (IDEs). The classical theory also cannot be
applied for solving nonlocal determining equations. But, IDEs describe many physical and real world phenomena such as
the activity of synaptically coupled neural networks, Vlasov–Maxwell equations in plasma physics [6], equations of nonlocal
elasticity theory introduced by Eringen [7], the nonlocal equations of the theory of waves [8], and other classes of the
functional–differential equations of mathematical physics [9,10]. In general, the integral term in these equations reflects
the memory, feedback or other mechanisms of a dynamical system. In some cases, one can describe an integro-differential
equation as an intermediate state between two ormore different PDEs, which unifies them in a single equation and possibly
possesses the features of both [11].
The difficulty of applying classical Lie approach to IDEs, relates to their integral term, and to overcome this difficulty
methods separated as indirect and direct for IDEs have been developed and applied in the literature. Indirect methods can
be found in the works of Krasnoslobodtsev [12] and Taranov [13]. Using Lie–Bäcklund type operators is a direct method
for investigating the solution of nonlocal determining equations which was introduced by Bobylev [14,15], Meleshko [16],
Ibragimov et al. [17], and Özer, [18–20]. There exist also direct methods in which instead of the Lie–Bäcklund type operator,
a Lie point group is used. These latter type direct methods are introduced by Roberts [21], Özer [22–24], Akhiev and
Özer [20,25], and Zawistowski [26].
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Symmetry group analysis of Vlasov–Maxwell equations in the Eulerian description is considered by Roberts [21]. Roberts
in his study uses a new approach for dealing with definite integrals. He considers a definite integral with one dummy
variable and changes it to a line integral then by assuming that the line parameter is the same parameter of the group
of transformations, then he calculates the infinitesimal change of the integral under group action, assuming that the border
of the path is not transformed in any way.
Later Zawistowski [26] and Akhiev and Özer [25] modify this approach to a general method for IDEs. Zawistowski
generalizes the concept of the line integral in [21] to a volume integral and introduces a Jacobian of transformation in jet
space, to compute the infinitesimal change of the definite integral term inside the IDEs.
In addition, Akhiev and Özer [25,20] develop a non-linear operator to investigate the invariant criterion in a unified
formalism. They also introduce a new method for solving nonlocal determining equations.
In this paper we analyze the Lie algebra of point symmetries and invariant solutions of the integro-partial differential
Vlasov–Maxwell system in Lagrangian variables. The paper is organized as follows. In Section 2, we present the system of
Vlasov–Maxwell equations in Lagrangian description. In Section 3, we introduce the infinitesimal criterion for PDEs and then
for IDEs. In addition we introduce the approach for solving nonlocal determining equations. In Section 4, the local and the
nonlocal determining equations are solved. In Section 5, the symmetry generators, general similarity forms, and reduction
forms for the system of IDEs are obtained. In Sections 6 and 7, some analytical and numerical similarity solutions are found
and discussed, respectively.
2. Vlasov–Maxwell equations in Lagrangian variables
In this section we present Vlasov–Maxwell equations in plasma physics the one-dimensional in a given space and time
varying background. These equationswith Lagrangian variables are given in the formof systemof IDEswith three dependent
and three independent variables that includes two PDEs and two IDEs as follows.(
Vt + VVx − emE
)
= 0, (1)
(ft + Vfx) = 0, (2)(
Ex − 4piem
∫
dufVu
)
= 0, (3)(
Et + 4piem
∫
dufVVu
)
= 0 (4)
where x stands for the one-dimensional position, t is for time, and u indicates the Lagrangian velocity of the plasma particles.
About the other physical meanings, e and m are electric charge and mass of the plasma species, respectively. Unlike the
method of [21], we assume here that only one species is contributed in the plasma. Electric permitivity 0, is taken 1. Here
f = f (t, x, u) is the distribution function of plasma species. It depends on position x, time t and velocity u of species.
E = E(t, x) is the electric field, it depends on time and position, but it is independent of the velocity of the species. V is the
Lagrangian change of the Euler velocity v with v = V (t, x, u). It is usually a function of all of the independent variables of
the system.
3. Symmetry group analysis of integro-differential equations
In this section, we present the general features of the approach, which is based on the study [20,22]. This is a direct
approach without using the Lie–Bäcklund type operator, for finding symmetries of the IDEs. First we review the definition
of the invariant criterion for PDEs.
3.1. Invariant criterion for PDEs
Let us take a one-parameter Lie group of transformationswith independent variables x = (x1, . . . , xn) and one dependent
variable y(x)with the parameter ε,
x˜i = x˜i(x, y; ε), y˜ = y˜(x, y; ε). (5)
The infinitesimal generator of the group (5) can be expressed in the following vector form
v =
n∑
i=1
ξi(x, y)
∂
∂xi
+ η(x, y) ∂
∂y
. (6)
The one-parameter transformations generated by v can be cast as
x˜i = eεv(xi) = xi + εξi(x, y)+ O(ε2), i = 1, . . . , n,
y˜ = eεv(y) = y+ εη(x, y)+ O(ε2). (7)
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If we consider amth-order differential equation as:
F(x, y, y
1
, . . . , y
m
) = 0, (8)
where y
m
presents all m-th derivatives of the function y with respect to the independent variable x, i.e. y
m
={
∂my
∂xi1 ···∂xim
∣∣∣∣1 ≤ i1, . . . , im ≤ n}. Then differential equation (8) can be regarded as an algebraic equation over the variables
(x, y, y
1
, y
2
. . . , y
m
), which is called jet variables. From this point of view (8) can define a manifold in the jet space and the
classical symmetry group analysis of Eq. (8) is carried out by means of the extension of transformations (7), defined in the
base space of variables (x, y), into the jet-space of variables (x, y, y
1
, y
2
. . . , y
m
), which is called prolongation.
If we denote this m-th prolongation of group action by symbol V
m
, which is used by many authors [2,3,5,4], then the
condition of invariance with respect to the transformation group (7) can be cast by:
V
m
F(x, y, y
1
. . . , y
m
)|F=0 = 0. (9)
The invariant condition (9) means that the solutions of the Eq. (8) will be mapped to another solutions of it, by the
symmetry group which satisfies (9):
F(x, y, y
1
. . . , y
m
) = 0,⇒ F (˜x, y˜, y˜
1
, . . . , y˜
m
) = 0. (10)
This can be understood from the Taylor expansion:
1F = F (˜x, y˜, y˜
1
, . . . , y˜
m
)− F(x, y, y
1
, . . . , y
m
)
= F
(
x1 + ξ1 + O(2), . . . , xn + ξn + O(2), y+ η + O(2),
∂1y+ η(1)1 + O(2), . . . , ∂ny+ η(1)n + O(2), . . . , ∂i1 · · · ∂imy+ η(m)i1···im + O(2)
)
− F(x, y, y
1
, . . . , y
m
)
= 
[
n∑
i=1
(∂iF)ξi + (∂yF)η +
n∑
i=1
(∂(∂iy)F)η
(1)
i + · · · +
∑
i1···im
(∂(∂i1 ···∂im y)F)η
(m)
i1···im
]
+ O(2)
=  V
m
F(x, y, y
1
, . . . , y
m
)+ O(2) (11)
where the last equality comes from the definition of the extended group action. The details can be found in the literature,
e.x. [5].
For a given PDE (8) this criterion (9) can be applied to achieve determining equations, an overdetermined system of PDEs,
which by solving them one finds infinitesimal generators of the symmetry group action of the PDE.
3.2. Invariant criterion for IDEs
We assume here that there is only finite integral terms. For every integral term we can write the invariant condition as∫
X
dx1 · · · dxlf (x, y, y
1
, . . . , y
k
) = 0⇒
∫
X˜
d˜x1 · · · d˜xlf (˜x, y˜, y˜
1
, . . . , y˜
k
) = 0. (12)
Now we want to introduce the infinitesimal criterion for (12). To calculate the difference of the two integrals we need
to perform a transformation of the dummy variables {˜x1, . . . , x˜l} 7→ {x1, . . . , xl} and to do this we need to compute the
Jacobian of the transformation [26]:
∂˜xi
∂xj
= δij +  ∂ξi
∂xj
+ O(2), i, j = 1, . . . , l. (13)
It is clear that off diagonal elements of this matrix are zero or have a coefficient of ε, so to compute the Jacobian to an
order of O(2), it is enough to multiply just diagonal elements:
∂(˜x1 · · · x˜l)
∂(x1 · · · xl) =
(
1+  ∂ξ1
∂x1
)
. . .
(
1+  ∂ξl
∂xl
)
+ O(2)
= 1+ 
l∑
i=1
∂ξi
∂xi
+ O(2). (14)
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Now the computation of the difference of the two integrals are straight forward.
1I =
∫
X˜
d˜x1 · · · d˜xlf (˜x, y˜, y˜
1
, . . . , y˜
k
)−
∫
X
dx1 · · · dxlf (x, y, y
1
, . . . , y
k
)
=
∫
X
dx1 · · · dxl
[(
1+ 
l∑
i=1
∂iξi
)
f
(˜
x(x, y), y˜(x, y), y˜
1
(x, y), . . . , y˜
k
(x, y)
)
− f
(
x, y, y
1
, . . . , y
k
)]
+ O(2)
=
∫
X
dx1 · · · dxl
[(
1+ 
l∑
i=1
∂iξi
)
f
(
x1 + ξ1 + O(2), . . . ,
xn + ξn + O(2), y+ η + O(2), ∂1y+ η(1)1 + O(2), . . . ,
∂ny+ η(1)n + O(2), . . . , ∂i1 · · · ∂iky+ η(k)i1...,ik + O(2)
)
− f (x, y, y
1
, . . . , y
k
)
]
+ O(2) (15)
1I = 
∫
X
dx1 · · · dxl
[
V
k
f (x, y, y
1
, . . . , y
k
)+ f (x, y, y
1
, . . . , y
k
)
l∑
i=1
∂iξi
]
+ O(2). (16)
To extend the definition of the criterion to the class of general IDEs, we follow [20]:
F(x, y(x), y
1
(x), . . . , y
k
(x), T (y)(x)) = 0 (17)
where
T (y)(x) =
∫
X
dx1 · · · dxlf (x, y, y
1
, . . . , y
k
) (18)
and by using the above discussion we introduce a nonlinear operator PT given by:
PT (y)(x) =
∫
X
[
V
k
+
l∑
i=1
∂iξi
]
f (x, y, y
1
, . . . , y
k
)dx1 · · · dxl. (19)
So we can write the infinitesimal change (16) in another way:
T˜ (˜y)(˜x) = T (y)(x)+ PT (y)(x)+ O(2). (20)
Therefore, we consider the following modified infinitesimal generator including the nonlocal operator PT and nonlocal
variable T (y):
V
k
T = V
k
+PT (y) ∂
∂T (y)
. (21)
The action of this infinitesimal operator is to make an infinitesimal change in IDEs (17):
V
k
T F(x, y(x), y
1
(x), . . . , y
k
(x), T (y)(x)) = F
(
x+ ξ (x, y(x))+ O(2), y(x)+ η (x, y(x))+ O(2),
y
1
(x)+ η(1)
(
x, y(x), y
1
(x)
)
+ O(2), . . . , y
k
(x)+ η(k)
(
x, y(x), y
1
(x), . . . , y
k
(x)
)
+ O(2),
T (y)(x)+ PT (y)(x)+ O(2)
)
(22)
and the invariant criterion for IDE (17) can be cast by:
V
k
T F(x, y(x), y
1
(x), . . . , y
k
(x), T (y)(x))|F=0 = 0. (23)
The Eq. (23) can be regarded as the determining equation for the general IDE (17).
4. Solving local and non-local determining equations
4.1. Solving local determining equations
For the system of Eqs. (1)–(4), we assume a symmetry vector Vwithout introducing non-local variables as
V = ξ t ∂
∂t
+ ξ x ∂
∂x
+ ξ u ∂
∂u
+ ηV ∂
∂V
+ ηf ∂
∂ f
+ ηE ∂
∂E
. (24)
It is better we state that (t, x, u, V , f , E) will be the base space coordinates and (Vt , ft , Et , Vx, fx, Ex, Vu, fu) will be the
prolongated coordinate functions in this computation. The governing equations is of order one, so we do not need higher
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degree prolongations here in this paper. The ξ and η functions, i.e. (ξ t , ξ x, ξ u, ηV , ηf , ηE), will be arbitrary functions of base
space coordinate, {t, x, v, V , f , E}, as the rule for calculating point symmetries [3,5].
The first prolongation of the symmetry vector (24) will be of this form
V
1
= V+
(
ηVt
∂
∂Vt
+ ηVx
∂
∂Vx
+ ηVu
∂
∂Vu
)
+
(
η
f
t
∂
∂ ft
+ ηfx
∂
∂ fx
+ ηfu
∂
∂ fu
)
+
(
ηEt
∂
∂Et
+ ηEx
∂
∂Ex
)
. (25)
The coefficients of V
1
can be computed explicitly [3,5], as follows.
ηVt =
[
−Vu
(
∂ξ u
∂t
+ Vt ∂ξ
u
∂V
+ ft ∂ξ
u
∂ f
+ Et ∂ξ
u
∂E
)
+
(
∂ηV
∂t
+ Vt ∂η
V
∂V
+ ft ∂η
V
∂ f
+ Et ∂η
V
∂E
)
− Vt
(
∂ξ t
∂t
+ Vt ∂ξ
t
∂V
+ ft ∂ξ
t
∂ f
+ Et ∂ξ
t
∂E
)
− Vx
(
∂ξ x
∂t
+ Vt ∂ξ
x
∂V
+ ft ∂ξ
x
∂ f
+ Et ∂ξ
x
∂E
)]
(26)
ηVx =
[
−Vu
(
∂ξ u
∂x
+ Vx ∂ξ
u
∂V
+ fx ∂ξ
u
∂ f
+ Ex ∂ξ
u
∂E
)
+
(
∂ηV
∂x
+ Vx ∂η
V
∂V
+ fx ∂η
V
∂ f
+ Ex ∂η
V
∂E
)
− Vt
(
∂ξ t
∂x
+ Vx ∂ξ
t
∂V
+ fx ∂ξ
t
∂ f
+ Ex ∂ξ
t
∂E
)
− Vx
(
∂ξ x
∂x
+ Vx ∂ξ
x
∂V
+ fx ∂ξ
x
∂ f
+ Ex ∂ξ
x
∂E
)]
ηVu =
[
−Vu
(
∂ξ u
∂u
+ Vu ∂ξ
u
∂V
+ fu ∂ξ
u
∂ f
)
+
(
∂ηV
∂u
+ Vu ∂η
V
∂V
+ fu ∂η
V
∂ f
)
− Vt
(
∂ξ t
∂u
+ Vu ∂ξ
t
∂V
+ fu ∂ξ
t
∂ f
)
− Vx
(
∂ξ x
∂u
+ Vu ∂ξ
x
∂V
+ fu ∂ξ
x
∂ f
)]
(27)
η
f
t =
[
−fu
(
∂ξ u
∂t
+ Vt ∂ξ
u
∂V
+ ft ∂ξ
u
∂ f
+ Et ∂ξ
u
∂E
)
+
(
∂ηf
∂t
+ Vt ∂η
f
∂V
+ ft ∂η
f
∂ f
+ Et ∂η
f
∂E
)
− ft
(
∂ξ t
∂t
+ Vt ∂ξ
t
∂V
+ ft ∂ξ
t
∂ f
+ Et ∂ξ
t
∂E
)
− fx
(
∂ξ x
∂t
+ Vt ∂ξ
x
∂V
+ ft ∂ξ
x
∂ f
+ Et ∂ξ
x
∂E
)]
ηfx =
[
−fu
(
∂ξ u
∂x
+ Vx ∂ξ
u
∂V
+ fx ∂ξ
u
∂ f
+ Ex ∂ξ
u
∂E
)
+
(
∂ηf
∂x
+ Vx ∂η
f
∂V
+ fx ∂η
f
∂ f
+ Ex ∂η
f
∂E
)
− ft
(
∂ξ t
∂x
+ Vx ∂ξ
t
∂V
+ fx ∂ξ
t
∂ f
+ Ex ∂ξ
t
∂E
)
− fx
(
∂ξ x
∂x
+ Vx ∂ξ
x
∂V
+ fx ∂ξ
x
∂ f
+ Ex ∂ξ
x
∂E
)]
(28)
ηfu =
[
−fu
(
∂ξ u
∂u
+ Vu ∂ξ
u
∂V
+ fu ∂ξ
u
∂ f
)
+
(
∂ηf
∂u
+ Vu ∂η
f
∂V
+ fu ∂η
f
∂ f
)
− ft
(
∂ξ t
∂u
+ Vu ∂ξ
t
∂V
+ fu ∂ξ
t
∂ f
)
− fx
(
∂ξ x
∂u
+ Vu ∂ξ
x
∂V
+ fu ∂ξ
x
∂ f
)]
ηEt =
[
+
(
∂ηE
∂t
+ Vt ∂η
E
∂V
+ ft ∂η
E
∂ f
)
+ Et
(
∂ηE
∂E
− ∂ξ
t
∂t
Vt
∂ξ t
∂V
− ft ∂ξ
t
∂ f
− Et ∂ξ
t
∂E
)
− Ex
(
∂ξ x
∂t
+ Vt ∂ξ
x
∂V
+ ft ∂ξ
x
∂ f
+ Ex ∂ξ
x
∂E
)]
(29)
ηEx =
[
+
(
∂ηE
∂x
+ Vx ∂η
E
∂V
+ fx ∂η
E
∂ f
+ Ex ∂η
E
∂E
)
− Et
(
∂ξ t
∂x
+ Vx ∂ξ
t
∂V
+ fx ∂ξ
t
∂ f
+ Ex ∂ξ
t
∂E
)
− Ex
(
∂ξ x
∂x
+ Vx ∂ξ
x
∂V
+ fx ∂ξ
x
∂ f
+ Ex ∂ξ
x
∂E
)]
. (30)
Now we continue with applying V
1
, the prolonged infinitesimal group action, to the governing equations (1)–(4), to
compute determining equations of them. Eqs. (31) and (32) below, show the prolongation of the PDE equations (1) and
(2), respectively. Actually here we use another form of (9), i.e.
V
1
F = λF .
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As a coefficient to F , here we take λ to be a function of base coordinates (t, x, u, V , f , E). In this way, only when F is zero,
we set V
1
F = 0.
− e
m
ηE + ηVVx + Vt
(
∂ξ t
∂t
+ V ∂ξ
t
∂x
+ Vt ∂ξ
t
∂V
+ VVx ∂ξ
t
∂V
+ ft ∂ξ
t
∂ f
+ Vfx ∂ξ
t
∂ f
+ Et ∂ξ
t
∂E
+ VEx ∂ξ
t
∂E
)
+ Vx
(
∂ξ x
∂t
+ V ∂ξ
x
∂x
+ Vt ∂ξ
x
∂V
+ VVx ∂ξ
x
∂V
+ ft ∂ξ
x
∂ f
+ Vfx ∂ξ
x
∂ f
+ Et ∂ξ
x
∂E
+ VEx ∂ξ
x
∂E
)
+ Vu
(
∂ξ u
∂t
+ V ∂ξ
u
∂x
+ Vt ∂ξ
u
∂V
+ VVx ∂ξ
u
∂V
+ ft ∂ξ
u
∂ f
+ Vfx ∂ξ
u
∂ f
+ Et ∂ξ
u
∂E
+ VEx ∂ξ
u
∂E
)
+
(
∂ηV
∂t
+ V ∂η
V
∂x
+ Vt ∂η
V
∂V
+ VVx ∂η
V
∂V
+ ft ∂η
V
∂ f
+ Vfx ∂η
V
∂ f
+ Et ∂η
V
∂E
+ VEx ∂η
V
∂E
)
= λ1
(
Vt + VVx − emE
)
(31)
ηV fx + ft
(
∂ξ t
∂t
+ V ∂ξ
t
∂x
+ Vt ∂ξ
t
∂V
+ VVx ∂ξ
t
∂V
+ ft ∂ξ
t
∂ f
+ Vfx ∂ξ
t
∂ f
+ Et ∂ξ
t
∂E
+ VEx ∂ξ
t
∂E
)
+ fx
(
∂ξ x
∂t
+ V ∂ξ
x
∂x
+ Vt ∂ξ
x
∂V
+ VVx ∂ξ
x
∂V
+ ft ∂ξ
x
∂ f
+ Vfx ∂ξ
x
∂ f
+ Et ∂ξ
x
∂E
+ VEx ∂ξ
x
∂E
)
+ fu
(
∂ξ u
∂t
+ V ∂ξ
u
∂x
+ Vt ∂ξ
u
∂V
+ VVx ∂ξ
u
∂V
+ ft ∂ξ
u
∂ f
+ Vfx ∂ξ
u
∂ f
+ Et ∂ξ
u
∂E
+ VEx ∂ξ
u
∂E
)
+
(
∂ηf
∂t
+ V ∂η
f
∂x
+ Vt ∂η
f
∂V
+ VVx ∂η
f
∂V
+ ft ∂η
f
∂ f
+ Vfx ∂η
f
∂ f
+ Et ∂η
f
∂E
+ VEx ∂η
f
∂E
)
= λ2(ft + Vfx). (32)
The third equation of governing system (3) is an IDE, and the integral part of it is as follows:
T (f ) =
∫
dufVu (33)
so for computing the determining equations of this governing equation (3) we need to apply (21), which is now in this form:
V
1
T = V+
(
ηVt
∂
∂Vt
+ ηVx
∂
∂Vx
+ ηVu
∂
∂Vu
)
+
(
η
f
t
∂
∂ ft
+ ηfx
∂
∂ fx
+ ηfu
∂
∂ fu
)
+
(
ηEt
∂
∂Et
+ ηEx
∂
∂Ex
)
+ PT ∂
∂T
(34)
where the non-linear operator PT , in this equation for the case of (3), takes the following form:
PT (f ) =
∫
du
[
V
1
(fVu)+ fVu
(
∂ξ u
∂u
)]
. (35)
Eq. (36) is the same Eq. (3) after subjecting to (34). Again here λ3 and λ4 are functions of the base space coordinates, which
adds multipliers of the two IDEs to the RHS.
Et
(
∂ξ t
∂x
+ Vx ∂ξ
t
∂V
+ fx ∂ξ
t
∂ f
+ Ex ∂ξ
t
∂E
)
+ Ex
(
∂ξ x
∂x
+ Vx ∂ξ
x
∂V
+ fx ∂ξ
x
∂ f
+ Ex ∂ξ
x
∂E
)
+
(
∂ηE
∂x
+ Vx ∂η
E
∂V
+ fx ∂η
E
∂ f
+ Ex ∂η
E
∂E
)
− 4piem
∫
du
[
ηf Vu − fVt
(
∂ξ t
∂u
+ Vu ∂ξ
t
∂V
+ fu ∂ξ
t
∂ f
)
− fVx
(
∂ξ x
∂u
+ Vu ∂ξ
x
∂V
+ fu ∂ξ
x
∂ f
)
− fVu
(
∂ξ u
∂u
+ Vu ∂ξ
u
∂V
+ fu ∂ξ
u
∂ f
)
+ f
(
∂ηV
∂u
+ Vu ∂η
V
∂V
+ fu ∂η
V
∂ f
)
+ fVu
(
∂ξ u
∂u
)]
= λ3
(
Ex − 4piem
∫
dufVu
)
+ λ4
(
Et + 4piem
∫
duVfVu
)
. (36)
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Actually this is a crucial step to add multipliers of integral equations to the prolongated IDE, because it makes us to be
able to solve the non-local determining equations here in which we do not use nonlocal variables. For the case of the (4) the
non-linear operator PT of (34), takes the form
PT (f ) =
∫
du
[
V
1
(VfVu)+ VfVu
(
∂ξ u
∂u
)]
(37)
and here is the Eq. (4) after subjecting it to (34):
Et
(
∂ξ t
∂t
+ Vt ∂ξ
t
∂V
+ ft ∂ξ
t
∂ f
+ Et ∂ξ
t
∂E
)
+ Ex
(
∂ξ x
∂t
+ Vt ∂ξ
x
∂V
+ ft ∂ξ
x
∂ f
+ Et ∂ξ
x
∂E
)
+
(
∂ηE
∂t
+ Vt ∂η
E
∂V
+ ft ∂η
E
∂ f
+ Et ∂η
E
∂E
)
+ 4piem
∫
du
[
Vηf Vu + ηV fVu + VfVt
(
∂ξ t
∂u
+ Vu ∂ξ
t
∂V
+ fu ∂ξ
t
∂ f
)
+ VfVx
(
∂ξ x
∂u
+ Vu ∂ξ
x
∂V
+ fu ∂ξ
x
∂ f
)
+ VfVu
(
Vu
∂ξ u
∂V
+ fu ∂ξ
u
∂ f
)
+ Vf
(
∂ηV
∂u
+ Vu ∂η
V
∂V
+ fu ∂η
V
∂ f
)]
= λ5
(
Ex − 4piem
∫
dufVu
)
+ λ6
(
Et + 4piem
∫
duVfVu
)
. (38)
We put PDE parts of the Eqs. (36) and (38) along with the PDE equations (31) and (32), to zero. With some mathematical
manipulations one can find the following complete solution to this system of PDEs:
ξ t = ξ t0 + tξ t1, ξ x = ξ x00 + tξ x01 + t2ξ x02 + xξ x10,
ηV = −Vξ t1 + ξ x01 + 2tξ x02 + Vξ x10, ηE = −2Eξ t1 +
2m
e
ξ x02 + Eξ x10,
(39)
where the multiplier functions take the following solutions.
λ1 = −2ξ t1 + ξ x10, λ2 = −ξ t1 +
∂ηf
∂ f
, λ3 = −2ξ t1,
λ4 = 0, λ5 = −ξ x01 − 2tξ x02, λ6 = −3ξ t1 + ξ x10.
(40)
In (39) and (40), our new unknown functions
{ξ t0, ξ t1, ξ x00, ξ x01, ξ x02, ξ x10, ξ u, ηf } (41)
are any arbitrary functions of just (u) unless {ηf }which is a function of (u, f ).
4.2. Solving non-local determining equations
Now in this section we deal with solving nonlocal determining equations. We have solved PDE part of equations, so if we
insert new values of the original unknowns (39) and (40), to the Eq. (36), PDE part of it will vanish and only IDE part will
remain. The new version of (36) is:
2ξ t1
∫
dufVu +
∫
du
[
ηf Vu − f ξ t1Vu + f ξ x10Vu − fVt
(
∂ξ t0
∂u
)
+ fV
(
∂ξ x10
∂u
− ∂ξ
t
1
∂u
)
− tfVt
(
∂ξ t1
∂u
)
− fVx
(
∂ξ x00
∂u
)
+ f
(
∂ξ x01
∂u
)
− tfVx
(
∂ξ x01
∂u
)
+ 2tf
(
∂ξ x02
∂u
)
− t2fVx
(
∂ξ x02
∂u
)
− xfVx
(
∂ξ x10
∂u
)]
= 0. (42)
In Eq. (42) the first integral just have one monomial {fVu} inside, so the coefficients of the other monomials and also the
coefficients of x and t inside the second integral in Eq. (42) should be zero. This is because new functions to be determined
in (41), are independent of x and t . This includes the coefficients of fVt , fV , tfVt , f , tf , fVx, tfVx, t2fVx, and xfVx, and produces
a new set of PDEs. By solving them one can see that {ξ t0, ξ t1, ξ x00, ξ x01, ξ x02, ξ x10} are just constants. If we use this fact and
modify the (42), all other rows will vanish and just first row will remain. Again by balancing the two integrals one gets that
ηf = −(ξ t1 + ξ x10)f .
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If we use these values inside (38), it will vanish too:∫
du
[−(ξ t1 + ξ x10)VfVu − 2ξ t1VfVu + ξ x01fVu + 2ξ x02tfVu + 2ξ x10VfVu]
= ξ x01
∫
dufVu + 2tξ x02
∫
duf Vu − 3ξ t1
∫
duVfVu + ξ x10
∫
duVfVu. (43)
Now ξ ’s and η’s functions (39), can be written as:
ξ t = a1 + 2a5t,
ξ x = a2 + a3t + a62 t
2 + (a4 + a5)x,
ξ u = g(u),
ηV = a3 + a6t + (a4 − a5)V ,
ηf = −(a4 + 3a5)f ,
ηE = (a4 − 3a5)E + me a6
(44)
where a1, a2, a3, a4, a5, a6 are arbitrary constants, and g(u) is an arbitrary function of u, as we did not find any restriction
on it during the solving procedure.
Now the symmetry vector (24), turns to be a vector with some arbitrary constants and functions.
Z = (a1 + 2a5t) ∂
∂t
+
(
a2 + a3t + a62 t
2 + (a4 + a5)x
) ∂
∂x
+ g(u) ∂
∂u
+ (a3 + a6t + (a4 − a5)V ) ∂
∂V
− (a4 + 3a5) ∂
∂ f
+
(
(a4 − 3a5)E + me a6
) ∂
∂E
. (45)
We can split up this vector to seven independent symmetry vectors, which consist a Lie algebra.
v1 = ∂
∂t
,
v2 = ∂
∂x
,
v3 = t ∂
∂x
+ ∂
∂V
,
v4 = x ∂
∂x
+ V ∂
∂V
− f ∂
∂ f
+ E ∂
∂E
,
v5 = 2t ∂
∂t
+ x ∂
∂x
− V ∂
∂V
− 3f ∂
∂ f
− 3E ∂
∂E
,
v6 = t
2
2
∂
∂x
+ t ∂
∂V
+ m
e
∂
∂E
,
v7 = g(u) ∂
∂u
.
(46)
5. General similarity and reduction forms
In this section we consider three different methods to compute the reduced forms of the governing equations (1)–(4).
In the first method, we attempt to solve the characteristic equation of the general symmetry vector field. Then by using the
relations between group parameters which can change the form of the characteristic equation, we reach to some classes
of symmetry vectors, and by using them we reduce the system of Eqs. (1)–(4). In the second method, we first construct
Adjoint operator table and then by considering a general element v in the Lie algebra and subjecting it to various adjoint
transformations, we try to simplify it as much as possible, to reach to the optimal system of one-parameter subgroups.
In the third method we find the optimal system and one-parameter subgroups of the Lie algebra by a different approach
from the second method which is based on constructing some matrices as the basis of the adjoint algebra. After completing
these two methods, we summarize the results of them in a table and then we reduce the governing system by each of these
one-parameter subgroups.
5.1. Reductions by the relations between group parameters
As a common rule for solving PDEs, we first construct the characteristic equation (47) of the general symmetry vector
(45). Then we should solve Eq. (47) to find similarity variables, and similarity forms.
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dt
a1 + 2a5t =
dx
a2 + a3t + a62 t2 + (a4 + a5)x
= du
g(u)
= dV
a3 + a6t + (a4 − a5)V =
df
−(a4 + 3a5)f
= dE
(a4 − 3a5)E + me a6
. (47)
By reduction we will have fewer independent variables. The governing system of Eqs. (1)–(4), has three independent
variables. So by reduction this will be reduced to two independent variables that are called the similarity variables. Then
the system will be again an IDE with three dependent and two independent variables. The correspondent two similarity
variables will be η1 and η2. We take η2 as u and integrate first equation of the Eq. (47) to find η1 as a function of (x, t). It
is very important to mention that the solutions of the characteristic equation (47) may be changed drastically when the
arbitrary coefficients get values in a way that some denominators drawn to zero.
5.1.1. Case I
In this case we assume a5 6= 0, (a4 + a5) 6= 0, (a4 − a5) 6= 0, (a4 + 3a5) 6= 0 and (a4 − 3a5) 6= 0. So none of the
denominators are zero, so this is the most general case. If we solve the first equality of (47), the constant of integration will
be in this form:
η1(x, t) =
(
(a1 + 2a5t)
−(a4+a5)
2a5
)
2(a4 − 3a5)(a4 − a5)(a4 + a5) [2a2(a4 − 3a5)(a4 − a5)+ 2a1(a3(a4 − 3a5)
+ (a4 + a5)a6t)+ 2a6a21 + (a4 + a5)(2a3(a4 − 3a5)t
+ (a4 − a5)(2(a4 − 3a5)x+ a6t2))] (48)
and the constant of integration of the second equality asmentioned, can be taken η2 = u, in all cases. The reduced equations
are as follows.
−E e
m
+ (a4 − a5)V + ∂V
∂η1
(−(a4 + a5)η1 + V ) = 0
−(a4 + 3a5)f + ∂ f
∂η1
(−(a4 + a5)η1 + V ) = 0
∂E
∂η1
− 4empi
∫
dη2
∂V
∂η2
f = 0
(a4 + a5)η1 ∂E
∂η1
− (a4 − 3a5)E − 4empi
∫
dη2
∂V
∂η2
fV = 0.
(49)
5.1.2. Case II
Now we turn to set some denominators to zero. In this section we assume a4 = a5 and we take all the coefficients as
non-zero numbers. The integration leads to a log term.
η1(t, x) =
( −1
a1 + 2ta5
)(
1
16
)(
1
a35
)
[log(a1 + 2ta5)(4a1a3a5 + 8ta3a25 − 2a6a21
− 4ta1a5a6)+ 4a1a3a5 + 2ta1a5a6 − a6a21 − 8a2a25 + 4a6t2a25 − 16xa35]. (50)
The reduced equations for this case are:(
2a5 + ∂V
∂η1
)
V −
(
a6
8a25
+ 4η1a5
)
∂V
∂η1
− E e
m
+ a6
2a5
= 0
6a35f +
∂ f
∂η1
(
a6
8a35
− 1
a5
V + 4η1
)
= 0
∂E
∂η1
− 4empi
∫
dη2
∂V
∂η2
f = 0(
m
e
a1a6 − 2a5E + 4empi
∫
dη2
∂V
∂η2
fV
)
+ ∂E
∂η1
(
a1a6
8a25
− a3
2a5
− 2a5η1
)
= 0.
(51)
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5.1.3. Case III
In this section we assume a4 = −a5 and again we take all the coefficients as non-zero numbers.
η1(t, x) = x− 1
16a35
[2ta5(4a3a5 − a1a6 + ta5a6)+ (a6a21 + 8a2a25 − 4a1a3a5) log(a1 + 2ta5)]. (52)
Now the reduced equations for this case are as follows.
(V − a2) ∂V
∂η1
+ (a1a3)− emE − 2a5V = 0
(V − a2) ∂ f
∂η1
− 2a5f = 0
∂E
∂η1
− 4empi
∫
dη2
∂V
∂η2
f = 0
a2
∂E
∂η1
+
(
4a5E − me a6a
2
1
)
− 4empi
∫
dη2
∂V
∂η2
fV = 0.
(53)
5.1.4. Case IV
As another case we assume a4 = 3a5 and again all the coefficients are non-zero numbers. Again we have a log term in
the constant of integration as follows.
η1(t, x) =
1
32
a35(a1 + 2ta5)2
[(4a1a5(a3 − 2ta6)+ 8a25(a2 + 2ta3 + 4xa5)− 3a6a21)
− (2a6(a1 + 2ta5)2) log(a1 + 2ta5)]. (54)
The reduced equations for this case take the following form.
− e
m
E +
(
2a5 + ∂V
∂η1
)
V + 1
8a25
[
4a5a6 − (a6 + 32η1a35)
∂V
∂η1
]
= 0
48fa35 +
∂ f
∂η1
(a6 − 8Va25 + 32η1a35) = 0
∂E
∂η1
− 4empi
∫
dη2
∂V
∂η2
f = 0(
a6
8a25
+ 4η1a5
)
∂E
∂η1
+ m
e
a6 + 4empi
∫
dη2
∂V
∂η2
fV = 0.
(55)
5.1.5. Case V
We assume a4 = −3a5 and again all the coefficients are non-zero numbers. It is worth noting that in this case we do not
have a log term for η1. This will be reflected in the other methods that we perform later in this section, under the title of
optimal system, that this case is not an independent case but it is a part of a general case.
η1(t, x) = x(a1 + 2ta5)−
(
t
6
)
[6a2 + t(3a3 + ta6)] . (56)
We obtained the following reduced equations for this case.
∂V
∂η1
(V − a1a2 + 2a5η1)− E em − 4a5V +
a21
6(a5)
(6a3a5 − a1a6) = 0
∂ f
∂η1
(−a1a2 + 2a5η1 + V ) = 0
∂E
∂η1
− 4empi
∫
dη2
∂V
∂η2
f = 0
∂E
∂η1
(2a5η1 − a1a2)− 6a5E + 4empi
∫
dη2
∂V
∂η2
fV = 0.
(57)
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5.1.6. Case VI
Now we take a4 = 0, and a5 = 0 and again assume all the other coefficients as non-zero numbers.
η1(t, x) =
(
1
6a1
)
(6xa1 − 6ta2 − 3a3t2 − a6t3). (58)
The reduced equations for this case are as follows.
a3 − a1E em +
∂V
∂η1
(−a2 + a1V ) = 0
∂ f
∂η1
(−a2 + a1V ) = 0
∂E
∂η1
− 4empi
∫
dη2
∂V
∂η2
f = 0
(2a6)
m
e
− ∂E
∂η1
(2a2)+ 4empi(2a1)
∫
dη2
∂V
∂η2
fV = 0.
(59)
5.1.7. Case VII
Here we assume a4 = 0, a5 = 0, and a1 = 0 and the other coefficients as non-zero numbers. Then we get η1 = t . For
this case, the reduced equations are
∂V
∂η1
− e
m
E + 2(a3 + a6η1)
2a2 + 2a3η1 + a6η21
V = 0
∂ f
∂η1
= 0
m
e
2a6
2a2 + 2a3η1 + a6η21
− 4empi
∫
dη2
∂V
∂η2
f = 0
∂E
∂η1
+ 4empi
∫
dη2
∂V
∂η2
fV = 0.
(60)
5.1.8. Case VIII
Finally in this last case we assume a4 = 0, a5 = 0, a1 = 0, and a6 = 0 and a2 6= 0 and a3 6= 0. Again we get η1 = t , and
the following is the reduced equations for this case.
∂V
∂η1
− e
m
E + a3
a2 + a3η1 V = 0
∂ f
∂η1
= 0∫
dη2
∂V
∂η2
f = 0
∂E
∂η1
+ 4empi
∫
dη2
∂V
∂η2
fV = 0.
(61)
5.2. Optimal system: first approach
In the previous sectionswe found symmetry vectors, (46), andmentioned that they construct a Lie algebra. In this section
we first compute the commutator table of these symmetry vector fields based on the basic commutator formula,
[vi, vj] = vivj − vjvi.
Note that in this study we put aside the infinite dimensional vector v7, which comes from the linearity of the system.
With the help of the Lie series
Adj(v)w = w− [v,w] + O(2) (62)
and Table 1 we can compute the adjoint table.
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Table 1
Commutator table.
[, ] v1 v2 v3 v4 v5 v6
v1 0 0 v2 0 2v1 v3
v2 0 0 0 v2 v2 0
v3 −v2 0 0 v3 −v3 0
v4 0 −v2 −v3 0 0 −v6
v5 −2v1 −v2 v3 0 0 3v6
v6 −v3 0 0 v6 −3v6 0
Table 2
Adjoint representation table.
Adj v1 v2 v3 v4 v5 v6
v1 v1 v2 v3 − v2 v4 v5 − 2v1 v6 − v3
v2 v1 v2 v3 v4 − v2 v5 − v2 v6
v3 v1 + v2 v2 v3 v4 − v3 v5 + v3 v6
v4 v1 ev2 ev3 v4 v5 ev6
v5 e2v1 ev2 e−v3 v4 v5 e−3v6
v6 v1 + v3 v2 v3 v4 − v6 v5 + 3v6 v6
By Table 2, we can find the conjugacy classes of subalgebras correspond to the optimal classification of one-parameter
symmetry vectors for reduction of the Vlasov–Maxwell equations (1)–(4). To do this, we take a general vector as a linear
combination of the vectors v1 through v6,
P = a1v1 + a2v2 + a3v3 + a4v4 + a5v5 + a6v6 (63)
and try to simplify it by finding its adjoint conjugates [3].
Adj( v1)[P] = (a1 − 2a5)v1 + (a2 − a3)v2 + (a3 − a6)v3 + a4v4 + a5v5 + a6v6
Adj( v2)[P] = a1v1 + (a2 − (a4 + a5))v2 + a3v3 + a4v4 + a5v5 + a6v6
Adj( v3)[P] = a1v1 + (a2 + a1)v2 + (a3 − (a4 − a5))v3 + a4v4 + a5v5 + a6v6
Adj( v4)[P] = a1v1 + ea2v2 + ea3v3 + a4v4 + a5v5 + ea6v6
Adj( v5)[P] = e2a1v1 + ea2v2 + e−a3v3 + a4v4 + a5v5 + e−3a6v6
Adj( v6)[P] = a1v1 + a2v2 + (a3 + a1)v3 + a4v4 + a5v5 + (a6 − (a4− 3a5))v6.
(64)
First, we note that a4 and a5 coefficients of the P cannot be affected by applying any Adj operations. So the starting point
of classifying of P is to look at a4 and a5:
5.2.1. Case I
Both of the a4 and a5, are zero.
Then P takes a simpler form:
P = a1v1 + a2v2 + a3v3 + a6v6.
First we take a1 = 1 and try to suppress the other coefficients. If a3 and a2 are non-zero, we can send them to zero:
Adj(−a3v6)[v1 + a2v2 + a3v3 + a6v6] = v1 + a2v2 + a6v6
Adj(−a2v3)[v1 + a2v2 + a6v6] = v1 + a6v6
Adj(−Log(|a6|)v4)[v1 + a6v6] = v1 + Sgn[a6]v6.
(65)
So as a summary, if we have a non-zero coefficient for v1 then this vector P is conjugate to one of v1 or v1+v6, or v1−v6,
according to the Sgn[a6].
Now if a1 = 0 then P takes this form:
P = a2v2 + a3v3 + a6v6. (66)
Lemma 1. If a6 6= 0 in P = a2v2 + a3v3 + a6v6, then P is conjugate to v6 + Sgn[a2 − a23/a6]v2. If a6 = 0 then P is conjugate
to v2 or v3, but not to a sum of them.
Proof. First consider a6 6= 0. Then Adj(a3/a6v1)[P] = v6 + (a2 − a23/a6)v2 and then by applying Adj(a5) the coefficient of
v2 can be scaled. Now if a6 = 0 and a3 6= 0 then we can assume P = a2v2 + v3, and by applying Adj(a2v1)we can draw the
coefficient of v2 to zero. 
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5.2.2. Case II
a5 = 1 and a4 = 0.
For this choice, we see that by applying Adj operator all the other vectors can be suppressed.
Adj
(a1
2
v1
)
[a1v1 + a2v2 + a3v3 + v5 + a6v6] = a2v2 + a3v3 + v5 + a6v6
Adj(a2v2)[a2v2 + a3v3 + v5 + a6v6] = a3v3 + v5 + a6v6
Adj(−a3v3)[a3v3 + v5 + a6v6] = v5 + a6v6
Adj
(
−a6
3
v6
)
[v5 + a6v6] = v5.
(67)
5.2.3. Case III
a5 = 0 and a4 = 1.
By this choice for the coefficients of v4 and v5, we can assume that the coefficients of the all other vectors, but v1, are
zero. This can be understood as follows. Take P as,
P = a1v1 + a2v2 + a3v3 + v4 + a6v6
Adj(a6v6)[P] = a = a1v1 + a2v2 + (a3 + a1a6)v3 + v4
Adj((a3 + a1a6)v3)[a] = b = a1v1 + (a2 + a1(a3 + a1a6))v2 + v4
Adj((a2 + a1(a3 + a1a6))v2)[b] = c = a1v1 + v4
Adj
(
−1
2
Log(|a1|)v5
)
[c] = Sgn[a1]v1 + v4.
(68)
5.2.4. Case IV
a5 6= 0 and a4 6= 0, for simplicity we take a5 = 1.
Four situations are distinguishable for this option.
B a4 = −1. As this choice, we have
P = a1v1 + a2v2 + a3v3 − v4 + v5 + a6v6 (69)
and by applying Adj
( a1
2 v1
)
and Adj
(− a64 v6) and then Adj (− ( a32 − a1a64 ) v3) we suppress all other coefficients but v2
with the (a2 − a1a3/2) coefficient remains, which we can just scale it by v4 or v5. Therefore, here we have three classes:
v5 − v4 + αv2 distinguished by α ∈ {−1, 0, 1}.
B a4 = +1. In this case we have
P = a1v1 + a2v2 + a3v3 + v4 + v5 + a6v6 (70)
and by applying Adj
( a1
2 v1
)
and Adj
(− a62 v6) and then Adj (( a22 − a1a34 ) v2) we suppress all other coefficients but v3 with
(a3−a1a6/2) coefficient remains,whichwe can just scale it by v4 or v5. So again as a resultwehave three classes: v5+v4+αv3
distinguished by α ∈ {−1, 0, 1}.
B a4 = +3. For this choice we have
P = a1v1 + a2v2 + a3v3 + 3v4 + v5 + a6v6 (71)
and by applying Adj
( a1
2 v1
)
and Adj
(( a2
4 − a1a38
)
v2
)
and then Adj
(( a3
2 − a1a64
)
v3
)
we suppress all other coefficients but v6
with a6 coefficient remains, which we can just scale it by v4 or v5. We have three classes for this option, too: v5+ 3v4+αv6
distinguished by α ∈ {−1, 0, 1}.
B a4 6∈ {−1,+1,+3}. Finally we have
P = a1v1 + a2v2 + a3v3 + a4v4 + v5 + a6v6 (72)
and by applying Adj
( a1
2 v1
)
and Adj
((
2a2−a1a3
2(1+a4)
)
v2
)
and Adj
((
− 2a3−a1a62(1−a4)
)
v3
)
and then Adj
((
− a63−a4
)
v6
)
we suppress all
other coefficients. For this option we have infinite classes: v5 + a4v4 where a4 6∈ {−1,+1,+3}.
So we have proved the following lemma for this case:
Lemma 2. When a4 and a5 are both nonzero, then we have these classes:
v5 + αv4 α ∈ R
v5 + v4 + αv3 α = ±1
v5 − v4 + αv2 α = ±1
v5 + 3v4 + αv6 α = ±1.
(73)
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5.3. Optimal system: second approach
Here in this section we present the adjoint action by matrix notation, [27]. In this approach of using matrices, the
computation of optimal system is done in another way and it worth considering, too.
By denoting of A elements of the adjoint representation of the Lie point symmetry group over its Lie algebra (46), one
can take operators
Aα = −[vα, vβ ] ∂
∂vβ
as a basis of this adjoint algebra.
Using the table of commutators, Table 1, we get
A1 = −v2 ∂
∂v3
− 2v1 ∂
∂v5
− v3 ∂
∂v6
A2 = −v2 ∂
∂v4
− v2 ∂
∂v5
A3 = +v2 ∂
∂v1
− v3 ∂
∂v4
+ v3 ∂
∂v5
A4 = +v2 ∂
∂v2
+ v3 ∂
∂v3
+ v6 ∂
∂v6
A5 = +2v1 ∂
∂v1
+ v2 ∂
∂v2
+ v3 ∂
∂v3
+ 3v6 ∂
∂v6
A6 = +v3 ∂
∂v1
− v6 ∂
∂v4
+ 3v6 ∂
∂v5
.
(74)
The infinitesimal operator A1 generates the following one-parameter group of linear transformations:
v′1 = v1, v′2 = v2, v′3 = v3 − a1v2, v′4 = v4,
v′5 = v5 − 2a1v1, v′6 = v6 − a1v6
which is represented by the matrix A1(a1).
A1(a1) =

1 0 0 0 0 0
0 1 0 0 0 0
0 −a1 1 0 0 0
0 0 0 1 0 0
−2a1 0 0 0 1 0
0 0 −a1 0 0 1
 ; A2(a2) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 −a2 0 1 0 0
0 −a2 0 0 1 0
0 0 0 0 0 1
 ;
A3(a3) =

1 a3 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 −a3 1 0 0
0 0 a3 0 1 0
0 0 0 0 0 1
 ; A4(a4) =

1 0 0 0 0 0
0 ea4 0 0 0 0
0 0 ea4 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 ea4
 ;
A5(a5) =

e2a5 0 0 0 0 0
0 ea5 0 0 0 0
0 0 e−a5 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 e−3a5
 ; A6(a6) =

1 0 a6 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 −a6
0 0 0 0 1 3a6
0 0 0 0 0 1
 .
As mentioned in [27] the adjoint action takes place by acting A∗, transpose to A, on the coordinate vector
{v1, v2, v3, v4, v5, v6}. Here following the convention [27], and also for easier tracing, we use e = {e1, e2, e3, e4, e5, e6}
as alternative notation for coordinate vector.
First as it is seen from the 4th and 5th columns of these matrices, the coordinates e4 and e5 do not change under the
action of matrices A∗i . Therefore, we will consider separately the cases when e4 and e5 are zero.
Let e4 = e5 = 0. If e1 = e6 = 0, means e = {0, e2, e3, 0, 0, 0}, then having e3 6= 0 and acting by the matrices
A∗4(− log(|e3|)), A∗1(e2/e3)
one obtains the vector {0, 0, 1, 0, 0, 0}. If e1 = 0 but e6 6= 0, we take e6 = 1, then acting by
A∗1(e
3)
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and in case e2 − (e3)2 = 0 we obtain {0, 0, 0, 0, 0, 1}. In case e2 − (e3)2 6= 0 we act by one more matrix
1(
e2 − (e3)2) 34 A∗5
(
−1
4
log(|e2 − (e3)2|)
)
and obtain {0,±1, 0, 0, 0, 1}. If e1 6= 0, we take e1 = 1 and in case a6 = 0, acting by
A∗3(−e2), A∗6(−e3)
one gets {1, 0, 0, 0, 0, 0}, and in case a6 6= 0 acting by
A∗4
(− log(|e6|)) · A∗3 (−(e2 − (e3)2/e6)) · A∗1 (e3/e6)
one obtains {1, 0, 0, 0, 0,±1}.
Let e4 = 1 and e5 = 0. Acting by
A∗2
(
e2 + e1(e3 + e1e6)) · A∗3 (e3 + e1e6) · A∗6 (e6)
and in case e1 = 0, one gets {0, 0, 0, 1, 0, 0}, and in case e1 6= 0 acting by one more matrix
A∗5
(−1/2 log(|e1|))
one obtains {±1, 0, 0, 1, 0, 0}.
Let e4 = 0 and e5 = 1. Acting by
A∗2
(
e1/2
) · A∗2 (e2 + 13 e1(−3e3 + e1e6)
)
· A∗3
(−e3 + e1e6/3) · A∗6 (−e6/3)
we get {0, 0, 0, 0, 1, 0}.
Let e5 = 1 and e4 = b and b 6= 3, 1,−1. Acting by
A∗1
(
e1/2
) · A∗2 (c) · A∗3 (d) · A∗6 (−e6/(3− b))
where c = 11+b
(
e2 + e1(e3(b−3)+e1e6)
(b−3)(b−1)
)
and d = − 11−b
(
e3 + e1e6
(b−3)
)
, one obtains {0, 0, 0, b, 1, 0}.
If b = 1 acting by
A∗2
(
e2/2
) · A∗1 (e1/2) · A∗6 (−e6/2)
and in case e3 = e1e6/2, one obtains {0, 0, 0, 1, 1, 0}. In case e3 6= e1e6/2 acting by one more matrix
A∗4
(− log(|e3 − e1e6/2|)) · A∗2 (−e1e3/4+ (e1)2e6/8)
one obtains {0, 0,±1, 1, 1, 0}. If b = −1 acting by
A∗3
(−e3/2+ e1e6/4) · A∗6 (−e6/4) · A∗1 (e1/2)
and in case e2 = e1e3/2, we obtain {0, 0, 0,−1, 1, 0}. In case e2 6= e1e3/2 acting by one more matrix
A∗4
(− log(|e2 − e1e3/2|))
we obtain {0,±1, 0,−1, 1, 0}. If b = 3 acting by
A∗3
(
e3/2
) · A∗2 (1/4(e2 − e1e3/2)) · A∗1 (e1/2)
and in case e6 = 0, one obtains {0, 0, 0, 3, 1, 0}. In case e6 6= 0 acting by one more matrix
A∗4
(− log(|e6|)) · A∗3 (−e1e6/4)
one obtains {0, 0, 0, 3, 1,±1}.
In summarywe find in this section the representatives of the distinguished conjugacy classes of one dimensional subalge-
bras of the Lie algebra of the symmetries of the governing system. It worth noting that according the convention used in this
section, a result like {0, 0, 0, 3, 1,±1} simplymeans 3v4+v5±v6 as the notation of the previous approach to optimal system.
5.4. The optimal system and subgroups of Lie algebras and reduction forms
In this section we first present in Table 3, the same results of the two previous approaches to the optimal system. Apart
from their different methods, they are completely agree in the results. Then in Table 4 we present the reduced forms of the
governing system which have been achieved by each symmetry vector of Table 3.
In Table 4, for the sake of simplicity, we have used the same notation for similarity forms, V , f , E, instead of V˜ , f˜ , E˜, but
to represent the two similarity variables, we have used η1, η2.
6. Similarity solutions for governing equations
In this section we want to present some analytic solutions of the reduced equations. Reduced equations have less
variables so solving or guessing their solutions can be simpler than the equation itself. In the case of Vlasov–Maxwell system
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Table 3
Optimal system.
v5 = 2t∂t + x∂x − V∂V − 3f ∂f − 3E∂E
v5 + 3v4 + v6 = 2t∂t +
(
4x+ 12 t2
)
∂x + (t + 2V )∂V − 6f ∂f + me ∂E
v5 + 3v4 − v6 = 2t∂t +
(
4x− 12 t2
)
∂x + (−t + 2V )∂V − 6f ∂f − me ∂E
v5 + v4 + v3 = 2t∂t + (t + 2x)∂x + ∂V − 4f ∂f − 2E∂E
v5 + v4 − v3 = 2t∂t + (−t + 2x)∂x − ∂V − 4f ∂f − 2E∂E
v5 − v4 + v2 = 2t∂t + ∂x − 2V∂V − 2f ∂f − 4E∂E
v5 − v4 − v2 = 2t∂t − ∂x − 2V∂V − 2f ∂f − 4E∂E
v5 + αv4 = 2t∂t + (1+ α)x∂x − (1− α)V∂V − (3+ α)f ∂f − (3− α)E∂E
v4 = x∂x + V∂V − f ∂f + E∂E
v4 + v1 = ∂t + x∂x + V∂V − f ∂f + E∂E
v4 − v1 = −∂t + x∂x + V∂V − f ∂f + E∂E
v1 = ∂t
v1 + v6 = ∂t + 12 t2∂x + t∂V + me ∂E
v1 − v6 = ∂t − 12 t2∂x − t∂V − me ∂E
v6 = 12 t2∂x + t∂V + me ∂E
v6 + v2 =
(
1+ 12 t2
)
∂x + t∂V + me ∂E
v6 − v2 =
(−1+ 12 t2) ∂x + t∂V + me ∂E
v3 = t∂x + ∂V
v2 = ∂x
of equations, the reduced equations have 2 independent and three dependent variables. If we look at Table 4, we may
recognize solution of some of them. These solutions can then be transformed back and make a group invariant solution
of the governing system of equations. Below we obtain some analytic solutions for two cases of Table 4.
6.1. Case I
We reconsider here the system of equations which are reduced by v2 in Table 4. In this system the third equation is
just an integral term which is equated to zero. We want to draw the integral to zero. In other cases if we do this then it
imposes a condition on E or derivative of E. But in this case, the integral term must be zero, without any restriction on E or
its derivatives. The equations of this system of reduced equations are as follows:
∂V
∂η1
− E e
m
= 0 (75)
∂ f
∂η1
= 0 (76)∫
dη2
∂V
∂η2
f = 0 (77)
∂E
∂η1
+ 4empi
∫
dη2
∂V
∂η2
fV = 0. (78)
We summarize the class of solutions of this system in the Theorem 3 below.
Theorem 3. The system of equations
V = V (η1, η2) = eEcm η1 + H(η2),
f = f (η2),
E = Ec
(79)
where Ec is a constant and H(η2) and f (η2) are any even functions of their arguments, is a solution to the equations of (75)–(78).
To prove this theorem, we need some lemmas.
Definition 4. If v(x) = −v(−x), ∀x then we call v an odd function.
If v(x) = v(−x), ∀x then we call v an even function.
Lemma 5. An odd function times an even function, is again an odd function.
This is obvious from the definition above.
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Table 4
Reduced forms of the governing system.
Case Similarity forms Reduced VM-equations
v5 + αv4 η1 = t
− 12− α2 x
η2 = u
e
m E − ∂V∂η1 V + 12 η1 ∂V∂η1 (1+ α)+ 12V (1− α) = 0
∂ f
∂η1
V − 12 η1 ∂ f∂η1 (1+ α)− 12 f (3+ α) = 0
∂E
∂η1
− 4empi ∫ dη2 ∂V∂η2 f = 0
1
2 E(3−α)+ 12 η1 ∂E∂η1 (1+α)−4empi
∫
dη2 ∂V∂η2 fV = 0
v5 − v4 ± v2 η1 =
1
2
(2x∓ log(t))
η2 = u
−V + V ∂V
∂η1
∓ 12 ∂V∂η1 ∓ em E = 0
−f + V ∂ f
∂η1
∓ 12 ∂ f∂η1 = 0
∂E
∂η1
− 4empi ∫ du ∂V
∂η2
f = 0
−2E ∓ 12 ∂E∂η1 + 4empi
∫
du ∂V
∂η2
fV = 0
v5 + 3v4 ± v6 η1 =
x
t2
∓ 1
4
log(t)
η2 = u
±2− 4E em + 4V + ∂V∂η1 (∓1− 8η1 + 4V ) = 0
−12f + ∂ f
∂η1
(∓1− 8η1 + 4V ) = 0
∂E
∂η1
− 4empi ∫ dη2 ∂V∂η2 f = 0
− ∂E
∂η1
+ 2me ± 16empi
∫
dη2 ∂V∂η2 f (V − 2η1) = 0
v5 + v4 ± v3 η1 =
x
t
∓ 1
2
log(t)
η2 = u
∓1+ 2E em − ∂V∂η1 (∓1− 2η1 + 2V ) = 0
4f − ∂ f
∂η1
(∓1− 2η1 + 2V ) = 0
∂E
∂η1
− 4empi ∫ dη2 ∂V∂η2 f = 0
∓ ∂E
∂η1
− 2E + 8empi ∫ dη2 ∂V∂η2 f (V − η1) = 0
v4
η1 = t
η2 = u
∂V
∂η1
− E em + V 2 = 0
∂ f
∂η1
− fV = 0
E − 4empi ∫ dη2 ∂V∂η2 f = 0
∂E
∂η1
+ 4empi ∫ dη2 ∂V∂η2 fV = 0
v4 ± v1 η1 = x exp(∓t)η2 = u
∂V
∂η1
η1 ± E em − V ∓ ∂V∂η1 V = 0
∂ f
∂η1
η1 + f ∓ ∂ f∂η1 V = 0
∂E
∂η1
− 4empi ∫ dη2 ∂V∂η2 f = 0
∂E
∂η1
η1 − E ∓ 4empi
∫
dη2 ∂V∂η2 fV = 0
v6 ± v2 η1 = tη2 = u
∂V
∂η1
− E em + V 2η1η21±2 = 0
∂ f
∂η1
= 0
2m
(η21±2)e
− 4empi ∫ dη2 ∂V∂η2 f = 0
∂E
∂η1
+ 4empi ∫ dη2 ∂V∂η2 fV = 0
v1 ± v6 η1 = x∓
t3
6
η2 = u
∂V
∂η1
V = em E
∂ f
∂η1
V = 0
∂E
∂η1
− 4empi ∫ dη2 ∂V∂η2 f = 0
4empi
∫
dη2 ∂V∂η2 fV = ∓me
v1
η1 = x
η2 = u
∂V
∂η1
V = em E
∂ f
∂η1
V = 0
∂E
∂η1
− 4empi ∫ dη2 ∂V∂η2 f = 0∫
dη2 ∂V∂η2 fV = 0
v6
η1 = t
η2 = u
∂V
∂η1
− E em + 2Vη−11 = 0
∂ f
∂η1
= 0
2me η
−2
1 − 4empi
∫
dη2 ∂V∂η2 f = 0
∂E
∂η1
+ 4empi ∫ dη2 ∂V∂η2 fV = 0
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Table 4 (continued)
Case Similarity forms Reduced VM-equations
v3
η1 = t
η2 = u
∂V
∂η1
− E em + V 1η1 = 0
∂ f
∂η1
= 0∫
dη2 ∂V∂η2 f = 0
∂E
∂η1
+ 4empi ∫ dη2 ∂V∂η2 fV = 0
v2
η1 = t
η2 = u
∂V
∂η1
− E em = 0
∂ f
∂η1
= 0∫
dη2 ∂V∂η2 f = 0
∂E
∂η1
+ 4empi ∫ dη2 ∂V∂η2 fV = 0
Lemma 6. Integral of an odd function, is an even function.
Proof. Consider v as an odd function. Then by definition
∫ a
−a vdx = 0. The integral of v can be regarded as F(x) =
∫ x
x0
v(x′)dx′
for some choice of x0. Then
F(−x) =
∫ −x
x0
v(x′)dx′ =
∫ −x
x0
v(x′)dx′ +
∫ x
−x
v(x′)dx′ =
∫ x
x0
v(x′)dx′ = F(x). 
Lemma 7. Derivative of an even function, is an odd function.
Proof. Consider v as an even function of x. Then by definition of the derivative of a function ∂v
∂x
∣∣∣∣−x0= limh→0 v(−x0+h)−v(−x0)h ,
but by using the assumption we have v(−x0) = v(x0) and v(−x0 + h) = v(x0 − h). So we have: ∂v∂x
∣∣∣∣−x0=
limh→0 v(x0−h)−v(x0)h = − ∂v∂x
∣∣∣∣
x0
. 
Proof of Theorem 3. Now it is clear that if we pick even functions for H and f then ∂V
∂η2
will be an odd function and then
both of the integrals will vanish. As a result of this E should be constant. (Note that E was independent of u in the original
Eqs. (1)–(4), so here also it is independent of η2.) From (76), f should not depend on η1, and from (75), V should be linear
in η1. 
The similarity variables here are η1 = tη2 = u, so there is no need to transform back.
6.2. Case II
We reconsider here the system of equations which is reduced by v5 + 3v4:
2
∂V
∂η1
η1 + E em − V −
∂V
∂η1
V = 0 (80)
2
∂ f
∂η1
η1 + 3f − ∂ f
∂η1
V = 0 (81)
∂E
∂η1
− 4empi
∫
dη2
∂V
∂η2
f = 0 (82)
2
∂E
∂η1
η1 − 4empi
∫
dη2
∂V
∂η2
fV = 0. (83)
From the last two equations we get:
∂E
∂η1
= 4empi
∫
dη2
∂V
∂η2
f = 4empi
2η1
∫
dη2
∂V
∂η2
fV . (84)
One of the solutions of (84) is:
f
∂V
∂η2
= 1
2η1
fV
∂V
∂η2
. (85)
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Fig. 1. Numerically similarity solutions in case of v2 .
We cannot assume here that both of f 6= 0 and ∂V
∂η2
6= 0 because then we get V = 2η1 which has ∂V∂η2 = 0, and is a
contradiction then. So either f = 0 or ∂V
∂η2
= 0. In either case from (84) E should be constant. Here are the discussions:
6.2.1. First choice f = 0
Then we need just solve (80). By rearranging and integrating one finds:
V (η1, η2) = 12H(η2)
[
−m−2 + 2 eE
m
H(η2)± 1m
√
m−2 − 2 eE
m
H(η2)+ 4η1H(η2)
]
(86)
where H is any function of η2, f = 0 and E is a constant.
6.2.2. Second choice: ∂V
∂η2
= 0
Then we need to solve two Eqs. (80) and (81):
V (η1) =
−m−2 + 2 eEm C1 − 1m2
√
1− 2meC1E + 4m2C1η1
2C1
f (η1) = C2
m
(
1+√1− 2meC1E + 4m2C1η1)3 .
(87)
Similarity variables here are η1 = xt2 , η2 = u. So we can transform back these solutions to be solutions of the
Vlasov–Maxwell equations.
Theorem 8. The following two system of equations are solutions to the governing system.
V (t, x, u) = −
m− 2em2H(u)Ec +±
√
m2 − 2em3H(u)Ec + 4m4H(u)xt2
2m3H(u)
(88)
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Fig. 2. The same in case of v5 + 3v4 .
Fig. 3. Decline of V plot in Fig. 2, for η2 = 0.5.
where H is any function of u, f = 0 and Ec is a constant, and
V (t, x) =
−m+ 2em2C1Ec −
√
m2 − 2em3C1Ec + 4m4xC1t2
2m3C1
f (t, x) = C2(
m+
√
m2 − 2em3C1Ec + 4m4xC1t2
)3
E = Ec
(89)
where C1 and C2 are arbitrary constants.
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Fig. 4. The case v5 + 3v4 once again according to (87).
7. Numerical solutions
We want to present here the method we have used to solve numerically the reduced integro-differential equations. To
do this we reconsider the equations reduced by v5 here again, as a sample:
V
∂V
∂η1
− 1
2
η1
∂V
∂η1
− 1
2
V − e
m
E = 0, (90)
V
∂ f
∂η1
− 3
2
f − 1
2
η1
∂ f
∂η1
= 0, (91)
∂E
∂η1
− 4empi
∫
dη2f
∂V
∂η2
= 0, (92)
−3
2
E − 1
2
η1
∂E
∂η1
+ 4empi
∫
dη2f
∂V
∂η2
V = 0. (93)
If we rearrange them with respect to the differential term of each equation, we reach:
∂V
∂η1
(η1, η2) =
1
2V (η1, η2)+ emE(η1)
V (η1, η2)− 12η1
, (94)
∂ f
∂η1
(η1, η2) =
3
2 f (η1, η2)
V (η1, η2)− 12η1
, (95)
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Fig. 5. The plots of V , f , and E for the case of v5 + 3v4 + v6 . Here initial values used are V [0, u] = 1100+0.03(u−u0)4 , f [0, u] = 0.2, and E[0] = 0.
∂E
∂η1
(η1) = 4empi
∫
f
∂V
∂η2
dη2, (96)
∂E
∂η1
(η1) = − 3
η1
E(η1)+ 8empi
η1
∫
f
∂V
∂η2
Vdη2. (97)
For the numerical solutions, in these equations we use finite difference method to present the discretized differential
terms and trapezoidalmethod for the discrete computing of the integral terms.
Differentiation with respect to η2 only occurs inside of the integral terms. We use a centered difference of second order
for it:
∂V
∂η2
= (V [i, j− 1] − V [i, j+ 1])/21x. (98)
Now trapezoidal approximation of the integral term of (96) becomes:
F3[i] = 4empi
∑
All j
(
f [i, j]V [i, j− 1] − V [i, j+ 1]
21x
+ f [i, j+ 1]V [i, j] − V [i, j+ 2]
21x
)
1x
2
. (99)
This is a function of i because the summation carries out on all j. To compute the above sum for each i0, one needs all
f [i0, j] and V [i0, j] to be known. This means for the first step one needs f [0, j] and V [0, j] for all j’s to be known, as the initial
values. Then F3[0] is computable. To compute E[i+ 1] by Euler method one needs E[i], too:
E[i+ 1] = E[i] +1xF3[i] (100)
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Fig. 6. V [0, u] = 1100 (u− u0)2 + u− 21.4, f [0, u] = 0.2, and E[0, u] = 0, where u0 means the mid point of the interval of the Lagrangian velocity u.
and this means E[0] is another initial value which should be provided. RHS of (97) can be approximated with the same
method as:
F4[i] = 1
η1[i]
(
−3E[i] + 8empi
∑
All j
(
f [i, j]V [i, j]V [i, j− 1] − V [i, j+ 1]
21x
+ f [i, j+ 1]V [i, j+ 1]V [i, j] − V [i, j+ 2]
21x
)
1x
2
)
. (101)
Here by a formula similar to Eq. (100), again E[i+ 1] is computable.
So, in these simulations we first compute E[i + 1] by (96) and then (97), and then select a balanced average of them to
assign to E[i+ 1].
Then we continue to compute V [i + 1] and f [i + 1] with the forth order method of Runge–Kutta, by the help of three
values of
E[i], E
[
i+ 1
2
]
= 1
2
(E[i] + E[i+ 1]), E[i+ 1].
In some reduced forms, for example in the third equation of the case of v4, and in the forth equation of the case of v1,
there is no derivative of E. So it seems we cannot compute E[i+ 1] from the two equations and get an average of them. But
we cannot drop this equation, since it can be regarded as a constrain and should be fulfilled, too. To consider such equations,
we add the other equation, which has the derivative, to this equation. In this way the computation can be performed as the
same way of other ones. Next we present the numerical results.
In Fig. 1, for the case v2, we have even functions as initial values of V (η1, η2) = 10(100+0.03η24) and f (η1, η2) =
0.001 exp(−0.005η22) both at η1 = −8.5, so according to the exact solution (79), plot of E has remained fixed, and also in
direction of η1, the plot of V has been inclined. Note that η1 = −8.5 is our choice for initial value of η1.
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Fig. 7. V [0, u] = 10
100+0.03(u−u0)4 , f [0, u] = 0.2, and E[0] = 0.
In Fig. 2, for the case v5+3v4, we have initial values according to the exact solution (86) with e = m = 1 andH(η2) = η2,
as E = 10 and f = 0 and V (η1, η2) = 12η2 (−1+20η2+
√
1− 20η2 + 4η1η2)|η1=−8.5. In the course of running the numerical
simulation, the η2 in the RHS has been scaled to
η2
2000 and the interval of giving initial values has been selected as 0.75 to 1.5
for η2 and the interval of running simulation has been selected as−8.5 to−7.5 for η1.
The numerical simulation of the above setup shows a decline in V plot, in the direction of η1 at η2 = 0.5, which is in
exact accordance with the analytic solution, as indicated in Fig. 3.
We simulate the similarity solutions of the v5 + 3v4 again in Fig. 4, with another initial conditions according to (87), the
second choice for exact solutions. As Fig. 4 shows, plot of E, and plots of V and f in the direction of η2 remain fixed. The
increasing of these latter plots in the direction of η1 are also in complete accordance with the analytic solutions. These can
be seen as a confirmation to our selected numerical method (see Fig. 5, Fig. 6, Fig. 7 and Fig. 8).
8. Conclusion
Although, the classical Lie symmetry analysis is well known to be most important tool in analyzing nonlinear ODEs and
PDEs, but not applicable to non-local differential equations, and it fails in this case. The difficulty here is in integral term and
solving non-local determining equations. There are some fewmethods for deal with this difficulties in the literature. In this
paper we perform a Lie group analysis of Vlasov–Maxwell equations, which are in the form of system of IDEs, in Lagrangian
variables, obtained its symmetry vectors, and the Lie algebra of these vectors by using a general direct method and without
using nonlocal variables. We solve local and non-local determining equations and reach the same symmetry groups for the
system with the results in the Ref. [4] (Volume II, page 419), in which, but, the system of IDEs is converted to the system of
PDEs by inserting some non-local variables, and then the symmetry group analysis is carried out for this new system of PDEs.
Furthermore, we compute the reduced forms of the governing equations in three different methods. First we solve
the characteristic equation of the general symmetry vector and by considering different cases arising when some of its
denominators are vanishing and we compute the optimal system of one-parameter subalgebras of the symmetry algebra in
two different approaches. After determining optimal system,we use it to obtain all similarity forms of the governing system.
We solved some of these equations analytically, and determined a broad class of solutions to Vlasov–Maxwell equations.
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Fig. 8. V [0, u] = 10 exp ( −51000 (u− u0)2), f [0, u] = 0.2, and E[0] = 0, where u0 means the mid point of the interval of the Lagrangian velocity u.
Then, we performed a numerical simulation to give address of other invariant solutions of the governing system, which can
be accessible by solving numerically. Our method gives us a very good approximation as we checked by analytic ones.
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