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Resumen
En este trabajo se presenta una metodolog´ıa para la sintonizacio´n simulta´nea de los
para´metros de control de un algoritmo gene´tico, enfocada a la reduccio´n del nu´mero de
generaciones empleadas por el algoritmo para encontrar un o´ptimo.
La metodolog´ıa incluye un meta-algoritmo gene´tico en combinacio´n con una superficie
de regresio´n por vectores de soporte que reduce la demanda computacional inherente al
me´todo del meta-algoritmo.
Cada elemento que compone la metodolog´ıa fue escogido de forma que cuente con sustento
suficiente para la sintonizacio´n de sus propios para´metros de control y se cumpla con el
propo´sito principal de este trabajo que es la automatizacio´n del proceso de seleccio´n de
los para´metros de control, sin generar para´metros adicionales.
El algoritmo gene´tico de alto nivel incorpora te´cnicas de generacio´n de nichos para au-
mentar la exploracio´n del espacio de bu´squeda. El me´todo utilizado para la definicio´n de
los nichos es uno de los principales aportes de este trabajo, as´ı como una novedosa te´cnica
de apareamiento restringido.
La optimizacio´n de los para´metros de control del algoritmo gene´tico de bajo nivel, es
planteada como un problema de optimizacio´n sujeto a restricciones, para lo cual se plantea
una nueva forma de penalizacio´n esta´tica que no requiere el ajuste de coeficientes de pe-
nalizacio´n.
Las pruebas y resultados presentados incluyen la sintonizacio´n de los tres para´metros de
control fundamentales de un algoritmo gene´tico: la probabilidad de mutacio´n, la proba-
bilidad de cruce y el taman˜o de la poblacio´n inicial. Adema´s, se sintoniza un para´metro
adicional como un ejemplo de los para´metros resultantes al incluir otros operadores espe-
ciales, en este caso, un me´todo de escalamiento de calidad.
Cada prueba fue desarrollada sobre un conjunto de ocho funciones de evaluacio´n compar-
ativa (benchmarking) que incluye casos continuos, discontinuos, convexos, no convexos,
unimodales, multimodales, cuadra´ticos, no cuadra´ticos, de baja y de alta dimensionali-
dad, determin´ısticos y no determin´ısticos.
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Abstract
A methodology for simultaneous tuning of the control parameters of genetic algorithms is
presented. This methodology is focused on reducing the number of generations the algo-
rithm takes to find an optimal solution.
The inherent computational costs due to the meta-algorithm are reduced by incorporating
a support vector regression that models the interactions among genetic algorithm para-
meters.
Each element in the methodology was selected in such a way that its theoretical background
provides the sufficient basis for tuning its own parameters and thus, we can achieve the
automatic tuning of control parameters in genetic algorithms, without adding new para-
meters, which is the main purpose of this work.
The high level genetic algorithm was designed encompassing niche and speciation tech-
niques, in order to increase exploration in the search space. The method for locating the
niches and a novel restricted mating procedure are two of the mayor contributions of this
work.
Parameter optimization of low level genetic algorithm is viewed as a restricted optimization
problem, which is solved by a novel static penalization method with no penalty coefficients.
The results include tuning of the three main parameters: mutation probability, recombi-
nation probability and size of the initial population. In addition, an extra parameter for
fitness scaling is included, as an example of parameters resulting from the application of
special operators.
Each test was developed over a set of eight benchmark functions, including continuous,
discontinuous, convex, non-convex, unimodal, multimodal, quadratic, non-quadratic, low
dimensional, high dimensional, deterministic and nondeterministic functions.
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Introduccio´n
Los algoritmos gene´ticos (GA) son una familia de modelos computacionales inspira-
dos en la evolucio´n. Se basan en la codificacio´n de una solucio´n potencial a un problema
espec´ıfico, en una estructura de datos simple y la aplicacio´n de diferentes operadores de re-
combinacio´n a estas estructuras para preservar la informacio´n cr´ıtica. Estos algoritmos han
mostrado una gran robustez en diversas tareas de optimizacio´n y aprendizaje de ma´quina
gracias a su capacidad de bu´squeda en pseudo-paralelo, lo que les permite trabajar en
espacios de bu´squeda altamente no lineales y de gran extensio´n.
Aunque los algoritmos gene´ticos son un me´todo robusto para resolver un amplio rango de
problemas, se requiere la sintonizacio´n de sus para´metros de control para obtener ma´xima
eficiencia [17]. La optimizacio´n de estos para´metros es una tarea que consume gran canti-
dad de tiempo y que demanda a menudo la intervencio´n subjetiva de un experto [52], por
lo cual la mayor´ıa de investigadores opta por utilizar conjuntos de para´metros reportados
en trabajos anteriores, que pueden no funcionar bien en otros problemas [46, 73].
Un me´todo de auto-sintonizacio´n, denominado meta-algoritmo, ha demostrado ser una
forma acertada de resolver este problema; e´sta consiste en correr un GA de alto nivel que
busca un conjunto de para´metros o´ptimos para un GA de bajo nivel. El GA de alto nivel, o
meta-GA, corre sobre una poblacio´n cuyos individuos son codificaciones de los para´metros
de control, mientras que el GA de bajo nivel es un GA regular que usa los para´met-
ros encontrados por el GA de alto nivel. No obstante, la ejecucio´n del meta-algoritmo
sigue siendo computacionalmente costosa y no entrega un modelo de la influencia de los
para´metros de control sobre el desempen˜o del algoritmo gene´tico [52].
Para simplificar la ejecucio´n del meta-algoritmo, e´ste puede combinarse con otras her-
ramientas computacionales, como se hizo en [65], donde se introdujo una red neuronal
que se entrenaba para predecir el desempen˜o del GA. Aunque esta red neuronal permite
reducir el tiempo de co´mputo empleado por el algoritmo de alto nivel, no presenta una
sustentacio´n acerca de la funcio´n utilizada para medir el desempen˜o del GA de bajo niv-
el, ni el criterio usado para escoger el modelo de la red neuronal (cantidad de neuronas,
nu´mero de capas, etc.). Adema´s, no permite explicar la interaccio´n entre los para´metros,
debido a la misma naturaleza de las redes neuronales.
Los me´todos de regresio´n por vectores de soporte (SVR) son una alternativa robusta para
el ca´lculo de un modelo de los para´metros de control del algoritmo gene´tico y cuentan
con fundamentos teo´ricos que permiten un ana´lisis detallado. Por tanto, se propone una
metodolog´ıa de optimizacio´n de los para´metros de control del algoritmo gene´tico, usan-
do para ello un meta-algoritmo, en combinacio´n con superficies de regresio´n por vectores
de soporte para reemplazar el algoritmo de bajo nivel y as´ı reducir el tiempo de co´mputo
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5necesario para la determinacio´n del conjunto o´ptimo de para´metros. Esto tambie´n permite
modelar las diferentes relaciones entre los para´metros de control, para adema´s contar con
un modelo de la influencia de e´stos sobre el desempen˜o del algoritmo gene´tico.
Este documento se encuentra dividido en tres partes. La Parte I contiene los resu´menes
en espan˜ol e ingle´s del documento, la presente introduccio´n y los objetivos planteados
en la propuesta de tesis. La Parte II esta´ conformada por tres cap´ıtulos que abarcan los
fundamentos teo´ricos del trabajo desarrollado. El primero, describe los principios ba´sicos
que rigen los algoritmos gene´ticos, su fundamentacio´n teo´rica y algunas de las variaciones
que se han planteado sobre el modelo ba´sico; el segundo cap´ıtulo contiene una revisio´n de
algunas de las principales te´cnicas para optimizacio´n sujeta a restricciones, utilizadas con
algoritmos evolutivos; el tercer cap´ıtulo presenta los fundamentos sobre las ma´quinas de
vectores de soporte y su expansio´n hacia la regresio´n por vectores de soporte. La Parte
III contiene tres cap´ıtulos donde se presenta el desarrollo del trabajo. El primer cap´ıtulo
describe la metodolog´ıa propuesta para la optimizacio´n de los para´metros de control de
un algoritmo gene´tico; el segundo cap´ıtulo describe los experimentos realizados para pro-
bar dicha metodolog´ıa y presenta los resultados obtenidos; el tercer cap´ıtulo contiene las
conclusiones y trabajo futuro. Por u´ltimo, se incluyen dos ape´ndices acerca del algoritmo
de entrenamiento SVM light, sobre el cual esta´ fundamentado el toolbox con el que se cor-
rieron las pruebas, y el me´todo de optimizacio´n de Fibonacci, el cual constituye una parte
fundamental en la seleccio´n del modelo de la regresio´n por vectores de soporte tal como
se propone en este trabajo.
Objetivos
Objetivo general
Desarrollar una metodolog´ıa para la optimizacio´n de los para´metros de control del al-
goritmo gene´tico, orientada a la minimizacio´n del tiempo de convergencia del algoritmo
gene´tico, usando un meta-algoritmo en combinacio´n con una superficie de regresio´n con
vectores de soporte.
Objetivos espec´ıficos
– Implementar y analizar un meta-algoritmo que optimice los 3 para´metros de control
fundamentales de un GA: La probabilidad de mutacio´n (µ); la probabilidad de cruce
(χ) y el taman˜o de la poblacio´n inicial (r).
– Reducir la demanda computacional del meta-algoritmo, incorporando una superficie
de regresio´n por vectores de soporte que modele las interacciones de los para´metros a
optimizar, reemplazando al GA de bajo nivel al momento de buscar la convergencia
del GA de alto nivel.
– Encontrar los para´metros o´ptimos del GA en la solucio´n de las funciones de evalu-
acio´n comparativa (benchmarking) propuestas para algoritmos gene´ticos y comparar
el desempen˜o conseguido con el obtenido usando los valores cla´sicos propuestos en
la literatura.
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Cap´ıtulo 1
Algoritmos gene´ticos
Los Algoritmos Gene´ticos (GA) son me´todos computacionales basados en los procesos de
seleccio´n y evolucio´n natural, que han sido satisfactoriamente aplicados sobre una gran
cantidad de problemas en diferentes a´reas de investigacio´n (bibliograf´ıas indexadas de im-
plementaciones y art´ıculos sobre GA, pueden encontrarse en [2] y [1] respectivamente).
Su utilizacio´n puede ser dividida en dos enfoques principales: el desarrollo de modelos
computacionales que ayuden en el estudio de sistemas biolo´gicos [19, 33, 31, 45], y como
herramientas para la resolucio´n de problemas de optimizacio´n [15, 44, 4, 22]. Este u´ltimo
es el punto de vista bajo el cual sera´n entendidos en este documento.
En este cap´ıtulo se exponen los principios ba´sicos que rigen los GA y algunas de las mejo-
ras que se han aplicado sobre el modelo inicial, para convertirlo en una de las herramientas
de bu´squeda y optimizacio´n computacional ma´s robustas que existen en el momento.
1.1. El algoritmo gene´tico simple
Los algoritmos gene´ticos fueron desarrollados por John Holland y sus estudiantes y
colegas de la Universidad de Michigan en los 60’s y 70’s. El algoritmo gene´tico de Holland,
llamado algunas veces Algoritmo Gene´tico Simple (SGA), es un me´todo para moverse de
una poblacio´n de cromosomas a una nueva poblacio´n, usando una especie de seleccio´n
natural y los operadores de cruce y mutacio´n, inspirados en la gene´tica.
La ejecucio´n de un SGA para resolver un problema de optimizacio´n, se puede sintetizar
en las siguientes etapas:
Definicio´n de la funcio´n de evaluacio´n: La codificacio´n y la funcio´n de evaluacio´n
son los dos u´nicos componentes que dependen de la naturaleza del problema a re-
solver. En optimizacio´n, la funcio´n de evaluacio´n corresponde simplemente a la fun-
cio´n que se quiere optimizar. De ahora en adelante, se considerara´ u´nicamente el
problema de maximizacio´n, teniendo en cuenta que un problema de minimizacio´n
puede ser expresado como uno de maximizacio´n, de la forma:
mı´n
λi
g(λ1, λ2, ..., λM) = ma´x
λi
{1− g(λ1, λ2, ..., λM)}, i = 1, 2, ...,M (1.1)
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siendo g(λ1, ..., λM) ∈ [0, 1] la funcio´n a optimizar normalizada, y λ1, ..., λM los
para´metros sobre los cuales se quiere hacer la optimizacio´n, que pueden ser expresa-
dos como un vector λ = [λ1, ..., λM ] de 1×M .
Codificacio´n de los para´metros de entrada y generacio´n de la poblacio´n inicial:
En segundo lugar se encuentra la tarea de co´mo codificar el vector de para´met-
ros de entrada λ = [λ1, ..., λM ], el cual representa las diferentes combinaciones de
para´metros que pueden existir y cada una de las cuales es una solucio´n potencial al
problema de optimizacio´n. Cada posible solucio´n debe ser codificada en una cadena
de longitud finita, denominada cromosoma, conformada por la concatenacio´n de las
codificaciones de todos los para´metros λi, i = 1, ...,M
c = [C(λ1), C(λ2), ..., C(λM)] (1.2)
donde c sera´ el cromosoma resultante y C representa el operador de codificacio´n.
Estas cadenas esta´n divididas en unidades denominadas genes, cada una de las cuales
puede tomar diferentes valores llamados alelos. Holland [30] demostro´ a trave´s de la
teor´ıa de esquemas (ver seccio´n 1.2.1) que es preferible tener cromosomas de gran
longitud con pocos posibles alelos por cada gen, lo que conlleva a que el mejor caso
son las cadenas de genes binarios. El operador C queda entonces definido como una
conversio´n a sistema binario
C : R → {0, 1}li, i = 1, 2, ...,M (1.3)
donde li es la longitud de la palabra usada para representar al para´metro λi y depende
del planteamiento del problema.
Cuando se ha definido la forma de codificacio´n, es necesario generar una poblacio´n
inicial P0 de r cromosomas
P0 = {c1, c2, ..., cr} (1.4)
En el SGA, esta poblacio´n es generada de una forma completamente aleatoria. El
para´metro r, denominado longitud de la poblacio´n inicial, es el primer para´metro de
control que es necesario sintonizar para el buen desempen˜o del GA.
Seleccio´n de los mejores individuos: Con el fin de emular el proceso de seleccio´n nat-
ural de los sujetos ma´s aptos, es necesario asignar a cada individuo un valor de
calidad (fitness), a partir del cual se hara´ dicha seleccio´n. Cuando los individuos
ma´s aptos han sido seleccionados, se forma la llamada poblacio´n intermedia, que es
un paso medio entre la poblacio´n actual y la siguiente. Este proceso se ilustra en
la Figura 1.1 Aunque algunas veces se utilizan los te´rminos evaluacio´n y calidad
sin ninguna distincio´n, es u´til distinguir los dos te´rminos al trabajar con algoritmos
gene´ticos. La funcio´n de evaluacio´n provee informacio´n sobre el desempen˜o de un
individuo (cromosoma) en la solucio´n del problema planteado. La calidad transforma
esta evaluacio´n en una asignacio´n de oportunidades de reproduccio´n. Au´n ma´s, la
evaluacio´n corresponde a un individuo y es calculada independientemente del resto
de la poblacio´n, mientras la asignacio´n de calidad depende de las evaluaciones de
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Figura 1.1: Proceso de seleccio´n y recombinacio´n en una generacio´n del GA
toda la poblacio´n [73].
En el SGA, la calidad esta´ definida por:
f(ci) =
g(ci)
g
, i = 1, 2, ..., r (1.5)
donde g(ci) es la evaluacio´n del i-e´simo individuo y g es el promedio de las evalua-
ciones de toda la poblacio´n:
g =
1
r
r∑
i=1
g(ci) (1.6)
Una vez se ha asignado un valor de calidad a cada uno de los individuos de la
poblacio´n, se escogen los ma´s aptos a trave´s de un muestreo estoca´stico, lo que le
da oportunidad de reproducirse a todos los individuos, en proporcio´n a su calidad.
El primer me´todo planteado es el de Muestreo Estoca´stico con reemplazo, que puede
imaginarse como si se tuviera a todos los individuos en una ruleta, cada uno repre-
sentado por un espacio proporcional al valor de su calidad. Girando repetitivamente
la ruleta, se van escogiendo individuos hasta completar la poblacio´n intermedia.
Otro me´todo que puede concordar ma´s con lo esperado a partir de los valores de
calidad, es el de Muestreo Estoca´stico sobre el restante (Remainder Stochastic Sam-
pling). Para cada cadena ci, i = 1, 2, ..., r, cuando g(ci) sea mayor a 1. 0, la parte
entera de este nu´mero indica cua´ntas copias de esa cadena pasara´n directamente
a la poblacio´n intermedia. Luego, todas las cadenas, incluyendo las que ya fueron
copiadas directamente, tendra´n una probabilidad de ser copiadas a la poblacio´n in-
termedia, correspondiente a la parte decimal de su valor de calidad. El Muestreo
Estoca´stico sobre el restante es implementado ma´s eficientemente si, para la parte
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de la seleccio´n no directa de copias, se utiliza un me´todo conocido comoMuestreo Es-
toca´stico Universal (Universal Stochastic Sampling). Supo´ngase que se tienen todos
los individuos ubicados al azar en una gra´fica tipo torta, cada uno con un espacio
proporcional a la parte decimal de su valor de calidad. Ahora, se superpone una
ruleta de k lugares de igual taman˜o, siendo k la cantidad de lugares disponibles en
la poblacio´n intermedia despue´s de pasar las copias directas; entonces, con un solo
giro de la ruleta, se escogen los k individuos que hacen falta.
Recombinacio´n y mutacio´n: La recombinacio´n es el proceso por medio del cual se
crea la poblacio´n siguiente a partir de la poblacio´n intermedia. La recombinacio´n
es aplicada a cromosomas apareados al azar con una probabilidad denotada por χ
(se considera que la poblacio´n ya ha sido suficientemente mezclada con el proceso
de seleccio´n al azar). Lo que se hace es tomar un par de cromosomas y con dicha
probabilidad χ decidir si los cromosomas se cruzara´n para formar nuevos individuos
o pasara´n tal cual a la siguiente generacio´n.
El SGA utiliza la recombinacio´n de un solo punto, que consiste en partir las dos
cadenas por un punto escogido al azar e intercambiar los trozos de ambas, como se
muestra en la Figura 1.2
Figura 1.2: Recombinacio´n de un solo punto
Despue´s de la recombinacio´n, se aplica el operador de mutacio´n. Para cada bit de la
poblacio´n, se escoge si se aplica mutacio´n o no, con una probabilidad µ. La mutacio´n
consiste en la negacio´n del bit, es decir, se cambia la condicio´n del bit de cero a uno
o de uno a cero segu´n sea el caso.
Las probabilidades de recombinacio´n (χ) y mutacio´n (µ), constituyen otros dos
para´metros de control fundamentales para el buen desempen˜o del GA.
Las etapas de seleccio´n, recombinacio´n y mutacio´n, son repetidas iterativamente hasta
que la poblacio´n haya convergido, es decir, hasta que el 95% de los individuos compartan
los mismos genes [15].
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1.2. Fundamentos teo´ricos de los algoritmos gene´ticos
A pesar de que la descripcio´n e implementacio´n los GA es simple, los fundamentos teo´ri-
cos acerca de por que´ realmente funcionan, es au´n un campo abierto. En esta seccio´n se
presentan dos aproximaciones que intentan describir el funcionamiento macrosco´pico de los
GA: la teor´ıa de esquemas utilizada por John Holland para describirlos originalmente [30]
y los caminos reales (Royal Roads), desarrollados ma´s recientemente por Melanie Mitchell,
Stephanie Forrest y John Holland como una alternativa para investigar ma´s a fondo el fun-
cionamiento de los GA [46].
1.2.1. Teor´ıa de esquemas
Esta es la teor´ıa tradicional de los GA, donde se asume su funcionamiento a trave´s
del descubrimiento y recombinacio´n de “bloques constructores” de soluciones, en una for-
ma de proceso paralelo. La nocio´n de “bloques constructores” puede ser formalizada por
medio de la introduccio´n del concepto de esquemas, que pueden ser vistos como plantillas
de unos, ceros y posiciones de “no importa” denotadas por asteriscos. Por ejemplo, el es-
quema H = 1 ∗ ∗ ∗ ∗1 representa el conjunto de todas las cadenas de seis bits de longitud,
que empiezan y terminan en 1. Las cadenas que cumplen con la plantilla H , son llamadas
ejemplos de H . El nu´mero de bits que esta´n dados en un esquema (que no son asteriscos)
determina el orden del esquema y la distancia entre sus bits definidos ma´s externos, es
denominada distancia definitiva.
Una cadena dada de longitud l, sera´ entonces un ejemplo de 2l esquemas diferentes. Por
lo tanto, cuando un GA procesa r cadenas de una poblacio´n, esta´ procesando un nu´mero
de esquemas entre 2l (si toda la poblacio´n es ide´ntica) y 2lr. Esto significa que, en una
generacio´n dada, mientras el GA evalu´a expl´ıcitamente la calidad de r cadenas, esta´ es-
timando impl´ıcitamente la calidad promedio de un nu´mero de esquemas mucho mayor,
siendo la calidad promedio de un esquema, el promedio de la calidad de todos los ejemplos
que cumplen con ese esquema. Esta idea es denominada “paralelismo impl´ıcito”.
Desde este punto de vista, la dina´mica aproximada de incremento y decremento de los
ejemplos de un esquema determinado, puede calcularse como se explica a continuacio´n.
Supo´ngase que H es un esquema con al menos un ejemplo presente en la poblacio´n Pt de
la generacio´n t. Sea m(H, t) el nu´mero de ejemplos del esquema H , en la generacio´n t y
sea uˆ(H, t) la calidad promedio observada de H en la generacio´n t (es decir, el promedio
de la calidad de los ejemplos de H presentes en Pt).
Se busca calcular el valor esperado de ejemplos de H , E(m(H, t + 1)) en la generacio´n
t+1. Utilizando las ecuaciones (1.5) y (1.6) definidas en la seccio´n 1.1, el nu´mero esperado
de copias de todos los ejemplos {c|c ∈ H} despue´s de pasar por el proceso de seleccio´n,
sera´:
E(m(H, t+ 1)) =
∑
c∈H
f(c)
f¯
= uˆ(H,t)
f¯
m(H, t)
(1.7)
donde se puede observar que el incremento o decremento de los ejemplos de determinado
esquema H en la generacio´n t, depende de uˆ(H, t) aunque este valor no sea calculado
expl´ıcitamente.
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La recombinacio´n y la mutacio´n pueden destruir o crear ejemplos de H . A continuacio´n
se considerara´n los efectos destructivos de ambas. Sea χ la probabilidad de recombinacio´n
y supo´ngase que un ejemplo de H es escogido para ser uno de los padres. Se dice que el
esquema H sobrevivio´ a la recombinacio´n, si al menos una de las 2 cadenas resultantes
pertenece a H . Una cota superior de la probabilidad Sc(H) de que H sobreviva a la
recombinacio´n de un solo punto, estara´ dada por:
Sc(H) ≥ 1− χd(H)
l − 1 (1.8)
donde d(H) es la distancia definitiva de H y l es la longitud de las cadenas en el espacio de
bu´squeda. Esto significa que las recombinaciones que ocurran dentro de la distancia defini-
tiva de H , pueden destruir el esquema. Esta probabilidad, multiplicada por la probabilidad
de recombinacio´n χ, entrega la probabilidad de destruccio´n, por lo tanto, al restarla a uno,
se tiene la probabilidad de supervivencia. Observando la ecuacio´n (1.8), se puede deducir
entonces que la probabilidad de supervivencia es mayor para los esquemas de menor lon-
gitud.
A continuacio´n, sea µ la probabilidad de que algu´n bit sea mutado. La probabilidad Sm(H)
de que el esquema H sobreviva despue´s de la etapa de mutacio´n, sera´:
Sm(H) = (1− µ)o(H) (1.9)
donde o(H) es el orden del esquema. Esto es, para cada bit definido del esquema, la
probabilidad de que no ocurra mutacio´n es 1− µ, as´ı que la probabilidad de que ninguno
de los bits definidos del esquema sea mutado, sera´ esta cantidad multiplicada o(H) veces.
Examinando la ecuacio´n (1.9), se puede deducir que los esquemas de menor orden tendra´n
ma´s probabilidad de sobrevivir.
Estos efectos destructivos, puesden ser usados para completar la ecuacio´n (1.7) de la forma:
E(m(H, t+ 1)) ≥ uˆ(H, t)
f¯
m(H, t)
(
1− χd(H)
l − 1
)
(1− µ)o(H) (1.10)
Esta ecuacio´n es conocida como el Teorema de Esquemas [30] y describe el crecimiento
de un esquema dado, de una generacio´n a otra. Este teorema es un l´ımite inferior, dado
que so´lo considera los efectos destructivos de la recombinacio´n y la mutacio´n, ma´s no
sus efectos constructivos. Comu´nmente es interpretado como una implicacio´n de que los
esquemas cortos, de orden bajo, cuya calidad promedio se encuentre por encima de la me-
dia, recibira´n un nu´mero exponencialmente creciente de ejemplos a trave´s de la ejecucio´n
del GA, mientras el nu´mero de ejemplos de aquellos esquemas que no sean destruidos y
permanezcan sobre el promedio de calidad, sera´ incrementado por un factor de uˆ(H, t)/f¯
en cada generacio´n. Algunas cr´ıticas a esta interpretacio´n, han surgido durante an˜os, pero
au´n no hay un consenso definitivo sobre su validez o no [46, 73].
1.2.2. Caminos reales (royal roads)
El teorema de esquemas tiene en cuenta los efectos destructivos de la recombinacio´n
y la mutacio´n, pero no sus efectos constructivos, aunque para muchos esta es una de
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las principales fuentes del poder de bu´squeda de los GA. Los caminos reales, son un
conjunto de funciones de calidad desarrolladas por Melanie Mitchell, Stephanie Forrest
y John Holland para tratar de capturar la esencia de los bloques constructores, de una
forma idealizada [47, 20, 48]. Como ejemplo, la funcio´n R1, mostrada en la figura 1.3, se
encuentra definida como:
R1(x) =
∑
i
δi(x), donde δ(x) =
{
1 si x ∈ si
0 otro caso
(1.11)
La calidad de la cadena x sera´ entonces la sumatoria de los coeficientes ci asignados a
todos los esquemas si a los cuales pertenece (ver figura 1.3). Por ejemplo, si x pertenece
a 2 de los esquemas, su calidad sera´ 16, mientras para la cadena o´ptima mostrada en 1.3,
R1(sopt) = 64.
Figura 1.3: Cadena o´ptima, dividida en ocho bloques constructores (esquemas)
La comparacio´n del desempen˜o de los GA en la solucio´n de estas funciones, contra otros
me´todos de optimizacio´n bien conocidos, permitio´ plantear lo que sus autores llaman el
Algoritmo gene´tico ideal IGA de la siguiente forma:
– En cada iteracio´n, esco´jase una nueva cadena aleatoriamente, con probabilidad uni-
forme por cada bit.
– La primera vez que sea encontrada una cadena que contenga uno o ma´s esquemas
deseados, conse´rvese esa cadena.
– Cuando se encuentre una cadena que contenga uno o ma´s esquemas no descubier-
tos au´n, recomb´ınese la nueva cadena con la almacenada de forma que la cadena
resultante conserve todos los esquemas que han sido descubiertos hasta el momento.
No´tese que el IGA no maneja una poblacio´n, sino que trabaja en una sola cadena cada
vez. La seleccio´n completamente independiente de las cadenas, permite muestrear inde-
pendientemente los esquemas. Adema´s, la forma de recombinacio´n que utiliza, implementa
perfectamente la idea del paralelismo impl´ıcito.
Este GA es, por supuesto, no implementable en un problema pra´ctico dado que en la re-
alidad no se tiene informacio´n sobre cua´les son los esquemas deseados o no deseados, pero
su ana´lisis puede dar ideas sobre co´mo hacer ma´s eficiente un GA. Para hacer un GA lo
ma´s parecido posible al IGA, se pueden tomar en cuenta las siguientes ideas:
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Muestras Independientes: La poblacio´n debe ser lo suficientemente grande, el proceso
de seleccio´n lo suficientemente lento y la tasa de mutacio´n lo suficientemente alta
para asegurar que ningu´n gen particular tenga el mismo valor en toda la poblacio´n
o incluso en la gran mayor´ıa.
Almacenamiento de los esquemas deseados: La seleccio´n debe ser lo suficientemente
fuerte para preservar los esquemas deseados que han sido descubiertos.
Recombinacio´n instanta´nea: La tasa de recombinacio´n debe ser de tal manera que el
tiempo en que se recombinan los esquemas deseados sea menor al tiempo con que se
descubren nuevos esquemas.
Estos mecanismos no son todos mutuamente compatibles (por ejemplo la alta mutacio´n
no permite el almacenamiento de los esquemas deseados) y por lo tanto deben ser cuida-
dosamente balanceados.
1.3. Mejoramientos al modelo ba´sico
Adema´s de los operadores cla´sicos de seleccio´n, recombinacio´n y mutacio´n descritos en
el SGA, existen otra serie de operadores inspirados en feno´menos naturales, que buscan
aumentar la robustez del SGA. A continuacio´n sera´n descritos algunos de esos operadores,
que sera´n utilizados en el presente trabajo.
1.3.1. Me´todos de escalamiento de la calidad
Estos me´todos son utilizados para evitar dos problemas comunes en los GA. El primero
es la convergencia prematura, que consiste en que en las primeras generaciones del algo-
ritmo, algunos individuos con una calidad muy alta en comparacio´n con el resto de la
poblacio´n, pueden dominar el proceso de seleccio´n e impedir el proceso de exploracio´n que
debe realizar el GA. El segundo, es el terminado lento, que se presenta en las generaciones
donde la poblacio´n tiene una alta convergencia y por lo tanto todos los individuos tienen
valores de calidad similares. En este caso, la simulacio´n tiende a moverse sin que predomine
ninguno de los individuos, y no converge a alguno de ellos.
En el primer caso, la funcio´n objetivo debe escalarse para evitar grandes diferencias entre
la calidad de los individuos, mientras en el segundo caso se debe buscar una acentuacio´n
de estas diferencias para promover la convergencia [22].
Algunos de los me´todos de escalamiento ma´s usados son:
Escalamiento lineal: Como su nombre lo indica, la funcio´n de calidad es obtenida a
partir de la funcio´n objetivo, usando una ecuacio´n lineal de la forma:
f(ci) = ag(ci) + b, i = 1, 2, ..., r (1.12)
1. ALGORITMOS GENE´TICOS 16
En esta ecuacio´n, los valores a y b son escogidos para hacer dos cosas: igualar los
valores promedio de la funcio´n escalada y la funcio´n original, y hacer que el ma´ximo
valor de calidad asignado sea un mu´ltiplo espec´ıfico del valor promedio (usualmente
es de 2, pero en general puede ser tratado como otro para´metro de control). Estas
dos condiciones aseguran que los miembros promedio reciban un valor esperado de
copias igual a uno, mientras los mejores reciben el nu´mero de copias que se haya
asignado.
Escalamiento sigma: En este me´todo de escalamiento, se utiliza la desviacio´n esta´ndar
de la poblacio´n como una medida de la variacio´n en la informacio´n contenida en
esta. Un ejemplo de escalamiento sigma es el siguiente [46]:
f(ci) =
{
1 + g(ci)−g
2σ
si σ 6= 0
1 si σ = 0
(1.13)
donde g es la media de la evaluacio´n de la poblacio´n y σ es la desviacio´n esta´ndar
de la evaluacio´n. Esta funcio´n le da a un individuo que tenga calidad una desviacio´n
esta´ndar por encima de la media, 1. 5 de descendencia esperada.
Al principio de las iteraciones, cuando la desviacio´n esta´ndar de la calidad es t´ıpica-
mente alta, los individuos mejor calificados no tendra´n una calidad que este´ muchas
desviaciones esta´ndar por encima de la media y por lo tanto no se llevara´n la parte
ma´s grande de la descendencia. Igualmente, cuando el nu´mero de iteraciones sea
elevado, la convergencia sera´ t´ıpicamente alta y la desviacio´n esta´ndar sera´ pequen˜a,
por lo tanto los individuos mejor calificados sobresaldra´n ma´s, permitiendo que la
evolucio´n continu´e.
Escalamiento exponencial: En este me´todo, la calidad es dada por una potencia es-
pec´ıfica de la funcio´n objetivo, de la forma:
f(ci) = g(ci)
k (1.14)
donde el exponente k se convierte en un para´metro de control que debe ser sintoniza-
do.
1.3.2. Me´todos de ordenamiento (Ranking)
La naturaleza de los procesos de escalamiento condujo a la proposicio´n de procesos
de seleccio´n no parame´tricos en los que los individuos son ordenados de acuerdo a su
evaluacio´n y el valor esperado de cada individuo depende de este rango y no del valor de
calidad [6]. Eliminando la importancia de las diferencias grandes o pequen˜as en la calidad,
el algoritmo permite ma´s oportunidades de reproduccio´n a los individuos no muy alta-
mente calificados, disminuyendo el riesgo de convergencia prematura.
1. ALGORITMOS GENE´TICOS 17
Ordenamiento lineal: El me´todo lineal propuesto en [6] consiste en lo siguiente: Todos
los individuos son organizados desde 1 hasta r segu´n su valor de calidad, siendo 1
el peor calificado y r el mejor. A continuacio´n, el disen˜ador escoge el valor esperado
de copias 1 ≤ s ≤ 2 para el individuo mejor calificado, y calcula el resto aplicando
la fo´rmula:
f(ci) = 2− s+ 2(i− 1)(s− 1)
r − 1 , i = 1, 2, ..., r (1.15)
donde i correspondera´ al lugar que ocupa el cromosoma ci, de forma que para el
individuo peor calificado reciba un valor esperado de 2− s.
Aunque en [6] se recomienda s = 1. 1, en general este valor es un para´metro de
control adicional.
Ordenamiento Exponencial: En este me´todo, despue´s de ordenar los individuos desde
1 hasta r segu´n su valor de calidad, siendo 1 el peor calificado y r el mejor, el valor
de calidad es asignado segu´n:
f(ci) = s
r−i (1.16)
donde s es un valor cercano a 1 que debe ser ajustado y se convierte en un para´metro
de control. En este caso, la presio´n de seleccio´n es proporcional a 1− s por lo tanto
s = 0,994 proporciona dos veces la tasa de convergencia que proporciona s = 0,998.
Con s = 0,968, la tasa de convergencia es ide´ntica a la obtenida con ordenamiento
lineal y s = 1,8 [25].
1.3.3. Nichos y especies
Los GA con nichos buscan encontrar el mayor nu´mero de puntos o´ptimos que sea
posible, por medio de la conservacio´n de la diversidad en la poblacio´n. La mayor´ıa de estos
modelos esta´n basados en la idea de preservar la diversidad por medio de alteraciones en
los operadores gene´ticos, para evitar la convergencia a un solo o´ptimo.
El me´todo ma´s comu´n y mejor estudiado es el de Calidad Compartida (Fitness Sharing)
[23]. Este me´todo an˜ade una penalizacio´n a la calidad f(xi), i = 1, 2, ..., r de todos los
individuos de la poblacio´n, en la medida que sean similares entre s´ı de acuerdo a una
me´trica ‖, ‖. Para ello, se define una distancia σshare por debajo de la cual los individuos
compartira´n su calidad, definiendo una nueva calidad compartida f ′:
f ′(ci) =
f(ci)∑r
j=0 s(ci, cj)
(1.17)
donde s(ci, cj) es una funcio´n que define que´ tanto deben compartir su calidad las muestras
xi y cj, dada por:
s(xi,xj) =
{
1− ‖ci,cj‖
σshare
si ‖ci, cj‖ ≤ σshare
0 en otro caso
(1.18)
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Esta penalizacio´n pretende conseguir una distribucio´n uniforme de la poblacio´n, alrededor
de a´reas altamente calificadas y evitar la convergencia de toda la poblacio´n a un solo
o´ptimo. Desafortunadamente, tiene una serie de inconveniente, como se menciona en [69]:
– Se define un radio fijo σshare para todos los individuos en la poblacio´n. Por lo tanto,
todos los o´ptimos deben estar aproximadamente equidistantes.
– La seleccio´n del radio σshare requiere de conocimiento a priori acerca del espacio de
bu´squeda.
– El uso de funciones de escalamiento puede evitar que el algoritmo converja al ma´ximo
real, por lo cual se hace necesario un algoritmo de bu´squeda local para mejorar el
desempen˜o [13].
En [75] se propone un Algoritmo Adaptativo de Clustering para evitar la estimacio´n a
priori de σshare. En lugar de las ecuaciones (4.21) y (4.22), se proponen las ecuaciones:
f ′(ci) =
f(ci)
s(ci)
(1.19)
s(ci) = nzj − nzj
(‖ci, cj‖
2dmax
)α
(1.20)
donde α es una constante, ‖ci, zj‖ es la distancia entre la muestra ci y el centroide zj del
cluster al cual pertenece ci, y nzj es el nu´mero de individuos asociados a dicho cluster.
Aunque este algoritmo elimina la necesidad de definir un para´metro σshare, introduce dos
nuevas variables dmin y dmax que representan los radios mı´nimo y ma´ximo permitidos a un
cluster. Sin embargo, este trabajo ha sido el origen de muchas otras investigaciones que
asocian algoritmos de clustering a algoritmos gene´ticos con nichos y especies, como es el
caso de [69] y [39].
1.4. Sintonizacio´n de los para´metros de control
Como se ha visto en las secciones anteriores, existe un nu´mero de para´metros que
es necesario sintonizar en el GA para su correcto funcionamiento. Estos para´metros son
comu´nmente denominados para´metros de control e incluyen valores como el taman˜o de la
poblacio´n inicial (r), la probabilidad de recombinacio´n (χ), la probabilidad de mutacio´n
(µ) (ver seccio´n 1.1) y los para´metros resultantes de los me´todos de escalamiento y or-
denamiento como el exponente k del escalamiento exponencial o el nu´mero esperado de
copias s para el ordenamiento exponencial, entre otros (ver seccio´n 1.3.2).
Actualmente existen dos tendencias acerca del establecimiento de los para´metros de con-
trol. La primera apunta hacia la sintonizacio´n de los para´metros, es decir, el establec-
imiento de unos valores esta´ticos que se mantendra´n a lo largo de toda la ejecucio´n del
algoritmo; mientras la segunda sugiere realizar un control de los para´metros, es decir,
tener para´metros dina´micos que cambien a trave´s de la ejecucio´n del algoritmo, ya sea
de forma determinista o por medio de una retroalimentacio´n que entregue informacio´n
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del desempen˜o del algoritmo [17]. Este trabajo se encuentra planteado desde el punto de
vista de la sintonizacio´n, ya que actualmente existen au´n muchas aplicaciones que utilizan
para´metros esta´ticos y hacen falta metodolog´ıas que ayuden a escoger correctamente es-
tos valores. Ya que estos para´metros generan fuertes interacciones no lineales, no pueden
ser sintonizados individualmente sino en conjunto, y la mayor´ıa de investigadores utiliza
conjuntos de para´metros que han sido reportados en trabajos anteriores.
Uno de los primeros trabajos realizados en este campo, es el presentado en [15] donde se
realizo´ un estudio sistema´tico de co´mo afectan las variaciones de los para´metros de control
al desempen˜o en l´ınea y fuera de l´ınea del GA (el desempen˜o en l´ınea en la generacio´n t se
refiere al promedio de la calidad de todos los individuos que han sido analizados a trave´s
de las t generaciones, mientras el desempen˜o fuera de l´ınea es el promedio de los mejores
valores de calidad observados a trave´s de las t generaciones). Los resultados obtenidos en
este trabajo se pueden resumir como:
Taman˜o de la poblacio´n: 50 a 100 individuos
Probabilidad de recombinacio´n: 60%
Probabilidad de mutacio´n: 0. 1%
Estos valores siguen siendo ampliamente utilizados a pesar de que no existe una claridad
acerca de que´ tan bien se puede desempen˜ar un GA con estos valores, en problemas aparte
de los usados en el trabajo original [46].
Otro conjunto de para´metros ampliamente usado, es el propuesto en [24], donde se uso´ por
primera vez un meta-algoritmo gene´tico. Dado que los GA son herramientas de opti-
mizacio´n, se utilizo´ un GA de alto nivel para optimizar los para´metros de otro GA que
se encontraba realizando una tarea espec´ıfica (se usaron los mismos problemas de opti-
mizacio´n usados en [15]). El algoritmo de alto nivel fue sintonizado con los para´metros
encontrados en [15], y obtuvo un mejor desempen˜o en l´ınea para los valores:
Taman˜o de la poblacio´n: 30 individuos
Probabilidad de recombinacio´n: 95%
Probabilidad de mutacio´n: 1%
Sin embargo, no se encontro´ ningu´n conjunto de para´metros que superara el desempen˜o
fuera de linea obtenido por [15]. Uno de los principales aportes de este trabajo, consistio´ en
plantear el uso de meta-algoritmos, que han sido usados eficientemente en otros trabajos
como [8], donde se introdujeron modificaciones a los me´todos de seleccio´n de poblaciones
iniciales y a los operadores de mutacio´n para mejorar el desempen˜o en la optimizacio´n
de funciones, y [74] donde se aplico´ el meta-algoritmo para optimizar los para´metros de
GA en la optimizacio´n de problemas mixtos no lineales. Estos trabajos demuestran que el
me´todo de meta-algoritmo resulta ser adecuado pero muy costoso computacionalmente.
En [58], se hicieron esfuerzos adicionales en la determinacio´n experimental de para´met-
ros o´ptimos, probando un amplio rango de combinaciones de para´metros. En este caso,
establecieron los siguientes rangos:
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Taman˜o de la poblacio´n: 20− 30 individuos
Probabilidad de recombinacio´n: 75− 95%
Probabilidad de mutacio´n: 1%
El pequen˜o taman˜o de las poblaciones obtenido, puede deberse al me´todo usado para eval-
uar el desempen˜o del algoritmo (se utilizo´ solamente el desempen˜o en l´ınea).
En [27] se propone una te´cnica de auto-sintonizacio´n denominada “GA sin para´metros”,
que realmente es una sintonizacio´n esta´tica estableciendo los valores de la probabilidad de
recombinacio´n y la tasa de seleccio´n, mediante ana´lisis teo´ricos.
De todas maneras, a pesar de que estos estudios son una muy buena base para decidir el
valor de los para´metros a utilizar, la mayor´ıa de los investigadores concuerdan en que la
seleccio´n de los para´metros depende del problema espec´ıfico que se este´ tratando y en que
no hay una certeza al rededor de este tema [46].
Recientemente, en [65] se tomo´ el modelo de meta-algoritmo para optimizar los para´metros
de control de un GA aplicado a la solucio´n del problema de la mayor subgra´fica comu´n.
En dicho trabajo se introdujo una red neuronal para la evaluacio´n de la funcio´n de adapt-
abilidad, con el fin de simplificar la ejecucio´n del meta-algoritmo, entrenando la red para
predecir el desempen˜o del algoritmo gene´tico. La introduccio´n de la red resulto´ ser una
buena estrategia para disminuir el tiempo de ejecucio´n pero no presenta una sustentacio´n
acerca de la funcio´n utilizada para medir el desempen˜o del GA de bajo nivel, ni el criterio
usado para escoger el modelo de la red neuronal (cantidad de neuronas, nu´mero de capas,
etc.) adema´s de que no permite explicar la interaccio´n entre los para´metros, debido a la
misma naturaleza de las redes neuronales.
En [57] se realizo´ un estudio estad´ıstico usando ana´lisis de varianza (ANOVA) para encon-
trar los para´metros que tienen una mayor influencia estad´ıstica sobre el comportamiento
y el desempen˜o del GA, teniendo en cuenta las interacciones que se presentan entre el-
los. Este estudio es un ana´lisis exhaustivo pero no sugiere una manera de sintonizar los
para´metros para otras aplicaciones.
Finalmente, cabe sen˜alar el hecho de que se han llevado a cabo una considerable cantidad
de estudios teo´ricos y experimentales sobre el efecto de cada para´metro de control por
separado, por ejemplo acerca de la influencia del taman˜o de la poblacio´n: [21, 3, 26], la
tasa mutacio´n: [18, 50, 5] y la tasa de recombinacio´n: [67, 72], sin embargo, como se men-
ciono´ anteriormente, debido a las relaciones no lineales que se originan entre los para´metros
de control, no es recomendable sintonizarlos independientemente.
Cap´ıtulo 2
Optimizacio´n con restricciones
utilizando algoritmos gene´ticos
Un problema de optimizacio´n sujeto a restricciones, consiste en la maximizacio´n o
minimizacio´n de una funcio´n f(λ), sujeta a restricciones que pueden ser de desigualdad
h(λ) ≥ 0, o de igualdad h(λ) = 0. De ahora en adelante se considerara´n so´lo los problemas
de maximizacio´n con restricciones de desigualdad, dado que un problema de minimizacio´n
puede ser convertido en uno de maximizacio´n, de la forma:
mı´n
λ
f(λ) = ma´x
λ
1− f(λ) (2.1)
siendo f(λ) ∈ [0, 1] la funcio´n a optimizar normalizada y adema´s una restriccio´n de
igualdad puede ser convertida en una restriccio´n de desigualdad, de la forma:
|h(λ)| − ǫ ≤ 0 (2.2)
donde ǫ representa la tolerancia permitida [12].
Cuando se utiliza un meta-algoritmo para optimizar los para´metros de control de un GA,
es necesario definir una funcio´n que refleje que´ tan bueno es el desempen˜o de e´ste u´ltimo
con determinada combinacio´n de para´metros. Esta funcio´n de evaluacio´n debe tener en
cuenta fundamentalmente dos para´metros: la velocidad de convergencia y la precisio´n de
la solucio´n encontrada. Desde este punto de vista, el problema puede plantearse como un
problema de optimizacio´n sujeto a restricciones, de la forma:
minimizar t
sujeto a g(copt) ≥ α (2.3)
donde t representa el tiempo de convergencia del algoritmo, g(copt) es la evaluacio´n del
mejor cromosoma encontrado por el algoritmo y α es un para´metro que representa la ex-
actitud requerida en la calidad de la solucio´n encontrada.
En este cap´ıtulo se presenta una revisio´n de algunas de las principales te´cnicas para opti-
mizacio´n sujeta a restricciones, utilizadas con algoritmos evolutivos.
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2.1. Funciones de penalizacio´n
La idea ba´sica de esta te´cnica consiste en transformar el problema de optimizacio´n con
restricciones, en un problema no restringido, mediante la sustraccio´n de un cierto valor a
la funcio´n objetivo, con base en una medida de que´ tanto son violadas las restricciones.
La formulacio´n general de una funcio´n de penalizacio´n, tiene la forma:
φ(λ) = f(λ)−
n∑
i=1
rihi(λ) (2.4)
donde φ(λ) es la nueva funcio´n objetivo expandida, f(λ) es la funcio´n objetivo original,
hi(λ), i = 1, ..., n son las restricciones y ri, i = 1, ..., n son constantes positivas, denomi-
nadas “coeficientes de penalizacio´n”.
La penalizacio´n debe ser tan pequen˜a como sea posible, justo sobre el l´ımite en el cual
las soluciones no viables (las que no cumplen con alguna o varias de las restricciones) son
o´ptimas. Esto es llamado la regla de la mı´nima penalizacio´n [12,64]. Sin embargo, aunque
esta regla es conceptualmente simple, no es necesariamente fa´cil de implementar. Varios
autores han buscado desarrollar diferentes te´cnicas para construir buenas funciones de
penalizacio´n. A continuacio´n se describen las ma´s importantes.
2.1.1. Penalizaciones esta´ticas
En esta categor´ıa se consideran las te´cnicas en las que los coeficientes de penalizacio´n
no dependen del nu´mero de la generacio´n actual y por lo tanto permanecen constantes
durante toda la ejecucio´n del algoritmo.
En [32] se propuso una aplicacio´n en la que el usuario define varios niveles de violacio´n de
las restricciones y se asigna un coeficiente a cada nivel, de tal manera que el coeficiente
aumente conforme la violacio´n sea ma´s alta. Cada individuo es evaluado como:
φ(λ) = f(λ)−
n∑
i=1
Rk,ima´x{0, hi(λ)}2 (2.5)
donde Rk,i son los coeficientes de penalizacio´n usados, n es el nu´mero total de restricciones
y k = 1, 2, ..., l son los niveles de violacio´n definidos.
Otra forma de plantear las penalizaciones, consiste en hacerlas depender del nu´mero de
constantes violadas, sin tener en cuenta una medida de la violacio´n. Una aplicacio´n de este
tipo es presentada en [49], donde la calidad de cada individuo es determinada mediante:
φ(λ) =
{
f(λ) si cumple todas las restricciones
K −∑si=1(Kn ) en otro caso (2.6)
donde s es el nu´mero de restricciones satisfechas, n es el nu´mero total de restricciones y
K es un valor alto (en los experimentos de [49] se uso´ K = 1× 109).
Finalmente, en [29] se propuso la siguiente funcio´n de penalizacio´n:
φ(λ) = f(λ) +
√√√√ n∑
i=1
H(−hi(λ))hi(λ)2 (2.7)
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donde hi, i = 1, ....n son las restricciones y H : R → {0, 1} es la funcio´n de Heaviside,
definida como:
H(y) =
{
1 si y > 0
0 si y ≤ 0 (2.8)
La principal ventaja de esta aplicacio´n es la carencia de coeficientes de penalizacio´n a sin-
tonizar, sin embargo hace la suposicio´n de que todos los puntos viables poseen en general
una mayor evaluacio´n que los puntos no viables, lo cual no siempre es cierto [12].
2.1.2. Penalizaciones dina´micas
En esta categor´ıa se encuentran las aplicaciones en las que el nu´mero de la generacio´n
actual influye sobre el ca´lculo de los coeficientes de penalizacio´n (generalmente la penal-
izacio´n es mayor conforme avanza la ejecucio´n del algoritmo).
En [35] se propone una te´cnica donde los individuos son evaluados, en la generacio´n g, por
medio de la ecuacio´n:
φ(λ) = f(λ)− (Ct)αs(β,λ) (2.9)
donde C,α y β son constantes definidas por el usuario (los autores usaron C = 0,5, α = 1
o´ 2 y β = 1 o´ 2), y s(β,λ) esta´ definida como:
s(β,λ) =
n∑
i=1
di(λ)
β (2.10)
siendo
di(λ) =
{
0, hi(λ ≤ 0)
|hi(λ)|, en otro caso (2.11)
Esta dina´mica aumenta la penalizacio´n conforme avanza la ejecucio´n del algoritmo.
En [36] se llevo´ a cabo un estudio detallado de una funcio´n de la forma:
φ(λ) = f(λ)− v(g)
(
A
n∑
i=1
(δiwiΦ(di(λ))) +B
)
δλ (2.12)
donde A es un “coeficiente de severidad”, n es el nu´mero total de restricciones, wi es un
factor de ponderacio´n para la restriccio´n hi(λ), di(λ) es una medida de la violacio´n de
la restriccio´n hi(λ), B es un coeficiente de penalizacio´n de umbral, v(g) ∈ [0, 1] es una
funcio´n creciente del nu´mero de la generacio´n actual g, y
δi =
{
1, si hi(λ) es violada
0, en otro caso
(2.13)
δλ =
{
1, si λ es viable
0, en otro caso
(2.14)
Utilizando diferentes funciones de prueba, se experimento´ con diferentes formas de la
funcio´n v(g) (lineal, cuadra´tica, cu´bica, de cuarto orden, exponencial y 5-step) y se en-
contro´ que le mejor desempen˜o se obtiene para:
v(g) =
( g
G
)2
(2.15)
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siendo G el nu´mero total de generaciones.
Otra forma de plantear una penalizacio´n dina´mica, es bajo la idea del recocido simulado
(simulated annealing). Con esta te´cnica, los coeficientes de penalizacio´n son cambiados
una vez en muchas generaciones (cuando el algoritmo quede atrapado en un o´ptimo local).
La penalizacio´n se incrementa con el tiempo, de forma que los individuos no viables sean
fuertemente penalizados en las u´ltimas generaciones. El me´todo presentado en [43] requiere
que las restricciones sean divididas en cuatro grupos: igualdades lineales, desigualdades
lineales, igualdades no lineales y desigualdades no lineales. Adema´s, debe crearse un con-
junto de restricciones activas A, donde se incluyan todas las igualdades no lineales y las
desigualdades no lineales que sean violadas. Cada individuo es entonces evaluado como:
φ(λ) = f(λ)− 1
2τ
∑
i∈A
ϕ(λ)2 (2.16)
donde τ es la tasa de enfriamiento y
ϕ(λ) = ma´x{0, (hi(λ))} (2.17)
Un aspecto interesante de esta aplicacio´n es que la poblacio´n inicial no es realmente diversa,
sino que se compone de mu´ltiples copias de un individuo que satisfaga todas las restric-
ciones lineales. En cada iteracio´n, la temperatura τ es disminuida y la nueva poblacio´n es
conformada por el mejor individuo de la anterior generacio´n. El proceso se detiene cuando
se alcanza una temperatura de congelacio´n τf .
Una propuesta similar a la anterior se encuentra en [62], donde cada individuo es evaluado
por:
φ(λ) = K(f(λ)) (2.18)
donde K depende de dos para´metros: M , que es una medida de la violacio´n de la restric-
cio´n, y t, que depende del nu´mero de la generacio´n actual g. Usando el principio ba´sico
del recocido simulado, K fue definida como:
K = e
− M
τ(g) (2.19)
de forma que el coeficiente de penalizacio´n inicial sea pequen˜o y se incremente con el
tiempo. La tasa de enfriamiento t(g), fue definida como:
t(g) =
1
τ(g − 1) (2.20)
De la misma manera, en la aplicacio´n presentada en [35], tambie´n se experimento´ con una
funcio´n de penalizacio´n inspirada en el recocido simulado, de la forma:
φ(λ) = f(λ)− e(Cg)αs(βλ) (2.21)
donde s(βλ) esta´ definida como en la ecuacio´n (2.10), C = 0,05, α = β = 1.
Algunos investigadores han argumentado que las penalizaciones dina´micas son mejores
que las esta´ticas. Sin embargo, es tan dif´ıcil encontrar buenas funciones de penalizacio´n
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dina´micas, como encontrar buenos coeficientes para funciones de penalizacio´n esta´ticas
[12]. Los principales problemas residen en la necesidad de sintonizar varios para´metros
para los que no hay un respaldo teo´rico suficiente (como los para´metros A y B de la apli-
cacio´n presentada en [36] o el coeficiente C de la aplicacio´n en [35]) y la sensibilidad de la
solucio´n encontrada ante los cambios de los para´metros involucrados en las funciones de
penalizacio´n (este es el caso de la aplicacio´n presentada en [35] ante los para´metros α y β
y las aplicaciones que usan la idea de recocido simulado, ante la tasa de enfriamiento τ).
En general, los problemas asociados a las penalizaciones esta´ticas, tambie´n esta´n presentes
en las penalizaciones dina´micas: Si se escoge inadecuadamente el factor de penalizacio´n,
el GA puede converger a soluciones viables no o´ptimas (si la penalizacio´n es muy alta) o
a soluciones no viables (si la penalizacio´n es muy baja) [63].
2.1.3. Rechazo de las soluciones no viables (Death penalty)
Esta te´cnica consiste en rechazar las soluciones no viables, es decir, asignar un valor
de calidad igual a cero para todos aquellos individuos que violen alguna de las restric-
ciones. Dado que no es necesario hacer ningu´n ca´lculo adicional para calcular el grado de
violacio´n, es muy eficiente desde el punto de vista del gasto computacional.
Sin embargo, al no explotar ninguna informacio´n sobre el grado de violacio´n de las solu-
ciones no viables, el algoritmo no podra´ avanzar si la poblacio´n inicial no contiene ningu´n
individuo viable, dado que todos sus individuos tendra´n una calidad igual a cero.
Por lo tanto, esta te´cnica se encuentra limitada a las aplicaciones donde el espacio viable
sea convexo y constituya una porcio´n razonablemente grande del espacio de bu´squeda to-
tal [12].
2.2. Separacio´n de las restricciones y las funciones
objetivo
Existen varias aplicaciones donde las restricciones y las funciones objetivo son mane-
jadas por separado, es decir, sin combinar el valor de la funcio´n objetivo con la medida de
violacio´n de las restricciones. Algunas de las propuestas ma´s representativas, se describen
a continuacio´n.
2.2.1. Co-evolucio´n
En [55], se propone una te´cnica basada en un modelo co-evolutivo en el que hay dos
poblaciones: una contiene las restricciones que deben cumplirse (realmente esta no es una
poblacio´n en el sentido convencional ya que su contenido no cambia a trave´s del tiempo) y
la otra contiene las posibles soluciones al problema espec´ıfico que se quiere resolver. Usan-
do una analog´ıa con el modelo de predador-presa, la presio´n de seleccio´n en los miembros
de una poblacio´n, depende de la calidad de los miembros de la otra [55].
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Un individuo con una alta calidad en la segunda poblacio´n, representa un individuo que
satisface una gran cantidad de restricciones, mientras un individuo con calidad alta en
la primera poblacio´n, representa una restriccio´n que es violada por una gran cantidad de
posibles soluciones. La calidad de cada individuo es calculada como la suma de sus eval-
uaciones durante las u´ltimas n generaciones (en [55] se uso´ n = 25). La idea es aumentar
la calidad de las restricciones dif´ıciles de satisfacer, para que el algoritmo se concentre en
e´stas.
Un posible problema de esta te´cnica, como se observa en [12], es que la bu´squeda puede de-
jar de progresar en el caso en que todas las restricciones sean igual de dif´ıciles de satisfacer.
2.2.2. Superioridad de los puntos viables
En [56] se incorporo´ una regla heur´ıstica para tratar las soluciones no viables: la evalu-
acio´n de las soluciones viables se mapean en el intervalo (− ı´nf, 1), mientras la evaluacio´n
de las soluciones no viables es mapeada en el intervalo (1, ı´nf). Los individuos son evaluados
mediante:
φ(λ) =
{
f(λ) si el punto es viable
1 + r
∑n
i=1 hi(λ) en otro caso
(2.22)
donde f(λ) ∈ (− ı´nf, 1), hi(λ) ∈ (1, ı´nf), i = 1, 2, ..., n y r es una constante. No´tese
que la funcio´n objetivo y la medida de violacio´n de las restricciones no se combinan
cuando la solucio´n es no viable. En esta aplicacio´n se utilizo´ escalamiento por ordenamiento
lineal (ver seccio´n 1.3.2), de forma que en las primeras generaciones existiera una baja
convergencia y ma´s adelante se forzara la convergencia de los individuos mejor calificados.
En [14] se propuso un me´todo similar, en el cual cada individuo es evaluado de la forma:
φ(λ)
{
f(λ) si hi(λ) ≥ 0, i = 1, 2, ..., n
fworst −
∑n
i=1 hi(λ) en otro caso
(2.23)
donde fworst es el valor de la funcio´n objetivo para la peor solucio´n viable en la poblacio´n.
Si no hay soluciones viables, fworst es establecido en cero.
Usando seleccio´n por torneo binario, se aplican las siguientes reglas para comparar dos
individuos:
– Una solucio´n viable es siempre preferida sobre una no viable.
– Entre dos soluciones viables, es preferida la que tenga un valor de funcio´n objetivo
mayor.
– Entre dos soluciones no viables, es preferida la que tenga menor violacio´n de las
restricciones.
No se necesitan coeficientes de penalizacio´n dado que el proceso de seleccio´n utilizado so´lo
realiza comparaciones por parejas. Por lo tanto, las soluciones viables tienen una calidad
igual a la evaluacio´n entregada por la funcio´n objetivo. El uso de la medida de violacio´n en
la comparacio´n, gu´ıa las soluciones no viables hacia la frontera de la regio´n viable. Debido
al hecho de que las restricciones generalmente tienen diferentes dimensiones, se realizo´ una
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normalizacio´n para evitar alguna clase de sesgo hacia alguna de ellas.
La principal diferencia entre las dos te´cnicas mencionadas anteriormente es que en la
segunda no se necesita un factor de penalizacio´n debido a que las comparaciones se hacen
por parejas. Sin embargo, en la propuesta en [14] se hace necesario recurrir a te´cnicas de
nichos y especies (ver seccio´n 1.3.3) para mantener la diversidad.
Cap´ıtulo 3
Superficies de regresio´n por vectores
de soporte
Las superficies de regresio´n por vectores de soporte (SVR), son una poderosa te´cnica
para el ana´lisis predictivo de datos [70, 66], con muchas aplicaciones en diversas a´reas de
estudio [28,38,51]. Su origen se encuentra en las Ma´quinas de Vectores de Soporte (SVM),
una te´cnica de clasificacio´n nacida a partir de la teor´ıa de aprendizaje estad´ıstico desar-
rollada por Vladimir Vapnik [70].
En este cap´ıtulo se presentan los fundamentos sobre las SVM y su expansio´n hacia las SVR.
3.1. Ma´quinas de vectores de soporte
La teor´ıa de lasMa´quinas de Vectores de Soporte (SVM), es una te´cnica de clasificacio´n
que ha tomado mucha atencio´n en an˜os recientes [9, 59]. Tal vez la principal razo´n de su
popularidad, se encuentra en el fuerte respaldo teo´rico con que cuenta, desarrollado por
Vapnik [70] y que se basa en la idea de minimizacio´n del riego estructural.
En muchas aplicaciones, las SVM han mostrado tener gran desempen˜o, ma´s que las
ma´quinas de aprendizaje tradicional como las redes neuronales y han sido introducidas co-
mo herramientas poderosas para resolver problemas de clasificacio´n [9]. Una SVM primero
mapea los puntos de entrada a un espacio de caracter´ısticas de una dimensio´n mayor y
encuentra un hiperplano que los separe y maximice el margen entre las clases en este es-
pacio, como se aprecia en la figura 3.1.
Maximizar el margen es un problema de programacio´n cuadra´tica (QP) y puede ser
resuelto por su problema dual, introduciendo multiplicadores de Lagrange. Sin ningu´n
conocimiento del mapeo, la SVM encuentra el hiperplano o´ptimo utilizando el producto
punto con funciones en el espacio de caracter´ısticas que son llamadas kernels. La solucio´n
del hiperplano o´ptimo puede ser escrita como la combinacio´n de unos pocos puntos de
entrada que son llamados vectores de soporte.
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Figura 3.1: Ajuste de margen para una SVM lineal
3.1.1. Caso linealmente separable
Supo´ngase que se tiene un conjunto S de puntos etiquetados (puntos blancos y negros
en la figura 3.1)
S = {(y1,x1), ..., (yN ,xN)} (3.1)
donde cada punto de entrenamiento xi ∈ Rn, i = 1, 2, ..., N pertenece a alguna de dos
clases y se le ha dado una etiqueta yi ∈ {1,−1}, i = 1, 2, ..., N . El objetivo es encontrar
un hiperplano de separacio´n de forma tal que aquellos puntos con igual etiqueta queden
al mismo lado del hiperplano. Esto significa encontrar un w y un b tal que
yi(〈w,xi〉+ b) > 0, i = 1, ..., N (3.2)
donde 〈, 〉 denota el producto interno. Si existe un hiperplano que satisfaga (3.2), se
dice que los datos son linealmente separables y el hiperplano estara´ descrito por el vector
normal w, con una distancia al origen dada por b‖w‖ .
Sin embargo, con el fin de aumentar la capacidad de generalizacio´n de la SVM, es necesario
encontrar un hiperplano que no so´lo separe correctamente los datos, sino que proporcione
el mayor margen de separacio´n posible entre las clases. Esto equivale a maximizar la
distancia entre los hiperplanos H1 y H2 mostrados en la figura 3.1. La ecuacio´n (3.2) se
puede escalar, para reescribirse como
yi(〈w,xi〉+ b) ≥ 1, i = 1, ..., N (3.3)
lo cual conlleva a que la distancia entre los hiperplanos H1 y H2 sea igual a
2
‖w‖ . De esta
forma, encontrar el ma´ximo margen equivale a minimizar la norma de w, es decir:
minimizar 1
2
〈w,w〉
sujeto a yi(〈w,xi〉+ b) ≥ 1 ∀i
(3.4)
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Mientras 〈w,w〉 sea convexo, es posible solucionar el problema (3.4) utilizando multi-
plicadores de Lagrange [9]. Sean α = {α1, ..., αN}, los N multiplicadores de Lagrange no
negativos asociados a (3.3). Para minimizar (3.4) se debe encontrar el punto de silla de la
funcio´n de Lagrange:
L(w, b,α) =
1
2
〈w,w〉 −
N∑
i=1
αi[yi(〈w, xi〈+b)− 1] (3.5)
Para encontrar dicho punto, hay que minimizar la funcio´n (3.5) respecto a w y b, y luego
maximizarla sobre los multiplicadores de Lagrange αi ≥ 0, 1 = 1, 2, ..., N . El punto de
silla debe satisfacer las condiciones de Karush-Kuhn-Tucker (KKT):
∂L(w, b,α)
∂b
=
N∑
i=1
yiαi = 0 (3.6)
∂L(w, b,α)
∂w
= w−
N∑
i=1
αiyixi (3.7)
Substituyendo (3.6) y (3.7) en (3.5) el problema de optimizacio´n toma su forma dual:
maximizar
∑N
i=1 αi − 12
∑N
i,j αiαjyiyj〈xi,xj〉
sujeto a
∑N
i=1 yiαi = 0 y αi ≥ 0, ∀i
(3.8)
el cual puede ser solucionado utilizando me´todos de programacio´n cuadra´tica esta´ndar [9].
Una vez el vector α0 = {α0i , ..., α0N} solucio´n de (3.8) ha sido encontrado, el hiperplano de
separacio´n tiene la siguiente forma:
w0 =
N∑
i=1
α0i yixi (3.9)
mientras que b puede ser calculado a partir de las condiciones (3.6) y (3.7) como:
b0 = yi − 〈w0,xi〉 (3.10)
El problema de clasificar un nuevo punto x, es resuelto examinando el signo de 〈w0,x〉+b0.
3.1.2. Caso linealmente no separable
Si los datos no son linealmente separables, buscar un hiperplano o´ptimo carece com-
pletamente de sentido. Con la finalidad de posibilitar las violaciones, se pueden introducir
variables de relajacio´n (ξ1, ..., ξN), ξi ≥ 0 [59], de manera que la expresio´n (3.3) se puede
escribir como:
yi(〈w,xi〉+ b) ≥ 1 + ξi, ∀i (3.11)
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Figura 3.2: Ajuste de margen suave para una SVM lineal
El propo´sito de estas variables es permitir puntos erro´neamente clasificados, los cuales
correspondan a ξi > 1, por lo tanto,
∑
i ξi puede tomarse como una cota superior del
nu´mero de errores de entrenamiento. Este clasificador es conocido como un hiperplano de
margen suave y puede observarse en la figura 3.2.
El hiperplano de separacio´n generalizado, puede ser obtenido como la solucio´n del siguiente
problema:
minimizar 1
2
〈w,w〉+ C∑Ni=1 ξi
sujeto a yi(〈w,xi〉+ b) ≥ 1 + ξi y ξi ≥ 0 ∀i
(3.12)
El primer te´rmino es minimizado para controlar la capacidad de aprendizaje del mismo
modo que en el caso separable; el segundo te´rmino permite mantener bajo control el
nu´mero de clasificaciones erro´neas. El para´metro C es elegido por el usuario de manera
que un valor grande es equivalente a asignar una alta penalizacio´n a los errores. En analog´ıa
con el caso separable, la utilizacio´n de multiplicadores de Lagrange deriva en el siguiente
problema de optimizacio´n:
maximizar
∑N
i=1 αi − 12
∑N
i,j αiαjyiyj〈xi,xj〉
sujeto a
∑N
i=1 yiαi = 0 y 0 ≤ αi ≤ C, ∀i
(3.13)
De la ecuacio´n (3.13) se puede notar que la u´nica diferencia hasta el momento con el
caso separable es que ahora α tiene una cota superior C.
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3.1.3. Ma´quinas no lineales de vectores de soporte
El principio de SVM no lineal consiste en mapear el espacio de entrada a un espacio
de representacio´n de dimensio´n alta a trave´s de una funcio´n no lineal elegida a priori [70].
Sin embargo, surge un problema computacional, dado que la dimensio´n del espacio de
representacio´n puede ser muy alta y la dificultad radica en co´mo construir un hiperplano
de separacio´n en este espacio. La respuesta al problema parte de que para construir dicho
hiperplano, el mapeo z = φ(x) no necesita ser expl´ıcito, de manera que reemplazando x
por φ(x) en (3.8), se tiene:
maximizar
∑N
i=1 αi − 12
∑N
i,j αiαjyiyj〈φ(xi), φ(xj)〉
sujeto a
∑N
i=1 yiαi = 0 y αi ≥ 0, ∀i
(3.14)
de lo anterior, el algoritmo de entrenamiento solo depende de los datos a trave´s de los pro-
ductos punto en el espacio de representacio´n, esto es, funciones de la forma 〈φ(xi), φ(xj)〉.
Sea dada una funcio´n kernel sime´trica K tal que K(xi,xj) = φ(xi)
′φ(xj), de modo que el
algoritmo de entrenamiento dependa solo de K y el mapeo φ no sea usado expl´ıcitamente.
Dado φ : Rd → H, el kernel K es K(xi,xj) = 〈φ(xi), φ(xj)〉, pero de manera inversa,
dado un kernel K se deben establecer las condiciones para que el mapeo exista. Tales
condiciones son aseguradas por las condiciones de Mercer:
Teorema 3.1 Sea K(x,y) una funcio´n sime´trica continua en L2(C), luego, existe un
mapeo φ y una expansio´n, tal que:
K(x,y) =
∞∑
i=1
〈φ(x)i, φ(y)i〉 (3.15)
si y solo si, para algu´n f ∈ L2(C), tal que∫
C×C
K(x,y)f(x)f(y)dxdy ≥ 0 (3.16)
No´tese que para casos espec´ıficos, puede no ser fa´cil mostrar cua´ndo son cumplidas las
condiciones de Mercer, mientras que (3.16) debe mantenerse para algu´n g ∈ L2(C). Sin
embargo, es fa´cil probar que la condicio´n se cumple para el kernel polinomial K(x,y) =
〈x,y〉p (ver [9]).
Las principales son:
– Polinomial: K(x,y) = (〈x,y〉+ c)d para c > 0
– Funcio´n de base radial (RBF): K(x,y) = exp(−γ‖x− y‖2) para γ > 0
– Sigmoide: tanh(κ〈x,y〉+ ν)
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El primero resulta en un clasificador con funcio´n de decisio´n polinomial, el segundo un
clasificador con funcio´n de base radial y el u´ltimo un tipo particular de red sigmoidal de
dos capas. Para el caso de RBF, el nu´mero de centros (nu´mero de vectores de soporte),
los centros (vectores de soporte), los pesos (αi) y el desplazamiento (b) son generados
automa´ticamente por la SVM en la etapa de entrenamiento y dan excelentes resultados
en comparacio´n a la red RBF cla´sica [61].
3.2. Superficies de regresio´n por vectores de soporte
Las superficies de regresio´n por vectores de soporte, surgen como una generalizacio´n de
las SVM cuando el problema pasa del reconocimiento de patrones, que maneja objetivos
y ∈ {+1,−1}, a la estimacio´n de funciones reales y ∈ R.
Esto puede lograrse a trave´s de la llamada funcio´n de pe´rdida ε-insensitiva [66]:
|y − f(x)|ε := max{0, |y − f(x)| − ε} (3.17)
la cual no penaliza los errores que este´n por debajo de un cierto ε ≥ 0.
3.2.1. Regresio´n εSV
Supo´ngase que se tienen los datos de entrenamiento {(y1,x1), ...(yN ,xN)} pero en este
caso, a cada punto de entrenamiento xi ∈ Rn, i = 1, 2, ..., N se le asigna un valor real
y ∈ R. La meta es encontrar una funcio´n que tenga como ma´ximo una desviacio´n ε de
los objetivos obtenidos actualmente y al mismo tiempo sea lo ma´s plana posible. En otras
palabras, no importan los errores mientras sean inferiores a ε, pero no se aceptara´ ninguna
desviacio´n ma´s grande que esto. En el caso de una funcio´n lineal, se tiene:
f(x) = 〈w,x〉+ b (3.18)
Que la funcio´n sea lo ma´s plana posible, denota que se quiere buscar el menor para´metro
w posible. Una forma de asegurar esto es por medio de la minimizacio´n de la norma 〈w,w〉
. Este problema se puede reescribir como un problema de optimizacio´n convexa:
Minimizar 1
2
〈w,w〉
Sujeto a
{
yi − 〈w,xi〉 − b ≤ ε
〈w,xi〉+ b− yi ≤ ε
(3.19)
La suposicio´n ta´cita que se ha hecho es que dicha funcio´n g existe, o en otras palabras, que
el problema de optimizacio´n convexa es realizable. Sin embargo, algunas veces este no es
el caso, o se quiere poder permitir algunos errores. Ana´logamente al problema de “margen
suave” de funcio´n de pe´rdida que fue adaptada para ma´quinas de vectores de soporte, se
pueden introducir variables de flexibilidad ξi y ξ
∗
i que puedan manejar restricciones del
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problema, que de otra forma ser´ıan no realizables. De esta forma se llega a la formulacio´n
establecida en [70]:
Minimizar 1
2
〈w,w〉+ C∑mi=1(ξi + ξ∗i )
Sujeto a


yi − 〈w,xi〉 − b ≤ ε+ ξi
〈w,xi〉+ b− yi ≤ ε+ ξ∗i
ξi, ξ
∗
i ≥ 0
(3.20)
donde la constante C determina la compensacio´n entre que´ tan plana es g y el porcentaje
de error sobre el cual las desviaciones mayores a ε son permitidas. Esto corresponde a
tratar con el llamado problema de insensibilidad ε con funcio´n de pe´rdida |ξ|ε descrito
por:
|ξ|ε =
{
0 si |ξ| ≤ ε
|ξ| − ε en otro caso (3.21)
La figura 3.3 muestra la situacio´n de forma gra´fica. Nuevamente, es posible solucionar el
Figura 3.3: Funcio´n de pe´rdida en la regresio´n εSV
problema (3.20) encontrando el punto silla en la funcio´n de Lagrange:
L = 1
2
〈w,w〉+ C∑Ni=1(ξi + ξ∗i )−∑Ni=1(ηiξi + η∗i ξ∗i )
−∑Ni=1 αi(ε+ ξi − yi + 〈w,xi〉+ b)
+
∑N
i=1 α
∗
i (ε+ ξ
∗
i + yi − 〈w,xi〉 − b)
(3.22)
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donde ηi, η
∗
i , αi, α
∗
i son los multiplicadores de Lagrange. Para encontrar el punto silla, las
derivadas respecto a las variables primarias deben ser cero, por lo tanto:
∂L
∂b
=
N∑
i=1
(α∗i − αi) = 0 (3.23)
∂L
∂w
= w−
N∑
i=1
(αi − α∗i )xi = 0 (3.24)
∂L
∂ξi
= C − αi − ηi = 0 (3.25)
∂L
∂ξ∗i
= C − α∗i − η∗i = 0 (3.26)
Reemplazando (3.23), (3.24), (3.25) y (3.26) en (3.22), se obtiene el problema de opti-
mizacio´n dual:
maximizar
{ −1
2
∑
i,j(αi − α∗i )(αj − α∗j )〈xi,xj〉
−ε∑Ni=1(αi + α∗i ) +∑Ni=1 yi(αi − α∗i )
sujeto a
∑N
i=1(αi − α∗i ) = 0 y αi, α∗i ∈ [0, C]
(3.27)
La ecuacio´n (3.24) puede reescribirse como:
w =
N∑
i=1
(αi − α∗i )xi (3.28)
por lo tanto:
f(x) =
∑
i
= 1N(αi − α∗i )〈xi,x〉+ b (3.29)
Esta es la llamada expansio´n en vectores de soporte que muestra que w puede ser com-
pletamente descrito por los vectores de entrenamiento xi y adema´s, dado que el algoritmo
completo puede ser descrito en funcio´n de productos internos entre los datos, se puede
llegar a la formulacio´n de la regresio´n no lineal a trave´s de la inclusio´n de funciones kernel:
f(x) =
∑
i
= 1N(αi − α∗i )K(xi,x) + b (3.30)
3.2.2. Seleccio´n del modelo de una SVR
Es sabido que la capacidad de generalizacio´n de las SVR (la exactitud de la estimacio´n),
depende de una buena seleccio´n de los para´metros ε, C y los para´metros del kernel escogi-
do [66, 11, 68].
El para´metro C determina el compromiso entre la complejidad del modelo (suavidad de la
regresio´n) y el grado en que las desviaciones mayores a ε son toleradas en la formulacio´n
del problema de optimizacio´n (3.27). Si C es infinito, el objetivo es minimizar el riesgo
emp´ırico sin importar que´ tan complejo sea el modelo.
Por otro lado, el para´metro ε representa la amplitud de la zona ε− insensible, usada para
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ajustar los datos de entrenamiento. Este valor puede afectar la cantidad de vectores de
soporte usados para construir la funcio´n de regresio´n. Valores altos de ε resultan en pocos
vectores de soporte seleccionados y por lo tanto regresiones ma´s suaves (menos comple-
jas).
Finalmente, la seleccio´n del kernel depende usualmente del dominio de la aplicacio´n y
puede reflejar la distribucio´n de los para´metros de entrada x [11, 68].
Las principales aplicaciones existentes para la seleccio´n del modelo de las SVR, pueden
ser resumidas como:
– La seleccio´n del modelo por parte del usuario o un experto con base en conocimiento
a priori, es mencionada en [70, 60]. Basa´ndose en la observacio´n de que los vectores
de soporte se encuentran fuera de la zona insensible de radio ε, en [60] se sugiere la
inclusio´n de un para´metro ν que represente la fraccio´n de puntos por fuera de esta
zona. Estas aplicaciones por supuesto no son apropiadas para usuarios no expertos.
– En [66] y [37], se han propuesto valores asinto´ticamente o´ptimos de ε, que son pro-
porcionales a la varianza del ruido, en concordancia con fuentes generales en SVM.
Sin embargo, segu´n [11], la principal desventaja de estas aplicaciones es que la se-
leccio´n de ε no depende de la cantidad de muestras de entrenamiento. Por tal razo´n,
proponen una te´cnica de seleccio´n anal´ıtica de ε a partir del taman˜o de la muestra
y el nivel de ruido presente en los datos de entrenamiento.
– En [42] se propone la seleccio´n del para´metro C igual al rango de los valores de
salida. En [11] se propone una modificacio´n, en la que se tiene en cuenta la presencia
de muestras ano´malas en los datos de entrenamiento.
– El uso de validacio´n cruzada es una forma de seleccio´n del modelo poderosa y sencilla
[66, 59]. Se basa en la idea de que el valor esperado del error en un subconjunto de
las muestras de entrenamiento, que no se utilice para entrenar, es igual al error
esperado en s´ı mismo. Un caso particular es el error leave one out (LOO), que es una
validacio´n cruzada con un nu´mero de particiones igual a N (el nu´mero de muestras
de entrenamiento).
– Finalmente, dado que la validacio´n cruzada resulta muy costosa computacionalmente
(se necesita entrenar y validar k veces, siendo k el nu´mero de particiones) se han
propuesto diversas estimaciones del error LOO como en [10] y [40].
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Cap´ıtulo 4
Metodolog´ıa propuesta
En este cap´ıtulo se describe la metodolog´ıa propuesta para la optimizacio´n de los
para´metros de control de un algoritmo gene´tico. Esta optimizacio´n esta´ enfocada a la
reduccio´n del tiempo de co´mputo, entendido como el nu´mero de generaciones que tarda el
GA en encontrar una solucio´n, pero buscando una mı´nima degradacio´n en la calidad de
la solucio´n encontrada.
Como se describio´ en la seccio´n 1.4, el modelo del meta-algoritmo gene´tico es adecuado
para la sintonizacio´n de los para´metros de control de un GA, ya que realiza la optimizacio´n
de todos los para´metros simulta´neamente. Un meta-algoritmo esta´ constituido por:
– Un GA denominado de bajo nivel con un vector de para´metros de control γℓ =
[γℓ1, ..., γ
ℓ
n] que esta´ optimizando una funcio´n espec´ıfica g
ℓ(λℓ), siendo λℓ = [λℓ1, ..., λ
ℓ
M ]
el vector de para´metros de entrada al GA.
– Un GA denominado de alto nivel con un vector de para´metros de control γh =
[γh1 , ..., γ
h
n] que esta´ optimizando una funcio´n g
h(λh). Esta funcio´n gh es la encargada
de entregar una evaluacio´n del desempen˜o del GA de bajo nivel, por lo tanto las
variables de las que depende, coinciden con los para´metros de control de este u´ltimo
λh := γℓ
Los super´ındices ℓ y h sera´n utilizados de ahora en adelante para diferenciar los para´metros
asociados al algoritmo de bajo nivel y al algoritmo de alto nivel, respectivamente.
Sin embargo, la ejecucio´n de un meta-algoritmo requiere la ejecucio´n del GA de bajo nivel
rh veces por cada generacio´n del GA de alto nivel (siendo rh la longitud de la poblacio´n del
de alto nivel), lo que lo hace un me´todo muy costoso computacionalmente. Para reducir
esta demanda computacional, se propone incorporar una SVR que modele el desempen˜o del
GA de bajo nivel ante diferentes combinaciones de sus para´metros de control, definiendo
un conjunto de entrenamiento similar a (3.1):
S = {(y1,γℓ1), ...(yN ,γℓN)}, (4.1)
donde yi, i = 1, 2, ...N es el conjunto de objetivos que representa el desempen˜o de cada
conjunto de para´metros λi, i = 1, 2, ..., N y N es el nu´mero de diferentes combinaciones
usadas para el entrenamiento de la SVR.
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De esta forma, resolviendo el problema de optimizacio´n cuadra´tica (3.27), la funcio´n de
evaluacio´n de alto nivel, gh, quedara´ definida segu´n la ecuacio´n (3.30):
gh(γℓ) =
N∑
i=1
(αi − α∗i )K(γℓi ,γℓ) + b (4.2)
donde αi y α
∗
i son los multiplicadores de Lagrange introducidos para la solucio´n del prob-
lema cuadra´tico (ver seccio´n 3.2) y K(, ) es la funcio´n kernel escogida para la regresio´n.
Esta funcio´n constituye una superficie que modela el comportamiento del GA de bajo nivel
segu´n la variacio´n de sus para´metros de control, y la evaluacio´n de (4.2) es computacional-
mente menos costosa que la ejecucio´n de un GA para obtener una medida de su desempen˜o.
Para poner en pra´ctica esta metodolog´ıa, es necesario definir principalmente tres cosas
de las cuales depende su eficiencia:
– La funcio´n gh(γℓ) encargada de generar los objetivos y con los que se entrenara´ la
SVR, de forma que refleje el desempen˜o de cada conjunto de para´metros de entre-
namiento.
– El modelo de la SVR, es decir, los para´metros como el ancho de la zona ε−insensible
(ε), el grado penalizacio´n de los errores por fuera de esta zona (C) y el kernel
utilizado.
– El modelo del GA de alto nivel, es decir, sus para´metros de control γh y sus oper-
adores gene´ticos.
A continuacio´n se explica en detalle cada uno de los anteriores puntos.
4.1. Funcio´n de evaluacio´n para medir el desempen˜o
obtenido con cada conjunto de para´metros
Como se menciono´ al comienzo del cap´ıtulo 2, cuando se utiliza un meta-algoritmo
para optimizar los para´metros de control de un GA, es necesario definir una funcio´n que
refleje que´ tan bueno es el desempen˜o de e´ste u´ltimo con determinada combinacio´n de
para´metros. Teniendo en cuenta que la metodolog´ıa esta´ orientada en particular hacia la
reduccio´n del tiempo de co´mputo, esta funcio´n de evaluacio´n debe estar definida de tal
manera que las combinaciones de para´metros que gasten un menor nu´mero de generaciones
en llegar a una solucio´n o´ptima, reciban una mejor evaluacio´n que las combinaciones que
gasten un tiempo mayor. Sin embargo, no se debe descuidar la calidad de la solucio´n
encontrada, de forma que el problema se convierte en un problema de optimizacio´n sujeto
a restricciones, de la forma:
minimizar t(γℓ)
sujeto a gℓ(copt) ≥ η (4.3)
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donde t(γℓ) representa el tiempo de convergencia del algoritmo usando los para´metros de
control γℓ, gℓ(copt) es la evaluacio´n del mejor cromosoma encontrado por el algoritmo de
bajo nivel y η es un para´metro que indica que´ tan precisa debe ser la solucio´n encontrada.
Este para´metro puede ser expresado como un porcentaje de la mejor solucio´n encontrada
en el conjunto de entrenamiento:
η = αma´x
i
{gℓ(copti)}, i = 1, 2.., N (4.4)
donde copti es el mejor individuo encontrado por el GA de bajo nivel, para el i-e´simo con-
junto de para´metros de control del conjunto de entrenamiento y α es un valor entre 0 y 1.
En el cap´ıtulo 2 se presento´ una revisio´n de las principales te´cnicas para el manejo de esta
clase de problemas. Sin embargo, como se observa en la mayor´ıa de las funciones presen-
tadas, surge la necesidad de sintonizar varios para´metros para los que no hay un respaldo
teo´rico suficiente y la solucio´n encontrada es sensible a los cambios en dichos para´metros.
La funcio´n presentada en [29] resalta por la carencia de coeficientes de penalizacio´n que
deban ser ajustados, ya que penaliza las soluciones no viables en proporcio´n su distancia
euclidiana medida desde el l´ımite de la zona viable, de la forma:
f(x) = g(x) +
√√√√ K∑
i=1
H(−hi(x))hi(x)2 (4.5)
donde hi, i = 1, ....K son las restricciones y H(x) es la funcio´n de Heaviside, definida
como:
H(y) =
{
1 si y > 0
0 si y ≤ 0 (4.6)
Sin embargo, como se menciono´ antes, esta funcio´n supone que todos los puntos viables
poseen en general una mayor evaluacio´n que los puntos no viables, lo cual no siempre es
cierto [12].
En este trabajo, se propone entonces una funcio´n similar, pero que supera estos inconve-
nientes:
f(x) = (1−H(−hi(x)))g(x) +
√√√√ K∑
i=1
H(−hi(x))hi(x)2 (4.7)
Esta funcio´n cumple con las propiedades enunciadas en [54]:
– Una solucio´n viable siempre tiene una evaluacio´n ma´s alta que una solucio´n inviable.
– A las soluciones viables, se les asigna una evaluacio´n dependiente u´nicamente de la
funcio´n g(x).
– A una solucio´n no viable con un valor pequen˜o de violacio´n de las restricciones, se
le asigna un valor de evaluacio´n ma´s alto que a uno con un valor alto de violacio´n.
– A las soluciones no viables se les asigna una evaluacio´n dependiente solamente de la
medida de violacio´n de las restricciones. Esto elimina la necesidad de coeficientes de
penalizacio´n independientes.
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4.2. Seleccio´n del modelo para la SVR
La seleccio´n del modelo consiste en la eleccio´n de los para´metros ε (ancho de la zona
insensitiva), C (compromiso entre la complejidad del modelo penalizacio´n a los errores
por fuera de la zona ε − insensible) y el kernel K(x,y). Segu´n la revisio´n presentada en
la seccio´n 3.2, estos para´metros pueden ser escogidos de varias formas:
– Por intervencio´n de un experto con conocimiento a priori
– Utilizando un algoritmo de bu´squeda que minimize el error de validacio´n cruzada
(en particular LOO)
– Mediante me´todos anal´ıticos
Teniendo en cuanta que el objetivo fundamental de este trabajo es disminuir al ma´ximo la
intervencio´n subjetiva del usuario, se descartaron las dos primeras opciones (un algoritmo
de bu´squeda para minimizar el error LOO tambie´n debe tener para´metros de control por
sintonizar) y se opto´ por el me´todo anal´ıtico presentado en [11], para la sintonizacio´n de
ε y C.
En cuanto al kernel, se selecciono´ el kernel RBF gaussiano, por sus conocidas buenas
propiedades [71], el cual tiene un u´nico para´metro γ a ser sintonizado. Para dicha tarea,
se decidio´ utilizar el algoritmo de bu´squeda de Fibonacci, teniendo en cuenta el estudio
realizado en [71], donde se demuestra por comparacio´n con la teor´ıa de espacios escalados
que la variacio´n de la capacidad de generalizacio´n de una SVR con kernel RBF gaussiano,
forma un espacio de bu´squeda semiconvexo, dependiente de γ.
4.2.1. Ancho de la zona ε-insensible
El para´metro ε representa la amplitud de la zona usada para ajustar los datos de
entrenamiento. Es bien sabido que el valor de e´ste debe ser proporcional al nivel de ruido
que contengan los datos [66, 70, 37]:
ε ∝ σnoise (4.8)
siendo σnoise la desviacio´n esta´ndar del ruido. Esta desviacio´n debe ser conocida o se debe
poder estimar a partir de los datos de entrenamiento.
Sin embargo, en [11] se argumenta que el valor de ε tambie´n debe depender del nu´mero
de muestras de entrenamiento, como se describe a continuacio´n. Conside´rense los errores
de estimacio´n:
δi = yˆi − yi, i = 1, 2, ..., N (4.9)
donde yi son los objetivos reales y yˆi son los objetivos estimados por la regresio´n. La media
muestral de estos errores, puede considerarse como una estimacio´n del ruido presente en
los datos de entrenamiento:
δ¯ =
1
N
N∑
i=1
δi (4.10)
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La constante ε debe ser entonces proporcional a la desviacio´n esta´ndar de δ¯. Considerando
a las componentes de la ecuacio´n (4.10) con media cero y varianza σ2noise, de acuerdo al
teorema del l´ımite central, δˆ debe aproximarse a una variable gaussiana con media cero y
varianza σ2noise/N . Por lo tanto, (4.8) debe convertirse en:
ε ∝ σnoise√
N
(4.11)
Basados en comparaciones emp´ıricas y en la teor´ıa de la dimension de Vapnik-Chervonenkis
(VC) [70], los autores de [11] reportan un buen desempen˜o para diferentes taman˜os de
la muestra de entrenamiento, diferentes niveles de ruido y diferentes funciones objetivo,
utilizando la siguiente relacio´n:
ε = 3σnoise
√
lnN
N
(4.12)
donde σnoise es la desviacio´n esta´ndar del ruido de los datos y N es el nu´mero de muestras
de entrenamiento.
Finalmente, la estimacio´n de σnoise se puede realizar a trave´s de una regresio´n de k-vecinos
ma´s cercanos, utilizando la ecuacio´n tambie´n propuesta en [11]:
ˆσnoise
2 =
N1/5k
N1/5k − 1
N∑
i=1
(yi − yˆi)2 (4.13)
donde k es el orden de la regresio´n de k-vecinos ma´s cercanos y yˆi, i = 1, ..., N son las
estimaciones realizadas por dicha regresio´n.
4.2.2. Coeficiente de penalizacio´n de los errores
El para´metro C determina el compromiso entre la complejidad del modelo (suavidad
de la regresio´n) y el grado en que las desviaciones mayores a ε son toleradas.
Conside´rese la expansio´n en vectores de soporte presentada en la ecuacio´n (3.30). Tambie´n
supo´ngase sin pe´rdida de generalidad, que la funcio´n kernel es acotada en el dominio de
entrada (este es el caso, por ejemplo, del kernel RBF gaussiano). Bajo estas suposiciones,
se puede asociar el para´metro C al rango de salida de los datos de entrada [42]. Espec´ıfi-
camente, recue´rdese de la seccio´n 3.1 que el para´metro C acota el rango de valores para
los multiplicadores de Lagrange:
0 ≤ α, α∗ ≤ C (4.14)
Sin embargo, esta seleccio´n es sensible a posibles datos ano´malos en el conjunto de entre-
namiento, por lo cual, en [11] se presenta la siguiente prescripcio´n:
C = ma´x |y¯ + 3σy|, |y¯ + 3σy| (4.15)
donde y¯ y σy son respectivamente la media y la desviacio´n esta´ndar de los objetivos de
entrenamiento.
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4.2.3. Seleccio´n y sintonizacio´n del kernel
Se selecciono´ el kernel RBF gaussiano, por sus conocidas buenas propiedades [71], el
cual esta´ dado por:
K(x, y) = exp(−γ‖x− y‖2) (4.16)
donde γ puede ser expresado como:
γ =
1
2σ2
(4.17)
y σ es un para´metro que debe ser sintonizado y representa la dispersio´n de la RBF.
Para esta sintonizacio´n, no se cuenta con una forma anal´ıtica que pueda ser implementada,
as´ı que es necesario utilizar un algoritmo de bu´squeda que minimice el error de general-
izacio´n de la SVR. Sin embargo, en [71] se demuestra por comparacio´n con la teor´ıa de
espacios escalados que la variacio´n de la capacidad de generalizacio´n de la SVR, es una
funcio´n cuasiconvexa dependiente de σ. Por lo tanto, σ puede ser encontrada utilizando
algu´n me´todo de bu´squeda para funciones cuasiconvexas, los cuales generalmente son sen-
cillos y poseen pocos para´metros de control. Se propone utilizar el algoritmo de bu´squeda
Fibonacci, un procedimiento de bu´squeda en l´ınea para la minimizacio´n de funciones es-
trictamente cuasiconvexas, en un intervalo cerrado (el algoritmo se presenta en el ape´ndice
A).
Hace falta entonces una forma de estimar el error de generalizacio´n obtenido por la SVR
para cada valor de σ. La forma ma´s comu´n de realizar esta estimacio´n, es a trave´s del error
LOO, pero esta estimacio´n resulta muy costosa computacionalmente ya que se necesita
entrenar un nu´mero de superficies de regresio´n igual al nu´mero de muestras de entre-
namiento [40]. Por lo tanto, se propone utilizar el l´ımite ξα enunciado en [40]:
LOOerror ≤ ε+ 2R
2
∑N
i=1(αi + α
∗
i ) +
∑N
i=1(ξi + ξ
∗
i )
N
(4.18)
donde αi, α
∗
i , i = 1, 2, ..., N son los multiplicadores de Lagrange introducidos para solu-
cionar el problema (3.27), ξi, ξ
∗
i , i = 1, 2, ..., N son las variables de relajacio´n introducidas
en la formulacio´n del problema (3.20) y R2 es un l´ımite superior en la similitud entre dos
muestras diferentes y para el kernel gaussiano esta´ dado por:
R2 = exp(−dmax
2σ2
) (4.19)
donde dmax es la ma´xima distancia hallada entre los vectores de entrenamiento:
dmax = ma´x
i,j
‖xi − xj‖2 (4.20)
4.3. Algoritmo gene´tico de alto nivel
Para que la metodolog´ıa sea eficiente, el GA de alto nivel debe llevar a cabo una bu´sque-
da amplia a trave´s de la superficie generada. Adema´s, teniendo en cuenta que diferentes
combinaciones de para´metros pueden entregar evaluaciones de desempen˜o similares, la
funcio´n a optimizar es de cara´cter multimodal. Por estas razones, se decidio´ que el GA de
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alto nivel tenga la habilidad de crear nichos y especies segu´n las te´cnicas presentadas en
la seccio´n 1.3.
Estas te´cnicas permiten mantener una distribucio´n uniforme de la poblacio´n alrededor
de a´reas altamente calificadas (nichos) y evitar la convergencia de toda la poblacio´n a
un solo o´ptimo, pero presentan algunos problemas debidos en particular a la seleccio´n
del para´metro σshare que representa el radio de los nichos encontrados. Por esta razo´n se
propone una te´cnica de identificacio´n dina´mica de los nichos, que es una mejora de la
presentada en [39]. Adema´s, para mejorar el desempen˜o del algoritmo, se propone una
te´cnica de apareamiento restringido para la etapa de cruce.
4.3.1. Algoritmo de identificacio´n dina´mica de nichos
Como se menciono´ en la seccio´n 1.3, el me´todo ma´s utilizado para generar nichos en la
poblacio´n de un GA es el de Calidad Compartida (Fitness Sharing) [23]. En este me´todo
se define una distancia σshare por debajo de la cual los individuos compartira´n su calidad,
definiendo una nueva calidad compartida f ′:
f ′(xi) =
f(xi)∑r
j=0 s(xi,xj)
(4.21)
donde s(xi,xj) es una funcio´n que define que´ tanto deben compartir su calidad las muestras
xi y xj, dada por:
s(xi,xj) =
{
1− ‖xi,xj‖
σshare
si ‖xi,xj‖ ≤ σshare
0 en otro caso
(4.22)
Sin embargo, esta formulacio´n acarrea varios problemas debidos al radio σshare, como la
dificultad de su determinacio´n sin un conocimiento a priori sobre el espacio de bu´squeda,
o la necesidad de que los nichos deban ser equidistantes.
Un me´todo reciente para la identificacio´n dina´mica de nichos, es el propuesto en [39]. Si
una funcio´n multimodal es mustreada con un nu´mero suficientemente alto de puntos, el
nu´mero de nichos puede ser calculado a partir de la observacio´n de su topograf´ıa, mediante
la informacio´n extra´ıda de las muestras. En la figura 4.1 se muestra la distribucio´n de una
poblacio´n de once individuos, sobre una funcio´n multimodal con dos o´ptimos. Si la calidad
f(x) de alguna muestra es mayor que la de sus dos muestras adyacentes (como es el caso
de x3 en la figura 4.1), este punto es considerado como un o´ptimo relativo. Esto significa
que es un o´ptimo dentro de la vecindad existente, ma´s no necesariamente coincide con
el o´ptimo real del nicho. Por otro lado, si la calidad de una muestra es inferior a sus
dos muestras adyacentes (como en el caso de x6 en la figura 4.1), se considera que esas
dos muestras pertenecen a nichos diferentes (en este caso x5 y x7 pertenecera´n a nichos
diferentes).
El algoritmo de [39] procede entonces de la siguiente manera. La muestra con mayor
calidad entre toda la poblacio´n, es asignada como el centro para el primer nicho, el cual es
considerado como una hiperesfera cuyo radio es necesario determinar. A continuacio´n, los
individuos son ordenados segu´n su distancia al centroide que se acaba de asignar y se busca
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Figura 4.1: Distribucio´n de las muestras en una funcio´n multimodal con dos o´ptimos
una muestra cuyo valor de calidad sea ma´s alto en comparacio´n al valor inmediatamente
anterior, y la distancia desde el centroide hasta este punto representara´ el radio del nicho.
Este procedimiento, sin embargo, presenta un inconveniente como se muestra en la figura
4.2. Las muestras han sido organizadas segu´n su distancia al individuo x3, y la muestra
X1
X2
X3
X4
X5
X6
X7
X8
X9
x
f(x)
X0
X10
Δf
Figura 4.2: Secuencia de las muestras, basada en su distancia al centroide
x1 aparece como el l´ımite del nicho. No obstante, si se observa la figura 4.1, se puede
evidenciar que el l´ımite ha sido mal escogido ya que los l´ımites del nicho deber´ıan ser x6
o´ x0. Para superar este problema, los autores proponen definir un para´metro ∆f que diga
la mı´nima diferencia de calidad por debajo del cual no se considerara´ un cambio de nicho.
Este procedimiento presenta una pobre identificacio´n de los nichos si el para´metro es mal
sintonizado (un valor muy grande producira´ la fusio´n de varios nichos en uno solo, mientras
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un valor muy pequen˜o identificara´ ma´s nichos de los que realmente hay), y no se cuenta con
una informacio´n suficiente para sintonizarlo (los autores proponen el 10% de la diferencia
entre los valores ma´ximo y mı´nimo de calidad, sin explicar las razones de esta eleccio´n).
Por lo anterior, en este trabajo se propone una modificacio´n del algoritmo, de forma que las
muestras no sean ordenadas segu´n su distancia al centroide, sino a trave´s de un algoritmo
de distancias encadenadas, es decir, cada muestra es organizada segu´n la distancia a la
muestra precedente, comenzando por el centroide. La distribucio´n de las muestras segu´n
esta organizacio´n, se observa en la figura 4.3. En este caso, el l´ımite es asignado a x6, sin
X1
X2
X3
X4
X5
X6
X7
X8
X9
x
f(x)
X0
X10
Figura 4.3: Secuencia de las muestras, basada en distancias encadenadas
necesidad de definir ningu´n para´metro adicional.
Antes de plantear el procedimiento completo para la identificacio´n de nichos, es necesario
aclarar dos casos especiales en que dos nichos identificados se traslapan. Los casos posibles
son mostrados en las figuras 4.4(a) y 4.4(b).
La figura 4.4(a) presenta el caso donde los nichos se traslapan, y uno de los dos contiene
el centroide del otro. En este caso, los dos nichos se fusionan en uno solo, conservando el
centroide del nicho ma´s grande y definiendo un nuevo radio R′:
R′ = ma´x{R2, R2 +D} (4.23)
donde R2 es el radio del nicho ma´s pequen˜o y D es la distancia entre los centroides. De
esta manera, si un nicho contiene completamente a otro, el ma´s pequen˜o desaparece y so´lo
queda el ma´s grande.
La figura 4.4(b) muestra el caso en que los nichos se traslapan pero ninguno contiene el
centroide del otro. En este caso, los dos radios son modificados, de la forma:
R′i =
Ri
R1 +R2
D, i = 1, 2 (4.24)
donde R′i, i = 1, 2 son los nuevos radios y D es la distancia entre los centroides.
El procedimiento de identificacio´n de dina´mica de nichos, queda definido de la siguiente
forma:
1. El para´metro con la calidad ma´s alta en la poblacio´n, es escogido como el centroide
del primer nicho hiperesfe´rico.
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(a) Un nicho contiene el centroide de otro
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(b) Los nichos se traslapan sin contener sus cen-
troides
Figura 4.4: Correccio´n de la interferencia entre nichos
2. Se ordenan las muestras a partir de la muestra marcada como centroide, agregando
cada vez la muestra ma´s cercana a la que se acaba de poner en la lista.
3. Se define el radio del nicho, buscando una muestra en la secuencia, cuya calidad sea
superior a la de la muestra inmediatamente anterior.
4. Se escoge la muestra con calidad ma´s alta entre la poblacio´n que au´n no pertenece a
ningu´n nicho, y se repiten los pasos 2 y 3 hasta que todas las muestras pertenezcan
a algu´n nicho.
5. Se modifican los nichos que hayan quedado traslapados.
4.3.2. Asignacio´n de la calidad a las muestras segu´n los nichos
identificados
Utilizando la informacio´n obtenida a partir de la identificacio´n dina´mica de nichos, la
calidad de cada individuo es asignada segu´n un esquema de calidad compartida propuesto
en [39]:
f ′i =
fi
Nj
i = 1, 2, ..., r (4.25)
donde f ′i es la nueva calidad asignada a la i-e´sima muestra de la poblacio´n, fi es la calidad
de la muestra, Nj es la cantidad de muestras en el nicho al que pertenece la muestra y r
es el taman˜o de la poblacio´n.
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Segu´n esta definicio´n, cada muestra en el mismo nicho tendra´ una penalizacio´n igual,
mientras las muestras que no han quedado dentro de ningu´n nicho sera´n penalizadas con
el promedio de las penalizaciones en todos los nichos:
f ′i =
fi
1
m
∑m
j=1Nj
(4.26)
siendo m el nu´mero total de nichos identificados.
4.3.3. Esquema de apareamiento restringido
Cuando se utilizan algoritmos gene´ticos con te´cnicas de nichos y especies, es comu´n
combinarlos con me´todos de apareamiento restringido. El me´todo ma´s comu´n consiste en
permitir que dos individuos se recombinen, solamente si esta´n a una distancia menor a
cierto umbral σmating , el cual en la pra´ctica es escogido igual al radio σshare de los nichos.
Sin embargo, como se expone en [41], la recombinacio´n entre clases puede ser u´til para even-
tualmente descubrir nuevos nichos. Por lo tanto, se propone un esquema de apareamiento
restringido que no elimina totalmente las oportunidades de cruzamiento entre individu-
os de nichos diferentes, sino que define la probabilidad de cruzamiento en funcio´n de la
distancia entre los individuos:
χ = 1− d(x1, x2) (4.27)
donde χ es la probabilidad de recombinacio´n para los individuos x1 y x2, y d(, ) ∈ [0, 1]
es la distancia normalizada entre los dos individuos.
Cap´ıtulo 5
Experimentos y resultados
En este cap´ıtulo se describen los experimentos realizados para probar la metodolog´ıa
propuesta y se presentan los resultados obtenidos con e´sta y con otras metodolog´ıas usadas
para determinar los para´metros de control de un GA.
5.1. Funciones de evaluacio´n comparativa
Para probar la metodolog´ıa, se escogio´ el conjunto de funciones de evaluacio´n compar-
ativa (benchmarking) presentado en [16], compuesto de ocho funciones entre las que hay
continuas y discontinuas, convexas y no convexas, unimodales y multimodales, de baja y
alta dimesionalidad, deterministas y estoca´sticas. Las primeras cinco pertenecen al con-
junto utilizado en [15] para determinar sistema´ticamente la influencia de los para´metros
de control sobre el desempen˜o de un GA.
El conjunto completo se encuentra descrito matema´ticamente en la tabla 5.1 y es mostrado
en las figuras 5.1 y 5.2, donde las funciones han sido reducidas de dimensio´n par poder ser
graficadas e invertidas para mostrarlas como problemas de maximizacio´n, tarea realizada
por el GA de bajo nivel. A continuacio´n se describe brevemente cada una.
f1: Esfera Esta funcio´n es suave, unimodal, fuertemente convexa y sime´trica. Representa
uno de los problemas de optimizacio´n ma´s simples que se pueden tener.
f2: Funcio´n de Rosenbrock Esta funcio´n es considerada dif´ıcil porque presenta un bor-
de elevado muy angosto cuya cima esta´ bien definida y se encuentra alrededor de
una para´bola. El algoritmo debe descubrir una buena direccio´n para ser eficiente en
este problema.
f3: Escalo´n Esta funcio´n es representativa de las superficies planas, las cuales constituyen
obsta´culos para los algoritmos de optimizacio´n dado que no proporcionan ninguna
informacio´n sobre cua´l direccio´n es favorable.
f4: Funcio´n cua´rtica Es una funcio´n unimodal, adicionada con ruido. El ruido gaussiano
asegura que el algoritmo nunca encuentre el mismo valor al evaluar un mismo punto.
Representa problemas de optimizacio´n altamente ruidosos.
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Tabla 5.1: Funciones de evaluacio´n comparativa
Nombre Funcio´n L´ımites
f1 f1 =
∑2
i=1 x
2
i −5,12 ≤ xi ≤ 5,12
f2 f2 = 100(x
2
1 − x2)2 + (1− x1)2 −2,048 ≤ xi ≤ 2,048
f3 f3 =
∑5
i=1 int.(xi) −5,12 ≤ xi ≤ 5,12
f4 f4 =
∑30
i=1(ix
4
i +Gauss(0, 1)) −1,28 ≤ xi ≤ 1,28
f5 f5(xi) = 0,002 +
∑25
j=1
(
1
j +
∑
i=1 2(xi − aij)6
)
−65,536 ≤ xi ≤ 65,536
f6 f6 = 10V +
∑10
i=1(−xi sin
√
|xi|), V = 4189,829101 −500 ≤ xi ≤ 500
f7 f7 = 20A+
∑20
i=1(x
2
i − 10 cos(2pixi)), A = 10 −5,12 ≤ xi ≤ 5,12
f8 f8 = 1 +
∑10
i=1
(
x2i
4000 −
∏10
i=1
(
cos
(
xi√
i
)))
−600 ≤ xi ≤ 600
f5: Agujeros (Foxholes) Esta funcio´n es el ejemplo de un problema de optimizacio´n
con muchos o´ptimos locales. Muchos algoritmos de optimizacio´n se quedan en el
primer pico que encuentran.
f6: Funcio´n de Schwefel Es una funcio´n multimodal, cuya principal caracter´ıstica es
que tiene un segundo mejor ma´ximo que esta´ muy alejado del o´ptimo.
f7: Funcio´n de Rastrigin Esta funcio´n tiene un alto nu´mero de o´ptimos locales. Su su-
perficie esta´ determinada por las variables externas A y ω, que controlan la amplitud
y la frecuencia de la modulacio´n, respectivamente. Con A = 10, el intervalo escogido
es dominado por la modulacio´n y la funcio´n es altamente multimodal.
f8: Funcio´n de Griewangk En esta funcio´n, los te´rminos de la sumatoria producen una
para´bola y los productos crean subpoblaciones altamente dependientes. Como resul-
tado, se tiene una funcio´n altamente multimodal.
5.2. Para´metros de control a sintonizar
Como algoritmo encargado de optimizar las funciones mencionadas en la seccio´n ante-
rior, se escogio´ un GA con las siguientes caracter´ısticas:
– Poblacio´n inicial generada aleatoriamente.
– Recombinacio´n de un solo punto.
– Mutacio´n por negacio´n del bit.
– Escalamiento de la calidad segu´n el me´todo de ordenamiento exponencial.
Por lo tanto, se tienen cuatro para´metros de control que deben ser sintonizados: taman˜o
de la poblacio´n inicial (r), probabilidad de recombinacio´n (χ), probabilidad de mutacio´n
(µ) y el para´metro s del ordenamiento exponencial (ver seccio´n 1.3.2), que representa el
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(a) f1: Esfera (b) f2: Funcio´n de Rosenbrock
(c) f3: Escalo´n (d) f4: Funcio´n cua´rtica con ruido
Figura 5.1: Funciones de evaluacio´n comparativa f1 a f4
valor esperado de copias para el segundo mejor individuo de cada generacio´n.
Estos para´metros deben codificarse para formar el vector de entrada al GA de alto nivel,
para lo cual se escogieron los siguientes rangos:
– Taman˜o de la poblacio´n inicial: Desde 10 hasta 160 individuos, con incrementos de
10 (4 bits).
– Probabilidad de recombinacio´n: Entre 0. 3 y 1, con incrementos de 0. 1 (3 bits).
– Probabilidad de mutacio´n: 10−i, para i = 1, ..,8 (3 bits)
– Para´metro del ordenamiento exponencial: Entre 0. 9 y 0. 99 con incrementos de 0. 006
(4 bits).
Los primeros tres para´metros constituyen el conjunto fundamental de para´metros de con-
trol en un GA, mientras que el u´ltimo se incluyo´ como un ejemplo de los para´metros resul-
tantes al adicionar otros operadores especiales, en este caso, un me´todo de escalamiento
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(a) f5: Agujeros (Foxholes) (b) f6: Funcio´n de Schwefel
(c) f7: Funcio´n de Rastrigin (d) f8: Funcio´n de Griewangk
Figura 5.2: Funciones de evaluacio´n comparativa f5 a f8
de calidad. Los rangos escogidos para la bu´squeda del conjunto o´ptimo, esta´n basados en
los valores propuestos por diversos autores como [15, 24, 58] y [65].
5. EXPERIMENTOS Y RESULTADOS 53
5.3. Construccio´n de las superficies de regresio´n y
ejecucio´n del algoritmo gene´tico de alto nivel
Con la codificacio´n propuesta en la seccio´n anterior, se forma un espacio de bu´squeda
discreto de 214 combinaciones (ma´s de diecise´is mil) que debe ser modelado por la SVR.
Los objetivos para la regresio´n fueron generados utilizando la funcio´n (4.7), que queda
definida de la forma:
gh(γℓ) = (1−H(−h(γℓ)))f(γℓ) +H(−h(γℓ))h(γℓ)2 (5.1)
con
f = t(γℓ)
h = gℓ(copt)− αma´xi{gℓ(copti)}
(5.2)
siendo α = 0. 99. De esta forma, se busca minimizar el tiempo de convergencia del algorit-
mo, sujeto a que las soluciones encontradas no tengan un desempen˜o inferior al 99% de la
mejor evaluacio´n encontrada en el conjunto de entrenamiento. Sin embargo, dado que esta
funcio´n es discontinua, ser´ıa dif´ıcil para la SVR modelar el desempen˜o del GA de bajo
nivel, por lo tanto se decidio´ construir dos superficies: Una para modelar el nu´mero de
generaciones y otra para modelar la evaluacio´n obtenida, y con las estimaciones entregadas
por estas superficies, evaluar la funcio´n (5.1).
Para cada una de las funciones de evaluacio´n comparativa descritas en la seccio´n 5.1,
se realizaron entonces los siguientes pasos:
– Se generaron aleatoriamente dos mil conjuntos de para´metros de control γℓ. Uti-
lizando cada uno de estos conjuntos, se corrio´ el GA de bajo nivel sobre la funcio´n
de prueba diez veces, y se registraron los promedios de la mejor evaluacio´n obtenida
gℓ(γℓ) y el nu´mero de generaciones empleado t(γℓ).
– Utilizando los valores obtenidos como objetivos y los conjuntos de para´metros como
muestras, se construyeron dos SVR: Una para modelar el nu´mero de generaciones
empleado, y otra para modelar la mejor evaluacio´n obtenida.
– Se ejecuto´ el algoritmo gene´tico de alto nivel diez veces, en la optimizacio´n de la
funcio´n (5.1). La solucio´n ma´s repetida representa el conjunto de para´metros o´ptimo
para la solucio´n de la funcio´n de prueba.
La construccio´n de las superficies de regresio´n fue realizada con el toolbox SVM light,
desarrollado por Thorsten Joachims [34]. Este toolbox posee un poderoso algoritmo de
entrenamiento que permite resolver el problema de optimizacio´n cuadra´tica en un tiempo
reducido, y es expuesto en el ape´ndice B.
5.4. Metodolog´ıas de referencia
Con el fin de comparar los resultados arrojados por la metodolog´ıa propuesta, se re-
alizaron las mismas pruebas usando otras dos metodolog´ıas para la sintonizacio´n de los
para´metros de control del GA de bajo nivel. E´stas son descritas a continuacio´n.
5. EXPERIMENTOS Y RESULTADOS 54
5.4.1. Para´metros recomendados por la literatura
Como se menciono´ en la seccio´n 1.4, una de las pra´cticas ma´s comunes consiste en
sintonizar los para´metros de control segu´n los datos reportados por algu´n otro autor.
Dentro de estos, se encuentran los para´metros propuestos por De Jong en [15], donde se
reportan los siguientes:
– Taman˜o de la poblacio´n: 100 individuos
– Probabilidad de recombinacio´n: 60%
– Probabilidad de mutacio´n: 0. 1%
En cuanto al para´metro del ordenamiento exponencial, se utilizo´ el valor recomendado
en [25] de 0. 99.
5.4.2. Meta-algoritmo gene´tico con redes neuronales
Esta metodolog´ıa, propuesta en [65], consiste en modelar el desempen˜o del GA de bajo
nivel a trave´s de una red neuronal, y luego ejecutar un GA de alto nivel cuya funcio´n de
evaluacio´n es entregada por esta red.
La red neuronal cuenta con cuatro entradas (una para cada uno de los para´metros de con-
trol del GA), una capa oculta de seis neuronas y una capa de salida de cuatro neuronas,
cada una con funcio´n de activacio´n tangente sigmoidal. El me´todo de entrenamiento uti-
lizado fue el backpropagation con 400 e´pocas e inicializacio´n aleatoria.
Las cuatro neuronas de salida codifican la calidad del conjunto de para´metros en diecise´is
valores discretos. Para generar los objetivos en el entrenamiento, se utilizo´ la funcio´n:
f(γℓ) = round
(
15
9t1 + t2
10
)
(5.3)
donde:
t1 =
gℓ(copt)
ma´xi{gℓ(copti)}
(5.4)
t2 = 1− t(γ
ℓ)
ma´xi{t(γℓi )}
(5.5)
El GA de alto nivel, es un algoritmo gene´tico simple con los siguientes para´metros:
– Taman˜o de la poblacio´n: 100 individuos
– Probabilidad de recombinacio´n: 95%
– Probabilidad de mutacio´n: 0. 25%
La red neuronal fue entrenada para cada una de las funciones de prueba descritas en la
seccio´n 5.1, con los mismos conjuntos de dos mil muestras generados aleatoriamente que
se usaron para entrenar las SVR.
Se ejecuto´ el algoritmo gene´tico de alto nivel diez veces, en la optimizacio´n de la fun-
cio´n (5.3). La solucio´n ma´s repetida representa el conjunto de para´metros o´ptimo para la
solucio´n de cada funcio´n de prueba.
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5.5. Resultados
En las tablas 5.2 y 5.3, se muestran el nu´mero de generaciones y el porcentaje de error
respecto al ma´ximo, respectivamente, para los conjuntos de para´metros obtenidos con las
dos metodolog´ıas de referencia, y la metodolog´ıa propuesta. Cada prueba fue repetida
diez veces con el fin de disminuir la influencia aleatoria inherente de los GA. Las tablas
muestran las medias y desviaciones esta´ndar obtenidas para cada funcio´n. Las funciones
cuyo nu´mero de generaciones este´ indicado como > 100 significa que superaron el ma´ximo
nu´mero de iteraciones, establecido en 100.
Tabla 5.2: Nu´mero de generaciones obtenido con cada metodolog´ıa
Metodolog´ıas
Funciones Para´metros Meta-GA Meta-GA
recomendados Red Neuronal SVR (α = 0. 99)
f1 42. 8± 9. 6 15. 3± 3. 2 6. 6± 3. 6
f2 48. 9± 17 10± 0. 8 6. 2± 2. 0
f3 96. 1± 9. 2 57. 7± 25. 5 83. 9± 5. 9
f4 > 100 > 100 77. 4± 24. 7
f5 62. 6± 11. 7 30. 6± 4. 3 33. 9± 4. 22
f6 70. 5± 6. 3 15. 6± 3. 7 47. 2± 18. 8
f7 > 100 > 100 44. 3± 9. 9
f8 94. 5± 0. 6 47. 3± 14. 9 32. 5± 10. 6
Tabla 5.3: Porcentaje de error respecto al ma´ximo verdadero
Conjuntos de Para´metros
Funciones Para´metros Meta-GA Meta-GA
recomendados Red Neuronal SVR (α = 0. 99)
f1 2. 28e− 4± 2. 15e− 4 8. 39e− 4± 2. 2e− 4 6. 90e− 2± 2. 2e− 2
f2 3. 27e− 3± 4. 45e− 3 1. 41e− 3± 1. 13e− 3 6. 99e− 3± 5. 3e− 3
f3 1. 15± 1. 01 3. 84± 1. 58 1. 15± 0. 81
f4 1. 64± 0. 40 2. 55± 0. 14 5. 33e− 1± 3. 34e− 1
f5 19. 94± 8. 84 14. 20± 5. 37 1. 71± 5. 40
f6 7. 61± 1. 14 8. 47± 1. 42 7. 03± 1. 60
f7 21. 01± 1. 56 4. 14± 0. 69 2. 98± 1. 03
f8 9. 28± 0. 21 6. 91e− 2± 0. 02 6. 21e− 1± 3. 06− 1
De las tablas 5.2 y 5.3, es posible observar que la metodolog´ıa propuesta, mejora el
tiempo de co´mputo en la mayor´ıa de funciones, conservando unos porcentajes de error
muy similares e incluso inferiores a los de la metodolog´ıa propuesta en [65].
A pesar de que en algunas funciones la metodolog´ıa de [65] parece haber alcanzado un
buen resultado en un menor nu´mero de generaciones, como en el caso de f3 y f5, es
necesario observar que los porcentajes de error en esas mismas funciones, son de 3. 84
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y 14. 2 respectivamente, mientras que para la metodolog´ıa propuesta los errores son de
apenas 1. 15 y 1. 71. Esto es debido principalmente a la restriccio´n impuesta sobre la fun-
cio´n de evaluacio´n. Recue´rdese de las ecuaciones (5.1) y (5.1), que el haber seleccionado
α = 0. 99 significa que se le esta´ pidiendo al GA de alto nivel encontrar la configuracio´n de
los para´metros de control que minimice el nu´mero de generaciones requerido para obtener
una solucio´n con un error no inferior al 1%. Aunque los errores fueron superiores al 1%,
esto es debido a que el algoritmo de entrenamiento no conoce el ma´ximo verdadero sino
la mayor evaluacio´n dentro del conjunto de entrenamiento, sin embargo, los errores se
aproximan al valor pedido.
Al repetir las pruebas pero esta vez escogiendo α = 0. 95, es decir, permitiendo errores
cercanos al 5%, se obtuvieron los datos mostrados en la tabla 5.4.
Tabla 5.4: Resultados obtenidos para α = 0. 95
Meta-GA SVR α = 0. 95
Funciones Nu´mero de generaciones Porcentaje de Error
f1 8. 2± 4. 9 8. 9e− 3± 1. 59
f2 4. 2± 2. 0 4. 6e− 3± 1. 45e− 3
f3 23. 2± 26. 4 3. 37± 2. 07
f4 49. 9± 26. 1 2. 82± 8. 70e− 1
f5 18. 9± 3. 5 7. 18± 1. 36
f6 8. 8± 2. 3 9. 33± 1. 71
f7 35. 2± 0. 6 5. 28± 7. 81e− 1
f8 37. 3± 14. 9 5. 21e− 1± 3. 33e− 1
Se observa que esta vez el nu´mero de generaciones obtenido fue de 23. 2 y 18. 9 para
f3 y f5 respectivamente, con errores del 3. 37% y 7. 18%. Esto supera ampliamente los
resultados obtenidos por la metodolog´ıa de [65], con porcentajes de error incluso inferiores.
En general, el nu´mero de generaciones bajo´ para las funciones en las cuales la disminucio´n
de α permitio´ encontrar soluciones con mayor porcentaje de error, el cual es el caso de
las funciones f3 a f7. Sin embargo, para f1, f2 y f8, los porcentajes de error no aumen-
taron. Esto se debe a que α es un l´ımite inferior de la exactitud, lo cual no impide que
se encuentren soluciones de una exactitud mayor. Por lo tanto, el nu´mero de generaciones
permanecio´ alrededor de los mismos valores. Se puede concluir entonces, que el para´metro
α, proporciona una medida confiable sobre el porcentaje de error que se permitira´ cometer
al GA, a cambio de una reduccio´n significativa en el tiempo de co´mputo.
Utilizando las superficies de regresio´n entrenadas, se construyeron las gra´ficas mostradas
en las figuras 5.3, 5.4 y 5.6, las cuales presentan el nu´mero de generaciones y el porcentaje
de error para cada una de las ocho funciones de prueba, ante las variaciones de los tres
para´metros principales. Con el fin de poder llevar los modelos a una representacio´n gra´fica,
la dependencia respecto al para´metro s del ordenamiento exponencial no fue incluida, sino
que e´ste se dejo´ fijo en 0,99. Adema´s, la probabilidad de mutacio´n µ fue incluida en escala
logar´ıtmica para su mejor visualizacio´n.
Cada combinacio´n de r, χ y µ esta´ representada por un punto cuyo color indica el nu´mero
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(a) Nu´mero de generaciones para f1 (b) Porcentaje de error para f1
(c) Nu´mero de generaciones para f2 (d) Porcentaje de error para f2
Figura 5.3: Modelos obtenidos con las SVR para f1 y f2
de generaciones o el porcentaje de error obtenido con dicha combinacio´n. Esto generar´ıa
una distribucio´n cu´bica con todas las posibles combinaciones. Las gra´ficas muestran cortes
longitudinales de estos cubos, de manera que sea posible ver su interior.
Observando el conjunto total de gra´ficas, es posible distinguir comportamientos comunes
a todas las funciones. En primer lugar, como era de esperarse, es evidente que el aumento
de la probabilidad de mutacio´n produce un aumento en el nu´mero de generaciones que
el algoritmo necesita para converger. Adema´s, las zonas en las que se presenta aumento
del nu´mero de generaciones, concuerdan para la mayor´ıa de funciones con las zonas en
las cuales hay menor porcentaje de error, lo que respalda los resultados obtenidos con la
variacio´n del para´metro α.
Analizando cada caso individualmente, es posible darse cuenta que para las funciones uni-
modales y continuas como f1 (figura 5.1(a)) y f2 (figura 5.1(b)), el porcentaje de error
es muy uniforme a trave´s de todo el espacio de para´metros (ver la figura 5.3), de modo
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(a) Nu´mero de generaciones para f3 (b) Porcentaje de error para f3
(c) Nu´mero de generaciones para f4 (d) Porcentaje de error para f4
Figura 5.4: Modelos obtenidos con las SVR para f3 y f4
que la optimizacio´n puede ser reducida a la minimizacio´n del tiempo de convergencia.
Los para´metros o´ptimos se encuentran para probabilidades de mutacio´n inferiores al 1%
y poblaciones entre 50 y 100 individuos, mientras la probabilidad de cruce no tiene una
mayor relevancia.
Para las funciones con superficies planas, que no proporcionan informacio´n sobre las di-
recciones favorables, como es el caso de f3, la probabilidad de cruce cobra especial impor-
tancia. Si se observan las figuras 5.4(a) y 5.4(b), se puede comprobar que probabilidades
de cruce bajas hacen que el algoritmo converja ra´pidamente pero a la vez coinciden con las
zonas que presentan errores ma´s altos. Lo que se necesita es entonces aumentar la capaci-
dad de exploracio´n del algoritmo, por medio de probabilidades de cruce altas y poblaciones
grandes, pero teniendo un control sobre que´ tanto error se permitira´ a la solucio´n final.
Probabilidades de mutacio´n cercanas a 0,6 como se propone en [15] permiten errores cer-
canos al 5 o´ 10% mientras una probabilidad de cruce de 0,95 como la propuesta en [24]
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(a) Nu´mero de generaciones para f5 (b) Porcentaje de error para f5
(c) Nu´mero de generaciones para f6 (d) Porcentaje de error para f6
Figura 5.5: Modelos obtenidos con las SVR para f5 y f6
disminuye los errores a menos del 5%. La metodolog´ıa propuesta en el presente trabajo,
permite un control directo sobre este error.
En el caso de funciones con componentes aleatorias, como f4, se cumplen los mismos
lineamientos generales, pero existe tambie´n una aleatoriedad en las zonas que presentan
mejores caracter´ısticas (ver figuras 5.4(c) y 5.4(d)). El mismo comportamiento es observ-
able en funciones altamente multimodales como f6 (ver figuras 5.5(c) y 5.5(d)), donde el
desempen˜o del algoritmo dependera´ fuertemente de la ubicacio´n de las soluciones iniciales.
Consecuentemente, en estos dos casos se observan las mayores desviaciones esta´ndar como
se muestra en la tabla 5.2.
El caso de f5 es donde se hace ma´s evidente la necesidad de poblaciones grandes cuando
el espacio de bu´squeda es multimodal. De la figuras 5.5(b) es claro que el algoritmo nece-
sita contar con una gran capacidad exploratoria para encontrar el verdadero ma´ximo de
la funcio´n (probabilidades de cruce altas y poblaciones grandes), mientras que la figura
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(a) Nu´mero de generaciones para f7 (b) Porcentaje de error para f7
(c) Nu´mero de generaciones para f8 (d) Porcentaje de error para f8
Figura 5.6: Modelos obtenidos con las SVR para f7 y f8
5.5(a) muestra que para obtener un nu´mero de generaciones bajo, vasta con reducir la
probabilidad de mutacio´n a menos del 1%, lo cual no disminuye su capacidad de explo-
racio´n.
Respecto a las funciones f7 y f8, muestran un comportamiento muy similar, reflejando
su complejidad en la alta presencia del color rojo (alto nu´mero de generaciones y alto
porcentaje de error) en las gra´ficas de la figura 5.6. De nuevo se evidencia la correlacio´n
entre los porcentajes de error bajos con el nu´mero de iteraciones elevado. Es claro que se
necesitan probabilidades de mutacio´n altas para encontrar los ma´ximos verdaderos, pero
esta necesidad es ma´s evidente en f8 que en f7.
Cap´ıtulo 6
Discusio´n y conclusiones
Se desarrollo´ una metodolog´ıa para la optimizacio´n de los para´metros de control de
un algoritmo gene´tico, enfocada a la reduccio´n del nu´mero de generaciones empleado para
encontrar una solucio´n. Para esto, su uso´ un meta-algoritmo, una te´cnica consistente en
la sintonizacio´n de los para´metros del algoritmo gene´tico por medio de otro algoritmo
gene´tico denominado “de alto nivel”, cuyos para´metros de entrada son los para´metros
de control del primero. Teniendo en cuenta el costo computacional que representa el em-
pleo de esta te´cnica, se incorporo´ una superficie de regresio´n por vectores de soporte para
modelar el desempen˜o del algoritmo gene´tico de bajo nivel, a partir de un conjunto de
entrenamiento, lo cual representa un costo computacional mucho menor.
Teniendo en cuenta que el principal objetivo de este trabajo es la automatizacio´n de
las tareas de sintonizacio´n, se busco´ que todos los elementos que componen la metodolog´ıa
cuenten con un sustento suficiente para la sintonizacio´n de sus propios para´metros, de
tal manera que el usuario no este´ en la necesidad de ajustar ningu´n valor adicional para
conseguir el mejor rendimiento.
As´ı, para la eleccio´n del modelo de la superficie de regresio´n por vectores de soporte, se
escogieron te´cnicas anal´ıticas desarrolladas recientemente, de forma que todos los para´met-
ros son escogidos de manera automa´tica. En cuanto al algoritmo gene´tico de alto nivel,
se escogio´ un modelo que incorpora la creacio´n de nichos para aumentar la exploracio´n
sobre el espacio de bu´squeda. El me´todo utilizado para la definicio´n de los nichos es uno
de los principales aportes de este trabajo, ya que es una mejora de otro me´todo existente
en la literatura, pero elimina la necesidad de para´metros que´ sintonizar. Asimismo, se pro-
pone una novedosa te´cnica de apareamiento restringido basado en distancias fenot´ıpicas,
que ayuda a la exploracio´n del espacio de bu´squeda y a su vez elimina la necesidad de
sintonizar la probabilidad de recombinacio´n. Adema´s, dada la naturaleza del modelo, el
operador de mutacio´n no es utilizado, hecho que suprime otro para´metro de control.
La optimizacio´n de los para´metros de control del algoritmo gene´tico de bajo nivel, es
planteada como un problema de optimizacio´n sujeto a restricciones, para lo cual se plantea
una nueva forma de penalizacio´n esta´tica que no requiere el ajuste de coeficientes de pe-
nalizacio´n, lo cual es otro aporte significativo. Sin embargo, esta misma funcio´n incorpora
un para´metro que permite al usuario tener un control sobre el porcentaje de error que le
sera´ permitido al algoritmo gene´tico, a cambio de la reduccio´n en el tiempo de co´mputo.
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Esto representa un dominio por parte del usuario, que no proporcionan la mayor´ıa de
te´cnicas para la sintonizacio´n de los para´metros de control.
Los modelos obtenidos a trave´s de las SVR permiten arrojar una mayor comprensio´n
de la interaccio´n entre los para´metros de control y sobre todo proporcionan la certidumbre
de que para cada espacio de bu´squeda existen diferentes implicaciones en el desempen˜o
del GA, por lo cual es necesario ajustar los para´metros de control en cada caso particu-
lar en lugar de utilizar un mismo conjunto para todos los problemas de optimizacio´n. Se
observo´ que es posible distinguir comportamientos comunes a todas las funciones, como
el hecho de que el aumento de la probabilidad de mutacio´n produce un aumento en el
nu´mero de generaciones y que las zonas en las que se presenta mayor nu´mero de genera-
ciones, concuerdan con las zonas en las cuales hay menor porcentaje de error. Sin embargo,
hay rasgos espec´ıficos que dependen de la naturaleza del espacio de bu´squeda, por ejemplo,
para las funciones unimodales y continuas el porcentaje de error es muy uniforme a trave´s
de todo el espacio de para´metros de modo que la optimizacio´n de los para´metros de con-
trol puede ser entendida simplemente como la minimizacio´n del tiempo de convergencia,
mientras para las funciones altamente multimodales se hace ma´s evidente la necesidad
de poblaciones grandes dado que el algoritmo necesita contar con una gran capacidad
exploratoria para encontrar el verdadero ma´ximo de la funcio´n (probabilidades de cruce
altas y poblaciones grandes).
Queda abierta la investigacio´n sobre el taman˜o de la poblacio´n para el algoritmo
gene´tico de alto nivel. Por la naturaleza del algoritmo, debe ser un valor suficientemente
alto para reflejar la topolog´ıa del espacio de bu´squeda, pero hace falta un posterior ana´lisis
para determinar cotas sobre este valor.
Adema´s, es necesario realizar pruebas para determinar la eficiencia de las te´cnicas de nichos
y apareamiento restringido propuestas en este trabajo, por medio de un mayor ana´lisis y
fuera del ambiente de esta metodolog´ıa.
Parte IV
Ape´ndices
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Ape´ndice A
Me´todo de bu´squeda Fibonacci
El algoritmo de bu´squeda Fibonacci es un procedimiento de bu´squeda en l´ınea para
la minimizacio´n de funciones estrictamente cuasiconvexas f(), en un intervalo cerrado.
Este algoritmo realiza dos evaluaciones de la funcio´n en la primera iteracio´n y una sola
evaluacio´n en las iteraciones siguientes.
El procedimiento esta´ basado en la secuencia de Fibonacci {Fi}, definida de la siguiente
forma:
Fi+1 = Fi + Fi−1 i = 1, 2, ...
F0 = F1 = 1
(A.1)
En la iteracio´n k del algoritmo, supo´ngase que el intervalo de bu´squeda ha sido re-
stringido a [ak, bk]. Conside´rense a continuacio´n los dos puntos λk y µk descritos por:
λk = ak +
Fn−k−1
Fn−k+1
(bk − ak)k = 1, 2, ..., n− 1 (A.2)
µk = ak +
Fn−k
Fn−k+1
(bk − ak)k = 1, 2, ..., n− 1 (A.3)
donde n es el nu´mero total de evaluaciones planeadas.
Teniendo en cuenta que f() es cuasiconvexa, se cumple que el intervalo de bu´squeda para
la siguiente iteracio´n, puede restringirse a [7]:
[ak+1, bk+1] =
{
[λk, bk] si f(λk) > f(µk)
[ak, µk] si f(λk) ≤ f(µk) (A.4)
En el primer caso, teniendo en cuenta la ecuacio´n (A.2), y haciendo i = n − k, se
obtiene:
bk+1 − ak+1 = bk − λk
= bk − ak − Fn−k−1
Fn−k+1
(bk − ak)
=
Fn−k
Fn−k+1
(bk − ak) (A.5)
En el segundo caso, considerando (A.3), se obtiene:
bk+1 − ak+1 = µk − ak
=
Fn−k
Fn−k+1
(bk − ak) (A.6)
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Por lo tanto, en cualquier caso el intervalo de bu´squeda es reducido por un factor Fn−k/Fn−k+1.
Ahora se mostrara´ que en la iteracio´n k + 1, se cumple que λk+1 = µk o µk+1 = λk, de
forma que so´lo es necesario hacer una evaluacio´n de la funcio´n. Supo´ngase que se cumple
la condicio´n superior de (A.4), entonces, aplicando (A.2) y reemplazando k por k + 1, se
tiene:
λk+1 = ak+1 +
Fn−k−2
Fn−k
(bk+1 − ak+1)
= λk +
Fn−k−2
Fn−k
(bk − λk)
Sustituyendo λk por (A.2), se tiene:
λk+1 = ak +
Fn−k−1
Fn−k+1
(bk − ak) + Fn−k−2
Fn−k
(
1− Fn−k−1
Fn−k+1
)
(bk − ak)
Haciendo i = n− k en (A.1) y reemplazando en la ecuacio´n anterior, se tiene:
λk+1 = ak +
(
Fn−k−1 + Fn−k−2
Fn−k+1
)
(bk − ak)
Finalmente, haciendo i = n− k − 1 en (A.1) y teniendo en cuenta (A.3), se llega a:
λk+1 = ak +
Fn−k
Fn−k+1
(bk − ak) = µk
Similarmente, se puede demostrar que cuando se cumple la segunda condicio´n de (A.4),
µk+1 = λk. Por lo tanto, en cualquier caso, so´lo es necesaria una evaluacio´n de la funcio´n
en la iteracio´n k + 1.
Para resumir, en la primera iteracio´n se hacen dos evaluaciones de la funcio´n, y en cada
iteracio´n subsecuente so´lo se necesita una evaluacio´n. Por lo tanto, al final de la iteracio´n
n − 2, se han hecho n − 1 evaluaciones de la funcio´n. Au´n ma´s, en la iteracio´n n − 1, se
obtiene a partir de las ecuaciones (A.2) y (A.3) que λn−1 = µn−1 = 12(an−1 + bn−1). Dado
que λn−1 = µn−2 o´ µn−1 = λn−2, teo´ricamente no es necesario hacer ma´s evaluaciones en
este punto. Sin embargo, para reducir au´n ma´s el intervalo de bu´squeda, la u´ltima obser-
vacio´n es puesta levemente a la izquierda o a la derecha del punto medio λn−1 = µn−1, de
forma que la longitud del intervalo de bu´squeda final [an, bn] es
1
2
(bn−1 − an−1).
Por u´ltimo, es necesario aclarar co´mo definir el numero de iteraciones n. De las ecua-
ciones (A.5) y (A.6), la longitud del intervalo de bu´squeda es reducida en la iteracio´n k
por un factor Fn−k/Fn−k+1. Por lo tanto, al final de la iteracio´n n − 1, la longitud del
intervalo de bu´squeda sera´:
bn − an = b1 − a1
Fn
(A.7)
Por lo tanto, n debe ser escogido de forma que (b1 − a1)/Fn refleje la exactitud requerida
en la bu´squeda.
Ape´ndice B
Algoritmo de entrenamiento
SVM light
Como se planteo´ en la seccio´n 3.1, en [70], se muestra que el problema de entrenar
una ma´quina de vectores de soporte para clasificacio´n, lleva al siguiente problema de
optimizacio´n cuadra´tica:
maximizar
∑N
i=1 αi − 12
∑N
i,j αiαjyiyjk(xi, xj)
sujeto a
∑N
i=1 yiαi = 0 y αi ≥ 0, ∀i
(B.1)
El nu´mero de muestras de entrenamiento esta´ denotado por N , α es un vector de N
variables donde cada αi esta´ ligado a una muestra (xi, yi) y la solucio´n a (B.1) es el vector
α0 que minimiza la funcio´n de Lagrange, cumpliendo con las restricciones. Definiendo la
matriz Q como (Q)ij = yiyjkxi, xj , (B.1) puede reescribirse como:
maximizar W (α) = αT1− 1
2
αTQα
sujeto a αTy = 0 y 0 ≤ α ≤ C1
(B.2)
El taman˜o del problema de optimizacio´n depende del nu´mero de muestras de entre-
namiento N . Dado que el taman˜o de la matriz Q es N2, para tareas con ma´s de 10000
muestras de entrenamiento, se vuelve imposible almacenar Q en memoria [34], e incluso
si este no es el caso, el tiempo de co´mputo crece ra´pidamente con el nu´mero de muestras.
Una forma de resolver esto, consiste en descomponer el problema de optimizacio´n en tareas
de menor taman˜o, para lo cual SVM light utiliza la descomposicio´n formulada en [53]. En
cada iteracio´n, las variables αi en (B.1) son separadas en dos categor´ıas:
– El conjunto B de variables libres
– El conjunto M de variables fijas
Las variables libres son aquellas que pueden ser actualizadas en la iteracio´n actual,
mientras que las variables fijas son aquellas que esta´n temporalmente en un valor dado.
El conjunto de variables libres, tambie´n llamado conjunto de trabajo, tiene un taman˜o
constante q mucho menor que N . El algoritmo funciona como sigue:
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Mientras que las condiciones de optimalidad sean violadas
-- Seleccione q variables del conjunto de trabajo B. Las N−q variables
restantes, quedan fijas en el valor actual.
-- Descomponga el problema y resuelva la tarea de optimizacio´n: Maximice
W (α) en B.
Termine y retorne α
El valor o´ptimo de α se encuentra teniendo en cuenta que (B.1) siempre tiene una
hessiana semidefinida positiva Q y todas las restricciones son lineales, por lo tanto (B.1)
es un problema de optimizacio´n convexo. Para este tipo de problemas, las condiciones de
Karush-Kuhn-Tucker (3.6) y (3.7) son necesarias y suficientes para garantizar la optimal-
idad.
Si las condiciones de optimalidad no se cumplen, el algoritmo descompone el problema
separando las variables en un conjunto de trabajo B y un conjunto de variables dadas M .
Supo´ngase que se tienen α, y y Q adecuadamente organizadas respecto a los conjuntos B
y M :
α =
∣∣∣∣ αBαM
∣∣∣∣ y =
∣∣∣∣ yByM
∣∣∣∣ Q =
∣∣∣∣ QBB QBMQMB QMM
∣∣∣∣ (B.3)
Dado que Q es sime´trica (y en particular QBM = Q
T
MB), se puede escribir:
maximizar W (α) = αTB(1−QBMαM)− 12αTBQBBαB − 12αTMQMMαM + αTM1
sujeto a αTByB + α
T
MyM = 0 y 0 ≤ α ≤ C1
(B.4)
Dado que las variables en M esta´n fijas, los te´rminos −1
2
αTMQMMαM y α
T
M1 son con-
stantes y pueden ser omitidos sin alterar la solucio´n de (B.4). E´ste es un problema semi-
definido positivo de optimizacio´n cuadra´tica, lo suficientemente pequen˜o para ser resuelto
ra´pidamente por la mayor´ıa de me´todos ma´s comunes.
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