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Resumen
El presente trabajo propone el desarrollo de Algoritmos Evolutivos Multiobjetivos pa-
ralelos (parallel Multi-Objective Evolutionary Algorithms- pMOEAs). Varios modelos de
paralelizacio´n alternativos fueron considerados y analizados. Siguiendo distintos modelos
propuestos, diferentes MOEAs han sido implementados en paralelo y aplicados en la res-
olucio´n de problemas de prueba de distinta dificultad. Los resultados obtenidos por los
distintos MOEAs, tanto en sus versiones secuenciales como paralelas, han sido comparados
y analizados en base a distintas me´tricas experimentales de desempen˜o. La paralelizacio´n
de MOEAs ha demostrado ser una alternativa va´lida para mejorar el desempen˜o de los
estos algoritmos en todos los problemas de prueba considerados.
Palabras claves: Algoritmos Evolutivos Paralelos, Optimizacio´n Multiobjetivo, Frente Pareto.
Dirigido al Workshop de Procesamiento Distribuido y Paralelo (WPDP).
1 Introduccio´n
Los problemas reales usualmente requieren la bu´squeda de soluciones que satisfagan en forma
simulta´nea mu´ltiples criterios de desempen˜o u objetivos los cuales pueden ser contradictorios [1].
Cuando es factible combinar los objetivos de un problema de manera adecuada, es posible
considerar un u´nico objetivo a optimizar. En este caso, para obtener la solucio´n del problema
basta con encontrar el mı´nimo o el ma´ximo de una u´nica funcio´n que resume todos los objetivos
que se desean optimizar. Sin embargo, lo usual es que no se conozca la manera o´ptima de
combinar los diferentes objetivos o sea inadecuado, cuando no imposible hacerlo. En este
caso, se dice que el problema es un Problema de Optimizacio´n Multiobjetivo (Multiobjective
Optimization Problem - MOP) [1–4].
En problemas de optimizacio´n multiobjetivo con objetivos contradictorios no siempre existe
una solucio´n u´nica que pueda ser considerada como la mejor, sino un conjunto de soluciones que
representan los mejores compromisos entre los distintos criterios. Dicho conjunto es llamado
conjunto Pareto-o´ptimo y su imagen en el espacio objetivo es denominado Frente Pareto [4].
Los Algoritmos Evolutivos (Evolutionary Algorithms - EAs) han demostrado ser especial-
mente adecuados para la optimizacio´n multiobjetivo. La literatura actual reporta un gran
nu´mero de Algoritmos Evolutivos para Optimizacio´n Multiobjetivo (Multiobjective Evolution-
ary Algorithms - MOEA). Con la aplicacio´n cada vez ma´s extendida de MOEAs en problemas
reales de optimizacio´n, se hace necesario mejorar el desempen˜o de los mismos a fin de asegurar
la aplicabilidad de la te´cnica en problemas de complejidad creciente. Para ello, una alternativa
es la incorporacio´n de conceptos de paralelismo al disen˜o de estos algoritmos [5,6].
Si bien las ideas de paralelizacio´n de EAs han estado presentes desde pra´cticamente sus
or´ıgenes y existen varios modelos de paralelizacio´n para algoritmos evolutivos monobjetivo [7],
estos modelos apenas han sido integrados al campo de la optimizacio´n evolutiva multiobjetivo
[3, 6]. A fin de lograr una mejora en la capacidad de bu´squeda de los MOEAs, el presente
trabajo propone un marco para el desarrollo y aplicacio´n de algoritmos evolutivos multiobjetivo
paralelos (parallel Multiobjective Evolutionary Algorithms - pMOEAs) [5,6]. Siguiendo el marco
propuesto, distintos pMOEAs han sido desarrollados y aplicados a funciones de prueba de
distinta dificultad [8]. A fin de medir el desempen˜o de los pMOEAs en los distintos problemas
multiobjetivo resueltos, se han considerado diferentes me´tricas experimentales [3, 9].
El presente trabajo esta´ organizado de acuerdo al siguiente esquema: en la seccio´n 2 se
introducen los conceptos claves relacionados a la optimizacio´n multiobjetivo. En la seccio´n 3
se presentan los MOEAs basados en dominancia Pareto y un modelo de paralelizacio´n para el
desarrollo de pMOEAs, utilizado en [10]. En base a este modelo de paralelizacio´n, las secciones
4 y 5 se presenta una breve descripcio´n de la comparacio´n realizada y los resultados obtenidos.
Finalmente se presentan algunas conclusiones en la seccio´n 6.
2 Conceptos ba´sicos y terminolog´ıa
Mientras que en optimizacio´n monobjetivo se busca un vector de decisio´n n-dimensional que
optimice una funcio´n escalar, en optimizacio´n multiobjetivo se intenta encontrar uno que op-
timice una funcio´n vectorial cuyos elementos representan las distintas funciones objetivo. Un
problema de optimizacio´n multiobjetivo puede ser definido formalmente como [3]:
Definicio´n 1. Problema de Optimizacio´n Multiobjetivo: un MOP general optimiza una funcio´n
y = F(x) = (f1(x), . . . , fk(x)) (1)
sujeto a
g(x) = (g1(x), . . . , gm(x)) ≤ 0 (2)
donde
x = (x1, . . . , xn) ∈ X ⊆ Rn ; y = (y1, . . . , yk) ∈ Y ⊆ Rk
x es una variable de decisio´n vectorial n-dimensional, y es un vector objetivo k-dimensional,
X ⊆ Rn denota el espacio de decisio´n, e Y ⊆ Rk denota el espacio objetivo. El conjunto de
restricciones dadas por la Ecuacio´n 2 define la regio´n de factibilidad Xf ⊆ Rn y cualquier punto
x ∈ Xf es una solucio´n factible.
En un MOP con objetivos contradictorios, el espacio de bu´squeda se encuentra so´lo parcial-
mente ordenado y dos soluciones pueden ser indiferentes entre s´ı, siendo poco usual que una
u´nica variable de decisio´n optimice de manera simulta´nea todos los objetivos. Consecuente-
mente, para MOPs se extienden los operadores <, > e = del siguiente modo:
Definicio´n 2. Dominancia Pareto: sean los vectores objetivo u = (u1, . . . , uk) y v =
(v1, . . . , vk), se dice que u domina a v y se denota como u  v si y so´lo si:
∀i ∈ {1, . . . , k}, ui es mejor o igual que vi ∧ ∃i ∈ {1, . . . , k}|ui es mejor que vi
Es decir, u domina a v, si u es mejor o igual a v en todos los objetivos y estrictamente mejor en
al menos un objetivo. Si ninguno de los vectores domina al otro se dice que son indiferentes entre
s´ı ya que ninguno puede ser considerado mejor que el otro considerando todos los objetivos.
Definicio´n 3. Se dice que una solucio´n x ∈ Xf es un Pareto o´ptimo con respecto a un conjunto
Ω ⊆ Xf si y so´lo si:
6 ∃x′ ∈ Ω para el cual v′ = F(x′) domina a u = F(x)
Cuando resulta claro a que conjunto Ω se hace referencia, simplemente no se lo menciona. La
solucio´n x es Pareto o´ptima si y so´lo si es no-dominada con respecto al conjunto Xf .
Esto es, un vector x es Pareto o´ptimo si no existe otro vector de decisio´n factible x′ ∈ Xf
que lo domine. El conjunto de soluciones en un MOP, denotado por P?, esta´ compuesto por
todos estos vectores Pareto o´ptimos. Las soluciones Pareto o´ptimas son tambie´n llamadas
soluciones no inferiores, admisibles, o soluciones eficientes, mientras que sus vectores objetivo
correspondientes son denominados no-dominados. El conjunto de vectores no-dominados en
el espacio objetivo, correspondiente al conjunto de soluciones P?, es llamado Frente Pareto
O´ptimo y denotado por PF? [3].
Definicio´n 4. Conjunto Pareto O´ptimo y Frente Pareto O´ptimo: dado un problema de opti-
mizacio´n mutiobjetivo F(x), el conjunto Pareto o´ptimo, denotado por P?, se define como:
P? = {x ∈ Xf | 6 ∃x′ ∈ Xf para el cual F(x′) domine a F(x)}
El Frente Pareto O´ptimo PF? correspondiente define como:
PF? = {u = F(x)| x ∈ P?}
3 Algoritmos Evolutivos Multiobjetivo Paralelos
Para la mayor´ıa de los MOPs, el conocimiento del Frente Pareto o´ptimo ayuda al tomador de
decisiones a seleccionar aquella solucio´n que representa el mejor compromiso. Generar dicho
frente puede ser computacionalmente costoso o incluso imposible, en especial en problemas
reales de ingenier´ıa. Entonces, lo u´nico que se puede pretender es obtener una buena aproxi-
macio´n al frente Pareto o´ptimo verdadero. Los algoritmos evolutivos multiobjetivo son una
alternativa pra´ctica en la bu´squeda de soluciones de compromiso para problemas reales donde
los me´todos exactos son inaplicables o ineficientes.
Durante la ejecucio´n de un MOEA basado en dominancia Pareto, un conjunto de soluciones
Pareto o´ptimas con respecto a la poblacio´n gene´tica actual es encontrado en cada generacio´n.
A dicho conjunto se le denomina Pknown(t), donde t representa el nu´mero de generaciones
transcurridas desde el inicio del procedimiento evolutivo. El frente Pareto correspondiente a
Pknown(t) se denota como PFknown(t). El conjunto de soluciones obtenidas al final de la ejecucio´n
de un MOEA basado en Pareto, esto es, el conjunto Pareto conocido, se denota con Pknown.
La notacio´n utilizada para el frente Pareto asociado es PF known. Cuando se resuelve un MOP
utilizando MOEAs, la suposicio´n impl´ıcita es que se cumple con al menos una de las siguientes
relaciones: PF known = PF?, PF known ⊂ PF? o PF known ≈ PF? [6], donde PF? representa el
frente Pareto o´ptimo teo´rico real.
La integracio´n de la computacio´n paralela y la computacio´n evolutiva da origen a los algo-
ritmos evolutivos paralelos multiobjetivo (pMOEAs). La utilizacio´n de pMOEAs posee varias
ventajas con respecto a otros me´todos uniendo las caracter´ısticas propias de los MOEAs con las
ventajas del co´mputo paralelo. Ba´sicamente, los pMOEAs intentan encontrar soluciones tan
buenas o mejores que sus contrapartes secuenciales en menos tiempo y/o explorar un espacio
mayor de posibles soluciones [5, 6, 10].
Ba´sicamente, los modelos de paralelizacio´n de EAs ma´s importantes son: el modelo maestro-
esclavo, el de difusio´n y el de islas. En [11] se presenta una revisio´n de estos modelos aplicados
a optimizacio´n monobjetivo, mientras que [6] lo hace en un contexto multiobjetivo.
El esquema de paralelizacio´n utilizado en el presente trabajo para el desarrollo de MOEAs
paralelos se basa en el modelo de islas. Las consideraciones que han conducido a esta eleccio´n se
detallan en [10]. El modelo de islas esta´ basado en el feno´meno natural de que las poblaciones
se encuentran, usualmente, relativamente aisladas unas de otras [11]. En el modelo de islas una
poblacio´n se divide en subpoblaciones separadas e independientes, llamadas islas. Los diferentes
operadores evolutivos trabajan en cada isla, lo que implica que las distintas poblaciones se
encuentran explorando en regiones diferentes del espacio de bu´squeda. Cada isla tambie´n
podr´ıa tener distintos para´metros as´ı como diferente estructura de MOEA. Adema´s, individuos
de una isla podr´ıan migrar a otra isla de acuerdo a algu´n criterio.
El modelo de islas requiere la seleccio´n de una pol´ıtica de migracio´n que sen˜ale: la manera
en que los individuos migrara´n, el nu´mero de migrantes, la frecuencia de migracio´n, de do´nde
se seleccionara´n los elementos a migrar y co´mo se realizara´ el reemplazo de los elementos en
una poblacio´n por los migrantes provenientes de otras poblaciones. Adema´s, es preciso definir
los distintos para´metros y algoritmos a utilizar en cada una de las diferentes islas.
Definiendo convenientemente la pol´ıtica de migracio´n, el modelo de islas puede aplicarse
a varias arquitecturas paralelas, especialmente en sistemas paralelos de memoria distribuida.
Primeramente, se establece un criterio para la seleccio´n de soluciones a enviar. En este trabajo se
ha decidido seleccionar como migrantes los mejores individuos de una poblacio´n en el momento
que la migracio´n ocurre. Un para´metro limita el nu´mero ma´ximo de soluciones a enviar [10].
Adema´s, se define un criterio que determinara´ la frecuencia en que ocurrira´ la migracio´n. Se
han explorado varias opciones como: enviar individuos transcurrido un nu´mero de generaciones,
enviar individuos de forma probabil´ıstica, enviar individuos de forma adaptativa, entre otras
[10]. En el primer caso, se determina el nu´mero de generaciones que deben transcurrir para
que se produzca un env´ıo. En el segundo, se proporciona como para´metro del algoritmo la
probabilidad que un env´ıo ocurra en una determinada generacio´n. La tercera opcio´n, se basa
en modificar la frecuencia de migracio´n conforme el proceso de evolucio´n ocurre [5].
En el presente trabajo, tanto el env´ıo como la recepcio´n de las soluciones se maneja en
forma as´ıncrona. Esto permite que los MOEAs puedan continuar inmediatamente despue´s
que han ejecutado una primitiva de env´ıo as´ı como la verificacio´n, sin espera, de la recepcio´n
de soluciones. Adema´s de la reduccio´n en el tiempo de espera, la comunicacio´n as´ıncrona es
adecuada para lidiar con la posible pe´rdida de datos y elementos de procesamiento. En cuanto
a la forma en que procedera´ el reemplazo de elementos de la poblacio´n por migrantes, habiendo
explorado varias opciones, se ha optado por el reemplazo aleatorio de elementos dominados por
elementos recibidos [10].
En este trabajo se presentan pMOEAs con topolog´ıa de migracio´n descentralizada, el cual
se basa en la utilizacio´n de dos tipos distintos de procesos formando un equipo de trabajo
compuesto por un proceso colector y p procesos MOEAs (Algoritmo 1).
Durante la evolucio´n, cada uno de los MOEAs que interviene en la bu´squeda env´ıa a todos los
elementos que componen el equipo de trabajo un porcentaje de las mejores soluciones obtenidas.
El colector almacena las soluciones recibidas y se eliminan las soluciones cubiertas (dominadas
o iguales). En caso que el nu´mero de elementos en el conjunto de soluciones del colector supere
un ma´ximo de soluciones deseadas, se procede a reducir el taman˜o del conjunto utilizando el
procedimiento de clustering del Strenght Pareto Evolutionary Algorithm (SPEA) [1]. Cuando
finalizan todos los MOEAs, se eliminan los elementos cubiertos en el conjunto de soluciones del
colector y se devuelven los resultados obtenidos.
El Algoritmo 1 presenta el marco general propuesto para la implementacio´n de los distintos
pMOEAs.
4 Comparacio´n Experimental de pMOEAs
4.1 Algoritmos implementados
Los MOEAs se pueden clasificar de acuerdo a si incluyen o no mecanismos para la preservacio´n
de las buenas soluciones encontradas durante la evolucio´n (elitismo) [4], en MOEAs de primera
y segunda generacio´n. A fin de determinar la mejora en el desempen˜o que se puede obtener
con la utilizacio´n de pMOEAs y considerando la falta de estudios experimentales que analicen
las distintas cuestiones relativas al desarrollo de los mismos y su desempen˜o con relacio´n a los
Algoritmo 1 Procedimiento MOEA paralelo general.
Procedimiento: pMOEA
Recibir para´metros usuales del MOEA, as´ı como la probabilidad de migracio´n pmig y el nu´mero de elementos
no-dominados a migrar nmig.
Unirse al equipo de trabajo
Generar la poblacio´n inicial P (0) de forma aleatoria y hacer t = 0
repeat
if se han recibido soluciones provenientes de otros procesos then
Almacenar las soluciones recibidas en Precv
Reemplazar elementos de P (t) por elementos en Precv
end if
Generar nueva poblacio´n P (t+ 1)
t = t+ 1
if Se cumple criterio de env´ıo then
Seleccionar elementos a migrar de P (t) en Pmig
Enviar Pmig a todos los elementos en el equipo de trabajo
end if
until Alcanzar el criterio de parada
Enviar Pknown(t) al colector con sen˜al de finalizacio´n
Salir del grupo de trabajo y terminar ejecucio´n
algoritmos secuenciales, en este trabajo se han paralelizado siguiendo el modelo propuesto, seis
algoritmos evolutivos representativos de las dos generaciones de MOEAs sen˜aladas.
Los MOEAs representativos de la primera generacio´n implementados son: el Multiobjective
Genetic Algorithm (MOGA) [12], el Niched Pareto Genetic Algorithm (NPGA) [13] y el Non-
dominated Sorting Genetic Algorithm (NSGA) [14]. Por otro lado, MOEAs representativos de
la segunda generacio´n paralelizados en este trabajo son: el SPEA [9], el NSGA-II [15], y el Con-
trolled Elitist NSGA-II (CNSGA-II) [16]. Estos algoritmos fueron seleccionados considerando
su utilizacio´n en trabajos previos de comparacio´n [5, 15,17].
Para comparar el desempen˜o de los distintos MOEAs paralelizados, primeramente se ha
utilizado un conjunto de funciones de prueba [1]. Los resultados obtenidos se han comparado
utilizando distintas me´tricas experimentales [3, 17].
4.2 Funciones de prueba ZDT
En base a diferentes caracter´ısticas que pueden hacer que los MOEAs tengan dificultades para
converger al conjunto Pareto o´ptimo y mantener la diversidad en la poblacio´n, identificadas
en [18], en [1] se presenta un conjunto de funciones de prueba que contempla las distintas
posibilidades existentes. Las mismas son conocidas como las funciones ZDT.
A fin de comparar los distintos algoritmos con respecto a la convexidad, la no-convexidad,
la discretitud y la multimodalidad, en el presente trabajo se utilizan cuatro de estas funciones:
ZDT1, . . . , ZDT4 [1]. Dichas funciones consideran la minimizacio´n de dos objetivos y cada una
Funcio´n m xi g(x2, . . . , xm) h(f1(x1), g(x2, . . . , xm))
ZDT1 30 xi ∈ [0, 1] 1 + 9
∑m
i=2
xi
(m−1) 1−
√
f1
g
ZDT2 30 xi ∈ [0, 1] 1 + 9
∑m
i=2
xi
(m−1) 1− ( f1g )
2
ZDT3 30 xi ∈ [0, 1] 1 + 9
∑m
i=2
xi
(m−1) 1−
√
f1
g − f1g sin (10pif1)
ZDT4 10 x1 ∈ [0, 1] 1 + 10(m− 1) +
∑m
i=2(x
2
i − 10 cos(4pixi)) 1−
√
f1
g
x2, . . . , xm ∈ [−5, 5]
Tabla 1: Caracter´ısticas de las funciones de prueba utilizadas.
de ellas esta´ estructurada de la misma forma:
Minimizar F (x) = (f1(x1), f2(x))
sujeto a: f2(x) = g(x2, . . . , xm)h(f1(x1), g(x2, . . . , xm))
donde: x = (x1, . . . , xm)
(3)
La funcio´n f1 es una funcio´n que depende u´nicamente de la primera variable de decisio´n, definida
para todas las funciones de prueba consideradas como: f1(x1) = x1, donde x1 ∈ [0, 1]. As´ı, las
funciones de prueba seleccionadas difieren en la definicio´n de g y h, as´ı como en el nu´mero de
variables m y en los valores que e´stas pueden tomar. La Tabla 1 presenta estos valores.
4.3 Me´tricas de desempen˜o
En optimizacio´n multiobjetivo no existe un criterio u´nico que permita establecer con facilidad
si un conjunto de aproximacio´n a PF? es mejor que otro puesto que se pueden considerar varias
medidas de calidad, por ejemplo: la cercan´ıa al conjunto Pareto o´ptimo, el nu´mero de soluciones
obtenidas, la distribucio´n de las soluciones, representan me´tricas alternativas [3].
Para comparar los resultados obtenidos por distintos algoritmos evolutivos se han desarro-
llado varias me´tricas de desempen˜o, las cuales buscan capturar las caracter´ısticas que hacen a
una aproximacio´n del conjunto Pareto-o´ptimo mejor que otra en algu´n criterio. Por lo general,
e´stas asignan a un conjunto aproximacio´n particular un nu´mero que refleja un aspecto de cali-
dad determinado [3]. Otras me´tricas utilizadas para determinar si un conjunto aproximacio´n es
mejor que otro son binarias y asignan a un par de conjuntos a comparar un nu´mero que indica
como e´stos se relacionan [9].
En este trabajo se han utilizado ocho me´tricas distintas evaluando distintas caracter´ısticas
del conjunto aproximacio´n. Explicaciones sobre cada una de las me´tricas seleccionadas puede
ser encontrada en [3,9]. La Tabla 2, resume los aspectos ma´s importantes de las mismas.
4.4 Para´metros utilizados
Fuera de las modificaciones propias para la implementacio´n en paralelo, los MOEAs utilizados
fueron implementados segu´n la literatura original de referencia para la resolucio´n de los distintos
Me´trica Descripcio´n Valor ideal
Generacio´n Total de
Vectores No-dominados
(ONVG)
Mide el nu´mero de soluciones en PFknown Ma´ximo posible
Razo´n de la Generacio´n
Total de Vectores No-
dominados (ONVGR)
Indica la razo´n entre la cantidad de vectores no-
dominados encontrados por cada algoritmo y la
cantidad de vectores no-dominados existentes en
PF?
ONVGR = 1
Nu´mero de soluciones no-
dominadas verdaderas (N)
Es la cantidad de vectores no-dominados propues-
tos que en efecto pertenecen al frente Pareto o´p-
timo real.
Ma´ximo posible
Razo´n del error (E) Reporta la proporcio´n de vectores objetivo en
PFknown que no son miembros de PF?
E = 0
Distancia Generacional
(GD)
Representa que tan lejos se encuentra PFknown
de PF?
GD = 0
Error Ma´ximo del Frente
Pareto (ME)
Indica una banda de error ma´xima cuando se con-
sidera PFknown con respecto a PF?.
ME= 0
Espaciamiento (S) Sirve como un indicador de la distribucio´n de las
soluciones en PFknown
S= 0
Cobertura (C) Representa la relacio´n del nu´mero de vectores en
el espacio objetivo, encontrados por un algoritmo
dado, que son mejores que los encontrados por
otro
En promedio, el
menor valor de so-
luciones cubiertas y
el mayor valor de
cobertura [10]
Tabla 2: Me´tricas utilizadas.
problemas considerados. Para la obtencio´n de los resultados presentados en las siguientes
secciones, las implementaciones paralelas se realizaron utilizando el marco general propuesto
en la seccio´n 3. En todos los casos los operadores de mutacio´n y cruzamiento utilizados fueron
mutacio´n de un so´lo bit y cruzamiento de un so´lo punto. Las soluciones de las distintas funciones
de prueba se codificaron como cadenas binarias.
Todos los programas se escribieron en lenguaje C y se compilaron utilizando gcc. Para las
implementaciones paralelas se utilizaron las primitivas de comunicacio´n prove´ıdas por PVM [19].
El entorno computacional para las distintas corridas estuvo constituido por 20 computadoras
AMD K6-2 de 700MHz con 128 MB de memoria RAM y utilizando Red Hat Linux v7.3.
Para la resolucio´n de los distintos problemas de prueba se han utilizado pMOEAs homoge´-
neos [6], es decir utilizando el mismo MOEA en cada isla y con parametros iguales difiriendo
so´lo en la semilla utilizada para la generacio´n de la poblacio´n inicial. Estos para´metros, segu´n
corresponda a cada MOEA utilizado, se presentan en la Tabla 3.
Para los problemas ZDT considerados se realizaron 10 ejecuciones de cada implementacio´n
secuencial de los 6 algoritmos utilizados, y 10 ejecuciones de las versiones paralelas utilizando
1, 2 y 4 procesos pMOEAs. Para las diferentes corridas, se han utilizado diferentes semillas
para la generacio´n de nu´meros aleatorios. En las distintas corridas paralelas presentadas la
migracio´n procede con una probabilidad (pmig) igual a 0.5 por generacio´n. En cada migracio´n,
el nu´mero ma´ximo de soluciones intercambiadas entre los distintos procesos (nmig) es 10.
Para el ca´lculo de las me´tricas que requieren el frente Pareto o´ptimo PF? se utilizo´, para
cada problema, una aproximacio´n PF true obtenida mediante la unio´n de todos los resultados
obtenidos considerando todas las ejecuciones realizadas, de donde se eliminaron las soluciones
dominadas.
5 Resultados experimentales y ana´lisis
Los resultados de las distintas ejecuciones se agruparon de acuerdo al nu´mero de elementos de
proceso y algoritmo utilizado obtenie´ndose un conjunto de soluciones nodominadas para cada
conjunto formado. Por simplicidad, a la corrida secuencial se nombro´ como corrida a, mientras
que, a las corridas paralelas que utilizan 1, 2 y 4 procesos pMOEA como corrida b, c y d
respectivamente. Al conjunto de soluciones propuesto por la corrida a (secuencial) que utiliza
al SPEA como algoritmo evolutivo se nombro´ como SPEA-a, mientras que el conjunto obtenido
utilizando el NSGA como NSGA-a, y de forma similar para los dema´s algoritmos y corridas
consideradas.
Siendo la comparacio´n entre MOEAs en s´ı misma multiobjetivo, a fin de resumir los resul-
tados obtenidos en [10], se considera un ordenamiento lexicogra´fico de las mismas de acuerdo
a: la clasificacio´n por no-dominancia (ranking) [2] considerando todas las me´tricas de forma
simulta´nea; y el valor de la me´trica N. Estos objetivos se han considerado como una alternativa
que representa el caso en el cual el tomador de decisiones esta´ interesado en N como la me´trica
de desempate, pudiendo existir otras opciones como por ejemplo S cuando se desea un frente
uniformemente distribuido.
Es interesante notar que son las implementaciones basadas en SPEA y en el NSGA-II
con cuatro procesadores las que se ubican en los primeros lugares dependiendo de la funcio´n
de prueba considerada. Otra cuestio´n importante es que no necesariamente el algoritmo que
obtiene en mejor desempen˜o cuando se comparan las implementac´ıones secuenciales es el que
obtiene la mejor clasificacio´n en sus versiones paralelas. Adema´s, entre las implementaciones
de primera generacio´n son las del NSGA las que se encuentran mejor posicionadas.
Para´metro
Algoritmo pm pc N N ′ σshare tdom tred
CNSGA-II 0.01 0.8 100 - - - 0.7
NSGA-II 0.01 0.8 100 - - - -
SPEA 0.01 0.8 100 100 - - -
NSGA 0.01 0.8 100 - 0.41 - -
NPGA 0.01 0.8 100 - 0.41 10% -
FFGA 0.01 0.8 100 - 0.41 - -
Tabla 3: Para´metros utilizados en las diferentes corridas.
ZDT1 ZDT2 ZDT3 ZDT4
Conjunto Pos. N Conjunto Pos. N Conjunto Pos. N Conjunto Pos. N
NSGA-II-d 1 1 SPEA-d 1 1 NSGA-II-d 1 1 SPEA-d 1 1
SPEA-d 2 2 NSGA-II-d 1 2 NSGA-II-c 1 2 CNSGA-II-d 1 2
NSGA-II-c 2 3 CNSGA-II-d 1 3 SPEA-d 1 3 SPEA-c 1 3
CNSGA-II-d 3 4 SPEA-c 2 4 CNSGA-II-d 1 4 CNSGA-II-c 1 4
SPEA-c 4 5 NSGA-II-c 2 6 SPEA-c 1 5 NSGA-II-d 1 5
CNSGA-II-c 4 6 CNSGA-II-c 3 5 NSGA-II-b 1 6 SPEA-b 1 6
SPEA-b 5 7 NSGA-II-b 3 8 CNSGA-II-c 1 7 NSGA-d 1 7
SPEA-a 5 8 NSGA-II-a 3 9 SPEA-a 1 9 SPEA-a 1 8
NSGA-II-b 5 9 SPEA-b 4 7 CNSGA-II-b 1 10 NSGA-II-c 1 9
NSGA-II-a 5 10 CNSGA-II-b 4 10 NSGA-d 1 13 NSGA-II-a 1 10
CNSGA-II-b 6 11 SPEA-a 4 11 FFGA-a 1 21 NSGA-II-b 1 11
CNSGA-II-a 6 12 FFGA-c 4 13 NSGA-II-a 2 8 CNSGA-II-a 1 12
NSGA-d 7 13 CNSGA-II-a 5 12 SPEA-b 2 11 NPGA-d 1 13
FFGA-d 7 14 FFGA-d 6 13 CNSGA-II-a 2 12 NPGA-b 1 13
NSGA-a 7 16 NSGA-c 6 14 NSGA-c 3 14 NPGA-c 1 14
NSGA-c 8 14 NSGA-d 6 15 NSGA-b 3 15 NSGA-c 1 14
FFGA-c 8 15 FFGA-b 6 16 NSGA-a 3 16 CNSGA-II-b 1 15
NSGA-b 9 15 NSGA-b 7 15 NPGA-b 3 19 FFGA-a 1 17
NPGA-d 10 16 NSGA-a 7 16 FFGA-d 3 20 NPGA-a 1 18
NPGA-c 11 16 NPGA-d 7 16 FFGA-c 3 24 NSGA-a 1 18
FFGA-b 11 16 NPGA-c 7 16 NPGA-d 4 17 FFGA-c 1 19
NPGA-b 11 16 NPGA-b 8 16 NPGA-c 4 18 FFGA-b 1 20
NPGA-a 11 16 NPGA-a 8 17 NPGA-a 4 22 NSGA-b 1 20
FFGA-a 12 16 FFGA-a 9 17 FFGA-b 4 23 FFGA-d 2 16
Tabla 4: Orden lexicogra´fico de los MOEAs para cada problema.
6 Conclusiones
El disen˜o e implementacio´n de algoritmos evolutivos multiobjetivo paralelos es un problema
complejo. Se hace necesario un mayor estudio sobre las diferentes alternativas de paralelizacio´n
existentes y la determinacio´n de para´metros adecuados de migracio´n.
En [10] se puede ver que mientras los algoritmos elitistas obtienen un conjunto de soluciones
cercanas al frente Pareto o´ptimo con una mejor distribucio´n de soluciones, los no elitistas apenas
obtienen soluciones en dicho frente.
De acuerdo con los resultados obtenidos, se puede establecer que los algoritmos de segunda
generacio´n implementados han sido los que lograron, en general, un mejor desempen˜o. Adema´s,
en la mayor´ıa de los problemas analizados se ha encontrado que los algoritmos CNSGA-II y
NSGA-II son los ma´s beneficiados con la paralelizacio´n, utilizando el modelo propuesto.
Al utilizar pMOEAs, se extiende el espacio de bu´squeda. La recepcio´n de elementos prove-
nientes de distintas islas introduce informacio´n gene´tica en forma aleatoria que es u´til para la
obtencio´n de mejores soluciones. Es necesario determinar la mejor manera de incorporar esta
informacio´n en las diferentes islas.
En resumen a partir de los distintos resultados presentados queda claro que la utilizacio´n
de pMOEAs es adecuada para la bu´squeda de soluciones en espacios de bu´squeda complejos y
de alta dimensionalidad. Adema´s, se ha establecido la importancia de la utilizacio´n de MOEAs
basados en elitismo para la implementacio´n de pMOEAs.
Entre los MOEAs utilizados se recomienda para el desarrollo de aplicaciones paralelas la
utilizacio´n del NSGA-II ya que es, en la mayor´ıa de los problemas, el ma´s beneficiado con la
paralelizacio´n, esto a pesar que las implementaciones secuenciales del SPEA, en general, son
mejores que las del NSGA-II.
Como trabajos futuros se proponen, entre otros, los siguientes: incorporar otros enfoques al
conjunto de MOEAs comparados; comparar el desempen˜o de los distintos MOEAs utilizando
una pol´ıtica diferente de migracio´n y realizar comparaciones utilizando implementaciones para-
lelas que utilicen distintos algoritmos evolutivos simulta´neamente, formando un equipo o team
algorithm [20].
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