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Subconcussive impacts have become a growing concern particularly with respect to
contact sports. It is believed that minimal head impacts can cause cerebral perturbations that
initiate an immune response creating a window of vulnerability. Evidence suggests that
additional head insults sustained during this window of vulnerability elicit an exaggerated
inflammatory response and exacerbate cognitive deficits. Therefore, determining the lower limits
of systematic perturbation resulting from low-level impacts is of critical importance in expanding
our understanding of cerebral vulnerability and recovery. However, the vast majority of
experimental investigations of subconcussion fail to model single impact events and instead
focus on cumulative insults. Additionally, these animal models employ impact magnitudes used
to model mild Traumatic Brain Injury.
The present investigation aimed to address this gap in knowledge through the utilization
of a pneumatically controlled, closed-head, blunt impact device capable of producing repeatable,
defined, subconcussive head impacts within a rat model. Thermography was used as a
noninvasive measure of inflammation and system perturbations with respect to local (head) and
global (thorax and abdomen) temperature changes. Cognitive function was assessed using an

Open Field Test and Novel Object Recognition test. Neuroinflammation was measured by
assessment of GFAP and iba-1 within the hippocampus and corpus callosum. To investigate the
tolerance and the persistence of cerebral vulnerability, measurement outcomes were assessed at
six timepoints of recovery, 0, 0.5, 1, 4, 7, and 14 days.
Thermal disturbances were detected directly after impact, followed by an apparent
recovery, 0.5- and 1-day post-impact. A latent temperature increase was observed after 4- and 7days of recovery coinciding with decreased risk-avoidance behaviors, a modest upregulation of
iba-1, and a marked downregulation of GFAP. Short-term memory deficits became apparent
after 7-days of recovery. A decrease in locomotor activity and an upregulation of GFAP was
observed concomitant to a persistent decrease in risk-avoidance despite thermal, short-term
memory, and iba-1 measurements recovery 14-days post-impact.
Overall, these results indicate that low magnitude subconcussive impacts can produce
latent thermal, behavioral, and histological disturbances uncharacteristic for a head injury model
suggestive of a biomechanical threshold of altered pathodynamics that fail to fully recover after
14 days.
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CHAPTER I
INTRODUCTION
1.1

Epidemiology of Traumatic Brain Injury
Traumatic Brain Injury (TBI) is defined by the Centers for Disease Control and

Prevention (CDC) as the disruption of normal brain function resulting from a bump, blow, or jolt
to the head (Mark Faul & Corobado, 2015). According to statistics collected by the CDC,
between the years 2002 and 2006, there were approximately 1.7 million incidences of Traumatic
Brain Injury (TBI) recorded in the United States (M. Faul, Xu, Wald, & Coronado, 2010).
Between the years 2006 and 2014, the CDC reported a 53% increase in TBI related emergency
department visits, an 8% decrease in hospitalizations, and a 6% decrease in deaths (Peterson,
2019). With an estimated average of 155 TBI-related deaths per day, approximately 30% of all
injury related deaths can be contributed to TBI (Taylor, Bell, Breiding, & Xu, 2017). However,
TBI survivors are faced with the potential of suffering chronic cognitive, behavioral, emotional,
and/or physical impairment (Frieden, Houry, & Baldwin, 2015). Based on a limited data set
collected from two states, it was estimated that between 3.2 million and 5.3 million people live
with disabilities following TBI in the United States (Frieden et al., 2015).
Mild Traumatic Brain Injury (mTBI) comprises approximately 80% of the annual
diagnosed head injuries in the United States (Anderson, Heitger, & Macleod, 2006; Laskowski,
Creed, & Raghupathi, 2015). However, despite this staggering proportion, mounting evidence
suggests that this is an underrepresentation of the true prevalence of mTBI. As many as 75% of
1

mTBI cases may be unreported or undiagnosed. Consequently, mTBI has been termed “the silent
epidemic”(M. Faul et al., 2010). There is conjecture that low-level head traumas are underreported due to an insufficient diagnostic paradigm (Bailes, Petraglia, Omalu, Nauman, &
Talavage, 2013; E.A. Nauman, Talavage, & Auerbach, 2020). With forty-one different
guidelines available to grade mild head injury, the disagreement and confusion surrounding
diagnostic categories comes as no surprise (Anderson et al., 2006; Mark Faul & Coronado,
2015).
Complicating the matter further, mTBI is particularly difficult to diagnose due to
potential absence of structural damage and latency in symptom presentation (Khodaee,
Waterbrook, Gammons, On-, & Management, 2020, p. 735). Symptoms that do arise, such as
headache, memory deficits, depression, and/or anxiety, are characteristically ambiguous
(Armstrong & Morrow, 2019, pp. 19–39). As a result, the patient may not realize the physical
injury as the causal factor, and thus fail to mention the event. In the absence of immediate
symptom presentation, persons who suffer a head injury may not seek medical attention (M. Faul
et al., 2010). Furthermore, one cannot overlook the financial cost of seeking medical attention for
a head injury. With the majority of mTBI patients – approximately 60% – seeking medical
attention in an emergency department and a resulting cost of approximately $2,600, there is a
financial incentive to avoid medical care (Marin, Weaver, & Mannix, 2017).
1.2

Concussive and Subconcussive Injuries
While “concussion” is frequently used interchangeably with mTBI, some distinguish

mTBI as a post-mortem head injury diagnosis evident through pathophysiology and characterize
concussion as a pre-mortem diagnosis of head injury with symptoms of functional disturbance
(Anderson et al., 2006; Hiskens, Angoa-Pérez, Schneiders, Vella, & Fenning, 2019). Regardless
2

of the ambiguity of terminology, there is universal agreement that mild head impacts can lead to
significant impairment and reduced quality of life (Anderson et al., 2006). Increased awareness
of this “silent” epidemic has led to extensive research efforts focused on determining the impact
load threshold that will result in damage and loss of function (Hsieh et al., 2017; Ma, Aravind,
Pfister, Chandra, & Haorah, 2019). However, the heterogenous nature of mTBI and concussion,
both pathologically and with respect to symptoms, has made this extremely challenging.
Concussion is a clinical diagnosis associated with observable presentation of cognitive or
behavioral dysfunction whether immediate (e.g. loss of consciousness and/or amnesia) or
delayed (e.g. inability to concentrate, seizure, and/or mood disorders) (Armstrong & Morrow,
2019; E.A. Nauman et al., 2020). As the characterization of head injury evolves, there has been a
rise in the differentiation between concussive events and subconcussive events. Although
subconcussion terminology and defining characteristics are not universally agreed upon, there is
relative consensus that subconcussion does not result in overt neuronal cell death or clinical
symptomology.
A subconcussive head injury can be defined as a head impact, direct or indirect, that
results in clinically asymptomatic cellular-level damage, CNS perturbation, and/or covert
functional alterations (Armstrong & Morrow, 2019; Eric A. Nauman & Talavage, 2018). Some
have termed it “transient” concussion and others have described it as “minimal TBI”; however,
the most important aspect of subconcussion is the subsequent neuroinflammatory induced
window of vulnerability (M. L. Prins, Alexander, Giza, & Hovda, 2013; Tong, Winter, Jin,
Bennett, & Waddell, 2015). Until recently, little attention has been paid to the role of
subconcussive impacts. However, growing awareness of hidden or ignored symptoms (e.g.
photosensitivity, tinnitus, headache, and/or sensory perception alterations) has increased research
3

efforts aiming to elucidate underlying mechanism of low-level system perturbation (Karton &
Blaine Hoshizaki, 2018; E.A. Nauman et al., 2020).
1.3

Anatomy
The brain, together with the spinal cord, forms the central nervous system (CNS). This

complex vital organ is responsible for the regulation of both voluntary and involuntary function
and facilitates our ability to perceive and interact with our environment, enabling us to respond
both physically and emotionally to stimuli. The functional complexity of neuronal cells results in
an enormous metabolic demand on the brain (Love, Seth; Perry, Arie; Ironside, James; Budka,
2015). Despite representing only 2% of the human body weight, the brain requires 20% of total
body oxygen and consumes 15% of cardiac output and 20% of the body’s energy supply at rest
(Maldonado & Alsayouri, 2020). The structural complexity of the brain is multifaceted and spans
gross anatomical components, cellular organization, cell population diversity, and cellular
morphology.
1.3.1

Gross Components
The brain is encased by multiple layers of protection including the scalp, skull, and

meninges (Figure 1.1). The skull is composed of cancellous (“spongy”) bone sandwiched
between two layers of cortical (“compact”) bone (Schmitt et al., 2019). The meninges are
comprised of three distinct meninx layers. The outermost meninx is the dura mater which
translates from Latin to mean “hard mother.” As the Latin translation implies, the dura mater is a
tough, inelastic membrane of connective tissue. The dura mater also contains nerves and
vasculature (Brodal, 2010). The middle meninx layer is the arachnoid membrane. As the name
suggests, the arachnoid membrane has the visual appearance of a spider web. The pia mater is
4

the innermost meninx separated from the arachnoid membrane by the subarachnoid space. Pia
mater translates from Latin to mean “soft mother” and is a thin layer of connective tissue and
vasculature that conforms to the cortical surface of the brain.

Figure 1.1

Illustration of the structural layers of the head.

Notes: Illustration was obtained courtesy of © Kenhub (www.kenhub.com); Illustrator: Paul
Kim.
The brain can be separated into two general structures: the cerebrum and the cerebellum.
The cerebrum is the largest component and is characterized by two nearly symmetric
hemispheres. The left and right cerebral hemispheres are internally connected by a thick bandlike structure of white matter called the corpus collosum (Figure 1.2). Identifiable by their
characteristic color, gray and white matter can be distinguished macroscopically. The
microscopic difference between gray and white matter is a function of the cellular structures
present. Gray matter, characterized by its gray appearance, consists primarily of neuronal cell
5

bodies (somata), dendrites, select glial cells, and unmyelinated axons (Brodal, 2010). The white
matter is largely comprised of tracts or bundles of myelinated axons which appear white in color
(Brodal, 2010). Gray matter is primarily found on the cortex (superficial layer of the brain tissue)
whereas white matter structures are located more deeply internally. The cerebral cortex is
traditionally subdivided into four lobes – the frontal lobe, the parietal lobe, the occipital lobe, and
the temporal lobe (Figure 1.2). The cerebellum is a much smaller structure and is located
between the cerebrum and the spinal cord.
Cerebrospinal fluid (CSF), the end product of a plasma ultrafiltration process, is a clear,
nutrient rich fluid located in the CNS (Linninger, Tangen, Hsu, & Frim, 2016). In addition to
filling the subarachnoid space, CSF is predominately found in the brain’s ventricular system
(Figure 1.2). Exhibiting a pulsatile motion, CSF actively perfuses through the brain and spinal
cord (Linninger et al., 2016). Continuous circulation of CSF throughout the parenchyma (the
functional brain tissue) is vital for nutrient delivery, waste clearance, and pressure regulation
(Linninger et al., 2016).

6

Figure 1.2

Illustration of external and internal cortical structures

Notes: External cortical structures (lateral view; top left), central internal structures (sagittal
view; center right), and ventricular system (shown in blue; overlaid on external lateral view;
bottom left). Illustration was obtained courtesy of © Kenhub (www.kenhub.com); Illustrator:
Paul Kim.
1.3.2

Cellular Components
Brain tissue is comprised of two primary cell populations – neurons and glia. Neurons are

excitable cells responsible for electro-chemical mediated stimuli reception and transmission.
Although they have been historically described as the “helper cells” and/or the “glue” for
neurons, glial cells have a significantly more complex function in the brain. Outnumbering
neurons more than ten-fold, glial cells are essential to neurotransmission, immune response,
osmotic regulation, tissue regeneration, and many other homeostatic regulatory functions
(Brodal, 2010).
The structural components of the neuron include the cell body (called the soma or
perikaryon), the axon, and the dendrites (Figure 1.3). The axon is a neuronal process extending
out from the soma and is responsible for signal transmission. A segmented insulation casing
7

called myelin ensheathes the axolemma (axonal membrane) in order to maintain signal strength
as the action potential travels down the length of the axon. The segments of myelin are separated
by unmyelinated regions called the Nodes of Ranvier. Dendrites, on the other hand, are neuronal
processes that receive signals. Originating from the soma, dendrites are typically characterized
by complex arborizations enabling multiple sites for connection. Although the axon may have
several ramifications (called axon collaterals) branching off the parent axon, dense arborization
is typically associated with dendrites (Brodal, 2010). Neuronal arborization of axonal and
dendritic processes allows these cells to create a dense network of communication across the
nervous system.

Figure 1.3

Illustration of a neuron and synapse

Note: Regional components of the neuron are illustrated in addition to the direction of signal
transmission and a zoomed-in view of a synapse (top right). Illustration was obtained courtesy of
© Kenhub (www.kenhub.com); Illustrator: Paul Kim.
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At rest, a neuron maintains a polarized membrane potential by means of specialized ionic
pumps. These ionic pumps work to keep the positive ionic concentration within the intercellular
space lower than the extracellular space (Alekseeva, Kirik, Gilerovich, & Korzhevskii, 2019).
Electro-chemical signal propagation occurs within neurons via electrical impulse events called
action potentials. With sufficient stimulation, the cellular membrane of the neuron becomes
depolarized and an action potential is fired. When an action potential is triggered, the membrane
depolarization spreads down the length of the axon to the axon terminal (Alekseeva et al., 2019).
The signal, typically a chemical neurotransmitter, is released from the axon into a space called
the synaptic cleft. The signal receiving cell, called the postsynaptic cell, is outfitted with
receptors. The signal delivered by the signal transmission cell, called the presynaptic cell, binds
to these postsynaptic receptor sites.
There are three predominate types of glial cells found throughout the parenchyma and
several other specialized types found only in specific brain regions (ex. ependymal cells lining
the ventricles). The three widely dispersed glial cell types are oligodendrocytes, astrocytes, and
microglial cells. Oligodendroglia cells form the myelin sheath that surrounds the axons. One
oligodendrocyte typically assists in myelinating multiple axons simultaneously by wrapping its
cellular membrane around the axon to create numerous layers, called lamellae (Brodal, 2010).
Due to their function, oligodendrocytes are typically located in white matter regions between
axons; however, some are intermittently found in gray matter adjacent to somata (Love, Seth;
Perry, Arie; Ironside, James; Budka, 2015).
Microglia, the resident immune cells of the brain, account for roughly 10-12% of the cells
in the CNS and are the smallest of the glial cell family (Love, Seth; Perry, Arie; Ironside, James;
Budka, 2015). Structurally, microglia have relatively lengthy ramified processes and possess
9

transient filopodia that allow them to move through and survey the environment, respectively
(Alekseeva et al., 2019). Microglia are functionally heterogeneous, have phagocytic properties,
and respond rapidly to indications of perturbation. Additionally, microglia are key actors in
production and reception of inflammatory signals (Love, Seth; Perry, Arie; Ironside, James;
Budka, 2015). The inflammatory response of microglia results in notable morphological
alteration, their processes becoming thicker and shorter as they retract them toward the cell body
and assume an ameboid shape (Wofford, Loane, & Cullen, 2019).
Astrocytes make up 25% of total brain volume and have a plethora of duties that are vital
to brain function (Maldonado & Alsayouri, 2020). Characterized by a multitude of processes
extending from the cell body in all directions, astrocytes are relatively large cells (Brodal, 2010).
Expanded astrocytic processes called “end feet” compose a selectively permeable membrane
called the blood brain barrier (BBB). The BBB is a vital protective mechanism that prevents
toxins and other foreign bodies from entering the brain through the blood stream (Brodal, 2010).
Located at every neurovascular interface, astrocytes are capable of directly altering local cerebral
blood flow and control osmotic pressure (Miller & Zachary, 2017). Astrocytes are also found
near neurons and participate in the reuptake and recycling of glutamate and gamma aminobutyric
acid (GABA) neurotransmitters (Miller & Zachary, 2017). In addition to maintaining
extracellular ionic milieu, astrocytes are also key players in the neuroinflammatory process and
intimately interact with microglia. Unlike microglia, when astrocytes become activated, their
processes increase in length and size (Miller & Zachary, 2017). When astrocytes become
activated, a process called astrogliosis, they take on a hypertrophic morphology with their
processes increasing in length and size (Karve, Taylor, & Crack, 2016).
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1.4

Biomechanics of Head Injury
In mechanics, the term “load” is frequently used interchangeably with “force” and is

traditionally separated into one of three categories – compressive, tensile, or shear (Figure 1.4).
An assessment of load types is important for understanding how tissue deformation occurs.
Compressive loads are characterized by the application of a “squashing” force or pushing force
to the body on which it acts. Tensile loads result in a stretching of the material as opposing
forces pull it in opposite directions. Shear loads are characterized by opposing parallel sliding
forces applied on opposite sides of the material (Özkaya, Nordin, Goldsheyder, & Leger, 2012).

Figure 1.4

Illustration of tensile, compressive, and shear loads

Notes: Tension (left), compression (center), and shear (right)
The type of deformation associated with each load type is typically discussed in the
context of application to a rigid body; however, the brain is far from a rigid body. The dynamic
aspect of head injury includes the active motion of the applied force and the exchange of
momentum from the mechanical insult (Macari & Jill, 2019). Due to the nonuniform geometry of
the brain, load transformation occurs within the tissue. Despite providing a protective covering
for the brain, the meninges are tethered to the surface of the brain and play an important role in
adjunctive injury (E.A. Nauman et al., 2020). Notably, evidence of tensile, shear and
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compressive waves around the brain-meningeal interface have been previously reported (E.A.
Nauman et al., 2020).
The mechanical behavior of a material describes its deformation response under loading
(application of force). However, the mechanical behavior of brain tissue is particularly
challenging to characterize as it is not a uniform body and geometric constraints are difficult to
define. For this reason, numerous research efforts have focused on material property (e.g.
strength, malleability, ductility, etc.) analysis of distinct tissue material types within the brain
(Macari & Jill, 2019). Material properties, however, are not necessarily uniform throughout a
given material, but are directly influences by the internal directionality of the material
composition. When a material is described as isotropic, its material properties are uniform in all
directions; therefore, it behaves predictably under loading (Özkaya et al., 2012). The material
properties of an anisotropic material, on the other hand, are dependent on direction. Thus, the
response and deformation under loading of an anisotropic materials is unpredictable (Özkaya et
al., 2012). It should be noted that the isotropy or anisotropy of a material is not equivalent to
homogeneity or lack thereof.
Due to the nonuniform directionality of nerve bundles, white matter is classified as highly
anisotropic and has been shown to be notably stiffer than gray matter in the longitudinal
direction (Macari & Jill, 2019). Conversely, gray matter is classified as largely isotropic making
deformation much more predictable (Macari & Jill, 2019). However, the regions within the brain
where gray and white matter intersect make it especially difficult to predict how a stress wave
(force) will propagate through the tissue (Macari & Jill, 2019). Therefore, characterizing the
mechanical behavior of the brain is an indisputably convoluted pursuit.
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Direct head impacts have the capacity to induce local deformation (referred to as the coup
injury) at the site of contact (Schmitt et al., 2019). Additionally, an external force (load) directly
applied to the head initiates a stress wave that propagates through the scalp, skull, meninges,
CSF, and brain. The stress wave, or pulse, will continue to travel through the tissues to the
opposite side of the skull where it will then be reflected back, resulting in contrecoup injury
(Armstrong & Morrow, 2019). At this point the inertial loading of the head takes place. An
exchange of momentum occurs from the direct mechanical insult, causing the head to undergo an
acceleration (or deceleration) event (M. Clark & Guskiewicz, 2016; Schmitt et al., 2019). In
contrast, indirect mechanical insults are characterized by an external mechanical force that sets
the head in motion but does not strike the head directly. Unlike direct head impacts, indirect
insults do not initiate a stress wave (Macari & Jill, 2019). However, due to the nonuniform
geometry and structural complexity of the head, both direct and indirect head impact events are
typically characterized by both linear and rotational acceleration (M. Clark & Guskiewicz,
2016).
The linear and rotational acceleration resulting from a mechanical insult, direct or
indirect, is considered a dynamic loading event (Macari & Jill, 2019). In other words, these
accelerations can elicit compressive, tensile, and shear loading as the energy dissipates
throughout the brain. Neurons behave as a viscoelastic material and are consequently most
susceptible to deformation under a tensile or shear load than under compression (Macari & Jill,
2019; Romeu-Mejia, Giza, & Goldman, 2019). As such, white matter structures, like the corpus
callosum, are therefore highly vulnerable to the dynamic deformation induced by the initial insult
(Davidsson, Angeria, & Risling, 2009). Also considered a viscoelastic material, blood vessels are
easily damaged as a consequence of direct or indirect mechanical insult (M. Prins, Greco,
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Alexander, & Giza, 2013). Consequently, linear and rotational head acceleration are considered
primary risk factors for concussive injury (M. Clark & Guskiewicz, 2016).
Understanding the relationship between force translation dynamics and cellular
impairment with respect to head injury is a deeply complex, multiscale biomechanical problem.
As a result, many researchers have focused their efforts on characterizing these dynamic loading
events using a biomechanical approach in order to unravel the energy dissipation mechanisms at
work (M. Prins et al., 2013).
1.5
1.5.1

Pathophysiology
Primary and Secondary Injury
Traumatic Brain Injury, and subsequently concussion, is characterized by two phases –

the primary injury and the secondary injury. The primary injury is defined as the moment of
direct (impact) or indirect (inertial) force transmission to the head (Armstrong & Morrow, 2019).
The secondary injury begins simultaneously with the primary injury but is characterized by a
time-dependent biochemical cascade that propagates the injury throughout the surrounding tissue
(Giza & Hovda, 2014). Secondary injury may be characterized by metabolic dysfunction, diffuse
axonal injury (DAI), neurovascular damage, altered cerebral blood flow, increased reactive
oxygen species (ROS), and inflammation (Armstrong & Morrow, 2019).
The pathological presentation of TBI has been broadly bifurcated into two pathological
categories – focal injury and diffuse injury. Focal injury is typified by macro-pathology such as
skull fracture, hematomas, and/or contusions, and is typically associated with direct impact
primary injuries. Diffuse injury, on the other hand, identified by micro-pathology within the
parenchyma, is a consequence of secondary injury, for both direct and indirect impact, leading to
progressive pathophysiological change (Zacko, Hawryluk, & Bullock, 2011). Concussion and
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mTBI are pathophysiologically categorized as predominately, if not exclusively, diffuse injuries
(Love, Seth; Perry, Arie; Ironside, James; Budka, 2015). Subsequently, the following
pathomechanics described will focus on diffuse injury.
1.5.2

Diffuse Injury
Diffuse injury precipitates the functional, as opposed to structural, disturbance resulting

from the inertial force of a mechanical insult (Davidsson et al., 2009). The energy from an
impact dissipating through the brain tissue can lead to elastic (recoverable) and/or permanent
deformations of the neuronal and glial cellular structures, network, and surrounding
microvasculature (E.A. Nauman et al., 2020). The force transmission of the initial insult
produces tensile and shear stresses in the tissue which disrupt cellular homeostasis and induce a
metabolic crisis (Romeu-Mejia et al., 2019). As a result, diffuse injury is not isolated at the site
of impact.
The long-tract structures in the brain, such as blood vessels and axons, are at particular
risk of damage from tensile and shear forces (Benson, 2014). Mechanical perturbation directly
affects cellular plasmalemma (cellular membrane), particularly the axolemma, by increasing
cellular permeability through stretch-induced mechanoporation (Laskowski et al., 2015; RomeuMejia et al., 2019). Tensile and shear forces have a high probability of damaging the cytoskeletal
architecture of axons, comprised of neurofilaments and microtubules (Romeu-Mejia et al., 2019).
Being the most brittle cytoskeletal filament in the axon, microtubules can break under rapid
dynamic loading conditions (M. Prins et al., 2013). Microtubules not only act as the scaffold of
the cell; they are also used for vesicular transport along the axon. In essence, microtubules act as
the roads on which motor proteins like kinesin and dynein traffic proteins to and from the soma.
Once the microtubules are fractured, there is an apparent swelling at the point of breakage. The
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swelling consists of “clogged” protein accumulation due to disruption in transport (Benson,
2014). If the axon is unable to recover, the damage eventually propagates throughout the cell and
may lead to apoptosis (programmed cell death) in addition to network disconnection (Büki &
Povlishock, 2006). Due to the spreading nature of this type of injury, it is termed diffuse axonal
injury (DAI).
However, even in instances where the cytoskeletal structures are not directly damaged,
tensile forces disrupt axolemmal permeability and thereby precipitate unregulated depolarization
of the axon (Kamins & Giza, 2016; Laskowski et al., 2015; Romeu-Mejia et al., 2019). The
increased axonal permeability disrupts the integrity of the ionic gradient and initiates the release
of glutamate, an abundant and potent excitatory neurotransmitter (Romeu-Mejia et al., 2019).
More specifically, when the transmembrane ionic gradient becomes unstable, an efflux of
potassium (K+) ions occurs with a substantial concomitant influx of sodium (Na+) and calcium
(Ca2+) ions (Kamins & Giza, 2016). The influx of Na+ and Ca2+ elicits rapid neuronal
depolarization thus triggering the release of glutamate. Glutamatergic action results in an
increased cytosolic Ca2+ influx and stimulates the K+ efflux creating an excitatory feedback
loop (Büki & Povlishock, 2006; Romeu-Mejia et al., 2019).
As key actors in glutamatergic reuptake, astrocytes are directly impacted by the
glutamatergic surge and become overwhelmed. The neuronal and astrocytic ionic pumps are
unable to compensate for the flood of glutamate and fail to maintain the appropriate
transmembrane ionic gradient (Burda, Bernstein, Sofroniew, & Angeles, 2016; Kamins & Giza,
2016). Furthermore, the dysfunctional reuptake mechanism carried out by astrocytes can result in
calcium channels remaining open for a long period of time thus preventing neuronal
repolarization (Burda et al., 2016). Because the ionic pumps are adenosine triphosphate (ATP)
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driven, this excitation cycle leads to the rapid, acute depletion of ATP and consequently to an
immediate period of hyperglycolysis (Kamins & Giza, 2016). Furthermore, the excessive Ca2+
influx results in mitochondrial dysfunction further exacerbating the metabolic imbalance and
resulting in overproduction of inherently injurious reactive oxygen species (ROS) (Toklu &
Tumer, 2015; Wofford et al., 2019).
Furthermore, the initial impact results in an acute decrease in cerebral perfusion and thus
leads to neurovascular decoupling (Kamins & Giza, 2016). In the context of this hyperacute,
indiscriminate release of glutamate and concomitant decrease in cerebral blood flow (CBF), the
system enters a highly deleterious metabolic crisis in which the supply cannot meet the demand
(M. Prins et al., 2013; Romeu-Mejia et al., 2019). Consequently, as this metabolic mismatch
continues, the system enters a phase of hypoglycolisis (Giza & Hovda, 2014; E.A. Nauman et al.,
2020; Wofford et al., 2019). In response to the loss of homeostasis and the subsequent metabolic
crisis, the immune system response is initiated and neuroinflammation begins.
1.5.3

Neuroinflammation
Evidence suggests the secondary injury incurred by the neuroinflammatory response may

be more detrimental to the system than the primary injury itself (Wofford et al., 2019). However,
inflammatory dynamics are convoluted and characterized by non-linear, interdependent signaling
cascades involving both active and passive drivers (Wofford et al., 2019). Modulated by complex
pro- and anti-inflammatory chemotactic signals, neuroinflammation is primarily driven by
microglia and astrocytes in addition to blood-derived leukocytes (D. P. Q. Clark et al., 2019;
Evilsizor, Ray-Jones, Ellis, Lifshitz, & Ziebell, 2015; Wofford et al., 2019). Furthermore,
reestablishment of homeostasis is dependent upon effective bidirectional microglial-astrocytic
crosstalk (Evilsizor et al., 2015; Jha, Jo, Kim, & Suk, 2019; Liu, Liu, Bao, Bai, & Wang, 2020).
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However, under conditions of metabolic uncoupling, this process becomes disjointed and can
further exacerbate parenchymal damage (Kamins & Giza, 2016; Romeu-Mejia et al., 2019). It is
widely accepted that reactive microglia and astrocytes are indications of CNS perturbation, and
sustained activation of either astrocytes or microglia is associated with increased tissue damage
(D. P. Q. Clark et al., 2019; Karve et al., 2016). Moreover, substantial evidence indicates chronic
inflammation as a predictor of poor post-concussive outcome (D. P. Q. Clark et al., 2019). As
such, microglial and astrocytic activation have been the subjects of biomarker investigation for
TBI diagnostics and therapeutics (Lafrenaye et al., 2020).
The mechanically induced increase in neuronal transmembrane permeability caused by
the primary injury is considered a key player in the initiation of the inflammatory process
(Laskowski et al., 2015). The passive release of chemoattractant signals, including glutamate and
ATP, from leaky cell membranes into the extracellular space are thought to be powerful drivers
of inflammation (Wofford et al., 2019). Microglia, monocyte, and macrophage immune cells
possess glutamatergic receptors; therefore, the surge of glutamate within the parenchyma
contributes to immune response (Jha et al., 2019; Wofford et al., 2019; Younger, Murugan,
Rama Rao, Wu, & Chandra, 2018).
Constantly surveying the environment, microglia respond rapidly to chemotactic signals
and undergo morphological change (Maruyama, 2014). Microglial activation, microgliosis,
initiates an increase in cytokine and chemokine production (Wofford et al., 2019). Although
normally responsible for attenuating inflammation, it is possible for microglia to become overactivated leading to the excessive release of pro-inflammatory signals in addition to nitric oxide
and ROS (Wofford et al., 2019). Furthermore, microglia have been shown to release glutamate
and substantial evidence indicates high intercellular Ca2+ can induce microglial release of ATP
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(Wofford et al., 2019; Younger et al., 2018). Thus, a positive feedback loop may be created,
perpetuating inflammation. Moreover, pro-inflammatory signals sent out from microglia have
also been linked to initiating astrocytic activation, astrogliosis (D. P. Q. Clark et al., 2019).
Concomitantly, reactive astrocytes can exert both pro- and anti-inflammatory effects on
microglia. Consequently, the crosstalk between microglia and astrocytes has the capacity to
create a toxic environment thus potentiating the initial injury (D. P. Q. Clark et al., 2019; da
Silva Meirelles, Simon, & Regner, 2017).
Astrocytes have been shown to be susceptible to plasmalemmal and cytoskeletal
instability under tensile mechanical loading (Burda et al., 2016). Mechanosensitive ion channels
may cause astrocytes to release immune signals under traumatic deformation (Burda et al.,
2016). Despite not being traditionally classified as an immune cell, astrocytes play a role in
inflammation signaling/regulation, BBB regulation, lesion isolation, debris clearing, and axonal
scar formation (Burda et al., 2016). Because the BBB is formed by a tight barrier of astrocytic
endfeet, astrocytes are intimately involved with neurovascular activity (Liu et al., 2020). They
are responsible for the repair and maintenance of the BBB in addition to releasing signals
through the blood to recruit non-resident immune cells when necessary (Shi, Zhang, Dong, &
Shi, 2019). When damaged, astrocytes may be incapable of executing their function properly and
contribute to a hyperinflammatory environment. However, the pro-inflammatory effects of
astrocytes on microglia has been the predominate focus of concern for concussion (Burda et al.,
2016; D. P. Q. Clark et al., 2019).
The immune response of microglia and astrocytes following concussion can be
neuroprotective promoting regeneration; however, failure to resolve injury and reestablish
homeostasis can lead to neurodegeneration (Karve et al., 2016). If dysregulated, the degree to
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which inflammatory activation persists can lay the foundation for an exaggerated response to a
subsequent injury (Karve et al., 2016; Witcher, Eiferman, & Godbout, 2015). Evidence suggests
that activated microglia remain in a “primed” pro-inflammatory state for a prolonged period
post-concussion contributing to a hyperinflammatory environment and production of high levels
of pro-inflammatory signals (Witcher et al., 2015). Failure to return to homeostatic state,
microglia that remain in their activated state have been associated with poor cognitive outcomes
(Witcher et al., 2015). Furthermore, these primed microglia directly impact the function of
astrocytes through neuroimmune crosstalk mechanisms perpetuating the inability to resolve
inflammation and achieve recovery (Burda et al., 2016; D. P. Q. Clark et al., 2019; da Silva
Meirelles et al., 2017; Graeber & Streit, 2010; Jassam, Izzy, Whalen, McGavern, & El Khoury,
2017; Karve et al., 2016).
Two detrimental complications of concussion are post-concussion syndrome (PCS) and
second impact syndrome (SIS), both of which are rooted in sustained inflammatory events
(Laskowski et al., 2015). A PCS diagnosis describes the persistent functional alterations of
cognition and behavior resulting from a concussive impact (Sekely, Dhillon, & Zakzanis, 2020).
Second impact syndrome (SIS) occurs as the result of a subsequent head injury following the
initial injury prior to initial injury resolution (Khodaee et al., 2020; Longhi et al., 2005;
Povlishock, 2013). The secondary impact is typified by substantially more severe symptomatic
presentation. Many symptoms of PCS (e.g. headache, dizziness, depression) have been correlated
to increased levels of specific pro-inflammatory cytokines (Rathbone, Tharmaradinam, Jiang,
Rathbone, & Kumbhare, 2015). Furthermore, substantial evidence indicates injury activated
microglia may remain activated even after cytokine production subsides (Witcher et al., 2015).

20

These findings have laid the groundwork for the concept of a window of vulnerability (Longhi et
al., 2005; Povlishock, 2013; Witcher et al., 2015).
1.6

Motivation for Study
Subconcussive impacts have become a growing concern particularly with respect to

contact sports and military operations (Bailes et al., 2013; E.A. Nauman et al., 2020; Eric A.
Nauman & Talavage, 2018). Growing evidence has implicated these low-level, subclinical, head
impacts as a risk factor for PCS and SIS (Breedlove et al., 2012; E.A. Nauman et al., 2020;
Talavage et al., 2014). It is widely accepted that repeated subconcussive impacts lead to the
development of the neurodegenerative disease Chronic Traumatic Encephalopathy (CTE) (Bailes
et al., 2013; I. Jang et al., 2019). With respect to the current understanding of head accelerationinduced pathomechanics, some argue that every head acceleration event has the capacity to affect
the brain (I. Jang et al., 2019; E.A. Nauman et al., 2020). Furthermore, it is believed that even
minimal head impacts (direct injury) or acceleration events (indirect injury) are capable of
causing cerebral perturbations that initiate an immune response subsequently creating a window
of vulnerability (Bailes et al., 2013; Breedlove et al., 2012; E.A. Nauman et al., 2020; M. L.
Prins et al., 2013). Evidence suggests that additional head insults sustained during this window
of vulnerability elicit an exaggerated inflammatory response and exacerbate cognitive deficits
(Longhi et al., 2005). For this reason, the time required for the system to recover from the initial
impact, or whether full recovery occurs, has been a prominent focus of preclinical investigations
(Bailes et al., 2013). However, the vast majority of experimental investigations of subconcussion
fail to model single impact events and instead focus on the effects of cumulative insults (Bailes
et al., 2013; Eric A. Nauman & Talavage, 2018).
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Although the difference between concussive and subconcussive injuries is arguably one
of degree, determining the lower limits of systematic perturbation resulting from low-level
impacts is of critical importance in expanding our understanding of cerebral vulnerability and
recovery. However, because there has been no definable impact threshold for the spectrum of
mild injury severities, experimental efforts to model subconcussion have frequently applied
impact magnitudes within the range of those used to model mTBI. This discrepancy largely
stems from the absence of well-defined guidelines and mechanical parameters for modeling head
injury of graded severities (Siebold, Obenaus, & Goyal, 2018). Preclinical investigators
frequently define the threshold of mild injury as an outcome of 0% mortality which lends itself to
the wide variability seen across experimental procedures and impact techniques (Ma et al.,
2019). As a result, the sequelae resulting from a single, subthreshold head impact below that of
mTBI has rarely been studied directly. Furthermore, the few studies that have utilized impact
loads below the threshold associated with mTBI have done so in the context of invasive
craniotomy or craniectomy techniques which have been shown to elicit inflammation unrelated
to the impact (Cole et al., 2011; Neuberger, Abdul Wahab, Jayakumar, Pfister, & Santhakumar,
2014; Pang et al., 2015). Such data would lay the foundation for a biomechanically informed
threshold of tolerance and expand the current understanding of cerebral vulnerability resulting
from low-level head impacts (Kamins & Giza, 2016; Mountney et al., 2017; M. L. Prins et al.,
2013; Witcher et al., 2015).
Unresolved neuroinflammation has been identified as a primary driver of cerebral
vulnerability and progressive functional dysfunction (Witcher et al., 2015). Consequently,
considerable attention has been given to the neuroinflammatory sequalae of concussive impacts
and subsequent cognitive outcomes (Finnie, 2013; Missault et al., 2019; Namjoshi et al., 2013;
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Shi et al., 2019). However, because subconcussive injuries are characterized by an absence of
clinically observable symptoms they are incredibly difficult to detect and thus go untreated
(Breedlove et al., 2012; E.A. Nauman et al., 2020). The inability to detect perturbations resulting
from subconcussion impedes strategic mitigation of subsequent impacts (E.A. Nauman et al.,
2020). Therefore, it is critical to identify a means of detecting perturbations within the system
quickly, affordably, and effectively.
Concussion diagnostic tools currently available to clinicians predominately include
symptom checklists (ex. loss of consciousness, nausea/vomiting, dizziness, etc.) and neurological
function tests (ex. higher-order cognition, vestibular function, and oculomotor behavior)
(Armstrong & Morrow, 2019; E.A. Nauman et al., 2020). Although these tests are valuable, they
are insufficient for subclinical injury detection (Karton & Blaine Hoshizaki, 2018; E.A. Nauman
et al., 2020). With the advancement of thermal imaging technology and the desperate need for a
functional detection method in the context of subconcussive injury where there is an absence of
clinically observable symptoms, thermography is an attractive target for exploration. Although
not considered suitable for sole diagnostic purposes, this technology shows promise as a lowcost, non-invasive, external indicator of internal dynamics. Thermography could play an
important role in mitigating opportunities for SIS and reducing the incidence of CTE frequently
observed in contact sports.
1.7

Objectives
The following investigation aimed to address these gaps in scientific knowledge through

the utilization of a pneumatically controlled, closed-head, blunt impact device capable of
producing repeatable, defined, subconcussive head impacts within a rat model. Evidences of
inflammation, cerebral vulnerability, and system perturbations were assessed using
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thermography, behavioral assays, and immunohistochemistry. In order to investigate the
tolerance and the persistence of cerebral vulnerability, measurement outcomes were assessed at
six timepoints of recovery, 0, 0.5, 1, 4, 7, and 14 days, following a single, surgery-free,
subconcussive impact.
The primary objective of the present study was to develop a rodent model of a single,
blunt, surgery-free, subconcussive injury utilizing an impact device capable of producing
repeatable impact loads below the minimum parameters reported in the literature. This not only
establishes the foundation for subsequent analyses but addresses the dearth of knowledge
surrounding single, subconcussive impacts. Based on a thorough review of available literature,
no study has utilized impact loads below a kinetic energy of 0.5J or a velocity of 2.2m/s for a rat
model. The present study aimed to achieve an impact load substantially lower than this without
surgical procedures directly addressing this gap in knowledge.
Additionally, there is a lack of understanding and analysis of the sequalae resulting from
a single, subconcussive impact extending over multiple time points. This was addressed in the
second objective for the present study which aimed to investigate indications of inflammation,
cerebral vulnerability, and/or system perturbation over six time points (0, 0.5, 1, 4, 7, 14 days)
post-impact. To accomplish this goal, we utilized thermography as a noninvasive indicator of
inflammation and system perturbation both locally (head) and globally (internal, thorax,
abdomen). Meanwhile we measured temperature internally for comparison. We explored
evidence of altered cognitive function using commonly employed behavioral tests of general
locomotor activity (OFT), anxiety-like/risk-avoidance behavior (OFT), and short-term
recognition memory (NOR). Coupled with these investigations, we assessed evidence of
neuroinflammation within the brain tissue using immunohistochemical assessment of
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microgliosis (iba-1) and astrogliosis (GFAP) within the hippocampus (CA1, CA3, and dentate
gyrus) and corpus callosum.
The third objective of this study was to build a multi-perspective understanding of the
consequences of a low magnitude, subconcussive impact. To this end, we aimed to bridge our
thermographic and behavioral measurements to the histologically informed inflammatory
outcomes resulting from our subconcussion model. Thus, the hippocampus was selected for
histological analysis in this present study due to its high susceptibility to concussion-related
injury (Almeida-Suhett et al., 2015; Arvola, Kaidonis, Xu, Griffiths, & Stary, 2019; Girgis, Pace,
Sweet, & Miller, 2016; S. H. Jang, Kim, Kim, Lee, & Calabrò, 2019; Marschner et al., 2019).
Although traditionally associated with memory processing, storage, and recall, this allocortical
structure is a component of the limbic system and thus plays a critical role in emotional state and
behavior (Fiore & Austin, 2018; T. Li, Chen, Zhang, Zhang, & Yao, 2019). For example, CA1
communicates bidirectionally with the amygdala which is largely responsible for emotional
regulation (Anand & Dhikav, 2012; Arvola et al., 2019). We also targeted the corpus callosum
for analysis of iba-1 and GFAP expression. The bundle of axons comprising this structure have
been repeatedly shown to be particularly sensitive to concussion-related injury (Gu, Zhao, Qian,
& Sun, 2015; S. H. Jang et al., 2019; D. S. Kim, Choi, Yang, Cho, & Kang, 2015; Mathias,
Beall, & Bigler, 2004). Bridging the left and right cerebral hemispheres, the corpus callosum
represents the largest white matter tract in the brain. Disturbances within the corpus callosum can
lead to disruption in inter-hemispheric communication and result in impaired memory,
coordination, and motor function (S. H. Jang et al., 2019).
Thus, neuroinflammatory analysis of the hippocampus and corpus collosum would be
useful in gaining insight into behavioral and cognitive disturbances. Furthermore, our
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thermographic exploration coupled with neuroinflammatory analysis if iba-1 and GFAP allowed
us to explore the value of thermography in detecting low-level perturbations as a result of
subconcussion.
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CHAPTER II
BACKGROUND AND RATIONALE
2.1

Rodent Models of Head Injury
Preclinical rodent models of linear acceleration induced head injury typically employ one

of three popular blunt impact models, Fluid Percussion Impact (FPI), Controlled Cortical Impact
(CCI), or Weight Drop Injury (WDI), to produce diffuse injury (Hoogenboom, Branch, &
Lipton, 2019). The impact magnitude delivered from these models can be adjusted to model a
mild, diffuse injury, moderate TBI, and even severe TBI in rats or mice (Ma et al., 2019). It is
important to point out that there is wide variation in the application of these models due to
investigator customization outside of differing impact magnitudes (Bodnar, Roberts, Higgins, &
Bachstetter, 2019; Hiskens et al., 2019; Hoogenboom et al., 2019; Kabadi, Hilton, Stoica,
Zapple, & Faden, 2010; Ma et al., 2019; Risling et al., 2019). As a result, there is inconsistency
in reported findings. These discrepancies are also a function of variation in associated
methodological procedures such as anesthetic agent, method of restraint, and location of impact
(Bodnar et al., 2019; Ma et al., 2019; Morales et al., 2005; Risling et al., 2019; Sellappan et al.,
2019). One customization method that has garnered substantial debate is the choice to use
surgical preparation. Some investigators remove the scalp in order to directly impact the skull,
while others remove the skull and directly impact the dura (Bodnar et al., 2019). Notably, rodent
models of mTBI have historically been performed with an open scalp and/or open skull.
Although these models have been influential in understanding the pathogenesis of mTBI, they
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require disruption of the system and have been shown to induce inflammation unrelated to the
impact itself (Cole et al., 2011). Consequently, this choice in methodology has gained criticism
and some researchers have begun to favor surgery-free models (Cole et al., 2011; Hiskens et al.,
2019).
The FPI model is an open-head model requiring a craniotomy to expose the dura and
cannot, by nature of the injury mechanism, be modified for closed-head impacts. Although, the
CCI and WDI models were originally designed as open-head models (exposed cortical surface
via craniectomy), they have been widely subject to modifications and performed as both closedskull (open-scalp) and closed-head (closed-scalp) models (Edward Dixon, Clifton, Lighthall,
Yaghmai, & Hayes, 1991; Jamnia et al., 2017; Marmarou et al., 1994; Osier & Dixon, 2016;
Pham et al., 2019; Semple, Carlson, & Noble-haeusslein, 2016).
The FPI model induces injury by mechanically producing a pressurized pulse through a
fluidic medium onto the exposed dura resulting in a transient compression of the brain tissue.
Graded severities can be achieved by altering the pressure pulse through the adjustment of fluid
volume and loading rate (Kabadi et al., 2010). The CCI model, however, employs a pneumatic
piston or electrical actuator to achieve rapid acceleration of an impact rod to produce injury
(Edward Dixon et al., 1991). In rat models, the impactor rod typically has a small tip diameter of
5mm in order to localize the impact on the cortical surface at specified stereotaxic coordinates
(Osier & Dixon, 2016). Injury severity can be scaled through the adjustment of the following
input parameters: depth of impact (displacement of cortical tissue), velocity, and dwell time
(Osier & Dixon, 2016). As with the CCI device, the WDI model can be performed as an open or
closed-head impact (Hoogenboom et al., 2019; Thomsen et al., 2017). Alternatively, the WDI
model, broadly categorized as an impact acceleration injury model (IAI), makes use of
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gravitational force by dropping a specified weight through a tube from a precise distance to
impact the rodent head (Fujita, Wei, & Povlishock, 2012; Hoogenboom et al., 2019).
Many preclinical studies claiming to model mTBI or concussion using these models,
particularly CCI and FPI, are questionable due to the focal injury frequently induced concomitant
to the diffuse injury. Recognizing this discrepancy, several investigators aim to mitigate the focal
injury by affixing a helmet or disc (typically steel) to the rat’s skull or scalp (Bodnar et al.,
2019). This modification allows the force of the impact to pass through the helmet and spread
across the head. Others have attempted to make this correction by attaching a rubber fitting to the
tip of the impact rod of the CCI device (Semple et al., 2016).
The ambiguity of mTBI/concussion diagnostics and terminology has resulted in some
disagreement among clinicians. Similarly, there is wide variation in the literature with respect to
appropriate input parameters for modeling mTBI/concussion in rats. However, typical ranges
have been summarized in Table 2.1 in addition to outcomes commonly used to verify successful
modeling of mTBI. Both the CCI and WDI models typically accept absence of skull fracture and
0% mortality as confirmation of a successful model of mTBI/concussion (Abd-Elfattah Foda &
Marmarou, 1994; Marmarou et al., 1994). In contrast, an FPI model verifies mild severity when a
righting reflex time of 2-4 minutes and a 0 -5% mortality rate are observed (Alder, Fujioka,
Lifshitz, Crockett, & Thakker-Varia, 2011).

29

Table 2.1

Typical Impact Magnitudes Used for Rodent Models of mTBI

Head Injury Model
(Relevant Modifications)
Controlled Cortical Impact
(CCI)
(open-head, closed-skull,
closed-head)
Weight Drop Injury (WDI)
(open-head, closed-skull,
closed-head)
Fluid Percussion Impact
(FPI)
(open-head only)

Input Parameters

Verification of

(Range)
mTBI
Velocity (3-6m/s)
0% Mortality
Depth of Impact (1-3mm)
Skull fractures
Dwell Time (50-250ms)
absent
Impactor Tip Diameter (5-6mm)
Mass of Weight (450g)
Drop Height (1.0m)

0% Mortality
Skull fractures
absent

Pressure (0.9 – 2.1atm)

0-5% Mortality
2-4min righting
reflex

References
(Osier & Dixon,
2016; Siebold et
al., 2018)
(Abd-Elfattah
Foda &
Marmarou, 1994;
Marmarou et al.,
1994)
(Shultz, MacFabe,
Foley, Taylor, &
Cain, 2011)

The range of mechanical input parameters and verification methods typically used for rodent
models of mTBI.
Despite the inability to assess acute symptoms of concussion, such as loss of
consciousness (LOC) or disorientation, in rodents as can be done with humans, simply achieving
0% mortality is arguably insufficient criteria for delineation across the spectrum of mild head
injury. Furthermore, metrics such as time of righting reflex and apnea may be influenced by
anesthetic agent, dose, and duration of sedation.
2.2

Review of Rat Models of Subconcussion
Based on an extensive literature search, only a finite number of single impact studies

have been conducted using impacts loads below the standard range used to model
mTBI/concussion (see Table 2.1) (Bailes et al., 2013). It has been recognized that subconcussive
head impacts create an environment of cerebral vulnerability that exacerbates the determinantal
effects of subsequent impacts (Bailes et al., 2013). As a result, what few studies have explored
subconcussive impact loads have typically done so in the context of a repetitive impact model.
However, according to the limited reports available, the effect of a single subconcussive impact
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is not understood (Gavett, Stern, & McKee, 2011; Spiotta, Bartsch, & Benzel, 2012; Talavage et
al., 2014).
The following literature review of animal models of subconcussion has been limited to
single impacts below the magnitudes summarized in Table 2.1. Additionally, attention was
focused on rat models, as opposed to murine, and excluded impact paradigms of rotational and
mixed acceleration injuries. It should be noted that two additional studies employing very low
impact loads were identified in the literature; however, these utilized a murine animal model
(Marschner et al., 2019; Namjoshi et al., 2017).
In a 2011 study, Shultz et. al, utilized a Wistar rat model to investigate the behavioral and
neurological short-term consequences of a single, mild lateral FPI injury (mLFPI) (Shultz,
MacFabe, Foley, Taylor, & Cain, 2012). Basing the impact load on previously defined values for
modeling mTBI, rats assigned to the concussion group were subjected to a fluid-mediated
pressure pulse of 1.20 ± 0.03atm (Shultz et al., 2011). This pressure pulse was marginally lower
than the previously accepted range for mLFPI (1.8-2.2 atm) (Kabadi et al., 2010). According to
group assignment, behavioral assays were conducted either 24 hours (1 day) or 4 weeks (28
days) post-injury over a 4-day period allowing for short term (1 – 4 day) and long-term (28 day –
32 day) post-impact recovery analysis. The following behavioral assays were used: ElevatedPlus Maze (anxiety), Morris Water Maze (spatial cognition), Open Field Test with two rats
placed in the same field (locomotion and social behavior), Balance Beam Task (sensorimotor
skills), and a Forced Swim Test (depression) (Shultz et al., 2011).
Interestingly, the short-term recovery group showed a decrease in anxiety when exposed
to the Elevated Plus Maze assay and impaired spatial cognition during the Morris Water Maze
assay when compared to sham animals (Shultz et al., 2011). However, neither the short-term
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recovery group nor the long-term recovery group showed significant changes in locomotion,
social behavior, sensorimotor skills, or depression when compared to sham or to each other.
Subsequently, neuropathological changes were measured by three immunohistochemical markers
including GFAP, a marker for reactive astrocytes, CD68, a marker for reactive microglia, and
APP, a marker for axonal injury. The short-term recovery group presented with a significant
increase in neuroinflammatory markers, GFAP and CD68, in addition to a significant increase in
APP accumulation signifying axonal injury. In contrast, the long-term recovery group showed no
changes in neurophysiology compared to sham animals demonstrating transience of
neuropathological effects of the mLFPI (Shultz et al., 2011).
Shultz et. al conducted a follow-up study in 2012 seeking to model subconcussive injury
using the previously established design, methodology, and measures for the mLFPI injury model
published in 2011 (Shultz et al., 2011, 2012). The magnitude of the fluid-mediated pressure pulse
was reduced from 1.20 ± 0.03atm to 0.8 ± 0.04atm in an attempt to produce a subconcussive
injury. Behavioral testing and axonal injury analysis revealed no significant changes for either
the short- or long-term recovery group (Shultz et al., 2012). However, as with the previous
model, neuroinflammatory measures revealed a significant increase in astrocytic and microglial
reactivity for the shot-term recovery group only (Shultz et al., 2012). These results indicated that
even low-level impacts result in a transient, neuroinflammatory response despite the absence of
both axonal injury and behavioral deficits (Shultz et al., 2012). Granted, these findings are
subject to a key limitation intrinsic to FPI models, the craniotomy, which has been shown to
influence inflammation (Cole et al., 2011; Neuberger et al., 2014; Pang et al., 2015).
Singh et al. carried out an inflammatory analysis of mTBI using a closed-skull WDI rat
model (Singh, Trivedi, Devi, Tripathi, & Khushu, 2016). An impact velocity of approximately
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2.21m/s with approximately 1.10J of kinetic energy was achieved by dropping a 450g weight
from a 25cm height onto the head of the rat. Diffuse tensor imaging (DTI) was used to
investigate morphological changes associated with inflammatory sequalae 1-, 3- and 5-days postimpact for sham comparison (Singh et al., 2016). A significant decrease in cortical mean
diffusivity (MD) was observed 3- and 5-days post-impact (Singh et al., 2016). Additionally, a
significant decrease in cortical radial diffusivity (RD) was observed 1-day post-impact as well as
3- and 5-days post-impact (Singh et al., 2016). However, the hippocampus and corpus collosum
did not show indications of significant alteration in DTI measurements (Singh et al., 2016).
Alterations in astrocytic expression of GFAP was analyzed histologically in conjunction
with serum TNFα and IL-10 cytokine levels (Singh et al., 2016). These inflammatory markers
were assessed 4hrs, 1-, 3-, and 5-days post-impact for sham comparison (Singh et al., 2016).
Results indicated that serum levels of pro-inflammatory cytokine TNFα were significantly
elevated 4hrs post-impact while anti-inflammatory, IL-10, became significantly elevated 1-day
post-impact (Singh et al., 2016). Additionally, significantly increased GFAP cortical
immunoreactivity was observed 3- and 5-days post-impact as compared to sham (Singh et al.,
2016). Notably, there was no significant changes observed in hippocampal or corpus collosum
GFAP expression (Singh et al., 2016).
Despite author classification as an mTBI, this impact load may be considered
subconcussive as it falls below the standard range utilized in preclinical studies (see Table 2.1).
These results suggest that low-level, closed-head, linear acceleration head impacts have the
capacity to initiate an inflammatory cascade that is acutely detectable in serum. And, perhaps
more importantly, this inflammatory response may continue within the brain in the absence of
peripheral indication.
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Investigators Kim and Han (2017) employed a modified WDI mechanism to model a
blunt, closed-head, closed-scalp subconcussive injury in rats. Although the authors classify this
as a mTBI model, the impact magnitude falls below the range typically used to model mTBI
(Table 2.1). Dropping a 175g weight through a 30cm tube, allowed investigators to generate an
approximate impact velocity of 2.43m/s and kinetic energy of 0.52J (H. J. Kim & Han, 2017);
thus, achieving the lowest impact kinetic energy for a single-impact rat model encountered in the
literature. To ensure diffuse injury, an acrylic plate was placed above the head of the rat allowing
a distribution of the force of impact and prevention of skull fracture (H. J. Kim & Han, 2017).
Serum analysis and neurological testing were conducted prior to impact procedures to establish a
baseline for all impact (n=36) and sham (n=8) animals (H. J. Kim & Han, 2017). Magnetic
Resonance Imaging (MRI) of the thirty-six impact-rats following a 24hr recovery indicated only
two animals incurred nonfatal subarachnoid hemorrhage (H. J. Kim & Han, 2017). However, this
MRI analysis indicated an absence of intraventricular hemorrhage, intracerebral hemorrhage,
skull fracture, and diffuse axonal injury for all thirty-six impact animals (H. J. Kim & Han,
2017).
Investigators aimed to measure neurologic function using a grid-walking and foot fault
test (locomotion) in addition to a rotarod test (balance) (H. J. Kim & Han, 2017). No significant
changes in either locomotion or balance were detected for sham animals (H. J. Kim & Han,
2017). Of the injured rats that presented no structural damage (n=34), a significant decrease in
the total number of steps taken was observed in addition to a significant increase in latency (H. J.
Kim & Han, 2017). Notably, there was no significant alteration in balance capability (H. J. Kim
& Han, 2017). Furthermore, serum analysis of sodium, potassium, glucose, and calcium levels
showed no significant change from baseline due to impact (H. J. Kim & Han, 2017). However,
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although insignificant, a decrease in serum glucose concentration was observed post-impact in
addition to a slight increase in calcium; an alteration not observed in sham serum (H. J. Kim &
Han, 2017). Similarly, analysis of GFAP immunoreactivity did not indicate significant change in
the primary motor cortex or hippocampus due to impact; however, both regions showed evidence
of an increase compared to sham (H. J. Kim & Han, 2017).
Several important insights can be gained from this study. Despite using a markedly low
impact magnitude and a barrier to diffuse the force of impact, nearly 6% of the animals presented
with subarachnoid hemorrhage (H. J. Kim & Han, 2017). Even in the absence of structural
damage, significant alterations in locomotion were identified indicating possible functional
damage. Although statistically insignificant, the changes observed in serum glucose in
conjunction with GFAP alterations may hint to inflammatory action due to impact (H. J. Kim &
Han, 2017).
Collectively, these studies all provide evidence of a significant biological response to
distinctively low-level head impacts. Furthermore, this response can lead to neuroinflammatory
events that may or may not recover (Shultz et al., 2012; Singh et al., 2016). Despite
subconcussion being characterized by an absence of overt symptomatic presentation, several of
these reports identified alterations in locomotion and changes in anxiety-like behaviors (H. J.
Kim & Han, 2017; Shultz et al., 2012). Notably, results yielded from these studies illustrate the
importance of measurement at different days post-impact; however, all but one study monitored
post-impact outcomes beyond 5 days (Shultz et al., 2012). Perhaps the most interesting
implication to be drawn from these investigations is the consistent finding of some degree of
perturbation or functional disruption elicited by these subconcussive impacts.
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2.3
2.3.1

Rationale for Thermal Imaging
Thermography
Far infrared (FIR) imaging, known as thermography or thermal imaging, is a low-cost,

non-invasive, radiation-free, functional imaging modality (Nola & Kolanc, 2015). Thermography
measures the heat emitted from the body in the form of infrared radiation and transforms this
input into a temperature gradient image (Szentkuti, Kavanagh, & Grazio, 2011). The temperature
readings produced are captured from microcirculation 1-2mm below the epidermis (Cooke,
Moralez, Barrera, & Cox, 2011; Fujimas, 1998). Thermography has been successfully used for
the identification of tumors, arthritis, vascular disruptions, and inflammation (Bouzida, Bendada,
& Maldague, 2009; Lahiri, Bagavathiappan, Jayakumar, & Philip, 2012; Qi & Diakides, 2009;
Ring & Ammer, 2012). A major advantage of thermography is that it not only produces numeric
temperature measurements, but it also provides visual data that standard temperature
measurements cannot (Cardone, Pinti, & Merla, 2015; Lahiri et al., 2012; Szentkuti et al., 2011).
This benefit of visualizations allows for identification of regional difference in temperature along
the surface of the body (Bouzida et al., 2009; Szentkuti et al., 2011).
The use of thermography for medical applications was first introduced in 1952 in
Germany (Szentkuti et al., 2011). However, it was not until 1982 that the FDA approved thermal
imaging as an adjunctive diagnostic tool for breast cancer detection (Hakim & Awale, 2020).
The biological basis for thermographic detection of cancer lies in the dense vascularization
present in tumors and rapid cell division requiring increased metabolic activity all of which
fundamentally produce heat (Hakim & Awale, 2020). Unfortunately, the early models of thermal
imaging required bulky, expensive equipment and produced poor images that added little
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diagnostic value (Szentkuti et al., 2011). As a result, many physicians and biologists disregarded
this technology and prioritized other diagnostic modalities (Szentkuti et al., 2011).
Due to the rocky start in technological development thermal imaging fell by the wayside.
Over the last decade, however, the technological advancements in thermal cameras have
revolutionized the application possibilities (Arfaoui, Polidori, Taiar, & Pop, 2012; Szentkuti et
al., 2011). Current thermal camera models are portable, self-contained, and easy to operate. The
dynamic remote sensing capabilities allow the capturing of high-resolution thermal images
within seconds (Arfaoui, Polidori, Taiar, & Pop, 2012; Arias-Gil, Ohl, Takagaki, & Lippert,
2016; Bouzida et al., 2009). The technology is affordable, user friendly, and allows for real time
data acquisition (Qi & Diakides, 2009).
Using thermographic surface temperature measurements, it is possible to gain insight into
the physiological states of thermal regulation occurring at a deeper level in the system (Bouzida
et al., 2009; Qi & Diakides, 2009; Thirunavukkarasu, Umapathy, Janardhanan, &
Thirunavukkarasu, 2020). Current medical applications of thermography include identification
and intensity quantification of rheumatoid arthritis and osteoarthritis inflammation (Lahiri et al.,
2012; Szentkuti et al., 2011). It has also been used in plastic and reconstructive surgeries, as well
as neurosurgeries, to monitor the blood perfusion in tissues allowing increased effectiveness and
procedural planning (Lahiri et al., 2012; Merla, di Donato, Romani, Proietti, & Salsano, 2008;
Ring & Ammer, 2012). Tested against Laser Doppler Flowmetry (LDF) and Laser Speckle
Imaging (LSI) methods, thermography has been shown to be an effective tool for real time
analysis of arteriolar microcirculation (Kastek et al., 2014; Merla et al., 2008). This capability
indicates the potential for thermography to be utilized as an early prognostic tool for
cardiovascular health (Bouzida et al., 2009; Nola & Kolanc, 2015). Although LDF is the current
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gold standard for microcirculation measurement, thermography has the notable advantage of
assessing a much greater surface area. However, it cannot be used to differentiate blood flow
from other heat sources (ex. metabolic and neurogenic activity). Other applications of
thermography that have been explored are emotion state detection, migraine events, autonomic
nervous system function, and even lie detection (Cardone et al., 2015; Kastek et al., 2014;
Khoshakhlagh & Gunapala, 2017; Lecorps, Rödel, & Féron, 2016; Pavlidis et al., 2019).
Due to the complex and interdependent relationship between inflammatory processes and
blood flow, measuring temperature changes via thermography can provide insight to the
presence, proliferation, and severity of inflammation (Całkosiński et al., 2015; Oliveira,
Vardasca, Pimenta, Gabriel, & Torres, 2016; Szentkuti et al., 2011). Całkosiński et. al (2015)
successfully utilized thermography to quantitatively measure the phases of an inflammatory
reaction in a rat model. To induce local inflammation, a 1% carrageenin chemical agent was
injected into the lower lip, both lower paws, and the pleura (Całkosiński et al., 2015). Thermal
images were captured 10-minutes post-injection to observe the acute phase response. Additional
images were captured 24-hours post-injection and again each subsequent day for a total of 5 days
(Całkosiński et al., 2015). Based on their results, the dynamic inflammatory response was easily
captured using thermography (Całkosiński et al., 2015). The initial decrease in blood flow during
the acute phase of inflammation (10-minutes post-injection) was identified by a notable decrease
in local temperature (Całkosiński et al., 2015). The rise in inflammation was observed as an
increase in temperature peaking 3-days post-injection (Całkosiński et al., 2015). Aligning with
inflammatory markers, these findings add to the body of evidence indicating the capacity of
thermography to identify circulatory and inflammatory events (Ring & Ammer, 2012; Szentkuti
et al., 2011).
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Using thermography in sports injury prevention has been a particularly interesting subject
of recent investigation (Arfaoui, Polidori, Taiar, & Popa, 2012; Côrte et al., 2019; Hillen,
Pfirrmann, Nägele, & Simon, 2020; Ramos e Côrte et al., 2018). Throughout the 2016 soccer
season, researchers used infrared thermography to monitor a first division Brazilian soccer team
(Côrte et al., 2019). Players were imaged twice a week following a forty-eight-hour rest period
post-game for indications of surface temperature abnormalities in their legs with particular
interest in identifying contralateral asymmetries (Côrte et al., 2019). Considering temperature
asymmetry greater than 0.3°C as abnormal, researchers would alert the health team who then
employed injury prevention measures for the athlete (Côrte et al., 2019). By using preventive
measures for players presenting notable asymmetries, a 63% reduction in injury was observed
among players compared to the previous season (same players) (Côrte et al., 2019). This result
was particularly fascinating because it showed that thermography may be useful in detecting
low-level perturbations prior to symptom presentation.
2.3.2

Inflammation and Blood Flow
Cerebral blood flow (CBF) dysfunction has been recognized as one of the most persistent

issues following head injury (Buckley et al., 2015; F. Li et al., 2020; Meier et al., 2015). For this
reason, CBF has been explored as a biomarker for TBI and concussion (Meier et al., 2015;
Sankar et al., 2019; Wright, Smirl, Bryk, Jakovac, & van Donkelaar, 2020). It has long been
acknowledged that concussive injuries result in an immediate decrease in CBF, and that this
hemodynamic alteration can persist for an extended period of time depending on injury severity
(Buckley et al., 2015; Buczek et al., 2002; F. Li et al., 2020; Meier et al., 2015). Furthermore,
several clinical studies have found that both neuroinflammation and alterations in CBF resulting
from sports-related head injuries are accurate predictors of patient outcome (Buczek et al., 2002;
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Champagne, Coverdale, Germuska, Bhogal, & Cook, 2019; Len & Neary, 2011; Meier et al.,
2015; Tu et al., 2018). Numerous experimental studies have echoed these findings implicating
alterations in CBF, cerebral metabolism, and neuroinflammation as the underlying mechanisms
responsible for poor functional outcomes following head injury (Buckley et al., 2015; Len &
Neary, 2011; Missault et al., 2019; Moro, Ghavim, Harris, Hovda, & Sutton, 2016; Perez-Polo et
al., 2013; Steinman, Cahill, Koletar, Stefanovic, & Sled, 2019). A widely cited review article
written by Giza and Hovda, expounds upon the metabolic cascade and multitude of biochemical
events resulting from a single head impact in support of these clinical and preclinical findings
(Giza & Hovda, 2014).
2.3.3

Concussion and Thermoregulation
The brain produces a significant amount of heat in large part due to high metabolic

activity (Gowda, Jaffa, & Badjatia, 2018). To support this metabolic demand, the brain requires
relatively high blood flow and volume which also contributes to heat production (Gowda et al.,
2018). Another source of generated heat lies in the neural activity itself (Wright et al., 2020). Just
as CBF and metabolism are tightly linked, neural activity shares an interactive relationship with
CBF (Gowda et al., 2018). The interdependent relationship between CBF and neural activity is
commonly referred to as neurovascular coupling (da Silva Meirelles et al., 2017; Wright et al.,
2020). Neuroinflammation depends upon and affects metabolic activity, CBF, and neural activity
(Giza & Hovda, 2014; Wright et al., 2020). These processes are all deeply entangled with one
another and behave in an interdependent, multidirectional manner. To alter one is to alter the
others; however, all directly impact thermodynamic activity within the system.
In the context of head injury, the metabolic crisis, neuroinflammatory response, and
neurovascular decoupling are key secondary injury phenomena and characterize the primary
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modes of the functional disruption (Giza & Hovda, 2014; Mrozek, Vardon, & Geeraerts, 2012).
Although the mechanical injury itself may directly damage vasculature, functional disruption can
lead to a loss in CBF autoregulation which can in turn lead to thermal dysregulation (Gowda et
al., 2018). It should be noted that alterations in temperature can also directly impact metabolism,
CBF, and neural activity (Cardone et al., 2015; Mrozek et al., 2012; Walter et al., 2018).
Deeply entangled with the neuroinflammatory response, injury induced metabolic and
hemodynamic disruption fundamentally impacts temperature. Thermal dysregulation is another
element influencing the pathological dynamics of secondary injury (Dietrich, Atkins, &
Bramlett, 2017; Mrozek et al., 2012). Numerous studies have indicated loss of thermoregulation
as a predictor of poor recovery outcome (Dietrich et al., 2017; Walter et al., 2018). Due to the
complex and interdependent relationship among secondary injury processes, monitoring
temperature change has the capacity to provide insight to the presence, proliferation, and severity
of inflammation. This may be especially helpful in the context of subconcussive injury where
there is a lack of clinically observable dysfunction. There is a direct need for a detection method
of functional alterations resulting from a subconcussive injury that is non-invasive, rapid and
low-cost (Cardone et al., 2015; Dietrich et al., 2017; Rubin et al., 2019; Shin, Bales, Edward
Dixon, & Hwang, 2017).
There has been recognition that temperature dysregulation, particularly increased cerebral
temperature, can lead to devastating outcomes for TBI patients (Walter et al., 2018). For this
reason, several studies have explored the therapeutic efficacy of hypothermia treatment to reduce
or slow the pro-inflammatory and metabolic cascade (Dietrich et al., 2017; Mrozek et al., 2012;
Walter et al., 2018). Little is known, however, about the thermal alterations that occur in
subconcussion, but it can be inferred that inflammation and altered CBF caused by a
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subconcussive impact would be accompanied by temperature fluctuations. It is not practical to
separate the interactive, entangled secondary injury processes; however, measuring temperature
is easily accomplished in a clinical setting and may be useful in detecting head trauma-related
perturbations. Because one of the most difficult aspects of subconcussion is detection (E.A.
Nauman et al., 2020), it may not be necessary in every context to identify the particulars of
damage, but rather simply that the system has been perturbed. Hence thermographic application
in the context of subconcussion detection is a meaningful exploration.
2.4

Behavioral and Cognitive Deficits
Post-concussion syndrome is a diagnostic term used to label an array of nonspecific

cognitive, emotional, behavioral, and physical impairments observed following a concussive
event (Sekely et al., 2020). Several typical symptoms include headache, fatigue, dizziness,
sensory and perception disturbances; difficulty concentrating, learning, and memory
impairments; behavioral changes, depression, apathy, anxiety, impulsivity, and irritability
(Arciniegas, Anderson, Topkoff, & McAllister, 2005; McCrory et al., 2017; Rathbone et al.,
2015). The nonspecificity of this diagnosis is in large part due to the heterogeneity among head
injuries and the diagnostic ambiguity surrounding concussion (Sekely et al., 2020). However,
there is agreement that concussive injuries are characterized by functional rather than structural
disturbances (E.A. Nauman et al., 2020; Sekely et al., 2020). Evidence continues to implicate
these functional disturbances as the root cause of many post-concussive symptoms (Sekely et al.,
2020). Interestingly, the functional disturbances observed in diagnosed symptomatic concussion,
have also been detected in subconcussive injuries which are characteristically asymptomatic
(Bailes et al., 2013; Bari et al., 2019; Breedlove et al., 2012; Joseph et al., 2019).

42

2.4.1

Rationale for Behavioral Assays
Anxiety and memory impairment are among the most commonly reported post-

concussive symptoms (Armstrong & Morrow, 2019; Kontos, Pan, & Emami, 2020; Munyon,
Eakin, Sweet, & Miller, 2014). Subsequently, rodent models of concussion frequently employ a
variety of behavioral assays aiming to understand the physiological basis for these symptoms.
Two popularly used assays are the Open Field Test (OFT) and Novel Object Recognition (NOR)
(Bodnar et al., 2019). Both of these assays are highly customizable with respect to protocol and
analysis allowing investigators to tailor them to their specific interests. For example, the OFT
can be used to assess general locomotor activity as well as anxiety-like behaviors and can be
modified to study social interaction by placing more than one animal in the apparatus for the test
(Lecorps et al., 2016; Ramos, 2008; Seibenhener & Wooten, 2015; Shultz et al., 2011; Simon,
Dupuis, & Costentin, 1994). The NOR assay explores recognition memory impairment using a
two-stage procedure and can be modified to assess long-term or short-term recognition memory
simply by extending the time between stages (Antunes & Biala, 2012; Lueptow, 2017). Variation
in results from mTBI studies is in large part to the use of different impact models, impact
magnitudes, impact location, and animal strain (Almeida-Suhett et al., 2014; Bodnar et al., 2019;
Malkesman, Tucker, Ozl, & McCabe, 2013). Although the customizability of these behavioral
assays certainly contributed to their popularity, it is also a source of variation among published
results.
The Open Field Test (OFT) is one of the most ubiquitous assays used to assess general
locomotor activity and anxiety-like behavior in rodents. As the name might suggest, rodents are
placed in an open arena (field) and allowed to explore the space feely for a set duration (<1hr)
(Seibenhener & Wooten, 2015). General activity is typically measured as the total distance the
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animal traveled during the test (Seibenhener & Wooten, 2015). Rodents have a propensity to
avoid “risky” open spaces and tend to remain closer to walls while they explore the arena
(Seibenhener & Wooten, 2015). By measuring this wall-hugging tendency, called thigmotaxis,
researchers are able to measure risk-avoidance behaviors and have frequently related these
behaviors to anxiety (Simon et al., 1994). An anxious rodent will typically avoid entering the
center of the area during exploration while a typical, non-anxious rodent will occasionally cross
through the center as it explores (Seibenhener & Wooten, 2015). Pharmacological studies
frequently use this measure to test the efficacy of anxiolytic drugs such as benzodiazepines
(Malkesman et al., 2013). An anxiolytic effect will result in decreased thigmotaxis compared to a
typical rodent. This behavioral assay is commonly used for TBI studies regardless of impact
model or severity. Notably, there is wide variation in reported findings even for similar injury
severity levels (Almeida-Suhett et al., 2014; Bodnar et al., 2019; Malkesman et al., 2013).
Similarly, the Novel Object Recognition (NOR) test has been utilized in many TBI and
concussion investigations as a behavioral measure of recognition memory (Bodnar et al., 2019).
Using a two-stage paradigm, the assay begins with a familiarization period in which the rodent is
placed into an open field apparatus containing two identical objects (Antunes & Biala, 2012).
The rodent is allowed to freely explore the identical objects for a set period of time (~5mins)
then removed for a pre-determined time. After the allotted time, the testing stage begins, and the
rodent is reintroduced to the arena now containing one of the original “familiar” objects and a
new “novel” object (Lueptow, 2017). This assay harnesses the innate curiosity of rodents which
would lead a healthy rodent to explore the novel object more than the familiar (Akkerman,
Prickaerts, Steinbusch, & Blokland, 2012). However, if the recognition memory of the rodent is
impaired, it will not show preference to the novel object during exploration indicating a failure to
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recognize the familiar object (Antunes & Biala, 2012; Lueptow, 2017). Experimental rodent
models of concussion/mTBI typically observe a significant decrease in object recognition (time
spent with the novel object), but those that employ subconcussive loads may find insignificant
changes between impact and sham animals (Qubty, Glazer, Schreiber, Rubovitch, & Pick, 2018).
2.5

Rationale for Iba-1 and GFAP
Neuroinflammation is one of the most deleterious movers of secondary injury following

concussion (Wofford et al., 2019). Inflammatory sequelae following head injury is deeply
complex, multifaceted response involving many cellular and chemical players; however,
microglia and astrocytes are considered the primary actors (Dinet, Petry, & Badaut, 2019; Karve
et al., 2016; Woodcock & Morganti-Kossmann, 2013). In response to injury, microglia and
astrocytes undergo a morphological change, migrate to the locus of damage, and mediate
inflammation through secretion of cytokines and chemokines (Benson, 2014; Karve et al., 2016;
Wofford et al., 2019). Chemical signals released from both elicit an interdependent interaction
between microglia and astrocytes that has been described as neuroimmune crosstalk (D. P. Q.
Clark et al., 2019; da Silva Meirelles et al., 2017; Karve et al., 2016). Detection of reactivity can
be accomplished by targeting and measuring expression of various biomarkers. Ionized calcium
binding adaptor molecule 1 (iba-1) and glial fibrillary acidic protein (GFAP) are two popular
biomarkers used to identify and measure microgliosis and astrogliosis, respectively (Lafrenaye et
al., 2020; Yang & Wang, 2015).
First characterized in 1996, ionized calcium binding adaptor molecule 1 (iba-1) is a
selective marker for microglial and macrophages in the CNS (Kirik, Sukhorukova, &
Korzhevskii, 2011). Studies have shown that iba-1 unambiguously identifies these phagocytic
cells in the brain (Alekseeva et al., 2019; Kirik et al., 2011; Shapiro, Perez, Foresti, Arisi, &
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Ribak, 2009). Iba-1 is a versatile marker for microglia but does not distinguish phenotype
(Graeber & Streit, 2010; Shapiro et al., 2009). However, iba-1 is upregulated in activated
microglia and there is evidence that this molecule plays a critical role in the morphological
change seen in reactive microglia (Karve et al., 2016; Sasaki, Ohsawa, Kanazawa, Kohsaka, &
Imai, 2001). Subsequently, iba-1 is a commonly used targets to measure inflammatory response
due to concussion (Fernández-Arjona, Grondona, Granados-Durán, Fernández-Llebrez, &
López-Ávalos, 2017; Lafrenaye et al., 2020). Consequently, recent biomarker studies have
targeted serum detection of iba-1 for diagnostic validation (Lafrenaye et al., 2020).
Originally isolated in 1971, the monomeric intermediate filament protein, GFAP,
constitutes a large part of the astrocytic cytoskeleton (Love, Seth; Perry, Arie; Ironside, James;
Budka, 2015; Yang & Wang, 2015). It should be noted that GFAP is also expressed in local
ependymal cell populations lining the third, fourth, and lateral ventricles; however, it is still
considered a defining feature of astrocytes (Love, Seth; Perry, Arie; Ironside, James; Budka,
2015). Reactive or hypertrophic (enlarged) astrocytes are characterized by a notably increased
cytoplasmic expression of GFAP (Burda et al., 2016; Middeldorp & Hol, 2011). As a result,
GFAP has become a standard target for identifying CNS injury and has become one of the most
predominant biomarkers used to identify head trauma (Mahan et al., 2019; Papa, Edwards, &
Ramia, 2015; Redell et al., 2013; Yang & Wang, 2015). Because GFAP can be detected in
patient serum within one hour after the concussive event, it is possible for physicians to use this
metric to differentiate brain injury and non-brain injury trauma in patients (Papa et al., 2015;
Smith, Chepisheva, Cronin, & Seemungal, 2019). There is substantial clinical and preclinical
evidence that the degree of GFAP upregulation can indicate injury severity (Glushakova et al.,
2018). Furthermore, longitudinal monitoring of GFAP expression levels in serum has exhibited
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usefulness in predicting patient outcome (Smith et al., 2019). Namely, persons who recovered
well from concussion were shown to have significantly lower serum levels of GFAP than those
who did not recover well (Glushakova et al., 2018).
Moreover, GFAP has been shown to be particularly important in concussion detection
where traditional imaging modalities were unable to identify abnormalities or indications of
damage (Smith et al., 2019). A host of clinical studies have shown GFAP to have high specificity
for brain injury in the acute stage (Papa et al., 2015). In fact, a GFAP and ubiquitin C-terminal
hydrolase L1 (UCH-L1) blood test for concussion detection was approved by the United States
Food and Drug Administration (FDA) in 2018 (Papa et al., 2019). Intriguingly, clinical studies
have found elevation in serum concentrations of GFAP and UCH-L1 in asymptomatic athletes
(Joseph et al., 2019). Although necessarily included in this blood test, UCH-L1, a biomarker for
neuronal injury, studies have shown GFAP to be superior for concussion detection (Kawata,
Tierney, & Langford, 2018; Mahan et al., 2019).
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CHAPTER III
METHODOLOGY
3.1

Experimental Design
The following chapter outlines the experimental design and methodology utilized for

each procedure. It provides information regarding animal numbers in addition to impact, thermal
imaging, behavioral, euthanasia, and histological procedures. The analytical and statistical
methods have been outlined as applicable for each experimental procedure. A timeline of the
experimental schedule of events is presented in Figure 3.1. An overview of the experimental
setup and order of procedures can be seen in Figure 3.2. All experiments and procedures were
approved by the Mississippi State University Institutional Animal Care and Use Committee
(IACUC) under protocol number 17-349 (see Appendix A).
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Figure 3.1

Experimental Timeline.

Impact time points (blue), behavioral testing (green), and days of euthanasia (red) are indicated
for each recovery group and associated sham animals.
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Figure 3.2

3.2

Experimental Design and Procedures

Animals
A total of forty-eight male Sprague Dawley rats (250-300 g; Envigo, Indianapolis, IN)

were housed in a 12-hour light/dark cycle facility accredited by the Association for Assessment
and Accreditation of Laboratory Animal Care (AAALAC). Upon arrival animals were kept in
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quarantine for three days prior to testing to ensure quality of health and adequate environmental
acclimation. Rats were housed in groups of two in transparent cages on standard bedding with
access to food pellets and water ad libitum prior to testing and again after 24 hours following the
final administration of analgesia.
Using a random number generator, each rat was randomly assigned to an experimental
group. Groups (n=6) were divided by assigned recovery time (0, 0.5, 1, 4, 7, or 14 days postimpact). To control for environmental variation due to cage placement, rats were not moved from
their original cage placement after random assignment. Each experimental group was assigned
one of six sticker colors which was then affixed to their cage for easy identification despite the
random distribution among cages.
Each impact-recovery group (n=6) consisted of six rats and was accompanied by two
sham rats. Sham rats (n=12) underwent all procedures as the impact rats (n=36) excluding only
the blunt impact. Impact rats were sacrificed on the final day of recovery in conjunction with
their associated sham (n=2/recovery group). For analytical purposes, the sham animals were
grouped together despite variation in procedure dates (see Figure 3.1). Although this method was
insufficient to determine significant differences due to impact date (i.e. environmental
differences), it expanded the spread within the combined sham group. As a result, this method
decreased the likelihood of committing a Type I error in recovery group vs. sham comparisons.
Therefore, detected significant differences were considered robust.
Two animals died prior to the completion of the study due to adverse events including the
development of a urinary tract infection resulting from improper IP injection and adverse
reaction to anesthesia. A table of original animal numbers and final animal numbers can be seen
in Table 3.1.
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Table 3.1

Initial and Final Animal Numbers

Recovery Group

Starting Number of Rats
(impact / sham)

Final Number of Rats
(impact / sham)

T0

(n=6) / (n=2)

(n=6) / (n=2)

T0.5

(n=6) / (n=2)

(n=5) / (n=2)

T1

(n=6) / (n=2)

(n=6) / (n=2)

T4

(n=6) / (n=2)

(n=6) / (n=2)

T7

(n=6) / (n=2)

(n=5) / (n=2)

T14

(n=6) / (n=2)

(n=6) / (n=2)

Animal numbers within each experimental group at the beginning of the study and at the end of
the study reflecting animals lost. Note: A rat from group T0.5 died shortly after impact due to
anesthesia. A rat from group T7 was euthanized prior to the assigned date due to the
development of a urinary tract infection.
Prior to all impact and euthanasia procedures, rats were administered ketamine (100-200
mg/kg IP) and xylazine (5-10 mg/kg IP). Loss of righting reflex and tail pinch reflex were used
to indicate depth of anesthesia. Following impact procedures, atipamezole (5 mg/ml IM) was
administered to reverse the effects of xylazine. Rats were administered a single dose of
Buprenorphine SR (1 mg/ml SC) for analgesia post-impact.
To control pica behavior, a side effect of buprenorphine, rats were individually housed on
cage paper as opposed to standard rodent bedding when returned to the colony post-impact. Food
was restricted to prevent overeating while water remained ad libitum. Pica behavior was
monitored throughout the three-day effective duration of analgesia. Animals were returned to
group housing and placed on standard bedding with food and water provided ad libitum after the
third day following analgesic administration.
3.3

Impact Device and Procedures
A novel, pneumatically controlled impact device was developed in-house and used to

deliver a single, closed-head, subconcussive, blunt impact to the external cranial surface of each
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experimental impact rat (n=36). Upon loss of righting reflex and tail-pinch reflex following
administration of anesthesia, the animal was placed on the horizontal platform of the impact
apparatus. The head of the animal was placed on a firm foam pillow directly beneath the impact
hammer to prevent unintended jaw injury as the head was depressed from impact. Padding was
used to support the body on the impact platform (Figure 3.3).
The impact apparatus includes a pressure vessel used to deliver pressurized air to a
pressure regulator set to 35.4psi, a solenoid, a 4-way pneumatic valve, and a 2-inch pneumatic
cylinder fitted with a cylindrical impact hammer (diameter = 1.77inches, mass = 86.2g ). The
mechanical system was interfaced with and controlled by a computer using a custom program
designed in LabVIEW. Using this prescribed pressure, the system moves the piston in relation to
the flow rate which is proportional to velocity. The maximum theoretical flow rate for this device
when set to 35.4psi was approximately 1.7m/s using a pneumatic cylinder with a one inch bore
and two-inch stroke length. Using a designated “FIRE” button to trigger the device, the solenoid
was activated resulting in the actuation of the 4-way pneumatic valve. The pressurized air moved
through the 4-way valve through fitted tubing (OD = 0.25in, ID = 0.156in) to the pneumatic
cylinder resulting in a pressure-loaded extension of the piston rod and attached impact hammer.
Upon full extension of the rod, the pressure-loaded hammer impacted the exterior surface
of the rat head with a theoretical depth (displacement) of 2mm and a dwell time of 10-20ms. To
avoid extended dwell time of the load, the hammer was lifted as the rod retracted into the
pneumatic cylinder by deactivation of the solenoid leading to the reversal of air flow by the 4way valve. The air was then pushed through an exhaust port on the 4-way valve into a 0.25inch
tube. All data was stored in a Comma Delimited text file format (CSV) and used for impact load
analysis.
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The impact hammer was outfitted with an embedded accelerometer (Figure 3.3c), an
LED indicator used for starting and stopping data collection, and proximity sensor used as a
secondary data collection indicator. An optical encoder was externally mounted to the cylinder
with a custom 3D printed mount. The optical encoder enabled the collection of displacement data
by reading an encoder strip with 2mm spacing that passed through the optical encoder as the rod
extended from the cylinder.
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Figure 3.3

Impact Device Design

Illustrative images of the novel, in-house, pneumatically controlled impact apparatus used for
experimental procedures. (a, b) Photographs of functional elements of the apparatus labeled as
follows: 1) pressure vessel, 2) pressure regulator, 3) piston/cylinder rod partially extended, 4)
pneumatic cylinder, 5) physical push “fire” button, 6) impact hammer with embedded
accelerometer, 7) foam bedding. (c)Diagram of impact hammer parts and embedded
accelerometer axes.
3.3.2

Impact Data Analysis
Acceleration data were collected from the z-axis of the hammer accelerometer (Figure

3.3c) for each impact and smoothed by subtracting the average of all acceleration data points
(n=2500) collected from extension to retraction of the hammer from each time point (total time =
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500ms). The total data collection time was 500ms with acceleration data collected in 0.2ms
intervals with a fixed sampling rate of 5000 (0.2ms per sample). Data points collected at the
moment of impact and for the duration of impact with the surface of the rat were found through
graphical visualization of the data output (Figure 3.4). The peak of the representative impact data
shown in Figure 3.4a signals the maximum acceleration (m/s2) achieved immediately before
impact. The downward slope illustrates the deceleration of the hammer due to contact with the
surface of the rat’s head (Figure 3.4a). The velocity (m/s) for each impact was calculated as the
integral of the acceleration (m/s2) (Figure 3.4b). The formula for this calculation is shown in
Equation 3.1 where 𝑣 is the velocity, α is acceleration, and 𝑡 is time.

Figure 3.4

Representative impact hammer data plots from a single impact.

Representative data plots obtained from a single impact. (a) Acceleration data was collected from
z-axis of embedded accelerometer and plotted as a function of time. The (b) velocity was
calculated from acceleration data and plotted as a function of time. The (c) kinetic energy data
was calculated from the velocity and plotted as a function of time.
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Furthermore, the kinetic energy (J) was calculated from velocity (𝑣) using Equation 3.2
where 𝐸𝐾 is the kinetic energy and 𝑚 is the total combined mass of the rod and impact hammer
(0.132kg) (Figure 3.4c). Maximum values for each variable (velocity, acceleration, and kinetic
energy) were obtained for each impact (n=36). The raw data graphical visualization and variable
calculations were performed using Microsoft Excel for Microsoft 365, version 2008.

𝑣 = ∫ 𝛼𝑑𝑡

(3.1)

1
𝑚𝑣 2
2

(3.2)

𝐸𝐾 =

A univariate analysis was conducted using the PROC UNIVARIATE procedure in SAS
(SAS Institute, Cary NC) for the maximum velocity, acceleration, and kinetic energy values
obtained for all impacts. Although normal distribution could be assumed due to the large sample
size (>30), the assumption of normality was confirmed using a Shapiro-Wilk test (p>0.05).
3.4

Thermography
Thermal images, thermograms, were captured using a Far Infrared (FIR) camera,

ThermaCAM P65 (FLIR Systems, Inc. North Billerica, MA), with 320 x 240 pixels and a
thermal sensitivity of 0.06°C. Thermograms of the ventrum and dorsum were captured at the
following times for each experimental animal: prior to impact/sham impact, directly after impact
(excluding shams), and after the assigned period of recovery (0, 0.5, 1, 4, 7, or 14 days postimpact). Because sham animals were not exposed to impact, a second image series was not taken
in conjunction with the post-impact imaging performed for the impact groups. Similarly, the
internal temperatures were not measured at the post-impact time point for sham animals.
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Following full anesthetic sedation, rats were shaved along the dorsum and ventrum
(approximately 1.5-inch width) in preparation for thermal imaging prior to impact and, when
required, prior to post-recovery imaging in order to minimize heat diffusion through the fur. Two
images were taken for both the ventral and dorsal planes to ensure image quality for postprocessing analysis. Rats were placed on black poster board marked with placement indicators to
facilitate consistent animal placement and orientation. The ThermaCAM P65 (FLIR Systems)
was placed approximately 0.7 meters from the rat. The ambient room temperature was recorded
from a digital, wall-mounted thermometer to be approximately 71°F throughout testing. Internal
temperatures were monitored rectally for each rat prior to thermal imaging at each imaging
timepoint (pre-impact, post-impact, post-recovery) to account for the potential of abnormally low
body temperatures due to anesthesia. Following thermal imaging directly post-impact,
anesthetized rats were placed on a warming disk to counteract the hypothermic effects of the
anesthesia, excluding group T0 (n=6) and associated sham (n=2) which were euthanized with 0
days (<25mins) of recovery.
3.4.1

Thermal Image Data Acquisition
A single image for the ventral and dorsal plane was selected for each rat from the two

images taken at each plane either arbitrarily or based upon highest quality. Images were loaded
into ResearchIR software (FLIR Systems) for surface temperature data extraction and processed
using color palette “1234”. To correct for the automated scale adjustment by the thermal camera
during imaging, the thermal tuning range was manually set to 75°F-95°F using a linear scale.
This process ensured all images were processed on the same temperature scale. The color palette
adjustment and thermal tuning adjustment are shown (right) in comparison to the original
thermal image (left) in Figure 3.5.
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Figure 3.5

Original vs. adjusted thermal images.

Comparison of original thermal image (left) and adjusted thermal image (right) of the ventrum
(top) and dorsum (bottom). Representative images.
Surface temperature data was extracted from three regions of interest (ROI) per plane
using a 16x16 pixel (20.1mm2) box (Figure 3.6). Each pixel was associated with a temperature
value resulting in 256 temperature data points for each ROI. As demonstrated in Figure 3.6, the
first ROI was placed on the head, the second on the thoracic region, and the third on the
abdomen. The ventral head ROI was located medially beneath the jaw anterior to the throat
(Figure 3.6). The ventral thoracic ROI was located medially beneath the forearms at the
approximate location of the pectoralis minor muscles (Figure 3.6). The ventral abdominal ROI
was located in the lower abdominal region anterior to the thighs (Figure 3.6). With respect to the
dorsal plane, the head ROI covered the site of impact and was medially located caudal to the
eyes and rostral to the neck (Figure 3.6). The dorsal thoracic ROI was placed medially just
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caudal to the scapulae (Figure 3.6). The dorsal abdominal ROI was placed on the mid-lumbar
region anterior to the sacrum (Figure 3.6). Vertical and horizontal lines were drawn between
each ROI to verify accurate anatomical placement to reduce location placement error. Due to
variation in shave pattern, hairless areas were prioritized over exact ROI box placement to
reduce erroneous, cold temperatures from shaving error. It should be noted that one impact rat
from group T4 was removed from thermographic analysis due to excessive urination pre-imaging
resulting in artifactually cool temperatures for thermographic analysis.

Figure 3.6

Representative placement of the thermographic regions of interest.

The ventral surface head ROI, Thorax ROI, and abdomen ROI are shown on top. The dorsal
surface head ROI, Thorax ROI, and abdomen ROI are shown on bottom. The temperature
gradient is indicated on the right. Box captures 16x16 pixel region.
The 16x16 array of thermal pixel values obtained from the three ROIs for each
anatomical plane was exported from ResearchIR into a comma separated value (CSV) data file
resulting in a total of six CSV data files per animal. Due to the nonparametric distribution of the
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resultant data arrays, the median thermal pixel value was calculated for each ROI. The resulting
ventral and dorsal median surface temperature (MST) values were used for statistical analysis.
3.4.2

Statistical Analysis of Internal and Surface Temperatures
Prior to comparison analysis, a univariate analysis was conducted for all temperature

measurements (internal and MST) in order to obtain descriptive statistics. The mean ± standard
error of the mean (SEM) obtained for each group were used to describe the center and spread of
all temperature measurements (internal and MST). Normality was determined using a ShapiroWilk test and the homogeneity of variances was determined using Levene’s test. If the
assumption of normality could not be met, nonparametric methods were employed. All data was
cleaned for outliers using the Grubbs test in GraphPad Prism® 8 (GraphPad Software, Inc., La
Jolla, CA, USA) prior to analysis. All statistical analyses were conducted with a significance
level of α = 0.05. The null hypothesis was rejected when p < 0.05. All analysis was conducted
using SAS (SAS Institute, Cary NC) and plots were obtained using GraphPad Prism® 8
(GraphPad Software, Inc., La Jolla, CA, USA).
In order to determine significant differences in temperature due to impact, a pairedsample t-test was utilized to compare mean pre-impact and post-impact temperature data
(internal and MST) collected from impact animals. Note that temperature measurements for
sham were obtained at the same time point as pre-impact measurements for impact groups.
Because the sample size of sham (n=12) was much lower than the impact group (n=36), sham
animals were not included in this analysis in order to increase statistical power.
Temperature measurements (internal and MST) obtained for sham animals at the preimpact timepoint (pre-sham impact) and before euthanasia at the post-recovery timepoint (postsham recovery) were compared using a two-tailed paired-sample t-test to determine significant
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differences in temperature due to time. Because significant differences were found (see
Appendix D), a series of ANCOVA analyses were employed for each measurement location
(internal and MST) to determine differences between recovery groups while controlling for the
effect of pre-impact temperatures (the covariate).
The first ANCOVA analysis included all six recovery groups, T0, T0.5, T1, T4, T7, and
T14 in addition to sham for comparison across seven total groups. A post hoc analysis was
conducted using a Dunnett’s test to compare all six impact-recovery groups to sham. This
multiple comparison procedure aimed to determine which impact-recovery group(s) remained or
returned to sham levels. A second Dunnett’s test was run for this ANCOVA comparing sham and
impact-recovery groups T0.5, T1, T4, T7, and T14 to T0. This comparison aimed to determine if
there were significant differences in post-recovery temperature compared to an immediate
change due to impact as represented by group T0.
The second ANCOVA analysis excluded group T0 in order to determine if sham and
recovery groups T0.5, T1, T4, T7, and T14 significantly differed with respect to post-recovery
temperature measurements. A post hoc Dunnett’s test was used to compare recovery groups to
sham to determine if significant differences were identifiable when the power of the test was
increase through the reduction of comparison group numbers (i.e. removal of T0 comparison).
The third ANCOVA was performed for all recovery groups (T0, T0.5, T1, T4, T7, and
T14), but excluded sham from the analysis in order to more closely investigate differences
between immediate post-impact temperatures (T0) and temperatures measured after 0.5-, 1-, 4-,
7-, and 14-days of recovery (T0.5, T1, T4, T7, and T14 respectively). This analysis was once
again followed by a post hoc Dunnett’s test comparing each recovery group to T0. The aim of
this analysis was to determine if post-recovery groups T0.5, T1, T4, T7, and T14 experienced a
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change in temperature due to time following the any initial shift observed immediately postimpact (T0).
3.5

Behavioral Analysis
Behavioral testing was performed for impact groups T4 (n=6), T7 (n=5), and T14 (n=6)

on the final day of recovery post-impact (4-days, 7-days, and 14-days, respectively). Each impact
group was tested in conjunction with two sham animals. Groups T0, T0.5, and T1 and their
associated sham animals (n=6) were excluded from behavioral procedures due to the duration of
analgesic effectiveness (3-days) which would result in inaccurate evaluation of behavioral
changes due to impact. Both behavioral assays, Open Field Test (OFT) and Novel Object
Recognition (NOR), were conducted in a 40in (length) x 40in (width) x 14in (height) apparatus
divided into 4 equal quadrants allowing four animals to be run simultaneously. Low illumination
was achieved using red-LED light strips mounted to the inner top edges of the apparatus via
adhesive backing. Light pollution from other areas near the experimental room was minimized
by blacking out the window on the door with an opaque material. All tests were video recorded
using a Canon EOS Rebel digital camera mounted above the testing apparatus. Videos were
uploaded and scored using ANY-maze behavioral tracking software (ANY-maze, Stoelting Co.,
USA). Raw scores for both behavioral assays were collected from ANY-maze and analyzed. An
overview of the behavioral assay timeline can be seen in Figure 3.7.
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Figure 3.7

3.5.2

Timeline of behavioral assay procedures

Open Field Test Procedures and Data Acquisition
A 5-minute acclimation period was provided for each rat prior to testing. Following

acclimation, video recording began, and the four animals were simultaneously placed into their
respective quadrant of the open field. For each experimental run, three impact animals were
accompanied by one sham animal with the exception of group T14, whose associated sham (n=2)
were run separately due to experimentalist error. The duration of the OFT assay was 30 minutes.
Upon completion of the test, the video recording was stopped, the animals were removed and
returned to their colony for 5 minutes as the apparatus was cleaned and the Novel Object
Recognition assay was prepared.
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Figure 3.8

Representation of the Open Field Test apparatus

The diagram represents an aerial perspective of the OFT apparatus and indicates the demarcation
of the outer zone (blue) and center zone (orange) in the upper-left quadrant.
Video files were loaded into ANY-maze for post-test tracking analysis. Using the
apparatus tools within the software, the outer zone and center zone were defined as represented
in Figure 3.8. The outer zone was defined as the outer-most boarder and extended far enough to
accommodate the width of the rats. In order for the software to detect entry into the defined
center zone, the animal had to completely exit the outer zone.
Locomotor activity was measured by the following eleven variables: 1) total distance
traveled (m), 2) average speed (m/s), 3) maximum speed (m/s), 4) total time mobile overall
(mins), 5) total time immobile overall (mins), 6) total time mobile in the outer zone (mins), 7)
total time immobile in the outer zone (mins), 8) total distance traveled in the outer zone (m), 9)
total time mobile in the center zone (mins), 10) total time immobile in the center zone (mins),
and 11) total distance traveled in the center zone (m).
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Metrics of anxiety-like behavior, or preference for the outer zone (risk-avoidance), were
measured by the total time spent in the outer zone (mins), the total time in the center zone (mins),
and the number of entries into the center zone. The Thigmotaxis Index (TI) was calculated using
Equation 3.3 where 𝑂𝑍 represents the time spent in the outer zone and 𝐶𝑍 represents the time
spent in the center zone. Additionally, the risk avoidance ratio (𝑅𝐴) of total distance traveled in
the center zone relative to the total distance traveled in both zones was calculated using Equation
3.4 where 𝐷𝐶 is the total distance traveled in the center zone and 𝐷𝑂 is the total distance
traveled in the outer zone.

3.5.3

𝑇𝐼 =

𝑂𝑍 − 𝐶𝑍
𝑂𝑍 + 𝐶𝑍

(3.3)

𝑅𝐴 =

𝐷𝐶
𝐷𝐶 + 𝐷𝑂

(3.4)

Novel Object Recognition Procedures and Data Acquisition
The Novel Object Recognition (NOR) test was run in two phases, the familiarization

phase (NOR1) and the testing phase (NOR2). The first phase, NOR1, consisted of two identical
objects placed at a distance in each quadrant of the apparatus. To reduce object placement
preference bias, the objects were oriented in two different formations, an inward diagonal (aerial
view looks like an X) or an outward diagonal angle (aerial view looks like a O) (Figure 3.9). Half
of each recovery group (T4, T7, and T14) was exposed to the inward diagonal formation while
the other half was exposed to the outward diagonal formation.

66

Figure 3.9

Representation of the Novel Object Recognition setup

Setup for the familiarization stage (a, b) and the testing stage (c, d). The objects (circle =
familiar; plus = novel) were either placed in an “X” formation (a, c) or in an “O” formation (b,
d).
Following completion of the OFT, rats were removed from the colony, returned to the
behavioral testing room, and allowed a 5-minute acclimation time in their home cage. Video
recording was initiated, and each animal was immediately placed in their respective quadrant
simultaneously. The animals were allotted 5 minutes of exploration and familiarization with the
identical objects, were then removed, recording stopped, and the animals were returned to their
colony for a 70-minute waiting period. The apparatus and objects were cleaned using 70% EtOH.
In preparation for the testing phase, one of the identical, familiar objects was replaced with a
novel object. Once the 70-minute waiting period elapsed, the animals were brought back to the
behavioral testing room, allowed 5 minutes of acclimation in their home cage, then placed
simultaneously into their quadrant as recording commenced. The animals were allotted 5 minutes
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to explore the novel and familiar objects, then removed and returned to their home cage and
placed back into the colony.
Video files for NOR1 and NOR2 were loaded into ANY-maze tracking software for
analysis. For both NOR1 and NOR2 general mobility was measured by variables including the
total distance traveled (m), average speed (m/s), total time mobile (sec), and total time immobile
(sec). In addition to mobility measures, the number of head entries for object 1, object 2, familiar
object, and novel object were measured. The total time spent exploring both objects (𝐸1) during
the NOR1 was calculated using Equation 3.5 where 𝑎1 was the total time exploring object 1 and
𝑎2 was the total time exploring object 2. The total time exploring both the familiar and novel
object (𝐸2) during NOR2 was calculated using Equation 3.6 where 𝑎3 was the total time
exploring the familiar object and 𝑏 was the total time exploring the novel object. The absolute
difference in exploration (𝐷) during NOR2 was calculated using Equation 3.7. The relative
discrimination ratio, also known as the Discrimination Index (𝐷𝐼), was calculated using Equation
3.8 and the Recognition Index (𝑅𝐼) was calculated as a percentage using Equation 3.9.

𝐸1 = 𝑎1 + 𝑎2

(3.5)

𝐸2 = 𝑎3 + 𝑏

(3.6)

𝐷 = 𝑏 − 𝑎3

(3.7)

𝐷𝐼 =

𝐷
𝐸2
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(3.8)

𝑅𝐼 = (

3.5.4

𝑏
) × 100
𝐸2

(3.9)

Statistical Analysis of Behavioral Assays
Descriptive statistics for each variable were obtained using a univariate analysis. The

mean ± standard error of the mean (SEM) obtained for each group were used to describe the
center and spread of group data. The assumption of normality and equal variance was checked
using a Shapiro-Wilk test and Levene’s test, respectively. If the assumption of normality could
not be met, nonparametric methods were employed. If the assumption of equal variance was not
met, a Welch’s ANOVA was utilized. Outliers were identified using Grubbs test in GraphPad
Prism® 8 (GraphPad Software, Inc., La Jolla, CA, USA) and removed prior to analysis. All
statistical analyses were conducted with a significance level of α = 0.05. The null hypothesis was
rejected when p < 0.05. All analysis and plots were obtained using GraphPad Prism® 8
(GraphPad Software, Inc., La Jolla, CA, USA).
3.5.4.1

Open Field Test Statistical Analysis
A series of ANOVA tests were employed to determine differences between 4 days of

recovery (T4), 7 days of recovery (T7), 14 days of recovery (T14), and sham recovery for each
variable measured. A Dunnett’s post hoc test was performed for all measures to compare impact
recovery groups (T4, T7, and T14) to sham. The source of overall significance for several
variables was not identified when recovery groups (T4, T7, and T14) were compared directly to
sham (Dunnett’s). For this reason, significant differences between group pairs were identified
from the multiple comparison’s procedure with a Tukey adjustment (Dunnett’s T3 for Welch’s
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ANOVA). A specified post hoc comparison using a Bonferroni adjustment between T14 and
sham was conducted for the total time spent immobile variable only.
3.5.4.2

Novel Object Recognition Statistical Analysis
A series of two-tailed paired-sample t-tests were employed to assess the differences

between NOR1 and NOR2 mobility measures. These measures of mobility were not assessed for
between group differences as this was accounted for during the OFT analysis. The difference in
total exploration time between the familiarization phase (E1) and the testing phase (E2) was
assessed using a one-tailed paired-sample t-test. Similarly, a two-tailed paired-sample t-test was
used to assess the paired differences between time spent exploring identical object 1 and
identical object 2 during NOR1. A two-tailed paired-sample t-test was used to determine
differences between time spent exploring the familiar object (a) and time spent exploring the
novel object (b) during NOR2. The Recognition Index was analyzed using a one-sample t-test to
determine if measurements were significantly different from 0. Likewise, a one-sample t-test was
also used to determine if the Discrimination Index for each group was significantly different
from 0.5 (50%).
3.6

Histology
Animals were euthanized via transcardial heart perfusion using a peristaltic pump (Cole-

Palmer, Vernon Hills, IL) followed by decapitation. As the primary perfusion target was the
brain, the aorta was clamped to localize the perfusion to the head and maximize perfusate
volume. Rats were anesthetized with ketamine (100-200 mg/kg IP) and xylazine (5-10 mg/kg
IP). Loss of consciousness and nociception was confirmed with the loss of the toe-pinch and tailpinch reflex. In order to clear the circulatory system prior to perfusion fixation, rats were
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perfused with approximately 200 mL phosphate buffered saline (PBS; pH 7.4, Sigma-Aldrich,
St. Louis, MO). Rats were then perfused with approximately 200 mL of a 4% paraformaldehyde
solution made from crystalline paraformaldehyde (Sigma-Aldrich, St. Louis, MO). Once the
perfusion process was complete, the brain tissues were extracted and submerged in 4%
paraformaldehyde fixative solution for 24 hours then transferred to PBS solution. Prior to
histological examination it was discovered that the brain tissues were coated in what appeared to
be a fungal growth (see Appendix B). To prevent further growth, the brain tissues were
submerged in 70% EtOH. Due to investigator error, brain tissues from groups T0 (n=6) and T0.5
(n=5) in addition to their associated shams (n=4) were subjected to damaging freezing
temperatures and were unusable for histological analysis. For this reason, only groups T1 (n=6),
T4 (n=6), T7 (n=5), and T14 (n=6) with their associated shams (n=8) were adequate for
histological investigation.
Brain tissues were then trimmed using a 1mm coronal acrylic brain matrix (Ted Pella,
Inc., Redding, CA, USA) to improve consistency. The first trim was made directly behind the
optic chiasm with each subsequent cut made 2mm caudal to the preceding trim for a total of
three 2mm tissue sections (Figure 3.10). Trimmed tissue sections were placed in cassettes (1-3
trims from the same brain per cassette) in preparation for processing and paraffin embedding.
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Figure 3.10

Representative image of brain tissue trimming protocol

Shown are the 1) acrylic brain trimming matrix, 2) the razor blades used for trimming, and 3) the
optic nerves stemming from the optic chiasm (the location of the first trim). The distance
between each razor blade (2 mm) is indicated by 4.
3.6.2

H&E
Paraffin embedded tissues were sectioned using a Leica RM2255 rotary microtome

(Leica Microsystems Inc., Buffalo Grove, IL) to obtain 5μm coronal sections. Sections were
placed on a water bath with an approximate temperature of 38°C and transferred onto positively
charged glass slides. Slides were deparaffinized, rehydrated and stained with Hematoxylin and
Eosin (H&E) in an automatic staining machine (Leica ST5020, Automatic Stainer, Leica
Microsystems Inc., Buffalo Grove, IL) and coverslipped (Leica CV5030, Robotic Coverslipper,
Leica Microsystems Inc., Buffalo Grove, IL). These sections were used to identify depth of
fungal penetration and any gross pathology or lesions. Additionally, H&E sections were used to
determine bregma coordinates achieved from gross trimming and determine an attainable tissue
depth across groups for immunohistochemical staining. Each H&E slide was scanned using a
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PathScan Enabler 5 (Meyer Instruments, Houston, TX, USA) whole slide scanner and the
processed in HistoView software, (Pacific Image Electronics Inc., CA USA).
3.6.3

Immunohistochemistry
Approximately four 6μm serial coronal sections were obtained between -3.30 and -5.60

relative to Bregma (Paxinos and Watson, 1998). Sections were placed on a water bath with an
approximate temperature of 38°C and transferred onto positively charged glass slides. Two
sections with the least number of artifacts were selected from the four sections taken from each
depth and assigned to either Iba-1 or GFAP immunohistochemical (IHC) staining. Due to
technical error, sections were unattainable for one rat in group T4, two rats in T7, one rat in T14,
or the two sham animals associated with group T7.
In order to investigate changes in microgliosis, one section from each brain tissue per
bregma region was allocated for iba-1 immunostaining. The other selected sections from each
brain tissue per bregma region were allocated for astrogliosis analysis using GFAP
immunostaining. In preparation of IHC staining, slides were deparaffinized with heat to remove
excess paraffin, transferred through xylene, graded alcohols, and distilled water before heat
induced antigen retrieval (HIER) was performed.
Antigen retrieval was performed in a steamer with Diva Decloaker 10X (#DV2004MX;
Biocare Medical, Concord, CA, USA) heat retrieval solution for 30 minutes. Slides were
removed, cooled, and incubated with iba-1 primary antibody (1:800; #CP209A; Rabbit
Polyclonal Iba-1 Antibody; Biocare Medical) for 15 minutes, washed, and incubated with rabbiton-canine HRP-polymer (#RC542L; Rabbit-on-Canine HRP-Polymer; Biocare Medical). After
washing the slides, DAB (#IPK5010G80; DAB Chromogen Kit; Biocare Medical) was applied
then slides were washed and counterstained with hematoxylin. Following staining, slides were
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rinsed in distilled water and transferred through two changes of 100% Alcohol, two changes of
Xylene, and coverslipped using Micromount mounting medium (#3801731; Leica Biosystems
Inc.). Staining procedure were conducted in an automatic staining machine (Intellipath
Automation System; Biocare Medical).
For GFAP staining, antigen retrieval was performed in a steamer with Dako Target
Retrieval Solution 10X (#S1699; Dako, Carpinteria. CA, USA) for 15min. Slides were removed,
cooled, and incubated with GFAP primary antibody (1:400; #Z0334; Polyclonal Rabbit AntiGlial Fibrillary Acidic Protein; Dako) for 15min. Slides were then washed and incubated with a
biotinylated HRP secondary antibody (Biotinylated Link-Streptavidin-HRP; #K0675; LSAB2
System-HRP; Dako). Following a wash, chromogen was applied then slides were washed again
and counterstained with hematoxylin. Slides were coverslipped using Micromount mounting
medium (#3801731; Leica Biosystems Inc.). Due to human error, GFAP slides were stained in
two separate batches. Each batch was stained on a different automated staining devices. The first
batch, containing brain tissue sections for T1 impact rats (n=6) and associated sham (n=2), was
stained using Dako Autostainer Plus (Dako Autostainer Universal Staining System; Dako). The
second batch, containing brain tissue sections for T4 (n=5), T7 (n=3), and T14 (n=5) impact rats
and associated sham (n=4) for T4 and T14, was stained on an Intellipath Automation System
(Biocare Medical). The resulting GFAP slides presented with notably different staining intensity
necessitating normalization to correct for between batch variation (see Appendix C).
3.6.4

Microscopy and Image Analysis
The anatomical regions of interest selected for this study were cornu ammonis 1 (CA1),

cornu ammonis 3 (CA3), the dentate gyrus (DG) and the corpus callosum (CC). The left and
right cingulum and central band of the corpus callosum was imaged for each tissue section.
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Additionally, 2-3 images were captured for the hippocampal regions, CA1, CA3, and DG, for
both the left and right hemispheres for each tissue section. Micrographs for each anatomical
region of interest were taken at 20x magnification using an Olympus BX60 (Olympus Optical Co
Ltd, Tokyo Japan) microscope equipped with an Infinity3 Lumenera (Lumenera Corporation,
ON, CA) camera and the Infinity Analyze (Lumenera) imaging software. Representative
micrographs of imaging regions were captured at 4x magnification for illustration only and were
not analyzed. See Appendix F for representative micrograph images.
Micrographs (20x magnification) were analyzed in Fiji (ImageJ, National Institutes of
Health). The micrograph scale bar (50μm) was used to set the scale in Fiji to ensure accurate
measurements (4.96 pixels per micron). Using batch processing, the background for all images
was subtracted with a rolling ball radius of 50 pixels. Images were then converted into a 32-bit,
black and white image and a threshold set to encompass white space within the image. The area
dedicated to white space was then measured and recorded. Using the 32-bit images, a new
threshold was defined to encompass portions of the image containing stained tissue. This area
was measured and recorded. The sum of area dedicated to white space and the area dedicated to
stained tissue was equal to total image area. The processed image with the 50pixel rolling ball
radius background subtraction was additionally used for color deconvolution. Immunoreactivity
in the tissues was shown by positive DAB staining within the tissue. This brown color (DAB)
was isolated using the IHC toolbox plugin (https://imagej.nih.gov/ij/plugins/ihctoolbox/index.html) enabling DAB specific color deconvolution. The image produced from the
color deconvolution process was then converted to a 32-bit image. The threshold was set using
the tissue that displayed the lightest DAB staining. Following establishment of this threshold, the
color deconvoluted images were batch processed and the area of positive DAB staining was
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measured. The area fraction was calculated as the area of positive DAB staining over the total
area stained. The area fraction was then used for statistical analysis as a measure of
immunoreactivity.
3.6.5

Statistical Analysis of Immunostaining
The average area per generalized region of interest (CA1, CA3, DG, and CC) was

calculated from all section images obtained from both hemispheres. The left and right
hemispheres were not analyzed separately due to the wide surface area of the head impact. Prior
to comparison analysis, a univariate analysis was conducted for group data in order to obtain
descriptive statistics. The mean ± SEM area fraction per group was used to describe the center
and spread of the area fraction results per group per brain region of interest (CA1, CA3, DG, and
CC). Additionally, the difference in group mean area fraction vs. sham mean area fraction was
also calculated. Normality was determined using a Shapiro-Wilk test and the homogeneity of
variances was determined using Levene’s test. If the assumption of normality could not be met,
nonparametric methods were employed. In incidences where the assumption of equal variance
was not met, a Welch test was used in lieu of the ANOVA p-value. All data was cleaned for
outliers using the Grubbs test in GraphPad Prism® 8 (GraphPad Software, Inc., La Jolla, CA,
USA) prior to analysis. All statistical analyses were conducted with a significance level of α =
0.05. The null hypothesis was rejected when p < 0.05. All analysis was conducted using SAS
(SAS Institute, Cary NC) and plots were obtained using GraphPad Prism® 8 (GraphPad
Software, Inc., La Jolla, CA, USA).
A series of one-way ANOVA tests were used to determine if the area fraction
significantly differed between groups as an indication of differences in immunoreactivity
suggestive of neuroinflammatory system perturbation. A Dunnett’s post hoc multiple comparison
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test was utilized to determine significant differences between impact recovery groups and sham.
Furthermore, a Tukey post hoc analysis was employed to determine significant differences
between all group pairs. In incidences where a significant ANOVA test was acquired but the
source of significant pairs was not identified with either a Dunnett’s post hoc comparison to
sham or a Tukey post hoc comparison across groups, the two groups that presented the greatest
difference in means were specified for post hoc comparison (excluding other groups) using a
Bonferroni adjustment.
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CHAPTER IV
RESULTS
4.1

Impact Device
In order to model a subconcussive injury in a rodent model, it was necessary to design

and build a novel impact device capable of producing an impact magnitude below the reported
range used for mTBI (Table 2.1). Subsequently, a novel pneumatically driven impact device was
engineered with an average impact velocity of 0.72 ± 0.041m/s, an average linear acceleration of
6.72 ± 1.547g, and an average kinetic energy of 0.03 ± 0.003J. Descriptive Statistics obtained
from the univariate analysis performed on the impact data can be found in Table 4.1. The results
from the Shapiro-Wilk test of normality for each variable are as follows: velocity (p=0.515),
acceleration (p=0.190), and kinetic energy (p=0.686). With an alpha level of 0.05, these results
indicated a normal distribution for all variables.
Table 4.1

Impact Device Dynamics

Variable
Velocity (m/s)
Acceleration (g)
Kinetic Energy (J)

Mean
0.722
6.722
0.034

Standard Deviation
0.041
1.547
0.003

Minimum
0.610
3.991
0.024

Maximum
0.798
10.348
0.042

The mean, standard deviation, minimum, and maximum velocity (m/s), acceleration (g), and
kinetic energy (J) calculated from impact data.
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4.2

Thermography

4.2.1

Pre-impact vs. Post-impact
Analysis of pre-impact and post-impact temperatures aimed to identify immediate

temperature change due to impact for internal and median surface temperatures (MST). Results
from this investigation indicated a consistent decrease in temperature due to impact regardless of
temperature measurement source. Furthermore, this decrease was significant for all temperature
measurements excluding the ventral thorax MST. The mean ± the standard error of the mean
(SEM) can be found for pre-impact and post-impact internal temperatures in Table 4.2.
Table 4.2

Internal temperature measurements (°F)
Group
Sham
T0
T0.5
T1
T4
T7
T14
Overall

Internal Temperature Measurements (°F)
Pre-Impact
Post-Impact
(Mean ± SEM)
(Mean ± SEM)
NA
96.87 ± 0.835
97.77 ± 1.282
96.58 ± 1.072
97.05 ± 1.429
95.52 ± 1.555
97.00 ± 0.787
96.22 ± 0.643
97.88 ± 1.466
96.75 ± 1.296
97.40 ± 0.894
95.27 ± 2.071
96.48 ± 0.833
95.22 ± 0.893
97.17 ± 1.102
96.16 ± 1.330

Summary of internal temperature measurements (°F) for impact and sham groups and the overall
average internal temperature obtained immediately prior to pre-impact and post-impact thermal
imaging (mean ± SEM).
Similarly, the mean ± the standard error of the mean MST for the ventrum and dorsum of
the head, thorax, and abdomen ROIs have been reported in Table 4.3 for pre-impact and postimpact measurements.
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Table 4.3

Pre-impact and post-impact surface temperatures (°F)
Median Surface Temperature Measurements (°F)
Ventral
Dorsal
Pre-impact
Post-impact
Pre-impact
Post-impact
(Mean ± SEM) (Mean ± SEM)
(Mean ± SEM)
(mean ± SEM)
89.54 ± 0.21
NA
85.90 ± 0.25
NA
89.25 ± 0.39
89.10 ± 0.56
85.81 ± 0.24
84.69 ± 0.16
89.68 ± 0.39
88.64 ± 0.27
85.76 ± 0.19
84.98 ± 0.32
89.88 ± 0.22
88.55 ± 0.24
86.15 ± 0.44
85.76 ± 0.36
90.57 ± 0.36
89.95 ± 0.20
86.14 ± 0.37
85.65 ± 0.42
89.60 ± 0.40
89.73 ± 0.38
86.10 ± 0.46
85.81 ± 0.26
89.06 ± 0.36
88.61 ± 0.30
85.35 ± 0.40
85.15 ± 0.46
89.64 ± 0.13
89.11 ± 0.16
85.89 ± 0.13
85.37 ± 0.15

ROI

Group (n)

Head

Sham (n=12)
T0 (n=6)
T0.5 (n=5-6)
T1 (n=6)
T4 (n=6)
T7 (n=6)
T14 (n=6)
Overall

Thorax

Sham (n=12)
T0 (n=6)
T0.5 (n=6)
T1 (n=6)
T4 (n=5)
T7 (n=6)
T14 (n=6)
Overall

92.11 ± 0.26
92.78 ± 0.36
92.21 ± 0.36
91.63 ± 0.15
91.10 ± 0.26
91.89 ± 0.49
91.43 ± 0.22
92.02 ± 0.13

NA
91.88 ± 0.52
91.51 ± 0.30
91.28 ± 0.25
92.69 ± 0.30
91.53 ± 0.16
91.66 ± 0.39
91.77 ± 0.15

92.40 ± 0.21
92.47 ± 0.50
93.01 ± 0.17
92.08 ± 0.35
93.05 ± 0.31
92.00 ± 0.23
92.09 ± 0.42
92.44 ± 0.13

NA
91.14 ± 0.77
91.51 ± 0.30
91.28 ± 0.25
92.69 ± 0.30
91.53 ± 0.16
91.66 ± 0.39
91.64 ± 0.18

Abdomen

Sham (n=12)
T0 (n=6)
T0.5 (n=6)
T1 (n=6)
T4 (n=5)
T7 (n=6)
T14 (n=6)
Overall

92.03 ± 0.18
93.06 ± 0.28
92.36 ± 0.26
91.62 ± 0.13
92.01 ± 0.34
91.60 ± 0.31
91.92 ± 0.26
92.08 ± 0.11

NA
92.03 ± 0.47
91.30 ± 0.22
91.08 ± 0.20
91.84 ± 0.30
91.17 ± 0.31
91.04 ± 0.35
91.40 ± 0.14

92.506 ± 0.18
92.862 ± 0.44
92.769 ± 0.29
91.74 ± 0.33
93.063 ± 0.44
92.63 ± 0.33
92.139 ± 0.22
92.53 ± 0.12

NA
91.57 ± 0.62
91.62 ± 0.36
90.80 ± 0.18
92.73 ± 0.36
92.01 ± 0.38
91.39 ± 0.20
91.69 ± 0.18

Summary of median surface temperature measurements (°F) obtained thermographically for each
ROI for impact and sham groups and the overall average median surface temperature obtained
immediately prior to pre-impact and post-impact thermal imaging (mean ± SEM).
Note that temperature measurements for sham were obtained at the same time point as
pre-impact measurements for impact groups. Because the sample size of sham (n=12) was much
lower than the impact group (n=36), sham animals were not included in this analysis in order to
increase statistical power. However, the distribution of sham is included to the right of each
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distribution plot for reference despite exclusion from paired analysis. For all distribution
comparison plots the mean is represented by a “+” and the median by a horizontal line. The
whiskers indicate the maximum and minimum temperature values. Significance is denoted as
follows: one asterisk (*) indicates p-value smaller than 0.05 (p<0.05), two asterisk (**) indicate a
p-value smaller than 0.01 (p<0.01), and three asterisks (***) indicate p-value smaller than 0.001
(p<0.001).
Analysis of the change in internal temperature due to impact revealed that there was a
significant decrease in temperature between pre-impact and post-impact measurements
(p<0.0001) (Figure 4.1). Boxplots of the distribution of internal temperature before impact and
after impact can be seen in Figure 4.1.

Figure 4.1

Distribution of pre-impact vs. post-impact internal temperatures (°F).

The distribution of internal temperature measurements (°F) obtained pre-impact (n=36) and postimpact (n=36). The distribution of sham (n=12) is shown for reference only and was not included
in analysis.
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Similar to the change seen in internal temperature due to impact, the MST for the head
ROI demonstrated an immediate decrease due to impact (Figure 4.2). Results from the head ROI
analysis of MST change between pre-impact and post-impact temperature revealed this
significant decrease in temperature for both the ventral (p=0.0014) and dorsal head MST
measurements (p=0.010) (Figure 4.2). The distribution of the ventral and dorsal MST for the
head ROI can be seen in Figure 4.2a and Figure 4.2b, respectively.

Figure 4.2

Distribution of pre- and post-impact (a) ventral and (b) dorsal head MST (°F).

The distribution of the (a) ventral and (b) dorsal head MST (°F) obtained pre-impact (n=36) and
post-impact (n=36). The distribution of sham (n=12) is shown for reference only and was not
included in analysis.
Analysis of the ventral and dorsal MST measurements for the thorax ROI exploring the
difference in temperatures pre-impact and post-impact revealed no significant differences in
temperature due to impact for the ventral thorax (p=0.148) (Figure 4.3a). However, the dorsal
thorax measurements showed a significant decrease in MST due to impact (p<0.0001) (Figure
4.3b).
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Figure 4.3

Distribution of pre- and post-impact (a) ventral and (b) dorsal thorax MST (°F).

The distribution of the (a) ventral and (b) dorsal thorax MST (°F) obtained pre-impact (n=36)
and post-impact (n=36). The distribution of sham (n=12) is shown for reference only and was not
included in analysis.
The change in MST due to impact for the ventral and dorsal abdominal ROI
measurements revealed a significant decrease in temperature post-impact compared to preimpact for both the ventral (p<0.0001) and dorsal (p<0.0001) surface (Figure 4.4). The preimpact and post-impact abdominal MST distribution can be seen for the ventrum in Figure 4.4a
and the dorsum in Figure 4.4b.
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Figure 4.4

Distribution of pre- and post-impact (a) ventral and (b) dorsal abdomen MST (°F).

The distribution of the (a) ventral and (b) dorsal abdomen MST (°F) obtained pre-impact (n=36)
and post-impact (n=36). The distribution of sham (n=12) is shown for reference only and was not
included in analysis.
4.2.2

Post-Recovery
Preliminary comparison of sham internal temperature and MST measurements, obtained

from the pre-impact time point and the post-recovery time-point, revealed a consistent increase
in temperature at the post-recovery time point (Appendix D). For this reason, pre-impact
temperature was used as the covariate for analysis of post-recovery temperature data among
groups. By using ANCOVA procedures, the influence of pre-impact difference was controlled
allowing for a more robust analysis. Because ANCOVA procedures were used, statistical
analysis was performed with respect to the Least Squares Means (LSM). Subsequently, the
results are described based on the LSM statistics. However, the distributions of each temperature
measurement (internal and MST) are presented in boxplots (Figures 4.5a, 4.6a, 4.7a, 4.8a, 4.9a.
4.10a, and 4.11a). The mean ± the standard error of the mean (SEM) can be seen for each
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temperature measurement (internal and MST) in Appendix E. Three ANCOVA analyses were
performed as follows: 1) all recovery groups (T0, T0.5, T1, T4, T7, and T14) and sham followed
by a Dunnett’s post hoc comparison to sham and an additional Dunnett’s post hoc comparison to
group T0; 2) impact recovery groups T0.5, T1, T4, T7, and T14 (excluding T0) and sham
followed by a Dunnett’s post hoc comparison to sham; 3) all recovery groups (T0, T0.5, T1, T4,
T7, and T14) without sham followed by a Dunnett’s post hoc comparison to group T0.
For all LSM plots, significance is denoted as follows: one asterisk (*) indicates p-value
smaller than 0.05 (p<0.05), two asterisk (**) indicate a p-value smaller than 0.01 (p<0.01), and
three asterisks (***) indicate p-value smaller than 0.001 (p<0.001). Asterisk(s) located above a
recovery group LSM error bar with no bracket indicates significance between the impact
recovery group and group T0. Asterisk(s) located above a solid bracket indicate significance
between the impact recovery group and sham. Error bars represent the 95% CI associated with
the group LSM.
Results from the LSM analysis for internal temperature including all recovery groups
(T0, T0.5, T1, T4, T7, and T14) and sham indicated an overall significant difference between
groups (p=0.045). When post-recovery temperatures were compared directly to sham, no
significant differences were indicated (Figure 4.5b). Interestingly, this insignificant difference
was detected between sham and T0 (p=0.0829) indicating that there was no significant change in
internal temperature due to impact (Figure 4.5b). This result conflicts with the significant
decrease in internal temperature seen when pre-impact (sham equivalent) and post-impact (T0
equivalent) temperatures were compared for all impact groups (Figure 4.1). Because the pairedsample t-test comparing pre-impact internal temperatures (n=36) to post-impact internal
temperatures (n=36) revealed a significant decrease in internal temperature directly post-impact
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(p<0.001), it is possible that failure to identify a significant difference between sham (n=12) and
T0 (n=6) internal temperatures was a result of a Type II error. A summary of the ANCOVA
results and LSM data along with the lower and upper 95% confidence interval for internal
temperatures can be seen in Table 4.4.
Table 4.4

Post-recovery internal temperature (°F) ANCOVA summary
Post-Recovery Internal Temperature (°F)

ANCOVA Groups

LS-Means

All (p=0.045)*
Sham
97.16
T0
96.32
T0.5
97.72
T1
97.57
T4
99.14
T7
99.33
T14
97.62
Excluding T0 (p=0.2379)
Sham
97.12
T0.5
97.69
T1
97.54
T4
99.04
T7
99.28
T14
97.60
Excluding Sham (p=0.0499)*
T0
96.38
T0.5
97.74
T1
97.59
T4
99.24
T7
99.37
T14
97.61

95% Confidence Limits
Lower
Upper

H0: LSM=Sham
p-value

H0: LSM=T0
p-value

96.12
94.96
96.27
96.24
97.54
97.88
96.23

98.19
97.67
99.18
98.90
100.74
100.78
99.01

p=0.868
p=0.979
p=0.994
p=0.213
p=0.093
p=0.991

p=0.829
p=0.536
p=0.601
p=0.034*
p=0.020*
p=0.608

96.03
96.15
96.13
97.28
97.75
96.13

98.21
99.22
98.94
100.81
100.82
99.07

p=0.970
p=0.990
p=0.280
p=0.111
p=0.982

-

94.99
96.24
96.22
97.59
97.87
96.16

97.77
99.24
98.97
100.89
100.86
99.06

-

p=0.547
p=0.611
p=0.035*
p=0.024*
p=0.640

When post-recovery internal temperatures were compared specifically to group T0
(Figure 4.5b), internal temperature LSM for T0 was significantly lower than for groups T4
(p=0.034) and T7 (p=0.020). In other words, the internal temperature after a 4-day recovery and
after a 7-day recovery was significantly higher than directly after impact. This result shows that
86

there is significant change in internal temperature following recovery from impact 4- and 7-days
after the initial change seen directly following impact. Furthermore, these results matched those
seen when sham was excluded from the analysis (Figure 4.5d).
In order to eliminate the known significant comparisons to T0, an analysis was conducted
excluding T0 to determine if the remaining recovery groups did in fact recover to sham levels
post-recovery. The resulting comparison of internal temperature LSM for sham and recovery
groups T0.5, T1, T4, T7, and T14 indicated no significant difference between groups (p=0.238)
(Figure 4.5c). In other words, internal temperature appeared to recover to sham levels 12-hours
after impact.
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Figure 4.5

Internal temperature (°F) post-recovery comparison plots

Plots of the (a) distribution of post-recovery internal temperatures (°F) for all impact recovery
groups and sham, (b) LSM analysis of all groups including sham, (c) LSM of recovery groups
and sham excluding T0, (d) of all recovery groups and excluding sham. Asterisk(s) denotes
significance compared to group T0. Error bars represent the 95% CI.
Results from the ANCOVA analysis for the ventral head MST indicated an overall
significant difference between recovery groups with sham (p=0.001). Comparison of all recovery
groups to sham indicated that T0 ventral head MST was significantly lower than sham (p<0.001)
(Figure 4.6b). This result aligns with the result of the paired t-test comparison of pre-impact and
post-impact ventral head MST (p=0.001) where an immediate decrease in temperature due to
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impact is observed (Figure 4.2a). Comparison of all other recovery groups, T0.5, T1, T4, T7, and
T14 showed no significant difference to sham ventral head MST measurements (Figure 4.6b).
Furthermore, as with internal temperature measurements, recovery groups T0.5, T1, T4, T7, and
T14 were not found to be significantly different from sham (p=0.359) even when T0 was
removed (Figure 4.6c). A summary of the ANCOVA results and LSM data along with the lower
and upper 95% confidence interval for the ventral head MST can be seen in Table 4.5.
Table 4.5

Post-recovery ventral head MST (°F) ANCOVA summary
Ventral Head Post-Recovery Surface Temperature (°F)

ANCOVA Groups

LS-Means

All (p=0.001)*
Sham
91.59
T0
89.23
T0.5
90.88
T1
90.94
T4
91.65
T7
92.06
T14
91.19
Excluding T0 (p=0.359)
Sham
91.59
T0.5
90.89
T1
91.00
T4
91.85
T7
92.04
T14
91.08
Excluding Sham (p=0.004)*
T0
89.22
T0.5
90.89
T1
90.95
T4
91.68
T7
92.07
T14
91.18

95% Confidence Limits
Lower
Upper

H0: LSM=Sham
p-value

H0: LSM=T0
p-value

90.93
88.37
89.95
90.00
90.73
91.03
90.31

92.24
90.09
91.81
91.87
92.58
93.10
92.07

p<0.001*
p=0.701
p=0.771
p=1.000
p=0.948
p=0.961

p<0.001*
p=0.056
p=0.050
p=0.003*
p<0.001*
p=0.011*

90.94
89.98
90.09
90.94
91.02
90.20

92.23
91.80
91.92
92.76
93.06
91.96

p=0.638
p=0.782
p=0.990
p=0.927
p=0.840

-

88.34
89.94
89.99
90.72
91.00
90.27

90.11
91.84
91.91
92.64
93.13
92.09

-

p=0.058
p=0.052
p=0.005*
p=0.001*
p=0.014*

When recovery groups T0.5, T1, T4, T7, and T14 were compared to T0 with respect to
ventral head MST, results demonstrated an increase in temperature just shy of significance 1289

hours post-impact (T0.5) (p=0.056) and after 1-day of recovery post-impact (T1) (p=0.050)
(Figure 4.6b). However, results indicate a significant increase in ventral head MST between T0
and T4 (p=0.003), T7 (p<0.001), and T14 (p=0.011) (Figure 4.6b). Interestingly the temperature
increase from T0 levels to those seen at T14, appears to be less than that seen for T4 and T7.
These significant pairs were also identified when sham was removed from the post-recovery
comparison analysis (Figure 4.6d).
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Figure 4.6

Ventral head MST (°F) post-recovery comparison plots

Plots of the (a) distribution of post-recovery ventral head MST (°F) for all impact recovery
groups and sham, (b) LSM analysis of all groups including sham, (c) LSM of recovery groups
and sham excluding T0, (d) of all recovery groups and excluding sham. Asterisk(s) denotes
significance compared to group T0. Error bars represent the 95% CI.
Surface temperature analysis for the dorsal head ROI indicated an overall significant
difference in LSM among recovery groups with sham (p<0.001). As with the ventral head MST
analysis (Table 4.5), T0 dorsal head MST was significantly lower than sham (p<0.001) while no
other recovery group presented significant differences compared to sham (Figure 4.7b). When T0
was removed from analysis, comparison results confirmed that recovery groups T0.5, T1, T4,
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T7, and T14 remained insignificantly different from sham (Figure 4.7c). A summary of the
ANCOVA results and LSM data along with the lower and upper 95% confidence interval for the
dorsal head MST can be seen in Table 4.6.
Table 4.6

Post-recovery dorsal head MST (°F) ANCOVA summary
Dorsal Head Post-Recovery Surface Temperature (°F)

ANCOVA Groups

LS-Means

All (p<0.001)*
Sham
87.73
T0
84.71
T0.5
86.73
T1
86.72
T4
88.20
T7
88.88
T14
88.60
Excluding T0 (p=0.030)*
Sham
87.74
T0.5
86.73
T1
86.72
T4
88.21
T7
88.88
T14
88.60
Excluding Sham (p<0.001)*
T0
84.69
T0.5
86.71
T1
86.72
T4
88.20
T7
88.87
T14
88.56

95% Confidence Limits
Lower
Upper

H0: LSM=Sham
p-value

H0: LSM=T0
p-value

86.98
83.65
85.67
85.66
87.23
87.82
87.60

88.49
85.77
87.79
87.78
89.17
89.94
89.60

p<0.001*
p=0.488
p=0.467
p=0.949
p=0.344
p=0.613

p<0.001*
p=0.044*
p=0.046*
p<0.001*
p<0.001*
p<0.001*

86.93
85.60
85.59
87.17
87.76
87.54

88.54
87.86
87.85
89.24
90.01
89.67

p=0.496
p=0.477
p=0.936
p=0.361
p=0.615

-

83.65
85.66
85.67
87.24
87.82
87.57

85.73
87.75
87.77
89.17
89.91
89.54

-

p=0.038*
p=0.038*
p<0.001*
p<0.001*
p<0.001*

In contrast to the ventral head MST analysis (Figure 4.6b), the dorsal head MST
comparison analysis between all groups showed a significant increase from T0 for T0.5
(p=0.044) and T1 (p=0.046) (Figure 4.7b). Furthermore, the dorsal head MST for T4, T7, and
T14 were elevated in comparison to the T0 measurements (p<0.001) (Figure 4.7b). The
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significant differences between T0 and recovery groups T0.5, T1, T4, T7, and T14 were also
observed when sham was removed from analysis procedures (Figure 4.7d).

Figure 4.7

Dorsal head MST (°F) post-recovery comparison plots

Plots of the (a) distribution of post-recovery dorsal head MST (°F) for all impact recovery groups
and sham, (b) LSM analysis of all groups including sham, (c) LSM of recovery groups and sham
excluding T0, (d) of all recovery groups and excluding sham. Asterisk(s) denotes significance
compared to group T0. Error bars represent the 95% CI.
As with both the ventral and dorsal head MST analysis (Table 4.5 and 4.6), the
ANCOVA results for the thorax MST measurements for all recovery groups (T0, T0.5, T1, T4,
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T7, and T14) and sham indicated an overall significance both ventrally (p=0.009) and dorsally
(p<0.001) (Table 4.7 and 4.8). Similarly, T0 thorax MST measurements were consistently lower
than sham for the ventrum (p=0.014) and dorsum (p<0.001) (Table 4.7 and 4.8). A summary of
the ANCOVA results and LSM data along with the lower and upper 95% confidence interval for
the ventral thorax MST can be seen in Table 4.7.
Table 4.7

Post-Recovery ventral thorax MST (°F) ANCOVA summary
Ventral Thorax Post-Recovery Surface Temperature (°F)

ANCOVA Groups

LS-Means

All (p=0.009)*
Sham
93.64
T0
91.87
T0.5
93.24
T1
92.60
T4
94.37
T7
93.14
T14
93.22
Excluding T0 (p=0.069)
Sham
93.67
T0.5
93.35
T1
92.55
T4
94.39
T7
93.11
T14
93.12
Excluding Sham (p=0.0141)*
T0
91.81
T0.5
93.21
T1
92.63
T4
94.37
T7
93.16
T14
93.26

95% Confidence Limits
Lower
Upper

H0: LSM=Sham
p-value

H0: LSM=T0
p-value

92.98
90.96
92.30
91.66
93.52
92.21
92.34

94.30
92.78
94.19
93.55
95.21
94.08
94.10

p=0.016*
p=0.970
p=0.327
p=0.620
p=0.916
p=0.952

p=0.014*
p=0.140
p=0.735
p=0.001*
p=0.229
p=0.179

93.04
92.44
91.66
93.58
92.22
92.30

94.29
94.26
93.43
95.20
93.99
93.95

p=0.975
p=0.180
p=0.510
p=0.783
p=0.780

-

90.83
92.22
91.64
93.48
92.18
92.33

92.78
94.20
93.62
95.25
94.14
94.20

-

p=0.138
p=0.645
p=0.002*
p=0.206
p=0.163

A summary of the ANCOVA results and LSM data along with the lower and upper 95%
confidence interval for the dorsal thorax MST can be seen in Table 4.8.
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Table 4.8

Post-Recovery dorsal thorax MST (°F) ANCOVA summary
Dorsal Thorax Post-Recovery Surface Temperature (°F)

ANCOVA Groups

LS-Means

All (p<0.001)*
Sham
93.88
T0
91.11
T0.5
93.29
T1
92.64
T4
94.68
T7
94.76
T14
93.81
Excluding T0 (p=0.016)*
Sham
93.82
T0.5
93.48
T1
92.49
T4
94.89
T7
94.67
T14
93.69
Excluding Sham (p<0.001)*
T0
91.14
T0.5
93.30
T1
92.67
T4
94.69
T7
94.78
T14
93.84

95% Confidence Limits
Lower
Upper

H0: LSM=Sham
p-value

H0: LSM=T0
p-value

93.10
90.16
92.21
91.57
93.69
93.71
92.84

94.66
92.07
94.37
93.70
95.68
95.81
94.77

p<0.001*
p=0.910
p=0.270
p=0.680
p=0.610
p=1.000

p<0.001*
p=0.020*
p=0.160
p<0.001*
p<0.001*
p=0.002*

93.10
92.47
91.50
93.95
93.70
92.80

94.55
94.49
93.48
95.83
95.64
94.59

p=0.979
p=0.131
p=0.301
p=0.517
p=1.000

-

90.14
92.17
91.55
93.65
93.69
92.82

92.13
94.42
93.79
95.73
95.88
94.85

-

p=0.027*
p=0.167
p<0.001*
p<0.001*
p=0.003*

Interestingly, the significant post-recovery LSM result between T0 and sham for the
ventral thorax MST (Table 4.7) deviates from the insignificant results yielded for the pre- and
post-impact ventral thorax MST comparison (Figure 4.3a). Additionally, no significant LSM
differences were identified between sham and the remaining recovery groups (T0.5, T1, T4, T7,
and T14) for either the ventral thorax MST (Figure 4.8b and Figure 4.8c) or the dorsal thorax
MST (Figure 4.9b and 4.9c). Comparison of ventral thorax MST for T0 and T4 indicated a
significant increase in temperature LSM for T4 (p=0.001) (Figure 4.8b). However, no other
recovery group (T0.5, T1, T7, or T14) showed a significance difference in ventral thorax MST
when compared to T0 (Figure 4.8b and 4.8d).
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Figure 4.8

Ventral thorax MST (°F) post-recovery comparison plots

Plots of the (a) distribution of post-recovery ventral thorax MST (°F) for all impact recovery
groups and sham, (b) LSM analysis of all groups including sham, (c) LSM of recovery groups
and sham excluding T0, (d) of all recovery groups and excluding sham. Asterisk(s) denotes
significance compared to group T0. Error bars represent the 95% CI.
Conversely, the dorsal thorax MST analysis indicated significant LSM differences
between T0 and recovery groups T0.5 (p=0.020), T4 (p<0.001), T7 (p<0.001), and T14
(p=0.002) (Figure 4.9b). However, the ventral thorax MST for group T1 was insignificantly
different from T0 despite the slight increase in LSM temperature seen visually for T1 (Figure
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4.8b and 4.8d). This observation was echoed in for the dorsal thorax MST analysis of LSM
(Figure 4.9b and 4.9d).

Figure 4.9

Dorsal thorax MST (°F) post-recovery comparison plots

Plots of the (a) distribution of post-recovery dorsal thorax MST (°F) for all impact recovery
groups and sham, (b) LSM analysis of all groups including sham, (c) LSM of recovery groups
and sham excluding T0, (d) of all recovery groups and excluding sham. Asterisk(s) denotes
significance compared to group T0. Error bars represent the 95% CI.
Results for the ANCOVA preformed for the abdomen MST measurements indicated an
overall significant difference between recovery groups (T0, T0.5, T1, T4, T7, and T14) with
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sham both ventrally (p=0.048) and dorsally (p<0.001) (Table 4.9 and 4.10). In contrast to all
other MST measurements (Table 4.5-4.8), the ventral abdomen MST did not indicate a
significant difference between T0 and sham LSM despite the characteristic decrease in
temperature LSM seen for T0 (Figure 4.10b). As with the internal temperature ANCOVA results
(Figure 4.5b), this finding is in opposition to the significant result obtained from the paired
comparison of pre- and post-impact ventral abdomen MST (Figure 4.4a). It is possible that the
failure to identify a significant difference may be the result of a Type II error. However, an
additional reason may be due to the to the similarity in measurement location between the ventral
abdomen ROI and internal temperature source (rectum) and the shared proximity to the
intraperitoneal injection of anesthesia and subsequent pharmacodynamics. A summary of the
ANCOVA results and LSM data along with the lower and upper 95% confidence interval for the
ventral abdomen MST can be seen in Table 4.9.
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Table 4.9

Post-Recovery ventral abdomen MST (°F) ANCOVA summary
Ventral Abdomen Post-Recovery Surface Temperature (°F)

ANCOVA Groups

LS-Means

All (p=0.048)*
Sham
92.89
T0
91.71
T0.5
91.82
T1
92.18
T4
93.33
T7
93.99
T14
93.20
Excluding T0 (p=0.091)
Sham
92.85
T0.5
91.87
T1
92.05
T4
93.29
T7
93.86
T14
93.15
Excluding Sham (p=0.028)*
T0
91.63
T0.5
91.79
T1
92.23
T4
93.35
T7
94.06
T14
93.23

95% Confidence Limits
Lower
Upper

H0: LSM=Sham
p-value

H0: LSM=T0
p-value

92.16
90.60
90.76
91.10
92.30
92.90
92.26

93.61
92.81
92.87
93.25
94.35
95.08
94.14

p=0.358
p=0.419
p=0.796
p=0.968
p=0.386
p=0.992

p=0.287
p=1.000
p=0.976
p=0.145
p=0.041*
p=0.183

92.11
90.74
90.97
92.24
92.77
92.19

93.59
92.99
93.13
94.34
94.95
94.10

p=0.479
p=0.671
p=0.947
p=0.444
p=0.987

-

90.50
90.74
91.15
92.33
92.95
92.29

92.76
92.84
93.32
94.36
95.16
94.16

-

p=0.999
p=0.906
p=0.108
p=0.032*
p=0.137

Comparison analysis of LSM between sham and recovery groups T0.5, T1, T4, T7, and
T14 was characteristically insignificant for the ventral abdomen MST analysis (Figure 4.10b and
4.10c). However, when compared to T0, group T7 LSM was shown to have a significant
elevation in ventral abdomen MST post-recovery (p=0.041), both when sham was included in
analysis (Figure 4.10b) and when sham was excluded (Figure 4.10d).
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Figure 4.10

Ventral Abdomen MST (°F) post-recovery comparison plots

Plots of the (a) distribution of post-recovery ventral abdomen MST (°F) for all impact recovery
groups and sham, (b) LSM analysis of all groups including sham, (c) LSM of recovery groups
and sham excluding T0, (d) of all recovery groups and excluding sham. Asterisk(s) denotes
significance compared to group T0. Error bars represent the 95% CI.
Conversely, the dorsal abdomen MST analysis results did indicate a significant difference
in LSM between sham and T0 (p=0.005) with T0 characterized by a lower temperature than
sham (Figure 4.11b). Additionally, the dorsal abdomen MST was the only measurement that
indicated a significant difference between sham and an additional recovery group, specifically
T7 (p=0.019) (Figure 4.11b). Furthermore, the results for the ANCOVA comparing recovery
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groups and sham while excluding T0 (Figure 4.11c) not only indicated an overall significance
(p=0.001), but indicated dorsal abdomen MST to be significantly higher for groups T4 (p=0.025)
and T7 (p=0.011) than for sham (Table 4.10). In other words, the dorsal abdomen MST postimpact following a 4-day recovery (T4) and following a 7-day recovery (T7) demonstrated a
significant increase compared to non-impact (sham) levels. A summary of the ANCOVA results
and LSM data along with the lower and upper 95% confidence interval for the dorsal abdomen
MST can be seen in Table 4.10.
Table 4.10

Post-Recovery dorsal abdomen MST (°F) ANCOVA summary
Dorsal Abdomen Post-Recovery Surface Temperature (°F)

ANCOVA Groups

LS-Means

All (p<0.001)*
Sham
93.31
T0
91.41
T0.5
93.39
T1
92.64
T4
94.68
T7
95.18
T14
93.10
Excluding T0 (p=0.001)*
Sham
93.30
T0.5
93.49
T1
92.35
T4
94.82
T7
95.17
T14
92.99
Excluding Sham (p<0.001)*
T0
91.36
T0.5
93.33
T1
92.79
T4
94.59
T7
95.18
T14
93.15

95% Confidence Limits
Lower
Upper

H0: LSM=Sham
p-value

H0: LSM=T0
p-value

92.65
90.58
92.37
91.65
93.83
94.18
92.27

93.98
92.24
94.40
93.63
95.53
96.18
93.93

p=0.005*
p=1.000
p=0.768
p=0.077
p=0.019*
p=0.998

p=0.005*
p=0.020*
p=0.283
p<0.001*
p<0.001*
p=0.035*

92.67
92.52
91.39
94.00
94.22
92.20

93.94
94.46
93.30
95.65
96.12
93.77

p=0.998
p=0.362
p=0.025*
p=0.011*
p=0.964

-

90.59
92.38
91.85
93.80
94.25
92.38

92.13
94.27
93.72
95.39
96.10
93.92

-

p=0.011*
p=0.112
p<0.001*
p<0.001*
p=0.013*
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Additionally, dorsal abdomen MST analysis indicated significant differences in LSM
between T0 and recovery groups T0.5 (p=0.020), T4 (p<0.001), T7 (p<0.001), and T14
(p=0.035) with all recovery groups showing a significant increase in temperature compared to T0
(Figure 4.11b). However, group T1 was not significantly different from T0 (p=0.283) with
respect to the LSM for the dorsal abdomen MST (Figure 4.11b). These results were also obtained
when sham was excluded from the comparison analysis (Figure 4.11d).
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Figure 4.11

Dorsal abdomen MST (°F) post-recovery comparison plots

Plots of the (a) distribution of post-recovery dorsal abdomen MST (°F) for all impact recovery
groups and sham, (b) LSM analysis of all groups including sham, (c) LSM of recovery groups
and sham excluding T0, (d) of all recovery groups and excluding sham. Asterisk(s) denotes
significance compared to group T0. Error bars represent the 95% CI.
4.3
4.3.1

Behavior
Open Field Test
An Open Field Test (OFT) assay was employed to investigate indications of altered

general locomotor activity or anxiety-like/risk-avoidance behavior due to impact and throughout
recovery (4-, 7-, and 14-days). Groups T0, T0.5, and T1 in addition to their associated sham
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(n=6) were not included in this behavioral investigation due to prolonged (3 days) action of
analgesia administered directly after impact. Subsequently, this analysis included groups T4
(n=6), T7 (n=5), T14 (n=6) and associated sham (n=6). The variables measured during this assay
have been summarized in Table 4.11. Results for overall significance are presented in the table
beneath the variable name while results for the Tukey multiple comparisons procedures are
implicated alphabetically next to the summary statistic (Table 4.11). Plots represent the mean
with error bars representing the standard error of the mean (SEM). For all plots, significance is
denoted as follows: one asterisk (*) indicates p-value smaller than 0.05 (p<0.05), two asterisk
(**) indicate a p-value smaller than 0.01 (p<0.01), and three asterisks (***) indicate p-value
smaller than 0.001 (p<0.001).
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Table 4.11

Open Field Test result summary

Open Field Test Variables
Total Distance Traveled (m)
ANOVA (p=0.003)*

Average Speed (m/s)
Welch’s ANOVA (p=0.007)*

Maximum Speed (m/s)
ANOVA (p=0.107)

Total Time Mobile (mins)
ANOVA (p=0.033)*

Total Time Immobile (mins)
ANOVA (p=0.029)*

Total Time Outer Zone (mins)
ANOVA (p=0.153)

Time Mobile Outer Zone (mins)
ANOVA (p=0.049)*

Time Immobile Outer Zone (mins)
ANOVA (p=0.116)

Distance Traveled Outer Zone (m)
ANOVA (p=0.003)*

Time Center Zone (mins)
ANOVA (p=0.196)

Entries Center Zone
ANOVA (p=0.076)

Time Mobile Center Zone (mins)
ANOVA (p=0.092)

Time Immobile Center Zone (mins)
ANOVA (p=0.280)

Distance Traveled Center Zone (m)
ANOVA (p=0.005)*

Thigmotaxis Index
ANOVA (p=0.194)

Risk Avoidance Ratio
ANOVA (p=0.007)*

T4

Impact Recovery Groups
T7
T14

Sham
(Mean ± SEM)

(Mean ± SEM)

(Mean ± SEM)

(Mean ± SEM)

68.59 ± 3.99a

57.03 ± 5.66ab

46.20 ± 1.12b

69.89 ± 5.809a

0.06 ± 0.01ab

0.03 ± 0.003ab

0.03 ± 0.001a

0.04 ± 0.004b

0.64 ± 0.10

0.47 ± 0.06

0.44 ± 0.04

0.72 ± 0.120

13.68 ± 0.76a

12.61 ± 0.60ab

10.60 ± 0.55b

13.11 ± 0.881ab

16.24 ± 0.79a

17.39 ± 0.60ab

19.39 ± 0.55b

16.85 ± 0.864ab

27.36 ± 0.24

27.60 ± 0.50

27.77 ± 0.38

28.47 ± 0.066

12.00 ± 0.82ab

10.53 ± 0.30ab

9.32 ± 0.48a

11.94 ± 0.877b

15.36 ± 0.73

16.53 ± 0.75

17.91 ± 0.26

15.56 ± 0.434

56.07 ± 3.91a

42.80 ± 2.71ab

38.63 ± 1.07b

61.67 ± 4.935a

2.56 ± 0.25

2.40 ± 0.50

2.23 ± 0.38

1.53 ± 0.064

77.17 ± 2.41

65.00 ± 8.99

55.67 ± 5.81

59.00 ± 5.756

1.58 ± 0.05

1.54 ± 0.18

1.29 ± 0.17

1.17 ± 0.048

0.68 ± 0.05

0.85 ± 0.33

0.94 ± 0.24

0.37 ± 0.059

12.53 ± 0.64a

9.32 ± 1.19ab

7.57 ± 0.84b

8.22 ± 1.062b

0.83 ± 0.02

0.84 ± 0.03

0.85 ± 0.03

0.90 ± 0.004

0.19 ± 0.01a

0.18 ± 0.01a

0.16 ± 0.02ab

0.12 ± 0.01b

The mean ± the standard error of the mean (SEM) for impact recovery groups (n=6), T7 (n=5),
and T14 (n=6) and sham (n=6) for all variables measured during the open field test. The p-value
obtained from the ANOVA performed on each variable is presented. Significant differences
between group pairs identified from the multiple comparison’s procedure with a Tukey
adjustment (Dunnett’s T3 for Welch’s ANOVA) are indicated by alphanumeric superscripts next
to each group statistic
With respect to measurements related to general locomotor activity, the total distance
traveled indicated an overall significant difference between groups (p=0.003) (Table 4.11).
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Multiple comparison results showed that group T4 traveled a significantly greater total distance
than group T14 (p=0.006) (Figure 4.12a). Furthermore, group T14 traveled significantly less
total distance than sham (p=0.009). Although insignificant, group T7 traveled less total distance
than T4 and sham animals but more than T14 animals (Figure 4.12a). Additionally, other
measures of general locomotor activity, such as average speed and total time mobile, also
indicated significant differences between T4 and sham compared to T14 but did not indicate
significant differences for comparisons with group T7 (Table 4.11).

Figure 4.12

Total distance traveled (m) and total time immobile (sec).

Comparison of the (a) total distance traveled in meters and the (b) total time immobile in minutes
among impact recovery groups T4 (n=6), T7 (n=5), T14 (n=6), and sham (n=6) during the 30
minute OFT assay. The standard error of the mean as error bars. ANOVA analysis indicated a
statistical difference between group T4 and T14 for both measures and a significant difference
between group T14 and sham with respect to the total distance traveled. Asterisk(s) located
above a solid bracket indicate significance between the impact recovery group and sham
(Dunnett’s). Asterisk(s) located above a dashed bracket indicate significance between groups
from unspecified multiple comparison (Tukey). Asterisk(s) located above a dotted bracket
indicate significance between specified groups (Bonferroni).
As one would assume, this same trend is reflected in total time spent immobile with an
overall significant difference identified between groups (p=0.029) (Table 4.11). Group T4 spent
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significantly less time immobile than group T14 (p=0.025) (Figure 4.12b). Interestingly, for both
the total distance traveled (Figure 4.12a) and the total time immobile (Figure 4.12b), group T4
measurements appear to be nearly equal to sham. Although group T7 traveled a total distance a
bit less than sham (Figure 4.12a), the amount of time T7 spent immobile was nearly equal to that
observed for sham (Figure 4.12b).
Although the difference between groups was insignificant overall with respect the total
time spent in the outer zone (p=0.153) and total time spent in the center zone (p=0.0196), impact
groups T4, T7, and T14 all appear to spend less time in the outer zone (Figure 4.13a) and more
time in the center zone (Figure 4.13b) than the sham group. This phenomenon is further reflected
in the analysis of the thigmotaxis index analysis (Figure 4.13c), which indicates that on average
sham animals spent approximately 90% of the test duration in the outer zone. Although there was
no overall significance in the differences between group means (p=0.194), T4 displayed the
lowest average thigmotaxis index spending about 83% of the time in the outer zone (Figure
4.13c). Group T7 and T14 spent around 84% and 85% of their time in the outer zone respectively
(Figure 4.13c). The results seem to indicate a slight decrease in thigmotaxis among impact
groups compared to sham (Figure 4.13c).
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Figure 4.13

Plots for (a) time in outer zone (mins), (b) time in center zone (mins), (c) the index
of thigmotaxis, and (d) the risk avoidance ratio

Comparison plots of the OFT group results for (a) time in outer zone (mins), (b) time in center
zone (mins), (c) the index of thigmotaxis, and (d) the risk avoidance ratio among impact
recovery groups T4 (n=6), T7 (n=5), T14 (n=6), and sham during the 30 minute OFT assay.
ANOVA results indicated no significant differences among groups and sham for (a) time in outer
zone (mins), (b) time in center zone (mins), or (c) the index of thigmotaxis. Results indicated
significant differences in (d) the risk avoidance ratio between group T4 and sham. Plots show the
mean (symbols) and the standard error of the mean (error bars).
Due to the significant differences observed between groups for the total distance traveled
(Figure 4.12a), an alternative analysis was employed to account for this difference while
exploring center zone avoidance tendencies. Namely, the total distance traveled in the center
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zone was taken as a ratio of the overall total distance traveled (Equation 3.4). Using this
alternative analysis, it was possible to identify differences among groups in relation to the center
zone while controlling for the differences in locomotion. Results from this analysis indicated an
overall significant difference between groups (p=0.007) (Figure 4.13d). The Dunnett’s post hoc
comparison to sham indicated that group T4 traversed the center zone significantly more than
sham (p=0.004). Furthermore, sham not only traversed the center zone less than T4 but also
significantly less than T7 (p=0.019) and T14 (p=0.0465) (Figure 4.13d). In other words, because
the center zone is associated with risk, these results indicate that recovery groups T4, T7, and
T14 all exhibited a significant decrease in risk-avoidance behaviors as compared to sham.
Although this trend is echoed in the thigmotaxis analysis (Figure 4.13c), controlling for
significant differences in general locomotor activity enabled detection of significant riskavoidance differences.
4.3.2

Novel Object Recognition
A Novel Object Recognition (NOR) assay was employed to investigate indications of

altered short-term recognition memory due to impact and throughout recovery (4-, 7-, and 14days). Groups T0, T0.5, and T1 in addition to their associated sham (n=6) were not included in
this behavioral investigation due to prolonged (3 days) action of analgesia administered directly
after impact. Subsequently, this analysis included groups T4 (n=6), T7 (n=5), and T14 (n=6) in
comparison to associated sham (n=6). The variables measured during this assay have been
summarized by the mean ± the standard error of the means in Table 4.12. Presented plots display
the mean with the standard error of the mean (SEM) represented by error bars. For all plots,
significance is denoted as follows: one asterisk (*) indicates p-value smaller than 0.05 (p<0.05),
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two asterisk (**) indicate a p-value smaller than 0.01 (p<0.01), and three asterisks (***) indicate
p-value smaller than 0.001 (p<0.001).
Table 4.12

Novel Object Recognition results summary
Variables

Familiarization Phase (NOR1)
Total Distance Traveled (m)
Average Speed (m/s)
Time Mobile (s)
Time Immobile (s)
Head Entries Object 1
Head Entries Object 2
Time Exploring Object 1 (s)
Time Exploring Object 2 (s)
Total Exploration Time (E1) (s)
Testing Phase (NOR2)
Total Distance Traveled (m)
Average Speed (m/s)
Time Mobile (s)
Time Immobile (s)
Head Entries Novel Object
Head Entries Familiar Object
Time Exploring Novel Object (s)
Time Exploring Familiar Object (s)
Total Exploration Time (E2) (s)
Discrimination Index (DI)
Recognition Index (RI)

Impact Recovery Group
T4
T7
T14
(Mean ± SEM)

Sham
(Mean ± SEM)

(Mean ± SEM)

(Mean ± SEM)

17.26 ± 1.64
0.06 ± 0.005
287.56 ± 2.58
11.88 ± 2.49
24.67 ± 3.32
21.83 ± 1.72
42.78 ± 5.26
42.82 ± 6.57
85.60 ± 7.77

16.59 ± 1.33 13.86 ± 0.51 15.87 ± 1.70
0.06 ± 0.004 0.05 ± 0.002 0.05 ± 0.006
292.88 ± 2.32 288.25 ± 2.76 276.93 ± 3.64
7.12 ± 2.32
10.32 ± 2.78 22.92 ± 3.61
26.80 ± 3.89 23.00 ± 2.21 21.67 ± 2.68
23.40 ± 1.94 24.33 ± 2.42 24.50 ± 2.49
48.78 ± 13.39 43.12 ± 6.98 47.10 ± 2.16
49.42 ± 11.05 44.90 ± 5.15
51.98 ± 4.5
98.20 ± 22.46 88.02 ± 4.57 99.08 ± 4.95

15.18 ± 1.16 13.60 ± 1.04 11.00 ± 0.71 14.71 ± 2.18
0.05 ± 0.004 0.05 ± 0.003 0.04 ± 0.002 0.05 ± 0.007
273.00 ± 4.06 272.44 ± 4.85 266.85 ± 7.30 265.43 ± 6.49
26.22 ± 4.11 27.56 ± 4.85 30.40 ± 7.32 34.08 ± 6.37
24.00 ± 3.17 26.40 ± 3.47 25.83 ± 2.40 26.00 ± 2.85
24.00 ± 1.98 22.00 ± 2.07 19.67 ± 1.20 19.17 ± 2.83
56.73 ± 8.08 68.20 ± 10.51 65.83 ± 4.20 60.08 ± 9.04
48.40 ± 6.82 48.72 ± 6.23 43.57 ± 6.06 35.90 ± 3.28
105.13 ± 9.65 116.92 ± 7.81 109.40 ± 7.16 95.98 ± 12.02
0.17 ± 0.05
0.15 ± 0.11
0.22 ± 0.08
0.28 ± 0.02
0.58 ± 0.02
0.57 ± 0.06
0.61 ± 0.04
0.64 ± 0.01

Summary of the Novel Object Recognition assay results (mean ± SEM) for the familiarization
phase (NOR1) and the testing phase (NOR2) for all variables measured for impact recovery
groups T4, T7, T14 and sham.
The measures of mobility and general exploration for groups focused on the total distance
traveled (Figure 4.14a), the average speed (Figure 4.14b), the total time immobile (Figure 4.14c),
and the total time spent exploring objects (Figure 4.14d). Using a series of paired t-tests, these
measures were analyzed for each group between the familiarization phase (NOR1) and the
testing phase (NOR2). Comparison of the total distance traveled between NOR1 and NOR2 for
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each group indicated that group T4 traveled significantly less during NOR2 than during NOR1
(p=0.043) (Figure 4.14a). Furthermore, T14 also traveled significantly less during NOR2 than
during NOR1 (p<0.001) (Figure 4.14a). Group T7 appears to have traveled less total distance in
NOR2 than in NOR1, but this difference was insignificant (Figure 4.14a). Similarly, sham
animals traveled slightly less in NOR2 than NOR1, but this difference was also insignificant
(Figure 4.14a).
With respect to the difference in average speed between the two phases of the assay, T14
was the only group that showed a significant decrease in average speed during NOR2 compared
to NOR1 (p<0.001) (Figure 4.14b). Although all other groups showed a decrease similar to T14,
it was insignificant. On the other hand, the comparison of the total time spent immobile between
phases for each group indicated a significant increase in total time immobile during NOR2 for
group T4 (p=0.043), T7 (p=0.005), T14 (p=0.034), and sham (p=0.032) (Figure 4.14c).
The comparison between the total time exploring objects in NOR1 and NOR2 showed
that group T4 spent significantly more time exploring objects during NOR2 when the novel
object was introduced than during NOR1 when presented with two identical objects (p=0.029)
(Figure 4.14d). Likewise, group T14 also spent significantly more total time exploring objects
during NOR2 than during NOR1 (p=0.042) (Figure 4.14d). Although the difference was
insignificant, on average, T7 spent more time exploring objects during NOR2 than during NOR1
(Figure 4.14d). Notably, sham animals spent nearly the same amount of time exploring objects in
both phases of the test (Figure 4.14d).
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Figure 4.14

NOR1 vs. NOR2 mobility and exploration

Plots of paired comparison of the Novel Object Recognition results for each impact recovery
groups T4, T7, T14, and sham between the 5-minute familiarization stage (NOR1) and the 5minute testing stage (NOR2). Stage result comparison for each group for (a) Total distance
traveled (m), (b) average speed (m/s), (c) total time immobile (s), and (d) total time exploring
both objects (s) where E1 represents the total time exploring objects during NOR1 and E2
represents the total time exploring objects in NOR2.
In order to rule out possible location preferences, an analysis of the time spent with both
identical objects during NOR1 was conducted using a paired t-test for each group. Results
verified that there was no placement preference; the animals spent roughly an equal amount of
time with both identical objects during NOR1 (Figure 4.15a). Following this verification, a series
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of paired t-tests were employed to determine if there was a significant difference between time
spent exploring the novel object and time exploring the familiar object for each group during
NOR2 (Figure 4.15b). Although all groups spent more time exploring the novel object during
NOR2, only group T14 and sham showed a significant preference for the novel object instead of
the familiar object (p=0.016 and p=0.006, respectively) (Figure 4.15b). Notably, results from
ANOVA procedures exploring between group differences for both NOR1 and NOR2 indicated
no significant differences for any variable measured.

Figure 4.15

NOR1 vs. NOR2 object exploration time

Plots of paired comparison of the time (s) with (a) identical objects 1 and 2 during NOR1, and
comparison of the (b) total time spent with the novel object vs the familiar object during NOR2.
Based on the Recognition Index (RI), a score greater than 0 indicates that the animal is
able to recognize the familiar object. If the animal is capable of discriminating between the
objects, they will score higher than 50% on the Discrimination Index (DI). A significant result
yielded from a one-sample t-test in favor of the novel object indicates that the animal was able to
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recognize the familiar object and discriminate between the two objects. Although DI and RI
yield the same statistical outcome, both have been presented for reference (Figure 4.16).

Figure 4.16

Recognition index and index of discrimination.

Boxplots of the distribution of the recognition index (a) for each group and the index of
discrimination for each group (b). The mean is represented by a “+” and the median by the
horizontal line. The whiskers indicate the maximum and minimum temperature values.
Analysis of RI and DI indicated that groups T4, T14, and sham were able to recognize
and discriminate between the two objects (Figure 4.16). Additionally, T4, T14, and sham spent
significantly more than 50% of their time with the novel object as opposed to the familiar object
(Figure 4.16b). Specifically, an RI significantly greater than 0, and a DI significantly greater than
50% was observed for T4 (p=0.021), T14 (0.039), and sham (p=0.0003). Conversely, group T7
analysis indicated an insignificant difference for both RI (p=0.131) and DI (p=0.127). However,
it should be noted that this group was characterized by a standard deviation (std=0.254) that
exceeded the mean (mean=0.151). Although no outliers were detected from the sample, these
results warranted cautious interpretation. It should also be noted that the analysis of the
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differences between groups with respect to the Recognition Index (RI) and the Discrimination
Index (DI) indicated no significant differences between groups.
4.4

Histology
To investigate histological evidence of neuroinflammation, area fraction analysis was

performed for brain tissue sections to assess microgliosis and astrogliosis using
immunohistochemical markers iba-1 and GFAP, respectively. Preliminary H&E assessment of
brain tissues revealed specimen contamination resulted in fungal penetration into the superficial
cortical layers (see Appendix B). For this reason, histological analysis was performed for the
cornu ammonis 1 (CA1), cornu ammonis 3 (CA3), and the dentate gyrus (DG) subregions of the
hippocampus in addition to the corpus callosum (CC). Histochemical assessment of H&E tissue
sections revealed no macroscopic lesions due to impact. Note that brain tissues obtained for
groups T0 and T0.5 were subjected to cryodamage in error and were consequently unusable for
analysis. Therefore, histochemical and immunohistochemical analyses were limited to groups
T1, T4, T7, T14, and sham. Representative micrographs of iba-1 and GFAP tissue sections can
be seen in Appendix F.1 and Appendix F.2, respectively. Plots for iba-1 (Figure 4.17) and GFAP
(Figure 4.18) analysis present the mean area fraction. Error bars represent the standard error of
the mean (SEM). For all plots, significance is denoted as follows: one asterisk (*) indicates pvalue smaller than 0.05 (p<0.05), two asterisk (**) indicate a p-value smaller than 0.01 (p<0.01),
and three asterisks (***) indicate p-value smaller than 0.001 (p<0.001).
4.4.1

Iba-1
Ionized calcium binding adapter molecule 1 (iba-1) was used as an immunohistochemical

target for microglia cells. The mean area fraction (percent area with positive iba-1 staining) was
115

measured for the corpus callosum (white matter) and for various regions of the hippocampus
(gray matter), namely CA1, CA3, and the DG in order to analyze differences in
immunoreactivity between groups. Summary statistics for iba-1 area fraction measurements
obtained for each region analyzed can be seen in Table 4.13. Results of the one-way ANOVA
analysis performed for each region is displayed under the region name in Table 4.13.
Table 4.13

Iba-1 %area summary

Brain Region

Group

Mean ± SEM

CA1

T1
T4
T7
T14
Sham
T1
T4
T7
T14
Sham
T1
T4
T7
T14
Sham
T1
T4
T7
T14
Sham

2.96 ± 0.91
6.22 ± 2.12
5.28 ± 2.55
2.61 ± 0.39
3.67 ± 0.69
3.33 ± 0.95
9.14 ± 3.18
5.31 ± 2.26
4.32 ± 1.06
3.34 ± 0.63
3.55 ± 1.10
7.98 ± 2.27
5.76 ± 2.44
4.53 ± 1.23
4.23 ± 0.49
4.53 ± 1.19
9.36 ± 2.56
12.26 ± 4.61
4.53 ± 0.60
5.76 ± 0.80

ANOVA (p=0.326)

CA3
ANOVA (p=0.298)

Dentate Gyrus
ANOVA (p=0.243)

Corpus Callosum
ANOVA (p=0.041)*

95% CI
Lower
Upper
0.61
5.31
0.35
12.1
-5.69
16.25
1.39
3.85
1.91
5.43
0.88
5.78
0.31
17.97
-4.40
15.03
1.39
7.26
1.72
4.97
0.73
6.37
1.67
14.29
-4.75
16.27
1.12
7.94
2.97
5.50
1.47
7.60
1.22
17.49
-7.58
32.10
2.86
6.20
3.72
7.81

Group vs. Sham
Mean diff ± SEM
-0.71 ± 1.73
2.55 ± 1.81
1.61 ± 2.11
-1.06 ± 1.93
-0.01 ± 2.22
5.80 ± 2.32
1.97 ± 2.71
0.98 ± 2.32
-0.68 ± 1.88
3.75 ± 1.97
1.53 ± 2.31
0.30 ± 1.97
-1.23 ± 2.20
3.59 ± 2.46
6.50 ± 2.69
-1.23 ± 2.30

Summary of the area fraction (%area) of positive iba-1 immunoreactivity within the CA1, CA3,
DG, and CC for impact recovery groups and sham. The p-value obtained from ANOVA
procedures is listed beneath each brain region title.
Results from iba-1 immunostaining indicated no significant differences between groups
with respect to area fraction in CA1, CA3, or DG (Figure 4.17a-c). Therefore, the iba-1 area
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fraction analysis showed no evidence of increased microgliosis in the hippocampus with respect
to CA1, CA3, and DG (Figure 4.17a-c). However, the area fraction analysis of the corpus
callosum indicated an overall significant difference between groups (p=0.041) (Figure 4.17d).
Neither a Tukey post hoc test nor a Dunnett’s post hoc comparison to sham revealed the source
of the overall significance obtained. For this reason, a specified comparison between T7 and
sham was used to explore a potentially significant difference using a Bonferroni correction.
Results from the Bonferroni correction direct comparison of sham and group T7 revealed that
group T7 presented a significant increase in iba-1 positive staining compared to sham (p=0.0259)
(Figure 4.17d).
Interestingly, the mean area fraction of iba-1 immunoreactivity for group T4 shows the
greatest deviation from sham with a larger mean iba-1 area fraction with respect to all
hippocampal regions (CA1, CA3, and DG) (Table 4.13). Similarly, group T7 also shows a
greater mean iba-1 area fraction than sham for all regions analyzed (CA1, CA3, DG, and CC)
(Table 4.13). Notably, T7 surpasses T4 mean iba-1 area fraction in the CC and demonstrates the
greatest deviation from sham (Table 4.13). Conversely, the iba-1 area fraction measurements for
T1 appear to deviate the least from sham levels followed closely by T14 (Table 4.13). However,
T14 measurements appear to deviate from sham more noticeably than T1 with respect to CA1
and CA3 (Figure 4.17a-b).
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Figure 4.17

Iba-1 %area for (a) CA1, (b) CA3, (c) DG, and (d) CC.

Comparison plots of the iba-1 area fraction (%area) (mean ± SEM) obtained for impact recovery
groups T1 (n=6), T4 (n=4-5), T7 (n=3), T14 (n=4-5), and sham (n=6) in the (a) CA1, (b) CA3,
(c) DG, and (d) CC. Asterisk(s) above the dotted bracket indicate significant specified
comparison with Bonferroni adjustment.
4.4.2

GFAP
Glial fibrillary acidic protein (GFAP) was used as an immunohistochemical marker for

astrocytes. The mean area fraction was used to analyze the proportion of GFAP
immunoreactivity within each brain region of interest (CA1, CA3, DG, and CC) for each group
as a measure of astrogliosis. Due to batch differences, all GFAP area fraction measurements
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were normalized prior to analysis (see Appendix C). Summary statistics for the normalized
GFAP area fraction measurements obtained for each region analyzed can be seen in Table 4.14.
Results of the one-way ANOVA analysis performed for each region (CA1, CA3, DG, and CC) is
displayed under the region name in Table 4.14. Representative micrographs for each region can
be found in Appendix F.2.
Table 4.14

GFAP %area summary

Brain Region

Group

Mean ± SEM

CA1
(p=0.014)*

T1
T4
T7
T14
Sham
T1
T4
T7
T14
Sham
T1
T4
T7
T14
Sham
T1
T4
T7
T14
Sham

32.80 ± 5.15
8.46 ± 1.36
22.92 ± 4.08
52.00 ± 9.18
37.89 ± 9.54
36.58 ± 5.09
16.93 ± 4.34
23.54 ± 5.12
58.60 ± 9.48
39.12 ± 9.24
35.09 ± 4.51
16.24 ± 4.19
20.32 ± 4.14
54.68 ± 8.43
37.50 ± 9.15
22.72 ± 3.45
12.91 ± 4.49
16.72 ± 3.37
38.75 ± 8.27
25.30 ± 4.91

CA3
(p=0.011)*

DG
(p=0.011)*

CC
(p=0.044)*

95% CI
Lower
Upper
19.56
46.03
4.14
12.77
5.38
40.46
26.51
77.50
13.36
62.41
23.50
49.66
4.87
28.98
1.52
45.55
32.29
84.92
15.37
62.88
23.49
46.68
4.62
27.86
2.52
38.12
31.27
78.09
13.99
61.01
13.85
31.59
-1.37
27.19
2.23
31.22
15.78
61.71
12.68
37.92

Group vs. Sham
Mean diff ± SEM
-5.09 ± 9.68
-29.43 ± 10.82
-14.96 ± 11.85
14.12 ± 10.15
-2.55 ± 9.72
-22.20 ± 10.19
-15.59 ± 11.91
19.48 ± 10.19
-2.42 ± 9.12
-21.26 ± 9.57
-17.18 ± 11.17
17.18 ± 9.57
-2.58 ± 6.96
-12.39 ± 7.78
-8.58 ± 8.52
13.45 ± 7.30

Summary of the area fraction (%area) of positive GFAP immunoreactivity within the CA1, CA3,
DG, and CC for impact recovery groups and sham. The p-value obtained from ANOVA
procedures is listed beneath each brain region title.
In contrast to the area fraction measurements for iba-1 (Table 4.13), analysis of the GFAP
area fraction indicated significant differences between groups for all four brain regions of
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interest (CA1, CA3, DG, and CC) (Table 4.14). Area fraction analysis of GFAP
immunoreactivity in CA1, indicated an overall significant difference between groups (p=0.014)
(Figure 4.18a). Results from a post hoc Dunnett’s test (indicated by a solid bracket in Figure
4.18a) for multiple comparisons to sham showed that group T4 expressed significantly less
GFAP immunoreactivity than sham (p=0.046) (Figure 4.18a). An additional post hoc multiple
comparison procedure using a Tukey adjustment (indicated by a dashed bracket in Figure 4.18a)
was used to explore possible differences across all groups and revealed that group T4 was
characterized by a significantly lower GFAP area fraction than T14 (p=0.008) with respect to
CA1. It should be noted that the Tukey post hoc procedure did not indicate any recovery groups
(T1, T4, T7, or T14) to be significantly different from sham, unlike the Dunnett’s test, with
respect to CA1 (Figure 4.18a).
Although statistically insignificant, group T14 showed a larger proportion of GFAP
immunoreactivity in CA1 (52.00 ± 9.18) compared to sham (37.89 ± 9.54) as well as groups T1
(32.80 ± 5.15) and T7 (22.92 ± 4.08) (Figure 4.18a). The mean GFAP area fraction for group T7
(22.92 ± 4.08) was greater than T4 (8.46 ± 1.36) but appeared to be less than sham (37.89 ± 9.54)
with respect to CA1; however, these differences were insignificant (Figure 4.18a). As with the
iba-1 area fraction measurements (Figure 4.17a), GFAP area fraction levels for CA1 are
markedly similar between T1 (32.80 ± 5.15) and sham (37.89 ± 9.54) (Figure 4.18a).
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Figure 4.18

GFAP %area for (a) CA1, (b) CA3, (c) DG, and (d) CC.

Comparison plots of the GFAP area fraction (%area) (mean ± SEM) obtained for impact
recovery groups T1 (n=6), T4 (n=4-5), T7 (n=3), T14 (n=6), and sham in the (a) CA1, (b) CA3,
(c) DG, and (d) CC. ANOVA analysis revealed significant differences between impact recovery
groups T4 and T14 for all four brain regions. Asterisk(s) above solid brackets denote
significance to sham (Dunnett’s). Asterisk(s) above dashed bracket denotes significance between
unspecified groups (Tukey).
The trends observed for GFAP area fraction analysis in CA1 (Figure 4.18a) were
mimicked in results obtained for CA3 with an overall significant difference between groups
(p=0.011) (Table 4.14). Post hoc analysis using a Dunnett’s test to compare recovery groups to
sham indicated no significant differences. However, the post hoc multiple comparisons for all
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groups with a Tukey adjustment indicated that group T4 expressed significantly less GFAP
immunoreactivity than T14 (p=0.007) with respect to CA3 (Figure 4.18b). Although these
groups (T4 and T14) were the only pair that significantly differed with respect to CA3 analysis,
group T14 presented the highest mean GFAP area fraction (58.60 ± 9.48) while T4 presented the
lowest mean GFAP area fraction (16.93 ± 4.34) compared to the other groups including sham
(Table 4.14). The difference in mean GFAP area fraction between T4 and T7 was less in CA3 (6.61 ± 10.51) than in CA1 (-14.47 ± 12.80). Mean GFAP area fraction for T1 (36.58 ± 5.09)
remained markedly similar to those of sham (39.12 ± 9.24) with respect to CA3 (Table 4.14).
As with the other regions of the hippocampus (CA1 and CA3), GFAP area fraction
analysis results for DG followed a similar trajectory with an overall significant difference
between groups (p=0.011) (Table 4.14). Multiple comparison procedures using a Dunnett’s test
to compare recovery groups (T4, T7, and T14) to sham indicated no significant difference
between recovery groups (T4, T7, and T14) and sham. The post hoc Tukey test for multiple
comparisons with respect to DG mean GFAP area fraction, once again, followed the trend
observed for CA1 (Figure 4.18a) and CA3 (Figure 4.18b) mean GFAP area fraction analysis and
indicated that group T4 expressed significantly less positive GFAP immunoreactivity than T14
(p=0.008) (Figure 4.18c). The mean GFAP area fraction for DG for groups T4 (16.24 ± 4.19)
and T7 (20.32 ± 4.14) were notably similar, and were less than group T1 (35.09 ± 4.51) and
sham (37.50 ± 9.15), who also showed similar levels of positive GFAP immunoreactivity to one
another (Figure 4.18c). As with CA1 and CA3, group T14 presented the highest mean GFAP
area fraction (54.68 ± 8.43) while group T4 presented the lowest (16.24 ± 4.19) compared to all
other groups including sham (Table 4.14). In summary, all hippocampal regions of interest
(CA1, CA3, and DG) illustrated the same trend in GFAP area fraction between groups with T4
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consistently showing the lowest GFAP area fraction and T14 exhibiting the highest (Figure
4.18).
Mean GFAP area fraction analysis for the CC (Figure 4.18d), a body of white matter,
yielded the same trend observed for hippocampal areas (CA1, CA3, and DG) (Figure 4.18a-c).
Results from a one-way ANOVA indicated an overall significant difference between groups
(p=0.044) with respect to the CC (Table 4.14). The post hoc Dunnett’s test for group comparison
to sham once again showed no significant differences between any recovery group (T4, T7, or
T14) and sham. However, the mean GFAP area fraction for groups T4 and T14 still showed T4
to be significantly lower than T14 (p=0.034) in CC (Figure 4.18d). Group T14 showed the
highest level of positive GFAP immunoreactivity (38.75 ± 8.27) among all groups while T4
(12.91 ± 4.49) showed the lowest, and T1 (22.72 ± 3.45) levels remained characteristically
similar to sham (25.30 ± 4.91) with respect to CC (Table 4.14). Similarly, the CC mean GFAP
area fraction for groups T4 (12.91 ± 4.49) and T7 (16.72 ± 3.37) was low and within a similar
range as found for hippocampal regions (CA1, CA3, and DG) (Table 4.14). However, groups T1,
T14, and sham all showed noticeably lower levels of positive GFAP immunoreactivity in CC
(Figure 4.18d) than in the hippocampus (CA1, CA3, and DG) (Figure 4.18a-c).
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CHAPTER V
DISCUSSION AND CONCLUSION
While mild Traumatic Brain Injury (mTBI) has been the subject of numerous clinical and
preclinical research efforts, there remains a paucity of information regarding the consequences of
a single, subconcussive injury. Clinical investigations of subconcussion pose a particular
challenge given the absence of clinically observable symptoms and subsequent difficulty in
detection (Armstrong, 2019). Consequently, animal models have proven useful in gaining
understanding of the pathophysiological and behavioral consequences of subconcussion.
However, the vast majority of preclinical studies utilize impact magnitudes consistent with
models of mTBI, rather than subconcussion, and predominantly focus on repetitive impact
paradigms (Bailes et al., 2013; Namjoshi et al., 2013; Eric A. Nauman & Talavage, 2018;
Siebold et al., 2018). For this reason, the present study aimed to develop a rodent model of a
single, surgery-free, blunt impact, subconcussive injury. We achieved this objective by
engineering and implementing a novel, pneumatically controlled, closed-head, blunt impact
device capable of producing repeatable impact loads (Table 4.1) below the minimum parameters
reported in the literature (Table 2.1). This achievement established the foundation for subsequent
analyses thereby addressing the dearth of knowledge surrounding single, subconcussive impacts.
To the best of our knowledge, no study has utilized impact loads below a kinetic energy
of 0.5J or a velocity of 2.0m/s for a rat model (see Chapter 2). Furthermore, the few studies that
have utilized impact loads below the range associated with mTBI models have done so in the
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context of invasive craniotomy or craniectomy techniques (Bodnar et al., 2019; Hiskens et al.,
2019; Ma et al., 2019). In light of evidence suggesting these invasive procedures result in
inflammation unrelated to the actual impact, we engineered our impact device to deliver a
surgery-free, closed-head mechanical insult (Cole et al., 2011; Neuberger et al., 2014; Pang et
al., 2015). The novel impact device utilized in the present study achieved an impact load
characterized by a maximum kinetic energy of 0.04J and a maximum impact velocity of 0.8m/s
without surgical procedures, directly addressing this current knowledge gap (Table 4.1).
Furthermore, we addressed concerns of unintended focal injury (Bodnar et al., 2019), as seen in
FPI and CCI models, by utilizing an impact hammer with a 1.77in diameter. The diameter of the
impact hammer enabled the distribution of force over the whole surface of the rat head thus
preventing focal injury and ensuring diffuse injury.
The amount of time required for recovery from an initial impact, or if full recovery
occurs, has been a prominent focus of preclinical investigations of repetitive head injury (Bailes
et al., 2013; Hiskens et al., 2019; Namjoshi et al., 2013; Vonder Haar et al., 2019). Within the
context of subconcussion, it is vitally important to determine the lower limits of system
perturbation and determine the time course of recovery. This would not only grow our
understanding of secondary injury mechanisms but may also open the doors for identifying an
injury tolerance threshold. However, the majority of preclinical investigations aiming to model
single, low-level head impacts in rats concentrate on acute sequalae and fail to characterize
secondary injury manifestations beyond 3 days (H. J. Kim & Han, 2017; Marschner et al., 2019;
Missault et al., 2019; Sagarkar et al., 2017; Singh et al., 2016). Consequently, there is little
understanding of subacute secondary injury phenomena after a single, subconcussive impact. To
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address this, we incorporated both acute (0, 0.5, and 1 day) and subacute (4, 7, and 14 days) postimpact recovery time points into our experimental design.
5.1

Thermographic Detection of Subconcussive Perturbations
We utilized far infrared thermography as a noninvasive indicator of inflammation and

system perturbation both locally (head) and globally (internal, thorax, abdomen). Thermal
images were taken pre-impact, post-impact, and post-recovery for impact animals (T0, T0.5, T1,
T4, T7, and T,14). Associated sham animals were imaged pre-sham impact and post-sham
recovery. Meanwhile we measured internal temperature in tandem with thermal imaging for
comparison. We incorporated both acute (0, 0.5, and 1 day) and subacute (4, 7, and 14 days)
post-impact recovery time points which allowed us to explore the temperature dynamics over
time after subconcussion. This analysis enabled us to gain insight into the temperature alterations
due to impact and also explored the value of thermal imaging application for detection of system
perturbation due to subconcussion.
Perturbation within a system, particularly those leading to homeostatic disruption,
fundamentally result in metabolic change, which is in turn accompanied by a proportional
change in temperature (Cardone et al., 2015; Gowda et al., 2018; Mrozek et al., 2012; Walter et
al., 2018). With this understanding, it can be deduced that the acute metabolic crisis and
decreased CBF observed in the context of head injury would be associated with a decrease in
temperature (Attwell et al., 2010; Dietrich et al., 2017; Gowda et al., 2018; Kamins & Giza,
2016; Meier et al., 2015; Mrozek et al., 2012; Wright et al., 2020). Unsurprisingly, we
consistently observed this expected initial temperature decrease for internal and thermographic
measurements in pre- and post-impact comparison (Figure 4.1-4.4). Likewise, we observed this
phenomenon as a temperature decrease from sham levels exhibited by group T0 directly after
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impact internally (Figure 4.5) and thermographically (Figure 4.6-4.11). Despite consistency in
this result, it should be noted that the temperature decrease was insignificant between pre- and
post-impact ventral thorax MST measurements (Figure 4.3a). Similarly, this temperature
decrease was insignificant between group T0 and sham for internal (Figure 4.5) and ventral
abdomen MST measurements (Figure 4.10a). Apart from potential Type II errors, a possible
reason for insignificance may be due to the similarity in measurement location (ventral thorax,
ventral abdomen, and rectum) with respect to proximity to the intraperitoneal injection of
anesthesia. In effect, the pharmacodynamics of the anesthesia may have been a confounding
factor thus masking temperature dynamics due to impact.
Of particular interest, however, was the thermographic detection of a significant decrease
in temperature exhibited by group T0 when compared to sham for dorsal MST measurements
(Figure 4.7, Figure 4.9, and Figure 4.11) despite insignificant internal temperature differences
(Figure 4.5). We not only observed the immediate effects of this subconcussive impact at the
locus of injury, dorsal head MST (Figure 4.7), but also identified evidence of a global thermal
disturbance as indicated by the dorsal thorax MST (Figure 4.9) and dorsal abdomen MST (Figure
4.11).
In contrast, the temperature profile (internal and MST) observed for group T0.5, after a
12-hour recovery, appeared nearly equivalent to sham (Figure 4.5-4.11). Moreover, group T0.5
temperatures were significantly increased compared to the initial post-impact decrease observed
for T0 with respect to dorsal head (Figure 4.7), dorsal thorax (Figure 4.9), and dorsal abdomen
(Figure 4.11) MST indicating a local (head) and global (thorax and abdomen) temperature
rebound. And, although insignificant for internal (Figure 4.5) and ventral MST measurements
(Figure 4.6, 4.8, and 4.10), the temperature increase from T0 levels was consistent in T0.5. As
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with T0 comparison to sham, these results demonstrate thermographic advantage over internal
temperature monitoring in detecting temperature alterations.
The temperature profile (internal and MST) demonstrated by group T1 after 1 day of
recovery was elevated in comparison to T0 and, like group T0.5, appeared nearly equal to sham
(Figure 4.5-4.11). However, post-recovery temperatures for T1 were only significantly higher
than T0 for the dorsal head MST (locus of impact) (Figure 4.7b and Figure 4.7d). These findings
suggest a continued recovery from the initial decrease in temperature (T0) after 1 day of
recovery (T1). And, this recovery was most noticeably identified by thermography, particularly
with respect to locus of impact (dorsal head MST) (Figure 4.7b-d). Collectively, these results
indicate an apparent recovery in temperature after a 12-hour recovery (T0.5) that was maintained
after a full day of recovery (T1) post-impact. Furthermore, the temperature dynamic differences
across groups T0, T0.5, and T1 were most noticeable thermographically especially with respect
to the dorsal head surface (locus of injury) (Figure 4.7).
The supposed recovery, however, appeared to be disrupted 4 days after impact.
Following a 4-day recovery, the temperature profile (internal and MST) for group T4 showed a
consistent, significant increase compared to the decrease demonstrated by T0 (Figure 4.5-4.11)
with the sole exception of the ventral abdomen MST (Figure 4.10b and 4.10d). Furthermore, the
temperature profile (internal and MST) observed for group T4 appeared to be consistently higher
than sham (Figure 4.5-4.11). In like fashion, group T7 demonstrated a consistent temperature
increase compared to sham for all temperature measurements (internal and MST) (Figure 4.54.11). Similarly, as with T4, the temperature profile observed for T7 was significantly elevated
from the initial post-impact decrease exhibited by T0 (Figure 4.5-4.11); however, this
significance was observed with the exception of the ventral thorax MST (Figure 4.8b and Figure
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4.8d). These results show an indication of latent abnormality observed after a 4-day recovery
(T4) and persisting after a 7-day recovery (T7). Interestingly, the rise in temperature compared to
sham exhibited by groups T4 and T7 was only significant for the dorsal abdomen MST (Figure
4.11c).
Systemic inflammation resulting from TBI has been recognized and evidenced by
circulating cytokines detected in blood samples post-injury (Utagawa, Truettner, Dietrich, &
Bramlett, 2008). However, this aspect of mild head injury has not received much attention, apart
from its relation to peripheral leukocyte infiltration into the brain, despite observations of nonspecific organ injury characterized in moderate and severe TBI (Lenz, Franklin, & Cheadle,
2007; Rathbone et al., 2015). When the immune system is triggered, the response occurs in
conjunction with a hypothalamic-pituitary-adrenal (HPA) axis-mediated stress hormone response
(Lenz et al., 2007). It is reasonable to infer that these events occur even in minor head insult
scenarios. Therefore, it is possible that the significant increase in temperature observed
thermographically for the dorsal abdomen MST, exhibited by groups T4 and T7, could be related
to peripheral inflammatory event (Figure 4.11c). Though the source of this temperature
disturbance is unknown, these results suggest a potential functional disturbance in the lower
body. Moreover, these results indicated the value of thermography in detecting regional
temperature dynamics that are spatially remote from the locus of injury.
In contrast to the elevated temperature seen for T4 and T7, group T14 exhibited a
decrease in temperature after a 14-day recovery that appeared to return to sham levels (Figure
4.5-4.11). Furthermore, the temperature profile (internal and MST) for T14 remained
significantly higher than T0 with respect to dorsal MSTs (Figure 4.7, 4.9, and 4.11) and for the
ventral head MST measurement (Figure 4.8). Although still elevated, T14 internal temperature
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(Figure 4.5), ventral thorax MST (Figure 4.8) and ventral abdomen MST (Figure 4.9) were
insignificantly greater than T0, likely due to anesthetic injection proximity.
Collectively, these results demonstrate an initial decrease in temperature due to a
subconcussive impact (T0) that is followed by an apparent recovery observable 12 hours after
impact (T0.5) and 1 day after impact (T1). However, a latent increase in temperature became
observable 4 days after impact (T4) and 7 days after impact (T7) followed by a return to sham
levels after a 14-day recovery (T14) from impact. This transient temperature increase was most
noticeably detected along the dorsal surface of the abdomen (Figure 4.11) suggesting systemic
perturbation due to a subconcussive impact. Furthermore, these results demonstrate the value of
thermography as an indicator of disturbances along the surface of the body resulting from a lowmagnitude head impact. It should be noted that the capacity for thermographic detection of head
impact-related temperature dynamics was likely obstructed for regions proximal to anesthetic
injection as a result of pharmacodynamics (ventral thorax MST, ventral abdomen MST, and
internal temperature). Therefore, future thermographic investigations should take the influence of
pharmacological agents into consideration to prevent confounding bias. Consequently, for the
present study, we found that the dorsal MST measurements more readily reflected significant
changes due to impact (Figure 4.7, 4.9, and 4.11) than the ventral MST measurements (Figure
4.6, 4.8, and 4.10). Notably, our results demonstrate that thermography is useful in detecting
disturbance due to subconcussion at the locus of injury (dorsal head MST) (Figure 4.7).
5.2

Behavioral Alterations Due to Subconcussion
A growing body of evidence has given credence to the classification of subconcussion as

a functional disruptive injury (Johnson, Neuberger, Gay, Hallett, & Slobounov, 2014; E.A.
Nauman et al., 2020). Despite clinical and preclinical observations of cellular and hemodynamic
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disturbances resulting from subconcussion, the absence of overt behavioral deficits has made
detection of injury particularly challenging (Bailes et al., 2013; E.A. Nauman et al., 2020). Even
clinical diagnosis of concussive injuries can be difficult due to the subtly and/or latency of
symptomatic presentation (Armstrong & Morrow, 2019; Eric A. Nauman & Talavage, 2018).
Regardless, there is agreement that subconcussive injury is typified by clinically asymptomatic
presentation (Armstrong & Morrow, 2019; Bailes et al., 2013; Breedlove et al., 2012; Talavage
et al., 2014). In the present study, we explored evidence of altered cognitive function in groups
T4, T7, and T14 using commonly employed behavioral tests of general locomotor activity
(OFT), anxiety-like/risk-avoidance behavior (OFT), and short-term recognition memory (NOR).
Groups T0, T0.5, and T1 were not included in this behavioral investigation due to prolonged (3
days) action of the analgesia administered directly after impact.
5.2.1

General Locomotor Activity
Here we utilized an Open Field Test (OFT) to assess changes in general locomotor

activity with particular emphasis on the total distance traveled (m) and total time spent immobile
(s) throughout a 30-minute test (Figure 4.12). Results showed that, following a 4-day recovery
from impact, the general locomotor activity of group T4 was nearly equal to sham (Figure 4.12).
Similarly, general locomotor activity exhibited by group T7, after a 7-day recovery, did not
significantly differ from sham; however, a moderate decrease in total distance traveled was noted
(Figure 4.12a). In contrast, a drastic decrease in general locomotor activity was demonstrated by
group T14, following a 14-day recovery, in comparison to both sham and T4 (Figure 4.12).
These results revealed a latent decline in general locomotor activity that was subtly
indicated after a 7-day recovery (T7) and became significantly apparent 14 days after the initial
insult (T14). In contrast to these findings, previous studies exploring general locomotor activity
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in an OFT did not report significant differences in rats exposed to a single subconcussive impact
or in rats exposed to a single concussive impact (Shultz et al., 2011, 2012). Likewise, a study
utilizing a murine model of mild head injury indicated no change in general locomotor activity
after impact (Namdar et al., 2020). Notably, several rodent models of mTBI have also reported
unaltered general locomotor activity in OFT (Bodnar et al., 2019; Bree, Stratton, & Levy, 2020) ;
however, there is substantial discrepancy in reports which may be a function of impact paradigm
and injury severity differences. One exception to these reports was a study conducted by Kim
and Han (2017) in which a significant decrease in the number of steps taken by rats was
observed after a 24-hours recovery from a subconcussive impact. However, this observation was
found using a grid-walking and foot-fault test to measure locomotion rather than an OFT (H. J.
Kim & Han, 2017). Our discovery of a latent alteration in general locomotor activity was
consequently unexpected.
5.2.2

Risk-Avoidance
Elevated anxiety is a commonly reported post-concussive symptom and is frequently

investigated in preclinical models (Bodnar et al., 2019). In the context of an OFT, anxiety-like
behavior is traditionally associated with wall-hugging behavior, or thigmotaxis, in rodents
(Seibenhener & Wooten, 2015; Simon et al., 1994). This metric is calculated as a ratio of the
difference in time spent in the outer and center zone relative to the total time spent in both zones
(Equation 3.3). Increased thigmotaxis is traditionally interpreted as an increase in anxiety-like
behavior and is frequently reported in rodent models of head injury (Bodnar et al., 2019;
Bouwknecht & Paylor, 2008). In the present study, however, recovery groups T4, T7, and T14
all exhibited an observable decrease in thigmotaxis compared to sham, though insignificant
(Figure 4.13c).
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Because significant differences were observed with respect to total distance traveled
(Figure 4.12a), we explored an alternative ratio analysis to gain more insight into center zone
avoidance as an indication of risk-avoidance tendencies. Namely, we calculated a risk-avoidance
ratio as the total distance traveled in the center zone relative to the overall total distance traveled
for group comparison (Equation 3.4). These results were particularly interesting and revealed a
significant decrease in risk-avoidance behavior for all three recovery groups (T4, T7, and T14)
(Figure 4.13d).
In conjunction with the thigmotaxis analysis, results from this risk-avoidance ratio
suggest a decrease in anxiety-like behavior with respect to traditional interpretation. However, a
decrease in anxiety-like behavior contradicts the majority of reports which instead identify
elevated thigmotaxis in rodents following head impact (Bodnar et al., 2019). Furthermore,
increased anxiety-like behavior measured by a light-dark box assay 2 days after repeat impacts
has been reported in a weight-drop impact (WDI) model of mild head injury (approximate
impact velocity of 2.4m/s) (Sagarkar et al., 2017). Only a handful of studies, have reported
decreased anxiety-like behavior after a low-level head injury. A study conducted by Missault et
al. (2018) observed a decrease in both thigmotaxis and percentage of movement in the center
zone (risk-avoidance ratio) following a 7-day recovery from a controlled cortical impact (CCI)
with an impact velocity of 4m/s. Using a fluid percussion impact (FPI) mTBI model (1.20 ±
0.03atm), Shultz et al. (2011) observed a decrease in anxiety-like behavior via an elevated plus
maze assay 4 days after injury. However, when the injury magnitude was decreased from 1.20 ±
0.03atm to 0.8 ± 0.04atm, this behavioral alteration was no longer observed (Shultz et al., 2011,
2012).
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Despite measures of thigmotaxis and percentage of movement in the center zone (riskavoidance ratio) being traditionally implicated as metrics of anxiety, it has been postulated that
these behaviors may instead be indicative of disinhibition, impulsivity, and/or anhedonia
(Missault et al., 2019). Notably, disinhibition and impulsivity are commonly observed in clinical
TBI patients and measured by a decrease in risk-avoidance (Kocka & Gagnon, 2014; Missault et
al., 2019). Interestingly, increased disinhibition and impulsivity have also been observed in
animal models of head injury using various behavioral assays traditionally used to measure
anxious tendencies, such as the elevated zero maze and the light-dark box (Tucker, Burke, Fu, &
McCabe, 2017; Vonder Haar et al., 2017).
Of particular surprise in the present study, were the results yielded for group T14 (Figure
4.13c-d). Although T14 demonstrated an overall decrease in general locomotor activity (Figure
4.12a), a possible indication of anxiety-like freezing behavior (Bouwknecht & Paylor, 2008;
Malkesman et al., 2013), the risk-avoidance ratio exhibited by T14 was relatively equal to T4
(Figure 4.13d), which did not show decreased locomotion (Figure 4.12a). The decrease in riskavoidance (decreased anxiety) and decrease in general locomotor activity (increased anxiety)
observed for T14 appeared contradictory in the context of traditional interpretations related to
anxiety, suggesting an alternative interpretation was warranted (Bouwknecht & Paylor, 2008).
For this reason, the decrease in risk-avoidance behaviors exhibited by groups T4, T7, and T14
may be more accurately interpreted as an increase in disinhibition, impulsivity, and/or
anhedonia. However, because other measures to distinguish disinhibition, impulsivity, and
anhedonia were not employed, we have interpreted these findings as a general decrease in riskavoidance to prevent overinterpretation.
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In summary, results from the present behavioral investigation reveal a latent decrease in
general locomotor activity that became detectable after a 14-day recovery (T14) from
subconcussive impact (Figure 4.12a). Furthermore, we identified a decrease in risk-avoidance
behavior after a 4-day recovery from impact (T4) that persisted 7 days (T7), and 14 days after
impact (T14) (Figure 4.13d). These results were surprising primarily for two reasons: we did not
anticipate observing behavioral alterations after such a low-magnitude injury and our results
contradicting the majority of findings reported from previous investigations. Therefore, our
results potentially suggest a shift in pathodynamics that may be dependent on a reduced impact
magnitude.
5.2.3

Short-term Recognition Memory
In order to explore alterations in short-term recognition memory due to a single

subconcussive impact, we utilized a Novel Object Recognition (NOR) assay. Results showed
that both groups T4 and T14 demonstrated the ability to recognize the familiar object (Figure
4.16a) and the ability to discriminate between the familiar and novel objects (Figure 4.16b).
Conversely, our analysis showed that group T7 was unable to recognize the familiar object
(Figure 4.16a) or discriminate between the familiar and novel objects (Figure 4.16b) suggesting a
deficit in short-term recognition memory. These results suggest a latency in cognitive disruption
visible 7 days (T7) after subconcussion but not 4 days (T4). However, the results from group T14
signal that this apparent deficit resolved after a 14-day recovery (Figure 4.16). It should be noted
that group T7 was characterized by a standard deviation (std=0.254) that exceeded the mean
(mean=0.151), and although no outliers were detected, these results warranted cautious
interpretation. However, these results do agree with other reports of short-term memory deficits
observed 7 days after head injury (Almeida-Suhett et al., 2015)
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5.3

Neuroinflammation: A Histological Context for Thermal and Behavioral Outcomes
The neuroinflammatory response to mechanical insult is a major contributor to the

propagation of secondary injury (Rathbone et al., 2015; Witcher et al., 2015; Wofford et al.,
2019). Evidence has shown that the degree and persistence of inflammation within the brain
directly influences patient recovery and susceptibility to post-concussion syndrome (PCS)
(Bailes et al., 2013; Marschner et al., 2019; Rathbone et al., 2015). Because microglia and
astrocytes are primary actors in the initiation, modulation, and resolution of neuroinflammation
they are frequently targeted for detection and measurement of neuroinflammation (Burda et al.,
2016; Lafrenaye et al., 2020; Loane, david; kumar, 2016). Previous studies have consistently
shown concussive and subconcussive-related neuroinflammation to be characterized by
microgliosis and astrogliosis evidenced by upregulation in various markers such as iba-1 and
GFAP, respectively (Hsieh et al., 2017; Missault et al., 2019; Perez-Polo et al., 2013; Petraglia,
Dashnaw, Turner, & Bailes, 2014).
In the present study, we evaluated the microglial response to a single subconcussive
injury through analysis of the area fraction of iba-1 immunoreactivity (Alekseeva et al., 2019;
Kirik et al., 2011; Shapiro et al., 2009). In like fashion, we performed area fraction analysis of
GFAP immunoreactivity to assess the astrocytic response. We assessed the area fraction of iba-1
and GFAP immunoreactivity within the cornu ammonis 1 (CA1), cornu ammonis 3 (CA3), and
the dentate gyrus (DG) subregions of the hippocampus. Additionally, we explored the area
fraction of iba-1 and GFAP immunoreactivity within the corpus callosum (CC). These analyses
were limited to groups T1, T4, T7, T14, and sham (see Chapter 3).
Results indicated that the iba-1 area fraction for group T1, following a 1-day recovery,
was approximately equal to sham for all four brain regions (CA1, CA3, DG, and CC) indicating
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no evidence of microgliosis (Figure 4.17). These results were unsurprising and agreed with other
reports of unaltered microglial marker expression 24-hours post-impact (Pham et al., 2019;
Rathbone et al., 2015). However, it should be noted that reports are widely varied and appear to
be directly influenced by the impact device model used. A review conducted by Younger et al.
(2018) illustrates this variation well regarding iba-1 analysis in animal models of head injury
(Younger et al., 2018). Notably, these iba-1 area fraction results for T1 (Figure 4.17) echoed the
results from the temperature analysis suggesting an absence of microglial activation coinciding
with recovered local (head) and global (thorax and abdomen) temperatures (Figure 4.6-4.11).
With respect to hippocampal regions, CA1, CA3, and DG, area fraction results for iba-1
immunoreactivity indicated no significant differences between sham and recovery groups T4,
T7, or T14 (Figure 4.17a-c). On average, however, group T4 exhibited the highest hippocampal
expression of iba-1 after a 4-day recovery (Figure 4.17a-c) that was most apparent within CA3
(Figure 4.17b). Although similarly insignificant, group T7 also indicated an elevation in percent
iba-1 immunoreactivity in the hippocampus (CA1, CA3, and DG) after a 7-day recovery, though
less than group T4 (Figure 4.17a-c). These results indicate that although insignificant, both
groups T4 and T7 exhibited a modest upregulation of iba-1 in microglia signaling a potential
increase in microglial reactivity within CA1, CA3, and DG (Figure 4.17a-c). Upregulation of
iba-1 has been established as an effective marker of microgliosis thus it is an indication of
neuroinflammation (Alekseeva et al., 2019; Kirik et al., 2011; Shapiro et al., 2009). Therefore,
our results suggest a minimal presence of neuroinflammation within the hippocampus after 4
days (T4) of recovery that persists, though reduced, 7 days (T7) after subconcussive injury. More
conservatively, these results signal a degree of cellular perturbation due to this subconcussive
injury.
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In contrast, group T14 revealed levels of iba-1 immunoreactivity in the hippocampal
regions of interest (CA1, CA3, and DG) that appeared nearly equal to sham, as was seen for
group T1 (Figure 4.17a-c). Similarly, the percent of iba-1 immunoreactivity observed in the CC
for group T14 remained nearly equal to sham (Figure 4.17d). In contrast, both group T4 and T7
exhibited a marked increase in percent iba-1 immunoreactivity in the CC; however, T4 levels of
expression were slightly lower than T7 (Figure 4.17d). Furthermore, the iba-1 expression
observed in T7 was significantly greater than sham with respect to the CC (Figure 4.17d).
The modest upregulation of iba-1 in CA1 (Figure 4.17a), CA3 (Figure 4.17b), DG
(Figure 4.17c), and CC (Figure 4.17d) observed for groups T4 and T7 was particularly
interesting as it mimicked the temperature elevation indicated thermographically for T4 and T7
in comparison to sham (Figure 4.6-4.11). Interestingly, Sankar et al. (2019) explored the
relationship between iba-1 expression and cerebral blood flow (CBF) in a mouse model of
repetitive mTBI and observed a negative correlation. However, they also found an upregulation
of several pro-inflammatory cytokines associated with the upregulation of iba-1 (Sankar et al.,
2019). It is possible that the elevation in temperature we observed for T4 and T7 may have been
a function of intercellular signaling more so than CBF alterations.
In addition to the associated temperature profile (internal and MST) increase observed for
group T7 (Figure 4.5-4.11), the iba-1 area fraction results (Figure 4.17) were particularly
interesting in the context of NOR findings which demonstrated possible evidence of short-term
memory impairment 7 days (T7) after subconcussive injury (Figure 4.16). Microglia expression
of iba-1 was not only significantly upregulated in the CC (Figure 4.17d), but also moderately
elevated in the hippocampus (CA1, CA3, and DG) (Figure 4.17a-c) which is known to play a
critical role in short-term memory and novelty detection (Kesner, 2007). Therefore, microglial
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upregulation of iba-1 observed for the hippocampus (CA1, CA3, and DG) (Figure 4.17a-c)
concomitant to the significant increase observed in the CC (Figure 4.17d) likely underlies the
observed short-term memory deficit seen for T7 (Figure 4.16). Furthermore, because the same
memory deficit was not observed for T4 (Figure 4.16), it is possible that this cognitive
dysfunction was predominately dependent on microglial reactivity in the CC in the context of
this subconcussive injury (Figure 4.17d).
Overall, these results indicate transience of this latent iba-1 upregulation as it was no
longer detected in either the hippocampal regions (CA1, CA3, and DG) or the CC with respect to
group T14 after a 14-day recovery. Moreover, this result coincides with our temperature profile
analysis (Figure 4.6-4.11) and recovery of short-term recognition memory (Figure 4.16) for
group T14.
Notably, the upregulation of iba-1 (Figure 4.17) and rise in temperature seen for groups
T4 and T7 (Figure 4.6-4.11) were observed in tandem to an observed decrease in risk-avoidance
behavior (Figure 4.13d). The decrease in risk-avoidance (Figure 4.13d) or decrease in general
locomotor activity exhibited by T14 (Figure 4.12a), however, did not appear to be related to
microglial expression of iba-1 (Figure 4.17) or temperature (Figure 4.6-4.11) as these
measurements were similar both similar to sham. These results were unexpected due to previous
reports of increased anxiety-like (i.e. increased risk-avoidance) behavior coinciding with
elevated microglial reactivity due to concussive and subconcussive injuries (Bodnar et al., 2019;
Collins-Praino, Arulsamy, Katharesan, & Corrigan, 2018; Shultz et al., 2012).
As with iba-1 analysis results, group T1 did not reveal any significant shift from sham
with respect to percent GFAP immunoreactivity for all four brain regions of interest (CA1, CA3,
DG, and CC) (Figure 4.18). However, after a 4-day recovery, group T4 consistently exhibited a
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marked decrease in GFAP area fraction compared to sham (Figure 4.18). Although this decrease
was only significant for CA1 (Figure 4.18a), it can be easily seen in CA3 (Figure 4.18b), DG
(Figure 4.18c), and CC (Figure 4.18d) results. Similarly, GFAP appeared to be consistently
downregulated for group T7 after a 7-day recovery; however, this decrease was insignificant for
all four brain regions (CA1, CA3, DG, and CC) (Figure 4.18). These results were unexpected as
nearly all preclinical models and clinical observations of head injury report increased GFAP
expression as opposed to a decrease (H. J. Kim & Han, 2017; Marschner et al., 2019; Pham et
al., 2019; Shultz et al., 2012; Singh et al., 2016).
Reduced GFAP expression has not been previously reported in the context of concussive
injury to the best of our knowledge. However, one study did observe a significant reduction in
GFAP while investigating the effects of chronic sciatic nerve constriction injury (Araya-Callís,
Hiemke, Abumaria, & Flugge, 2012; Fiore & Austin, 2018). What is particularly interesting
regarding our observation of GFAP downregulation is the associated link between GFAP
reduction and depression (Cobb et al., 2016; Fiore & Austin, 2018; D. Li et al., 2020; T. Li et al.,
2019; Ware et al., 2020). In light of the high prevalence of depression reported in sport-related
concussion, it has been postulated that subconcussive impacts may lead to transient depression
that consequently go undetected (Harris et al., 2020). Additionally, preclinical models of stressinduced depression have reported a drastic downregulation of GFAP (Araya-Callís et al., 2012;
D. Li et al., 2020; Shilpa, Bhagya, Harish, Srinivas Bharath, & Shankaranarayana Rao, 2017).
Incidentally, GFAP reduction has been shown to occur in relation to increased expression
of several pro-inflammatory actors such as TNF-α (D. Li et al., 2020). The regulatory action of
TNF-α on GFAP is noteworthy because microglia are potent producers of this cytokine when
they assume a pro-inflammatory phenotype (D. P. Q. Clark et al., 2019; Younger et al., 2018).
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However, because iba-1 does not differentiate between pro- and anti-inflammatory microglial
phenotypes, it is not possible to determine if the upregulation of iba-1 observed for groups T4
and T7 occurred in pro-inflammatory microglia. However, this would be an interesting avenue to
explore in future studies.
In contrast to the reduction in GFAP area fraction exhibited by groups T4 and T7, a
notable increase in GFAP expression was observed for group T14, after a 14-day recovery, for
all four brain regions (CA1, CA3, DG, and CC) (Figure 4.18). Moreover, this increase was
significantly greater than the stark decrease observed for T4 with respect to all four brain regions
(CA1, CA3, DG, and CC) (Figure 4.18). Additionally, the GFAP area fraction for T14 was
insignificantly greater than sham suggesting recovery (Figure 4.18). However, the elevation in
GFAP immunoreactivity observed for T14 (Figure 4.18), after a 14-day recovery, is noteworthy
in the context of the significant reduction observed for general locomotor activity (Figure 4.12a),
particularly because the hippocampus is a functional part of the ventral striatal loop. Thus,
hippocampal perturbations can affect motor behavior and may explain this observation (Anand &
Dhikav, 2012).
5.4

Conclusion
We aimed to investigate evidence of concussion-like neuroinflammation in a rat model of

subconcussion. For this reason, we engineered a novel, pneumatically controlled impact device,
and employed it to model a single, surgery-free, closed-head, subconcussive injury in rats. We
utilized an impact-magnitude far lower than previously reported in the literature. Thus, we
anticipated our impact model would result in transient evidence of neuroinflammation.
Specifically, we expected that histological presentation would subtlety echo concussive-like
pathodynamics. Additionally, we anticipated that histological evidence of neuroinflammation
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would be reflected as a change in temperature and that this temperature alteration would be
detected thermographically. Furthermore, in conjunction with subtle histological evidence of
neuroinflammation, we anticipated either an absence of behavioral deficits or mild, transient
behavioral deficits akin to those reported in the literature.
To this end, we identified an upregulation of iba-1 in the corpus callosum 7 days after
impact which echoed previously reported findings of latent microglial activation 7 days after
concussive and even subconcussive impacts (Karve et al., 2016; Missault et al., 2019).
Moreover, the short-term recognition memory deficit we observed 7 days after subconcussion
did not contradict other investigations. Although these results were not unexpected for a head
injury model, it is notable that even this very low-magnitude model of subconcussion yielded a
microglial response in conjunction with a transient memory deficit. The latency of these
observations was profound particularly with respect to developing mitigation strategies for
additional impacts and development of CTE. Although the effects of subsequent impacts may be
necessary to determine if this observed perturbation represents cerebral vulnerability, one could
argue that the current return-to-play standards for contact sports warrant reevaluation.
In contrast, we were surprised to discover that this subconcussive injury elicited other
pathodynamics never before reported, to our knowledge, in concussive or subconcussive models.
Namely, we observed a drastic downregulation of GFAP in the hippocampus, especially CA1,
and the corpus callosum due to subconcussion 4 and 7 days after recovery. We were interested to
learn that these pathodynamics mimicked those seen in models of stress-induced depression.
Interestingly, this result was found in the context of an equally unexpected decrease in riskavoidance behavior 4 and 7 days after subconcussion.
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We know that CA1 communicates bidirectionally with the amygdala and subsequently
has a direct influence on emotional state. Therefore, the decrease in GFAP observed in CA1
concomitant to the decrease in risk-avoidance was noteworthy (Anand & Dhikav, 2012; Arvola
et al., 2019). Although previous studies specifically targeting depressive behaviors due to a
concussive injury have seen anhedonia-like behaviors (Fiore & Austin, 2018), extraordinarily
few have witnessed a decrease in risk-avoidance, specifically for a subconcussive injury
(Missault et al., 2019). Granted, accurately interpreting subtle behaviors of disinhibition,
impulsivity and anhedonia in animals is extremely difficult. However, the theme among these
types of behavior seems to be expressed as an overall desensitization to danger. For this reason,
we opted to conservatively interpret our result as a general decrease in risk-avoidance.
Nevertheless, directed investigations into the specifics of this unique phenomena would greatly
add to our understanding of functional disturbances resulting from subconcussion.
Notably, we did observe a temperature increase 4 and 7 days after subconcussion that
aligned with histological and behavioral alterations. Interestingly, the most apparent change in
temperature was seen along the dorsal abdominal surface. Although the source of this lower
body disturbance is unknown, it suggests a systemic disturbance due to subconcussion that was
unappreciable with internal temperature measurement alone. Determination of regional
disturbances is valuable because it opens the doors to investigate previously unidentified
perturbations.
Interestingly, we did find a modest upregulation of GFAP after a 14-day recovery from
subconcussion in conjunction with a decrease in general locomotor activity. However, these
results were observed concurrently with a sustained decrease in risk-avoidance behavior.
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Although the current study was unable to extrapolate the cause underlying these observations,
they do suggest failure to fully recover from subconcussion.
It should be noted that thermographic evaluation of animals 14 days after subconcussion
failed to align with the histological and behavioral alterations seen at this recovery time point.
However, we were able to thermographically observe a consistent temperature decrease directly
after impact that corresponded to a theoretical decrease in CBF. Thus, it is possible that the
perturbations responsible for the histological and behavioral disturbances seen 14 days after
subconcussion were too subtle for thermographic detection. Nevertheless, further validation
would be required prior to utilizing thermography as an external indicator of subconcussionrelated perturbations.
The present work has laid the foundation for a biomechanically informed model of
subconcussion that manifests pathology unlike that currently seen in models of concussion and
subconcussion. Despite the generality of this inflammatory analysis, it revealed important
aspects of subconcussion. First, this work provides evidence in support of the notion that every
head acceleration event has the capacity to result in system perturbations, some of which may
persist even after 14 days of recovery. Therefore, the current impact magnitudes associated with
functional impairment due to head trauma are likely underestimated and warrant reconsideration.
Second, our results emphasize the importance of post-injury monitoring beyond the acute
stage. Although we did not observe evidence of inflammation or perturbation due to this
subconcussive impact after a 12-hours or 1-day recovery, disturbances were revealed 4, 7, and 14
days after injury. For this reason, subacute monitoring after head trauma may be beneficial in
identifying a timeline for therapeutic intervention.

144

Third, although a theoretical injury threshold may not exist, there may be a
biomechanical threshold at which a pathodynamic shift occurs. Based on our findings, we
hypothesize that this may manifest as a shift from concussion-like neuroinflammation to
depression-like neuroinflammation. However, targeted investigations would be necessary to
explore this hypothesis. The importance of this cannot be understated. Not only could this data
inform subsequent injury mitigation strategies, but it would directly affect treatment targets and
development of therapeutic interventions.
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CHAPTER VI
LIMITATIONS AND FUTURE WORK
6.1

Limitations
The chief limitation of this work was the restriction of statistical power resulting from a

suboptimal animal sample size. Due to the small sample size available for these analyses, the
power for several tests fell below β = 0.8. As a result, the probability of a Type II error (false
negative) was higher than preferred. Therefore, we may have been unable to statistically detect
true differences between groups. However, in light of this limitation, the significant differences
that were identified are quite remarkable and may have been even more pronounced with an
increased sample size.
Although the primary purpose of including two sham animals per recovery group was to
account for environmental variation due to different procedure dates (Figure 3.1). This effort was
self-defeating due to the inability to detect robust statistical differences between groups with a
sample size of two. However, by combining all sham data into one group we expanded the
spread of the group data thus, decreasing the likelihood of detecting differences between
recovery groups and sham. Hence, the differences that were detected between recovery groups
and sham were considered robust.
An additional limitation to this study was the inability to histologically assess cortical
pathology due to sample contamination (see Appendix B). This limitation prevented analysis of
superficial cortical damage due to impact and restricted analysis to deeper parenchymal
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structures. Additionally, the loss of brain tissues for groups T0 and T0.5 limited this study by
preventing histological analysis in conjunction with the thermographic temperature assessment.
Although, the temperature profiles described for these two groups align with expected internal
dynamics, this could not be compared to histological outcomes for these two recovery groups
(T0 and T0.5).
It should also be noted that behavioral testing was conducted in the same room as was
used for anesthetic injection and impact procedures. This was a limitation because it had the
capacity to elicit increased anxiety-like behavior due to place association. However, observations
indicated decreased anxiety-like behavior (OFT) in spite of this limitation.
6.2

Future Work
Future investigations would aim to address the current limitations and improve or expand

our current findings. For example, morphological analysis of microglia and astrocytes in
conjunction with differential markers for pro- and anti-inflammatory microglial and astrocytic
phenotypes would greatly enhance the current work. Additionally, including cytokine and
chemokine analysis would expand our understanding of neuroinflammatory signaling dynamics,
specifically in tandem with thermographic analysis.
Furthermore, inclusion of behavioral assays traditionally associated with depression and
risk-avoidance behaviors such as the Forced Swim Test, Sucrose Preference test, and the
Passive-Avoidance test would be beneficial in growing our understanding of the current
behavioral findings. This would be particularly interesting to do in conjunction with other tests
traditionally associated with anxiety assessment such as the Elevated Plus Maze. These
investigations provide insight in understanding whether or not the presently reported pathology is
depression related. Alternatively, because some studies have shown that reduced hippocampal
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expression of GFAP may be linked to chronic pain and impairments in neurogenesis mechanisms
(T. Li et al., 2019), it may be interesting to include measures of pain tolerance and pain
avoidance in addition to startle response assessment.
Additionally, including extracellular glutamate analysis would shed light on our current
findings. Increased extracellular glutamate is a widely known consequence of head injury and
plays a prominent role in the excitotoxicity of secondary injury (Girgis et al., 2016). Due to the
critical role astrocytes play in glutamatergic reuptake, this surge in extracellular glutamate can
overwhelm nearby astrocytes and trigger reactivity (Cobb et al., 2016; T. Li et al., 2019).
Because astrogliosis is marked by upregulation of GFAP, the reduction in GFAP we observed
may imply an absence of excess extracellular glutamate. Alternatively, the downregulation of
GFAP we observed may simply signal astrocytic dysfunction. However, directed investigation
would be necessary to test these hypotheses.
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APPENDIX B
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Contamination of the phosphate buffered saline (PBS; pH 7.4, Sigma-Aldrich, St. Louis,
MO) solution in which fixed brain tissue sample were stored resulted in a fungal growth
covering the majority of the brain tissue surface (Figure B.1). Histological examination of H&E
stained sections (not shown) revealed penetration of the fungus into the superficial cortical layers
of the brain tissue. Deep brain tissue structures such as the hippocampus and corpus callosum
were unaltered by the contamination and deemed usable for immunohistochemical analysis.

Figure B.1

Brain tissue contamination

Images taken of the dorsal (left) and ventral (right) brain tissue surface of a representative tissue
sample.
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APPENDIX C
GFAP NORMALIZATION PROCEDURES
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C.1

Introduction

Selected brain tissue sections from each animal was submitted for glial fibrillary acidic
protein (GFAP) immunostaining for area fraction analysis. As a result of human error, slides
were stained at two separate times and subsequently on two different automated staining devices.
The resulting two batches of GFAP slides presented with drastically different staining intensity
negating collective analysis. Batch 1 consisted of sham animals (n=2) associated with recovery
group T1 and batch 2 contained sham animals (n=4) associated with recovery groups T4 and
T14. In order to address between batch variation, GFAP area fraction data for each unique
imaging location underwent normalization.

C.2

Methods

The area fraction for impact animal tissue sections in batch 1 (B1) was divided by the
average area fraction for sham animals in batch one (S1) (Equation C.1). This resulted in a within
batch normalized data value (N1) for each area fraction measurement in batch 1. The same
process was repeated for batch two using Equation C.2 where the area fraction for impact
animals in batch 2 (B2) was divided by the average area fraction for sham animals in batch 2
(S2). This resulted in a within batch normalized data value (N2) for batch 2. The combined batch
sham average (SF) was calculated as the average of S1 and S2 (see Equation C.3). This combined
batch sham average, SF, was then used as the normalization factor for the calculated within batch
N1 and N2 area fraction data values using Equation C.4 and Equation C.5, respectively. The
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resulting value, NF, represented the normalized area fraction data and was subsequently used for
collective analysis for group comparison.

𝐵1
= 𝑁1
𝑆1

(C.1)

𝐵2
= 𝑁2
𝑆2

(C.2)

𝑆1 + 𝑆2
= 𝑆𝐹
2

(C.3)

𝑁1
= 𝑁𝐹
𝑆𝐹

(C.4)

𝑁2
= 𝑁𝐹
𝑆𝐹

(C.5)
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APPENDIX D
PRE-IMPACT VS. POST-RECOVERY SHAM COMPARISON
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D.1

Methods
Temperature measurements (internal and thermographic) were captured for sham animals

prior to sham impact (pre-sham impact) and after recovery from sham impact (post-sham
recovery). For clarity, sham animals underwent the exact same procedures as impact-recovery
animals but were not in fact exposed to an impact. Due to differences in time between pre-sham
impact measurements and post-sham recovery measurements, a paired-sample t-test was
performed for each temperature measurement (internal and MST) to determine significant
differences due to time point of measurement. Normality was determined using a Shapiro-Wilk
test and the homogeneity of variances was determined using Levene’s test. If the assumption of
normality could not be met, nonparametric methods were employed. All data was cleaned for
outliers using the Grubbs test prior to analysis. All statistical analyses were conducted with a
significance level of α = 0.05. The null hypothesis was rejected when p < 0.05. All analysis and
plots were obtained using GraphPad Prism® 8 (GraphPad Software, Inc., La Jolla, CA, USA).
D.2

Results
Results indicated that post-sham recovery MST measurements were consistently

increased compared to pre-sham impact MST measurements. Furthermore, this increase was
significant (p<0.01) for the ventral head MST (Figure D.1a), ventral thorax MST (Figure D.1b),
dorsal head MST (Figure D.1d), and the dorsal thorax MST (Figure D.1e). However, this
increase was insignificant for the ventral abdomen MST (Figure D.1c) and dorsal abdomen MST
(Figure D.1f). An increase in internal temperature was not substantially observed (Figure D.1g).
The mean and standard error of the means (SEM) for each measurement are presented in Table
D.1 in addition to the difference between the temperature measurements (post-sham recovery –
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pre-sham recovery). The results obtained from this analysis informed the use of ANCOVA
analysis for impact recovery analysis procedures because a significant decrease in temperature
measurements was observed between pre- and post-sham recovery.
Figure D.1 shows the paired comparison of sham temperature measurements pre-sham
impact and post-sham recovery for the ventral head MST (Figure D.1a), ventral thorax MST
(Figure D.1b), ventral abdomen MST (Figure D.1c), dorsal head MST (Figure D.1d), dorsal
thorax MST (Figure D.1e), dorsal abdomen MST (Figure D.1f), and internal temperature (Figure
D.1g). The mean is represented by the black circle and the error bars represent the SEM.
Significance is denoted as follows: one asterisk (*) indicates p-value smaller than 0.05 (p<0.05),
two asterisk (**) indicate a p-value smaller than 0.01 (p<0.01), and three asterisks (***) indicate
p-value smaller than 0.001 (p<0.001).
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Figure D.1

Pre-sham impact vs. post-sham recovery temperature (°F)

Plots of paired comparison between pre-sham impact and post-sham recovery (a) ventral head
MST, (b) ventral thorax MST, (c) ventral abdomen MST, (d) dorsal head MST, (e) dorsal thorax
MST, (f) dorsal abdomen MST, and (g) internal temperature. Plots represent the mean ±SEM.
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Table D.1 includes the mean ± the standard error of the means (SEM) for sham
temperature measurements taken pre-sham impact and post-sham recovery. The mean ± SEM of
difference (post-sham recovery – pre-sham recovery) is also indicated with significance
indicated by an asterisk(s). Significance is denoted as follows: one asterisk (*) indicates p-value
smaller than 0.05 (p<0.05), two asterisk (**) indicate a p-value smaller than 0.01 (p<0.01), and
three asterisks (***) indicate p-value smaller than 0.001 (p<0.001).
Table D.1

Pre-sham impact and post-sham recovery temperature (°F) summary

Measurement
Location
Internal
Ventral
Dorsal

Sham Temperature Measurements (°F)
Pre-sham Impact
Post-sham Recovery
Difference
(Mean ± SEM)
(Mean ± SEM)
(Mean ± SEM)

Head
Thorax
Abdomen

97.01 ± 0.227
89.59 ± 0.229
92.00 ± 0.302
92.00 ± 0.192

97.04 ± 0.512
91.57 ± 0.326
93.64 ± 0.291
92.86 ± 0.376

0.03 ± 0.477
1.98 ± 0.335**
1.63 ± 0.450**
0.86 ± 0.418

Head
Thorax
Abdomen

86.14 ± 0.231
92.27 ± 0.209
92.49 ± 0.222

87.79 ± 0.403
93.80 ± 0.344
93.31 ± 0.357

1.65 ± 0.404**
1.53 ± 0.365**
0.82 ± 0.462
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APPENDIX E
SUPPLEMENTARY DESCRIPTIVE STATISTICS FOR TEMPERATURE
MEASUREMENTS
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E.1

Methods
The internal temperature was measured rectally post-recovery/post-sham recovery in

conjunction directly prior to thermal imaging. Post-recovery/post-sham recovery temperature
measurements were obtained on the final day of recovery prior to euthanasia procedures for each
group (T0, T0.5, T1, T4, T7, and T14) in addition to their associated shams. The mean and the
standard error of the means (SEM) were obtained using GraphPad Prism® 8 (GraphPad
Software, Inc., La Jolla, CA, USA).
E.2

Results
The mean and the standard error of the means (SEM) for internal measurements can be

seen in Table E.1.
Table E.1

Internal temperature (°F) summary
Group
T0
T0.5
T1
T4
T7
T14
Sham

Post-Recovery Internal Temperature (°F)
(Mean ± SEM)
96.58 ± 0.44
97.60 ± 1.25
97.45 ± 0.47
99.76 ± 0.39
99.36 ± 0.77
97.23 ± 0.73
96.89 ± 0.45

The mean and the standard error of the means (SEM) for the ventral and dorsal MST
measurements obtained thermographically can be found in Table E.2. The sample size for each
group is indicated next to the group name.
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Table E.2

Median surface temperature (°F) summary
Post-Recovery Surface Temperature Measurements (°F)

ROI

Group (n)

Head

Sham (n=12)
T0 (n=6)
T0.5 (n=5-6)
T1 (n=6)
T4 (n=6)
T7 (n=6)
T14 (n=6)
Sham (n=12)
T0 (n=6)
T0.5 (n=6)
T1 (n=6)
T4 (n=5)
T7 (n=6)
T14 (n=6)
Sham (n=12)
T0 (n=6)
T0.5 (n=6)
T1 (n=6)
T4 (n=5)
T7 (n=6)
T14 (n=6)

Thorax

Abdomen

Ventral
(Mean ± SEM)
91.19 ± 0.38
89.10 ± 0.56
90.88 ± 0.56
91.03 ± 0.38
91.97 ± 0.37
92.01 ± 0.25
91.00 ± 0.43
93.47 ± 0.27
91.88 ± 0.52
93.25 ± 0.59
92.60 ± 0.40
94.37 ± 0.12
93.14 ± 0.46
93.21 ± 0.45
92.74 ± 0.33
92.03 ± 0.47
91.96 ± 0.53
91.99 ± 0.26
93.42 ± 0.56
93.79 ± 0.49
93.15 ± 0.39
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Dorsal
(Mean ± SEM)
87.28 ± 0.48
84.69 ± 0.16
86.69 ± 0.38
86.76 ± 0.54
88.26 ± 0.29
88.88 ± 0.84
88.48 ± 0.48
93.66 ± 0.31
91.14 ± 0.77
93.57 ± 0.35
92.42 ± 0.53
94.99 ± 0.21
94.63 ± 0.73
93.64 ± 0.36
93.18 ± 0.30
91.57 ± 0.62
93.56 ± 0.19
92.20 ± 0.65
94.92 ± 0.15
95.18 ± 0.23
92.94 ± 0.37
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REPRESENTATIVE MICROGRAPHS FOR IBA-1 AND GFAP
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F.1

Methods
Representative micrographs (20x magnification) for iba-1 and GFAP immunostained

tissue sections were selected based on tissue sections with an area fraction measurement most
representative of the mean area fraction for each group. Due to biological variation within
groups, some representative micrographs may not illustrate the differences between groups as
accurately as the numerical analysis demonstrated in the plots (see Chapter 4). Selected
representative 20x magnification micrographs are presented for recovery groups (T1, T4, T7, and
T14) and sham for each region of interest (CA1, CA3, DG, and CC) for both iba-1 and GFAP in
conjunction with a representative 4x magnification image for reference. The 4x magnification
micrograph was not used for analytical purposes but allows spatial context for higher
magnification micrographs.
F.2
F.2.1

Results
Iba-1 Micrographs
Figure F.1a shows a representative iba-1 micrograph of the hippocampus at 4x

magnification with a representative CA1 imaging location indicated by a black box. The average
iba-1 area fraction for all sample images of CA1 was referred to in selecting representative 20x
magnification micrographs. Subsequent selected representative iba-1 micrographs of CA1 at 20x
magnification are presented in Figure F.1b for T1, Figure F.1c for T4, Figure F.1d for T4, Figure
F.1e for T14, and Figure F.1f for sham. A representative microglial call expressing positive iba-1
immunoreactivity is indicated for each 20x magnification micrograph by a black arrow.
As seen in the area fraction plot for CA1 (Figure 4.17a), the representative micrographs
(20x magnification) shown in Figure F.1b-f do not show noticeable differences between groups.
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Visually, the proportion of iba-1+ (brown colored stain) is not apparently different between
recovery groups (Figure F.1b-e) or sham (Figure F.1f).
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Figure F.1

Representative iba-1 micrographs of CA1.

The (a) location of the representative images is presented using 4x magnification with a 500μm
scale bar. Micrographs (20x) of impact recovery groups (b) T1, (c) T4, (d) T7, (e) T14, and (f)
sham with a 50μm scale bar.
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Figure F.2a shows a representative iba-1 micrograph of the hippocampus at 4x
magnification with a representative CA3 imaging location indicated by a black box. Unlike the
micrographs shown in Figure F.1b-f, the representative 20x magnification micrographs of CA3
visually reflect the variation seen in the iba-1 area fraction analysis of CA3 (Figure 4.17b). The
area fraction plot (Figure 4.17b) illustrates that T4 had the highest proportion of positive iba-1
staining in CA3 compared to the other groups including sham. This trend can be visually seen by
the representative micrograph of CA3 from group T4 in Figure F.1c. It should be noted that
although the hematoxylin counter stain (purple color) appears lighter in the representative iba-1
micrograph for sham (Figure F.1f), the iba-1 area fraction analysis depended on the positive iba1 (brown color) staining for measurement and the counterstain was removed prior to
measurement.
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Figure F.2

Representative iba-1 micrographs of CA3.

The (a) location of the representative images is presented using 4x magnification with a 500μm
scale bar. Micrographs (20x) of impact recovery groups (b) T1, (c) T4, (d) T7, (e) T14, and (f)
sham with a 50μm scale bar.
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Figure F.3a shows a representative iba-1 micrograph of the hippocampus at 4x
magnification with a representative DG imaging location indicated by a black box. As with the
iba-1 area fraction analysis results for CA1 (Figure 4.17a), the area fraction results for the
dentate gyrus were not significantly different between groups (Figure 4.17c). However, group T4
once again illustrated a greater proportion of positive iba-1 immunoreactivity than the other
groups which can be observed in the representative 20x magnification micrographs in Figure
F.3b-f.

189

Figure F.3

Representative iba-1 micrographs of DG.

The (a) location of the representative images is presented using 4x magnification with a 500μm
scale bar. Micrographs (20x) of impact recovery groups (b) T1, (c) T4, (d) T7, (e) T14, and (f)
sham with a 50μm scale bar.

190

Figure F.4a shows a representative iba-1 micrograph of the hippocampus at 4x
magnification with a representative CC imaging location. The iba-1 area fraction analysis of the
CC indicated that sham and groups T1 and T14 were similar with respect to the proportion of
positive iba-1 immunoreactivity (Figure 4.17d). These results are reflected in the representative
micrographs of the CC presented in Figures F.4b-f. All three representative 20x magnification
micrographs for T1 (Figure F.4b), T14 (Figure F.4e), and sham (Figure F.4f) show notably light
staining of microglia (DAB) that is starkly contrasted with the representative micrographs for T4
(Figure F.4c) and T7 (Figure F.4d). It should be noted that although the iba-1 immunoreactive
staining for T4 (Figure F.4c) is noticeably darker than for T7 (Figure F.4d), proportionally, T7
presents greater immunoreactivity.
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Figure F.4

Representative iba-1 micrographs of CC.

The (a) location of the representative images is presented using 4x magnification with a 500μm
scale bar. Micrographs (20x) of impact recovery groups (b) T1, (c) T4, (d) T7, (e) T14, and (f)
sham with a 50μm scale bar.
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F.2.2

GFAP Micrographs
Representative GFAP micrographs at 4x magnification are presented for CA1 (Figure

F.5a), CA3 (Figure F.6a), DG (Figure F.7a), and CC (Figure F.8a) with a representative imaging
location for each indicated with a black box. A representative astrocyte expressing positive
GFAP immunoreactivity is indicated for each 20x magnification micrograph by a black arrow.
Despite the batch differences requiring normalization (Appendix C), the representative
GFAP micrographs (20x magnification) of CA1 presented in Figure F.5 still illustrate the same
trend reflected in the normalized data analysis (Figure 4.18a). The proportion of positive GFAP
immunoreactivity (brown color) within the CA1 tissue section for group T14 (Figure F.5e) is
notably greater than for T4 (Figure F.5c). The astrocytes visible in the representative
micrographs for groups T1 (Figure F.5b), T14 (Figure F.5e), and sham (Figure F.5f) are more
easily identified with amply stained processes than groups T4 (Figure F.5c) and T7 (Figure
F.5d).
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Figure F.5

Representative GFAP micrographs of CA1.

The (a) location of the representative images is presented using 4x magnification with a 500μm
scale bar. Micrographs (20x) of impact recovery groups (b) T1, (c) T4, (d) T7, (e) T14, and (f)
sham with a 50μm scale bar.
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Although not easily appreciated by the representative GFAP micrographs (20x
magnification) for CA3, on average the proportion of positive GFAP immunoreactivity for group
T4 (Figure F.6c) was notably lower than T14 (Figure F.6e). With respect to proportion of GFAP
immunoreactivity (not darkness of stain), the representative CA3 micrographs of group T1
(Figure F.6b) and sham (Figure F.6f) reflect the analytical observation of similarity (Figure
4.18b). As for CA1, the representative GFAP micrograph of CA3 for group T7 (Figure F.6d)
illustrates notably less positive GFAP immunoreactivity than group T1 (Figure F.6b) or sham
(Figure F.6e). However, the representative GFAP micrograph of CA3 for T4 (Figure F.6c)
appears to have a greater proportion of immunoreactivity than T7 (Figure F.6d) and is thus does
not adequately reflect the results obtained for area fraction analysis of CA3 (Figure 4.18b).
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Figure F.6

Representative GFAP micrographs of CA3.

The (a) location of the representative images is presented using 4x magnification with a 500μm
scale bar. Micrographs (20x) of impact recovery groups (b) T1, (c) T4, (d) T7, (e) T14, and (f)
sham with a 50μm scale bar.
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The representative GFAP micrographs (20x magnification) of the DG allow visual
appreciation for the similar level of immunoreactivity seen between group T1 (Figure F.7b) and
sham (Figure F.7f) for the area fraction analysis (Figure 4.18c). The similarly low proportion of
GFAP immunoreactivity seen in the representative micrographs for group T4 (Figure F.7c) and
T7 (Figure F.7d) is contrasted with the notably greater proportion of positive GFAP
immunoreactivity seen for group T1 (Figure F.7b), T14 (Figure F.7e), and sham (Figure F.7f).
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Figure F.7

Representative GFAP micrographs of DG.

The (a) location of the representative images is presented using 4x magnification with a 500μm
scale bar. Micrographs (20x) of impact recovery groups (b) T1, (c) T4, (d) T7, (e) T14, and (f)
sham with a 50μm scale bar.

198

The distinct astrocyte morphology seen in hippocampal regions CA1 (Figure F.5), CA3
(Figure F.6), and DG (Figure F.7) is markedly less apparent in the CC representative GFAP
micrographs (20x magnification) (Figure F.8b-f). Although not easily appreciated in the
representative CC micrograph, on average the proportion of positive GFAP immunoreactivity for
group T7 (Figure F.8d) was similar to that of T4 (Figure F.8c). The proportion of positive GFAP
immunoreactivity demonstrated in CC for group T14 is reflected in the representative GFAP
micrograph (Figure F.8e) with an overall greater proportion of positive staining than for group
T1 (Figure F.8b) or sham (Figure F.8f).
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Figure F.8

Representative GFAP micrographs of CC.

The (a) location of the representative images is presented using 4x magnification with a 500μm
scale bar. Micrographs (20x) of impact recovery groups (b) T1, (c) T4, (d) T7, (e) T14, and (f)
sham with a 50μm scale bar.
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