Abstract. We present a novel static analysis technique that substantially improves the quality of invariants inferred by standard loop invariant generation techniques. Our technique decomposes multi-phase loops, which require disjunctive invariants, into a semantically equivalent sequence of single-phase loops, each of which requires simple, conjunctive invariants. We define splitter predicates which are used to identify phase transitions in loops, and we present an algorithm to find useful splitter predicates that enable the phase-reducing transformation. We show experimentally on a set of representative benchmarks from the literature and real code examples that our technique substantially increases the quality of invariants inferred by standard invariant generation techniques. Our technique is conceptually simple, easy to implement, and can be integrated into any automatic loop invariant generator.
Introduction
A key problem in any automatic software verification system is the inference of loop invariants. A consistent theme in the literature is that most loops found in practice require only simple quantifier-free conjunctive invariants (i.e., invariants that are conjunctions of elementary facts) and that such invariants are relatively easy to infer using standard techniques such as [1, 2, 3] .
However, some loops in real programs fundamentally require disjunctive invariants (i.e., an invariant with at least one disjunction). While relatively rare, obtaining accurate invariants for such loops is still important for successful verification, as imprecision in the analysis of even a small part of a program tends to spread, often reducing analysis precision for much of, or even the entire, program. As a result, a number of previous efforts have proposed techniques for inferring disjunctive invariants [4, 5, 6, 7, 8] . While there is considerable diversity in the approaches taken, the proposed disjunctive invariant generation techniques are considerably more involved than the more straightforward conjunctive case.
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To illustrate the problem of disjunctive invariant generation, consider Fig. 1(a) , which is the motivating example of [4] . To prove the validity of the assertion, the following disjunctive invariant is required: (x ≤ 50 ∧ y = 50) ∨ (50 ≤ x ≤ 100 ∧ y = x) .
(
Abstract interpretation-based techniques that generate only conjunctive invariants fail on this example. For instance, the widely-used abstract interpretationbased tool Interproc works over convex abstract domains [9] and computes invariants that are conjunctions of linear inequalities. For this loop, Interproc computes the post-condition 50y ≥ 2599 and cannot verify the assertion y = 100 tested in the last line of Fig. 1(a) . Techniques such as [10] can infer disjunctive invariants, but for this example do so in a brute-force manner, performing 50 refinement iterations. Similarly, predicate abstraction techniques such as Slam [11] and Blast [12] generate a sequence of predicates of the form x = 1, x = 2, . . . during abstraction refinement and require 100 refinement iterations. Some much more elaborate techniques using interpolants [13] and probabilistic inference [4] can verify the correctness of this program without counting to the loop bound, but it is difficult to give an intuitive characterization of the class of loops for which these techniques can infer useful disjunctive invariants.
x=0;y=50; while(x<100) { x=x+1; if(x>50) y=y+1; } assert(y==100); (a) Example from [4] . x=0;y=50; while(x<=49) { x=x+1; } while(x<100 && x>49) { x=x+1; y=y+1; } assert(y==100); (b) The example after splitting. While Fig. 1(a) is a synthetic example, it is representative of the loops found in practice that require disjunctive invariants. Specifically, this example has two important properties:
(a) The need for a disjunctive invariant arises from a particular conditional or conditionals in the loop body; in this case, the statement if (x > 50). Not all conditionals imply that a disjunctive invariant is needed, but conditionals whose predicate is related to how many iterations the loop has executed, as in Fig. 1(a) , usually do. For example, one of the more common patterns in practice is that the conditional causes the loop to do something different in its base (the first or first few iterations) and inductive cases (all subsequent iterations). (b) The conditionals in question exhibit a fixed number of phase transitions during execution. A phase is a sequence of iterations in which the conditional, if it is evaluated, always evaluates to the same value, either true or false. A phase transition occurs when the conditional evaluates to b in one iteration, and the next time it is evaluated, it evaluates to ¬b. In Fig. 1 , the conditional test x > 50 has two phases and one phase transition: it is false for iterations 1-50, and true for iterations 51-100.
In principle, there are many loops requiring disjunctive invariants that do not satisfy conditions (a) and (b). However, it is our experience that the vast majority of loops arising in practice that require a disjunctive invariant do so because of conditionals with a fixed number of phases. For example, we have manually inspected the 95 loops found in OpenSSH, and found that exactly 9 of these loops require disjunctive invariants. Furthermore, of these 9 loops, all but one 1 satisfies conditions (a) and (b) above. Throughout this paper, we refer to loops satisfying conditions (a) and (b) as multi-phase loops.
The observation that multi-phase loops constitute a large majority of the loops that are not amenable to reasoning by standard invariant generation techniques motivates our approach: Rather than developing techniques to directly infer disjunctive invariants, we employ static analysis to identify phase transitions of multi-phase loops by computing splitter predicates. We then perform a program transformation that converts such multi-phase loops requiring disjunctive invariants to a semantically equivalent sequence of single-phase loops, each of which requires only conjunctive invariants. In general, if a loop has a conditional with k phases, it can be split into k successive loops without the conditional test.
As an example, consider again the loop from Fig. 1 . Here, we can eliminate the phase transition by splitting the loop into two loops, one for each phase, as shown in Fig. 1(b) . The resulting two loops have no conditionals and require only simple conjunctive invariants. Recall that the invariant for Fig. 1(a) is (x ≤ 50 ∧ y = 50) ∨ (50 ≤ x ≤ 100 ∧ y = x). Here, the first disjunct, x ≤ 50 ∧ y = 50, corresponds to the invariant of the first loop from Fig. 1(b) , and the second disjunct, 50 ≤ x ≤ 100 ∧ y = x, is the invariant of the second loop in Fig. 1(b) . Furthermore, Interproc, which fails to verify the assertion for Fig. 1(a) , easily discovers the loop invariants needed to prove the assertion for Fig. 1(b) .
As this example illustrates, our approach effectively reduces the problem of inferring disjunctive invariants for a complex, multi-phase loop to the better understood problem of inferring conjunctive invariants for a sequence of singlephase loops. This strategy explicitly separates the task of identifying phase transitions from the inference of loop invariants, and allows standard invariant generation techniques to be successful for programs which previously might only be verified using much more sophisticated methods. Our technique is conceptually simple, easy to implement, and improves the quality of invariants discovered by a large class of invariant generation techniques.
An Overview of the Technique
Consider a loop while(P ){E[C]} where E is an expression with one hole [·] for the predicate of an if statement, and C is the predicate plugged into the hole. For example, in Fig. 1(a) , P = x < 100, E = x++; if([·]) y++;, and C = x > 50. We are interested in finding a predicate Q with two properties:
(a) Q should be a splitter predicate, which informally means that it can be used to divide the loop into two loops that execute one after the other. (b) When Q (resp. ¬Q) is true on entry into the loop body, a particular conditional test C in the loop should be guaranteed to be true (resp. false).
If Q has both of these properties, which we formalize in Sect. 3, then the following semantic equivalence holds:
If we can find such a splitter predicate Q, then we can decompose the original loop into two loops, one in which the conditional's predicate is always false and the other in which it is always true. Constant folding then eliminates the conditionals, resulting in simpler loops. Note that a predicate satisfying conditions (a) and (b) above identifies the loop iteration in which a phase transition occurs for C: When Q becomes true, the first of the split loops terminates, and this corresponds to the first iteration in which C evaluates to true in the original loop. Furthermore, observe that the the splitter predicate is, in general, different from the conditional test C. For example, Q = x > 49 satisfies (2) for the program of Fig. 1(a) .
It is straightforward to generalize (2) to transform loops with if conditions having any fixed number k of phase transitions into the composition of k loops. In this paper, we discuss only the case where the predicate of an if statement has at most one phase transition; besides being simpler to present, this case is also the only one we have thus far encountered in practice.
This paper makes the following contributions:
-We present a static analysis technique to decompose multi-phase loops requiring disjunctive invariants into a sequence of simpler single-phase loops, whose invariants can be inferred using standard techniques. -We define phase splitter predicates, which are key to identifying phase transitions of multi-phase loops, and we present an algorithm for computing them. -The proposed technique is simple to implement and relies only on SMT solvers already used in many verification systems. -Our evaluation on a combination of representative examples from the literature and loops taken from real programs shows that our technique allows standard conjunctive invariant generation techniques to produce results comparable to some of the recently proposed advanced techniques for disjunctive invariant generation.
The rest of the paper is organized as follows: Section 2 presents a simple language for the formal development; Section 3 defines splitter and phase splitter predicates. Section 4 gives an algorithm for computing phase splitter predicates. Section 5 describes our prototype implementation, and Section 6 describes our experimental results. Section 7 surveys related work, and Section 8 concludes. Figure 2 gives the syntax of a simple imperative language we use for the formal development. We assume a family of integer-valued program variables x, y, z, . . . , a set of primitive relational operators ( RelOp ), and binary arithmetic operators ( BinOp ). We distinguish between a normal statement s and a statement with one hole h; the unique hole [·] in h indicates where a predicate can be inserted to complete the statement. If h is a statement with one hole and C is a predicate, then h[C] is the statement (with no holes) formed by replacing the [·] in h by C. We omit the formal definition of the replacement operation, which is standard.
Language
The syntax of the language we use for the formal development Figure 3 gives the small-step operational semantics for the language of Fig. 2. An environment E is a function from program variables to integers. Integer values are denoted by v. In each step we take a reducible expression, execute one step of computation, and possibly update E. Each transition maps an environment, statement pair E, s to a new pair E , s . The operational rules are standard; we note only that the rules for statement sequences always reduce the first statement E, s 1 ; s 2 → E , s 1 ; s 2 until the first statement evaluates to skip, at which point the rule E, skip; s → E, s is applied to transfer control to the remainder of the statement sequence.
Definition 1. (Semantic Equivalence)
Two statements s 1 and s 2 are semantically equivalent, denoted s 1 ≡ s 2 , if 
Splitter Predicates
As discussed in Sect. 1, a key idea that allows our technique to identify phase transitions in loops is the concept of splitter predicates, which we define next.
Definition 2. (Splitter Predicate)
A predicate Q is a splitter predicate for a loop while(P ){B} if while(P ){B} ≡ while(P ∧ ¬Q){B}; while(P ∧ Q){B} According to this definition, a predicate Q is a splitter predicate for a loop L if L can be decomposed as the sequence of two loops L 1 ; L 2 where ¬Q always holds at the head of L 1 and Q always holds at the head of L 2 . Thus, if Q is a splitter predicate, then Q's observed truth value changes at most once during the execution of L.
The following theorem describes how to verify whether a given predicate Q is a splitter predicate for a loop L by issuing a single query to a constraint solver: Proof. We claim the following:
For any predicate Q (whether Q is a splitter predicate or not), it is easily verified that loop (a) is equivalent to loop (b). Intuitively, loop (b) expresses that the truth-value of Q may in general change any number of times in the original loop. For the second step, if the outer loop executes its body either 0 or 1 times (i.e., Q's truth value changes at most once) then it is easy to check that (b) is equivalent to (c). Thus, it suffices to prove that the outer loop of (b) executes either 0 or 1 times if {P ∧ Q} B {Q ∨ ¬P }. There are two cases:
-If ¬P holds on entry to the outer loop, the outer loop executes its body 0 times. -If P holds on entry to the outer loop, the outer loop's body is executed at least once. Clearly ¬P ∨ Q is a post-condition of the first inner loop. There are two cases on entry to the second inner loop:
• If ¬P holds, the second inner loop terminates without executing its body and then the outer loop terminates after one iteration.
• Otherwise P holds, and therefore from the post-condition of the first inner loop we know Q also holds on entry to the second inner loop. Applying the assumption {P ∧ Q} B {Q ∨ ¬P }, we conclude that Q is an invariant of the second inner loop whenever the second inner loop executes at least once. Since Q cannot become false, the second inner loop terminates only when ¬P holds, and therefore the outer loop exits after completing one iteration.
Since the outer loop executes its body 0 or 1 times in all cases, (b) ≡ (c), and therefore (a) ≡ (c). Therefore, Q is a splitter predicate.
Observe that not every splitter predicate is useful for the purpose of decomposing a loop into phases, because not every splitter identifies the phase transition associated with a conditional in the loop body. For example, in Fig. 1(a) , x > 60 is a splitter predicate, as x > 60 is initially false, but stays true once it becomes true. On the other hand, x > 60 is not a useful splitter because it does not exactly split the loop into the two phases of the conditional test x > 50. We require a class of splitter predicates that satisfy a stronger condition: According to this definition, a phase splitter predicate Q for a loop L decomposes the loop into two loops L 1 ; L 2 , where both L 1 and L 2 have fewer branches in the loop body. Since a phase splitter predicate eliminates a conditional C in the original loop body, there is a relationship between the phase splitter for loop L and the conditional C. We now make this relationship precise.
Definition 4. Consider a loop while(P ){B[C]}. We define B, the code that executes before the hole in B, by structural induction on B. Fig. 2 .
if([·
Recall that our goal is to find a splitter predicate Q such that (i) if Q holds at the loop head, then the conditional C inside one if statement always evaluates to true, and (ii) if ¬Q holds at the loop head, then the conditional C inside the same if statement always evaluates to false. The following lemma states the relationship between a predicate Q at the loop head and the conditional C in an if statement:
Proof. The proof of this lemma is given in the full version of the paper available at http://www.stanford.edu/~isil/cav2011-full.pdf.
Just as Thm. 1 showed that we could use constraint solving techniques to determine whether Q is a splitter predicate, Lemma 1 shows that solving another constraint problem determines whether Q causes a conditional to have only one phase within the loop. Because we split the original loop into two loops, we must solve two constraint problems, one for each of the split loops, to ensure that the conditional in both loops can be eliminated. This leads us to the following theorem, which reduces the problem of checking phase splitter predicates to a constraint solving problem: Theorem 2. Consider a loop L = while(P ){B[C]} and let Q be a predicate such that
Then Q is a phase splitter predicate.
Proof. By (5) In Thm. 2 of the previous section, we showed how to check whether a predicate is a phase splitter, but we have not yet answered the question of how to find candidate splitter predicates. In this section, we discuss an algorithm for finding candidate phase splitter predicates and transforming a multi-phase loop into a sequence of simpler loops.
L 2 = while(P ∧ Q){B[true]} 6:
return B 1 ; B 2 9: endif 10: done 11: return L Our algorithm considers loops in an inside-out fashion, starting with the innermost nested loops first. The pseudo-code for splitting a single loop is given in Fig. 4 ; in the figure, WP denotes a standard precondition computation. This precondition should be as weak as possible, and ideally it is the weakest precondition (hence WP) although in practice we must settle for a decidable approximation. Here, we repeatedly consider each if statement in the body of the outermost loop and attempt to find a splitter predicate for the if's conditional test. Given the conditional C of some if statement, we first compute the precondition Q of C with respect to B. Since Q is a precondition, it must satisfy condition (3) of Thm. 2. In our implementation we use a constraint solver to compute a precondition that is as weak as possible (see Sect. 5). We then explicitly check the other two conditions (4) and (5) of Thm. 2 to guarantee that we do not split the loop unless Q is a phase splitter predicate. If Q is indeed a predicate identifying phase transitions, then L is split into two loops L 1 and L 2 in lines 5 and 6 of Fig. 4 . Since it may be possible to further decompose L 1 or L 2 into even simpler loops with fewer phases, we recursively invoke the phase split algorithm, which transforms L 1 (resp. L 2 ) into a sequence of loops B 1 (resp. B 2 ). The final result of splitting L is then given by the sequence B 1 ; B 2 .
Observe that the algorithm in Fig. 4 considers conditionals in the loop body in an arbitrary order. The reader might wonder whether the order in which conditionals are considered matters, as one order might yield a better decomposition than another. Fortunately, it turns out that the order in which we test the conditionals in the algorithm is irrelevant, because if C is a splitter predicate of the original loop, then it is guaranteed to remain a splitter predicate of the transformed loop. The following theorem makes this statement precise: Theorem 3. If Q is a splitter predicate of while(P ){B} satisfying the hypothesis of Thm. 1 and P ⇒ P , then Q is a splitter predicate of while(P ){B}.
Proof. We show {P ∧ Q} B {¬P ∨ Q}. It then follows from Thm. 1 that Q is a splitter predicate for while(P ){B}. We reason as follows:
Using Hoare's consequence rule we obtain {P ∧ Q} B {Q ∨ ¬P }. Hence Q is a splitter predicate for while(P ){B}.
Because the loop predicates in split loops are only stronger than the loop predicate of the original loop, Theorem 3 shows that if we have two splitters Q 1 and Q 2 , then if we split on Q 1 , Q 2 remains a splitter predicate for each of the new loops. Furthermore, it is easy to see from Thm. 2, that Q 2 still causes the same conditional(s) to be eliminated whether we split on Q 1 first or not. Thus, choosing one phase splitter predicate Q over another phase splitter predicate Q cannot make further splitting by Q illegal or vice versa.
As mentioned above, loops are split beginning with innermost loops and proceeding to outermost loops. The reason for selecting this order is that the weakest precondition of a code fragment containing a loop requires computing loop invariants. Thus, when splitting an outer loop, the weakest precondition computation may be required to compute loop invariants for any inner loops. By splitting the innermost loops first, the weakest precondition computation deals only with loops that have already been simplified as much as possible, making it easier to infer better invariants using standard techniques.
Revisiting the Running Example
We now illustrate the execution of our algorithm on the example from Fig. 1(a) .
For this loop, we have:
A candidate phase splitter predicate Q is computed as Q = WP(x > 50, x++).
Using a weakest precondition computation engine, we obtain Q = x > 49 as a candidate phase splitter predicate. 3. Now, we check whether the candidate predicate Q satisfies condition (4) of Thm. 2 by querying the validity of the formula (¬x > 49 ∧ x = x + 1) ⇒ ¬x > 50, which is indeed valid. 4. Finally, we verify that candidate Q is a phase splitter predicate by checking the validity of the following constraint:
This formula is valid, allowing us to perform the phase splitting transformation, which yields the decomposition shown in Fig. 1(b) .
We have implemented a prototype version of the algorithm described in this paper using the SAIL program analysis front-end [14] and the Mistral SMT solver [15, 16] for a subset of the C programming language. The weakest precondition computation step in the algorithm is implemented by using the quantifier elimination capabilities of Mistral. More specifically, to compute the weakest precondition of C with respect to code fragment B, we first convert B to single static assignment (SSA) form [17] . We then generate a constraint φ s for any statement s in the following way: For each basic statement s (e.g., an assignment or assertion), we generate the corresponding atomic constraint in the constraint language, and a sequence s 1 ; s 2 is converted to the constraint φ s1 ∧φ s2 where φ s1 and φ s2 are the constraints derived from statements s 1 and s 2 respectively. For an if statement, if(C) then s1 else s2, we generate the constraint (C ∧ φ s1 ) ∨ (¬C ∧ φ s2 ). 2 To generate weakest preconditions for nested loops, we use a constraint obtained with the help of an invariant generation tool. Finally, we compute the weakest precondition of C with respect to B by computing the constraint φ B and then by existentially quantifying and eliminating all intermediate variables (i.e., variables with version number greater than one in SSA form).
Experiments
We evaluate our technique by comparing the quality of the loop invariants obtained from two publicly available invariant generation tools, Interproc [19] and InvGen [6] , before and after decomposing multi-phase loops into a sequence of single-phase loops. Interproc is an abstract interpretation-based tool that implements the interval, octagon, and polyhedra abstract domains using the Apron [9] and Fixpoint [20] libraries. In contrast to Interproc, InvGen is a template-based invariant generator (see Sect. 7), which employs non-linear constraint solving to find valid instantiations for the unknown parameters of user-specified template invariants. Table 1 summarizes the results of our experiments on a set of challenging benchmarks, consisting of representative examples from the literature. All of our experimental benchmarks are available from http://www.stanford.edu/~isil/ invariant-benchmarks.txt. For generating invariants on each of these benchmarks, we used the polyhedra abstract domain of Interproc and the default templates provided by InvGen.
We now briefly describe the benchmark programs from Table 1 . All of the benchmarks contain one or more assertions. The benchmark popl07 is the program in Fig. 1 and the motivating example of [4] ; cav06 and tacas08 are the motivating examples from [21] and [22] respectively. The next four benchmarks are programs from the test suite of InvGen. The program spam also occurs as SpamAssassin-loop in [23] . The next benchmark, ex1, is an interesting variation of cav06, and ex2 is an example illustrating that splitting can be carried out in any order to obtain equivalent results in the presence of multiple splitter predicates. The programs svd1, heapsort1, and spam1 have code similar to svd, heapsort, and spam but require stronger assertions to be proved; similarly, mergesort1 differs only in having weaker assertions than mergesort. The entries in the table marked Y indicate that a given tool was able to prove the assertions correct for the benchmark and N indicates that the tool could not prove at least one assertion. The column labeled "Before Split" shows whether a given tool was able to prove the assertions without using our technique, and the column labeled "After Split" describes whether the same tool could prove the same assertions on the loops decomposed by our technique. The column labeled "Q" compares the quality of the invariants obtained before and after using our technique. An entry labeled + in this column means that the tool generates better, i.e., logically stronger, invariants on the loops transformed by our technique, a || indicates that the invariants are incomparable (there are several invariants and some are stronger and some are weaker), and an = indicates that the inferred invariants were logically equivalent. Benchmarks marked with * indicate that the original benchmark code used a feature which is not part of the input language of Interproc; we manually modified these benchmarks before using them as input to Interproc. The time taken for computing phase splitter predicates was negligible; our algorithm took no longer than 90 milliseconds on any benchmark from Table 1 .
The results shown in Table 1 demonstrate that our technique substantially improves the quality of the invariants generated by both Interproc and InvGen and allows them to verify assertions they could not verify previously.
Consider only the first 9 programs (those above the double line); we discuss the 4 variations separately below. The invariants discovered by Interproc improve (i.e., are logically strengthened) in 8 out the 9 benchmarks. On mergesort the invariants discovered by Interproc are incomparable before and after splitting due to the non-monotonicity of the widening operator [24, 1] . On the same set of 9 benchmarks, InvGen discovers logically stronger invariants on 8 benchmarks after splitting, and obtains a logically equivalent invariant on one benchmark. Table 1 shows not only that there is an improvement in the quality of invariants after splitting, but also that Interproc and InvGen can prove many assertions after splitting that they could not previously verify. More specifically, in 6 of the first 9 benchmarks, Interproc fails to prove at least one assertion in the original program, but can verify all assertions in these programs after splitting. Similarly, InvGen cannot verify 4 of the 9 original benchmarks, but it can prove all the assertions in these programs after our transformation. Recall that five of the benchmarks (tacas08 through spam) are included in InvGen's test suite; thus, it is not surprising that InvGen can verify the assertions in programs on which it was developed. We note that InvGen was unable to verify the four programs that were not taken from its test suite, but was able to verify all four of them after performing our transformation.
Observe that there are some benchmarks in Table 1 where the tools are able to prove the assertions both before and after splitting, but yield strictly stronger invariants after splitting. To demonstrate that this extra precision is useful, we created variants svd1, heapsort1, and spam1 of svd, heapsort, and spam with stronger assertions (shown below the double line). Notice that Interproc can verify these three benchmarks after splitting, but is unable to do so before.
Also observe that for mergesort1 Interproc is unable to prove the assertions both before and after splitting, despite yielding new facts after splitting. We demonstrate that these new invariants are again useful by designing mergesort1 with weaker assertions. As shown below the double line in Table 1 , Interproc can take advantage of these new facts obtained through splitting.
Related Work
Techniques for Multi-Phase Loops There is an existing body of work whose goal is to improve the quality of invariants for multi-phase loops [25, 20, 21, 8, 7] . For example, Mauborgne and Rival address this problem in [25] . In contrast to our technique, their method is not fully automatic; it critically depends on user input for partitioning directives. The techniques described in [20, 21] also attempt to improve the quality of invariants for multi-phase loops by guiding a static analysis to compute a fix-point on one phase of the loop before considering the next phase. Since our algorithm for identifying phases is independent of the particular abstract domain used for inferring invariants, our approach can recover precision irrespective of the abstract domain used for invariant generation.
Two recent works [7, 8] take a similar approach to the one we present: splitting a loop to produce multiple loops with simpler invariants. These approaches first enumerate all the paths through a loop body and then they either search for all the possible sequences in which these paths can execute [7] or they eliminate the infeasible path sequences [8] . Since the number of paths is, in general, best case exponential in the number of conditionals in the loop body, both techniques have to rely on heuristics to keep the number of paths under consideration tractable. In contrast to both [7] and [8] , our approach is less eager: we delay the worst-case exponential search to an SMT solver; if the solver can prove the properties of splitter predicates without reasoning about all the paths, we take advantage of that fact. Our approach is also much simpler and easier to implement, does not use heuristics, and yields some new insight into the nature of the problem (e.g., the independence of splitter predicates).
Direct Techniques for Inferring Disjunctive Invariants Many different approaches have been developed for directly inferring disjunctive invariants, and some of these techniques are capable of discovering precise invariants for some of our benchmarks without decomposing the loop into phases. These approaches include (i) template-based techniques, such as [26, 6, 27] , (ii) techniques based on predicate abstraction such as [11, 12, 13, 22, 5] , and (iii) techniques based on probabilistic inference [4] . While some of these approaches are, in principle, capable of discovering precise invariants in loops exhibiting multiple phases, they are significantly more complicated, less efficient, and less widely-used than standard abstract interpretation-based techniques for generating conjunctive numeric invariants such as [1, 2, 28] . We discuss each of these three classes in more detail below.
Template-Based Techniques Given an input template (i.e., parametrized form of invariant) provided by the user, template-based techniques find values for the parameters such that these instantiated templates correspond to inductive invariants [26, 6, 27] . While these techniques can, in principle, find precise invariants for multi-phase loops if the user provides appropriate disjunctive templates, they suffer from two drawbacks: First, they are not fully automatic since they require the user to specify the shape of the desired invariant. Second, since many template-based techniques require solving non-linear constraints, their applicability is limited by the lack of efficient algorithms for solving such constraints.
Predicate Abstraction Techniques Techniques based on the basic form of counterexample guided abstraction refinement such as [11, 12] , are, in principle, capable of inferring disjunctive invariants. However, these techniques often diverge or take a very large number of refinement steps. More sophisticated invariant generation techniques based on predicate abstraction are considered in [13, 22, 5] . The basic idea underlying [13] is to use interpolants to generate counterexamples. To guarantee convergence, this technique restricts the language of the interpolants to some finite language L, and can therefore only find invariants in this restricted language. Hence, a poor choice of language degrades its performance. The technique described in [22] uses counterexample guided abstraction refinement to tune widening strategies in an abstract interpretation framework. While this technique can sometimes be helpful for generating more precise invariants for multi-phase loops, it is difficult to characterize the class of loops for which this technique will generate useful invariants. The technique presented in [5] combines counterexample-guided abstraction refinement with templatebased invariant generation techniques. More specifically, the counterexamples produced in this technique are not finite program paths, but full-fledged programs called path programs. The algorithm in [5] then employs template-based techniques to infer invariants of the path program, which are used to refine the analysis. While this technique is capable of finding disjunctive invariants, it is not directly helpful for multi-phase loops.
Probabilistic Techniques Gulwani and Jojic formulate the problem of invariant generation as probabilistic inference, and use machine learning techniques to infer invariants [4] . Their technique is capable of inferring the disjunctive invariant from Fig. 1 . However, this technique is not guaranteed to converge, and it is difficult to characterize the class of loops for which it succeeds. Furthermore, this approach is significantly more involved than our algorithm for splitting loops with multiple phases.
Conclusion
We have proposed a static analysis technique to identify phase transitions in loops and decompose multi-phase loops into a sequence of simpler loops with fewer phases. We have demonstrated that standard invariant generation tools benefit substantially from the technique proposed in this paper, raising their level of precision to that of recently proposed methods for disjunctive invariant generation. Our technique is conceptually simple, easy to implement, and can be integrated into any invariant generation technique.
