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ABSTRACT
A relatively simple approach to noncommutative gravity utilizes the gauge theory formu-
lation of general relativity and involves replacing the Lorentz gauge group by a larger group.
This results in additional field degrees of freedom which either must be constrained to vanish
in a nontrivial way, or require physical interpretation. With the latter in mind, we examine the
coupling of the additional fields to point particles. Nonstandard particle degrees of freedom
should be introduced in order to write down the most general coupling. The example we study
is the GL(2, C) central extension of gravity given by Chamseddine, which contains two U(1)
gauge fields, and a complex vierbein matrix, along with the usual spin connections. For the
general coupling one should then attach two U(1) charges and a complex momentum vector
to the particle, along with the spin. The momenta span orbits in a four-dimensional complex
vector space, and are classified by GL(2, C) invariants and by their little groups. In addition
to orbits associated with standard massive and massless particles, a number of novel orbits
can be identified. We write down a general action principle for particles associated with any
nontrivial orbit and show that it leads to corrections to geodesic motion. We also examine the
classical and quantum theory of the particle in flat space-time.
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1 Introduction
The standard gauge theory formalism for gravity [1],[2],[3],[4] is based on the Lorentz group, or
equivalently on its SL(2, C) covering group. A central extension to the GL(2, C) gauge group
has been proposed by Chamseddine and some properties of the resulting theory have been
investigated.[5] The GL(2, C) gauge theory has the advantage over the standard gauge theory
formulation in that it allows for a straightforward generalization to the noncommutative version
of the theory. Unlike in the more sophisticated treatment of noncommutative gravity given by
Aschieri et. al. [6], the diffeomorphism symmetry of the commutative theory is not preserved
in this approach. However, its technical simplicity makes it much more amenable for practical
applications. These applications include the computation of noncommutative corrections to the
known solutions of general relativity. Such computations have been of recent interest.[7],[8],[9],
[10],[11],[12],[13],[14],[15],[16].
Although the noncommutative generalization of GL(2, C) gauge theory is straightforward,
its physical interpretation as a gravity theory is not - due to the presence of additional field
degrees of freedom. Two different interpretations of the noncommutative GL(2, C) gauge
theory are possible, which we now mention:
1. One approach is to eliminate the additional degrees of freedom by expressing the noncom-
mutative GL(2, C) gauge fields in terms of the commutative SL(2, C) gauge fields using
the Seiberg-Witten map[18]. The standard metric tensor, Lorentz curvature and torsion
of the commutative theory can be utilized to determine the physical consequences of the
noncommutative dynamics. The disadvantage of this approach is that Seiberg-Witten
map leads to complicated nonlinear and nonlocal constraints which must then be im-
posed on the noncommutative fields.∗ Solving the field equations with these constraints
would be a formidable task. (Actually, just writing down the field equations is nontrivial
in this case, because the noncommutative action should be varied with respect to the
independent fields of the commutative theory.)
2. One drops these complicated constraints in the second approach, and instead treats all the
GL(2, C) gauge fields as independent degrees of freedom. This makes the field equations
easier to solve, but has the disadvantage of introducing fields in the gravitational theory
which have no analog in the standard gauge theory formulation. The degrees of freedom
now include two U(1) gauge fields, a set of complex vierbein fields and the usual spin
connections. A physical interpretation of the extra degrees of freedom is then required
in this approach and this can already be addressed in the commutative theory.
∗In a very recent article [17], conditions involving just the charge conjugation operator are imposed on the
noncommutative fields which eliminate the additional degrees of freedom in the noncommutative limit. However,
they do not eliminate the additional degrees of freedom from the noncommutative theory without also using
the Seiberg-Witen map.
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Motivated by the second approach, we shall examine the physical content of the GL(2, C)
central extension of the standard gauge theory formulation of gravity by coupling to test
particles. We require that the particle interaction be invariant under GL(2, C) gauge transfor-
mations, as well as general coordinate transformations and reparametrizations of the evolution
parameter. In this regard, it is easy to find a GL(2, C) invariant metric tensor, from which
the usual point particle Lagrangian can be constructed. Geodesic motion with respect to the
GL(2, C) invariant metric tensor results. However, this particle Lagrangian is not general be-
cause it does not take into account all possible particle degrees of freedom. These include the
particle spin and two U(1) charges, the latter of which can couple to the two U(1) gauge fields
in the GL(2, C) gauge theory.
More curious is the fact that a complex momentum vector, or equivalently two real mo-
mentum vectors, should be attached to the particle in order to couple to the complex vierbein
fields mentioned above. Under the action of GL(2, C), these momentum vectors span orbits in
a four-dimensional complex vector space. In analogy with the usual classification of orbits in
R
4 for relativistic particles, here particles are classified by orbits in a C4 (or equivalently, R8).
The latter are labeled by GL(2, C) invariants, or by their little groups. One of the GL(2, C)
invariants is quadratic and can be associated with the ‘mass’, while another is quartic and does
not have a familiar interpretation. One additional invariant can also be found. Up to now the
discussion has not taken into account the particle spin (or charges). Three more invariants
can easily be constructed (from the analog of Pauli-Lubanski vectors) when spin is present.
Due to the large number of invariants, a large variety of different classes of orbits are possible.
One such class of orbits can be identified with standard massive particles, while several other
disconnected orbits can be used to describe massless particles. Some nonstandard orbits can
be identified as well.
An action principle can be formulated which is applicable to all of the nontrivial orbits,
and it is a generalization of the action for a relativistic spinning particle.[19] (See also [20].)
The particle action is constructed from the real invariant bilinears for GL(2, C). In addition
to being invariant under GL(2, C) gauge transformations, it is also invariant under general
coordinate transformations, reparametrizations in the evolution parameter and transformations
generated by the orbit’s little group. Coupling of the spin and the two U(1) charges is achieved
with the use of a Wess-Zumino type term, and the corresponding equations of motion are a
generalization of the Mathisson-Papapetrou equations[21],[22] to the GL(2, C) gauge theory.
They contain the Lorentz forces associated with the two U(1) fields. A general class of solutions
to the equations of motion can be found. We show that they lead to deviations from geodesic
motion even in the case of zero spin and charge. The usual dynamics for relativistic particles
is recovered upon specializing to flat space-time, although for one class of orbits studied here,
the particle can contain additional degrees of freedom.
This article is organized as follows: In section two we review the standard gauge theory
formulation of gravity based on the SL(2, C) gauge group. The extension to GL(2, C) gauge
group is given in section three. There we write down the GL(2, C) invariant metric tensor, as
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well as other invariants of the theory, and the standard particle Lagrangian obtained from that
metric tensor is presented. A classification of particles based on orbits in the four-dimensional
complex momentum space is given in section four. We write down a GL(2, C) invariant action
for arbitrary orbits in section five and obtain the Euler-Lagrange equations of motion along
with the general solutions. With the inclusion of the GL(2, C) invariant Wess-Zumino term,
the action is generalized to include interactions with the particle spin and two U(1) charges in
section six. We specialize to flat space-time in section seven where the GL(2, C) gauge symme-
try is broken. In the quantum theory, the particle carries representations of a 16−dimensional
algebra, containing the Poincare´ algebra. We write down the algebra in section eight and
construct the Hilbert space using the method of induced representations. Concluding remarks
are given in section nine.
2 Standard gauge theory formulation of gravity
In the standard gauge theory formulation of gravity[1],[2],[3],[4], one introduces spin connection
and vierbeins, ωabµ = −ωbaµ and eaµ, respectively. a, b, ... = 0, 1, 2, 3 are Lorentz indices which
are raised and lowered using the flat metric tensor [ηab] = diag(−1, 1, 1, 1), and µ, ν, · · · denote
the space-time indices. The space-time metric is
gµν = e
a
µe
b
νηab , (2.1)
and it is invariant under local Lorentz transformations. Infinitesimal Lorentz variations δλ of
ωabµ and e
a
µ are of the form
δλω
ab
µ = ∂µλ
ab + ωacµ λ
b
c − ωbcµ λ ac
δλe
a
µ = e
b
µλ
a
b , (2.2)
where λab = −λba are infinitesimal gauge parameters. The Lorentz curvature and torsion are
defined by
Rabµν = ∂[µω
ab
ν] + ω
ac
[µω
b
ν]c (2.3)
τaµν = ∂[µe
a
ν] + ω
ab
[µeν]b , (2.4)
respectively, and satisfy the Bianchi identities
∂[µR
ab
νρ] −Rac[µνωcbρ] + ωac[µRcbνρ] = 0
∂[µτ
a
νρ] −Rab[µνebρ] + ωab[µτ bνρ] = 0 (2.5)
The Lagrangian density for pure gravity is proportional to the Lorentz invariant
ǫabcdǫ
µνρσRabµνe
c
ρe
d
σ (2.6)
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It shall be convenient for us to introduce γ−matrices and utilize Dirac spinor notation.[23]
We define
ωµ =
1
2
ωabµ σab eµ = e
a
µγa , (2.7)
with {γa, γb} = 2ηab1l and σab = − i4 [γa, γb]. 1l denotes the 4 × 4 unit matrix and [ , ] the
matrix commutator. Then for example, (2.1) can be written as
gµν =
1
4
tr eµeν , (2.8)
using tr γaγb = 4ηab, while (2.2) becomes
δλωµ = ∂µλ+ i[ωµ, λ]
δλeµ = i[eµ, λ] , (2.9)
where λ = 12λ
abσab.
3 Extension to GL(2, C) gauge theory
3.1 Motivation
The Lorentz [or SL(2, C)] algebra no longer closes upon going to the noncommutative version
of the standard gauge theory formulation. In the canonical approach to noncommutative field
theories, one replaces the point wise product between functions by the star product, more
specifically, the Groenewold-Moyal star product
⋆ = exp
{
i
2
Θµν
←−
∂µ
−→
∂ν
}
(3.1)
Here Θµν = −Θνµ are constant matrix elements corresponding to the noncommutativity pa-
rameters and
←−
∂µ and
−→
∂µ are, respectively, left and right derivatives with respect to some
coordinates xµ of a smooth manifold. The commutator [A,B] between any two matrix-
valued functions A and B in the commutative theory is then replaced by the star-commutator,
[A,B]⋆ = A ⋆ B − B ⋆ A in the noncommutative theory. As a consequence, the commutators
[ωµ, λ] and [eµ, λ] appearing in the gauge variation (2.9) are replaced by
[ωµ, λ]⋆ =
1
8
{ωabµ , λcd}⋆ [σab, σcd] +
1
8
[ωabµ , λ
cd]⋆ {σab, σcd} (3.2)
[eµ, λ]⋆ =
1
4
{eaµ, λbc}⋆ [γa, σbc] +
1
4
[eaµ, λ
bc]⋆ {γa, σbc} (3.3)
in the noncommutative theory. Here { , } denotes the anticommutator, and { , }⋆ the star-
anticommutator, {a, b}⋆ = a ⋆ b+ b ⋆ a. For the Groenewald-Moyal star, [a, b]⋆ is imaginary for
any two real-valued functions a and b, while {a, b}⋆ is real. The SL(2, C) gauge algebra no
longer closes due to the presence of the second term on the right hand side of (3.2). Moreover,
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from the right hand side of (3.3), noncommutative gauge transformations do not leave the
space of vierbeins invariant. The anticommutator {σab, σcd} appearing in (3.2) is a linear
combination of γ5 and the unit matrix 1l, while the anticommutator {σab, γc} appearing in
(3.3) is a linear combination of γ5γc.
Following [5], closure of the gauge algebra is recovered upon enlarging the gauge group
from SL(2, C) to GL(2, C). For this one introduces GL(2, C) connections Aµ and infinitesimal
gauge parameters Λ
Aµ = ωµ + aµ1l + ibµγ5 Λ = λ+ α1l + iβγ5 , (3.4)
where aµ and bµ are two U(1) potentials and α and β are two infinitesimal functions on space-
time. In addition, ref. [5] replaces eaµ with a complex vierbein matrix e
a
µ + if
a
µ . Equivalently,
upon writing
Eµ = eµ + fµ , fµ = f
a
µγ5γa , (3.5)
one can then write down a consistent set of noncommutative GL(2, C) gauge variations δΛ
δΛAµ = ∂µΛ + i[Aµ,Λ]⋆
δΛEµ = i[Eµ,Λ]⋆ (3.6)
This leads to rather involved variations for the component fields ωabµ , aµ, bµ, e
a
µ and f
a
µ . [5]
As stated in the introduction, our interest is to study the physical content of the new degrees
of freedom in this model; i.e., those not present in the SL(2, C) gauge theory formulation of
gravity. They are contained in the fields aµ, bµ and f
a
µ . Thanks to the existence of the Seiberg-
Witten map[18] between commutative and noncommutative gauge theories, these issues can
be addressed at the commutative level, meaning Θµν = 0. The GL(2, C) gauge variations (3.6)
reduces to
δΛAµ = ∂µΛ+ i[Aµ,Λ]
δΛEµ = i[Eµ,Λ] (3.7)
in this limit, and the resulting variations of the component fields are now easy to write down:
δΛω
ab
µ = ∂µλ
ab + ωacµ λ
b
c − ωbcµ λ ac (3.8)
δΛaµ = ∂µα (3.9)
δΛbµ = ∂µβ (3.10)
δΛe
a
µ = e
b
µλ
a
b + 2f
a
µβ (3.11)
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δΛf
a
µ = f
b
µλ
a
b + 2e
a
µβ (3.12)
The two sets of veirbeins are invariant under the action of one of the U(1) subgroups of
GL(2, C), while the get mixed under the action of the other U(1). A GL(2, C) invariant field
action was found in [5], which in the linear approximation yielded massive modes in addition
to the massless graviton.
In what follows we shall introduce a test particle in the commutative GL(2, C) gauge theory
and examine possible GL(2, C) invariant interactions. We therefore need to construct GL(2, C)
invariants, one of which should be the metric tensor.
3.2 The metric tensor and other GL(2, C) invariants
We need to identify a metric tensor for the GL(2, C) gauge theory in order to connect it to
a theory of space-time. We require that the metric tensor transform nontrivially only under
general coordinate transformations. It should therefore be invariant under the action of the
GL(2, C) gauge group. We note in this regard that (2.1) is only invariant under the SL(2, C)
subgroup of GL(2, C) and can no longer serve as the metric tensor. In order to recover the
SL(2, C) gauge theory when faµ → 0, we need that the metric tensor reduce to (2.1) in this
limit.
Two space-time dependent GL(2, C) invariant bilinears can be constructed from the two
sets of vierbeins in Eµ:
gµν =
1
4
tr EµEν = e
a
µeaν − faµfaν (3.13)
Bµν =
1
4
tr γ5EµEν = f
a
µeaν − eaµfaν , (3.14)
where γ5 = iγ0γ1γ2γ3 = −iγ0γ1γ2γ3 and we used tr γ5γaγb = 0. Higher order invariants can
also be defined; e.g.,
hµνρσ = tr EµEνEρEσ
kµνρσ = tr γ5EµEνEρEσ (3.15)
The quadratic invariant gµν given in (3.13) is symmetric in the space-time indices and it
reduces to (2.1) when faµ vanish. It can therefore be identified with the metric tensor in the
GL(2, C) gauge theory. Bµν and kµνρσ are antisymmetric in all space-time indices, while hµνρσ
is symmetric under cyclic permutations. The volume integral of kµνρσ serves as a cosmological
term in the gravity action.[5] Bµν , as well as gµν , can be used to write down GL(2, C) invariant
couplings to strings. Here, however, we shall only be concerned with point particles.
The flat space-time metric tensor is recovered for Eµ equal to
Eflatµ = c1γµ + c2γ5γµ , (3.16)
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where the constants c1 and c2 satisfy c
2
1−c22 = 1. The vacuum (3.16) breaks the GL(2, C) gauge
symmetry to a U(1) gauge symmetry, being associated with the variations (3.9), in addition to
a global Lorentz symmetry. Massive and massless modes were shown to follow from a GL(2, C)
invariant field action upon expanding about the flat space-time metric (3.16)
Eµ = E
flat
µ + e¯
a
µγa + f¯
a
µγ5γa , (3.17)
where e¯aµ and f¯
a
µ are small perturbations.[5] The massless modes were shown to have spin
two and were thus identified with gravitons. They correspond to the linear combinations
ρaµ = c1e¯
a
µ−c2f¯aµ . The same linear combinations appear as small perturbations in the GL(2, C)
invariant metric tensor gµν , since substituting (3.17) in (3.13) gives
gµν = ηµν + ρaµδ
a
ν + ρaνδ
a
µ (3.18)
Thus, as in standard gravity theories, the metric tensor contains all the graviton modes. The
massive modes of the theory are present in Bµν and the higher order invariants (3.15).
Finally, other invariants can be constructed from the curvature and torsion, which for the
GL(2, C) gauge theory are
Fµν = ∂[µAν] + i[Aµ, Aν ]
Tµν = ∂[µEν] + i[A[µ, Eν]] , (3.19)
respectively. The former contains the Lorentz curvature (2.3) and two U(1) curvatures
Fµν =
1
2
Rabµνσab + ∂[µaν]1l + i∂[µbν]γ5 (3.20)
The latter can be decomposed according to
Tµν = t
a
µνγa + u
a
µνγ5γa , (3.21)
with torsion tensors taµν and u
a
µν defined by
taµν = ∂[µe
a
ν] + ω
a
b[µe
b
ν] + 2f
a
[µbν]
uaµν = ∂[µf
a
ν] + ω
a
b[µf
b
ν] + 2e
a
[µbν] , (3.22)
thus generalizing the Lorentz torsion (2.4). Now the Bianchi identities are
∂[µFνρ] + i[A[µ, Fνρ]] = 0
∂[µTνρ] + i[A[µ, Tνρ]] + i[E[µ, Fνρ]] = 0 (3.23)
GL(2, C) invariant field actions were constructed from the curvature (3.20) and vierbeins (3.5)
in [5]. Here, however, we shall not be concerned with the dynamics of the fields, and rather
treat then as external in the point particle action.
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3.3 A simple particle action
The action for a point particle should possess the necessary symmetries, which here include
invariance under GL(2, C) gauge transformations, general coordinate transformations and
reparametrizations of the evolution parameter. It should also reduce to the usual coupling
to gravity in the absence of the additional fields of GL(2, C) gauge theory, i.e., aµ, bµ and f
a
µ .
For a point particle with mass m 6= 0, an obvious choice is
S0 =
∫
dτ L0 , L0 = m
√
−gµν(z)z˙µz˙ν , (3.24)
where z˙µ = dz
µ
dτ , z
µ(τ) being the particle’s space-time coordinates and τ parametrizes its world
line. It possesses all of the required symmetries, and reduces to the standard action for a
massive particle in the limit faµ → 0. The Euler-Lagrange equations of motion correspond to
equations of parallel transport for the vector L−10 z˙µ
D
Dτ
(
L−10 z˙λ
)
≡ d
dτ
(
L−10 z˙λ
)
+ Γλµν
(
L−10 z˙µ
)
z˙ν = 0 , (3.25)
where Γλµν are the Christoffel symbols constructed from the metric tensor gµν , provided that
gµν is nonsingular. As usual, we can perform a reparametrization such that the transformed
L0 is a constant, thereby recovering the geodesic equations. This corresponds to transforming
τ to the proper time, i.e., dτ2 → −gµν(z)dzµdzν .
Although it is reassuring that we recover geodesic motion, the GL(2, C) gauge theory
contains more degrees of freedom than is found in standard gravity theory, and so more particle
interactions are possible. In addition to spin, the particle can have two U(1) charges, say q
and q˜, associated with the two U(1) gauge fields. The interaction terms∫
dτ
(
qaµ(z) + q˜bµ(z)
)
z˙µ (3.26)
can then be considered. Moreover, in addition to gµν(z)z˙
µz˙ν , the total action can involve
the higher order GL(2, C) invariant hµνρσ(z)z˙
µz˙ν z˙ρz˙σ. In what follows we give a systematic
approach to writing down particle dynamics in this theory, and show that the general action
contains such higher order invariants terms, as well as interaction terms (3.26).
4 Particle Classification
4.1 Orbits in Momentum Space
Particles are standardly classified by the orbits which are traced out in four-dimensional mo-
mentum space under the action of the Lorentz group. If pa denotes the particle momenta, then
the action is generated by the variations
δλ(p
aγa) = i[p
aγa, λ] , (4.1)
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where λ = 12λ
abσab. Six distinct orbits can be identified, only two of which are physically rele-
vant and they correspond to positive energy massive and massless particles. (See for example,
[24],[25].) We now replace paγa by some matrices P , the Lorentz group by GL(2, C), and the
variations (4.1) by
δΛP = i[P,Λ] , (4.2)
where Λ was defined in (3.4). For closure we need that P is a linear combination of both
γa and γ5γa matrices. Thus momentum space must be enlarged to an eight-dimensional real
vector space R8 spanned by real vectors, say pa and p˜a. (Alternatively, we can introduce the
complex momentum vector pa + ip˜a.) Upon writing
P = paγa + p˜
aγ5γa , (4.3)
it follows that pa and p˜a transform under GL(2, C) as the vierbeins eaµ and f
a
µ in (3.11) and
(3.12), i.e.,
δΛp
a = pbλ ab + 2p˜
a
µβ
δΛp˜
a = p˜bλ ab + 2p
aβ (4.4)
Many more distinct orbits are possible upon enlarging the momentum space to R8. These
orbits are generated by the adjoint action (4.2), and can be classified by their GL(2, C) invari-
ants. For this, it is convenient to re-express pa and p˜a in terms of the following 2×2 hermitean
matrices P and P¯ :
P = (p0 + p˜0)1l + (pi + p˜i)σi
P¯ = (p0 − p˜0)1l− (pi − p˜i)σi , (4.5)
σi being the Pauli matrices. P and P¯ transform under GL(2, C) according to
P → P ′ = MPM †
P¯ → P¯ ′ = M †−1P¯M−1 , (4.6)
where M is a GL(2, C) matrix written in the defining representation. This agrees with (4.4)
for infinitesimal transformations. The space of all P ′ and P¯ ′ generated from P and P¯ in (4.6)
defines an orbit. Then
C(2) = papa − p˜ap˜a = −1
2
trPP¯ (4.7)
C(4) = (papa + p˜ap˜a)2 − 4(pap˜a)2 = detP det P¯ (4.8)
are quadratic and quartic invariants, respectively, and serve to label the orbit. The former
defines the invariant norm of the momenta and reduces to minus the mass-squared when
p˜a → 0. The latter can be re-expressed as C(4) = 12 (trPP¯)2 − 12 tr(PP¯)2. Although neither
detP = −(pa + p˜a)(pa + p˜a) (4.9)
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nor
det P¯ = −(pa − p˜a)(pa − p˜a) (4.10)
are invariant under GL(2, C) transformations, their signs are; i.e., detP and det P¯ are either
positive, negative or zero for all points on any orbit. Thus they can also be used to label the
orbits. Of course, for C(4) 6= 0 they are not independent. There are therefore at least three
invariants which can be used to classify the orbits. (More will be obtained in section 7.2 upon
including the spin.)
For the action (3.24) considered previously, a reasonable choice for the ‘momenta’ pa and
p˜a is
pa =
mva√
v˜av˜a − vava
p˜a =
mv˜a√
v˜av˜a − vava
, (4.11)
with ‘velocities’ va and v˜a given by
va = eaµ(z)z˙
µ v˜a = faµ(z)z˙
µ (4.12)
They transform under the action of GL(2, C) as pa and p˜a, respectively. Then v˜av˜a − vava
is invariant and corresponds to (L0/m)2. From the assignment (4.11), it follows that the
canonical momenta πµ = ∂L0/∂z˙µ are equal to the linear combinations
πµ = pae
a
µ − p˜afaµ (4.13)
For pa and p˜a defined this way, C(2) is minus the mass-squared, while the invariant C(4) is
dynamically determined
C(2) = −m2 C(4) = m4
(
2− hµνρσ(z)z˙
µz˙ν z˙ρz˙σ(
2gηξ(z)z˙η z˙ξ
)2
)
(4.14)
In the special case where all the faµ vierbeins can be transformed away using a GL(2, C) gauge
transformation, then
hµνρσ(z)z˙
µz˙ν z˙ρz˙σ =
(
2gηξ(z)z˙
η z˙ξ
)2
, (4.15)
and C(4) reduces to m4.
4.2 General Classification
We now drop the definitions of pa and p˜a as given in (4.11) and consider general orbits generated
by (4.6) in R8. These orbits can be classified using the invariants C(2), C(4) and detP (and/or
det P¯). As we shall see later, further quantities are needed to classify orbits with C(2) = C(4) =
detP = det P¯ = 0.
General orbits are defined by the set of all {P} and {P¯} with
P = NKN † P¯ = N †−1K¯N−1 , (4.16)
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where N denote GL(2, C) matrices written in the defining representation, while K and K¯ are
constant 2× 2 hermitean matrices
K = (k0 + k˜0)1l + (ki + k˜i)σi
K¯ = (k0 − k˜0)1l− (ki − k˜i)σi , (4.17)
which we can associate with a fiducial point (k, k˜) on the orbit. P and P¯ are invariant under
N → N ′ = Neiα , (4.18)
corresponding to a U(1) gauge symmetry. More generally, there is a gauge symmetry associated
with the right action on N by the little group Gk,k˜ = {n} of both K and K¯:
N → N ′ = Nn , (4.19)
where
nKn† = K and n†
−1
K¯n−1 = K¯ (4.20)
As is usual, the little groups are isomorphic for all points on an orbit and can therefore be
used to classify the orbits {P} and {P¯} in R8.
Among the many possible orbits are those which have fiducial points (k, 0). If we restrict to
transformations by the SL(2, C) subgroup of GL(2, C), then provided k 6= 0, the familiar orbits
for massive particles, massless particles and tachyons are swept out in the four-dimensional
subspace of R8 spanned by p, while only a point at the origin results in the p˜−subspace. For
this reason, we shall identify orbits resulting from the full action of GL(2, C) in R8 containing
the fiducial point (k, 0) with massive particles, massless particles and tachyons, depending on
the choice for k.
ia) Massive particle: ka = mδa0 and k˜ = 0, m 6= 0. For this case, the invariants satisfy
C(2) = −m2 < 0, C(4) = m4 and sign detP = sign det P¯ = +. (4.14) reduces to this case when
(4.15) holds. Here K = K¯ = m1l, having identical little groups equal to G(m,~0),0 = U(2), and
so P and P¯ both span GL(2, C)/U(2). As in the case of orbits obtained under the action of
just the Lorentz group, we can divide this case into two subcases with m > 0 and m < 0. This
is since there is no GL(2, C) transformation (4.6) that connects the two subcases. We examine
dynamics in flat space-time in section seven, and recover the usual massive particle system in
this case. This is despite the presence of the two momentum vectors pa and p˜a.
ib) Massless particle: k = (ν, 0, 0, ν) and k˜ = 0, ν 6= 0. All of the invariants vanish in this
case, C(2) = C(4) = detP = det P¯ = 0. Now K = ν(1l + σ3) and K¯ = ν(1l − σ3), which
again have identical little groups, now G(ν,0,0,ν),0 = U(1) × E(2). The latter is generated by
1l, σ3, σ1 + iσ2, σ2 − iσ1. [Note from (4.20) that the little group acts differently on K and K¯.]
Now P and P¯ both span GL(2, C)/(U(1) × E(2)). As with ia), this case can be subdivided
into ν > 0 and ν < 0, since there is no GL(2, C) transformation (4.6) that connects the two
subcases.
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ic) Tachyon: ka = κδa3 and k˜ = 0, κ 6= 0. The invariants are C(2) = κ2 > 0, C(4) = κ4 and
sign detP = sign det P¯ = −. Here K = −K¯ = κσ3, and so there is again a common little
group G(0,0,0,κ),0 = U(1)× SO(2, 1), generated by 1l, σ3, iσ1, iσ2. Consequently, P and P¯ both
span GL(2, C)/(U(1) × SO(2, 1)).
Complementary to the previous cases, we can consider orbits having fiducial points (0, k˜).
If we again restrict to transformations by the SL(2, C) subgroup of GL(2, C), then provided
k˜ 6= 0, the familiar orbits for massive particles, massless particles and tachyons are swept out
in the four-dimensional subspace of R8 spanned by p˜, while only a point at the origin results
in p−subspace. The various subcases result from different choices for k˜.
iia) ka = 0, k˜a = m˜δa0 , m˜ 6= 0. This is the complement of ia). Now the invariants are
C(2) = m˜2 > 0, C(4) = m˜4, sign detP = sign det P¯ = +. Here the signs of C(2) and C(4) are
the same as ic), but this case has opposite signs for detP and det P¯ . Therefore, ic) and iia)
define distinct orbits. Now K = −K¯ = m˜1l and, as in case ia), both have the little group
G0,(m˜,~0) = U(2), and so P and P¯ both span GL(2, C)/U(2). m˜ > 0 and m˜ < 0 correspond to
disconnected orbits. In section seven, by going to flat space-time we show the subcase iia) to
be unphysical.
iib) ka = 0, k˜a = (ν˜, 0, 0, ν˜), ν˜ 6= 0. This is the complement of ib). ν˜ > 0 and ν˜ < 0 correspond
to disconnected orbits. As with ib), all invariants vanish: C(2) = C(4) = detP = det P¯ = 0.
Furthermore, K = ν˜(1l + σ3) and K¯ = −ν˜(1l − σ3) have identical little groups and they are
the same as the little group for ib), i.e., G0,(ν˜,0,0,ν˜) = U(1) × E(2). Despite having the same
invariants and little group, ib) and iib) define distinct orbits. This is because there is no
GL(2, C) transformation (4.6) from K = ν˜(1l + σ3), K¯ = −ν˜(1l − σ3) to K = ν˜(1l + σ3), K¯ =
ν˜(1l − σ3), as such a transformation would have to be in the little group of K, but not in the
little group of K¯. Therefore, the invariants and little groups are not sufficient to distinguish
all possible orbits.
iic) ka = 0, k˜a = κ˜δa3 , κ˜ 6= 0. The invariants are C(2) = −κ˜2 < 0, C(4) = κ˜4 and sign detP =
sign det P¯ = −, so here the signs of C(2) and C(4) are the same as for the massive particle orbits
ia), but with opposite signs for detP and det P¯ . Now K = K¯ = κ˜σ3, and the resulting little
groups are G0,(0,0,0,κ˜) = U(1)×SO(2, 1), as was true for ic). So as in that case, P and P¯ both
span GL(2, C)/(U(1) × SO(2, 1)).
In all of the previous cases, K and K¯ had identical little groups and P and P¯ spanned
identical orbits. More generally, one can consider cases where K and K¯ each have different
little groups and therefore P and P¯ span different orbits. Two special example correspond to
either P or P¯ vanishing, implying a trivial orbit for either P or P¯ . These orbits have ka = ±k˜a
and C(2) = C(4) = 0.
iii) ka = k˜a. This implies K = 2(k01l + kiσi) and K¯ = 0, and hence detP = −4papa and
det P¯ = 0. Three separate subcases can then be considered: iiia) detP > 0 , iiib) detP = 0
and iiic) detP < 0. They have little groups U(2), U(1)×E(2) and U(1)×SO(2, 1), respectively.
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iv) ka = −k˜a. This implies K = 0 and K¯ = 2(k01l − kiσi), and hence detP = 0, along with
det P¯ = −4papa. Again three separate subcases can then be considered: iiv) det P¯ > 0 , ivb)
det P¯ = 0 and ivc) det P¯ < 0, having little groups U(2), U(1) × E(2) and U(1) × SO(2, 1),
respectively.
The invariants and little groups for iiib) and ivb) agree with cases ib) and iib). However, all
cases correspond to distinct orbits for P and P¯ , as no GL(2, C) transformations (4.6) connect
the different assignments for K and K¯. In section seven, we shall show that all four subcases
of orbits lead to the same dynamics in flat space-time, namely that of a massless particle.
Actually, all iii) and iv) orbits are associated with massless particles. More surprisingly, iic)
also describes a massless particle, although it contains additional degrees of freedom.
We summarize the results for the various orbits in the table below.
C(2) C(4) detP det P¯ Gk,k˜
ia) −m2 m4 + + U(2)
ib) 0 0 0 0 U(1)⊗ E(2)
ic) κ2 κ4 − − U(1)⊗ SO(2, 1)
iia) m˜2 m˜4 + + U(2)
iib) 0 0 0 0 U(1)⊗ E(2)
iic) −κ˜2 κ˜4 − − U(1)⊗ SO(2, 1)
iiia) 0˜ 0 + 0 U(2)
iiib) 0 0 0 0 U(1)⊗ E(2)
iiic) 0 0 − 0 U(1)⊗ SO(2, 1)
iva) 0˜ 0 0 + U(2)
ivb) 0 0 0 0 U(1)⊗ E(2)
ivc) 0 0 0 − U(1)⊗ SO(2, 1)
Invariants and little groups for various orbits
5 Particle Dynamics
Here we write down a GL(2, C) invariant particle action which applies for all nontrivial orbits.
The approach is along the lines of [19] which yielded general SL(2, C) invariant particle actions.
We also obtain the equations of motions and a general class of solutions.
5.1 GL(2, C) Invariant Lagrangians
The Lagrangian can be constructed from real invariant bilinears for GL(2, C). There are two
such bilinears, each of which are associated with the norm (4.7). To see this we introduce
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another set of 2× 2 hermitean matrices, denoted by V and V¯ , which are defined to transform,
respectively, as P and P¯ in (4.6). Then both tr PV¯ and tr VP¯ are invariant. Moreover, they
are proportional to (4.7) when V = P and V¯ = P¯. Upon writing
V = (v0 + v˜0)1l + (vi + v˜i)σi
V¯ = (v0 − v˜0)1l− (vi − v˜i)σi , (5.1)
along with (4.5), then two independent invariant bilinears can be expressed as
tr (PV¯ + VP¯) = −4(pava − p˜av˜a) (5.2)
tr (PV¯ − VP¯) = −4(p˜ava − pav˜a) (5.3)
We shall use the definitions of P and P¯ as given in (4.16) in writing down the general
particle Lagrangian. va and v˜a will denote the ‘velocities’ defined in (4.12). The matrices in
(5.1) can then be expressed as
V = Eµ(z)z˙µ V¯ = E¯µ(z)z˙µ , (5.4)
where Eµ(x) and E¯µ(x) are the space-time dependent 2× 2 hermitean matrices
Eµ = (e0µ + f0µ)1l + (eiµ + f iµ)σi
E¯µ = (e0µ − f0µ)1l− (eiµ − f iµ)σi (5.5)
The particle Lagrangian LK can be written down using the invariants (5.2) and (5.3). The
particle degrees of freedom in this case are zµ(τ), N(τ) and N †(τ). A general expression for
the Lagrangian is ρ tr PV¯ + ρ¯ tr VP¯ , where ρ and ρ¯ are constants. These constants can be
absorbed into the definitions of K and K¯, respectively, and so without any loss generality we
can define
LK = −1
4
tr
(
NKN †E¯µ(z) +N †−1K¯N−1Eµ(z)
)
z˙µ (5.6)
In the case of the orbits ia) for a massive particle and ib) for a massless particle, the Lagrangian
(5.6) reduces to
Lia)K = −
m
4
tr
(
NN †E¯µ(z) + (NN †)−1Eµ(z)
)
z˙µ (5.7)
Lib)K = −
ν
4
tr
(
N(1l + σ3)N
†E¯µ(z) +N †−1(1l− σ3)N−1Eµ(z)
)
z˙µ , (5.8)
respectively. The corresponding particle action SK =
∫
dτLK is invariant under reparametriza-
tions τ → τ ′ = f(τ) and transformations under the action of the little group (4.19). The
GL(2, C) gauge symmetry appears upon treating the fields dynamically, with the associated
gauge transformations:
N(τ) → N ′(τ) =MN(τ)
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Eµ(z) → E ′µ(z) =MEµ(z)M †
E¯µ(z) → E¯ ′µ(z) =M †
−1E¯µ(z)M−1 , (5.9)
where M = M [z(τ)] is a GL(2, C) matrix. The action is then also invariant under general
coordinate transformations.
5.2 Equations of motion
We next obtain the Euler-Lagrange equations which follow from variations of N , N † and zµ
in the Lagrangian (5.6). General variations of N lead to
PV¯ = VP¯ , (5.10)
while variations of N † lead to its hermitean conjugate. Upon expanding these equations of
motion in ‘velocity’ and ‘momentum’ components one gets
v[apb] − v˜[ap˜b] = 0 (5.11)
vap˜a − v˜apa = 0 (5.12)
In general, these equations, along with (4.7) and (4.8), may not uniquely determine pa and p˜a
in terms of va and v˜a. The Euler-Lagrange equations that follow from variations of zµ in (5.6)
are
tr
(dP
dτ
E¯µ + dP¯
dτ
Eµ
)
= tr(P¯∂[µEν] + P∂[µE¯ν]) z˙ν (5.13)
These equations can be re-expressed in a covariant manner upon introducing the covariant
derivatives
DτP = dP
dτ
+ i(AµP − PA†µ)z˙µ
Dτ P¯ = dP¯
dτ
+ i(A†µP¯ − P¯Aµ)z˙µ , (5.14)
where Aµ is the GL(2, C) connection, now expressed in the defining representation. It gauge
transforms as
Aµ → A′µ =MAµM−1 + i∂µMM−1 , (5.15)
where M =M(x) is a GL(2, C) matrix. The infinitesimal version of (5.15) was given in (3.7).
In terms of component gauge potentials ωabµ , bµ and aµ, Aµ is given by
Aµ = 1
4
(ǫijkω
ij
µ + 2iω
0k
µ )σk +
1
2
(aµ + ibµ)1l , (5.16)
Then (5.13) can be re-written as
tr
(
DτP E¯µ +Dτ P¯ Eµ
)
= tr
(
P¯Tµν + PT¯µν
)
z˙ν , (5.17)
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where we used equations of motion (5.10). Tµν and T¯µν denote the GL(2, C) generalization of
the torsion, here written as 2× 2 hermitean matrices:
Tµν = ∂[µEν] + iE[µA†ν] − iA[νEµ]
T¯µν = ∂[µE¯ν] + iE¯[µAν] − iA†[ν E¯µ] (5.18)
They transform as Eµ(x) and E¯µ(x), respectively, and hence the left and right hand sides of
(5.17) are invariant under GL(2, C) gauge transformations. Tµν and T¯µν can also be expressed
in terms of the component torsion fields taµν and u
a
µν which were defined in (3.22),
Tµν = (t0µν + u0µν)1l + (tiµν + uiµν)σi
T¯µν = (t0µν − u0µν)1l− (tiµν − uiµν)σi (5.19)
The right hand side of (5.17) vanishes for the case of zero torsion. In order for the covariant
derivatives of P and P¯ to then vanish we would further need the vierbein matrices eaµ and
faµ to be nonsingular and e
a
µf
µ
b = f
a
µe
µ
b = 0, where e
µ
b and f
µ
b are the inverses of e
a
µ and f
a
µ ,
respectively.
5.3 Solutions
Here we first obtain a general class of solutions to equations of motion (5.10) which are valid
when V and V¯ are nonsingular matrices. We can apply the results to the various orbits
discussed in section four. For the choice ia) associated with massive particles, we obtain an
effective Lagrangian, containing corrections to the naive Lagrangian (3.24), and thus yielding
corrections to geodesic motion. We also find deviations from null curves for orbits ib) associated
with massless particles. Finally, we examine the case of singular matrices V and V¯. We are
unable to find any physically meaningful solutions in that case.
5.3.1 detV 6= 0 , det V¯ 6= 0
We first note that V¯−1 and V−1 transform under the action of GL(2, C) as P and P¯, respec-
tively. So here since both V and V¯ are nonsingular matrices, we may write down the following
solutions to (5.10):
P = ςV +̟V¯−1
P¯ = ςV¯ +̟V−1 , (5.20)
where ς and ̟ are real and invariant under GL(2, C) transformations. For the special case
where ̟ = 0 these solutions say that the ‘momenta’ pa and p˜a are proportional to the ‘ve-
locities’ va and v˜a, as in (4.11). More generally, ς and ̟ are constrained by (4.7) and (4.8).
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Substituting (5.20) into these constraints gives rather involved conditions on ς and ̟
−2C(2) =
(
ς2 +
̟2
det (VV¯)
)
tr(VV¯) + 4ς̟
C(4) = ς4det (VV¯) + ̟
4
det (VV¯) + ς
2̟2
(
(trVV¯)2
det (VV¯) − 6
)
− 4ς̟C(2) , (5.21)
where we used the identity 2 det (VV¯) = (trVV¯)2− tr(VV¯)2. Solutions for ς and ̟ can then in
principle be expressed as functions of the invariants C(2), C(4),
tr(VV¯) = −2gµν(z)z˙µz˙ν (5.22)
and
det (VV¯) =
(
2gµν(z)gρσ(z)− 1
4
hµνρσ(z)
)
z˙µz˙ν z˙ρz˙σ (5.23)
The solutions for ς and ̟ are highly nontrivial for arbitrary values of C(2) and C(4). They
simplify considerably upon specifying particular orbits. As an example, we now consider the
orbits ia) associated with massive particles. The calculations depend on the values C(2) = −m2
and C(4) = m4, but not on sign detP and sign det P¯ . Therefore the results also apply for the
orbits iic), which in section 7.1 will be shown to correspond to massless particles. There are
two real solutions for ς and ̟ in this case:
ς = ± m√
tr(VV¯) + 2
(
det (VV¯)
)1/2 ̟ = ±
m
(
det (VV¯)
)1/2
√
tr(VV¯) + 2
(
det (VV¯)
)1/2 , (5.24)
which is valid for det (VV¯) ≥ 0 , tr(VV¯) + 2
(
det (VV¯)
)1/2
> 0 , and
ς = ± m√
tr(VV¯)− 2
(
det (VV¯)
)1/2 ̟ = ∓
m
(
det (VV¯)
)1/2
√
tr(VV¯)− 2
(
det (VV¯)
)1/2 , (5.25)
which is valid for det(VV¯) ≥ 0 , tr(VV¯) − 2
(
det (VV¯)
)1/2
> 0. We can eliminate one of
the solutions by demanding that they are well defined in the limit faµ → 0, since we recover the
standard gravity theory in this limit. This coincides with the condition (4.15), and tr(VV¯) +
2
(
det(VV¯)
)1/2
vanishes as a result. The solutions (5.24) are singular in this limit and we reject
them for that reason. From (5.20) we thus have
P = ±m
V −
(
det(VV¯)
)1/2 V¯−1√
tr(VV¯) − 2
(
det(VV¯)
)1/2
P¯ = ±m
V¯ −
(
det(VV¯)
)1/2 V−1√
tr(VV¯) − 2
(
det(VV¯)
)1/2 (5.26)
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Substituting this solution back into the Lagrangian (5.7) gives
Lia)K ∝
√
tr(VV¯) − 2
(
det(VV¯)
)1/2
∝
√
−gµν(z)z˙µz˙ν −
√(
2gµν(z)gρσ(z)− 1
4
hµνρσ(z)
)
z˙µz˙ν z˙ρz˙σ (5.27)
It reduces to the naive Lagrangian (3.24) when faµ → 0, as then the condition (4.15) applies.
Geodesic motion is then recovered in this limit. More generally, however, (5.27) will give
corrections to geodesic motion.
There are no solutions to (5.21) when C(2) = C(4) = 0 for arbitrary tr(VV¯) and det (VV¯).
This case corresponds to the orbits ib) for massless particles, as well as for orbits iib). On the
other hand, there can be consistent solutions when
tr(VV¯)± 2
(
det (VV¯)
)1/2
= 0 (5.28)
This condition coincides with null curves gµν(z)z˙
µz˙ν → 0 in the limit that faµ → 0, but can
yield corrections to null curves when faµ 6= 0. ς and ̟ are not completely determined in this
case, but are instead constrained by ς + 2̟/tr(VV¯) = 0 , and so
P = ς
(
V − 1
2
tr(VV¯) V¯−1
)
P¯ = ς
(
V¯ − 1
2
tr(VV¯) V−1
)
(5.29)
Substituting the solution back into the Lagrangian (5.7) this time gives zero. The solutions
(5.29) do not apply for orbits iii) and v) where either Por P¯ vanish. For orbits iii) we would
need that V¯ = 12 tr(VV¯) V−1 , while for iv) we need V = 12tr(VV¯) V¯−1. However, these are
equivalent conditions when both V and V¯ are nonsingular and hence (5.29) reduce to trivial
solutions.
There are alternative solutions which are only valid for orbits iii) and iv). We can set
P = ςV +̟V¯−1 and P¯ = 0. Solutions of (5.10) then require that ςVV¯ +̟1l = 0 . We get the
same condition upon demanding that P = 0 and P¯ = ςV¯ +̟V−1 satisfies (5.10). Thus,
P = ς
(
V − 1
2
tr(VV¯) V¯−1
)
P¯ = 0 (5.30)
and
P = 0 P¯ = ς
(
V¯ − 1
2
tr(VV¯) V−1
)
(5.31)
are solutions provided that
VV¯ = 1
2
tr(VV¯) 1l (5.32)
The former applies for orbits iii) and the latter for orbits iv).
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5.3.2 detV = 0 or det V¯ = 0
This case only applies when C(4) = 0. Here we can in principle allow for C(2) 6= 0, although we
did not consider these kinds of orbits in sec. 4.2. With the exception of (5.30) and (5.31), the
solutions obtained above are invalid for singular V or V¯. † The solutions (5.26) are ill-defined
in the limit where either detV or det V¯ (or both) vanish. It follows that (5.23) must also
vanish in this limit. Notice that this condition is different from (4.15), and unlike (4.15) it is
not satisfied when faµ → 0.
If only V is singular we can write
P = ςV +̟V¯−1 P¯ = ς¯V¯ , (5.33)
while if only V¯ is singular we can have
P = ςV P¯ = ς¯V¯ −̟V−1 (5.34)
They are solutions to the equation of motion (5.10) provided (ς¯ − ς)VV¯ = ̟1l. ς, ς¯ and ̟
are related by the quadratic invariant. One gets C(2) = ς¯2̟/(ς − ς¯) and C(2) = ς2̟/(ς − ς¯),
respectively, for the two cases.
If, on the other hand, both V and V¯ are singular, then the ‘momenta’ P and P¯ are propor-
tional to the ‘velocities’ V and V¯,
P = ςV P¯ = ς¯V¯ , (5.35)
where here we need either VV¯ = 0 or ς = ς¯. In the former case C(2) = 0, and in the latter
C(2) = −12ς2tr(VV¯).
Other special solutions to the equations of motion (5.12) are
p˜a = ±pa v˜a = ±va (5.36)
They correspond to either P¯ = V¯ = 0 or P = V = 0, and thus C(2) = C(4) = 0. These solutions
are relevant for the orbits iii) and iv). However, (5.36) implies that
(
eaµ(z) ∓ faµ(z)
)
z˙µ = 0,
which then also means gµν(z)z˙
µ = 0. It follows that gµν is a singular metric tensor and hence
these solutions can only occur in a singular space-time.
6 Wess-Zumino term
The dynamics discussed in the previous section only applies for particles with zero spin and
zero charge. It is known that the spin can be included with the addition of an SL(2, C)
invariant Wess-Zumino term.[19] It is first order in time derivatives of an SL(2, C)-valued
†(5.30) is still valid when V is singular and (5.31) is valid when V¯ is singular.
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matrix. The term can easily be generalized to a GL(2, C) invariant LWZ , which is first order
in time derivatives of the GL(2, C)-valued matrices N and N †. The result is
LWZ = −1
4
tr
(
WN−1DτN +W
†(DτN)
†N †
−1
)
, (6.1)
where W is a constant 2× 2 complex matrix. The covariant derivative in (6.1) is given by
DτN =
dN
dτ
+ iAµ(z)Nz˙µ , (6.2)
where Aµ is again the GL(2, C) connection (5.16). W contains the six spin degrees of freedom
of the particle in a fixed frame, along with two U(1) charges. One can apply a similarity
transformation on W to go to an arbitrary reference frame:
Σ = NWN−1 = (−iǫijksij + 2s0k)σk + 2(q˜ + iq)1l , (6.3)
where sab = −sab are the spin variables and q and q˜ are the two U(1) charges. The former
are dynamical quantities dependent on the traceless parts of N , while q and q˜ are constants,
since Tr Σ = Tr W = 4(q˜ + iq). The spin variables are unaffected by the action of the U(1)
subgroups of GL(2, C). So a general GL(2, C) variation of sab is just a SL(2, C) variation
δΛs
ab = sacλ bc − sbcλ ac (6.4)
Two Pauli-Lubanski-type vectors can be constructed for this theory
wa =
1
2
ǫabcd p
bscd w˜a =
1
2
ǫabcd p˜
bscd , (6.5)
which transform under GL(2, C) transformations as pa and p˜a, respectively, in (4.4). It follows
that two additional invariants can then be constructed from wa and w˜a which are analogous
to (4.7) and (4.8):
C(2)w = wawa − w˜aw˜a
C(4)w = (wawa + w˜aw˜a)2 − 4(waw˜a)2 (6.6)
The former generalizes the usual invariant for a relativistic spinning particle, while the second
one is new. An additional invariant can be constructed from wa, w˜a, p
a and p˜a,
C(2)p,w = p˜awa − paw˜a = ǫabcd p˜apbscd (6.7)
Notice that the invariant paw
a− p˜aw˜a is identically zero. (6.6) and (6.7), along with (4.7) and
(4.8), can be used to classify spinning particles in this theory. More nontrivial invariants using
other combinations of wa, w˜a, p
a and p˜a are may also be possible.
The full Lagrangian for spinning particles is obtained by adding (6.1) to the Lagrangian
LK . The corresponding action
S =
∫
dτ L , L = LK + LWZ (6.8)
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is gauge invariant and reparametrization invariant. The gauge symmetries include transfor-
mations by the little group (4.19), where now elements {n} of the little group have to satisfy
nWn−1 =W , (6.9)
which leaves (6.3) invariant, in addition to the conditions (4.20). If we treat the gauge fields
dynamically, then the action (6.8) is invariant under GL(2, C) gauge transformations (5.9)
and (5.15). In addition to the GL(2, C) gauge symmetries, the total action is invariant under
independent U(1) × U(1) transformations, where the connections Aµ transform as
Aµ → A′µ = Aµ + ∂µχ , (6.10)
for complex function χ, while N , Eµ and E¯µ are unchanged.‡ The Wess-Zumino Lagrangian
picks up a τ derivative under such transformations.
The Euler-Lagrange equations for the particle are again obtained from variations of N , N †
and zµ. The equations of motion which follow from variations of N in the total action (6.8)
are
PV¯ − VP¯ −DτΣ = 0 , (6.11)
generalizing (5.10), while variations of N † gives its hermitean conjugate. Here
DτΣ =
dΣ
dτ
+ i[Aµ(z),Σ] z˙µ (6.12)
Upon expanding in terms of components, (6.11) gives the the particle’s spin precession
v[apb] − v˜[ap˜b] + s˙ab + ωacscb − sacωcb = 0 , (6.13)
while (5.12) is unchanged. The Euler-Lagrange equations following from variations of zµ in
the total action (6.8) state that
tr
(dP
dτ
E¯µ + dP¯
dτ
Eµ + idΣ
dτ
Aµ − idΣ
†
dτ
A†µ
)
= tr
(
P¯∂[µEν] + P∂[µE¯ν] + iΣ∂[µAν] − iΣ†∂[µA†ν]
)
z˙ν , (6.14)
or equivalently, in the explicitly gauge invariant form
tr
(
DτP E¯µ +Dτ P¯ Eµ
)
= tr
(
P¯Tµν + PT¯µν + iΣFµν − iΣ†F†µν
)
z˙ν , (6.15)
generalizing (5.17). We have used the equations of motion (6.11) in deriving (6.15). Tµν
and T¯µν again correspond to the GL(2, C) torsion tensors (5.18), while Fµν is the GL(2, C)
curvature, here expressed in the defining representation, i.e.,
Fµν = 1
4
(
ǫijkR
ij
µν + 2iR
0k
µν
)
σk +
1
2
(
∂[µaν] + i∂[µbν]
)
1l , (6.16)
‡Alternatively, we can keep the connections Aµ fixed, while N , Eµ and E¯µ undergo the transformations
N → e
χ
N Eµ → e
χ+χ
∗
Eµ E¯µ → e
−χ−χ∗
E¯µ
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where Rabµν is the standard Lorentz curvature. (6.15) generalizes the Mathisson-Papapetrou
equations [21],[22], by including interactions with the two U(1) gauge fields along with spin
curvature and torsion.
7 Flat space-time
Flat space-time corresponds to the choice (3.16) for the vierbein matrix Lµ, or equivalently
eaµ = coshχ δ
a
µ f
a
µ = sinhχ δ
a
µ , (7.1)
for some real constant χ. So in this case V and V¯ are given by
V = (coshχ+ sinhχ)
(
z˙01l + z˙iσi
)
V¯ = (coshχ− sinhχ)
(
z˙01l− z˙iσi
)
, (7.2)
and then VV¯ = −z˙az˙a 1l. It follows that tr(VV¯) = −2z˙az˙a , det(VV¯) = (z˙az˙a)2 and further-
more that the condition (5.32) is satisfied.
By going to flat space-time we are breaking the GL(2, C) gauge invariance of the La-
grangian. Although this gauge invariance is broken, a number of symmetries survive. They
correspond to global Poincare´ transformations, reparametrizations and the local transforma-
tions (4.19). Of course, the discrete symmetries, parity and time reversal, are present as well.
If we treat the two U(1) potentials aµ and bµ dynamically, then the additional U(1) × U(1)
gauge symmetry (6.10) can also be included.
Below we first consider the case of spinless and chargeless particles, and then remark on
the inclusion of the Wess-Zumino term.
7.1 Spinless and Chargeless particles
In flat space-time the Lagrangian (5.6) reduces to
LK = πaz˙a , πa = coshχ pa − sinhχ p˜a (7.3)
πa are the canonical momenta (4.13), and from the equations of motion (5.13), πa also serves
as the conserved energy-momentum vector. Here the equations of motion (5.11) imply that
z[aπb] are the conserved angular momenta, and by Noether’s theorem these two conservation
laws are associated with the Poincare´ symmetry. We thus recover the standard dynamics for
a free spinless particle. On the other hand, this system, at first glance, contains additional
degrees of freedom, as there are two momentum variables pa and p˜a, or equivalently πa and
π˜a = coshχ p˜a − sinhχ pa (7.4)
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The dynamics of the latter is constrained by the additional equation of motion
π˜az˙
a = 0 , (7.5)
which follows from (5.12). πa and π˜a transform under GL(2, C) transformations as pa and p˜a,
respectively, in (4.4). The quadratic and quartics invariants (4.7) and (4.8) may be expressed
directly in terms of πa and π˜a,
C(2) = πaπa − π˜aπ˜a
C(4) = (πaπa + π˜aπ˜a)2 − 4(πaπ˜a)2 (7.6)
From the conservation of angular momentum, it follows that πa ∝ z˙a, and then from (7.5) that
C(4) ≥ 0 [assuming z˙ 6= 0]. Furthermore,
πaπ
a =
1
2
(
C(2) ±
√
C(4)
)
π˜aπ˜
a =
1
2
(
−C(2) ±
√
C(4)
)
πaπ˜
a = 0 (7.7)
We next examine these constraints for the various orbits discussed in section four.
For orbits ib), iib), iii) and iv), we have C(2) = C(4) = 0 and so all scalar products in
(7.7) vanish. It follows that π˜a = λπa, and hence that π˜a are not independent variables. The
independent degrees of freedom are those of a massless particle, and this is valid for all four
types of orbits. The different orbits are distinguished by their values for λ. These values can
be determined from the expressions for pa and p˜a,
pa = (coshχ+ λ sinhχ)πa p˜a = (sinhχ+ λ coshχ)πa (7.8)
The orbit ib) is recovered for λ = − tanhχ and iib) is recovered for λ = −1/ tanhχ. λ = 1
for iii) and λ = −1 for iv). All of them correspond to the solutions (5.35) with VV¯ = 0 with
different values for ς and ς¯ in the four cases.
For orbits ia), ic), iia) and iic) where C(2) or C(4) differ from zero, the choice of the sign in
front of the
√
C(4) terms in (7.7) may be determined from the signs of the determinants of P
and P¯ . From (7.7) and (7.8) one gets
detP = ∓(coshχ+ sinhχ)2
√
C(4)
det P¯ = ∓(coshχ− sinhχ)2
√
C(4) (7.9)
The signs of detP and det P¯ agree as is the case with all four classes of orbits. For orbits ia)
and iia) we must choose the lower sign and for orbits ic) and iic) we must choose the upper
sign. We now examine the flat space-time dynamics for the four different orbits.
24
For the case ia) of a massive particle where C(2) = −m2 and C(4) = m4, the choice of the
lower sign in (7.7) leads to the physically reasonable results, i.e., πaπ
a = −m2, πaπ˜a = 0 and
π˜aπ˜
a = 0. The latter two equations mean that π˜ must vanish. [This is easily seen by going to
the particle rest frame π = (m, 0, 0, 0).] Hence
πa = ± mz˙
a√
−z˙bz˙b
π˜a = 0 , (7.10)
and so the independent degrees of freedom are those of a massive particle. The result also
follows from the solution (5.20). Upon substituting (7.2) we get
P = ±(coshχ+ sinhχ) mz˙
a√
−z˙bz˙b
(
z˙01l + z˙iσi
)
P¯ = ±(coshχ− sinhχ) mz˙
a√
−z˙bz˙b
(
z˙01l− z˙iσi
)
, (7.11)
from which follows
pa = ± coshχ mz˙
a√
−z˙bz˙b
p˜a = ± sinhχ mz˙
a√
−z˙bz˙b
, (7.12)
and hence (7.10).
For case iia) the invariants are C(2) = m˜2 and C(4) = m˜4. So now πaπa = 0 and π˜aπ˜a = −m˜2.
The former implies that z˙a is light-like or zero, while the latter means that π˜a is time-like. But
along with π˜aπ
a = 0, this implies that πa = 0 and the z˙a = 0. [For this one can transform to
the frame where π˜ = (m˜, 0, 0, 0).] This therefore appears to be a pathological case.
For case ic) one has C(2) = κ2 and C(4) = κ4. Upon choosing the upper sign in (7.7), πaπa = κ2
and π˜aπ˜
a = 0. The result is a tachyon, but here π˜a need not vanish.
For case iic), C(2) = −κ˜2 and C(4) = κ˜4. Again choosing the upper sign in (7.7), one gets
πaπ
a = 0 and π˜aπ˜
a = κ˜2. The former implies that the particle velocity vector is light-like or
zero, while the latter means that π˜a is space-like. Here π˜a does not vanish, and also πa need
not vanish. The system therefore describes a massless particle. This result is unexpected since
the orbits here have the same values for the invariants C(2) and as C(4) as with the case of the
massive particle ia). Unlike the massless particle orbits ib), iib), iii) and iv), extra degrees of
freedom are present for case iiv), which are associated with the orthogonal space-like vector
π˜a.
7.2 Inclusion of the Wess-Zumino term
The addition of the Wess-Zumino term (6.1), with Aµ = 0, to the total Lagrangian does does
not affect the equations of motion π˙a = 0 or (7.5). On the other hand, the addition of the
Wess-Zumino term does lead to the inclusion of spin in the conserved angular momentum
jab = z[aπb] + sab (7.13)
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Infinitesimal Lorentz variations of jab are as usual,
δΛj
ab = jacλ bc − jbcλ ac (7.14)
Thus when Aµ = 0, the GL(2, C) Wess-Zumino term (6.1) is equivalent to the SL(2, C) Wess-
Zumino term, and it only gives dynamics to the spin variables.[19] This is evident because
the Wess-Zumino term does not depend on the determinant of the GL(2, C) matrix N when
Aµ = 0. N can be decomposed according to N = ζNˆ , with Nˆ ∈ SL(2, C) and the terms in
(6.1) (with Aµ = 0) involving ζ are τ−derivatives. If one assumes that the spin and orbital
angular momentum are separately conserved then the analysis of the motion for orbits i)− iv)
is identical to what was found in section 7.1.
Lastly, if we again consider flat space-time but now drop the restriction that Aµ = 0, the
particle can feel the presence of Lorentz forces. Upon allowing for the two U(1) potentials;
i.e., Aµ = 12(aµ + ibµ), then the Wess-Zumino action will contain the minimal coupling terms
(3.26). Although (7.5) still holds, the momenta πa and angular momenta j
ab are not in general
conserved. Rather, a Lorentz force equation results from the two gauge fields
π˙µ =
(
q∂[µaν] + q˜∂[µbν]
)
z˙ν (7.15)
8 Quantum theory
Standard constraint Hamiltonian formalism can be applied to the Lagrangians of sections five
and six in order to obtain the quantum theory. The analysis proceeds in a similar fashion as
that carried out in [19] (second reference). As a multitude of constraints on the phase space
result in this case and the orbits have to studied separately, the procedure is quite lengthy. Here
we instead write down the quantum algebra which should result for all orbits, and sketch their
representations on momentum eigenstates. The algebra is 16−dimensional generalization of the
Poincare´ algebra, spanned by the two sets of momenta and the GL(2, C) generators. Unitary
representations of the algebra can be constructed along the lines of induced representations.
For the quantum theory we replace the two momentum vectors pa and p˜a, respectively with
the hermitian operators pa and p˜a, acting on a Hilbert space H. Additional observables are
the GL(2, C) generators jab = −jba, Y and Z, where jab are the Lorentz generators and Y and
Z are the U(1) generators. Since the generators are hermitean, we can construct the unitary
operators
U(Λ) = exp
{ i
2
λabj
ab + iαY + βZ
}
, (8.1)
for real parameters Λ = (λab, α, β). The adjoint action can then be utilized to induce GL(2, C)
transformations on the space of observables {A},
A→ A′ = U(Λ)†A U(Λ) (8.2)
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For infinitesimal Λ, the transformations on pa, p˜a and jab are given in (4.4) and (7.14). Thus
U(Λ)†jab U(Λ) = jab + jacλ bc − jbcλ ac
U(Λ)†pa U(Λ) = pa + pbλ ab + 2p˜
aβ
U(Λ)†p˜a U(Λ) = p˜a + p˜bλ ab + 2p
aβ , (8.3)
while Y and Z are invariant under GL(2, C) transformations. From this we then get the
quantum algebra for the observables pa, p˜a, jab, Y and Z. The nonvanishing commutators are
i[jab, jcd] = jacηbd − jbcηad − jadηbc + jbdηac
i[pa, jbc] = pbηac − pcηab
i[p˜a, jbc] = p˜bηac − p˜cηab
i[pa,Z] = 2p˜a
i[p˜a,Z] = 2pa (8.4)
The subgroup generated by jab and any linear combination of pa and p˜a is the Poincare´
group. [From (7.3), the generator of translations in flat space-time is the linear combination
coshχ pa − sinhχ p˜a .] Y is a central element, while Z, pa and p˜a form a Euclidean algebra
for fixed a. The operator analogues of C(2) and C(4) defined in (4.7) and (4.8), along with C(2)w ,
C(4)w and C(2)p,w in (6.6) and (6.7), are Casimir operators whose values are fixed in any unitary
irreducible representation.
Quantum states can be expressed in terms of eigenvectors Ψ(p,p˜),σ,q of p
a, p˜a and Y. (We
cannot include Z in the set of commuting operators, and so the momentum eigenstates are
labeled by a single charge.)
paΨ(p,p˜),σ,q = p
aΨ(p,p˜),σ,q
p˜aΨ(p,p˜),σ,q = p˜
aΨ(p,p˜),σ,q
YΨ(p,p˜),σ,q = qΨ(p,p˜),σ,q (8.5)
σ denote degeneracy indices. Following the usual procedure for induced representations (see
for example, [24],[25]), one can determine the spectrum for σ by going to a fiducial point
(p, p˜) = (k, k˜) on an orbit, and then acting on the state Ψ(k,k˜),σ,q with elements of the little
group Gk,k˜ = {n} defined in (4.19). Let {Dqσ′σ} be a unitary irreducible representation of Gk,k˜,
which we define using
U(n)Ψ(k,k˜),σ,q = D
q
σ′σ(n)Ψ(k,k˜),σ′,q (8.6)
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One can then transform from the states at the fiducial point (k, k˜) to states at an arbitrary
point (p, p˜) on the orbit using the analogue of a Wigner boost L(p,p˜) ∈ GL(2, C), where
(p, p˜) = L(p,p˜) ◦ (k, k˜) and L(k,k˜) is the identity map. Here ◦ denotes the action of GL(2, C) on
(p, p˜) given by (4.6). The states can be defined to transform as,
Ψ(p,p˜),σ,q = N(p,p˜)U(L(p,p˜))Ψ(k,k˜),σ,q , (8.7)
where N(p,p˜) is a normalization factor. An arbitrary transformation by Λ ∈ GL(2, C) on this
state is given by
U(Λ)Ψ(p,p˜),σ,q =
N(p,p˜)
NΛ◦(p,p˜)
Dqσ′σ(nΛ,(p,p˜))ΨΛ◦(p,p˜),σ′,q , (8.8)
where nΛ,(p,p˜) ∈ Gk,k˜ is the analogue of a Wigner rotation,
nΛ,(p,p˜) = L
−1
Λ◦(p,p˜) ◦ Λ ◦ L(p,p˜) (8.9)
9 Discussion
Using the quadratic invariants for GL(2, C) we wrote down a general coupling of particles to
an extended theory of gravity based on GL(2, C) gauge theory.[5] Two momentum variables
pa and p˜a were needed to couple to the two sets of vierbein fields eaµ and f
a
µ . We classified the
orbits of these momenta using the values of the three invariants C(2), C(4) and sign detP, in
addition to their little groups Gk,k˜. Various orbits were examined, which are summarized in
the table at the end of section four. Further divisions of orbits can also be made based on the
sign of the energy. The orbits ia) were identified with massive particles, while ic) represented
tachyons. A degeneracy in the classification was found when C(2) = C(4) = detP = 0 and
Gk,k˜ = U(1) ⊗ E(2), as ib), iib), iiib) and ivb) represent disconnected regions in the space of
orbits. These four classes of orbits also could not be distinguished at the level of dynamics in flat
space-time, as all of them describe massless particles (with only one independent momentum
vector). Surprisingly, the orbits iic) also describe massless particles, despite their invariants
C(2) and C(4) taking the same values as those of massive particles ia). Unlike with ib), iib), iii)
and iv), the massless particles iic) possess extra momentum degrees of freedom, as p˜a is not
fully determined from pa. The physical meaning of these extra degrees of freedom is not clear
and worth further investigation. Moreover, the list of orbits given in the table at the end of
section four is by no means complete. A more complete classification could be of interest - in
particular - with regards to the pursuit of dark matter candidates.
In section 5.3 we obtained the general solutions to the equations of motion (for particles
with no spin or charge) in an arbitrary background, which is characterized by eaµ and f
a
µ . For
orbits ia) and iic) we obtained an effective Lagrangian (5.27) which contained corrections to
the naive Lagrangian (3.24). The corrections vanished in the limit where the vierbein fields
faµ vanish, and so one recovers geodesic motion in this limit. On the other hand, corrections
to geodesic motion do occur in the more general setting. Therefore deviations from geodesic
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motion, such as the reported Pioneer anomaly[26], could signal the presence of additional fields
in gravity like the vierbeins faµ .
The particle spin, along with two U(1) charges were taken into account in section six.
There we found three more independent GL(2, C) invariants C(2)w , C(4)w and C(2)p,w in (6.6) and
(6.7), which were constructed using two Pauli-Lubanski vectors (6.5). It then follows that at
least six invariants (not including the two charges) are needed to classify spinning particles
in this theory - as opposed to the usual two, i.e., mass and the square of the Pauli-Lubanski
vector. The dynamical equations for this system, including the interactions with the two U(1)
fields and two sets of torsion tensors, were obtained using the Wess-Zumino term for GL(2, C).
Their solutions should lead to further deviations from geodesic motion.
We wrote down the algebra of quantum mechanical observables in section eight, and showed
that the usual method of induced representations can be applied to construct the Hilbert space.
It remains to develop the n-particle interacting system and also the field theory associated
with the various particle representations. (The coupling to fermions and generalization to
supergravity was recently studied in [17].)
Since the GL(2, C) gauge theory has the advantage of being amenable to a noncommutative
generalization, it is then natural to also promote the particle dynamics to the noncommutative
setting. One approach would be to take the infinite field limit of one of the U(1) gauge fields,
as nontrivial space-time commutation relations result from canonical quantization.§ Alterna-
tively, or in addition, one can search for solutions to the noncommutative field equations, and
then apply a Seiberg-Witten map back to the commutative theory. One can thereby obtain
corrections in the metric tensor (3.13), as well as other GL(2, C) invariant quantities, for known
gravity solutions, such as black hole and cosmological solutions.¶ In this case, the fields degrees
of freedom aµ, bµ and f
a
µ associated with the GL(2, C) central extension, which are zero for
the familiar gravity solutions, will in general pick up nonvanishing contributions after applying
the Seiberg-Witten map from the noncommutative solutions. Moreover, it is expected that
these contributions are first order in the noncommutativity parameter. First order corrections
to geodesic motion may then result, and are computable using the results found here.
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