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Abstract
Video prediction is a pixel-wise dense prediction task to
infer future frames based on past frames. Missing appear-
ance details and motion blur are still two major problems
for current models, leading to image distortion and tem-
poral inconsistency. We point out the necessity of explor-
ing multi-frequency analysis to deal with the two problems.
Inspired by the frequency band decomposition character-
istic of Human Vision System (HVS), we propose a video
prediction network based on multi-level wavelet analysis
to uniformly deal with spatial and temporal information.
Specifically, multi-level spatial discrete wavelet transform
decomposes each video frame into anisotropic sub-bands
with multiple frequencies, helping to enrich structural infor-
mation and reserve fine details. On the other hand, multi-
level temporal discrete wavelet transform which operates
on time axis decomposes the frame sequence into sub-band
groups of different frequencies to accurately capture multi-
frequency motions under a fixed frame rate. Extensive ex-
periments on diverse datasets demonstrate that our model
shows significant improvements on fidelity and temporal
consistency over the state-of-the-art works. Source code
and videos are available at https://github.com/
Bei-Jin/STMFANet.
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No. 2018AAA0102701, in part by the Science and Technology on Space
Intelligent Control Laboratory under grant No. HTKJ2019KL502003, and
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Chinese Academy of Sciences under grant No. 20186090.
Figure 1. A comparison of long-term prediction on a KTH [34]
motion sequence. Our model generates predictions with higher
fidelity and temporal consistency than the state-of-the-art methods,
SAVP [22] and VarNet [19]. In the other two methods’ predictions,
the person gradually blurs to distortion and runs out of the image
too fast or too slowly, which is inconsistent to the ground truth.
1. Introduction
Unsupervised video prediction has attracted more and
more attention in the research community and AI compa-
nies. It aims at predicting upcoming future frames based
on the observation of previous frames. This looking-ahead
ability has a broad application prospect on video surveil-
lance [11], robotic systems [12] and autonomous vehi-
cles [48]. However, building an accurate predictive model
still remains challenging because it requires to master not
only the visual abstraction model of different objects but
also the evolution of various motions over time. Many re-
cent deep learning methods [22, 47, 36, 3, 40, 39, 44, 21]
have brought about great development on the video predic-
tion task. However, there still exists a clear gap between
their predictions and the ground-truth (GT), as shown in
Figure 1. The predictions of the compared methods suffer
from deficient retention of high-frequency details and insuf-
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Figure 2. Discrete Wavelet Transform (DWT) on time axis can
capture the different motion frequencies between the slower car
and the faster truck. (a) is a video sequence with length six. DWT
of (a) on time axis results in the sub-bands in (b). (c) is the heat
maps of the right three sub-bands in (b), which can clearly show
the difference between their movements.
ficient use of motion information, resulting in distortion and
temporal inconsistency:
Loss of details. Down-sampling is commonly adopted
to enlarge the receptive field and extract global informa-
tion, resulting in inevitable loss of high-frequency details.
However, video prediction is a pixel-wise dense prediction
problem. Sharp predictions would not be made without the
assistance of fine details. Although dilated convolution can
be employed to avoid using down-sampling, it has the prob-
lem of grid effect and is not friendly to small objects, which
hinders the application to video prediction.
Insufficient exploitation of temporal motions. Dy-
namic scenes are composed of motions with more than one
temporal frequency. In Figure 2, the lower temporal motion
of the smaller car in the left and the faster temporal motion
of the bigger truck in the right. They have different moving
frequencies. However, previous methods usually process
them one by one at a fixed frame rate. Although Recurrent
Neural Networks (RNNs) are used to memorize dynamic
dependencies, it has no ability to distinguish motions at dif-
ferent frequencies and cannot analyze time-frequency char-
acteristics of temporal information.
Therefore, it is necessary to introduce multi-frequency
analysis into video prediction task. Biological studies [16,
4] have shown that Human Visual System (HVS) exhibits
multi-channel characteristics for spatial and temporal fre-
quency information. The retinal images are decomposed
into different frequency bands with approximately equal
bandwidth on a logarithmic scale for processing [29], which
includes a low frequency band and multiple high frequency
bands. Besides spatial dimension, there also is a similar fre-
Figure 3. (A): Discrete Wavelet Transform in Spatial dimension
(DWT-S) decomposes an image into one low frequency sub-band
(LL) and three high frequency sub-bands of different directions
(LH, HL, HH) which represent sub-bands of different directions
(horizontal, vertical, diagonal). (B): An visualization example
of (A). (C): Discrete Wavelet Transform in Temporal dimension
(DWT-T) decomposes an image sequence into low frequency sub-
bands and high frequency sub-bands on time axis. (D): An visual-
ization example of (C). The sub-bands are visualized in heatmap
style.
quency band decomposition in temporal dimension. These
characteristics enable the Human Visual System (HVS) to
process visual content with better discrimination of de-
tailed information and motion information. Wavelet anal-
ysis [6, 1] is a spatial-scale (temporal-frequency) analy-
sis method, which has the characteristic of multi-resolution
(frequency) analysis and can well represent the local char-
acteristics of spatial (temporal) frequency signal, which is
very similar to HVS.
Discrete Wavelet Transform (DWT) is a common
wavelet analysis method for image processing. As shown
in Figure 3(B), the Discrete Wavelet Transform in Spatial
dimension (DWT-S) ( Figure 3(A)) can decompose an im-
age into one low frequency sub-band and three anisotropic
high frequency sub-bands of different directions (horizon-
tal, vertical, diagonal). Figure 3(D) shows the Discrete
Wavelet Transform in Temporal dimension (DWT-T) (Fig-
ure 3(C)) decomposes a video sequence of length four into
two high-frequency sub-bands and two low-frequency sub-
bands on time axis. The frequency on time axis here can
be viewed as how fast the pixels change with time, which
is related to temporal motions. Inspired by the characteris-
tics of HVS and wavelet transform, we propose to explore
the multi-frequency analysis for high-fidelity and temporal-
consistency video prediction. The main contributions are
summarized as follows:
1) To the best of our knowledge, we are the first to pro-
pose a video prediction framework based on multi-
frequency analysis that is trainable in an end-to-end
manner.
2) To strengthen the spatial details, we develop a multi-
level Spatial Wavelet Analysis Module (S-WAM) to
decompose each frame into one low-frequency approx-
imation sub-band and three high-frequency anisotropic
detail sub-bands. The high-frequency sub-bands repre-
sent the boundary details well and are in favor of sharp-
ening the prediction details. Besides, multi-level de-
composition forms a spatial frequency pyramid, help-
ing to extract objects’ features with multi scales.
3) To fully exploit the multi-frequency temporal motions
of objects in dynamic scenes, we employ a multi-level
Temporal Wavelet Analysis Module (T-WAM) to de-
compose buffered video sequence into sub-bands with
different time frequencies, promoting the description
of multi-frequency motions and helping to comprehen-
sively capture dynamic representations.
4) Both quantitative and qualitative experiments on di-
verse datasets demonstrate a significant performance
boost than the state-of-the-art. Ablation studies are
made to show the generalization ability of our model
and the evaluation of sub-modules.
2. Related Work
2.1. Video Generation and Video Prediction
Video generation is to synthesize photo-realistic image
sequences without the need to guarantee the fidelity of the
results. It focuses on modeling the uncertainty of the dy-
namic development of video to produce results that may be
inconsistent with the ground truth but reasonable. Differ-
ently, Video prediction is to perform deterministic image
generation. It needs not only to focus on the per-frame vi-
sual quality, but also to master the internal temporal fea-
tures to determine the most reliable development trend that
is closest to the ground truth.
Stochastic Video Generation. Stochastic Video Gen-
eration models focus on handling the inherent uncertainty
in predicting the future. They seek to generate multiple
possible futures by incorporating stochastic models. Prob-
abilistic latent variable models such as Variational Auto-
Encoders (VAEs) [20, 33] and Variational Recurrent Neu-
ral Networks (VRNNs) [7] are the most commonly used
structures. [2] developed a stochastic variational video pre-
diction (SV2P) method that predicted a different possible
future for each sample of its latent variables, which was
the first to provide effective stochastic multi-frame gener-
ation for real-world videos. SVG [8] proposed a generation
model that combined deterministic prediction of the next
frame with stochastic latent variables, introducing a per-
step latent variables model(SVG-FP) and a variant with a
learned prior (SVG-LP). SAVP [22] proposed a stochastic
generation model combining VAEs and GANs. [5] ex-
tended the VRNN formulation by proposing a hierarchical
variant that used multiple levels of latents per timestep.
High-fidelity Video Prediction. High-fidelity Video
Prediction models aim to produce naturalistic image se-
quences as close to the ground truth as possible. The main
consideration is to minimize the reconstruction error be-
tween the true future frame and the generated future frame.
Such models can be classified as direct prediction mod-
els [35, 47, 44, 21, 3, 40, 30, 39, 18, 25] and transformation-
based prediction models [50, 41, 38, 32]. Direct predic-
tion models predict pixel values of future frames directly.
They use a combination of forward neural network and re-
current neural network to encode spatial and temporal fea-
tures, and then perform decoding to get the prediction with
the corresponding decoding network. Generative adversar-
ial networks (GANs) are often employed to make the pre-
dicted frames more realistic. Transformation-based predic-
tion models aim at modeling the source of variability and
operate in the space of transformations between frames.
They focus on learning the transformation kernels between
frames which are applied to the previous frames to synthe-
size the future frames indirectly.
Here, latent variables in stochastic video generation
models is not considered in our model. Such models learn
and sample from a space of possible futures to generate
the subsequent frames. Although reasonable results can be
generated by sampling different latent variables, there is no
guarantee of consistency with the ground truth. Moreover,
the quality of generation results vary from sample to sam-
ple, which is uncontrollable. This limits the application of
such models in some practical tasks requiring a high degree
of certainty, such as autonomous driving. We focus on high-
fidelity video prediction, aiming to construct a prediction
model to predict realistic future frame sequences as close to
the ground truth as possible. To overcome the challenges of
lack of details and motion blur, we propose to explore multi-
frequency analysis based video prediction by incorporating
wavelet transform with generative adversarial network.
2.2. Wavelet Transform
Wavelet Transform (WT) has been widely applied in im-
age compression [6] and image reconstruction [17]. In im-
age processing, Discrete Wavelet Transform (DWT) is often
Figure 4. The pipeline architecture of our network. Note that the diagram takes the next frame prediction as an example. Multi-frame
prediction can be done by feeding the predicted frame into the encoder network.
used. A fast implementation of it by using filter bank is pro-
posed in [28]. The filter bank implementation of wavelets
can be interpreted as computing the wavelet coefficients of
a discrete set of child wavelets for a given mother wavelet.
According to [28], we illustrate the process of DWT on
space axes of an image and DWT on time axis of a video
sequence in Figure 3. Multi-level DWT can be done by re-
peating a similar process on a sub-band images. The multi-
resolution (frequency) analysis of DWT is consistent with
Human Visual System (HVS), which provides a biological
basis for our approach. We recommend to refer to [28] to
learn more about Discrete Wavelet Transform (DWT).
3. Method
3.1. Problem Statement
We aim to synthesize future frames of high fidelity
and temporal consistency by observing several beginning
frames. Let X = {xi}, (1 ≤ i ≤ m) be the input of
length m. xi ∈ RH×W×C represents the ith frame. H,
W and C are the height, width and channel number. Let
Y = {yj}, (1 ≤ j ≤ n) represents the ground truth of fu-
ture frame sequence of length n and Yˆ = {yˆj}, (1 ≤ j ≤
n) represents the prediction of Y . The goal is to minimize
the reconstruction error between Yˆ and Y . We will take the
next frame prediction as an example.
3.2. Network Architecture
We adopt generative adversarial network as the model
structure. The Generator G and discriminator D are trained
with competing goals: G aims to predict frames that can
fool D, while D aims to distinguish whether the input sam-
ples are real (from the training dataset) or fake (from G).
Figure 4 demonstrates the overall block diagram of the
generator G to predict frame t + 1 at time step t. It fol-
lows an encoder-decoder architecture. The encoder aims
to transform the input sequence into a hidden feature ten-
sor, while the decoder is in charge of decoding the feature
tensor to generate the prediction of the next frame. The en-
coder consists of three part: stem CNN-LSTM, cascaded
Spatial Wavelet Analysis Modules (S-WAMs) and Tempo-
ral Analysis Module (T-WAM). The decoder is composed
of deconvolution and up-sampling layers.
The stem encoder is a ’CNN-LSTM’ structure. At each
time step t (t ≥ 1), the frame xt is passed through the
stem network to extract multi-scale spatial information un-
der different receptive fields. To pursue a better expression
of appearance features, we refer to the Residual-in-Residual
Dense Block (RRDB) proposed by [42] in the design of our
stem structure. It is a combination of multi-level residual
network and dense connections. We make a modification:
adding a down-sampling layer in each RRDB unit to reduce
the size of feature maps.
To reserve more high-frequency spatial details, consid-
ering multi-resolution analysis of wavelet transform, we
propose a Spatial Wavelet Analysis Module (S-WAM) to
enhance the representation of high-frequency information.
As illustrated in Figure 4, S-WAM consists of two stages:
Firstly, the input is decomposed into one low-frequency
sub-band and three high-frequency detail sub-bands by
DWT on Spatial dimension (DWT-S); Secondly, the sub-
bands are fed into a shallow CNN to do further feature ex-
traction and obtain consistent number of channels with the
corresponding m RRDB unit. We cascade three S-WAMs
to do multi-level wavelet analysis. The output of each level
of S-WAM is added with the corresponding feature tensors
of the m RRDB unit. The cascaded S-WAMs provide the
compensation of details to the stem network under multiple
frequencies, which promotes the prediction of fine details.
On the other side, to model the temporal multi-frequency
motions in video sequences, we design a multi-level Tem-
poral Wavelet Analysis Module (T-WAM) decomposing the
sequence into sub-bands under different frequencies on time
axis. In our experiments, we conduct multi-level DWT on
temporal dimension (DWT-T) on the input sequence until
the number of low-frequency sub-bands or high-frequency
sub-bands equals two. We take three DWT-T as an exam-
ple in Figure 4. Then we concatenate those sub-bands as
the input of a CNN to extract features and adjust the size
of feature maps. The output is fused with the historical in-
formation from LSTM cell to strengthen the ability to dis-
tinguish multi-frequency motions for the model. The fused
feature tensors from the encoder network are fed to the de-
coder network to generate the prediction of the next frame.
We conduct a discriminator network as [30] and train the
discriminator to classify the input [X, Yˆ ] into class 0 and
the input [X,Y ] into class 1.
3.3. Loss Function
We adopt multi-module losses which consists of the im-
age domain loss and the adversarial loss.
Image Domain Loss. We combine L2 loss with the Gra-
dient Difference Loss (GDL) [30] as the image domain loss:
Limg(Y, Yˆ ) = L2(Y, Yˆ ) + Lgdl(Y, Yˆ ). (1)
L2(Y, Yˆ ) = ||(Y − Yˆ )||22 =
n∑
i=1
‖(yi − yˆi)‖22. (2)
Lgdl(Y, Yˆ ) =
n∑
i=1
∑
i,j
∣∣|yi,j − yi−1,j | − |yˆi,j − yˆi−1,j |∣∣α
+
∣∣|yi,j−1 − yi,j | − |yˆi,j−1 − yˆi,j |∣∣α,
(3)
where α is an integer greater or equal to 1, and |.| is the
operation of absolute value function.
Adversarial Loss. Adversarial training involves a gen-
erator G and a discriminator D, where D learns to distin-
guish whether the frame sequence is from the real dataset
or produced by G. The two networks are trained alter-
nately, thus improving until D can no longer discriminate
the frame sequence generated by G. In our model, the pre-
diction model is regarded as a generator. We formulate the
adversarial loss on the discriminator D as:
LAD = −logD([X,Y ])− log(1−D(X, Yˆ )), (4)
and the adversarial loss for the generator G as:
LAG = −logD([X, Yˆ ]). (5)
Hence, we combine the losses previously defined for our
generator model with different weights:
LG = λ1Limg + λ2LAG, (6)
where λ1 and λ2 are hyper-parameters to trade off between
these distinct losses.
4. Experiments
4.1. Experiment Setup
Datasets. We perform experiments on diverse datasets
widely used to evaluate video prediction models. The KTH
dataset [34] contains 6 types of actions from 25 persons. We
use person 1-16 for training and 17-25 for testing. Mod-
els are trained to predict next 10 frames based on the ob-
servation of previous 10 frames. The prediction range of
testing is extended to 20 or 40 frames. The hyper parame-
ters in the loss function on KTH dataset are: λ1 = 1 and
λ2 = 0.01. The BAIR dataset [10] consists of a random
moving robotic arm that pushes objects on a table. This
dataset is particularly challenging due to the high stochas-
ticity of the arm movements and the diversity of the back-
ground. We follow the setup in [22] and the hyper param-
eters in the loss function on the BAIR dataset are: λ1 = 1
and λ2 = 0.001. In addition, following the experiments
settings in [24], we validate the generalization ability of our
models on the car-mounted camera datasets (train: KITTI
dataset [14], test:Caltech Pedestrian dataset [9]). The hyper
parameters are: λ1 = 1 and λ2 = 0.001.
Metrics. Quantitative evaluation of the the accu-
racy is performed based on Peak Signal-to-Noise Ratio
(PSNR) and Structural Similarity Index Measure (SSIM)
metrics [46]. Higher values indicate better results. To mea-
sure the realism of predicted results, we employ the metric
of Learned Perceptual Image Patch Similarity (LPIPS) [49].
Frchet Video Distance (FVD) [37] is also adopted to evalu-
ate the distribution over entire videos.
Table 1. The average comparison results over predicted 20 time
steps (10 → 20) and 40 time steps (10 → 40) based on 10 time
steps on the KTH dataset. The best results under each metric are
marked in bold.
Method
KTH
10→ 20 10→ 40
PSNR SSIM LPIPS PSNR SSIM LPIPS
MCNET [39] 25.95 0.804 - 23.89 0.73 -
fRNN [31] 26.12 0.771 - 23.77 0.678 -
PredRNN [45] 27.55 0.839 - 24.16 0.703 -
PredRNN++ [43] 28.47 0.865 - 25.21 0.741 -
VarNet [19] 28.48 0.843 - 25.37 0.739 -
E3D-LSTM [44] 29.31 0.879 - 27.24 0.810 -
MSNET [23] 27.08 0.876 - - - -
SAVP [22] 25.38 0.746 9.37 23.97 0.701 13.26
SAVP-VAE [22] 27.77 0.852 8.36 26.18 0.811 11.33
SV2P time-invariant [2] 27.56 0.826 17.92 25.92 0.778 25.21
SV2P time-variant [2] 27.79 0.838 15.04 26.12 0.789 22.48
Ours 29.85 0.893 11.81 27.56 0.851 14.13
Ours (w/o S-WAM) 29.13 0.872 12.33 26.42 0.805 16.06
Ours (w/o T-WAM) 28.57 0.839 15.16 26.08 0.782 17.45
Ours (w/o WAM) 27.37 0.821 18.31 24.03 0.721 20.07
4.2. Quantitative Evaluation
The results of methods [39, 31, 45, 43, 19, 44, 23, 5]
are reported in the reference papers [44, 19, 23, 5]. For the
Figure 5. Quantitative comparison of different prediction models on BAIR datasets. Higher values for both PSNR and SSIM indicate better
performance.
Table 2. Quantitative evaluation of different methods on the BAIR
dataset. The metrics are averaged over the predicted frames. The
best results under each metric are marked in bold.
Method BAIRPSNR SSIM LPIPS
SAVP [22] 18.42 0.789 6.34
SAVP-VAE [22] 19.09 0.815 6.22
SV2P time-invariant [2] 20.36 0.817 9.14
SVG-LP [8] 17.72 0.815 6.03
Improved VRNN [5] - 0.822 5.50
Ours 21.02 0.844 9.36
Ours (w/o S-WAM) 20.22 0.825 11.23
Ours (w/o T-WAM) 19.87 0.819 11.72
Ours (w/o WAM) 18.15 0.784 13.13
models [22, 2, 8], we generate the results by running the
pre-trained models the authors reported online. Table 1 re-
ports quantitative comparison on the KTH dataset. We can
see that our model achieves the best result on PSNR and
SSIM in terms of prediction for both future 20 frames and
40 frames, which indicates that our results are more consis-
tent with the ground truth. However, on LPIPS, SAVP and
its variants SAVP-VAE perform better than us. We analyze
that the introduction of latent variables in the stochastic gen-
eration methods focuses more on the visual quality of the
generated results and less on the consistency with ground
truth. Nevertheless, our model focuses more on fidelity and
temporal consistency with the original sequences, which is
in line with our original intention.
Figure 5 illustrates the per-frame quantitative compari-
son on the BAIR dataset. We also calculate the average
results in Table 2. In consistent with the result on KTH
dataset, we obtain the best PSNR and SSIM among the re-
ported methods. While the Improved VRNN [5] achieves
the highest on LPIPS. Because of the high stochasticity of
the BAIR dataset, it is challenging to maintain fidelity and
temporal consistency while making good visual effects. Be-
Table 3. FVD (the smaller the better) evaluation on KTH and BAIR
dataset. Baselines did not evaluate on KITTI and CalTech Pedes-
trian.
Dataset SVG-FP SV2P SAVP Ours
KTH 208.4 [37] 136.8 [37] 78.0 [37] 72.3
BAIR 315.5 [37] 262.5 [37] 116.4 [37] 159.6
sides frame-wise comparison, we adopt FVD (Frchet video
Distance) [37] to evaluate the distribution over entire se-
quences. As shown in Table 3, our FVD results are com-
petitive to other methods on both datasets, which shows the
consistency of the distribution of the predicted sequences.
4.3. Qualitative Evaluation
We report visualization examples on KTH dataset and
BAIR datasets in Figure 6 and 7. The first row is the ground
truth, where the initial frames represent the input frames.
Our model makes more accurate predictions while main-
taining more details of the arms in the handclapping exam-
ple in first group of Figure 6. Meanwhile, we predict a walk-
ing sequence that is more consistent with the ground truth
in the second group of Figure 6, while for other methods,
the person in the image walks out of the scene too quickly
(VarNet) or two slowly (SAVP and SV2P time-invariant).
For the predictions on BAIR dataset, we are also the most
consistent. Though the stochastic generation methods seem
to generate more clear results, they are very different from
the moving trajectories of the real sequence. This again
confirms our belief that introducing more stochasticity in
models will sacrifice fidelity. From the experiment results
above, we can see that the multi-frequency analysis of dis-
crete wavelet transform does help models to retain more de-
tail information as well as temporal motion information.
4.4. Ablation Study
Evaluation of generalization ability. Consistent with
the previous works to evaluate the generalization ability,
Figure 6. The prediction visualization of future 40 time steps based on the 10 frames on the KTH dataset.
Figure 7. The prediction visualization comparison on the BAIR action free dataset. Our model predicts more consistent results to the
ground truth.
Figure 8. Visualization examples on KITTI dataset (the first group) and CalTech Pedestrian dataset (the second group).
Table 4. Evaluation of Next frame prediction on the CalTech
Pedestrian dataset after trained on the KITTI dataset. All models
are trained by observing 10 frames.
Method PSNR SSIM LPIPS #param
PredNet [27] 27.6 0.905 7.47 6.9M
ContextVP [3] 28.7 0.921 6.03 8.6M
DVF [26] 26.2 0.897 5.57 8.9M
Dual Motion GAN [24] - 0.899 - -
CtrlGen [15] 26.5 0.900 6.38 -
DPG [13] 28.2 0.923 5.04 -
Cycle GAN [21] 29.2 0.830 - -
Ours 29.1 0.927 5.89 7.6M
Ours (w/o S-WAM) 28.6 0.919 6.90 7.2M
Ours (w/o T-WAM) 28.1 0.903 7.56 7.3M
Ours (w/o WAM) 26.8 0.897 7.89 6.9M
we test our model on the Caltech Pedestrian dataset after
trained on KITTI dataset in Table 4. We achieve the state-
of-the-art performance. Figure 8 shows the visualization
examples on KITTI dataset (the first group) and Caltech
Pedestrian dataset (the second group). We can see that our
model predicts clearly the evolution of driving lines and the
cars. The results remain consistent with the ground truth,
which verifies the good generalization ability of the model.
Besides, we report the number of model’s parameters in Ta-
ble 4. Compared to ContextVP [3] and DVF [26], our model
achieves better results with fewer parameters.
Evaluation of sub-modules. To assess the impact of
each sub-module, we do ablation studies in the absence of
S-WAM and/or T-WAM. Results suggest that sub-modules,
S-WAM and T-WAM, have both contributed to improving
the prediction effect. Specifically the model without S-
WAM gains more than the model without T-WAM. The vi-
sualization in Figure 9 is consistent. We analyze that the
temporal motion information is of vital importance in the
long-term prediction, especially for long-term prediction.
Improving the expression of multi-frequency motion infor-
mation in the model is the basis for making predictions with
high-fidelity and temporal-consistency.
Figure 9. A BAIR Failure case. Best viewed by zooming.
Analysis of failure cases. As shown in Figure 9, for be-
ginning motion under certain historical dependence, Ours
model predicts accurately. Since an abrupt movement oc-
curs (18th - 21th frame), predictions of robotic manipulator
become incorrect. BAIR is indeed of high stochasticity due
to the action variability. Our T-WAM module extracts the
transient features of the sequence, in addition to decompos-
ing the input into sub-band groups of different frequencies
to accurately capture multi-frequency motions. However,
maintaining high fidelity to accommodate abrupt motions is
challenging, even for stochastic models, unless the corre-
sponding action priors are added.
5. Conclusion
We discuss the issues of missing details and ignoring
temporal multi-scale motions in current prediction models,
which always lead to blurry results. Inspired by the mech-
anism in Human Visual System (HVS), we explore a video
prediction network based on multi-frequency analysis, in-
tegrating spatial-temporal wavelet transform and generative
adversarial network. The Spatial Wavelet Analysis Mod-
ule (S-WAM) is proposed to reserve more details through
multi-level decomposition of each frame. The Temporal
Wavelet Analysis Module (T-WAM) is proposed to exploit
the temporal motions through multi-level decomposition
of video sequences on time axis. Extensive experiments
demonstrate the superiority of our method over the latest
methods.
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