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The Kupershmidt hydrodynamic chains and lattices
Maxim V. Pavlov
Abstract
This paper is devoted to the very important class of hydrodynamic chains (see
[9], [23], [24]) first derived by B. Kupershmidt in [14], later re-discovered by M.
Blaszak in [4] (see also [21]). An infinite set of local Hamiltonian structures, hydro-
dynamic reductions parameterized by the hypergeometric function and reciprocal
transformations for the Kupershmidt hydrodynamic chains are described.
In honour of Boris Kupershmidt
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1 Introduction
The Kupershmidt hydrodynamic chains (β and γ are arbitrary constants)
Bkt = B
k+1
x +
1
β
B0Bkx + (k + γ)B
kB0x, k = 0, 1, 2... (1)
introduced in [14] recently were re-discovered in [4] for β = 1/N and γ = 1/M , where N
and M are integers (see also [20]). In this paper we consider three distinguished features
of these hydrodynamic chains:
1. new explicit hydrodynamic reductions determined by the hypergeometric function;
2. infinitely many local and nonlocal Hamiltonian structures;
3. reciprocal transformations connecting the Kupershmidt hydrodynamic chains (1)
with the distinct parameters β to each other.
Also we discuss in details the integrability of these hydrodynamic chains by the gen-
eralized hodograph method and related 2+1 quasilinear systems.
The paper is organized in the following order. In the second section the Gibbons
equation describing a deformation of the Riemann mapping associated with the Kuper-
shmidt hydrodynamic chain and deformations of the Riemann surfaces associated with
corresponding hydrodynamic reductions is derived. In the third section we prove that the
Gibbons–Tsarev system is common for all Kupershmidt hydrodynamic chains (irrespec-
tive of the distinct parameters β) as well as for the Benney hydrodynamic chain. In the
fourth section infinitely many hydrodynamic reductions are found. In the fifth section
infinitely many local Hamiltonian structures are constructed. Also nonlocal Hamiltonian
structure connected with a metric of constant curvature is presented. In the sixth section
the extended Kupershmidt hydrodynamic chains are constructed. In the seventh section
linear transformations of independent variables preserving the Kupershmidt hydrody-
namic chains are described. In the eighth section reciprocal transformations preserving
the Kupershmidt hydrodynamic chains are found. In the ninth section the ideal gas dy-
namics as simplest two component hydrodynamic reduction of the Kupershmidt hydro-
dynamic chains is considered. In the tenth section the Kupershmidt hydrodynamic chains
determined by special values of the parameter β = N are derived. In the eleventh section
multi-parametric solutions given by the generalized hodograph method are obtained for
2+1 quasilinear equations associated with the Kupershmidt hydrodynamic lattice.
2 The Gibbons equation and explicit hydrodynamic
reductions
The Kupershmidt hydrodynamic chain (1) is a linear hydrodynamic chain with respect
to discrete variable k (i.e. the r.h.s. of (1) is a linear function with respect to the discrete
2
variable k). Let us seek the moment decomposition (see [29]) in the form
Bk =
1
k + γ
N∑
i=1
εi(b
i)β(k+γ), γ 6= 0,−1,−2, ... (2)
Then (1) reduces to the hydrodynamic type system
bit = ∂x
[
(bi)β+1
β + 1
+
B0
β
bi
]
, i = 1, 2, ..., N. (3)
The generating function of conservation laws of this hydrodynamic reduction
pt = ∂x
(
pβ+1
β + 1
+
B0
β
p
)
(4)
can be obtained (see [28]) by the replacement bi → p. Simultaneously, (4) is the gener-
ating function of conservation laws for the Kupershmidt hydrodynamic chains (1).
Theorem 1: The Gibbons equation
λt −
(
pβ +
B0
β
)
λx =
∂λ
∂p
[
pt − ∂x
(
pβ+1
β + 1
+
B0
β
p
)]
(5)
describes a deformation of the Riemann mapping λ(b; p) determined by the series
λ = q1−γ + (1− γ)
∞∑
k=0
Bk
qk+γ
, λ→∞, (6)
where q = pβ and the coefficients Bk(b; p) satisfy (1).
Proof : If (4) and (3) are consistent, then
∂iq = q
∂iB
0
q − ui
[∑ un∂nB0
q − un
− 1
]−1
, (7)
where ui = (bi)β and ∂i = ∂/∂u
i. Since ∂iq = −∂iλ/∂qλ (this is a consequence of the
consistency (3) with (5)), then the equation of the Riemann surface can be found in
quadratures
dλ = q−γ
[∑ εn(un)γ
q − un
− 1
]
dq − q1−γ
∑ εn(un)γ−1
q − un
dun. (8)
Thus, the equation of the Riemann surface
λ = q1−γ + (1− γ)
∑
εn
(
un
q
)γ
F
(
1, γ, γ + 1,
un
q
)
(9)
connected with (3) is parameterized by the hypergeometric function 2F1(a, b, c, z). Then,
the substitution (2) in the above formula leads to the equation of the Riemann mapping
(6) for (1). The theorem is proved.
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If γ = 0, then the Kupershmidt hydrodynamic chain
Bkt = B
k+1
x +
1
β
B0Bkx + kB
kB0x, k = 0, 1, 2... (10)
is connected with the equation of the Riemann mapping (6)
λ = q +
∞∑
k=0
Bk
qk
, λ→∞. (11)
Definition 1: The Kupershmidt hydrodynamic chain (10) is said to be written in
the canonical form.
Let us introduce the sub-index γ for the moments Bk(γ), which satisfy the Kupershmidt
hydrodynamic chain (1)
∂tB
k
(γ) = ∂xB
k+1
(γ) +
1
β
B0∂xB
k
(γ) + (k + γ)B
k
(γ)B
0
x, k = 0, 1, 2..., (12)
where B0(γ) ≡ B
0. The invertible polynomial transformations Bk(γ) = B
k
(γ)(B
0, B1, ..., Bk)
can be obtained by the comparison (6) with (11)
λ = q +
∞∑
k=0
Bk
qk
=
[
q1−γ + (1− γ)
∞∑
k=0
Bk(γ)
qk+γ
] 1
1−γ
. (13)
For instance,
B1(γ) = B
1 −
γ
2
(B0)2, B2(γ) = B
2 − γB0B1 +
γ(γ + 1)
6
(B0)3, ... (14)
If γ = 1, then the equation of the Riemann mapping (6) reduces to
λ = ln q +
∞∑
k=0
Bk(1)
qk+1
⇔ λ = q exp
(
∞∑
k=0
Bk(1)
qk+1
)
. (15)
These above formulas are equivalent up to scaling λ→ expλ; since the Gibbons equation
is a linear equation with respect to λ, any scaling λ→ λ˜(λ) is admissible. Thus, the Ku-
pershmidt hydrodynamic chains (10) and (12) are equivalent under the above invertible
transformations (see [14]).
Remark: The rational hydrodynamic reductions of the Kupershmidt hydrodynamic
chain (1) are found in [4] (two-component hydrodynamic reductions are described in [20]).
The above hydrodynamic reductions (3) connected with the equation of the Riemann
surface (9) are new, but still are not the most general. Most complicated (known at this
moment) hydrodynamic reductions are considered below. Some of them are connected
with the Hamiltonian structures of the Kupershmidt hydrodynamic chain (1).
If γ = 0,−1,−2, ..., some of the moments Bk(γ) simplify. More precisely, the moment
decomposition for these exceptional cases is given by (for γ = −K, K = 0, 1, 2, ...)
Bk(−K)|k 6=K =
1
k −K
N∑
i=1
εi(u
i)k−K, BK(−K) =
N∑
i=1
εi ln u
i. (16)
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This degenerate case leads to the constraint Σεk = 0. Let us emphasize again that this
constraint Σεk = 0 exists for the exceptional cases γ = 0,−1,−2, ... only (in all other
cases it is still possible but an unessential restriction).
The Gibbons equation (5) (see [11], [28]) has three distinguished features.
1. If λ = const, then ∂λ/∂p 6= 0 and (5) reduces to (4). Taking into account q = pβ
and substituting the inverse (the Bu¨rmann–Lagrange) series
q = λ−
∞∑
k=0
Qk(B)
λk
, q →∞
in (4) and (11), one can obtain an infinite series of polynomial conservation laws (see, for
instance, the sections 5 and 7).
2. If p = const, then (5) reduces to the kinetic equation written in the Lax form (see
[11], [36])
λt = {λ, Hˆ} ≡
∂Hˆ
∂p
∂λ
∂x
−
∂Hˆ
∂x
∂λ
∂p
,
where Hˆ = pβ+1/(β + 1) + B0p/β (cf. the flux of (4)). This Lax formulation can be
derived as a dispersionless limit from R−matrix approach (see [4]) for β = 1/N
λt = {λ, Hˆ} ≡ q
1−N
[
∂Hˆ
∂q
∂λ
∂x
−
∂Hˆ
∂x
∂λ
∂q
]
,
where Hˆ = qN+1/(N + 1) +B0qN .
3. If ∂λ/∂p = 0, then r.h.s. of (5) is vanished, and the hydrodynamic reductions (cf.
(3))
bit = ∂x
[
(bi)β+1
β + 1
+
B0(b)
β
bi
]
, i = 1, 2, ..., N, (17)
can be written in the Riemann invariants rk = λ|∂λ/∂p=0
rit =
[
(pi)β +
B0(r)
β
]
rix, i = 1, 2, ..., N, (18)
where B0 is a solution of some nonlinear PDE system describing N component hydrody-
namic reductions parameterized by N arbitrary functions of a single variable (see [12]),
which we call the Gibbons–Tsarev system.
3 Universality of the Gibbons–Tsarev system
The consistency of the generating function of conservation laws (4) with the hydrodynamic
type system (18) yields (cf. (7))
∂iq = q
∂iB
0
qi − q
,
5
where qi = (pi)β and ∂i ≡ ∂/∂r
i. The compatibility conditions ∂k(∂iq) = ∂i(∂kq) yield
the famous Gibbons–Tsarev system (see [12])
∂iµ
k =
∂iA
0
µi − µk
, ∂ikA
0 = 2
∂iA
0∂kA
0
(µi − µk)2
, i 6= k, (19)
where µi = qi+B0 and the potential A0 can be reconstructed in quadratures from ∂iA
0 =
qi∂iB
0. Since the Gibbons–Tsarev system was derived for a description of hydrodynamic
reductions of the Benney hydrodynamic chain (see [3])
Akt = A
k+1
x + kA
k−1A0x, k = 0, 1, 2, ..., (20)
then hydrodynamic reductions of the different (any values of the parameter β) Kuper-
shmidt hydrodynamic chains are the same as hydrodynamic reductions of the Ben-
ney hydrodynamic chain up to the aforementioned transformations ∂iA
0 = qi∂iB
0 and
µi = qi +B0.
4 Explicit hydrodynamic reductions
The Gibbons–Tsarev system (19) is integrable but a general solution is not found yet.
However, in this section we shall be able to present the method allowing to find infinitely
many explicit hydrodynamic reductions without solving the Gibbons–Tsarev system (19).
In the previous section we mentioned that any hydrodynamic reduction (18) of the
Kupershmidt hydrodynamic chain (12) can be written in the form (17). However, this
is not a unique choice. Following [12] an arbitrary hydrodynamic reduction (18) can be
written via the first N moments Bk(γ)
∂tB
k
(γ) = ∂xB
k+1
(γ) +
1
β
B0∂xB
k
(γ) + kB
k
(γ)B
0
x, k = 0, 1, 2, ..., N − 2,
∂tB
N−1
(γ) = ∂xB
N
(γ)(B) +
1
β
B0∂xB
N−1
(γ) + (N − 1)B
N−1
(γ) B
0
x,
where BN(γ)(B) is a some function of the first N moments B
k
(γ) compatible with the gen-
erating function of conservation laws (4). This hydrodynamic reduction significantly
simplifies under the constraints BN = BN+1 = ... = 0 (see [4]). The similar constraints
BN(γ) = B
N+1
(γ) = ... = 0 are compatible with the Kupershmidt hydrodynamic chain (see
[4] again) written in the form (12). The corresponding hydrodynamic type system
∂tB
n
(γ) = ∂xB
n+1
(γ) +
1
β
B0∂xB
n
(γ) + (n+ γ)B
n
(γ)B
0
x, n = 0, 1, 2, ..., N − 2,
(21)
∂tB
N−1
(γ) =
1
β
B0∂xB
N−1
(γ) + (N − 1 + γ)B
N−1
(γ) B
0
x.
is connected with the equation of the Riemann surface (cf. (6))
λ = q1−γ + (1− γ)
N−1∑
k=0
Bk(γ)
qk+γ
. (22)
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Remark: The Kupershmidt hydrodynamic chains are equivalent under the invertible
transformations Bk(γ) = B
k
(γ)(B
0, B1, ..., Bk), but the corresponding reductions (21) are
different for an arbitrary values of parameter γ. It is obvious if to take into account (22)
(cf. (13))
q +
N−1∑
k=0
Bk
qk
6=
[
q1−γ + (1− γ)
N−1∑
k=0
Bk(γ)
qk+γ
] 1
1−γ
.
An arbitrary (K+M component) hydrodynamic reduction (18) can be written in the
mixed form
∂tB
k
(γ) = ∂xB
k+1
(γ) +
1
β
B0∂xB
k
(γ) + (k + γ)B
k
(γ)B
0
x, k = 0, 1, 2, ..., K − 2,
∂tB
K−1
(γ) = ∂xB
K
(γ)(B,b) +
1
β
B0∂xB
K−1
(γ) + (K − 1 + γ)B
K−1
(γ) B
0
x,
bmt = ∂x
(
(bm)β+1
β + 1
+
B0
β
bm
)
, m = 1, 2, ..., M,
where BK(B, b) is a some function (of the punctures bm and the first moments Bk), which
must be compatible with the generating function of conservation laws (4). We avoid a
derivation of a nonlinear PDE system on function BK(γ)(B,b), because the corresponding
system is equivalent the Gibbons–Tsarev system (see the previous section). However, one
particular solution can be found in the explicit form without this complicated analysis.
Main result of this section: a most general explicit hydrodynamic reduction found
at this moment
∂tB
k
(γ) = ∂xB
k+1
(γ) +
1
β
B0∂xB
k
(γ) + (k + γ)B
k
(γ)B
0
x, k = 0, 1, ..., K − 2,
∂tB
K−1
(γ) = ∂xB
K
(γ)(b) +
1
β
B0∂xB
K−1
(γ) + (K − 1 + γ)B
K−1
(γ) B
0
x, (23)
bkt = ∂x
(
(bk)β+1
β + 1
+
B0
β
bk
)
, k = 1, 2, ...,M,
is connected with the equation of the Riemann surface (cf. (9) and (22))
λ =
q1−γ
1− γ
+
K−1∑
k=0
Bk(γ)
qk+γ
+
M∑
m=1
εm
(
um
q
)K+γ
F
(
1, K + γ,K + 1 + γ,
um
q
)
, (24)
while all higher moments (γ 6= −K, −K − 1, −K − 2, ...; see (16)) are given by (see (2))
BK+n(γ) =
1
K + n+ γ
M∑
m=1
εm(u
m)K+n+γ, n = 0, 1, 2, ... (25)
The equation of the Riemann surface (24) can be simplified for γ = L1/L2 (where L1 and
L2 and integers), because a hypergeometric function degenerates in elementary functions.
If γ = −K, −K − 1, −K − 2, ..., then the extra constraint Σεm = 0 appears.
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If γ = 1, then the above hydrodynamic reductions (23) become homogeneous hydro-
dynamic type systems; if, for instance, γ = 1 and K = 0, then so-called the Schwarz-
Christoffel type reduction (cf. [12]) is determined by
λ = q
N∏
k=1
(
1−
uk
q
)−εk
.
Indeed, the hydrodynamic type system (23) is a hydrodynamic reduction of the Ku-
pershmidt hydrodynamic chain (12). It is easy to verify taking into account that (23)
is compatible with more deep reduction (2). It means that the hydrodynamic reduction
(23) can be obtained from (12) by the moment decomposition (25) applied to the higher
(n > K) moments Bn(γ) only. Then the first (n < K) moments B
n
(γ) are natural field
variables as well as the punctures bk.
All other reductions can be obtained by different parametric and functional degener-
ations. The substitution of the Taylor series (we remember that q = pβ)
q =
∞∑
k=0
qkλk, λ→ 0
in (4) yields
qkt =
B0
β
qkx + q
kB0x +
k∑
m=0
qk−mqmx , k = 0, 1, 2, ... (26)
Let us consider M such series truncated up to some numbers Mk
∂tq
m
(k) =
B0
β
∂xq
m
(k) + q
m
(k)B
0
x +
m∑
n=0
qm−n(k) ∂xq
n
(k), m = 0, 1, ...,Mk, k = 0, 1, ...,M.
If Mk = 0, this is the general case (23). Exceptional cases (Mk 6= 0) can be obtained
by the merging of neighbouring singular points q0(k) → q
0
(k+1). For instance, if Mk = 1
and K = 0, the Kupershmidt hydrodynamic chain (12) has a one parametric family of
the Zakharov hydrodynamic reductions (the parameter γ is arbitrary for the each fixed
parameter β)
bit = ∂x
[
(bi)β+1
β + 1
+
B0
β
bi
]
, cit = ∂x
[(
(bi)β +
B0
β
)
ci
]
, i = 1, 2, ..., N
connected with the equation of the Riemann surface
λ = q1−γ
[
1 + (1− γ)
N∑
k=1
(bk)βγ−1ck
q − (bk)β
]
, γ 6= 1,
where
Bn(γ) =
N∑
k=1
(bk)β(n+γ)−1ck, n = 0, 1, 2, ...
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If γ = 1, then
λ = ln q +
N∑
k=1
(bk)β−1ck
q − (bk)β
.
Let us take for simplicity just one series (26) (i.e. M = 1) truncated by the number
L (this is exactly the case considered in [4]). Then hydrodynamic reduction (23) reduces
to
∂tB
k
(γ) = ∂xB
k+1
(γ) +
1
β
B0∂xB
k
(γ) + (k + γ)B
k
(γ)B
0
x, k = 0, 1, ..., K − 2,
∂tB
K−1
(γ) = ∂xB
K
(γ)(q) +
1
β
B0∂xB
K−1
(γ) + (K − 1 + γ)B
K−1
(γ) B
0
x,
qkt =
B0
β
qkx + q
kB0x +
k∑
m=0
qk−mqmx , k = 0, 1, ..., L− 1,
where the function BK(γ)(q) can be found from the linear PDE system
q
∂f
∂q
+
L−1∑
k=0
qk
∂f
∂qk
= 0, q
∂f
∂qk
−
L−k−1∑
m=0
qm
∂f
∂qm+k
= q1−K−γ
∂BK(γ)(q)
∂qk
, k = 0, 1, ..., L− 1.
In this case the equation of the Riemann surface is given by
λ =
q1−γ
1− γ
+
K−1∑
k=0
Bk(γ)
qk+γ
+ f(q0, q1, ..., qL−1; q).
5 The Hamiltonian structures
The theory of Hamiltonian operators for hydrodynamic chains starts from [15], where
the first such Hamiltonian structure was derived, and from [6], where the Jacobi identity
for local Poisson brackets was presented. If such a local Poisson bracket is written in the
Liouville coordinates Bk
{Bk, Bn} = [Wkn(B)∂x + ∂xW
nk(B)]δ(x− x′),
then the Jacobi identity reduced to the most compact form (see [27])
(W ik +Wki)∂kW
nj = (Wjk +Wkj)∂kW
ni,
(27)
∂nW
ij∂mW
kn = ∂nW
kj∂mW
in.
The very important class of the Poisson brackets determined byWkn =Wkn(L)(B
0, B1, ..., Bk+n−L),
which we call the L−brackets, can be completely described (see [27]).
In this paper we deal with L−brackets.
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Main statement of this section: The Kupershmidt hydrodynamic chains (1) has
infinitely many local Hamiltonian structures enumerated by the index L for L > 0 and
infinitely many nonlocal Hamiltonian structures if L < 0.
If L = 0. The important example of such a Poisson bracket is the Kupershmidt Poisson
brackets (see [14])
{Bk, Bn} = [(βk + γ)Bk+n∂x + (βn + γ)∂xB
k+n]δ(x− x′) (28)
connected with the Kupershmidt hydrodynamic chains (see below).
These Poisson brackets have the momentum B0 only.
If L = 1. The famous example of such a Poisson bracket is the Kupershmidt–Manin
bracket found in [15] for the Benney hydrodynamic chain (20)
{Bk, Bn} = [kBk+n−1∂x + n∂xB
k+n−1]δ(x− x′).
This Poisson bracket has the momentum B1 and the Casimir (annihilator) B0.
If L > 1, then corresponding Poisson brackets have L Casimirs. Since the Hamil-
tonian is H¯L+1=
∫
HL+1(B
0, B1, B2, ..., BL+1)dx, then the momentum can be chosen as
H¯L=
∫
BLdx. The Casimirs can be chosen as H¯k=
∫
Bkdx (k = 0, 1, 2, ..., L− 1). Then
the auxiliary (natural) restrictions (“normalization”) are
Bk = WLk(L)(B
0, B1, ..., Bk), k = 0, 1, 2, ...,
0 = Wsk(L)(B
0, B1, ..., Bk+s−L), 0 6 s < L, k > L− s.
Wkn(L) = W¯
kn
(L) = const , k = 0, 1, 2, ..., L− 1, 0 6 n 6 L− 1− k. (29)
Thus, an arbitrary hydrodynamic chain determined by such L−bracket has at least
L + 2 conservation laws (for an arbitrary Hamiltonian density HL+1), where the first L
conservation laws of the Casimirs are
Bkt = ∂x
(
L−k−1∑
n=0
(W¯kn(L) + W¯
nk
(L))
∂HL+1
∂Bn
+
L+1∑
n=L−k
Wnk(L)
∂HL+1
∂Bn
)
, k = 0, 1, 2, ..., L− 1.
The conservation law of the momentum is
BLt = ∂x
(
L+1∑
n=0
(WnL(L) +B
n)
∂HL+1
∂Bn
−HL+1
)
.
The conservation law of the energy is
∂tHL+1 = ∂x
[
L+1∑
k=0
L+1∑
n=0
Wkn(L)
∂HL+1
∂Bk
∂HL+1
∂Bn
]
.
By the construction all Hamiltonian structures for the Kupershmidt hydrodynamic
chain are written in the Liouville coordinates (see [7], [19]). Thus, all Hamiltonian
structures presented below can be easily verified by a substitution in above formulas.
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Let us re-compute the canonical Poisson bracket (nonzero components are written
below only; see [7])
{bi(x), bi(x′)} = (εi)
−1δ′(x− x′) (30)
via the moments Bk(γ) (see (2)). Then the r.h.s. of the identity
{Bk(γ), B
n
(γ)} = β
2
N∑
n=1
εi[(b
i)β(k+n+2γ)−2δ′(x−x′) + (β(n+ γ)− 1)(bi)β(k+n+2γ)−3bixδ
′(x− x′)]
can be expressed via the moment Bm(γ) only, iff γ = 2/β−L, where L is an integer. Thus,
we have
{Bk(2/β−L), B
n
(2/β−L)} = β
2[(k − L+ 1/β)Bk+n−L(2/β−L)∂x + (n− L+ 1/β)∂xB
k+n−L
(2/β−L)]δ(x− x
′).
Since the numeration of the moments Bk(2/β−L) starts from the origin, then the above
formula is valid if k + n > L. By this reason, this family of the Poisson brackets will
be slightly deformed on an extra constant block (see (29)). Let us introduce the new
notation Ck(L+1) = B
k
(2/β−L)/β. Then the above main part (k + n > L) of the Poisson
brackets presented below (see (28))
{Ck(L+1), C
n
(L+1)} = [(β(k − L) + 1)C
k+n−L
(L+1) ∂x + (β(n− L) + 1)∂xC
k+n−L
(L+1) ]δ(x− x
′)
is determined by the moments
Ck(L+1) =
1
β(k − L) + 2
M∑
i=1
εi(b
i)β(k−L)+2, k = 0, 1, 2, ... (31)
and equivalent the Kupershmidt Poisson bracket (28) under the re-numeration Ck(L+1) →
Ck−L(1) .
Let us consider K +M component hydrodynamic type system (23)
∂tC
k
(K+1) = ∂xC
k+1
(K+1) + C
0∂xC
k
(K+1) + [2 + β(k −K)]C
k
(K+1)C
0
x, k = 0, 1, ..., K − 2,
∂tC
K−1
(K+1) =
1
2
∂x
(∑
εi(b
i)2
)
+ C0∂xC
K−1
(K+1) + (2− β)C
K−1
(K+1)C
0
x, (32)
bkt = ∂x
(
(bk)β+1
β + 1
+ C0bk
)
, k = 1, 2, ...,M
connected with the equation of the Riemann surface (24)
λ = pβ(K+1)−2+(K+1−
2
β
)
[
β
K−1∑
k=0
Ck(K+1)p
β(K−k)−2 +
M∑
m=1
εm
(
bm
p
)2
F
(
1,
2
β
, 1 +
2
β
,
(
bm
p
)β)]
.
Since λ satisfies the linear equation (5), one can replace λ on an arbitrary function λ˜(λ).
Let us re-scale λβ(K+1)−2 → λβ.
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The above hydrodynamic type system (32) can be written in the Hamiltonian form
bit =
1
εi(β + 1)
∂x
∂hK+1
∂bi
, hkt =
1
β + 1
∂x
∂hK+1
∂hK−1−k
, (33)
where the first K coefficients hk(C) of the Bu¨rmann–Lagrange series (see (4), (6) and
(11))
1− pλ−1/β =
∞∑
n=0
hkλ−k, λ→∞
can be obtained from the above equation of the Riemann surface (see [18]). Here hK =
Σεi(b
i)2/2 + ΣhkhK−1−k/2 is a momentum density, the Hamiltonian density is hK+1.
Theorem 2: The Kupershmidt hydrodynamic chain (1) has infinitely many local
Hamiltonian structures. The hydrodynamic type system (33) is the Hamiltonian hydro-
dynamic reduction of the Kupershmidt hydrodynamic chain written in the Liouville coor-
dinates Ck(K+1) of Kth local Hamiltonian structure.
Proof contains two steps:
1. It is necessary to prove that, indeed,
hK =
1
2
M∑
i=0
εi(b
i)2 +
1
2
K∑
i=0
hkhK−1−k. (34)
The existence of the quadratic relationship between one conservation law density hK and
the conservation law densities bi, hk means (see [26]) the existence of the local Hamiltonian
structure (33). Then the Hamiltonian density hK+1 can be found in quadratures.
2. Introducing the moments Ck(K+1) via the moment decomposition (31), the Hamil-
tonian hydrodynamic type system (32) transforms to the Kupershmidt hydrodynamic
chain (12)
∂tC
k
(K+1) = ∂xC
k+1
(K+1) + C
0∂xC
k
(K+1) + [β(k −K) + 2]C
k
(K+1)C
0
x, k = 0, 1, 2...; (35)
simultaneously, the Hamiltonian structure of the hydrodynamic type system (33) trans-
forms to the Kth local Hamiltonian structure of the Kupershmidt hydrodynamic chain.
To avoid a complexity of computations in general case, we restrict our consideration on the
second and third local Hamiltonian structures, while the first local Hamiltonian structure
was established in [14].
The first local Hamiltonian structure (see (28))
∂tC
k
(1) =
1
β + 1
[(βk + 1)Ck+n(1) ∂x + (βn + 1)∂xC
k+n
(1) ]
δH¯1
δCn(1)
, (36)
of the Kupershmidt hydrodynamic chain
∂tC
k
(1) = ∂xC
k+1
(1) + C
0∂xC
k
(1) + (βk + 2)C
k
(1)C
0
x, k = 0, 1, 2, ...
is determined by the Hamiltonian H¯1 =
∫
[C1(1)+(β+1)(C
0)2/2]dx and by the momentum
H¯0 =
∫
C0dx.
12
Since the point transformation Ck(1)(B) is invertible (see (14)), then the Poisson bracket
{Ck(1), C
n
(1)} can be expressed via the moments B
k (see (10)). Thus, this local Poisson
bracket {Bk, Bn}1 determines the first local Hamiltonian structure for the Kupershmidt
hydrodynamic chain for an arbitrary index β.
Indeed, since the moment decomposition (31)
Ck(1) =
1
βk + 2
M∑
i=1
εi(b
i)βk+2, k = 0, 1, 2, ...
yields the momentum density (K = 0)
h0 = C
0 =
1
2
M∑
m=1
εm(b
m)2,
then one should just re-compute the canonical Poisson bracket (30) via the moments Ck(1)
and check the Jacobi identity (27). Then the Hamiltonian density h1 of the hydrodynamic
reductions (17) (see (33), K = 0)
bit =
1
εi(β + 1)
∂x
∂h1
∂bi
becomes back the Hamiltonian density H1 of the first Hamiltonian structure of the Ku-
pershmidt hydrodynamic chain.
All higher commuting flows (see (36))
∂tmC
k
(1) =
1
βm+ 1
[(βk + 1)Ck+n(1) ∂x + (βn+ 1)∂xC
k+n
(1) ]
δH¯m
δCn(1)
, m = 2, 3, ... (37)
are determined by the higher Hamiltonians H¯m =
∫
Hm(C
0
(1), C
1
(1), ..., C
m
(1))dx.
The second local Hamiltonian structure
C0t =
1
β + 1
∂x
δH¯2
δC0
,
∂tC
k
(2) =
1
β + 1
[(βk + 1− β)Ck+n−1(2) ∂x + (βn+ 1− β)∂xC
k+n−1
(2) ]
δH¯2
δCn(2)
, k, n > 1
of the Kupershmidt hydrodynamic chain
∂tC
k
(2) = ∂xC
k+1
(2) + C
0∂xC
k
(2) + (β(k − 1) + 2)C
k
(2)C
0
x, k = 0, 1, 2, ...
is determined by the Hamiltonian H¯2 =
∫
[C2(2)+(β+1)C
0C1(2)+(3−β)(β+1)(C
0)3/6]dx,
where the momentum is H¯1 =
∫
(C1(2) + (C
0)2/2]dx, the Casimir (annihilator of corre-
sponding Poisson bracket) is H¯0 =
∫
C0dx.
Since the moment decomposition (31)
Ck+1(2) =
1
βk + 2
M∑
i=1
εi(b
i)βk+2, k = 0, 1, 2, ...
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yields the momentum density (K = 1)
h1 = C
1
(2) +
1
2
(C0)2 ≡
1
2
M∑
m=1
εm(b
m)2 +
1
2
(h0)2,
where h0 = C0, then one should just re-compute the canonical Poisson bracket (see (30);
nonzero components are written below only)
{bi(x), bi(x′)} = δ′(x− x′), {h0(x), h0(x′)} = δ′(x− x′)
via the moments Ck(2) and check the Jacobi identity (27). Then the Hamiltonian density
h2 of the hydrodynamic reductions (33)
bit = ∂x
(
(bi)β+1
β + 1
+ h0bi
)
, h0t = ∂x
(
1
2
∑
εn(b
n)2 +
3− β
2
(h0)2
)
written in the Hamiltonian form
bit =
1
εi(β + 1)
∂x
∂h2
∂bi
, h0t =
1
β + 1
∂x
∂h2
∂h0
becomes back the Hamiltonian density H2 of the second Hamiltonian structure of the
Kupershmidt hydrodynamic chain.
Since the point transformation Ck(2)(B) is invertible (see (14)), then the Poisson bracket
{Ck(2), C
n
(2)} can be expressed via the moments B
k. Thus, this local Poisson bracket {Bk,
Bn}2 determines the second local Hamiltonian structure for the Kupershmidt hydrody-
namic chain for an arbitrary index β.
The third local Hamiltonian structure.
The Kupershmidt hydrodynamic chain
∂tC
k
(3) = ∂xC
k+1
(3) + C
0∂xC
k
(3) + (β(k − 2) + 2)C
k
(3)C
0
x, k = 0, 1, 2, ...
has the local Hamiltonian structure
C0t =
1
β + 1
∂x
δH¯3
δC1(3)
, ∂tC
1
(3) =
1
β + 1
∂x
δH¯3
δC0
+
β − 1
β + 1
(C0∂x + ∂xC
0)
δH¯3
δC1(3)
,
∂tC
k
(3) =
1
β + 1
[(βk + 1− 2β)Ck+n−2(3) ∂x + (βn+ 1− 2β)∂xC
k+n−2
(3) ]
δH¯3
δCn(3)
, k, n > 2,
where the momentum is H¯2 =
∫
[C2(3) + C
0C1(3) + (1 − β)(C
0)3/2]dx, two Casimirs are
H¯1 =
∫
[C1(3) + (1 − β)(C
0)2/2]dx and H¯0 =
∫
C0dx; the Hamiltonian is H¯3 =
∫
[C3(3) +
(β + 1)C0C2(3) +
β+1
2
(C1(3))
2 + (3−2β)(β+1)
2
(C0)2C1(3) +
5(2β−3)(β2−1)
24
(C0)4]dx.
Since the moment decomposition (31)
Ck+2(2) =
1
βk + 2
M∑
i=1
εi(b
i)βk+2, k = 0, 1, 2, ...
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yields the momentum density (K = 2)
h2 = C
2
(3) + C
0C1(3) +
1− β
2
(C0)3 ≡
1
2
M∑
m=1
εm(b
m)2 + h0h1,
where h0 = C0, h1 = C1(3)+(1−β)(C
0)2/2, then one should just re-compute the canonical
Poisson bracket (see (30); nonzero components are written below only)
{bi(x), bi(x′)} = δ′(x− x′), {h0(x), h1(x′)} = {h1(x), h0(x′)} = δ′(x− x′)
via the moments Ck(2) and check the Jacobi identity (27). Then the Hamiltonian density
h3 of the hydrodynamic reductions (33)
bit = ∂x
(
(bi)β+1
β + 1
+ h0bi
)
, h0t = ∂x[h
1 +
2− β
2
(h0)2],
h1t = ∂x
(
1
2
∑
εn(b
n)2 + (2− β)h0h1 +
β(β − 1)
6
(h0)3
)
written in the Hamiltonian form
bit =
1
εi(β + 1)
∂x
∂h3
∂bi
, h0t =
1
β + 1
∂x
∂h3
∂h1
, h1t =
1
β + 1
∂x
∂h3
∂h0
becomes back the Hamiltonian density H3 of the second Hamiltonian structure of the
Kupershmidt hydrodynamic chain.
Since the point transformation Ck(3)(B) is invertible (see (14)), then the Poisson bracket
{Ck(3), C
n
(3)} can be expressed via the moments B
k. Thus, this local Poisson bracket {Bk,
Bn}3 determines the third local Hamiltonian structure for the Kupershmidt hydrody-
namic chain for an arbitrary index β.
In the same way all other local Hamiltonian structures can be constructed. The
Kupershmidt hydrodynamic chain (35) is associated with the Poisson K−bracket, where
K Casimirs hk are homogeneous polynomials with respect to the first moments Ck(K+1),
k = 0, 1, ..., K − 1. All other higher moments are functions of the field variables bk (see
(31))
Ck+K(K+1) =
1
βk + 2
M∑
i=1
εi(b
i)βk+2, k = 0, 1, 2, ... (38)
Corresponding Poisson brackets {Ck(K+1), C
n
(K+1)} under the invertible point transforma-
tion (14) can be written via the same set of the field variables Bk. These Poisson brackets
{Bk, Bn}K+1 determine the Kupershmidt hydrodynamic chain (10)
Bkt =
1
β + 1
{Bk, H¯K+1}K+1.
by the Hamiltonians H¯K+1, K = 0, 1, 2, ..., respectively. All higher commuting flows also
have the same set of the Hamiltonian structures
Bktm =
1
βm+ 1
{Bk, H¯K+m}K+1, m = 0, 1, 2, ...
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All other Hamiltonian structures are nonlocal (see [8]). For instance, the simplest
such nonlocal Hamiltonian structure is associated with the Kupershmidt hydrodynamic
chain written in the form (cf. (35))
∂tC
k
(0) = ∂xC
k+1
(0) + C
0∂xC
k
(0) + (β(k + 1) + 2)C
k
(0)C
0
x, k = 0, 1, 2, ... (39)
Theorem 3: The Kupershmidt hydrodynamic chain (39) has the nonlocal Hamiltonian
structure
∂tC
k
(0) = {C
k
(0), H¯0} ≡
1
β + 1
[(βk + β + 1)Ck+n+1(0) ∂x + (βn+ β + 1)∂xC
k+n+1
(0)
+
1
β
[(βk + β + 2)(βn+ β + 2)Ck(0)C
n
(0)∂x + (βk + β + 2)(βn + β + 1)C
k
(0)(C
n
(0))x
+(βn+ β + 2)Cn(0)(C
k
(0))x − (C
k
(0))x∂
−1
x (C
n
(0))x]]
δH¯0
δCn(0)
,
where the Hamiltonian is H¯0 =
∫
C0dx.
Proof : The Kupershmidt hydrodynamic chain (39) contains the hydrodynamic re-
duction (17)
bit = ∂x
(
(bi)β+1
β + 1
+ C0bi
)
, (40)
where the moment decomposition is given by (cf. (38))
Ck−1(0) =
1
βk + 2
M∑
i=1
εi(b
i)βk+2, k = 1, 2, ...
However, while the hydrodynamic reductions (3) considered in all above examples have
M independent field variables bk, this hydrodynamic type system has M − 1 independent
field variables only. Indeed, the above hydrodynamic reduction (40) has the quadratic
constraint
M∑
n=1
εn(b
n)2 = −1
fixing the nonlocal Hamiltonian structure associated with a metric of constant curvature
if γ = 2/β+1 (see details in [10], [25], [26]). Thus, the above hydrodynamic type system
can be written in the Hamiltonian form
bit =
1
β + 1
∂x
[
1
εi
∂h0
∂bi
+ bi
(
M−1∑
k=1
bm
∂h0
∂bm
− h0
)]
, i = 1, 2, ...,M − 1,
where bM(b1, b2, ..., bM−1) can be expressed from the above quadratic constraint.
A straightforward re-calculation yields the corresponding nonlocal Hamiltonian struc-
ture of the Kupershmidt hydrodynamic chain (39).
This is the first example of nonlocal Hamiltonian structures for hydrodynamic chains.
A direct verification of the Jacobi identity is not so simple. However, under special
reciprocal transformation this nonlocal Hamiltonian structure becomes local (see [25]).
Such reciprocal transformations for nonlocal Hamiltonian structures will be considered
elsewhere.
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6 The extended Kupershmidt chains
The Kupershmidt hydrodynamic chain (12) has N component hydrodynamic reductions
(3) determined by the moment decomposition (2). This moment decomposition is defined
for any values of the index k. However, (2) has been used for k = 0, 1, 2... only. Let us
remove this restriction.
Definition 2: The hydrodynamic chain
∂tB
k
(γ) = ∂xB
k+1
(γ) +
1
β
B0∂xB
k
(γ) + (k + γ)B
k
(γ)B
0
x, k ∈ Z (41)
is said to be the extended Kupershmidt hydrodynamic chain.
(41) has the same set of hydrodynamic reductions as (12). Thus, the extended Kuper-
shmidt hydrodynamic chain is a natural generalization of the Kupershmidt hydrodynamic
chain.
As well as the hydrodynamic type system (3), the extended Kupershmidt hydrody-
namic chain has negative conservation laws and negative commuting flows. For instance,
the couple of the first negative conservation laws is
∂t1H−1 = ∂t0
(
B0
β
H−1
)
, ∂t1H−2 = ∂t0
(
β(γ − 1)
β + 1
(H−1)
β+1 +
B0
β
(H−1)
β(2−γ)+1B−2(γ)
)
,
where t1 ≡ t, t0 ≡ x and
H−1 =
(
1 + (γ − 1)B−1(γ)
) 1
β(γ−1)
, H−2 = B
−2
(γ)(H−1)
β(2−γ)+1.
The extended Kupershmidt hydrodynamic chain (41) and its commuting flows have the
same set of local and nonlocal Hamiltonian structures. For instance, the first negative
commuting flow
∂t−1B
k
(γ) = (H−1)
β−2[H−1∂xB
k−1
(γ) − β(k + γ − 1)B
k−1
(γ) ∂xH−1] (42)
can be determined by the first local Hamiltonian structure (37)
∂t−1C
k
(1) =
1
1− β
[(βk + 1)Ck−1(1) ∂x + (1− β)∂xC
k−1
(1) ]
δH¯−1
δC−1(1)
, k ∈ Z,
where the first negative Hamiltonian is H¯−1 =
∫ (
1 + (2/β − 1)C−1(1)
) 1
2−β
dx.
Remark: Let us restrict our consideration of the above hydrodynamic chain (42) on
purely negative values of the discrete variable k. The corresponding hydrodynamic chain
is
∂yB˜
k
(γ) = (B˜
0
(γ)+ε)
β−1
β(γ−1)
−1
[
(B˜0(γ) + ε)∂xB˜
k+1
(γ) +
k + 2− γ
γ − 1
B˜k+1(γ) ∂xB˜
0
(γ)
]
, k = 0, 1, 2, ...,
where y = t−1ε
1−β
β(γ−1) , B˜k(γ) = ε(γ − 1)B
−k−1
(γ) and ε is an arbitrary constant removable by
the shift B˜0(γ)+ε→ B˜
0
(γ). This hydrodynamic chain was studied in [4], [16], [21], [28] and
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[29]. This constant ε plays an important role in a non-degeneracy of the corresponding
hydrodynamic reductions (2). If ε = 0, then the extra constraint Σεk(b
k)βγ = const
appears.
The simplest N parametric family of N component hydrodynamic reductions of the
hydrodynamic chain (42)
bit−1 = ∂x
[
(H−1/b
i)β−1
1− β
]
(43)
commutes with (3). The compatibility condition ∂t(∂t−1p) = ∂t−1(∂tp) of the generating
functions of conservation laws (4) and (we replace bi → p, see [28])
pt−1 = ∂x
[
(p/H−1)
1−β
1− β
]
(44)
yields (see [21]) 2+1 quasilinear system
∂t−1H0 = ∂x
(H−1)
β−1
β − 1
, ∂tH−1 = ∂x(H0H−1),
where H0 = B
0/β.
As well as in the second section a consistency of the generating function of conservation
laws (44) with the hydrodynamic type system (43) yields (7). Taking into account the
moment decomposition for the negative moments (see (2))
B−k(γ) =
1
γ − k
N∑
i=1
εi(b
i)β(γ−k), γ 6= 0, 1, 2, ...,
the another equation of the Riemann mapping (cf. (6) and (8))
λ = q1−γ − (1− γ)
∞∑
k=1
B−k(γ)q
k−γ, λ→ 0 (45)
can be found (the above moment decomposition degenerates according to (16) in the
exceptional cases γ = 0, 1, 2, ...). As well as in the positive case (14) the negative moments
B−k(γ) with the distinct parameters γ can be expressed via each other by the invertible
transformations
B−1(γ) =
1− (1− B−1)1−γ
1− γ
, B−2(γ) = B
−2(1− B−1)−γ, ...
If γ = 1, the extended Kupershmidt hydrodynamic chain (41)
∂tB
k
(1) = ∂xB
k+1
(1) +
1
β
B0∂xB
k
(1) + (k + 1)B
k
(1)B
0
x, k ∈ Z
has the first negative conservation law
∂tH−1 =
1
β
∂x
(
B0H−1
)
,
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where H−1 = e
B−1
(1)
/β , and the first negative commuting flow
∂t−1B
k
(1) = e
β−1
β
B−1
(1) [∂xB
k−1
(1) − kB
k−1
(1) ∂xB
−1
(1) ].
The negative moments B−k(1) are connected with the equation of the Riemann mapping
(45) reduced to (cf. (15))
λ = ln q −
∞∑
k=1
B−k(1) q
k−1 ⇔ λ =
1
q
exp
(
∞∑
k=1
B−k(1)q
k−1
)
, λ→∞, q → 0.
Since B−1(1) = βΣεk ln b
k and Σεk = 0 in this exceptional case (γ = 1, see (16)), then
H−1 = Π(b
k)εk .
Summary: The Kupershmidt hydrodynamic chain (12) can be extended on the neg-
ative moments B−k(γ). The extended Kupershmidt hydrodynamic chain (41) has infinitely
many higher (positive) and lower (negative) conservation laws and commuting flows. Two
different asymptotic Riemann mappings (6) and (45) are connected with positive and
negative parts of these hydrodynamic chains, respectively.
Let us associate the “time” indexes m of commuting flows ∂tmB
k
(γ) and the moment
indexes k with the corresponding dots (m, k) on the plane. By this reason the hierarchy of
the Kupershmidt hydrodynamic chain (including all conservation laws enumerated by the
index k and all commuting flows enumerated by the index m) we call the Kupershmidt
hydrodynamic lattice.
7 Linear transformation of independent variables
In this section we describe the simplest discrete symmetry of the Kupershmidt hydrody-
namic lattice (see the corresponding transformation of hydrodynamic reductions in [28]).
By this reason, the generating function of conservation law densities p(β), all conservation
law densities H
(β)
k and all moments B
k
(β,γ) we write with the extra index β.
Theorem 4: The generating function of conservation laws (44)
p
(β)
t−1 = ∂t0


(
p(β)/H
(β)
−1
)1−β
1− β


is invariant under the transformation t0 ↔ t−1. Then
p(β˜) =
(
p(β)/H
(β)
−1
)1−β
, H
(β˜)
−1 =
(
H
(β)
−1
)β−1
, B˜k
(β˜,γ˜)
= B−k−2(β,γ)
(
H
(β)
−1
)β(k+2−γ)
,
where
β˜ =
β
β − 1
, γ˜ = 2− γ
and ε˜i = −εi in the corresponding moment decompositions (2).
Proof : can be obtained by a straightforward substitution in (42) and (44).
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Corollary: This transformation connects (6) with (45). These equations of the
Riemann mapping are related by
q(β˜) =
(
H
(β)
−1
)β
q(β)
.
Remark: If γ = 1, then γ˜ = 1 and B˜k
(β˜,1)
= B−k−2(β,1) exp[(k + 1)B
−1
(β,1)].
Below we extend this discrete transformation t0 ↔ t−1 on all other “times” tk−1 ↔ t−k.
Following the recipe given in [30] (see also [28]) one can seek a generating function of
conservation laws and commuting flows in the form
∂τ(ζ)p(λ) = ∂t0F (p(λ), p(ζ)), (46)
where ∂τ(ζ) is the so-called “vertex” operator (see, for instance, [5] and details be-
low). The compatibility conditions ∂t1(∂τ(ζ)p(λ)) = ∂τ (ζ)(∂t1p(λ)) and ∂t−1(∂τ (ζ)p(λ)) =
∂τ (ζ)(∂t−1p(λ)) (see (4) and (44)) yield
∂τ(ζ)H0 = ∂t0
pβ−1(ζ)
β − 1
, ∂τ (ζ)H−1 = −∂t0
H−1
p(ζ)
, (47)
where
dF (w) =
dw
wβ − 1
, w = p(λ)/p(ζ).
Taking into account two distinct Riemann mappings (6) and (45) one can introduce
the inverse asymptotics p(ζ) and consistent formal series for the vertex operator ∂τ(ζ)
∂τ (ζ) = −ζ
−1/β
∞∑
k=0
ζ−k∂tk , p(ζ) = ζ
1/β
(
1−
∞∑
k=1
ζ−kHk−1
)
,
(48)
∂τ (ζ) = ζ
1/β
∞∑
k=1
ζ−k∂t−k , p(ζ) = ζ
−1/β
∞∑
k=0
ζ−kH−k−1,
when ζ →∞.
Applying above series to the generating function of conservation laws and commuting
flows (see (46)) one can obtain infinite series of separate generating functions of conser-
vation laws and commuting flows (cf. (4), (44), (47))
∂t1p = ∂t0
(
pβ+1
β + 1
+H0p
)
, ∂t2p = ∂t0
(
p2β+1
2β + 1
+H0p
β+1 + (H1 + (H0)
2)p
)
, ...
∂t−1p = ∂t0
(
(p/H−1)
1−β
1− β
)
, ∂t−2p = ∂t0
(
(p/H−1)
1−2β
1− 2β
−
H−3
H−2
(p/H−1)
1−β
)
, ...
∂τH1 = ∂t0
(
p2β−1
2β − 1
+H0p
β−1
)
, ∂τH2 = ∂t0
(
p3β−1
3β − 1
+H0p
2β−1 + (H1 +
β
2
(H0)
2)pβ−1
)
, ...
∂τH0 = ∂t0
pβ−1
β − 1
, ∂τH−1 = −∂t0
H−1
p
, ∂τH−2 = −∂t0
(
H−2
p
+
(H−1/p)
β+1
β + 1
)
, ...
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Let us rewrite the generating function of conservation laws of the Kupershmidt hydrody-
namic chain together with the second line of above formulas in the potential form
dξ = ...+
(
pβ+1
β + 1
+H0p
)
dt1+pdt0+
(p/H−1)
1−β
1− β
dt−1+
(
(p/H−1)
1−2β
1− 2β
−
H−3
H−2
(p/H−1)
1−β
)
dt−2+...
The compatibility conditions (ξt−1)t0 = (ξt0)t−1 and (ξt−1)t−2 = (ξt−2)t−1 yield the gener-
ating functions of conservation laws (cf. (4) and (44))
∂t0p
(β˜) = ∂t−1


(
p(β˜)/H
(β˜)
−1
)1−β˜
1− β˜

 , ∂t−2p(β˜) = ∂t−1
[
(p(β˜))β˜+1
β˜ + 1
+H
(β˜)
0 p
(β˜)
]
,
where (see the above theorem)
β˜ =
β
β − 1
, p(β˜) =
(
p(β)
H
(β)
−1
)1−β
, H
(β˜)
−1 =
(
H
(β)
−1
)β−1
, H
(β˜)
0 = (β − 1)
H
(β)
−2
H
(β)
−1
.
The substitution of the third and the fourth series (48) in the second above equation
p(β˜) =
(
p(β)
H
(β)
−1
)1−β
yields explicit expressions H
(β˜)
k via H
(β)
n (this is an invertible transformation) for any
indexes k. For instance,
H˜1 = (β − 1)
(
H−3
H−1
−
β
2
(H−2)
2
(H−1)2
)
, H˜2 = (β − 1)
(
H−4
H−1
− β
H−2H−3
(H−1)2
+
β(β + 1)
6
(H−2)
3
(H−1)3
)
, ...,
H˜−2 = (β − 1)H0 (H−1)
β−1 , H˜−3 = (β − 1) (H−1)
β−1
(
H1 +
β(β + 1)
2
(H0)
2
)
, ...,
where for simplicity we use the temporary notation Hk = H
(β)
k , H˜k = H
(β˜)
k .
Thus, the Kupershmidt hydrodynamic lattice (i.e. a whole family of commuting hy-
drodynamic chains) admits the transformation β ↔ β˜, tk ↔ t˜−1−k, k = 0,±1,±2, ... It
means that the Kupershmidt hydrodynamic chain with the index β has infinitely many
negative conservation laws, which are positive conservation laws for the Kupershmidt hy-
drodynamic chain with the index β˜. For instance, the modified Benney chain (β = 1) is
matched together with the dispersionless limit of the discrete KP hierarchy (β =∞). The
case β = 2 (dispersionless limit of the Veselov–Novikov equation) is invariant under the
above transformation.
8 Reciprocal transformations
In the theory of integrable dispersive and dispersionless systems the concept of reciprocal
transformations was introduced by S.A. Chaplygin (see details in [33] and [34]). Also
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reciprocal transformations are useful in an application to hydrodynamic chains (see first
examples in [9] and [23]). Let us substitute the Taylor series (48) in the generating
function of commuting flows
∂τ (ζ)H−1 = −∂t0
H−1
p(ζ)
and rewrite corresponding conservation laws in the potential form
dy0 = ...+ [
H−3
H−1
−
(H−2)
2
(H−1)2
]dt−2 +
H−2
H−1
dt−1 +H−1[dt
0 +H0dt
1 + (H1 + (H0)
2)dt2 + ...].
The reciprocal transformation dy0 = ... and dyk = dt−k, k = ±1,±2, ... applied to the
generating functions of conservation laws (see the previous section) yields the generating
functions of conservation laws
∂y1 p˜ = ∂y0
(
p˜1−β
1− β
+ H˜0p˜
)
, ∂y2 p˜ = ∂y0
(
p˜1−2β
1− 2β
+ H˜0p˜
1−β + (H˜1 + (H˜0)
2)p˜
)
, ...
∂y−1 p˜ = ∂y0
(
(p˜/H˜−1)
β+1
β + 1
)
, ∂y−2 p˜ = ∂y0
(
(p˜/H˜−1)
2β+1
2β + 1
−
H˜−2
H˜−1
(p˜/H˜−1)
β+1
)
, ...
where
p˜ =
p
H−1
, H˜−1 =
1
H−1
, H˜−2 = −
H0
H−1
, H˜−3 = −
H1
H−1
, ..., H˜0 = −
H−2
H−1
, H˜1 = −
H−3
H−1
, ...
Theorem 5: The Kupershmidt hydrodynamic chains (12)
∂t1B
n
(β,γ) = ∂t0B
n+1
(β,γ) +
1
β
B0∂t0B
n
(β,γ) + (n+ γ)B
n
(β,γ)∂t0B
0, n = 0, 1, 2, ...,
∂y−1B˜
k
(β˜,γ˜)
= (H˜−1)
β˜−2[H˜−1∂y0B˜
k−1
(β˜,γ˜)
− β˜(k + γ˜ − 1)B˜k−1
(β˜,γ˜)
∂y0H˜−1], n = 0, 1, 2, ...
are related by the above reciprocal transformation, where (cf. the theorem from the previous
section)
B˜k
(β˜,γ˜)
= B−k−2(β,γ)
(
H
(β)
−1
)β(k+2−γ)
, β˜ = −β, γ˜ = 2− γ
and ε˜i = −εi in the corresponding moment decompositions (2).
Proof : can be obtained by a straightforward substitution of the above three formulas
in the above hydrodynamic chains.
Remark: The case β = 1/N was considered in [4] (see also [21]). The Kupersh-
midt hydrodynamic chain (the first above) and its higher commuting flows in such case
are called “N−dmKP hierarchy”. The Kupershmidt hydrodynamic chain (the second
above) and its lower commuting flows are called “N−dDym hierarchy”. We would like
to emphasize again here that corresponding hydrodynamic chains are members of a sole
hierarchy. For the case β = 1/N all together these commuting flows are called “N−dToda
hierarchy” (see [21]).
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Let us take into account the discrete transformation of independent variables described
in the previous section. Then the index β can be changed in a combination of these both
transformations
β(0) → β(1) = −β(0), β(1) → β(2) =
β(1)
β(1) − 1
, β(2) → β(3) = −β(2), ...
β(0) → β(−1) =
β(0)
β(0) − 1
, β(−1) → β(−2) = −β(−1), β(−2) → β(−3) =
β(−2)
β(−2) − 1
, ...
Thus,
β(2K) = −β(2K+1) =
β(0)
β(0)K + 1
, K = 0,±1,±2, ...
Let us start, for instance, from the dispersionless limit of the discrete DKP hierarchy,
where the initial hydrodynamic chain is (see, for instance, [13])
Bnt = B
n+1
x + nB
nB0x, n = 0, ...
It means that β(0) =∞. Since
1
β(2K)
= −
1
β(2K+1)
= K +
1
β(0)
,
1
β(−2K)
= −
1
β(−2K+1)
= −K +
1
β(0)
,
then corresponding hydrodynamic lattices contain the Kupershmidt hydrodynamic chains
(12)
B¯nt = B¯
n+1
x +MB¯
0B¯nx + nB¯
nB¯0x, n = 0, 1, 2, ...,
B˜nt = B˜
n+1
x − LB˜
0B˜nx + nB˜
nB˜0x, n = 0, 1, 2, ...,
which are exactly exclusive cases β = 1/N found by a dispersionless limit in [4] (see
also [21]). Thus, any hydrodynamic reduction and any solution of corresponding 2+1
quasilinear equations (see below) can be recalculated for the above hydrodynamic chains
with arbitrary integer indexes K1 ↔ K2.
9 Ideal gas dynamics
The first and the last equations in (21) can be written in the conservative form
B0t = ∂x[B
1
(γ) +
1 + βγ
2β
(B0)2], ∂t
[(
BN−1(γ)
) 1
β(N−1+γ)
]
= ∂x
[
B0
β
(
BN−1(γ)
) 1
β(N−1+γ)
]
.
The ideal gas dynamics written in physical variables (see, for instance, [22])
ut = ∂x(
u2
2
+
υβ
β
), υt = ∂x(uυ) (49)
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is a two component hydrodynamic reduction (see details in [17]) of the Kupershmidt
hydrodynamic chain (21), where γ = 0, B0 = βu and B1 = υβ.
Transformations β(k) → β(k+1) described in the two previous sections are compatible
with any hydrodynamic reductions of the Kupershmidt hydrodynamic chains (see, for
instance, [28]). In this paper we consider these transformations for the ideal gas dynamics
(49)
∂t1
(0)
υ(0) = ∂t0
(0)
(u(0)υ(0)), ∂t1
(0)
u(0) = ∂t0
(0)

u2(0)
2
+
υ
β(0)
(0)
β(0)

 .
Its commuting flow (see, for instance, [22])
∂t−1
(0)
υ(0) = ∂t0
(0)
u(0), ∂t−1
(0)
u(0) = ∂t0
(0)
υ
β(0)−1
(0)
β(0) − 1
,
is known as the “nonlinear elasticity equation”. Let us apply the reciprocal transformation
described in the previous section. This is nothing but a transition from the Euler to the
Lagrangian coordinates. So, the first iteration is
∂t−1
(1)
υ(1) = ∂t0
(1)
u(1), ∂t1
(1)
υ(1) = ∂t0
(1)
(u(1)υ(1)),
∂t−1
(1)
u(1) = ∂t0
(1)
υ
β(1)−1
(1)
β(1) − 1
, ∂t1
(1)
u(1) = ∂t0
(1)

u2(1)
2
+
υ
β(1)
(1)
β(1)

 ,
where
υ(1) =
1
υ(0)
, u(1) = −u(0), β(1) = −β(0), t
−1
(1) = t
1
(0), t
1
(1) = t
−1
(0).
According to the previous section, the second iteration is
∂t−1
(2)
υ(2) = ∂t0
(2)
u(2), ∂t1
(2)
υ(2) = ∂t0
(2)
(u(2)υ(2)),
∂t−1
(2)
u(2) = ∂t0
(2)
υ
β(2)−1
(2)
β(2) − 1
, ∂t1
(2)
u(2) = ∂t0
(2)

u2(2)
2
+
υ
β(2)
(2)
β(2)

 ,
where
υ(2) = υ
β(1)−1
(1) , u(2) = (β(1)−1)u(1), β(2) =
β(1)
β(1) − 1
, t0(2) = t
−1
(1), t
−1
(2) = t
0
(1), t
1
(2) = t
−2
(1).
The ideal gas dynamics (49) and the nonlinear elasticity equation in the Riemann invari-
ants have the form
r1t = [r
1 − ε(r1 + r2)]r1x, r
1
y = (r
1 − r2)2εr1x,
(50)
r2t = [r
2 − ε(r1 + r2)]r2x, r
2
y = −(r
1 − r2)2εr2x,
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where
u =
1− 2ε
2
(r1 + r2), υ =
(
r1 − r2
4
)1−2ε
, β =
2
1− 2ε
.
If ε = 1/2 in such an exceptional case
r1t = 2[(r
1 + r2) + (r1 − r2) ln(r1 − r2)]r1x, r
1
y = (r
1 − r2)r1x,
r2t = 2[(r
1 + r2)− (r1 − r2) ln(r1 − r2)]r2x, r
2
y = −(r
1 − r2)r2x,
where
u = 2(r1 + r2), υ = 2 ln(r1 − r2), β = ±∞.
Let us consider the above chain of transformations for the initial Kupershmidt chain
(β = 2). In such a case ε(0) = 0. This case is trivial. The corresponding gas dynamics is
decomposed in a couple of separate so-called the Euler-Monge-Riemann-Hopf equations
r1t = r
1r1x, r
2
t = r
2r2x.
The first iteration yields β(1) = −2, ε(1) = 1. This is the first nontrivial, but still lin-
earizable case. This is the two-component linearly degenerate system (see [22]). The
second iteration yields β(2) = 2/3, ε(2) = −1. This is the two-component chromatography
system (see [22]). The corresponding hydrodynamic type system is also linearizable (see
[22]). All other iterations yield ε(2K−1) = −ε(2K) = K. Corresponding hydrodynamic
type systems are linearizable too (see [22]).
Let us consider the Gibbons–Tsarev system (19) written in the form (see [21])
∂iq
k =
qk∂iB
0
qi − qk
, ∂ikB
0 =
(qi + qk)∂iB
0∂kB
0
(qi − qk)2
, i 6= k.
Following [21] let us restrict our attention on two component hydrodynamic reductions
such that
q1 + q2 = 0.
Then this Gibbons–Tsarev system can be integrated
B0 = R1(r
1) +R2(r
2), q1 = −q2 =
1
2
[R1(r
1)−R2(r
2)], (51)
where R1(r
1) and R2(r
2) are arbitrary functions. The corresponding linear systems de-
scribing conservation law densities h and commuting flows wk in the Riemann invariants
(see details in [35])
∂2h
∂R1∂R2
=
ε
R1 −R2
(
∂h
∂R1
−
∂h
∂R2
)
,
∂2W
∂R1∂R2
= −
ε
R1 − R2
(
∂W
∂R1
−
∂W
∂R2
)
,
where w1 = ∂W/∂R1 and w
2 = ∂W/∂R2 arise in the gas dynamics (see the first example
in this section and [24]). These equations are nothing but famous the Euler–Darboux–
Poisson equations. A lot of new particular solutions also can be found in [32]; all possible
transformations of the first order are described in [1].
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Indeed, the substitution (51) in the hydrodynamic type system (18)
r1t =
(
q1 +
B0
β
)
r1x, r
2
t =
(
q2 +
B0
β
)
r2x
leads to the ideal gas dynamics (50). Its first negative commuting flow (see (44))
r1t−1 =
(H−1)
β−1
q1
r1x, r
2
t−1 =
(H−1)
β−1
q2
r2x
leads to the nonlinear elasticity equation (50), where H−1 = [R1(r
1) + R2(r
2)]2/β is a
consequence of
∂k lnH−1 =
∂kB
0
βqk
,
which is a result of the compatibility conditions ∂t(r
1
t−1) = ∂t−1(r
1
t ).
10 Special values of index β
The Kupershmidt hydrodynamic lattice determined by a special set of the parameters
β = 1/N (where N is an integer) was derived by M. Blaszak in [4]. If β = L/M (where
L and M are integers), then the function F (w) in (46) can be integrated via elementary
functions. Thus, generating functions of conservation laws and commuting flows (see the
section 7) contain logarithmic parts. For instance,
β = −
1
2
, ∂t2p = ∂t0 [ln p+H0p
1/2 + (H1 +H
2
0)p],
β = −1, ∂t1p = ∂t0(ln p+H0p), ∂τH−2 = −∂t0
(
H−2
p
+ ln(H−1/p)
)
,
β = 1, ∂t−1p = ∂t0 ln(p/H−1), ∂τH0 = ∂t0 ln p,
β = 1/2, ∂t−2p = ∂t0
(
ln(p/H−1)−
H−2
H−1
(p/H−1)
1/2
)
, ∂τH1 = ∂t0 [ln p+H0p
−1/2].
Let us consider infinitely many component reductions of the Benney hierarchy (see
(20)). The simplest example is the dispersionless limit of BKP hierarchy (see, for instance,
[5]). The first higher commuting flow of the Benney hierarchy is
∂t2A
k =
1
3
[kAk+n−1∂x + n∂xA
k+n−1]
∂H3
∂An
,
where H3 = A
3 + 3A0A1. Let us split this hydrodynamic chain
Akt2 = A
k+2
x + A
0Akx + kA
k−1A1x + (k + 1)A
kA0x, k = 0, 1, ...
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on the even and odd sub-chains
A2kt2 = A
2k+2
x + A
0A2kx + 2kA
2k−1A1x + (2k + 1)A
2kA0x, k = 0, 1, ...
A2k+1t2 = A
2k+3
x + A
0A2k+1x + (2k + 1)A
2kA1x + 2(k + 1)A
2k+1A0x, k = 0, 1, ...
It is easy to see, that the infinitely many component reduction A2k+1 = 0, k = 0, 1, ... is
compatible with the above chain
∂t2A˜
k
(2) = ∂xA˜
k+1
(2) + A˜
0
(2)∂xA˜
k
(2) + (2k + 1)A˜
k
(2)∂xA˜
0
(2), k = 0, 1, ...,
where A˜k(2) ≡ A
2k. The Riemann mapping for the Benney hierarchy
λ = µ+
A0
µ
+
A1
µ2
+
A2
µ3
+ ... (52)
(under the above constraint A2k+1 = 0) reduces to
λ = µ+
A˜0(2)
µ
+
A˜1(2)
µ3
+
A˜2(2)
µ5
+ ...
The inverse series to (52)
µ = λ−
H1
λ
−
H2
λ2
−
H3
λ3
− ...
reduced to
µ = λ−
H˜
(2)
1
λ
−
H˜
(2)
2
λ3
−
H˜
(2)
3
λ5
− ...
also means that A˜k(2) and H˜
(2)
1 no longer depend on odd “times” t
2k+1. Let us call even
“times” t2k = yk (i.e. x = t0 = y0). The corresponding Gibbons equation is
λy1 − (µ
2 + A˜0(2))λx =
∂λ
∂µ
[
µy1 − ∂x
(
µ3
3
+ A˜0(2)µ
)]
.
The second example can be obtained in a similar way. The second higher commuting flow
of the Benney hierarchy is
∂t3A
k =
1
4
[kAk+n−1∂x + n∂xA
k+n−1]
∂H4
∂An
,
where H4 = A
4 + 4A0A2 + 2(A1)2 + 2(A0)3. Let us split this hydrodynamic chain
Akt3 = A
k+3
x +2A
0Ak+1x +A
1Akx+kA
k−1A2x+(k+1)A
kA1x+[(k+2)A
k+1+3kAk−1A0]A0x, k = 0, 1, ...
on the three sub-chains A3kt3 = A
3k+3
x + ..., A
3k+1
t3 = A
3k+4
x + ..., A
3k+2
t3 = A
3k+5
x +... Then
the infinitely many component reduction A3k = A3k+2 = 0, k = 0, 1, ... is compatible
with the above chain
∂t3A˜
k
(3) = ∂xA˜
k+1
(3) + A˜
0
(3)∂xA˜
k
(3) + (3k + 2)A˜
k
(3)∂xA˜
0
(3), k = 0, 1, ...,
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where A˜k(3) ≡ A
3k+1. The Riemann mapping (52) reduces to
λ = µ+
A˜0(3)
µ2
+
A˜1(3)
µ5
+
A˜2(3)
µ8
+ ...
The reduced inverse series
µ = λ−
H˜
(2)
0
λ2
−
H˜
(2)
1
λ5
−
H˜
(2)
2
λ8
− ...
also means that A˜k(3) and H˜
(3)
0 no longer depend on “times” t
3k+1 and t3k+2. Let us call
“times” t3k = zk (i.e. x = t0 = z0). The corresponding Gibbons equation is
λz1 − (µ
3 + A˜0(3))λx =
∂λ
∂µ
[
µz1 − ∂x
(
µ4
4
+ A˜0(3)µ
)]
.
Thus, it is easy to generalize the above examples. Let us introduce A˜k(N) ≡ A
N(k+1)−2,
where N is an arbitrary natural number. All other moments vanish. Such infinitely many
component reduction is connected with the Riemann mapping
λ = µ+
A˜0(N)
µN−1
+
A˜1(N)
µ2N−1
+
A˜2(N)
µ3N−1
+ ...
The corresponding hydrodynamic chain
∂tN A˜
k
(N) = ∂xA˜
k+1
(N) + A˜
0
(N)∂xA˜
k
(N) + [(k + 1)N − 1]A˜
k
(N)∂xA˜
0
(N), k = 0, 1, 2, ...
satisfies the Gibbons equation
λτ1 − (µ
N + A˜0(N))λx =
∂λ
∂µ
[
µτ1 − ∂x
(
µN+1
N + 1
+ A˜0(N)µ
)]
.
All moments A˜k(N) are functions of ‘times” τ
k ≡ tkN , k = 0, 1, 2, ... The substitution
Bk(1−1/N) ≡ NA˜
k
(N) yields the Kupershmidt hydrodynamic chain (12). Thus, infinitely
many discrete values β = N can be obtained directly from the Benney hierarchy (20) by
the above described degeneration.
11 Quasilinear equations and their particular solu-
tions
The extended Kupershmidt lattice is connected with an infinite set of 2+1 quasilinear
equations, which can be obtained by an appropriate elimination of the conservation law
densities Hk and auxiliary time variables t
n. Without lost of generality let us restrict
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our consideration for simplicity on two first 2+1 quasilinear equations (see generating
functions of conservation laws and commuting flows in the section 7)
∂τH0 = ∂t0
pβ−1
β − 1
, ∂τH−1 = −∂t0
H−1
p
,
∂t1p = ∂t0
(
pβ+1
β + 1
+H0p
)
, ∂t−1p = ∂t0
(
(p/H−1)
1−β
1− β
)
.
Substituting the asymptotics (48) one can obtain infinitely many 2+1 quasilinear equa-
tions, where the first of them are
Φxy = Φtt + (β − 1)ΦxΦxt + (Φt − βΦ
2
x/2)Φxx,
Φσt = (β − 1)ΦσΦxx + ΦxΦσx,
where H0 = Φx, H1 = Φt + (β − 2)Φ
2
x/2, (H−1)
β−1 = (β − 1)Φσ and y = t
2, σ = t−1.
These 2+1 quasilinear equations (for β = 1/N ) were derived in [4]; the first of them is
the so called “N−dmKP”, the second equation is the so called “N−dDym”. These 2+1
quasilinear equations also can be derived from the compatibility conditions ∂t1(∂t2p) =
∂t2(∂t1p) and ∂t1(∂t−1p) = ∂t−1(∂t1p). The third equation (for β = 1/N is the so called
“N−dToda”)
(β − 1)1/(β−1)Φσσ = (Φσ)
−1/(β−1)Φxz − Φz(Φσ)
−β/(β−1)Φσx,
where H−2 = (β − 1)
(2−β)/(β−1)Φz(Φσ)
(2−β)/(β−1) and z = t−2 was derived in [21] and
can be obtained from the compatibility condition ∂t−1(∂t−2p) = ∂t−2(∂t−1p). However,
this third 2+1 quasilinear equation is equivalent the second 2+1 quasilinear equation
(“N−dDym”) up to the transformation tk ↔ t˜−1−k described in the section 7.
The generalized hodograph method (see [35]) allows to construct a general solution for
N component hydrodynamic reductions described by the Gibbons–Tsarev system (19).
The Gibbons–Tsarev system has a general solution parameterized by N arbitrary func-
tions of a single variable. We are not able to find this general solution at this moment.
However, infinitely many particular solutions (parameterized by the hypergeometric func-
tion) are already known (see the section 4). Since the generating function of commuting
flows (see (46)) is found for the Kupershmidt hydrodynamic chain and for all its hydro-
dynamic reductions, then particular solutions for the above 2+1 quasilinear equations can
be found by the generalized hodograph method written in the Riemann coordinates rk
(see (18))
x+ tυi(1)(r) + yυ
i
(2)(r) + zυ
i
(3)(r) = w
i(r)
or via field variables (conservation law densities, see (17)) bk
xδik + tυ
i
(1)k(b) + yυ
i
(2)k(b) + zυ
i
(3)k(b) = w
i
k(b), (53)
where the corresponding hydrodynamic reductions
ritn = υ
i
(n)(r)r
i
t0 ⇔ b
i
tn = υ
i
(n)k(b)b
k
t0 , i, k = 1, 2, ..., N , n = ±1,±2
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are written below in the explicit form in the Riemann invariants
rkt = [(r
k)β + h0]r
k
x, r
k
y = [(r
k)2β + (β + 1)h0(r
k)β + h1 + (h0)
2]rkx,
rkσ = (h−1)
β−1(rk)−βrkx, r
k
z = [(h−1)
2β−1(rk)−2β + (β − 1)h−2(h−1)
β−2(rk)1−β]rkx,
and in the conservative form
bit = ∂x
(
(bi)β+1
β + 1
+ h0b
i
)
, biy = ∂x
(
(bi)2β+1
2β + 1
+ h0(b
i)β+1 + (h1 + (h0)
2)bi
)
,
biσ = ∂x
(
(bi/h−1)
1−β
1− β
)
, biz = ∂x
(
(bi/h−1)
1−2β
1− 2β
− h−2(h−1)
β−2(bi)1−β
)
.
Without lost of generality let us restrict our consideration for simplicity on N com-
ponent hydrodynamic reductions determined by the moment decomposition (2). Then
N infinite series of the conservation law densities h
(k)
n can be found by the Bu¨rmann–
Lagrange expansion (9) from the equation of the Riemann surface
λ = [1−(
bi
p(i)
)β ] exp
[
∞∑
n=1
(−1)n(γ − 1)!
nn!(γ − 1− n)!
[1− (
bi
p(i)
)β ]n −
1
εi
∑
m6=i
εm
∞∑
n=0
(bm/p(i))β(n+γ)
n + γ
−
β(p(i))β(1−γ)
εi(1− γ)
]
at the vicinity of the every puncture p
(i)
0 = b
i:
h
(i)
1 =
bi
β
exp
[
1
εi
(
β(bi)β(1−γ)
1− γ
+
∑
m6=i
εm
(
bm
bi
)βγ
F
(
1, γ, γ + 1,
(
bm
bi
)β))]
,
h
(i)
2 =
(h
(i)
1 )
2
bi
[
1− β
2
+ βγ +
β(bi)β(1−γ)
εi
(
β −
∑
m6=i
εm(b
m)βγ
(bi)β − (bm)β
)]
, ...
Since the generating function of commuting flows (replace p→ bi in (46)) is
biτ (ζ) = −
1
β
∂x
[
bi
p(ζ)
F
(
1,
1
β
,
β + 1
β
,
(
bi
p(ζ)
)β)]
,
then the Taylor expansion at the vicinity p
(k)
0 = b
k (see [28]) yields N infinite series of
commuting flows
bitk,n = ∂xw
i
(k,n)(b), i, k = 1, 2, ..., N , n = 0, 1, 2, ...
For instance, the first such commuting flow is
bkti,0 = −
1
β
∂x
[
bk
bi
F
(
1,
1
β
,
β + 1
β
,
(
bk
bi
)β)]
, k 6= i,
biti,0 =
1
εi
∂x
[
(bi)1−γ
1− γ
−
1
β
∑
n 6=i
εn
(
bn
bi
)βγ
F
(
1, γ, γ + 1,
(
bn
bi
)β)]
.
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Thus, the generalized hodograph method (53) yields infinitely many particular solutions
xδik + t∂k
(
(bi)β+1
β + 1
+ h0b
i
)
+ y∂k
(
(bi)2β+1
2β + 1
+ h0(b
i)β+1 + (h1 + (h0)
2)bi
)
+σ∂k
(
(bi/h−1)
1−β
1− β
)
+ z∂k
(
(bi/h−1)
1−2β
1− 2β
− h−2(h−1)
β−2(bi)1−β
)
= ∂kw
i
(m,n).
12 Conclusion and outlook
Solutions of 2+1 quasilinear equations and corresponding hydrodynamic chains depend
on integrability of the Gibbons–Tsarev system (19). In this paper we present multi-
parametric family of hydrodynamic reductions, whose Riemann surfaces are associated
with the hypergeometric function 2F1(1, γ, γ +1, z). Taking into account another class of
hydrodynamic reductions derived in [13] for the Benney hydrodynamic chain (20), whose
Riemann surfaces are associated with hyperelliptic integrals, we believe that more general
and complicated hydrodynamic reductions can be found.
However, the main result of this paper is the existence of an infinite set of local Hamil-
tonian structures. Since the sub-case β = 1 is connected with the Benney hydrodynamic
chain (20) by the Miura type transformation, it means that the Benney hydrodynamic
chain also has an infinite series of local Hamiltonian structures.
The Kupershmidt hydrodynamic lattice has four very interesting and important sub-
cases: β = 1, β = 2, β = ∞ and β = 0. The first sub-case is the modified dKP
hierarchy, the second sub-case is the dBKP hierarchy, the third case is a continuum limit
of the 2DToda hierarchy, the fourth case we call the universal hierarchy (see [2] and
[24]). Just the sub-case β = 2 can be easily extracted from this paper. In all other
sub-cases all formulas have singularities for corresponding values of the index β. These
cases β = 1, β = ∞ (and β = 2) determine the Egorov hydrodynamic chains connected
by the aforementioned transformations and by the Miura type transformation. They are
considered in details in [31].
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