Let S = N A be a Damek-Ricci space with its standard metric γ S . Let C : S → B be the Cayley transform from S onto the unit ball B in s. We compute the transported metric γ B = C −1 * (γ S ). By separating variables in geodesic polar coordinates, we then compute the non-radial M-invariant eigenfunctions of the Laplacian on S, where M is the group of automorphisms of S preserving the inner product on s. The "radial" part of these eigenfunctions is given by (associated) Jacobi functions. The "angular" part is given by certain orthogonal polynomials in two variables studied by Koornwinder.
Introduction
Let S = N A be a Damek-Ricci space, i.e., the semidirect product of a (connected and simply connected) nilpotent Lie group N of Heisenberg type and the one-dimensional Lie group A ∼ = R + acting on N by anisotropic dilations. When S is equipped with a suitable left-invariant Riemannian metric, S becomes a (noncompact, simply connected) homogeneous harmonic Riemannian space [11, 12] . Conversely, every such space is a Damek-Ricci space if we exclude R n and the "degenerate" case of real hyperbolic spaces (see [15, Corollary 1.2] ). We refer to [27] for a nice introduction to the geometry and harmonic analysis on Damek-Ricci spaces.
Let M be the group of automorphisms of S preserving the inner product on the Lie algebra s = n ⊕ a = v ⊕ z ⊕ a, where z is the center of n and v its orthogonal complement in n. We denote by ⟨·, ·⟩ and | · | the inner product and the associated norm on s, and by (V, Z , t) ∈ s the element exp(V + Z ) exp(t H ) of S, where V ∈ v, Z ∈ z, t ∈ R, and H ∈ a is a unit vector. The aim of this paper is to compute the non-radial M-invariant eigenfunctions of the Laplacian on S that depend only on |V |, |Z |, t, and factor in geodesic polar coordinates as f (r, ω) = φ(r )χ (ω), where φ(r ) is a function of the geodesic distance r from the origin, and χ (ω) is a function of the angular coordinates ω around the origin. For this we need to write the metric on N A in geodesic polar coordinates, so that we can split the Laplacian into its radial and angular parts. Recall that the differential of the left translation operator L (V,Z ,t) −1 sends the tangent vector (d V, d Z , dt) at (V, Z , t) to the tangent vector (e −t/2 d V, e −t (d Z − (cf. [27, (9) , Section 4.2]). Equivalently, we need to find the induced metric on the geodesic spheres of S. One possibility is to work with the Exp map on N A (which is known, see [27, Theorem 9] ) to construct the geodesic polar coordinate frame. This is essentially equivalent to the approach below. The second approach, of independent interest, is to compute the metric γ B in the ball model B of N A,
via the Cayley map [8] C : N A → B,
where 
with inverse As is well known, in the ball model the geodesics through the origin are the diameters, and the Riemannian sphere S(r ) of radius r (centered at the origin) is just the Euclidean sphere S(R) of radius R = th  r 2  (see, e.g., [27, Theorem 10] ). Once we have the metric γ B in the ball model, we obtain the metric in geodesic polar coordinates (r, ω) ∈ [0, ∞) × S p+q by taking Euclidean polar coordinates (R, ω) ∈ [0, 1) × S p+q on B, and letting R = th  r 2  . The direct method involves computing d V, d Z , dt in terms of d V ′ , d Z ′ , dt ′ from (1.3), and then substituting in (1.1) . This is a long computation. We will first review the known form of the metric in geodesic polar coordinates for the rank-1 symmetric spaces. Recall that if S is a rank-1 symmetric space G/K , then q = 1, 3, 7, S p+q is the homogeneous space K /M, and the induced metric on the geodesic spheres of S can be interpreted in terms of the Hopf fibration of S p+q [30, 5] . Moreover, the M-invariant eigenfunctions of the Laplacian on G/K that factor in geodesic polar coordinates are the so-called associated spherical functions for the Gelfand pair (G, K ) [22, Section 3.3] .
In the non-symmetric case there is no analogue of the group K acting transitively on the geodesic spheres S(r ). The isometries of S that preserve the origin are the elements of M, and the isometry group of S is just the semidirect product of S and M [10] . Moreover, in general, the unit sphere S p+q is no longer a fibration with fiber S q (the only possible such fibrations occurring for q = 1, 3, 7, see [6] ). The induced metric γ B | S(r ) is M-invariant but no longer homogeneous, and it takes a more complicated form than in the symmetric case. Nevertheless, the angular part of the Laplacian acting on the M-invariant functions on S(r ) ≃ S p+q that depend only on |Z ′ | and t ′ is given by a simple formula, which nicely interpolates between the symmetric and non-symmetric cases. Using this, one can separate variables in geodesic polar coordinates and compute the M-invariant eigenfunctions of the Laplacian on S that depend only on |V |, |Z | and t. As in the symmetric case, the radial part of these eigenfunctions can be expressed in terms of Jacobi functions, and the angular part (which in the symmetric case gives just the spherical functions on K /M) is given by certain orthogonal polynomials in the upper half unit disk studied by Koornwinder [22] .
The plan of this paper is as follows. In Section 2 we write down the metric in the ball model, or equivalently, in geodesic polar coordinates, for a symmetric Damek-Ricci space.
In Section 3 we compute the ball metric γ B in the general case. The result is given both in Euclidean (or geodesic) polar coordinates, and in Cartesian coordinates on B. As an example, we consider in some detail the simplest non-symmetric Damek-Ricci space, namely the 7-dimensional one with N the complexified Heisenberg group. In the general case, we also give a geometric interpretation of the limit lim R→1 (1 − R 2 ) 2 γ B | S(R) , using the generalized stereographic projection S p+q \ {point} → N to pull-back the well known generalized contact structure on the H-type group N [24] .
In Section 4 we compute the biradial part of the angular Laplacian L S(r ) , namely the part of L S(r ) that carries only derivatives in the variables ρ and φ, where (ρ, φ) are polar coordinates in the plane (t ′ , |Z ′ |). The result is obtained by a calculation in bispherical coordinates (ρ, φ, ω 1 , ω 2 ) on S p+q , where ω 1 ∈ S p−1 and ω 2 ∈ S q−1 (the unit spheres in v and z, respectively).
In Section 5 we first recall some facts about associated Jacobi functions φ (α,β) λ,k,l (t), and about a class of orthogonal polynomials in two variables, χ (α,β) k,l (ρ, φ), that occur in the addition formula for Jacobi functions and for Jacobi polynomials [22, 20] . Here λ ∈ C, α > β > −1/2, and k, l ∈ Z + , k ≥ l. The above mentioned eigenfunctions on N A are then computed to be
k,l (ρ, φ), where α = ( p + q − 1)/2 and β = (q − 1)/2. Finally, we obtain a formula for the functions f λ,k,l (r, ω) as integrals over the boundary S p+q of B in the ball model, or the boundary N of N A in the open model, and also as matrix coefficients of certain representations of N A in L 2 (N ). This result is only proved for (r, ω) = (t, H ). A possible proof in the general case involves using the Radon transform and the method of "descent" to complex hyperbolic spaces, as explained in [13, 25] in the radial case (k = l = 0).
The symmetric case
2.1. q = 1 Let S = N A be the solvable component in the Iwasawa decomposition G = N AK of G = SU(n, 1) (n ≥ 2). Then N is the classical Heisenberg group of dimension 2n − 1, and S can be identified with the complex hyperbolic space CH n ≃ G/K . This can be realized as the unit ball B n in C n with the Bergman metric. It follows that the metric γ B in the ball model B of N A must coincide, up to a possible different normalization, with the Bergman metric on B n ,
where |z| 2 = z 1 z 1 + · · · + z n z n = R 2 . One easily computes the metric components
Consider the 1-forms
A simple computation shows that the curly bracket in γ B is just (R d R) 2 + (R I d R) 2 , so we get
where euclid is the flat metric in C n (see, e.g., [5] ). In Euclidean polar coordinates on R 2n ≃ C n we have
where γ S 2n−1 is the standard (round) metric on S 2n−1 . Moreover, by writing
where
where Ω is the following 1-form on S 2n−1 :
n . To make contact with N A, we need to think of B n and S 2n−1 as the unit ball and unit sphere in
⊕ R ⊕ R, respectively. Take, e.g., n = 2, and recall that the Cayley map is given by
and Ω becomes the following 1-form on
:
In the general case we let p = 2(n − 1),
and identify the coordinates
, and x n = t ′ , y n = z ′ . Dropping primes for simplicity, we obtain the following expression of the 1-form Ω in terms of (V, t, z):
a well defined 1-form on
We can rewrite γ B in Euclidean polar coordinates as
In the present normalization, the Euclidean distance R is related to the Riemannian one r by
We thus obtain the expression of γ B in geodesic polar coordinates:
We can also write (2.2) in another form if we recall that ker Ω defines a p-dim distribution in the tangent bundle T S 2n−1 (the horizontal vectors), with supplementary (vertical) subspace provided by the fibers of the Hopf fibration
The 1-form Ω is a connection 1-form on the Hopf bundle, and one has
(π : S 2n−1 → CP n−1 is the bundle projection). For example for n = 2, we have the classical Hopf fibration S 1 → S 3 → S 2 . The Hopf vector field (dual to Ω ), generating the Hopf action on S 3 , is ∂ θ = v 1 ∂ v 2 − v 2 ∂ v 1 + t ∂ z − z ∂ t , and ker Ω = span{e 1 , e 2 }, where
The metric γ on the contact distribution ker Ω is a Carnot-Carathéodory metric as the Lie brackets of horizontal vector fields generate the whole tangent bundle (i.e., the distribution ker Ω is completely non-integrable). The metric γ can also be seen as a metric on the boundary sphere of CH n , defined as
(S(R) the Euclidean sphere of radius R, S(r ) the Riemannian sphere of radius r ). This metric is infinite except on the distribution ker Ω (see [5] ). Using (2.3) in (2.2) we can rewrite γ B in the form
Things are pretty much the same for the other hyperbolic spaces HH n (q = 3) and OH 2 (q = 7). The boundary is a homogeneous space
as well as a fiber bundle
Denote by Ω ∈ Λ 1 S p+q ⊗ R q the connection 1-form on the Hopf bundle such that (2.3) holds, with γ S 2n−1 replaced by γ S p+q (the round metric on S p+q ), Ω 2 = |Ω | 2 , and γ the pull-back by π of the standard metric on the base space, regarded as a metric on the distribution ker Ω . Then formula (2.4) still holds (see [5] , formula (0.4), with η = Ω /2), and we get again (2.2) (with γ S 2n−1 → γ S p+q ). The induced metric on the geodesic sphere S(r ) ≃ S p+q , γ S(r ) = sh 2 r γ S p+q + sh 4 r Ω 2 ,
can be described as follows: we take a metric of constant curvature on the total space S p+q of the fibration, and then scale it in the direction of the fibers [30] . For q = 3, 7, the expression of the 1-form Ω on
is more complicated than for q = 1. It depends on the quaternionic (resp. octonionic) structure. For example for q = 3, the 1-forms (ω 1 , ω 2 , ω 3 ) = Ω on S 4n−1 are given as follows. We group the coordinates (V, t, Z ) ∈ R 4n in groups of 4 as (t, Z ) = (t, z 1 , z 2 , z 3 ) and
Then we have:
(2.6)
For q = 7 we get similar expressions for the 1-forms (ω 1 , ω 2 , ω 3 , ω 4 , ω 5 , ω 6 , ω 7 ) = Ω on S 15 using octonions (see (3.15) ). A general formula for the connection 1-form Ω in terms of (V, t, Z ) is given by (3.14) below. We summarize the result in the symmetric case. 
7)
and the metric in geodesic polar coordinates (in either model) is
where euclid is the Euclidean metric in s ≃ R p+q+1 , γ S p+q is the round metric on S p+q , Ω is a z-valued connection 1-form on the Hopf bundle S q → S p+q → KP p/(q+1) , and γ is the restriction of γ S p+q to the horizontal subbundle ker Ω ⊂ T S p+q , or equivalently, the pullback by the bundle projection of the standard metric on the base space. Here q = 1, 3, 7, K = C, H, O, and OP 1 ≡ S 8 . The metric γ also arises as the following metric on the boundary sphere of B or of S:
This metric is infinite except on the distribution ker Ω [5] .
The metric in the ball model: general case
Let S = N A be a Damek-Ricci space. We take the basic notation from [27] . We denote by ⟨·, ·⟩ the inner product on the Lie algebra s = n ⊕ a = v ⊕ z ⊕ a, and by | · | the associated norm. For any Z ∈ z we have the linear map J Z : v → v defined by
where I denotes the identity mapping. This implies that the map Z → J Z extends to a representation of the real Clifford algebra Cl(z) on v. This procedure can be reversed and yields a general method for constructing H-type Lie algebras [19] .
We recall some identities that are used in the calculations below (see, for instance, [7] ). In the following formulas we have V, V ′ ∈ v, Z , Z ′ ∈ z.
Let p = dim v, q = dim z, and let B and S p+q denote the unit ball and unit sphere in s, respectively. Let C : S → B be the Cayley transform given in (1.2), with inverse C −1 : B → S given in (1.3). The generalization of Theorem 2.1 is as follows. 
where euclid is the Euclidean metric in s, γ S p+q is the round metric on S p+q , and h R is the following differential expression on S p+q
The metric in geodesic polar coordinates (in either model) is
Proof. From (1.3) we compute:
we also compute
Substituting these formulas in (1.1), we obtain
At this point it is convenient to introduce Euclidean polar coordinates
Indeed, when we expand the squares in (3.6) and rearrange terms, we obtain the metric in the form
where "rest" is a complicated expression in the differentials d R, dt ′ , d Z ′ and d V ′ . However comparing (3.7) with the general form of the metric in geodesic polar coordinates, namely
is the induced metric on the geodesic sphere S(r ) (centered at the origin of radius r ) and {θ α } is any coordinate system on S p+q , we see that the last two terms in (3.7) represent the induced metric on S(r ), and cannot carry any "dr ". In other words, all terms containing the differential d R in the term "rest" in (3.7) must cancel out. This can be checked by a long computation, but it is clear a priori. In order to compute the induced metric γ B | S(R) , it is then enough to go back to (3.6), switch to polar coordinates (R, (Ṽ ,t,Z )), and set R = constant, i.e., d R = 0.
For simplicity, we shall drop the tildes from now on, and denote by (V, t, Z ) the generic point on the unit sphere S p+q (cf. (2.5)). Thus we write
with
From (3.6) we get
Expanding the squares and simplifying, we obtain, by a very long but routine calculation, the induced metric γ B | S(R) in the form (3.7), with the term "rest" given by (3.3).
Remark 1. The term in the curly bracket in (3.3) depends non-trivially on the radius R. This term is due to the non-homogeneity of the geodesic spheres. In fact, it vanishes in the symmetric case, but it is nonzero in general (see below). Later on in this section, we will give a geometric interpretation of the term h R in (3.3) as the radius R tends to 1.
Remark 2. It may be useful to write down the expression of the metric γ B in Cartesian coordinates (V ′ , t ′ , Z ′ ) on B. Using (3.5) and (3.8)-(3.9) to go back from (R, (V, t, Z )) to (V ′ , t ′ , Z ′ ), we obtain the following formulas from (3.1) and (3.3):
where h is the R-dependent part of h R multiplied by R 4 , namely
Using (3.11) we can compute the Riemannian length We use the following notation from [8] . For V ∈ v \ {0}, we write
and let k(V ) be the orthogonal complement of RV in ker ad(V ), so that we have the orthogonal direct sum decomposition
Proof. (i) From (3.12) we have h| (0,t ′ ,Z ′ ) = 0, and (3.11) becomes
The result follows immediately.
(ii) Again by (3.12) we have h| (V ′ ,0,0) = 0, and we get
The result follows by an easy calculation.
Remark 3. In both cases (i) and (ii) above, we see that the tangent space T p B decomposes as an orthogonal direct sum (both in the Euclidean and Riemannian inner products)
We observe that in the symmetric case, the decomposition (3.13) holds at any point of B, with the subspaces T 
We now look at some examples.
Example 1. Let q = 1 (Hermitian symmetric case). Then the expression (3.3) is easily seen to reduce to
for any R, in agreement with (2.7) and (2.1).
Example 2. Let q = 3 with J 1 J 2 = −J 3 plus permutations (quaternionic symmetric case). The curly bracket in (3.3) is computed to be zero, and we get for any R
This is precisely Ω 2 = |Ω | 2 with Ω = (ω 1 , ω 2 , ω 3 ) given by (2.6). Thus we again agree with (2.7). Note that in this case
so that the connection 1-form can be written as 15) in agreement with (2.7). Again the connection 1-form Ω = (ω 1 , ω 2 , ω 3 , ω 4 , ω 5 , ω 6 , ω 7 ) can be shown to be given by (3.14).
Example 4. Let S = N A be the lowest dimensional non-symmetric Damek-Ricci space, namely the one with p = 4, q = 2, i.e., v = R 4 , z = R 2 , with commutations
(see [27, p. 67] ). Note that in this case N is just the complexified Heisenberg group.
The endomorphisms J 1 , J 2 can be explicitly written down as 4 × 4 matrices in the canonical basis of R 4 :
The other possible combination arises from
Let Z = (z 1 , z 2 ) ∈ z. One easily computes the various terms in (3.3), with the following results:
Using these formulas in (3.3), we find that the curly bracket in (3.3) is no longer zero. Rearranging terms, we obtain the following expression of h R as an algebraic sum of squares:
By (3.16) and Theorem 3.1, we obtain the following result. Then the metric γ S in geodesic polar coordinates (r, ω) = (r, (V, t, Z )) ∈ [0, +∞) × S 6 is given by γ S = dr 2 + γ S | S(r ) , where the induced metric on the Riemannian sphere S(r ) is the following r -dependent metric on S 6 :
We end this section by giving an interpretation of the limit lim R→1 h R . Let us recall the generalized stereographic projection C 0 : N → S p+q \ {o} (S p+q given by (2.5), o = (0, 1, 0)) obtained by letting a t = e t = 0, i.e., t = −∞, in the Cayley map C in (1.2):
(see [27, Section 4.6] ). Its inverse C −1 0 is given by the first two lines in (1.3). We also recall that on the H-type group N there is a generalized contact structure defined as follows. The horizontal subbundle H N ⊂ T N is spanned by the left-invariant vector fields X such that X e ∈ v. The bundle H N can be represented as the kernel of the following z-valued 1-form on N :
(See [24, pp. 701-702], and observe that Ω ′ = (θ 1 , θ 2 , . . . , θ q ), so that H N = ker Ω ′ .) Note that Ω ′ is precisely the z-valued 1-form that occurs in the last term of the Damek-Ricci metric (1.1).
Proposition 3.4. For any (V, t, Z ) ∈ S p+q
\ {(0, 1, 0)} we have
where the function
is smooth and non-vanishing on S p+q \ {(0, 1, 0)}, but it blows up at the pole (0, 1, 0).
Proof. The pull-back C −1 * 0 Ω ′ is easily computed. One finds that 18) for any (V, t, Z ) ̸ = (0, 1, 0). The norm squared of this pull-back is precisely 1 4 λ 2 times the limit as R → 1 of the last term in (3.10) multiplied by (1 − R 2 ) 2 . By (3.2) and (3.10) we conclude that
Remark 4. In the symmetric case h R is independent of R, and equals |Ω | 2 , the square of the connection 1-form on the Hopf bundle. Thus
and the following limit is finite (cf. (3.14)):
Moreover, (C 0 * ker Ω ′ ) x = ker Ω x for x ̸ = o, and the horizontal subbundle ker Ω (described in Section 2) corresponds to the horizontal subbundle on N under the map C 0 . For example in the hermitian symmetric case (q = 1), (3.18) is easily seen to reduce to
where Ω is given by (2.1). For p = 2 and q = 1 (i.e., for the classical Heisenberg group H ), this formula is well known (see, e.g., [23, p. 320] ). In that case Ω ′ and Ω are the usual contact forms on H and S 3 .
In the general case it is not clear if the limit in the left-hand side of (3.19) exists and is finite. By Proposition 3.4 this limit is just
The limit lim R→1 h R may be computed directly from (3.3), with the result
for any (V, t, Z ) ̸ = (0, 1, 0). When we take the limit of this expression as (V, t, Z ) → (0, 1, 0), the R-independent part of h R tends to |d 1,0) . However the term 1 ((1−t) 2 +|Z | 2 ) 2 blows up, while the curly bracket vanishes at (0, 1, 0), so it is not clear if the limit exists, and if the function (V, t, Z ) → lim R→1 h R | (V,t,Z ) is continuous at (0, 1, 0) . Perhaps the matter can be resolved using the expression of h R in bispherical coordinates on S p+q , given by (4.14).
The biradial part of the angular Laplacian
Let L be the Laplacian of the metric (3.4) on S = N A. Let M be the group of automorphisms of N A that preserve the inner product on s = v ⊕ z ⊕ a. In geodesic polar coordinates (r, ω) ∈ R + × S p+q (S p+q the unit sphere in s), we look for the M-invariant solutions of
that factor as
We recall that the group M is trivial on a, and leaves z and v invariant. It is known that M acts transitively on the unit sphere S q−1 in z [8, Remark 6.3] . It follows that an M-invariant function on N A depends on Z only through the norm |Z |. On the other hand, M may or may not be transitive on the unit sphere S p−1 in v, depending on the H-type group N [26, 10] . We shall assume that the function f in (4.1) depends on V only through the norm |V |. This can always be arranged, by averaging over S p−1 if necessary. By (1.2) .5)). It will be convenient to introduce polar coordinates (ρ, φ) by
where 0 ≤ ρ ≤ 1 and 0 ≤ φ ≤ π . We shall write χ (ρ, φ) in place of χ (V, t, Z ). We are thus looking for the M-invariant eigenfunctions of L that factor like in (4.2) and depend only on r, ρ and φ. The Laplacian in geodesic polar coordinates reads
where L rad is the radial part, given by (see [27, Section 5.1])
and L S(r ) is the angular part, i.e., the Laplacian on the Riemannian sphere S(r ) with respect to the induced metric (cf. We identify S(r ) with S p+q by the map Exp e (r ω) → ω (ω ∈ S p+q ), for any fixed r > 0. 
where D 1 and D 2 are the differential operators
Proof. We use the following notations:
Any ξ = (V, t, Z ) ∈ S p+q can be parametrized in the form
The choices of ρ, φ, ω 1 , ω 2 are unique except when V = 0 or Z = 0. In fact, we can write ξ =  1 − ρ 2 ω 1 + ρω 2 , withω 2 ∈ S q , and then setω 2 = cos φ e p+1 + sin φ ω 2 (where {e j } j=1,..., p+q+1 is the canonical basis of R p+q+1 ), to get
Then |V | 2 = 1 − ρ 2 , |Z | = ρ sin φ, and (ρ, φ) can be interpreted as polar coordinates in the (t, |Z |)-plane (cf. (4.3) ). The coordinate φ is the usual "radial" coordinate on S q . We refer to
as a system of bispherical coordinates on S p+q . (We do not specify a concrete choice of coordinates on S p−1 and S q−1 .) If we let ρ = cos θ , with 0 ≤ θ ≤ π/2, and take the usual spherical coordinates on S p−1 and S q−1 , then we obtain Vilenkin's bispherical coordinates [29, p. 502] .
Let γ S m denote the standard (round) metric on S m . Then the round metric on S p+q can be written in bispherical coordinates as
Let dω S m be the volume element of γ S m , with total volume vol(S m ) = 2
. The volume element of γ S p+q is given by
Let (θ α ) α=1,..., p−1 and (ϕ µ ) µ=1,...,q−1 be any two coordinate systems on S p−1 and S q−1 , respectively, and write
Then the metric components of γ S p+q in the coordinate system (ρ, φ, θ α , ϕ µ ) can be written in matrix form as
The inverse metric reads
where λ αβ and η µν are the inverses of λ αβ and η µν , respectively. If
By the general formula for the Laplacian:
(where summation over repeated indices is understood), we obtain the round Laplacian on S p+q in bispherical coordinates:
where L S m denotes the round Laplacian on S m . The metric (4.6) may be regarded as an r -dependent metric on S p+q . We write it in components as
where h i j are the components of the term h R in (3.3). It is easy to verify that the differential dρ does not occur in h R , so that the coordinate ρ decouples from the remaining coordinates, and h ρ j = 0, ∀ j. One can also verify that the differential dφ occurs in h R only in the R-independent part (first two lines of (3.3)). More precisely, using (4.9) and
, we obtain the following expression of h R (R = th( r 2 )) at the point (ρ, φ, ω 1 , ω 2 ):
It is apparent, from (4.14) , that h R does not contain dρ, and the R-dependent part of h R does not contain dφ. Moreover there is no coupling between dφ and dω 2 , i.e., no term of the form dφ dϕ µ . If g i j denotes the inverse metric, we immediately get
Now fix unit vectorsω 1 ∈ S p−1 ,ω 2 ∈ S q−1 , and identify the tangent spaces to S p−1 and S q−1 at the pointsω 1 andω 2 withω ⊥ 1 andω ⊥ 2 (the orthogonal complements ofω 1 andω 2 in v and z, respectively). We choose coordinates (ρ, φ, θ α , ϕ µ ) such that
and so that the vectors ∂ θ 1 , . . . , ∂ θ p−1 and ∂ ϕ 1 , . . . , ∂ ϕ q−1 form orthonormal bases ofω ⊥ 1 andω ⊥ 2 at the point (ρ, φ,ω 1 ,ω 2 ) ∈ S p+q . Then, using (4.14), it is not difficult to prove that the metric (4.13) takes the following block-diagonal form at (ρ, φ,ω 1 ,ω 2 ): 15) where the 2 × 2 block in the plane (φ, θ 1 ) is
The inverse of this block is The Riemannian volume element on B is given in geodesic polar coordinates by dr dσ S(r ) , where dσ S(r ) is the induced measure on the Riemannian sphere S(r ), given by (see [27, Theorem 10] )
It follows that
where √ γ is given by (4.11) . (This formula can be checked by explicit computation of the lower block in (4.15) .)
The "biradial" part of L S(r ) , i.e., the part involving only the derivatives with respect to ρ and φ, reduces to, at (ρ, φ,ω 1 ,ω 2 ),
Finally, using (4.14), (4.15), and the identity g i j g jk = δ k i , one can prove that
The result (4.7) follows at the point (ρ, φ,ω 1 ,ω 2 ) (and hence at any point of S p+q ), with D 1 the biradial part of L S p+q , given by the first line in (4.12), and with
Remark 5. In the symmetric case one can use a moving frame made of horizontal-vertical vector fields to prove the following formula for the angular Laplacian:
where L Ω is the "vertical" Laplacian along the fibers of the Hopf bundle associated with the term Ω 2 in (2.8). However, while the vector ∂ ρ is horizontal, the vectors ∂ φ and ∂ θ 1 are neither horizontal nor vertical. For example, consider the hermitian symmetric case of q = 1, 
The vector field
is precisely the generator of the Hopf action along the fibers isomorphic to S 1 at each point of S 2n−1 (compare with the 1-form Ω in (2.1)).
Non radial eigenfunctions on N A
We first recall some facts about associated Jacobi functions and some related analysis. For α > β > − 1 2 , and k, l ∈ Z, k ≥ l ≥ 0, define
occur in the addition formula for Jacobi functions [22, Theorem 8.1] and for Jacobi polynomials [20, (4.14) ]. They can be rewritten as orthogonal polynomials in the two variables ρ 2 , ρ cos φ on a region bounded by a straight line and a parabola. (See [21, (3.9) ], and [20, Theorem (3.1)].) They are eigenfunctions of the following two commuting 2nd-order partial differential operators:
namely one can easily verify that 1 Moreover, the set
is an orthogonal system on the upper half unit disk D + (defined by 0 ≤ ρ ≤ 1 and 0 ≤ φ ≤ π if we think of (ρ, φ) as polar coordinates) with respect to the measure
(See [22, (5.25) , (8. 3)], [14, (3.7) and Theorem 5] .) The L 2 -norm ∥χ
k,l ) −1 is given by [22, (8.4) ]. 
and P(x, n) is the Poisson kernel on N A [9] . Explicitly, if a t = e t ∈ A, and n = (V, Z ) ∈ N , then
and
Note that the final expression is well defined also at ω = (0, 1, 0) (i.e., (ρ, φ) = (1, 0)), corresponding to the point at infinity in the boundary N ∪ {∞} of N A. By computing the jacobian of the map C 0 , one obtains the following relation between the measures dn on N and dσ 0 on S p+q [27, (28) Section 4.6]:
The volume element dσ 0 is given by (4.10) in bispherical coordinates. For an M-invariant function χ on S p+q depending only on ρ, φ, we get (with obvious notations)
where dm α,β (ρ, φ) is the measure (5.4) (with α and β given by (5.11)). Using (5.20), we can then rewrite (5.12) as
This is just (5.16) for x = a t ∈ A, since φ λ,k,l (t) = f λ,k,l (a t ), as we now prove. Indeed, write x = a t = exp(t H ) = Exp(t H ) ∈ A, where H is a unit vector of a, for example take H = (0, 1, 0) ∈ S p+q . If t > 0, then the geodesic polar coordinates of x are just (r, ω) = (t, H ). Now H corresponds to (ρ, φ) = (1, 0) (cf. (4.3) ). But χ k,l (1, 0) = 1 (by (5.1)) , and the result follows from (5.9). If t < 0, then (r, ω) = (−t, −H ), and −H = (0, −1, 0) corresponds to (ρ, φ) = (1, π ). Now χ k,l (1, π ) = (−1) k−l , and φ λ,k,l (−t) = (−1) k+l φ λ,k,l (t) (by (5.10)), so (5.9) yields again f λ,k,l (a t ) = (−1) k−l φ λ,k,l (−t) = φ λ,k,l (t). 
However (5.21) holds for any x ∈ N A, and not just for x = a t ∈ A. We refer to [13] for a proof of (5.21) involving the Radon transform and the method of "descent" to complex hyperbolic spaces. Note that the two sides of (5.16), as functions of x ∈ N A, are both (M-invariant) eigenfunctions of L with eigenvalue −(λ 2 + Q 2 /4), and coincide for x ∈ A, but this is not enough to conclude their equality for all x ∈ N A. A direct proof seems quite complicated. In the radial case it amounts to proving directly that the right-hand side of (5.16) is a radial function of x ∈ N A. For generic (k, l) formula (5.16), with x = na t , is equivalent to the identity
where (r (na t ), ω(na t )) are the geodesic polar coordinates of x = na t . In the ball model, by writing C 0 (n ′ ) = ω ′ ∈ S p+q and C(na t ) = b = Rω ∈ B, with ω ∈ S p+q and R = th r 2 , and using C(a r ) = R H, H = (0, 1, 0) ∈ S p+q , we see that formula (5.15) for generic b ∈ B is equivalent to the identity 22) ∀ω ∈ S p+q . In the radial case (k = l = 0) this simply says that the left-hand side is a radial function on B.
Using the Radon transform as in the radial case (see [13, p. 639] , and [25, Theorem 3.3] ), one can prove that (5.16) with x ∈ N A remains true also for (k, l) ̸ = (0, 0).
As regards a direct proof of (5.22) Proof. Let λ ∈ R. Then the map n → P λ (e, n) is in L 2 (N ), since ⟨P λ (e, ·), P λ (e, ·)⟩ =  N P λ (e, n)P λ (e, n) dn =  N P λ (e, n)P −λ (e, n) dn =  N P(e, n) dn = 1.
By analytic continuation we get ⟨P λ (e, ·), P λ (e, ·)⟩ = 1 (∀λ ∈ C).
More generally, for λ ∈ R and k, l as in (5.1), the maps n → P λ (e, n)χ k,l (C 0 (n)) are in L 2 (N ), and they are orthogonal to each other:
For λ ∈ C we get the analogous formula with λ → λ in the second entry of the scalar product. A simple computation shows that for λ ∈ C, x ∈ N A, and n ∈ N , (π λ (x)P λ (e, ·)) (n) = P λ (x, n).
It follows that for any x ∈ N A, ⟨π λ (x)P λ (e, ·), P λ (e, ·)χ k,l • C 0 ⟩ =  N P λ (x, n)P −λ (e, n) χ k,l (C 0 (n)) dn =  N Q λ (x, n) χ k,l (C 0 (n)) P(e, n) dn.
The result (5.24) follows from (5.16) and Remark 8. The converse result is, to date, still unproved. (A partial result that uses the Radon transform and reduction to complex hyperbolic spaces appears in [28] . A Paley-Wiener theorem for non radial functions on N A supported in a set whose boundary is a horocycle was obtained in [3] . A Paley-Wiener theorem for the inverse Fourier transform on N A has been proved recently in [4] .) It is expected that the non-radial eigenfunctions computed here should play a role in proving the "difficult" part of the Paley-Wiener theorem on N A. In fact the eigenfunctions f λ,k,l should provide the analogue, for N A, of the "expansion into K-types" of f , which is an essential tool for the proof of the Paley-Wiener theorem in the symmetric case [16] .
