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ABSTRACT
We study the problem of missing data imputation for graph signals
from signed one-bit quantized observations. More precisely, we con-
sider that the true graph data is drawn from a distribution of signals
that are smooth or bandlimited on a known graph. However, instead
of observing these signals, we observe a signed version of them and
only at a subset of the nodes on the graph. Our goal is to estimate the
true underlying graph signals from our observations. To achieve this,
we propose a generative adversarial network (GAN) where the key
is to incorporate graph-aware losses in the associated minimax opti-
mization problem. We illustrate the benefits of the proposed method
via numerical experiments on hand-written digits from the MNIST
dataset.
Index Terms— Deep graph learning, graph signals, generative
adversarial networks, missing data, one-bit quantization.
1. INTRODUCTION
Networks and network data are ubiquitous in contemporary applica-
tions. Every day, millions of devices are gathering unprecedented
amounts of information with complex irregular structure, calling for
new models and tools to understand and process the collected data.
Representing the irregular structure using a graph and modeling the
information as graph signals defined on the nodes of this graph has
emerged as a rigorous and efficient alternative to deal with the intri-
cacies of contemporary data. A broad range of graph signals exist,
with meaningful examples including neural activity defined on the
regions of a brain network, the spread of a rumor on a social network,
and the delay experienced at each station of a subway network. In
recent years, the processing of graph signals has attracted a lot of
attention from the statistics, machine learning (ML), and signal pro-
cessing (SP) communities, with relevant results including sampling
and inpainting [1–7], denoising [8–10], filtering [11, 12], and deep
graph convolutional architectures [13–15] for graph supported data.
While the progress achieved in recent years has been notewor-
thy, the existing results exhibit some limitations. Signals are typi-
cally continuous and most of the observation models are linear. More
importantly, the majority of the schemes fail to account for the fact
that modern datasets oftentimes have missing data or outliers that
corrupt the observed (nodal) values. Indeed, data imputation mecha-
nisms that leverage the graph structure and are able to deal with non-
linearities are essential for the subsequent application of processing
tools on the data, and are the subject of this work.
In particular, this paper puts forth a graph-regularized generative
adversarial network (GAN) architecture for graph data imputation
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from quantized (signed) observations. More precisely, we consider
a graph signal which is assumed to vary smoothly across a known
graph. We further assume that the signal is not fully observed and
that we only have access to the quantized version of the signal at
a subset of the nodes (e.g., a few sensors sending quantized obser-
vations to a fusion center, or a few people in a social network re-
sponding to a yes/no question). Our approach is then to postulate a
GAN architecture that exploits the structure of the underlying graph
in learning how to impute (reconstruct) the unknown graph signal
values.
Related work and contributions. Sampling and ulterior recon-
struction is the most studied problem within the literature of SP
and ML for graphs [1–7]. Typical approaches consider linear ob-
servation models and then assume that the sought signals are either
smooth or bandlimited in the graph. However, those schemes face
a number of challenges when the observations are quantized or fol-
low a non-linear model. Deep learning architectures such as con-
volutional neural networks (CNNs) and GANs [16] have been suc-
cessfully used for the imputation and reconstruction of non-graph
data [17, 18], especially in scenarios where the observation model
is non-linear and a set of training samples exist. Equally important,
recent works have looked at the generalization of GAN architectures
to operate over graph signals, but for problems different from impu-
tation [19, 20]. Motivated by the previous discussion, and inspired
by the results in [17], this paper proposes a new GAN architecture
able to work with (one-bit) quantized measurements and giving rise
to reconstructed solutions that are either smooth or bandlimited in
the supporting graph. Our contributions are twofold: i) We incorpo-
rate the smoothness/bandlimited priors of graph SP methods into the
GAN framework to construct a novel imputation method for graph
signals; and ii) We illustrate the performance of this method for a
quantized signal model and compare it with state-of-the-art related
approaches.
2. PRELIMINARIES AND PROBLEM STATEMENT
A weighted and undirected graph G consists of a node set N of
known cardinality N , an edge set E of unordered pairs of elements
in N , and edge weights Aij ∈ R such that Aij = Aji 6= 0 for
all (i, j) ∈ E . The edge weights Aij are collected as entries of the
symmetric adjacency matrix A and the node degrees in the diagonal
matrix D := diag(A1). These are used to define the (combinato-
rial) Laplacian matrix L := D−A.
The main focus of this paper is not on processing graphs,
but signals defined on the nodes of a graph. Formally, let x =
[x1, ..., xN ]
T ∈ RN be a graph signal in which the ith element xi
denotes the signal value at node i of G with Laplacian L. The as-
sumption in graph SP is that the properties of the signal x depend on
the supporting graph. A simple but effective alternative to achieve
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this is to define a smoothness metric that quantifies how well the
signal matches the graph. The most widely used is the so-called
quadratic total variation based on the Laplacian matrix, which is
defined as
TV`2G (x) := x
TLx =
∑
(i,j)∈E
Aij(xi − xj)2. (1)
Clearly, TV`2G (x) penalizes signals x for which neighboring nodes
have very different values and, for constant signals, one has that
TV`2G (1) = 0. Other meaningful definitions for the total varia-
tion include TV`0G (x) :=
∑
(i,j)∈E Aij1{xi 6= xj}, with 1{·} de-
noting the indicator function, which promotes piece-wise constant
signals among densely connected communities and TV`1G (x) :=∑
(i,j)∈E Aij |xi−xj |, which can be understood as a convex relation
of the former.
More involved approaches to relate the properties of the signals
with the supporting graph consider that the signal x is bandlimited
on a frequency domain given by the eigenvectors of the so-called
graph shift operator. Such an operator is an N ×N matrix typically
set to either the adjacency A or the Laplacian L of G. Regardless
of the particular choice, suppose that the selected matrix is diagonal-
izable and let V = [v1, ...,vN ] collect its N eigenvectors. Then,
V−1 can be interpreted as the graph Fourier transform (GFT) for
graph signals and x is said to be K-bandlimited if x˜ = V−1x sat-
isfies that x˜k = 0 for all k > K. Assuming that the graph is undi-
rected (so that its matrix representations are symmetric and we have
that V−1 = VT ), let us define
BLKG (x) :=
∥∥[vK+1, ...,vN ]Tx∥∥22. (2)
Clearly, BLKG (x) measures the energy of x present in the frequen-
cies above K and we have that if x is purely K-bandlimited, then
BLKG (x) = 0.
2.1. Problem statement
Let x ∈ RN be a graph signal defined on a graph G. Suppose that
x is not observed at all the nodes but only at a subset of them. Let
m ∈ {0, 1}N denote a mask vector such that mi = 1 if the sig-
nal is observed at node i and mi = 0, otherwise. Furthermore, we
consider that the available observations do not correspond to the ac-
tual values of the signal x, but to s ∈ {−1, 1}N a one-bit quantized
(signed) version of it defined as si = sign(xi). The observed signal
is then
s¯ = m s = m sign(x), (3)
where  denotes the entry-wise product, sign is also applied entry-
wise, and the entries of s¯ are either −1, 0 or 1. Our goal is to de-
sign an architecture that, using s¯ as input, is able to estimate x. To
do so, we assume that we are given a collection of R observations
{s¯(r)}Rr=1 each of them corresponding to an independent maskm(r)
and a signal x(r) independently drawn from a common distribution
that is either smooth or bandlimited in G [cf. (1) and (2)]. With this
notation in place, we can formally state our problem.
Problem 1. Given a set of quantized graph signals with missing val-
ues {s¯(r)}Rr=1 generated as in (3), estimate the complete and contin-
uous associated signals {x(r)}Rr=1.
It should be noted that the proposed problem is more challeng-
ing than what it appears to be at first sight. First, even though the true
signals x(r) are assumed to be shaped by the graph, the (non-linear)
x
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<latexit sha1_base64="37oeOpp7KMcWs3rmMOYH6LdYu2Q=">AAACh3 icbVHLThsxFHWGPiB9hXbZjdWoUhejdBwQE3YUFnRJqwaQMlFke+4EC489sj2pImv+hG37T/wNzpBFE3okS0fnnGtf38sqKaxLkvtOtPPs+YuXu3vdV 6/fvH3X239/aXVtOIy5ltpcM2pBCgVjJ5yE68oALZmEK3Z7tvKvFmCs0OqXW1YwLelciUJw6oI06/UyRo3PSupuWOFt08x6/WSQtMBPCVmTPlrjYrbf mWW55nUJynFJrZ2QpHJTT40TXELTzWoLFeW3dA6TQBUtwcY4X4jKtnzq2280+HNwc1xoE45yuFX/rfa0tHZZshizMqRXPdttfyX+z5vUrhhNvVBV7UDx x8eKWmKn8WouOBcGuJPLQCg3IvSO+Q01lLswvW6WQxEm3Lbkmayh0r/BNP7n+Wnj0zQm5DAmx0mzGZwbALWRHMUkPYiPyVZQG6rmG3cOh8OYHCTxUdp 0w0rI9gKeksvhgCQD8uOwf3K6Xs4u+og+oS+IoBSdoO/oAo0RRwt0h/6gv9Fe9DU6ikaP0aizrvmANhB9ewAK1sOO</latexit><latexit sha1_base64="37oeOpp7KMcWs3rmMOYH6LdYu2Q=">AAACh3 icbVHLThsxFHWGPiB9hXbZjdWoUhejdBwQE3YUFnRJqwaQMlFke+4EC489sj2pImv+hG37T/wNzpBFE3okS0fnnGtf38sqKaxLkvtOtPPs+YuXu3vdV 6/fvH3X239/aXVtOIy5ltpcM2pBCgVjJ5yE68oALZmEK3Z7tvKvFmCs0OqXW1YwLelciUJw6oI06/UyRo3PSupuWOFt08x6/WSQtMBPCVmTPlrjYrbf mWW55nUJynFJrZ2QpHJTT40TXELTzWoLFeW3dA6TQBUtwcY4X4jKtnzq2280+HNwc1xoE45yuFX/rfa0tHZZshizMqRXPdttfyX+z5vUrhhNvVBV7UDx x8eKWmKn8WouOBcGuJPLQCg3IvSO+Q01lLswvW6WQxEm3Lbkmayh0r/BNP7n+Wnj0zQm5DAmx0mzGZwbALWRHMUkPYiPyVZQG6rmG3cOh8OYHCTxUdp 0w0rI9gKeksvhgCQD8uOwf3K6Xs4u+og+oS+IoBSdoO/oAo0RRwt0h/6gv9Fe9DU6ikaP0aizrvmANhB9ewAK1sOO</latexit><latexit sha1_base64="37oeOpp7KMcWs3rmMOYH6LdYu2Q=">AAACh3 icbVHLThsxFHWGPiB9hXbZjdWoUhejdBwQE3YUFnRJqwaQMlFke+4EC489sj2pImv+hG37T/wNzpBFE3okS0fnnGtf38sqKaxLkvtOtPPs+YuXu3vdV 6/fvH3X239/aXVtOIy5ltpcM2pBCgVjJ5yE68oALZmEK3Z7tvKvFmCs0OqXW1YwLelciUJw6oI06/UyRo3PSupuWOFt08x6/WSQtMBPCVmTPlrjYrbf mWW55nUJynFJrZ2QpHJTT40TXELTzWoLFeW3dA6TQBUtwcY4X4jKtnzq2280+HNwc1xoE45yuFX/rfa0tHZZshizMqRXPdttfyX+z5vUrhhNvVBV7UDx x8eKWmKn8WouOBcGuJPLQCg3IvSO+Q01lLswvW6WQxEm3Lbkmayh0r/BNP7n+Wnj0zQm5DAmx0mzGZwbALWRHMUkPYiPyVZQG6rmG3cOh8OYHCTxUdp 0w0rI9gKeksvhgCQD8uOwf3K6Xs4u+og+oS+IoBSdoO/oAo0RRwt0h/6gv9Fe9DU6ikaP0aizrvmANhB9ewAK1sOO</latexit><latexit sha1_base64="37oeOpp7KMcWs3rmMOYH6LdYu2Q=">AAACh3 icbVHLThsxFHWGPiB9hXbZjdWoUhejdBwQE3YUFnRJqwaQMlFke+4EC489sj2pImv+hG37T/wNzpBFE3okS0fnnGtf38sqKaxLkvtOtPPs+YuXu3vdV 6/fvH3X239/aXVtOIy5ltpcM2pBCgVjJ5yE68oALZmEK3Z7tvKvFmCs0OqXW1YwLelciUJw6oI06/UyRo3PSupuWOFt08x6/WSQtMBPCVmTPlrjYrbf mWW55nUJynFJrZ2QpHJTT40TXELTzWoLFeW3dA6TQBUtwcY4X4jKtnzq2280+HNwc1xoE45yuFX/rfa0tHZZshizMqRXPdttfyX+z5vUrhhNvVBV7UDx x8eKWmKn8WouOBcGuJPLQCg3IvSO+Q01lLswvW6WQxEm3Lbkmayh0r/BNP7n+Wnj0zQm5DAmx0mzGZwbALWRHMUkPYiPyVZQG6rmG3cOh8OYHCTxUdp 0w0rI9gKeksvhgCQD8uOwf3K6Xs4u+og+oS+IoBSdoO/oAo0RRwt0h/6gv9Fe9DU6ikaP0aizrvmANhB9ewAK1sOO</latexit>
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<latexit sha1_base64="zoSwJap4PoffYcb/EMutF+YdfiQ=">AAACf3icbVFNT+MwEHUDu0D3g68jF2ur1e4hquyCCL0hOMAR0BbQtlXlOJNi4diR7YBKlH/BFf4X/wY39EALT7L0 NO/N+GkmzqWwjpCXRrC0/OXryupa89v3Hz/XNza3Lq0uDIce11Kb65hZkEJBzwkn4To3wLJYwlV8ezzVr+7AWKHVPzfJYZixsRKp4Mz50v9BxtxNnJYP1WijRdqkBv5I6Iy00Axno83GaJBoXmSgHJfM2j4luRuWzDjBJVTNQWEhZ/yWjaHvqWIZ2BAndyK3NR+WdfwK//ZqglNt/FMO19X33SXLrJ1kcYjjzLunke2iPi1+pvULlx4MS6HywoHib5+lhcRO4+k+cCIMcCcnnjBu hM+O+Q0zjDu/teYggdRvto5UxrKAXN+DqcqLk6OqjKKQ0r2Qdkk1bxwbADXnPAhptBt26YJRG6bGczM7nU5Id0m4H1VNfxK6eICP5LLTpqRNz/dah0ez46yiHfQL/UUURegQnaIz1EMcKfSIntBz0Aj+BO2AvFmDxqxnG80h6L4CUI3Anw==</latexit><latexit sha1_base64="zoSwJap4PoffYcb/EMutF+YdfiQ=">AAACf3icbVFNT+MwEHUDu0D3g68jF2ur1e4hquyCCL0hOMAR0BbQtlXlOJNi4diR7YBKlH/BFf4X/wY39EALT7L0 NO/N+GkmzqWwjpCXRrC0/OXryupa89v3Hz/XNza3Lq0uDIce11Kb65hZkEJBzwkn4To3wLJYwlV8ezzVr+7AWKHVPzfJYZixsRKp4Mz50v9BxtxNnJYP1WijRdqkBv5I6Iy00Axno83GaJBoXmSgHJfM2j4luRuWzDjBJVTNQWEhZ/yWjaHvqWIZ2BAndyK3NR+WdfwK//ZqglNt/FMO19X33SXLrJ1kcYjjzLunke2iPi1+pvULlx4MS6HywoHib5+lhcRO4+k+cCIMcCcnnjBu hM+O+Q0zjDu/teYggdRvto5UxrKAXN+DqcqLk6OqjKKQ0r2Qdkk1bxwbADXnPAhptBt26YJRG6bGczM7nU5Id0m4H1VNfxK6eICP5LLTpqRNz/dah0ez46yiHfQL/UUURegQnaIz1EMcKfSIntBz0Aj+BO2AvFmDxqxnG80h6L4CUI3Anw==</latexit><latexit sha1_base64="zoSwJap4PoffYcb/EMutF+YdfiQ=">AAACf3icbVFNT+MwEHUDu0D3g68jF2ur1e4hquyCCL0hOMAR0BbQtlXlOJNi4diR7YBKlH/BFf4X/wY39EALT7L0 NO/N+GkmzqWwjpCXRrC0/OXryupa89v3Hz/XNza3Lq0uDIce11Kb65hZkEJBzwkn4To3wLJYwlV8ezzVr+7AWKHVPzfJYZixsRKp4Mz50v9BxtxNnJYP1WijRdqkBv5I6Iy00Axno83GaJBoXmSgHJfM2j4luRuWzDjBJVTNQWEhZ/yWjaHvqWIZ2BAndyK3NR+WdfwK//ZqglNt/FMO19X33SXLrJ1kcYjjzLunke2iPi1+pvULlx4MS6HywoHib5+lhcRO4+k+cCIMcCcnnjBu hM+O+Q0zjDu/teYggdRvto5UxrKAXN+DqcqLk6OqjKKQ0r2Qdkk1bxwbADXnPAhptBt26YJRG6bGczM7nU5Id0m4H1VNfxK6eICP5LLTpqRNz/dah0ez46yiHfQL/UUURegQnaIz1EMcKfSIntBz0Aj+BO2AvFmDxqxnG80h6L4CUI3Anw==</latexit><latexit sha1_base64="zoSwJap4PoffYcb/EMutF+YdfiQ=">AAACf3icbVFNT+MwEHUDu0D3g68jF2ur1e4hquyCCL0hOMAR0BbQtlXlOJNi4diR7YBKlH/BFf4X/wY39EALT7L0 NO/N+GkmzqWwjpCXRrC0/OXryupa89v3Hz/XNza3Lq0uDIce11Kb65hZkEJBzwkn4To3wLJYwlV8ezzVr+7AWKHVPzfJYZixsRKp4Mz50v9BxtxNnJYP1WijRdqkBv5I6Iy00Axno83GaJBoXmSgHJfM2j4luRuWzDjBJVTNQWEhZ/yWjaHvqWIZ2BAndyK3NR+WdfwK//ZqglNt/FMO19X33SXLrJ1kcYjjzLunke2iPi1+pvULlx4MS6HywoHib5+lhcRO4+k+cCIMcCcnnjBu hM+O+Q0zjDu/teYggdRvto5UxrKAXN+DqcqLk6OqjKKQ0r2Qdkk1bxwbADXnPAhptBt26YJRG6bGczM7nU5Id0m4H1VNfxK6eICP5LLTpqRNz/dah0ez46yiHfQL/UUURegQnaIz1EMcKfSIntBz0Aj+BO2AvFmDxqxnG80h6L4CUI3Anw==</latexit>
Hint
h
<latexit sha1_base64="HXFD8qu9DssJJOU+p/kSrub9z6Q=">AAACf3icbVFNTxsxEHWWftBAC6FHLl YjBIdVZAfEJjdED3CkFQFEEkVe72xi4bVXtpcqWu2/4Er/V/8NzpJDE3iSpad5b8ZPM3EuhXWE/GsEGx8+fvq8+aW5tf31285ua+/G6sJwGHAttbmLmQUpFAyccBLucgMsiyXcxg8/F/rtIxgrtLp28xzGGZsqkQrOn C/djzLmZnFazqrJbpt0SA38ltAlaaMlriatxmSUaF5koByXzNohJbkbl8w4wSVUzVFhIWf8gU1h6KliGdgQJ48itzUfl3X8Ch94NcGpNv4ph+vq/90ly6ydZ3GI48y7F5Htur4ovqcNC5f2xqVQeeFA8dfP0kJip/Fi HzgRBriTc08YN8Jnx3zGDOPOb605SiD1m60jlbEsINd/wFTl74vzqoyikNKTkPZJtWqcGgC14uyFNDoO+3TNqA1T05WZ3W43pMckPI2qpj8JXT/AW3LT7VDSob9O2mfny+Nson30Ax0hiiJ0hi7RFRogjhR6Qs/ob9A IDoNOQF6tQWPZ8x2tIOi/ACs3wI0=</latexit><latexit sha1_base64="HXFD8qu9DssJJOU+p/kSrub9z6Q=">AAACf3icbVFNTxsxEHWWftBAC6FHLl YjBIdVZAfEJjdED3CkFQFEEkVe72xi4bVXtpcqWu2/4Er/V/8NzpJDE3iSpad5b8ZPM3EuhXWE/GsEGx8+fvq8+aW5tf31285ua+/G6sJwGHAttbmLmQUpFAyccBLucgMsiyXcxg8/F/rtIxgrtLp28xzGGZsqkQrOn C/djzLmZnFazqrJbpt0SA38ltAlaaMlriatxmSUaF5koByXzNohJbkbl8w4wSVUzVFhIWf8gU1h6KliGdgQJ48itzUfl3X8Ch94NcGpNv4ph+vq/90ly6ydZ3GI48y7F5Htur4ovqcNC5f2xqVQeeFA8dfP0kJip/Fi HzgRBriTc08YN8Jnx3zGDOPOb605SiD1m60jlbEsINd/wFTl74vzqoyikNKTkPZJtWqcGgC14uyFNDoO+3TNqA1T05WZ3W43pMckPI2qpj8JXT/AW3LT7VDSob9O2mfny+Nson30Ax0hiiJ0hi7RFRogjhR6Qs/ob9A IDoNOQF6tQWPZ8x2tIOi/ACs3wI0=</latexit><latexit sha1_base64="HXFD8qu9DssJJOU+p/kSrub9z6Q=">AAACf3icbVFNTxsxEHWWftBAC6FHLl YjBIdVZAfEJjdED3CkFQFEEkVe72xi4bVXtpcqWu2/4Er/V/8NzpJDE3iSpad5b8ZPM3EuhXWE/GsEGx8+fvq8+aW5tf31285ua+/G6sJwGHAttbmLmQUpFAyccBLucgMsiyXcxg8/F/rtIxgrtLp28xzGGZsqkQrOn C/djzLmZnFazqrJbpt0SA38ltAlaaMlriatxmSUaF5koByXzNohJbkbl8w4wSVUzVFhIWf8gU1h6KliGdgQJ48itzUfl3X8Ch94NcGpNv4ph+vq/90ly6ydZ3GI48y7F5Htur4ovqcNC5f2xqVQeeFA8dfP0kJip/Fi HzgRBriTc08YN8Jnx3zGDOPOb605SiD1m60jlbEsINd/wFTl74vzqoyikNKTkPZJtWqcGgC14uyFNDoO+3TNqA1T05WZ3W43pMckPI2qpj8JXT/AW3LT7VDSob9O2mfny+Nson30Ax0hiiJ0hi7RFRogjhR6Qs/ob9A IDoNOQF6tQWPZ8x2tIOi/ACs3wI0=</latexit><latexit sha1_base64="HXFD8qu9DssJJOU+p/kSrub9z6Q=">AAACf3icbVFNTxsxEHWWftBAC6FHLl YjBIdVZAfEJjdED3CkFQFEEkVe72xi4bVXtpcqWu2/4Er/V/8NzpJDE3iSpad5b8ZPM3EuhXWE/GsEGx8+fvq8+aW5tf31285ua+/G6sJwGHAttbmLmQUpFAyccBLucgMsiyXcxg8/F/rtIxgrtLp28xzGGZsqkQrOn C/djzLmZnFazqrJbpt0SA38ltAlaaMlriatxmSUaF5koByXzNohJbkbl8w4wSVUzVFhIWf8gU1h6KliGdgQJ48itzUfl3X8Ch94NcGpNv4ph+vq/90ly6ydZ3GI48y7F5Htur4ovqcNC5f2xqVQeeFA8dfP0kJip/Fi HzgRBriTc08YN8Jnx3zGDOPOb605SiD1m60jlbEsINd/wFTl74vzqoyikNKTkPZJtWqcGgC14uyFNDoO+3TNqA1T05WZ3W43pMckPI2qpj8JXT/AW3LT7VDSob9O2mfny+Nson30Ax0hiiJ0hi7RFRogjhR6Qs/ob9A IDoNOQF6tQWPZ8x2tIOi/ACs3wI0=</latexit>
m
<latexit sha1_base64="JN+XVcwbc5a1L8N9vZ7QpEKHSsw=">AAACf3icbVFNTxsxEHWWttD 0K9AjF6tR1R5WkR2iLrkheihHQARQkyjyemeDhT9WthcUrfZfcKX/q/+mzpJDE3iSpad5b8ZPM2khhfOE/G1FW69ev9needt+9/7Dx0+d3b1LZ0rLYcSNNPY6ZQ6k0DDywku4LiwwlUq4Sm9/LvWr O7BOGH3hFwVMFZtrkQvOfCj9nijmb9K8UvWs0yU90gA/J3RFumiF09luazbJDC8VaM8lc25MSeGnFbNecAl1e1I6KBi/ZXMYB6qZAhfj7E4UruHTqolf469BzXBubHja46b6f3fFlHMLlcY4VcG9j Ow29WXxJW1c+vxwWgldlB40f/osLyX2Bi/3gTNhgXu5CIRxK0J2zG+YZdyHrbUnGeRhs02kKpUlFOYebF2d/zquqySJKR3EdEjqdePcAug152FMk4N4SDeMxjI9X5vZ7/djekDiH0ndDiehmwd4Ti 77PUp69GzQPTpeHWcH7aMv6DuiKEFH6ASdohHiSKMH9Ij+RK3oW9SLyJM1aq16PqM1RMN/NZbAkg==</latexit><latexit sha1_base64="JN+XVcwbc5a1L8N9vZ7QpEKHSsw=">AAACf3icbVFNTxsxEHWWttD 0K9AjF6tR1R5WkR2iLrkheihHQARQkyjyemeDhT9WthcUrfZfcKX/q/+mzpJDE3iSpad5b8ZPM2khhfOE/G1FW69ev9needt+9/7Dx0+d3b1LZ0rLYcSNNPY6ZQ6k0DDywku4LiwwlUq4Sm9/LvWr O7BOGH3hFwVMFZtrkQvOfCj9nijmb9K8UvWs0yU90gA/J3RFumiF09luazbJDC8VaM8lc25MSeGnFbNecAl1e1I6KBi/ZXMYB6qZAhfj7E4UruHTqolf469BzXBubHja46b6f3fFlHMLlcY4VcG9j Ow29WXxJW1c+vxwWgldlB40f/osLyX2Bi/3gTNhgXu5CIRxK0J2zG+YZdyHrbUnGeRhs02kKpUlFOYebF2d/zquqySJKR3EdEjqdePcAug152FMk4N4SDeMxjI9X5vZ7/djekDiH0ndDiehmwd4Ti 77PUp69GzQPTpeHWcH7aMv6DuiKEFH6ASdohHiSKMH9Ij+RK3oW9SLyJM1aq16PqM1RMN/NZbAkg==</latexit><latexit sha1_base64="JN+XVcwbc5a1L8N9vZ7QpEKHSsw=">AAACf3icbVFNTxsxEHWWttD 0K9AjF6tR1R5WkR2iLrkheihHQARQkyjyemeDhT9WthcUrfZfcKX/q/+mzpJDE3iSpad5b8ZPM2khhfOE/G1FW69ev9needt+9/7Dx0+d3b1LZ0rLYcSNNPY6ZQ6k0DDywku4LiwwlUq4Sm9/LvWr O7BOGH3hFwVMFZtrkQvOfCj9nijmb9K8UvWs0yU90gA/J3RFumiF09luazbJDC8VaM8lc25MSeGnFbNecAl1e1I6KBi/ZXMYB6qZAhfj7E4UruHTqolf469BzXBubHja46b6f3fFlHMLlcY4VcG9j Ow29WXxJW1c+vxwWgldlB40f/osLyX2Bi/3gTNhgXu5CIRxK0J2zG+YZdyHrbUnGeRhs02kKpUlFOYebF2d/zquqySJKR3EdEjqdePcAug152FMk4N4SDeMxjI9X5vZ7/djekDiH0ndDiehmwd4Ti 77PUp69GzQPTpeHWcH7aMv6DuiKEFH6ASdohHiSKMH9Ij+RK3oW9SLyJM1aq16PqM1RMN/NZbAkg==</latexit><latexit sha1_base64="JN+XVcwbc5a1L8N9vZ7QpEKHSsw=">AAACf3icbVFNTxsxEHWWttD 0K9AjF6tR1R5WkR2iLrkheihHQARQkyjyemeDhT9WthcUrfZfcKX/q/+mzpJDE3iSpad5b8ZPM2khhfOE/G1FW69ev9needt+9/7Dx0+d3b1LZ0rLYcSNNPY6ZQ6k0DDywku4LiwwlUq4Sm9/LvWr O7BOGH3hFwVMFZtrkQvOfCj9nijmb9K8UvWs0yU90gA/J3RFumiF09luazbJDC8VaM8lc25MSeGnFbNecAl1e1I6KBi/ZXMYB6qZAhfj7E4UruHTqolf469BzXBubHja46b6f3fFlHMLlcY4VcG9j Ow29WXxJW1c+vxwWgldlB40f/osLyX2Bi/3gTNhgXu5CIRxK0J2zG+YZdyHrbUnGeRhs02kKpUlFOYebF2d/zquqySJKR3EdEjqdePcAug152FMk4N4SDeMxjI9X5vZ7/djekDiH0ndDiehmwd4Ti 77PUp69GzQPTpeHWcH7aMv6DuiKEFH6ASdohHiSKMH9Ij+RK3oW9SLyJM1aq16PqM1RMN/NZbAkg==</latexit>
Fig. 1: A schematic view of the proposed GAN architecture for a
single graph signal x. The signal is first quantized and then masked
to obtain the observed signal s¯ [cf. (3)]. The generator Gθ processes
s¯ along with random noise z to obtain an estimate xˆ of the original
signal x. The discriminator Dψ is given a signed version of xˆ along
with a hint h containing the true masking information for every node
except for a randomly chosen node n. Based on this information,Dψ
seeks to estimate the probability that node n was indeed observed by
the generator.
quantization precludes a straightforward application of the associ-
ated graph regularizers. Second, and more importantly, at no point
we have access to any complete and continuous signal x(r), poten-
tially compromising the success of learning-based methods due to
the access to a relatively poor training set. As will be presented next,
a GAN-based approach can achieve satisfactory results even in this
unfavorable scenario.
3. GENERATIVE ADVERSARIAL NETWORK FOR
GRAPH SIGNAL IMPUTATION
We now introduce our GAN approach for signal imputation inspired
by [17]. The main differences with this prior work lie on the consid-
eration of graph regularizers for the generator and the quantization
model for the masked signal. As will be seen in Section 4, the in-
troduced modifications improve the performance for the considered
cases. Our architecture is summarized in Fig. 1.
The generator takes as inputs the observed realizations s¯ ∈
{−1, 0, 1}N (we drop the superscript (r) in this section for concise-
ness) as well as independent white Gaussian noise z ∈ RN that will
be used to drive the imputation of the missing entries in s¯ (those
with value zero). Notice that the mask m can be inferred from s¯,
i.e., mi = 1 if |si| = 1 and mi = 0 otherwise. The output of the
generator function G is then given by
xˆ = Gθ(s¯, (1−m) z), (4)
which seeks to replicate the true underlying signal x [cf. (3)]. In this
paper, we represent the generator function as a feedforward neural
network Gθ with trainable parameters that are set via backpropaga-
tion to minimize the loss that will be introduced in (7)-(9). However,
since the loss of the generator depends on the performance of the
discriminator, let us introduce the discriminator first.
The objective of the discriminator is to detect the nodes with
missing entries in the original graph signal that served as input to the
generator, i.e., it tries to detect the positions of the zeros in s¯ from
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Fig. 2: Learning curves. (a) and (b) Cross-entropy loss of the generator and discriminator networks. The results in (a) and (b) demonstrate that
the discriminator and generator losses in the proposed method converge faster than those in GAIN. (c) and (d) RMSE training and test loss.
The results from (c) and (d) show that the proposed GAN architecture learns and imputes the missing data accurately, outperforming GAIN.
sign(xˆ). Intuitively, if the discriminator cannot identify these nodes,
it implies that the generator has imputed the data correctly, since it is
hard to tell apart the true observations from the imputations. The task
at the discriminator is especially hard given that at no point we have
fully observed training data. Hence, we follow the idea of providing
a hint to the discriminator advocated in [17]. More precisely, for
each signal we choose one node uniformly at random, say node n,
and then generate the hint vector h ∈ {0, 0.5, 1}N where hn = 0.5
and hn′ = mn′ for all n′ 6= n. Given h, the discriminator knows
the true mask values for every node except for node n and needs
to determine if the original signal was observed at node n or not.
Formally, the discriminator function D is given by
pn = Dψ(sign(xˆ),h), (5)
where pn is the assigned probability that the value at node n was
indeed observed by the generator, i.e., the probability that mn =
1. As done for the generator, we represent the discriminator as a
feedforward neural network with parameters ψ. As a loss function
for the discriminator we consider the well-established cross entropy
LDθ,ψ(pn,mn) = −[mn log(pn) + (1−mn) log(1− pn)], (6)
where we have made explicit the dependence on the neural network
parameters θ and ψ of both the generator and the discriminator.
Regarding the loss function of the generator, this will consist of
three terms
LG1θ,ψ(pn,mn) = −(1−mn) log(pn), (7)
LG2θ (s¯, xˆ) =
N∑
i=1
mi(s¯i − sign(xˆi))2, (8)
LG3θ (xˆ) = TV`2G (xˆ). (9)
The loss in (7) is minimized when the generator is able to deceive the
discriminator, i.e., when this latter assigns a high probability pn to a
node that was not observed mn = 0. The loss in (8) promotes that
the signs of the output of the generator xˆ coincide with the true ob-
served signs in s¯. Finally, the loss in (9) enforces that the generated
signal xˆ is smooth on the underlying graph [cf. (1)]. As discussed
in Section 2, this loss can be replaced by other graph regularizers in
order to promote different signal models. Notice that the losses in
(8) and (9) do not depend on the discriminator and simply force the
generator to create smooth signals that have the right sign pattern.
By contrast, the loss in (7) ties the generator and the discrimina-
tor performances giving rise to the classical adversarial setting of
GANs. More precisely, we define our objective in terms of the min-
imax problem
min
θ
max
ψ
− LDθ,ψ(pn,mn) + LG1θ,ψ(pn,mn)
+ αLG2θ (s¯, xˆ) + βLG3θ (xˆ), (10)
where the scalars α and β control the trade-off between the differ-
ent components of the loss function at the generator. As typically
done, we optimize (10) in an iterative manner where we first fix θ
and update the parameters of the discriminator via mini-batch train-
ing, followed by fixing ψ and updating the values of θ accordingly.
More details on the implementation and hyperparameter selection
are given in the next section.
4. NUMERICAL RESULTS
The generator and discriminator networks are modeled as fully con-
nected neural networks each having a depth of 3 layers (including the
output layer). The number of hidden nodes in each layer is 256, 128,
and 784, respectively. We use tanh(·) as the nonlinear activation
function at all layers of the generator network. For the discriminator
network, we use tanh(·) as the activation function at all the inter-
mediate layers, while we use the sigmoid(·) activation function at
the output layer. The hyperparameters α and β in (10) are selected
via cross-validation. The proposed architecture is implemented in
Python using the TensorFlow API [21] with the ADAM stochastic
optimizer [22].
In this section, we evaluate the performance of the proposed
method using a real-world dataset, namely, the MNIST handwrit-
ten digits dataset [23]. We consider 55, 000 images for training and
10, 000 images for testing. Each image of size 28 × 28 pixels is
vectorized to yield a vector x ∈ R784. We use the k-nearest neigh-
bors method with a nodal degree of 20 to construct a graph with 784
nodes (pixels) from the available training data. We consider data
with 50% missing entries for all the experiments. The entries of the
mask are generated independently and identically (across both pix-
els and experiments) using a Bernoulli distribution with a success
probability of 0.5.
To demonstrate the performance of the proposed method, we
consider: i) GAIN [17], which is obtained by setting the tuning pa-
rameter β = 0, and ii) a non-deep learning approach based on gra-
dient descent. Specifically, we use the following update equation for
the gradient descent
x(i+1) = x(i) − µ∇J(x(i)),
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Fig. 3: Error between the imputed and the ground truth signals for the three compared methods. The decrease in error observed in (a) is a
manifestation of effective learning for our proposed method.
where µ is the step size. Here, ∇J(x) is the gradient vector of
the graph Laplacian regularized loss function J(x) = ‖s¯ − m 
tanh(x)‖22 + βTV`2G (x), where we use tanh(·) to approximate
sign(·). We use µ = 0.01 and stop the gradient descent update
at the 40th iteration after which the error increases; see Fig. 3c.
Fig. 2 plots different learning curves. In Fig. 2a the convergence
of the generator and discriminator cross-entropies for the proposed
architecture are shown. Since the generator loss is clearly below the
discriminator loss, the discriminator fails to distinguish between the
imputed and observed values. In the case of GAIN, although the
loss of the discriminator converges, as can be seen in Fig. 2b, the
generator loss is larger than the discriminator loss, revealing that the
generator fails to impute the missing entries accurately.
Fig. 2c and Fig. 2d show the behavior of the learning curves
across epochs. The mean-squared error (averaged over the training
data) between the observed and imputed data at the pixels corre-
sponding to the observed data is referred to as training loss. Further,
the mean-squared error (averaged over the training data) between the
imputed data and the ground truth at the missing entries is referred to
as testing loss. Fig. 2c shows that the mean-squared error decreases
as the number of epochs increases, which indicates that the generator
is learning the underlying data distribution and imputing the missing
entries accurately. In the case of GAIN, both the training and testing
losses are not improving with the number of epochs. This means that
GAIN is not learning the underlying data distribution.
Fig. 3 illustrates the mean-squared error (averaged over 10000
test images) between the recovered data and the ground truth for
different epochs, while for Fig. 3c to compute the mean-squared er-
ror we averaged over 100 test images. Fig. 3a shows that the error
converges for the proposed method. Whereas, in the case of GAIN
and the gradient descent method, the error either does not converge
or converges to a very high level, as shown in Fig. 3b and Fig. 3c,
respectively.
The results of the imputed pixels along with observed data are
shown in Fig. 4. The first row shows the observed data with 50%
missing entries. The rows from second to fifth show the recovered
images for a different number of epochs (250, 500, 750, 1000) or it-
erations (10, 20, 30, 50) in the case of the gradient descent method.
The last row represents the ground truth. As the number of epochs
increases, the proposed method imputes the missing data more ac-
curately as compared to GAIN and the iterative gradient descent
method.
Table 1, shows the average error between the imputed test im-
ages and the ground truth. One can observe that the average error of
the proposed method is significantly smaller than that of the consid-
Fig. 4: Recovery of MNIST digits from data with 50% missing en-
tries. The first row represents the observed data with 50% missing
entries. The second to fifth rows of the image represent the recovered
images for different epochs (250, 500, 750, 1000) or iterations. The
last row represents the ground truth. The proposed method imputes
the missing data accurately as compared to the other approaches.
Table 1: Error comparison averaged across 10, 000 test samples
with 50% missing entries.
Method Error
Proposed 0.36
GAIN [17] 1.12
Iterative gradient descent 0.49
ered baseline approaches.
5. CONCLUSIONS AND FUTUREWORK
We developed a deep learning method for the recovery of smooth
graph signals from quantized observations and missing data. The
success of the proposed method hinges on combining the flexibil-
ity and proven empirical value of GANs with graph regularizers
that promote the desired signal structure. Current and future work
includes consideration of multi-bit quantization and non-scalar ob-
servation models, exhaustive comparisons with other reconstruction
methods, and consideration of architectures that incorporate the un-
derlying graph structure in the functional forms of the generator and
the discriminator, thus departing from feedforward neural networks
and relying on more specialized graph convolutional networks.
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