THE ORTHOGONAL CASE ROBERT I. JENNRICH Component loss functions (CLFs) are used to generalize the quaxtimax criterion for orthogonal rotation in factor analysis. These replace the fourth powers of the factor loadings by an arbitrary function of the second powers. Criteria of this form were introduced by a number of authors, primarily Katz and Rohlf (1974) and Rozeboom (1991), but there has been essentially no follow-up to this work. A method so simple, natural, and general deserves to be investigated more completely. A number of theoretical results axe derived including the fact that any method using a concave CLF will recover perfect simple structure whenever it exists, and there axe methods that will recover Thurstone simple structure whenever it exists. Specific CLFs are identified and it is shown how to compare these using standardized plots. Numerical examples axe used to illustrate and compare CLF and other methods. Sorted absolute loading plots are introduced to aid in comparing results and setting parameters for methods that require them.
Introduction
The rotation problem in factor analysis arises from a desire to find a simple and contextually meaningful relation between items and factors. Rotation methods attempt to achieve this by rotating factors to produce simple loading matrices. Unfortunately, simple loading matrices are not well defined. Thurstone has set forth a number of general principles which, vaguely stated, say a large number of small loadings and a few large ones are what one should attempt to achieve. Actually Thurstone's (1935, p. 156 ) conditions are precise, but in general unattainable and hence at best can only be approximated. At first attempts were made to approximate Turnstone's conditions by visually rotating hyperplanes in two-dimensional plots in an effort to maximize the number of items close to the hyperplanes. This number is called a hyperplane count. Eber (1966) attempted to implement this procedure analytically, but the hyperplane count criterion has serious discontinuities that make analytic rotation difficult. A breakthrough came when Katz and Rohlf (1974) replaced the zero-one hyperplane count for each item by a smooth function of its hyperplane distance. They considered a two-parameter family of such functions. Rozeboom (1991) introduced a more flexible four-parameter family and applied it directly to the loadings rather than to hyperplane distances. He also allowed the possibility that the function be an arbitrary growth function. We begin with this degree of generality without the growth function requirement.
More specifically, we consider a class of criteria that may be viewed as a generalization of the quartimax criterion (Newhaus & Rigley, 1954) . These are defined by an arbitrary component loss function (CLF) that is evaluated at the square of each component ,~ir of a loading matrix A. The sum of these losses is the value of the corresponding CLF criterion at A. These criteria include the Katz and Rohlf criteria, the Rozeboom criteria, and others that will be introduced. The CLF, or what might be called the generalized hyperplane count approach, has been largely overlooked, which is unfortunate because a method so simple, natural, and general needs to be
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Requests for reprints should be sent to Robert I. Jennrich, Dept. of Mathematics, University of California at Los Angeles, Los Angeles, CA 90095-1555, USA. PSYCHOMETRIKA more carefully considered if for no other reason than to understand why it should not be pursued. Actually, in the orthogonal case considered, an appropriate CLF method can handily outperform quartimax and varimax (Kaiser, 1958) . Also of interest is that Browne's (1972) partially specified target method and its generalization to Kiers' (1994) SIMPLIMAX method may be viewed as weighted and iteratively re-weighted CLF methods, respectively.
A basic question is how the shape of a CLF affects the performance of the corresponding method. A number of theoretical results address this question. For example, a loading matrix is said to have perfect simple structure if each row has at most one nonzero element. This is also called a perfect cluster configuration. One might argue that a minimum requirement for any proper rotation method is that it finds perfect simple structure when it exists. It is shown that assuming only that a CLF is concave (i.e., curved downward) is sufficient to guarantee this. This is important because it provides clear simple guidance for constructing CLFs. A one-parameter family of criteria is introduced. Like the Katz and Rohlf and Rozeboom families, it is designed to produce as many small loadings as possible. It is shown that the local minima of this new family are identical to those of Kiers' SIMPLIMAX family. Moreover, when a Thurstone simple structure exists, it is a local minimizer of all criteria from the new family that have a sufficiently small parameter value.
In the orthogonal case considered, CLFs have three unnecessary degrees of freedom, which can make them difficult to compare by looking at their plots. It is shown how to use standardized plots to eliminate this problem. A simple new entropy criterion that works well is introduced. Its advantage is that it is parameter free so when using it there is no need to find appropriate parameter values. A variety of examples are used to compare CLF and other methods. Sorted absolute loading plots are introduced to aid in comparing results and choosing parameters for methods that require them.
We consider the orthogonal case not because it is more important, but because the theory and some of the computing is considerably simpler than that for the oblique case, which makes it a natural place to introduce basic ideas and results.
Rotation to Simple Loadings
Let A be a factor loading matrix and let Q(A) be the value of an orthogonal rotation criterion applied to A. Consider minimizing Q(A) over all orthogonal rotations of an initial loading matrix A, that is, over all A=AT where T is an arbitrary orthogonal matrix. A minimizing value of A is called a rotation of A corresponding to Q. Different criteria Q produce different rotations of A. Some standard rotation methods are formulated as maximization problems. When necessary we will re-formulate them as equivalent minimization problems.
To minimize Q over the orthogonal rotations of A we use the gradient projection algorithm of Jennrich (2001 Jennrich ( , 2002 . The GP algorithm converged to a stationary point in every application considered in this paper, including the random searches. The GP algorithm, together with examples of its use, may be downloaded from http ://www. star. ucla. edu/research/gpa/. Matlab, R(=S), SAS, and SPSS versions are given.
Component Loss Rotation Criteria
Let A be a p by k loading matrix with components )~ir. As defined in the Introduction, a rotation criterion Q of the form Q(A)= EEh(4)
