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SWITCHED LINEAR SYSTEMS
In the 1999 collection of Open Problems in Mathematical Systems and Control Theory, we proposed the problem of computing input-output gains of switched linear systems. Recent developments provided new insights into this problem leading to new questions.
A switched linear system is defined by a parameterized family of realizations {(A p , B p , C p , D p ) : p ∈ P}, together with a family of piecewise constant switching signals S := {σ : [0, ∞) → P}. Here we consider switched systems for which all the matrices A p , p ∈ P are Hurwitz. The corresponding switched system is represented bẏ x = A σ x + B σ u, y = C σ x + D σ u, σ ∈ S (1) and by a solution to (1), we mean a pair (x, σ) for which σ ∈ S and x is a solution to the time-varying systeṁ x = A σ(t) x + B σ(t) u, y = C σ(t) x + D σ(t) u, t ≥ 0.
(2) Given a set of switching signals S, we define the L 2 -induced gain of (1) by inf{γ ≥ 0 : y 2 ≤ γ u 2 , ∀u ∈ L 2 , x(0) = 0, σ ∈ S}, where y is computed along solutions to (1). The L 2 -induced gain of (1) can be viewed as a "worst case" energy amplification gain for the switched system, over all possible inputs and switching signals and is an important tool to study the performance of switched systems, as well as the stability of interconnections of switched systems.
PROBLEM DESCRIPTION
We are interested here in families of switching signals for which consecutive discontinuities are separated by no less than a positive constant called the dwell-time. Until recently? little more was known about g other than the following:
1. g is monotone decreasing 2. g is bounded below by
where T ∞ := sup [s]≥0 T (s) denotes the H ∞ -norm of a transfer matrix T . We recall that T ∞ is numerically equal to the L 2 -induced gain of any linear time-invariant system with transfer matrix T .
Item 1 is a trivial consequence of the fact that given two dwell-times τ D1 ≤ τ D2 , we have that
Item 2 is a consequence of the fact that every set S[τ D ], τ D > 0 contains all the constant switching signals σ = p, p ∈ P. It was shown in [2] that the lower-bound g static is strict and in general there is a gap between g static and g slow := lim
This means that even switching arbitrarily seldom, one may not be able to recover the L 2 -induced gains of the "unswitched systems." In [2] a procedure was given to compute g slow . Opposite to what had been conjectured, g slow is realization dependent and cannot be determined just from the transfer functions of the systems being switched.
The function g thus looks roughly like the ones shown in figure 4.1.1, where (a) corresponds to a set of realizations that remains stable for arbitrarily fast switching and (b) to a set that can exhibit unstable behavior for sufficiently fast switching [3] . In (b), the scalar τ min denotes the smallest dwell-time for which instability can occur for some switching signal in S[τ min ].
Several important basic questions remain open:
1. Under what conditions is g bounded? This is really a stability problem whose general solution has been eluding researchers for a while now (cf., the survey paper [3] and references therein).
2. In case g is unbounded (case (b) in figure 4.1.1), how to compute the position of the vertical asymptote? Or, equivalently, what is the smallest dwell-time τ min for which one can have instability? 3. Is g a convex function? Is it smooth (or even continuous)?
Even if direct computation of g proves to be difficult, answers to the previous questions may provide indirect methods to compute tight bounds for it. They also provide a better understanding of the trade-off between switching speed and induced gain. As far as we know, currently only very coarse upperbounds for g are available. These are obtained by computing a conservative upper-bound τ upper for τ min and then an upper-bound for g that is valid for every dwell-time larger than τ upper (cf., e.g., [4, 5] ). These bounds do not really address the trade-off mentioned above. 
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DESCRIPTION OF THE PROBLEM
Consider a continuous system whose state can only be accessed through a quantizer. The quantizer is defined by a partition of the state space. The system generates an event if the system trajectory crosses the boundary between adjacent partitions. The problem concerns the prediction of the event sequence generated by the system for a given initial event. As the initial event does not define the initial system state unambiguously but only restricts the initial state to a partition boundary, when predicting the system behavior the bundle of all state trajectories have to be considered that start on this partition boundary. The question to be answered is: under what conditions on the vector field of the system and the state partition is the event sequence unique? In more detail, consider the continuous-variable systeṁ
with the state x ∈ X ⊆ R n . The vector field f satisfies a Lipschitz condition so that eqn. (1) has, for all x 0 ∈ X, a unique solution. The state space X is partitioned into N disjoint sets Q x (i) (i = 1, 2, ..., N ) that satisfy the conditions
and
The set
is called a state quantization. The quantized state is denoted by [x] and defined by
The change of the quantized state is called an event, where the event e ij occurs at timet if the relations
hold for small δt > 0. Hence, at timet the state x is on the boundary between the state partitions Q x (i) and Q x (j)
where δQ x denotes the hull of Q x . The system (1) together with the quantization Q is called the quantized system. For given initial state x 0 the system (1) generates, for the time interval [0, T ], a unique state trajectory x(x 0 , t) and, hence, a unique event sequence E = (e 0 , e 1 , ..., e H ) = Quant(x(x 0 , t)), which formally can be represented as the result of the operator Quant applied to the state trajectory. H is the number of events generated by the system within the time interval [0, T ]. The following considerations concern only those initial events e 0 for which the quantized system generates an event sequence with H > 1. If instead of the initial state x 0 only the initial event e 0 = e ij is given, the initial state is only known to lie on the boundary δQ x (i) ∩ Q x (j) between the state partitions Q x (i) and Q x (j). Consequently, the bundle of trajectories starting in all these initial states have to be considered. These trajectories yield the set
of event sequences. If the set E has more than one element, the quantized system is nondeterministic in the sense that the knowledge of the initial event e 0 is not sufficient to predict the future event sequence unambiguously. On the other hand, the quantized system is called to be deterministic if the set E(e 0 ) is a singleton for all possible initial events e 0 .
In order to define the events precisely, the state partition should satisfy the following assumptions: A1. The trajectories do not lie in the hypersurfaces that represent the partition boundaries. A2. The system cannot generate an infinite number of events in a finite time interval. A3. No fix-point of the vector field f lie on a partition boundary.
These assumptions can be satisfied by appropriately defining the state partitions for the given vector field f .
State partitioning problem. Find conditions under which the quantised system is deterministic.
This problem can be reformulated in two versions:
Problem: For given vector field f , find a partition of the state space such that the quantized system is deterministic.
Problem B: For given vector field f and a state quantization Q, test whether the quantized system is deterministic.
Both formulations have their engineering relevance. Where problem A concerns the practical situation in which a state partition has to be selected, problem B refers to the test of the determinism of the system for given partition.
The problem stated so far is, possibly, too general in two respects. First, the problem for testing the determinism of the system should be as simple as possible. For a given partition consisting of N disjoint sets, Problem B can be solved by considering all trajectory bundles that start on all partition boundaries. Here, the characterization of classes of vector fields f and partitioning methods is interesting for which the complexity of the test is constant or grows only linearly with N . Second, for problem A it is interesting to find partitions that can be distinguished with only a few measurements. For example, rectangular partitions are interesting from a practical viewpoint which result from separate quantizations of all n state variables x i .
Nonautonomous systems.
The problem can be extended to nonautonomous quantized systemṡ
with input u ∈ U ⊆ R m and output y ∈ Y ⊆ R r . The functions f and g satisfy a Lipschitz condition so that eqns. (3), (4) have, for all x 0 ∈ X and u(t), a unique solution. The output quantizer is defined by a partition of the output space Y into the sets Q y (i) where the quantized output [y] is defined analogously to equation (2) . The event sequence E is now defined in terms of the events that the output signal y generates. The system is considered with the quantized input [u] . An injector associates with each input a unique element of the finite discrete set
Again, a change of the quantized input value is called an (input) event. It is assumed that the input and output events occur synchronously. This assumption fixes the time instances in which the input changes its value. It is motivated by the fact that in closed-loop systems a supervisor defines the quantized input in the same time instant in which an output event occurs. Here the state partitioning problem includes also to define an output partition and an input set U such that the quantized system is deterministic for all input sequences.
MOTIVATION AND HISTORY OF THE PROBLEM
The problem results from hybrid systems, whose simplest form is a continuous-variable system with discrete inputs. Many technological systems that are controlled by programmable logic controllers (PLC) have a continuous state space and are controlled by discrete inputs. The contrast of the continous state and the discrete input does not matter because many systems are designed in such a way that any accessible input results in an unambiguous state or output event. For example, the (simplified) state space of a lift has the state variables "vehicle position," and "door position" both of which are quantized where the vehicle position refers to the floor in which it stops and the two discrete door position are called "open" or "closed." For the performance of this system, only the events are important, which refer to the beginning and the end of the presence of the vehicle or the door in one of these positions. As the PLC can only switch on or off, the motors of the vehicle or the door and it is programmed so that the next command is given only after the next output event has occurred, every new input event is followed by exactly one output event (unless the system is faulty). So, the lift is a continuous-variable system (3), (4) with quantized input and output, that is deterministic. In this case, the solution to the state partitioning problem is simple. The determinism of the quantized system results from the fact that the system trajectories are parallel to the coordinate axes of the state space for all accessible inputs and the quantization refers to separate intervals of both state variables. So, the end point of any movement initiated by a PLC command is a point in the state space and every trajectory of the closedloop system results in precisely one output event.
In a more general setting, continuous-variable systems are dealt with as quantized systems for process supervision tasks. Then the system is not designed to behave like a discrete-event system but has a continuous state space. The quantizers are introduced deliberately to reduce the information to be processed. For example, alarm messages show that a certain signal has exceeded a threshold. The state partitioning problem asks for the a choice of discrete sensors such that the system behavior is deterministic. As the third motivation for the state partitioning problem, hybrid systems theory concerns dynamical systems with continuous-variable and discreteevent subsystems. The interfaces between both parts are the quantizer and the injector introduced above that transform the discrete output signal of the discrete subsystem into a real-valued input signal of the continuous subsystem and vice versa. The problem occurs under what condition the overall hybrid system has a deterministic input-output behavior if only the discrete inputs and outputs of the discrete subsystem are considered. The main source of nondeterminism results from the quantization of the signal space of the continuous subsystem, which again leads to the state partitioning problem. In all these situations, the discrete behavior of a continuous system is considered. In the literature on fault diagnosis and verification of discrete control algorithms the hybrid nature of the closed-loop system is removed by using a discrete-event representation of the quantized system. As in many practical situations the quantizers can be chosen, the state partitioning problem asks for guidelines of this selection. For a deterministic discrete behavior, a deterministic model can be used to describe the quantised system. If, however, the discrete behavior is non-deterministic, a nondeterministic model like a nondeterministic or stochastic automaton or a Petri net has to be used. Several ways for determining such models for a given quantized system have been elaborated recently ( [3] , [4] , [6] , [7] , [8] , [9] ).
AVAILABLE RESULTS
The first result on the state partitioning problem concerns discrete-time systems (rather than continuous-time systems) with quantized state space. Reference [4] gives a necessary and sufficient condition for the determinism of the discrete behavior for linear autonomous systems with a state space partition that regularly decomposes each state variable into intervals of the same size. In [5] it has been shown how state partitions can be generated by mapping a given initial set Q x (1) by the model (1) that is used with reversed time axis. For the problem stated here, only preliminary results are available. If the system trajectories are, like in the lift example, parallel to the coordinate axes of the state space and the quantization boundaries define rectangular cells whose axes are parallel to the coordinate axes, the discrete behavior is deterministic. This situation is encountered if, for example, the state variables are decoupled and controlled by separate inputs. Hence, the model can be decomposed intoẋ
which corresponds again to the simple lift example. Another example is an undamped oscillator with a state partition that decomposes the state space into the two half-planes. Then the fix-point lies on the partition boundary (and, thus, violates assumption A3). However, the oscillator generates, for each initial state, a unique (alternating) event sequence. Results on symbolic dynamics are closely related to the problem stated here (cf.
[1], [2] ). A bundle of trajectories (or flows) is considered, which generate a symbolic output if some partition boundary is crossed. The partition is called Markovian if all trajectories of the bundle cross the same partition boundary and, hence, generate the same symbol. In the terminology used there, the problem posed here asks the question how to find Markovian partitions. 
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DESCRIPTION OF THE PROBLEM
Consider a manufacturing system producing a single finished product using m machines in tandem that are subject to breakdown and repair. We are given a finite-state Markov chain α(·) = (α 1 (·), . . . , α m (·)) on a probability space (Ω, F, P ), where α i (t), i = 1, . . . , m, is the capacity of the i-th machine at time t. We use u i (t) to denote the input rate to the i-th machine, i = 1, . . . , m, and x i (t) to denote the number of parts in the buffer between the i-th and (i + 1)-th machines, i = 1, . . . , m − 1. Finally, the surplus is denoted by x m (t). The dynamics of the system can then be written as follows:
where z is the rate of demand and
Since the number of parts in the internal buffers cannot be negative, we impose the state constraints x i (t) Definition 1: A control u(·) is admissible with respect to the initial state x ∈ S and α ∈ M if: (i) u(·) is {F t }-adapted, (ii) u(t) ∈ U (α(t)) for all t ≥ 0, and (iii) the corresponding state process x(t) = (x 1 (t), . . . , x m (t)) ∈ S for all t ≥ 0. Let A(x, α) denote the set of admissible controls. Definition 2: A function u(x, α) is called a feedback control, if (i) for any given initial x, the equation (1) has a unique solution; and (ii) u(·) = {u(t) = u(x(t), α(t)), t ≥ 0} ∈ A(x, α). The problem is to find an admissible control u(·) that minimizes
where G(x, u) defines the cost of surplus x and production u, α is the initial value of α(t), and ρ > 0 is the discount rate. We assume that G(x, u) ≥ 0 is jointly convex and locally Lipschitz. The value function is then defined as
The optimal control of this problem was considered in [1] using HJB equations with directional derivatives. It is shown that there exists a unique optimal control. In addition, a verification theorem associated with the HJB equations is obtained. However, these HJB equations are difficult to solve numerically, especially when the state space of M is large. In this case, it is desirable to derive an approximate solution instead. We consider the case when α(·) jumps rapidly. In particular, we assume α(t) = α ε (t) ∈ M, t ≥ 0, to be a Markov chain with the generator
where Q = (q ij ) and Q = (q ij ) are generator matrices and Q is weakly irreducible. Here ε is a small parameter. We use P ε to denote our control problem. As ε gets smaller and smaller, one expects that P ε approaches to a limiting problem. To obtain such limiting problem, let ν = (ν 1 , . . . , ν p ) denote the equilibrium distribution of Q. We consider the class of deterministic controls defined below. Definition 3: For x ∈ S, let A 0 (x) denote the set of the following measurable controls
. . , n and j = 1, . . . , p, and the corresponding solutions x(·) of the systeṁ
The objective of the limiting problem is to choose a control U (·) ∈ A 0 (x) that minimizes
We use P 0 to denote the limiting problem and v 0 (x) the corresponding value function.
MOTIVATION AND HISTORY OF THE PROBLEM
It is shown in [1] that the value function v ε (x, α) converges to v 0 (x) as ε → 0. The limiting problem is much easier to solve. The goal is to use the solution of the limiting problem to construct a control for the original problem that is nearly optimal.
AVAILABLE RESULTS
The idea is to use an optimal (or a near optimal) control to construct a control for the original problem P ε . The main difficulty is how to construct an admissible control for P ε in a way that still guarantees the asymptotic optimality as ε goes to zero. Partial results were obtained using a "lifting" and "modification" approach. This was applied to open-loop controls; see The problem is to synthesize r controllers and a communication protocol for each directed tuple of controllers, such that when the controllers all use their received communications the control objective is met as well as possible. The problem can be considered for a discrete-event system in the form of a generator, for a timed discrete-event system, for a hybrid system, for a finitedimensional linear system, for a finite-dimensional Gaussian system, etc. In each case, the communication constraint has to be chosen and a formulation has to be proposed on how to integrate the received communications into the controller.
Remarks on problem
(1) The constraints on the communication channels between controllers are essential to the problem. Without it, every controller communicates all his/her partial observations to all other controllers and one obtains a control problem with a centralized controller, albeit one where each controller carries out the same control computations.
(2) The complexity of the problem is large, for control of discrete-event systems it is likely to be undecidable. Therefore, the problem formulation has to be restricted. Note that the problem is analogous to human communication in groups, firms, and organizations and that the communication problems in such organizations are effectively solved on a daily basis. Yet there is scope for a fundamental study of this problem also for engineering control systems. The approach to the problem is best focused on the formulation and analysis of simple control laws and on the formulation of necessary conditions. (3) The basic underlying problem seems to be: what information of a controller is so essential in regard to the control purpose that it has to be communicated to other controllers? A system theoretic approach is suitable for this. (4) The problem will also be useful for the development of hierarchical models. The information to be communicated has to be dealt with at a global level, the information that does not need to be communicated can be treated at the local level.
To assist the reader with the understanding of the problem, the special cases for discrete-event systems and for finite-dimensional linear systems are stated below.
Problem 2: Decentralized control of a discrete-event system with communication between supervisors Consider a discrete-event system in the form of a generator and r ∈ Z + supervisors: G = (Q, E, f, q 0 ), Q, the state set, q 0 ∈ Q, the initial state, E, the event set, f :
, required and admissible language, respectively.
The problem or better, a variant of it, is to determine a set of subsets of the event set that represent the events to be communicated by each supervisor to the other supervisors and a set of supervisors,
the set of supervisors based on partial observations and on communications,
, and the controlled system is nonblocking. Consider a finite-dimensional linear system with r ∈ Z + input signals and r output signals,
where y j,s represents the communication signal from Controller s to Controller j, where v s,j is the control input of Controller s for the communication to Controller j, and where the dimensions of the state, the input signals, the output signals, and of the matrices have been omitted. The ith controller observes output y i and provides to the system input u i . Suppose that Controller 2 communicates some components of his observed output signal to Controller 1. Can the system then be stabilized? How much can a quadratic cost be lowered by doing so? The problem becomes different if the communications from Controller 2 to Controller 1 are not continuous but are spaced periodically in time. How should the period be chosen for stability or for a cost minimization? The period will have to take account of the feedback achievable time constants of the system. A further restriction on the communication channel is to impose that messages can carry at most a finite number of bits. Then quantization is required. For a recent work on quantization in the context of control see, [17] .
MOTIVATION
The problem is motivated by control of networks: for example, of communication networks, of telephone networks, of traffic networks, firms consisting of many divisions, etc. Control of traffic on the internet is a concrete example. In such networks, there are local controllers at the nodes of the network, each having local information about the state of the network but no global information. Decentralized control is used because it is technologically demanding and economically expensive to convey all observed informations to other controllers. Yet it is often possible to communicate information at a cost. This viewpoint has not been considered much in control theory. In the trade-off, the economic costs of communication have to be compared with the gains for the control objectives. This was already remarked on in the context of team theory a long time ago. But this has not been used in control theory till recently. The current technological developments make the communication relatively cheap and therefore the trade-off has shifted toward the use of more communication.
HISTORY OF THE PROBLEM
The decentralized control problem with communication between supervisors was formulated by the author of this paper around 1995. The plan for this problem is older, though, but there are no written records. With Kai C. Wong a necesary and sufficient condition was derived (see [20] ) for the case of two controllers with asymmetric communication. The aspect of the problem that asks for the minimal information to be communicated was not solved in that paper. Subsequent research has been carried out by many researchers in control of discrete-event systems, including George Barrett, Rene Boel, Rami Debouk, Stephane Lafortune, Laurie Ricker, Karen Rudie, Demos Teneketzis; see [1, 2, 3, 4, 5, 11, 12, 13, 14, 15, 16, 19] . Besides the control problem, the corresponding problem for failure diagnosis has also been analyzed; see [6, 7, 8, 9] . The problem for failure diagnosis is simpler than that for control due to the fact that there is no relation of the diagnosing via the input to the future observations. The problem for timed discreteevent systems has been formulated also because in communication networks time delays due to communication need to be taken into account. There are relations of the problem with team theory; see [10] . There are also relations with the asymptotic agreement problem in distributed estimation; see [18] . There are also relations of the problem to graph models and Bayesian belief networks where computations for large scale systems are carried out in a decentralized way.
APPROACH
Suggestions follow for the solution of the problem. Approaches are: (1) Exploration of simple algorithms. (2) Development of fundamental properties of control laws.
An example of a simple algorithm is the IEEE 802.11 protocol for wireless communication. The protocol prescribes stations when they can transmit and when not. All stations are in competition with each other for the available broadcasting time on a particular frequency. The protocol does not have a theoretical analysis and was not designed via a control synthesis procedure. Yet it is a beautiful example of a decentralized control law with communication between supervisors. The alternating bit protocol is another example. In a recent paper, S. Morse has analyzed another algorithm for decentralized control with communication based on a model for a school of fishes. A more fundamental study will have to be directed at structural properties. Decentralized control theory is based on the concept of Nash equilibrium from game theory and on the concept of person-by-person optimality from team theory. The computation of an equilibrium is difficult because it is the solution of a fixpoint equation in function space. However, properties of the control law may be derived from the equilibrium equation, as is routinely done for optimal control problems. Consider then the problem for a particular controller: it regards as the combined system the plant with the other controllers being fixed. The controller then faces the problem of designing a control law for the combined system. However, due to communication with other supervisors, it can in addition select components of the state vector of the combined system for its own observation process. A question then is which components to select. This approach leads to a set of equations, which, combined with those for other controllers, have to be solved. Special cases of which the solution may point to generalizations are the case of two controllers with asymmetric communication and the case of three controllers. For larger number of controllers graph theory may be exploited but it is likely that simple algorithms will carry the day. Constraints can be formulated in terms of information-like quantities as information rate, but this seems most appropriate for decentralized control of stochastic systems. Constraints can also be based on complexity theory as developed in computer science, where computations are counted. This case can be extended to counting bits of information. [2] G. Barrett and S. Lafortune, "A novel framework for decentralized supervisory control with communication," In: Proc. 1998 IEEE Systems, Man, and Cybernetics Conference, New York, IEEE Press, 1998.
