Recent developments in statistics and computing have enabled much greater levels of complexity in statistical models of multi-environment yield trial data. One particular feature of interest to breeders is simultaneously modeling heterogeneity of variances among environments and hybrids. Our objective was to estimate the level of heterogeneity of genotype by environment interaction variance and error variance in the Iowa Crop Performance Test for Corn. A Bayesian approach was used to estimate variance components in a hierarchical model that allows for heterogeneous error and genotypeby-environment interaction (GEI) variances applied to corn yield data from the Iowa Crop Performance Test performed between 1995 and 2005. An average of 508 hybrids were tested per year with very little overlap between locations and years, which resulted in a very unbalanced data set. We divided the data into 16 subsets to study the effect of variability across locations and years. We found GEI and error variances to be heterogeneous among both environments and genotypes. Our results for corn contrasted previous work on oat (Avena sativa L.) in which very little heterogeneity was found for error variance among cultivars suggesting that different corn (Zea mays L.) hybrids can have different genotype by environment interaction variances and different error variances.
www.crops.org crop science, vol. 54, may-june 2014 RESEARCH M any analytical methods have been proposed for modeling multi-environment yield trial (MET) data (Cooper and Delacy, 1994; Cooper et al., 1996; Cotes et al., 2006; Crossa and Cornelius, 2002; Eisemann et al., 1990; Piepho et al., 2012; Welham et al., 2010 ) . One of the underlying decisions to be made in choosing among methods or models is how to handle variation in precision among environments and among hybrids. It has long been known that precision in analysis of MET data can vary widely among experiments and/or environments and among cultivars (Cochran, 1937; Comstock and Moll, 1963; Cullis et al., 1996; Edwards and Jannink, 2006; Frensham et al., 1997; Plaisted and Peterson, 1959; Shukla, 1972; Yates and Cochran, 1938) . In classical likelihood approaches, generalized least squares estimators provide best linear unbiased estimators (BLUE) of fixed treatment means and Henderson's mixed model equations yield best linear unbiased predictors (BLUP) of random effects (Searle, 1971, p. 89; Searle et al., 1992) . The statistical meaning of the word "best" in BLUE and BLUP implies that these estimators are the minimum variance estimators among all linear, unbiased estimators, meaning they are expected to be the most repeatable estimators across repetitions of similar experiments (in a true frequentist interpretation). The challenging underlying assumption for BLUE and BLUP estimators obtained by the common likelihood approaches is that variances are known. The standard practice in likelihood-based estimation approaches is to substitute estimated variances into generalized least squares equations or Henderson's mixed model equations in place of known variance parameters. The errors of estimating variances are propagated to estimators of means, but the exact inflation of standard errors and confidence intervals of estimators of means (including BLUE or BLUP) are not known and must be approximated in all but the absolute simplest of cases (Harville, 1977; Jeske and Harville, 1988; Kackar and Harville, 1984; Searle et al., 1992) . The theoretical difficulties of obtaining the best estimators of means in the face of varying precision was dealt with in early literature through a series of recommendations on when to pool and when not to pool error variances (Cochran, 1954; Yates and Cochran, 1938) . Several modern discussions of large MET data analysis demonstrate improved estimators when accounting for heterogeneity in precision among trial sites (Frensham et al., 1997; Mohring and Piepho, 2009; Piepho et al., 2012; Welham et al., 2010) . In contrast to these studies, Bernardo (1992) and Huhn (1997) recommend against weighted estimators derived from explicit modeling of heterogeneity of variances among environments. So and Edwards (2011) found that modeling differential error variance in the Iowa Crop Performance Test for Corn improved predictive precision about 50% of the time in a mixed-model approach. In addition to variation in precision among environments, it has also been suggested that precision may vary among cultivars, primarily with respect to differing magnitude of the variance of genotype by environment interactions (Edwards and Jannink, 2006; Plaisted and Peterson, 1959; Shukla, 1972) . In most MET data sets, degrees of freedom for estimating variances of genotype by environment interaction for individual cultivars would be even lower than for individual environments exacerbating the difficulties of estimating numerous individual variance components.
Heterogeneous Variances in
Past recommendations against weighted analysis were based on comparisons between unweighted analysis and fully weighted analysis in which separate error variances were estimated from individual environments (Bernardo, 1992; Huhn, 1997; So and Edwards, 2011) . In a generalized linear model context, a middle ground exists in which variances have models through logarithmic link functions (Aitkin, 1987; Cook and Weisberg, 1983; Foulley et al., 1992; Gianola, 1986; Leonard, 1975; Nair and Pregibon, 1988; Smyth, 1989 Smyth, , 2002 Sorensen and Waagepetersen, 2003; Verbyla, 1993) . Edwards and Jannink (2006) used Bayesian estimation with a loglinear model for variances to estimate heterogeneity of variance in oat variety trials in Iowa and found heterogeneity of error variances among environment and heterogeneity of genotype by environment interactions among environments and cultivars. Estimators obtained in the approach taken by Edwards and Jannink (2006) have the desirable property of being an optimal compromise between weighted and unweighted means because variance estimators are compromise estimators between a pooled variance estimator and an individual class (meaning cultivar or environment) variance estimator. The relative weights placed on the pooled variance estimator and individual variances (environment-or cultivar-specific variance estimators) are a function of the magnitude of heterogeneity of variances and the amount of data available within classes to estimate variances. Variance heterogeneity in maize trials in the central U.S. Corn Belt has not been studied extensively in previous literature, although variance heterogeneity has been reported more extensively in other crops and regions. Further, past studies of variance heterogeneity in maize MET data in the United States reported only heterogeneity among environments and did not explore heterogeneity of variance among cultivars (Bernardo, 1992; So and Edwards, 2009 ). Heterogeneity of variance among cultivars is an important indicator of cultivar stability (Cotes et al., 2006; Edwards and Jannink, 2006; Shukla, 1972) . In context of heterogeneity of environmental variance, Mulder et al. (2007) pointed out that heterogeneity of variance can reduce selection response. To our knowledge, heterogeneity of genotype by environment variance among maize cultivars has only been evaluated by Cotes et al. (2006) , in which nine genotypes in an nternational maize trial were evaluated. Our objective was to quantify the heterogeneity of variance in a large number of maize trials in the central U.S. Corn Belt to determine if sufficient heterogeneity of genotype by environment interaction variance and error variance exists among environments and cultivars in hybrid maize trials warrant evaluation of modern statistical approaches for modeling heterogeneity to increase selection responses.
MATERIALS AND METHODS
The data sets used in our analysis were taken from the Iowa Crop Performance Test for Corn from 1995 to 2005. The state of Iowa was divided into seven districts and each district had three planting locations. Four replications were grown at each location in a lattice design. From 1995 to 2003 an a-lattice was used and in 2004 and 2005 a row-column design was used (both designs are resolvable). Data within a district were balanced with all hybrids being grown at each of the three locations in a district. Across years and across districts, data are highly unbalanced (Tables 1 and 2 ). Within years, few hybrids were grown across districts (Table 1) . On average approximately 70% of hybrids were tested in only one or two districts. At most, only eight hybrids were tested in all seven districts in any year (Table 1) . Within districts, 69% of hybrids were tested in just 1 yr, whereas 12% were tested over more than 2 yr with a maximum of 10 yr ( Table 2) . Because of the unbalanced nature entirely by the data with no prior information. The remaining mean effects, b l( jk) , g i , and d ij , had normal priors with a mean of zero, that is,
, and
. With these noninformative priors, we assumed that we know nothing a priori about means of lattice blocks, genotypes, or genotype by environment interactions.
Prior distributions for variance parameters s ij 2 and s d(ij) 2 were based on a logarithmic link function in which the logarithm of the variance is defined as a linear function of effects of environments and genotypes. The natural logarithmic link function for the error variance was defined as ln(s ij 2 ) = a 0 + a 1i + a 2j , where s ij 2 is the error variance of cultivar i in environment j, a 0 is an intercept, a 1i is the effect of cultivar i, and a 2j is the effect of environment j. Similarly, for genotype by environment interaction, the natural logarithm of the genotype by environment interaction variance for genotype i in environment j, was defined as ln (s d(ij) 2 ) = b 0 + b 1i + b 2j , where b 0 is an intercept, b 1i is the effect of cultivar i, and b 2j is the effect of environment j. With natural logarithmic link functions, the variances per se are defined as s ij 2 = exp(a 0 + a 1i + a 2j ), and
. The intercepts and individual effects that determine variances were all assigned noninformative prior distributions (i.e., we assumed no prior knowledge of variance components such that posteriors of variances were estimated from the data). The parameters underlying the error variance, a 0 , a 1i , and a 2j , were assigned prior distributions of a 0 ~ N(0,10 7 ), a 1i | s a1 2~ N(0,s a1 2 ), and a 2j | s a2 2 ~ N(0,s a2 2 ). The intercept, which can be interpreted as the average natural logarithm of error variances in the data set, had a prior mean of zero and very large variance such that no prior knowledge was assumed for the magnitude of error variances in the data. Likewise, no prior information was assumed for error variances associated with individual cultivars or environments. The variances s a1 2 and s a2 2 quantify the heterogeneity of error variance among cultivars and environments by assigning a variance to natural logarithms of average variances among of the data, we generated 16 subsets for analysis. Seven smaller subsets were created that contained 6 to 11 environments and maintained relatively high connectivity within subsets (Table  3) . Nine larger subsets were also created that spanned all districts and 3 yr and thus had lower connectivity within them, but still had some common hybrids across many environmental pairs with subsets (Table 3) .
We used a hierarchical model to describe grain yield, y ijkl , of genotype i in lattice block l in replicate k within environment j. The sampling model was normal, with unknown mean and variance:
where q k( j) is the effect of replicate k within environment j, b l( jk) is the effect of lattice block l within replicate k within environment j, g i is the effect of genotype i, d ij is the effect of genotype by environment interaction for genotype i grown in environment j, and s ij 2 is the error variance (conditional variance of the data in Bayesian terms) for genotype i grown in environment j. At the second level of the hierarchy, the prior distribution for replicate means, q k( j) , was highly noninformative normal prior with mean zero and variance 10 7 , that is, q k( j) ~ N(0,10 7 ). With independent and noninformative prior distributions chosen for each replicate, the mean of each replicate was determined 2 ~ IG(0.001,0.001). At the highest level of the hierarchy, noninformative priors were chosen for all hyper parameters such that posteriors of hyper parameters were estimated from the data within an individual data set. This approach was taken so that we could draw independent inferences from independent data sets to determine whether heterogeneity of variance was found among individual analyses. In an operating plant breeding program, it would likely be more prudent to include informative prior distributions to obtain the best possible estimators of cultivar performance, but this was not our objective.
In the prior structures for variances, rearrangement of link functions can provide some insight on how to interpret the magnitude of heterogeneity of variance. With the prior on genotype by environment interaction as an example, the parameters b 1i and b 2j are normally distributed with zero means. By averaging these parameters, the average natural logarithm of genotype by environment interaction variance across genotypes and environments is equivalent to b 0 . From the average natural logarithm of genotype by environment interaction variances, b 0 , an estimator of the pooled genotype by environment interaction variance across genotypes and hybrids is s Data sets were analyzed using Markov Chain Monte Carlo using the Bayesian Gibbs sampling software OpenBugs (Lunn et al., 2009 ). For each data set, 2 chains were simulated with a burn-in of 20,000 iterations. Posterior distributions were analyzed using 1000 samples from each chain obtained by running 20,000 samples after burn-in and thinning to every 20th sample. Convergence of chains was assessed using the Gelman and Rubin (1992) convergence diagnostic.
RESULTS AND DISCUSSION
Posterior distributions of heterogeneity-of-variance parameters s a1 2 , s a2 2 , s b1 2 , and s b2 2 generally had very little probability close to zero across any data subsets (Fig. 1) demonstrating that the model strongly supported heterogeneity of all variance parameters across data sets. Posteriors for data subsets 8 through 16 were substantially narrower than for subsets 1 through 7 (Fig. 1) . Subsets 1 through 7 were much smaller data sets than subsets 8 through 16, which accounts for the much wider posterior distributions in the first 8 subsets (Table 3 ). The largest subset among subsets 1 through 7 had 2067 genotype-environment combinations and 11 environments whereas the smallest subset among subsets 8 through 16 had 7263 genotype-environment combinations and 59 environments (Table 3 ). In the larger subsets 8 through 16, the standard deviation of natural logarithms of genotype by environment interaction variances among environments was just over 0.5 (Fig. 1) . In the same subsets (8-16), the standard deviation of the natural logarithm of error variances was just under 0.5. A standard deviation of 0.5 for the natural logarithm of the variance corresponds to a variance in the interval of 0.6 to 1.6 times the expected variance approximately 67% of the time and a value outside the interval of 0.6 to 1.6 times expected variance approximately 33% of the time.
Error variance and GEI variances were heterogeneous among hybrids and among environments, but hybrids had much less impact on error variance. The standard deviation of natural logarithms of error variance among hybrids was approximately 0.2 in most of the larger data sets (Fig.  1) . A standard deviation of natural logarithms of error variances of 0.2 corresponds to cultivar-specific error variances in the interval of 0.82 times the expected variance to 1.22 times the expected variance approximately 67% of the time (under normality assumptions for b 1i ). The heterogeneity of error variance among maize hybrids contrasted results of Edwards and Jannink (2006) who found almost no heterogeneity of error variance among oat cultivars. We are aware of no studies in the literature that provide clear evidence of heterogeneity of both error and genotype by environment interaction variances among cultivars. Error variances were clearly heterogeneous among environments with roughly the same scale of heterogeneity as with genotype by environment interaction variances (Fig. 1 ).
An alternative way to view heterogeneity of variances is to look at the total range of posterior estimators of standard deviations in different data sets. We arbitrarily chose three subsets for a more detailed examination of total range of variances detected in these data sets (Table 4 ). The range of posterior estimators of standard deviations of genotype by environment interactions among genotypes differed by more than a factor of four (8.55/1.91 = 4.5; Table 4) in set 5 and a factor of 2 (7.94/3.76 = 2.1; Table 4) in set 12. The sets highlighted in Table 4 (5 and 12) had heterogeneity parameters of similar magnitudes (Fig. 1) but the range of variances of genotype by environment interactions among hybrids was much larger in set 5 than set 12. One potential reason for the wider range in set 5 is the greater precision on variances of natural logarithms of variances in set 12 (Fig. 1) . In terms of proportions, a similar trend held that sets 3 and 5 had a greater range of standard deviations than set 12 for error and genotype by environment interactions (Table 4 ). In addition, posterior support intervals were larger for standard deviations of individual genotypes and individual environments in sets 3 and 5 than for set 12 (Fig. 2-4) . The reduced range of posterior point estimators (Table 4 ) and increased precision on individual standard deviation estimators in set 12 (Fig. 4) compared to sets 3 and 5 ( Fig. 2 and 3) demonstrates the power of information borrowing in Bayesian estimation and of averaging of uncertainty. Because of the prior structure used in this analysis, the estimators of individual variances are compromise estimators between a pooled estimator (across all genotypes and environments) and the data on an individual genotype or environment. In the larger data sets in sets 8 through 16, the larger number of environments and genotypes improves precision on all estimators, heterogeneityof-variance parameters in particular (Fig. 1) . In contrast to ordinary least squares estimation of means in which there is no information borrowing among individual hybrids, the analysis of Edwards and Jannink (2006) clearly gains precision by including a large quantity of data, including hybrids that may not be of interest.
Previous assessments of weighted analysis of maize MET data in the central U.S. Corn Belt have suggested limited benefits to modeling heterogeneous variances (Bernardo, 1992; Edwards, 2009, 2011) . Past examinations of weighted means have utilized likelihoodbased approaches in which point estimators of individual variances must be plugged into linear estimators of cultivar means as if they were known (and not estimated). Presumably, the (unaccounted) error of estimation of the variances often offsets any potential increase in precision of means within weighting schemes. In the model used in the present paper, the problem of errors in estimation of weights is addressed through two features of our model. First, individual variances at the levels of hybrids and environments are compromise estimators that are neither strictly weighted nor strictly unweighted, but are functions of the pooled variance through parameters a 0 and b 0 , and deviations from pooled variance through parameters a 1i , a 2j , b 1i , b 2j . The magnitude of deviation of an individual-class variance (i.e., a hybrid-or environment-specific variance is a function of the amount of data within the class to estimate the class-specific variance and the magnitude of heterogeneity of variances, through parameters s a1 2 , s a2 2 , s b1 2 and s b2 2 ). As the amount of data available within a class to estimate class-specific variance increases and the magnitude of heterogeneity increases, more weight is placed on class-specific variance and estimators of means become closer to weighted means. With less data and less heterogeneity, more weight is placed on the pooled variance, and means estimators become closer to unweighted estimators. In the context of Bayesian estimation with the noninformative prior structure used in our analysis, all of the effects and variances that contribute to relative weighting of data were estimated from the data (no prior information) and are joint estimators that are averaged over the error of estimation of all parameters in the model. The Bayesian averaging is a feature unique to Bayesian analysis not present in likelihoodbased approaches when estimators of one set of parameters depends on another, such as the way that best linear unbiased predictors depend on variances. Forkman and Piepho (2012) clearly demonstrated the merits of using Bayesian estimation to address estimation of variances of random effects in linear models even in the very simple case of a randomized complete block in which Bayesian estimation outperformed likelihood based estimation, presumably because of the ability of the Bayesian machinery to properly account for and average over the error introduced into the model from estimation of variance components.
Because of the desirable statistical properties of the model we used in conjunction with Bayesian estimation, our approach is expected to be robust to the historical problem of errors of estimation of weights that likely made past attempts at weighted analysis more difficult. The present work clearly demonstrates a level of heterogeneity in maize hybrid trials in the central U.S. Corn Belt that warrants a re-evaluation of the impact that accounting for variance heterogeneity with more sophisticated models would have on selection response in the central U.S. Corn Belt. 
