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Abstract
In this thesis we investigate some open questions about the physical properties of mixed-
spin chains, which consists of an alternate array of spins S and s distributed along a
line. We consider ground-state static properties of these systems such as magnetization
plateaux, quantum phase transitions and entanglement. By developing a new molecular-
field theory and using the density matrix renormalization group (DMRG) algorithm, we
show that mixed-spin Ising chains with crystal-field anisotropy and external magnetic
field, exhibit 2s+ 1 plateaux in the magnetization curve in a given range of the anisotropy
parameters. This generalizes to mixed-spin chains the well-known results for Ising spin-S
chains, where 2S+ 1 plateax appear in the magnetization curve. We also proved the valid-
ity of the spin-wave theory for mixed-spin Heisenberg chains with crystal-field anisotropy
in the easy-axis regime, which could be important in the theoretical investigation of the
low-temperature properties of these systems. Using a measure of entanglement, the nega-
tivity, complemented with purity calculations, we were able to signal the quantum phase
transition in a mixed-spin Heisenberg chain with positive single-ion anisotropy. We also
showed that this anisotropy arbitrarily increases the characterisitic temperatures above
which the entanglement (and thus the quantum behavior) disappears in the system. When
an external magnetic field is added, we showed how the critical point of the system can be
calculated using entanglement and purity with more accuracy than customary condensed
matter approaches. We then move to the description of ground-state dynamical proper-
ties of mixed-spin chains, investigated with a recent extension of DMRG to study real-
time dynamics in one-dimensional quantum systems. We show results of the evolution
of a domain-wall in a mixed (S, s) = (1, 12 ) spin chain. By comparing with the evolution
of a similar initial state prepared in a spin-1/2 chain with the same Hamiltonian, which
has been reported recently, we encounter that the spreading of the domain-wall in our
mixed-spin chain is much faster than that of the spin-1/2 chain, which is favorable for
possible applications in the transport of bitwise information in magnetic nanostructures.
We also investigated, in this case, the evolution of the von Neumann entropy beetwen
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the two halves of the mixed-spin chain, showing that it saturates faster than that of the
spin-1/2 chain, a result which corroborates the faster propagation of information in the
mixed-spin system. The following step in the thesis is the study of static properties of
mixed-spin chains at finite temperature. After presenting the known common features in
the thermodynamics of ferrimagnetic mixed-spin chains, we discuss the most up-to-date
DMRG algorithms for finite tempeartures. Then we give an example of a recently syn-
thesized dimerized mixed-spin chain with a novel magnetic behavior, clarifying why this
compound deviates from the well-known ferrimagnetic features in the thermal properties
of mixed-spin chain. Finally we give an outlook of the implementation of a recent DMRG
algorithm for calculating spectral functions at finite temperature. This will enable us to
investigate, for the first time, quantities such as optical conductivity, spectral lines, and so
on, for mixed-spin chains, which are related directly with experimental measurements.
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Introduction
The study of strongly correlated systems in one dimension has received a lot of attention in
the past few years. This interest has been triggered by the synthesis of magnetic materials,
which in a wide range of temperatures, can be described by three-dimensional arrange-
ments of almost decoupled spin chains. Among the whole compendium of these systems,
ferrimagnetic mixed-spin chains have attracted the curiosity of many specialists recently.
These chains are molecular magnets containing two kinds of distinct magnetic ions (usu-
ally transition metal ions) with spin quantum numbers S and s, which are distributed, in
the mayority of cases, alternately in a line throughout the lattice. Theoretical investigations
at low temperatures into these chains have shown that their ground states display both fer-
romagnetic and antiferromagnetic long-ranged order. That is, the elementary excitations
have two branches in the energy spectrum: while ferromagnetic excitations, which re-
duces the magnetization of the system, are gapless; the antiferromagnetic ones, increasing
the magnetization, are gapped, which leads to a temperature dependence of the specific
heat and the magnetic susceptibility as T1/2 and T 1, respectively, at low temperatures.
The most studied system has been the mixed (S, s) = (1, 12 ) spin chain, due to the simplic-
ity of the spin mixture and its early realization in the compound NiCu(pba)(H2O)32H2O.
Other spin mixtures have also been studied, such as (S, s) = ( 52 , 1) which is present in the
ferromagnetic compound MnNi(NO2)4(ethylenediamine)2, and the (S, s) = (2, 1) present
in the ferrimagnetic system [Mn(Cl4saltmen)Ni(pao)2(bpy)]PF6, among others.
• In this context, it is natural to ask: which properties are common to all themixed-spin
chains, and which ones, if any, are variable when we change the combination (S, s)?.
Canwe find instances of mixed-spin chains for which the thermal properties could be
different from those ferrimagnetic properties usually attributed to these materials?.
At zero temperature, where thermal fluctuations are no longer present, there appears a va-
riety of interesting quantum critical phenomena in spin chains owing to competing inter-
actions and low dimensionality. One of the most studied topics, similar to the quantized
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steps in the resistivity of quantum Hall systems, is the appearance of plateaux (steps) in
the magnetization curve of some chains, which reveals a macroscopic quantization. The
origins of these plateaux are atributted, depending on the system, to mechanisms such
as dimerization, frustration, periodic field, crystal-field (or single-ion) anisotropy, and so
on. From an experimental point of view, one of the most exciting materials is NH4CuCl3,
where just two plateaux at 1/4 and 3/4 of the saturation magnetization have been ob-
served due to quantum effects. As to the number of plateaux which appear for a certain
system (if any), there is a general necessary condition which selects the values of magneti-
zation for which the plateaux are allowed to appear, but leaves the formation mechanisms
unexplained. For mixed-spin (S, s) ferrimagnetic Heisenberg chains, for example, it can
be shown that the magnetization curve generally exhibits 2s+ 1 plateaux (including sat-
uration) without any anisotropy and any bond polymerization. For classical Ising chains
with single-ion anisotropy, there have been also a great interest in studying magnetization
plateaux, since they have been proposed as models for describing certain molecular-based
magnets of experimental interest. In this case, it has been found that for spin-S chains
with possitive single-ion anisotropy, the magnetization curve displays 2S + 1 plateaux,
but nothing has been said about mixed-spin Ising chains. So a pertinent question is:
• Is there any rule as to the number of plateaux in mixed-spin Ising chains with possi-
tive single-ion anisotropy?.
A magnetization plateau is just an interesting example of what we may encounter in the
ground state (or even at low temperatures) of low-dimensional systems. Since we learn
about nature by observing its response to controlled external perturbations, the most in-
triguing phenomena that we can investigate at absolute zero are quantum phase transi-
tions, which are manifestations of the competence between external stimuli on a system
and its internal couplings. Recently there has appeared, in addition to many-body ap-
proaches from condensed matter theory, resources from the quantum information com-
munity which allows to take another route for describing quantum phase transitions. The
quantification of entanglement, one of the greatest mysteries of physics, have enabled the
signaling of quantum critical points for several many-body strongly correlated quantum
systems. For mixed-spin chains, there are very few works to describe quantum critical
points bymeans of measures of entanglement, all of them considering only a small number
of sites, which are not always satisfactory to mimic the thermodynamic limit of solid-state
systems. This situation raises an immediate query:
• Are we able to detect quantum critical points in large mixed-spin chains using mea-
sures of entanglement?.
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From this scenario, it follows that a system can be prepared in one of the phases and then
obliged to relax under the interactions present in another phase, with a subsequent de-
scription of the dynamics of entanglement. Another possibility is to prepare a state in the
system, which is not an eigenstate of its Hamiltonian, and let it evolve. Currently, these are
hot topics of interest, and to the best of our knowledge, have not been studied in mixed-
spin chains. In general, spin dynamics (the core of spintronics and possibly the basis for
future quantum computers), has not been investigated for mixed-spin chain. This motivate
us to perform, for the first time, theoretical calculations of the real-time dynamics of large
mixed-spin systems, in order to test their suitability for quantum information transport.
In this thesis we aim at answering the aforementioned questions which, we think, com-
prises an important part of the research which has been conducted in recent years on
mixed-spin chains, as well as new contributions from us. The thesis is organized as fol-
lows: in chapter 1 we introduce the most basic language of quantum magnetism, which
is used in the rest of the work. In chapter 2 we start by defining the mixed-spin chains,
giving examples and showing some known results. Then we motivate and describe the
main technique used in our research: the density matrix renormalization group (DMRG);
which is the most powerful method nowadays to study one-dimensional strongly corre-
lated quantum systems. In the rest of the chapter, we present our results for the ground-
state static properties which give positive answers to the questions 2 and 3. In chapter 3
we describe a recent extension of DMRG to study real-time dynamics of one-dimensional
systems with nearest-neighbor interactions. With this, we reproduce some known results
and later we show, for the first time, results for the domain-wall dynamics in mixed-spin
chains, with a subsequent preliminary analysis of the dynamics of entanglement measured
with the von Neumann entropy. In chapter 4 we describe known common features to all
ferrimagnetic chains and, after discussing the most up-to-date DMRG algorithms for finite
temperatures implemented in this thesis, we give an example of a recently synthesized
dimerized mixed-spin chain which deviates from the well-known ferrimagnetic behavior,
clarifying the mechanisms which cause this deviation; with this we answer the interro-
gants in question 1. Finally we give an outlook of a future related work, where we plan
to implement a DMRG algorithm for mixed-spin chains proposed last year (for uniform
chains) to calculate spectral functions of one-dimensional systems at finite temperatures,
which is at the frontiers of condensed matter physics.
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CHAPTER 1
The language of quantum magnetism
Quantum magnetism is one of the most active areas of research in condensed matter
physics. It clearly has a quantum-mechanical basis since the microscopic exchange in-
teractions arise entirely from the exclusion principle, in conjuction with repulsive interac-
tions between electrons. There is significant research interest specially in low-dimensional
quantum spin systems. Such systems have a large number of experimental realizations
and exhibit a variety of phenomena the origin of which can be attributed to quantum ef-
fects and low dimensions. In this chapter we give a brief introduction to the most basic
language of this fascinating area of physics.
1.1 Model Hamiltonians
One of the approaches to understand the magnetic behavior of solids is to consider par-
ticular microscopic models of the magnetic interaction. The fundamental entity is the
magnetic moment  = mB(gLL+ gSS) which couples the orbital L and spin S angular
momentum of the constituting atoms to produce collectively a variety of phenomena like
ferromagnetism, paramagnetism, among others. Here mB is the Bohr’s magneton and the
g0s are Landé factors. The most well-known model of interacting moments is the Heisen-
berg model which focus on the energy contribution coming from spin. The corresponding
Hamiltonian is
H =å
hiji
Jij Si Sj, (1.1.1)
where Si is the spin operator located on the lattice site i and Jij is the strength of the
exchange interaction, which is nothing more than an electrostatic interaction arising be-
cause charges of the same sign cost energy when they are close together and save energy
when they are apart [1]. The strength of the exchange interaction falls down rapidly as
1
CHAPTER 1: THE LANGUAGE OF QUANTUM MAGNETISM
the distance between interacting spins increases. For many solids, the sites i and j are
nearest-neighbors on the lattice, which is denoted by brackets in Eq. (1.1.1). We may
find, for exmaple, (isotropic) systems where Jij have the same magnitude J for all the
nearest-neighbors interactions; examples of (dimerized) systems in which the strengths
of the exchange interactions between succesive pairs of spins are not the same, and of
(frustrated) systems where nearest-neighbors and next-nearest-neighbors exchange inter-
actions are important [2].
Real magnetic solids are three-dimensional but they can be effectively considered as low-
dimensional systems if the exchange interactions have different strengths in differents di-
rections. To give an example, a magnetic solid may consist of spin chains. The solid may be
considered as a linear chain compound if the intra-chain exchange interactions are much
stronger than the inter-chain ones. In a planar magnetic system, the dominant exchange
interactions are intra-planar. Several examples of low-dimensional magnetic systems are
given in Ref. [3]. Taking account of these anisotropies of the strength of the exchange in-
teractions, one can write the fully anisotropic Heisenberg Hamiltonian in a spin chain of L
sites as
HXYZ =
L 1
å
i=1
[JxSxi S
x
i+1 + JyS
y
i S
y
i+1 + JzS
z
i S
z
i+1], (1.1.2)
where we concentrate only on nearest-neighbor interactions. The special cases of this
Hamiltonian are: the Ising model (Jx = Jy = 0) in which the individual spins are restricted
to lie parallel or antiparallel to a particular direction, the XY model (Jz = 0) in which the
spins are free to point anywhere in a fixed plane, the XXX or isotropic Heisenberg model
(Jx = Jy = Jz) and the XXZ or anisotropic Heisenberg (Jx = Jy 6= Jz) model where the
spins are free to point in any direction.
When orbital contributions are considered, themagnetic energy shows a dependence upon
the orientation of the moments relative to the crystal axes. This is known as single-ion
(or crystal-field) anisotropy and is determined by the interaction between the orbital state
(orbitals modelled as negative point charges in crystal field theory) of a magnetic ion and
the surrounding crystalline field which is very strong. This field is an electric field derived
from neighboring atoms in the crystal, therefore it has the symmetry of the lattice. The
magnetocrystalline interaction (as this is usually called) is transferred to the spin moments
via the spin-orbit coupling, giving a weaker d-electron coupling of the spins to the crystal
lattice. This effect can be included by adding a term to the Hamiltonian to represent the
energetic preference for the spin to lie along particular crystalline directions because of the
crystal field. For an uniaxial crystal (i.e. one with a particular axis such that the energy just
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depends on the angle of the spin with that axis) the term is
HSI = D(Sz)2, (1.1.3)
where the anisotropy parameter D is proportional to the squared spin-orbit parameter.
The spin quantum number for each spin on the chain depends on the atom. It can be de-
termined easily using the first Hund’s rule, which states that in the ground state electrons
are accommodated in the orbitals so as to maximize the total spin of the free atom. For
example, if we have chains with Cu2+ (3d9) the spin quantum number is S = 12 , with
Mn2+ (3d5) it is S = 52 , etc. A commonly studied family of systems well described by the
above mentioned models is based in crystals of the type ABX3 where A is a non-magnetic
cation of a single charge, B is a doubly charged magnetic cation and X is a halide anion.
This leads to a simple hexagonal lattice with transition metal ions forming chains along
the c direction. For example CsCoCl3 behaves almost as a one-dimensional Ising chain
since the anisotropy constrains the spins along a particular direction, KCuF3 behaves like
a one-dimensional isotropic Heisenberg spin chain, as do a number of Cu salts with or-
ganic ligands.
1.2 Long range order
There are several types of magnetic ground states which can be produced by the exchange
interactions between magnetic moments. The different ground states include ferromagnets
in which all the magnetic moments are in parallel alignment, antiferromagnets in which
adjacent magnetic moments lie in antiparallel alignment (Néel order), spiral and helical
structures in which the direction of the magnetic moment precesses around a cone or a cicle
as one moves from one site to the next, and spin glasses in which the magnetic moments lie
in frozen random arrangements. To see how the exchange interaction leads to magnetic
order in the ground state, let us consider the isotropic Heisenberg Hamiltonian. If we treat
the spins as classical vectors, each nearest-neighbor spin pair has an interaction energy
JS2 cos q where q is the angle between spin orientations. When J < 0, the lowest energy is
achieved when q = 0, i.e. the interacting spins are parallel (ferromagnetism). When J > 0,
the lowest energy is achieved for q = p, i.e. the nearest-neighbor spins are antiparallel
(antiferomagnetism). This gives only a classical insight of what might happen. However,
magnetism is a purely quantum phenomenon and the Hamiltonian in Eq. (1.1.1) has to be
treated quantum mechanically rather than classically, as we shall do in the next chapter.
The appearance of spontaneous order at low temperature is a fundamental phenomenon
of condensed matter physics. Ferromagnets, antiferromagnets, liquid crystal and super-
3
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(a)
(b)
Figure 1.1: The one-dimensional Ising model. (a) The ground state contains all L spins
aligned ferromagnetically. (b) A single defect is added.
conductors are all ordered phases, as is the solid state itself. All these phenomena share
some fundamental properties and characteristics. For example, they are all characterized
by a temperature dependence in which some relevant physical property shows a marked
difference above and below a critical temperature Tc. For each phase, one can define an order
parameter which is zero for T > Tc and non-zero for T < Tc. This quantity therefore acts
as an indicator of whether or not the system is ordered. In the case of ferromagnetism,
the order parameter is simply the magnetization, which is the average density of magnetic
moments in the material and Tc is the Curie temperature (in antiferromagnetism Tc is the
Néel temperature) which divides the paramagnetic and ferromagnetic phases.
The phase transitions which we have mentioned are all driven by temperature. In such
phase transitions, it is the thermal fluctuations which destroy the order as the sample is
warmed through its transition. However, if one has a transition which is controlled by
some other variable (such as pressure, magnetic field, etc.) then at some critical value of
this variable one can have a transition which can, in principle, occur at absolute zero. Such
a zero temperature phase transition is called quantum phase transition and the point at which
it occurs is a quantum critical point. The relevant fluctuations are no longer thermal but the
quantum mechanical fluctuations determined by Heisenberg’s uncertainty principle. An
example is the Ising quantum magnet LiHoF4 in which the ferromagnetic order can be de-
stroyed at absolute zero by applying a magnetic field perpendicular to the easy-axis of the
Ising spins. This counterintuitive behaviour occurs because the magnetic field facilitates
quantum tunneling between the up and down spin states. Above a critical magnetic field
the quantum fluctuations are sufficient to destroy the ferromagnetic order.
It is easy to show that for one-dimensional systems there can never occur a (temperature-
driven) phase transition at finite temperatures. For this, we consider the ferromagnetic
Ising limit of Eq. (1.1.2) in a chain with L spins. Here the ground state is obtained by
having all adjacent spins lined up ferromagnetically as illustrated in Fig. 1.1(a). Now
consider adding one “mistake”, a single defect as shown in Fig. 1.1(b). This cost an extra
energy E = J because we have to turn one favourable interaction into an unfavourable one.
However, there is an entropy gain equal to S = kB ln(L) because we can put the defect in
any one of the L places. As we let the chain get very large (L ! ¥) the energy cost of
a defect remains the same (J) but the entropy gain becomes infinite. The thermodynamic
4
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properties of the system are determined by the free energy F = E   TS so that, as long
as the temperature is not zero, the entropy consideration means that the presence of the
defect causes F !  ¥. Since this is a very stable situation, it means that defects can
spontaneusly form at finite temperatures, which implies that no long range order occurs
for T > 0. Another way of saying this is that Tc = 0, i.e. a transition to an ordered
phase is possible only at absolute zero. Since this consideration is valid for all models
on one-dimensional lattices (entropy always wins in one dimension) we conclude that no
phase transition at T 6= 0 is possible in one-dimensional systems, so we have to incline our
attention only to quantum phase transitions. In general, a long-range order, of the Néel
type for example, exists in a magnetic system if the correlation function Cr  hS0  Sri
between a spin at the origin and a spin at distance r apart is finite for infinitely separated
spins (in the thermodynamic limit), that is if the condition limr!¥ Cr 6= 0 holds. At T = 0,
the expectation value is taken with the ground state and at T 6= 0 the state is given by the
thermal density matrix.
1.3 Excitations
The antiferromagnetic ground state is, in general, far more complicated than the ferro-
magnetic one. The ground state properties of quantum antiferromagnets not only have
important physical consequences, they also contain some fascinating surprises. In three-
dimensional Heisenberg systems, the elementary excitations are called magnons, and con-
sist of delocalized defects as the one shown in Fig. 1.1(b). These disturbances propagate
in the spin lattice, and the low-energy structure (and thus the low-temperature proper-
ties) derived from them can be investigated with the spin-wave theory [4, 5]. In one di-
mension, the simplest system which is the spin-1/2 Heisenberg antiferromagnet can be
solved exactly by the Bethe ansatz [6]. The correlation functions have a power law de-
cay and there exists local excitations with arbitrary low energy, i.e. there is no gap in the
spectrum immediately above the ground-state energy. For general half-odd integer spin
chains described by a Hamiltonian respecting translational and rotational symmetry, the
Lieb-Schultz-Mattis (LSM) theorem [7] says that the system either has a gapless excitation
spectrum or has degenerate ground states corresponding to spontaneously broken trans-
lational symmetry. However, there can be an instability known as spin-Pierls instability
which can open up a gap in these systems. The driving force of this intrinsic lattice in-
stability is the magnetoelastic coupling between the one-dimensional electronic structure
and the three-dimensional lattice vibrations (phonons). This coupling arises because the
exchange energy of the chains is a function of the separation between adjacent lattice sites
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so a distortion of the lattice influences the magnetic energy.
One might expect a gapless energy spectrum in any one-dimensional isotropic quantum
antiferromagnetic chain. Haldane, however, argued that if the spin is integer then the one-
dimensional Heisenberg antiferromagnet has completely different properties [8, 9]. He
concluded that the ground-state correlation functions have exponential decay and there
is a gap in the spectrum above the ground-state energy. There is both experimental and
numerical support for these conclusions [10–12]. When a magnetic field H is applied, Os-
hikawa, Yamanaka and Affleck (OYA) extended the LSM theorem in the following way
[13]: translationally invariant spin chains in an applied magnetic field can have a gapped
excitation spectrum, without breaking translational symmetry, only when the magnetiza-
tion per unit cell m = N 1åNj=1 Szj obeys the relation
Sunit  m = integer , (1.3.1)
where Sunit is the sum of spins over all the sites in the unit period. The gapped phases
correspond to magnetization plateaux in the m vs. H characteristic curve, at the quantized
values of m which satisfy the OYA criterion Eq. (1.3.1). The appearance of plateaux in
the magnetization curve of one-dimensional chains is a fascinating topic of recent interest
[14], since it reveals the quantization of magnetization. In the next chapter, we are going
to describe our contributions to this topic of condensed matter physics.
It has become apparent that the study of magnetism (arguably already dating back several
millennia) has acquired a new urgency along with its new vocabulary. But even when
applications evolve rapidly in time, they are still secondary to the immutable basic physical
principles that empower them. For an excellent introduction to the state of the arts in
quantum magnetism as well as applications we refer the reader to Ref. [15]. In this thesis,
it only suffices to keep in mind the above mentioned topics, in order to follow the material
presented. Wherever we talk about other topics without giving a detailed exposition, we
give the corresponding references for more completeness.
6
CHAPTER 2
Ground-state static properties
Since the discoveries of experimental methods to cool samples down to fractions of Kelvin,
there has been considerable efforts to understand the low-temperature properties of con-
densed matter systems. We have learned that some materials have a very marked change
of their thermodynamic properties known as a phase transition. At zero temperature,
quantum systems have zero-point fluctuations which can lead them to suffer quantum
phase transitions. In this chapter we investigate ground-state properties, such as the mag-
netization curve, of mixed-spin chains emphasizing, in some cases, the relevant quantum
phase transitions.
2.1 Ferrimagnetic (mixed-spin) chains
Very often antiferromagnetism occurs in systems which can be considered as two interpe-
natring sublattices, on one of which the magnetic moments point up and on the other of
which they point down. These two sublattices are assumed equivalent. But what if there is
some crystallographic reason for them not to be equivalent? In this case the magnetization
of the two sublattices may not be equal and opposite (as is the case for antiferromagnets)
and therefore will not cancel out: the material will have a net magnetization. This phe-
nomenon is known as ferrimagnetism. Sometimes one sublattice can dominate the mag-
netization at low temperature but another dominates at higher temperature; in this case
the net magnetization can be reduced to zero and change sign at a temperature known
as the compensation temperature. Most ferrimagnets are electrical insulators and this fact
is responsible for many of their practical applications. Ferromagnets are often metallic
and thus are unsuitable in applications in which an oscillating magnetic field is involved.
A rapidly changing magnetic field induces a voltage and causes currents (known as eddy
7
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Figure 2.1: One chain segment of the structure of MnNi(NO2)4(en)2 showing the alternat-
ing arrangement of Mn (S = 5/2) and Ni (s = 1) ions. A full description of the structure
is presented in Ref. [16].
currents) to flow in conductors. These currents cause resistive heating in ametal (eddy cur-
rent losses). Many ferrimagnets therefore can be used when a material with a spontaneous
magnetization is required to operate at high frequencies, since the induced voltage will
not be able to cause any significant eddy currents to flow in an insulator. Solid ferrite cores
are used in many high frecuency applications including aerials and transformers requiring
high permeability and low energy loss, as well as applications in microwave components;
also many ferrimagnets are more corrosion resistant than metallic ferromagnets since they
are already oxides.
Low-dimensional quantum ferrimagnets have been attracting much current theoretical
and experimental interest. The simplest system in one dimension consists of two kinds
of spins S and s alternating on a ring with antiferromagnetic exchange coupling between
nearest neighbors; a series of such family compounds were extensively synthesized by
Verdaguer, Kahn, and their coworkers [17]. The most cited works [18, 19] are the bimetal-
lic chains of general formula ACu(pbaOH)(H2O)3 nH2Owith A=Ni,Co,Fe,Mn, which have
the spin mixtures (S, s) = (1, 1/2), (S, s) = (3/2, 1/2), (S, s) = (2, 1/2), and (S, s) =
(5/2, 1/2), repectively. There are also materials with ferromagnetic coupling such as the
compound MnNi(NO2)4(en)2 (en=ethylenediamine), a chain of which is shown in Fig 2.1.
The isotropic Heisenberg antiferromagnetic Hamiltonian for mixed-spin alternating sys-
tems can be written as
H = Jå
j
(Sj  sj + sj Sj+1), (2.1.1)
where j runs over N unit cells, i.e. the number of sites in the system is L = 2N.
All the properties (statics, dynamics, thermodynamics, etc.) of our mixed-spin chains can
be obtained if we know the energy spectrum of the many-body Hamiltonian of interest.
That is, we have to solve the time-independent Schrödinger equation Hjyni = Enjyni in
order to obtain the energy eigenvalues (En) and eigenvectors (jyni) of our system. The
most basic step at this point is to do this by constructing the full Hamiltonian matrix and
8
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Figure 2.2: Energy spectrum for various system sizes at each sector of total magne-
tization. (a) Spin-1/2 antiferromagnatic Heisenberg chain. (b) Mixed-spin alternating
(S, s) = (1, 1/2) chain. Here only a portion of the energy spectrum is shown for the
largest system.
then diagonalize it with an exact procedure. Since this is a very cumbersome task even for
small systems, we have to appeal to a numerical diagonalization, which is the core of the
next section.
2.2 Exact diagonalization of the Hamiltonian
In order to construct the Hamiltonian matrix, we have to build the matrix representation
of the relevant operators in (2.1.1). The dot products can be written as Sj  sj = 12 (S+j s j +
h.c.)+ Szj s
z
j , where h.c. denotes the hermitian conjugate of the former operator. We take the
eigenvectors jS,mSj i and js,msj i of the z component of the spin operators as local basis. That
is Szj jS,mSj i = mSj jS,mSj i and S+j jS,mSj i =
q
S(S+ 1) mSj (mSj + 1)jS,mSj + 1i, with S j =
(S+j )
† and h¯ = 1. HeremSj takes the values S, S+ 1,    , S  1, S. Since the Hamiltonian
conmutes with the z component of total spin operator (magnetization) M  åj(Szj + szj )
(the model is invariant under rotations), group theory tells us that its matrix representation
is block-diagonal. Then if we take the set of basis vectors Õj jS,mSj i 
 js,msj i with total z
component of spin ST = åj(mSj +m
s
j ) as the columns of the transformation matrix C, we
can diagonalize the Hamiltonian in each ST sector (or block diagonal): H(ST) = C†HC,
although once constructed, it can be diagonalized in the full Hilbert space. In Fig. 2.2(a) we
show the results for the antiferromagnatic Heisenberg spin-1/2 chain (S = s) for several
system sizes, and in Fig. 2.2(b) for the simplest mixed-spin system: the (S, s) = (1, 1/2)
chain. An observation into these figures reveals that the lowest energy eigenvalue E0(ST)
9
CHAPTER 2: GROUND-STATE STATIC PROPERTIES
for each value of ST is ordered in a special way. In the ferrimagnetic system we observe
that E0(ST + 1) > E0(ST) for ST  S , and in addition the ground state belongs to ST  S ,
where S = N(S   s). The antiferromagnetic (S = s) system is when S = 0, and the
ground state belongs to total spin zero, i.e., it is a singlet. Marshall [20] was the first to
show that the ground state of an antiferromagnet is a singlet. But the natural ordering
of the energy levels presented here for the general case of a ferrimagnet is known as the
Lieb-Mattis theorem [21], which is valid for a general class of Hamiltonians which need
not to be translationally invariant.
With the above described method, we are able to study the thermodynamic properties of
small ferrimagnetic chains and judge if the results can well predict the situation for larger
systems. We do this in chapter 4; here we are only interesed in the ground-state properties.
Note from Fig. 2.2(b) that the ground state of mixed-spin chains is highly degenerate,
the degeneracy increasing proportional to the system size. To take expectation values of
relevant quantities we need to define the ground state of the system. One approach for
doing this, is to calculate the ground-state density matrix r0 = å2S+1k=1 pkjyk0ihyk0j which
mixes the degenerate ground states with equal probabilities pk. With this, we measure the
expectation value of the observable A as hAi = Tr(r0A). The other approach, which
we follow in the rest of this thesis, is to define jy0i as the ground state of the perturbed
rotationally invariant Hamiltonian H  HM with H ! 0+. That is, we add a very small
magnetic field H to Eq. (2.1.1) which Zeeman-splits the energy levels and thus breaks
the degeneracy of the ground state of H, leaving jy0i in the sector ST = S . Therefore
we calculate expectation values with the simplest formula hAi = hy0jAjy0i. This seems
to let us equipped for the investigation of definite properties. However, real systems are
huge, with sizes of the order of 1023. The worst news is that the Hilbert space dimension
(S  s)N of the systems increases exponetially with size, whichmakes computer’s memories
to blow-up if wewant to build theHamiltonian and diagonalize it with an exact procedure.
Then we need another strategy to take out the relevant information (low energy physics)
from these huge Hilbert spaces. Fortunately the density matrix renormalization group
algorithm performs this difficult task for us with a surprising accuracy.
2.3 Density matrix renormalization group (DMRG)
The basic agenda to overcome the system size limitations is to use a set of basis vectors
in which the ground state can be represented by only a few base states. In other words,
a procedure must be found to identify or construct the important states and discard all
others so that the piece of the Hilbert space one operates on remains small. Historically,
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the density matrix renormalization group (DMRG) has its roots in the renormalization
group approach pioneered byWilson [22]. The basic idea of this approach is to start with a
small system that can be handled exactly as in the previous section. The system size is then
increased without increasing the size of the Hilbert space until the desired system size is
reached. Increasing the system size without increasing the Hilbert space is typically done
in two steps:
• The system size is increased, and therefore the Hilbert space grows at the same time.
• The Hilbert space is truncated to its original size keeping the system size constant.
To characterize such a renormalization procedure two basic questions have to be answered:
(1) How is the enlargement done? (2) Which criterion do we have to apply in the second
step to distinguish between the basis states we will keep from those we will discard? In
Wilson’s approach, we start with blocks (Hilbert space of a given number of sites) of small
dimensions. In the first step, two such blocks are linked to form a block which is twice
as large. The Hamiltonian of this larger block is then exactly diagonalized and its eigen-
states are used as base states. The criterion for keeping states is their energy: only those
eigenstates whose energy lies below a certain threshold are kept. The states which are kept
represent the knew block, which is again linked to an identical block, and the process is
iterated. This approach proved to be very effective for the Kondo model investigated by
Wilson. However, for other strongly correlated systems, such as the Hubbard and Heisen-
berg models, it was not successful [23–26]. The main reason for this failure lies in choosing
the block eigenstates as the states to be kept. Since the block was not previously connected
to the rest of the system (another identical block in the case above) its eigenstates have
inappropriate features at the block ends, making them a poor choice as a basis to represent
the ground state of a larger system, formed by putting together two (or more) blocks. This
problemwas pointed out byWhite andNoack [27] in 1992, who tried to fix it by combining
eigenstates from several different blocks under various boundary conditions. However, a
better idea was conceived by White the same year, giving rise to the DMRG [28]. The stan-
dard algorithm was described by him in some detail in Ref. [29], and a comprehensive
review is given by Schollwöck in Ref. [30].
The DMRG algorithm has proved to be a very powerful method for low dimensional in-
teracting systems. Its remarkable accuracy can be seen for example in the S = 1 Heisen-
berg chain: for a system of hundreds of sites a precision of 10 10 for the ground state
energy can be achieved. Since then it has been applied to a great variety of systems [31]
and problems including, among others, spin chains and ladders, fermionic and bosonic
systems, disordered models, impurities, molecules, nanoscopic systems and 2D electrons
11
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A block An enlarged block
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(d)
Figure 2.3: Basic steps of a DMRG algorithm. (a) Start with a left block of l sites. (b) Add a
site to the right in order to construct the left enlarged block. (c) Construct a right enlarged
block and link it to the left one to form a superblock. (d) In the renormalization procedure,
an optimal representation for the new left block is obtained without increasing the Hilbert
space dimension m.
in high magnetic fields. It has also been improved substantially in several directions like
two dimensional (2D) classical systems, stochastic models, inclusion of phonons, quantum
chemistry, field theory, finite temperature and the calculation of dynamical properties.
In this section we are going to describe the algorithm for mixed-spin chains which has its
own peculiarities. From a computational point of view, a generic block B(l,m) with l sites
and Hilbert space dimension m (see Fig. 2.3(a)) is a portion of memory which contains all
the information about the block: the block Hamiltonian (containing only terms involving
the sites inside the block), the block basis, and operators needed to link blocks. An opera-
tion of enlargement is defined by adding a site to the right (or left) of an existing block as is
shown in Fig. 2.3(b). This operation has to be done with care since the alternating structure
of the spins must not be destroyed. For example, in the figure we have added a spin-S site
to the right of the block shown, which increases the Hilbert space dimension by a factor
of dS = 2S + 1. Then a right block enlarged to the left, by adding a spin-s site to an ex-
isting block, is linked at the center (and at the ends) with the previous left enlarged block,
as shown in Fig. 2.3(c), to form the so-called superblock, with open (periodic) boundary
conditions.
The DMRG method focus on a single eigenstate of the superblock Hamiltonian (usually
the ground state), called the target state, which is used to construct the density matrix. The
ground state of the superblock Hamiltonian is calculated with a diagonalization rutine
such as the Lanczos or Davidson algorithm. We then eliminate the states from the basis
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of the enlarged block that contribute the least to the ground state of the superblock as is
represented in the renormalization procedure of Fig. 2.3(d). To calculate those, the density
matrix is used. The concept of the density matrix was developed in statistical mechanics
[32] by considering the problem of a system in contact with a much larger environment.
The ground state of the universe, i.e. system+environment, is known, and the question is
which states of the system contribute themost to this ground state. This is what the density
matrix can tell us. One can express the ground state of the universe (the superblock) in a
basis that is the tensor product of the basis vectors jbei i of the system (one of the enlarged
blocks) and the basis vectors jb0ej i of the environment (the other enlarged block),
jy0i =
mdS
å
i=1
dsm0
å
j=1
yijjbei i 
 jb
0e
j i . (2.3.1)
Then the (reduced) density matrix of the system is given by tracing jy0ihy0j over the de-
grees of freedom of the environment:
rii0 =
dsm0
å
j=1
yij yi0 j , (2.3.2)
which has the same dimension of the Hamiltonian of the system’s enlarged block. Since
this dimension is small, compared with that of the superblock, we can diagonalize the den-
sity matrix exactly. If we denote by juai the eigenstates of r (a = 1,   m dS) and by wa
its eigenvalues, then wa is the probability of the system being in the state juai given that
the universe is in the state jy0i. This is the information we need, to decide which states to
keep in a renormalization group approach. That is, we must order the juai by their eigen-
values in a decreasing order and use the first m of those state with largest eigenvalues as
the columns of the transformation matrixO to change (truncate) the basis for the enlarged
block Be, which will then become B(l,m) as in Fig. 2.3(d). For example, the new block
Hamiltonian is related to the old one by the transformationHB(l+1,m) = O†HBe(l+1,mdS)O.
This change of basis renormalizes the Hilbert space of the system, cutting its size back to
m. Constructed in this way, the blocks are being prepared to be connected to another block
in the next step, when a new superblock will be formed. It can be shown [30], by a varia-
tional calculation, that the truncation error of the renormalization procedure is given by the
sum of the density matrix eigenvalues of the discarded states jjy0i   jy¯0ij2 = 1 åma=1 wa,
where jy¯0i is the approximate ground state obtained from (2.3.1) when we use the trun-
cated basis juia instead of jbei i. The goal is to keep this number as small as possible. In
many cases it has been found that this number is roughly proportional to the error in the
energy [33], the proportionality factor being of course model dependent; for example in
doped fermionic models, we need to keep more states to achieve a good accuracy than in
13
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Infinite-system method
Finite-sytem method
         (a sweep)
Figure 2.4: Schematic representation of the DMRG algorithm. (a) Enlarge and renormalize
until you get the desired system size. (b) Make sweeps to reach a better convergence in a
finite system. Here we show a system with L = 8 sites.
spin models. To give an idea of acceptable values in spin models, truncation errors are
always reported to be less than 10 8. Now we are ready to describe the basic steps of a
complete DMRG algorithm for mixed-spin alternating chains.
2.3.1 Infinite-system algorithm
The first implementation by White of the DMRG method was the infinite system algo-
rithm. The goal was to use DMRG’s advantage to decoupled the system size and the
dimension of the Hilbert space in order to calculate ground state energies of large systems,
i.e., system sizes that are unreachable for exact diagonalization, eventually converging to
the thermodynamic limit. In this algorithm we start with four sites as in Fig. 2.4(a). Then
we construct the left and right enlarged blocks1 and form the superblock. The overall effect
is to add to sites in the center of the chain in each step. Having the superblock, we target
the ground state with the Lanczos rutine and construct the reduced density matrices for
the system and the environment independently. Then we diagonalize the density matrices,
1Left and right enlarged block are not mirror images in mixed-spin chains (as is the case in uniform chains),
since the systems do not have reflection symmetry with respect to their centers.
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and with the m weightest eigenvectors we construct a new truncated basis for the left and
right enlarged blocks, which serve as the starting blocks in the next step. Note that m is a
parameter in the algorithm; for example, in the (S, s) = (1, 1/2) system where the dimen-
sion of the Hilbert space of a unit cell is dS  ds = 6; if we choose, say, m = 20 then in the
first step of the algorithm, the change of basis does not truncate the enlarged block (it is
only a rotation). In the second step, the dimension of the Hilbert space of the left enlarged
block is 6 dS = 18 < m (see Fig. 2.4(a)) and the truncation is not performed either. In the
third step, this dimension is (dS  ds)2 = 36 > m, and then from here the truncation does
take place, keeping the number of states which describe the block constant. The goal is to
grow the chain to a long-enough length, so that the energy and short range correlations
around the center have converged. The convergence is checked by keeping track of the
difference DE0 between the ground-state energy of the superblocks in two sucessive steps,
which converges to the ground-state energy per unit cell in the thermodynamic limit.
2.3.2 Finite-system algorithm
In the finite-system algorithm the goal is no longer to reach the thermodynamic limit,
but rather to restrict ourselves to a finite system size L. At the beginning, until the su-
perblock size reaches the system size, the algortihm is identical to the infinite-system al-
gorithm. When the system size is reached, one applies the steps of infinite-system DMRG,
but instead of simultaneous growth of both blocks, growth of one block is accompanied
by shrinkage of the other block as shown in Fig. 2.4(b). Reduced basis tranformations are
carried out only for the growing block. Let the system block grow at the expense of the en-
vironment block; to describe it, environment blocks of all sizes must have been stored pre-
viously in the infinite-system stage or in previous applications of the finite-system DMRG.
When the environment block reaches the minimum size and becomes exact, growth direc-
tion is reversed. The environment block now grows at the expense of the system block. A
complete shrinkage and growth sequence for both blocks is called a sweep. This method
usually finds the best approximation to the ground state and convergence is gauged by
comparing results from sweep to sweep until they stabilize. In our studied systems, stabi-
lization of the ground-state energy takes place with about four or five sweeps.
We have overcome the difficulty outlined at the end of section 2.2 about the exponentially
increasing dimension of the Hilbert space of our many-body systems. Notice that the ther-
modynamic limit of real chains is well simulated by DMRG when superblocks sizes usu-
ally larger than 60 sites are reached. This is signaled by the convergence of the algorithm to
definite values of energy per site no matter if we continue increasing the superblock size.
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We proceed in the next section to the simplest system in which we can test our developed
algorithm: a mixed-spin Ising chain. In this system, the Hamiltonian is already diagonal
in the standard basis and the DMRG seems, at first sight, redundant; however it is by no
means trivial which are the diagonal entries of such a huge matrix.
2.4 Magnetization plateaux in general anisotropic Ising chains
The quantization of magnetization is one of the most interesting phenomena in the physics
of low-dimensional quantum spin systems. Several theoretical and experimental efforts
have been made in recent years to understand this fascinating characteristic [34–40]. Os-
hikawa et al. [13] followed an exact treatment for general quantum spin chains suggesting
that a magnetization plateau can appear as a result of the quantization of magnetization
under the condition
Sunit  m = integer (2.4.1)
where Sunit is the sum of spins over all the sites in the unit period and m is the magne-
tization per unit cell. This is only a necessary condition and thus it does not guarantee
the existence of the plateau nor specify any mechanism of formation. This condition is still
valid for mixed-spin chains with spins S and s (S > s). Theoretical investigations into them
are the most interesting and important considering the extensive chemical knowledge on
ferrimagnetic materials [17–19]. It is well known that these systems have a ground-state
spontaneous magnetization which gives a plateau at m = S  s, because any elementary
excitation increasing the magnetization is of the antiferromagnetic type and these excita-
tions are gapped in ferrimagnets. Since the same plateau appears in the Ising model and
in the classical spin (vector) Heisenberg model, Sakai and Yamamoto [41] has called it a
classical plateau. On the other hand, the condition in Eq. (2.4.1) allows for the appearance
of plateaux at higher magnetizations m = S  s+ 1, S  s+ 2, . . . , S+ s  1 for s > 1/2.
Since these plateaux can never appear in the Ising model or classical Heisenberg model,
they called them quantum plateaux and gave a valence-bond (or composite picture) repre-
sentation for some systems [42].
Despite their simplicity, ferrimagnetic Ising systems have attracted a renewed interest re-
cently since they have been proposed as possible models to describe certain types (or class)
of molecular-based magnetic materials which are of current experimental interest [43, 44].
Physical mechanisms for the appearance of a multi-plateau structure in the magnetization
curve of Ising systems have been searched since Sakai and Yamamoto’s findings. When the
single-ion anisotropy D > 0 is added to the Ising Hamiltonian, Chen et al. [45] showed, us-
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ing classicalMonte Carlo, that for spin-S (S  1) chains there appears 2S+ 1 plateaux in the
magnetization curve (including the saturated magnetization). This was verified recently
using the transfer-matrix technique [46] and formulating the problem on the Bethe lattice
[47]. Motivated by this, Aydiner [48] studied the mixed-spin Ising chain (S, s) = (3/2, 1)
with single-ion anisotropy obtaining three plateaux which do not obey the 2S+ 1 rule, a
situation which was not very clear.
In this section we present our studies of the general alternating mixed-spin (S, s) Ising
chain with different single-ion anisotropies on each sublattice of the chain under an ap-
plied magnetic field H. Dividing the system into two complementary sublattices a and a0,
the Hamiltonian can be written as
H =å
j,a
 
Jå
d
SzjaS
z
ja+d + Da(S
z
ja)
2   HSzja
!
, (2.4.2)
where ja denotes the j-th ion (j running over N unit cells) in the sublattice a = fS, sg,
d refers to nearest neighbors, and we consider periodic boundary conditions. Using a
molecular-field theory (MFT) we show that the system can exhibit the celebrated 2s + 1
plateaux at the ground state, including the two classical (initial and saturation) and the
quantum ones, which are shown to be generally displayed in the ferrimagnetic Heisen-
berg chains [42], although in the Ising systems they are explained by purely classical
tensor-product states. We compare our results with DMRG calculations (considered ex-
act in these systems) and with the transfer-matrix method, which is a standard technique
for investigating thermodynamic properties of Ising systems. We start our analysis giv-
ing an overview of this technique applied to the (S, 1/2) chain, which motivates the MFT
argument.
2.4.1 Transfer-matrix method
According to our knowledge, this method has not been described in detail for mixed-spin
Ising chains. Here, we follow the original procedure developed by Kramers and Wannier
[49, 50] which formed the basis for Onsager’s solution [51] of the two-dimensional Ising
model. Before doing this, we define Gj  fmS,msgj as a particular configuration of spin
values inside the unit cell j out of the possible (2S + 1)(2s + 1) ones. With this notation
we write PGN 1 as the probability of a configuration GN 1 regardless of the configurations
G1,G2,    ,GN 2. In the thermodynamic limit, this function satisfies the eigenvalue equa-
tion
å
GN 1
WGNGN 1 PGN 1 = lPGN (2.4.3)
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Figure 2.5: The ground state (T = 0) magnetization per unit cell as a function of the
applied magnetic field, for different mixtures of spin in the unit cell.
whereW is the so-called transfer matrix given by
WGG0 = e
 b[JmS(m0s+ms)+DS m2S+Ds m2s H (mS+ms)], (2.4.4)
which comes directly from the Boltzmann factor, b being the inverse temperature 1/T. It
can be shown that the partition function can be calculated via the transfer matrix as
Z = Tr(WN) =å
j
lNj (2.4.5)
Then, when N ! ¥ only the largest eigenvalue lmax dominates in the above sum. There-
fore we calculate the ground state magnetization per unit cell as
m =

T
lmax
¶lmax
¶H

F=0
(2.4.6)
where F  fDS,Ds,H, Tg denotes the set of system’s parameters. Using this method,
we calculate the magnetization curve of the (S, 1/2) system, for some values of S > 1/2
as shown in Fig. 2.5. As can be seen, the system only develops the two classical plateaux
m = S  1/2 andmsat = S+ 1/2 separated by the saturation field Hsat = 2JS, independent
of the values of DS and Ds. These results serve as the starting point of our MFT method.
2.4.2 Molecular-field theory
The main idea of this approach is to view each ion as an object which interacts with a
magnetic field which is a combination of H and an effective molecular field due to the
exchange interaction between the various ions. The magnetic energy at T = 0 associated
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Figure 2.6: Energy levels for different spins S with single-ion anisotropy. The effect of
DS is the zero-field splitting of the energy of the different spin microstates mS which are
represented by solid lines according to their thick and which are further separated by the
Zeeman effect produced by BS.
with this model is
HMF =å
j,a
 
Da(Sza)
2 + BaSza

, (2.4.7)
where the magnetic field Ba felt by an a ion is
Ba = 2JSza0   H, (2.4.8)
being proportional to the magnetization of the two neighboring a0 ions. It should be no-
ticed that this is just another way to write the Hamiltonian in Eq. (2.4.2) at zero temperature,
i.e. any approximation has been carried out at all. The only fact that we have used is the
translational invariance of the ground state in the infinite-size system which requires spa-
tially modulated spin states with a period equal to the length of the unit cell; that is why
the value of Szja becomes independent of j and so we have used S
z
a instead. We emphasize
that this method is only applicable at zero temperatures. Then, the free energy per a ion
can be calculated in the local state jmai, for which we obtain the two coupled equations
UmS = DSm
2
S + (2Jms   H)mS (2.4.9)
Ums = Dsm
2
s + (2JmS   H)ms (2.4.10)
We can solve for the two sublattice magnetizations by keeping track of the spin microstates
mS and ms which simultaneously minimize these sublattice energies. We propose doing
this diagramatically [52] by appealing to the energy-level diagrams of some relevant spin
quantum numbers as shown in Fig. 2.6. In this figure, we represent the magnitud of spin
microstates by solid lines according to their thicks. We remark that the Zeeman splitting of
the energy levels increases (decreases), under the applied field, if jBaj increases (decreases).
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Table 2.1: Representation of the magnetization profiles of the system in the various trans-
lationally invariant phases. The scaled arrows represent m1 = 1 and m3/2 = 1/2, 3/2
spin microstates, and the small horizontal line represents the m1 = 0 microstate. In the
case D1 = 0, D3/2  0 two different mechanisms generate the plateau at 1/4. The transi-
tion region is J/2 < D3/2 < J.
In order to describe the magnetization process we need to start from definite values of the
sublattice spin microstates, which we call the initial state in the following. In the ground
state of the system (F = 0) we see from Eqs. (2.4.9) and (2.4.10) that the product mSms
must be a minimum. This is accomplished, as we expected, by the two Néel-ordered states
y1 = jS, si
N and y2 = j   S, si
N , where “up” has been defined as the positive direction
along the z axis, i.e. the direction of the applied magnetic field H. Since the system chooses
only one of these two states for the magnetization process, as will be seen in the following,
we say that the ground state spontaneously breaks the up-down symmetry. As a rule we
find that the choosen initial state is that which has the greatest of the spin microstates
max(mS,ms) pointing upwards. When F = 0, this state coincides with y1: it seems as if
the system “knew” that a magnetic field is going to be applied eventually and then it gets
ready for it (it is less favorable for this field to turn the greatest spin in the unit cell).
Magnetization process of the (S, 12 ) system
When s = 1/2 (and by definition Ds = 0) we find, as supported by the transfer matrix
results, that the system chooses the y1 initial state regardless of the value of S. Then, a
classical magnetization plateau appears at m = S   1/2. When we increase the applied
magnetic field H, the splitting of the spin-1/2 energy levels decreases and those of the
spin-S increases (and hence stabilizing the local state jmS = Si) until we reach the satura-
tion field: B1/2 = 0 ) Hsat = 2JS, from which a transition to the saturated state jS, 12 i
N
occurs. Henceforward the splitting of the spin-1/2 energy levels increases and the sys-
tems displays a magnetization plateau at the saturation value msat = S+ 1/2. This holds
irrespective of the value of DS since the Zeeman splitting of the spin-S energy levels al-
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Figure 2.7: Quantum phase diagram for the mixed (S, s) = (3/2, 1) Ising chain. (a) For
the case D1  0, D3/2 = 0. (b) For the case D1 = 0, D3/2  0. The numbers in each region
correspond to the total magnetization per site.
ways increases in the magnetization process. Then, our method is able to reproduce the
transfer-matrix results shown in Fig. 2.5 under a more intuitive basis. We now concen-
trate in more elaborate cases which include spin mixtures both greater than 1/2 and have
a simple fascinating physics behind.
Magnetization process of the (S, s) = ( 32 , 1) system
We studied this system in Ref. [52] for the two cases of interest Da 6= 0 with Da0 = 0.
Choosing y1 as the initial state, a classical magnetization plateau is displayed at the value
m = 1/2. When D1 is turned on (keeping D3/2 = 0) a quantum magnetization plateau at
the value m = 3/2 appears when the applied field overcomes the critical field given by
Hc = 3J   D1, from which the system undergoes a transition to the state j 32 , 0i
N . Then
the saturated state j 32 , 1i
N appears above the saturation field Hsat = 3J + D1 giving a
plateau at the value msat = 5/2. When D3/2 is turned on (keeping D1 = 0) the same
plateaux are found but now there appears two different mechanisms for the plateau at
m = 1/2: the small-D phase mechanism with y1 as the initial state and Hsat = 3J (the
quantum plateau does not appear) and the large-D phase mechanism (D3/2 > J), with
the initial state given by j   12 , 1i
N , a critical field Hc = 2J and a saturation field Hsat =
2(J + D3/2). These phases are represented in Table 2.1. The results were compared with
DMRG calculations in a chain of 200 sites, choosing up to 80 states during 10 sweeps,
which gave a truncation error of machine precision. As can be seen in the phase diagrams
in Fig. 2.7, the critical fields are reproduced exactly. This stimulates us to investigate the
ground state magnetization curve of the (S, s) = ( 52 , 2) system in a more general setting.
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Figure 2.8: Quantum phase diagram indicating the critical fields for the specified transi-
tions in the ranges of D2 and D5/2 shown. The symbols represent DMRG calculations in a
ring of 100 sites and the solid line is the prediction of our MFT results (see the text).
Magnetization process of the (S, s) = ( 52 , 2) system
Choosing y1 as the initial state, a classical magnetization plateau appears at the value
m = 1/2. When the applied field H is increased, the Zeeman splitting of the spin-5/2
energy levels increases (therefore stabilizing the local state jm5/2 = 52 i) and that of the
spin-2 decreases. When the critical field Hc1 = 5J  3D2 is reached, a transition to the state
j 52 , 1i
N occurs, giving a quantum plateau at m = 3/2. If we continue increasing the
field, a transition to the state j 52 , 0i
N is produced above the critical field Hc2 = 5J   D2
giving a quantum plateau at m = 5/2. There is a field value H0 = 5J at which the Zeeman
splitting is zero. Then, at Hc3 = H0 + D2 the system undergoes a transition to the state
j 52 , 1i
N in which a quantum plateau at m = 7/2 appears. Finally, the magnetization of
the system saturates above the saturation field Hsat = 5J+ 3D2 giving the classical plateau
at msat = 9/2. We compare these findings with DMRG, using a ring of 100 sites, as can
be seen in Fig. 2.8. One may ask about the range of values of D5/2 for which the initial
state y1 of the described magnetization process is the ground state of the system. This can
be answered easily if we take a look at Fig 2.9. When 0  D5/2 < J, the system chooses
y1 as the ground state as shown in Fig 2.9(a). Increasing the anisotropy from D5/2  J,
there is a transition to the state j   32 , 2i
N as shown in Figs. 2.9(b) and 2.9(c) with initial
magnetization plateau at the classical value m = 1/2. For D5/2  2J, a transition to the
state j   12 , 2i
N occurs (see Fig. 2.9(d)) giving an initial quantum plateau at m = 3/2.
If we increase H from these states, a different magnetization process takes place which is
analyzed in the same way as before but no new magnetization plateaux appear.
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(a) 
(b)
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Figure 2.9: Energy levels at H = 0 of the spin-5/2 ions when D5/2 is increased, showing
their ground state as the lowest level. (a) The state jm5/2 = 52 i has the lowest energy. (b)
The state jm5/2 =   32 i is now the local ground state. (c) The same state as in (b) remains.
(d) The state jm5/2 =   12 i is now the most favorable.
Counting the magnetization plateaux in general (S, s) systems
We can generalize the procedure described above for general alternating Ising chains with
spins (S, s) and single-ion anisotropy. Starting from y1 at H = 0 the system exhibits the
classical initial plateau at m = S   s. When H is increased, the Zeeman splitting of the
energy levels of spin-S ions increases and that of the spin-s ions decreases as shown in Fig.
2.10. When the critical field Hc1 = 2JS  (2s  1)Ds is reached, there is a transition to the
state jS, s+ 1i
N and a quantum magnetization plateau appears at m = S  s+ 1. It is
easy to realized from this the subsequent behavior. If we continue increasing the applied
field, the system undergoes multiple transitions through the sequence of tensor-product
states jS, s + 1 + ji
N (with j incrementing in unit steps from 1 to 2s   1) each time a
crossing of levels in the diagram in Fig 2.10 occurs, that is, when the critical fields Hcj+1 =
2JS  [2(s+ j)  1]Ds are reached. Then, the ground-state (step-like) magnetization curve
consists of a series of 2s+ 1 plateaux at the values m = S  s, S  s+ 1, . . . S+ s: the two
classical plateaux and all the quantum plateaux allowed by the condition in Eq. (2.4.1). As
in the former case we may ask about the range of values of DS for which y1 is the initial
state of the magnetization process. This is always the case for DS = 0. When we increase
DS keeping H = 0, the first crossing of energy levels can be found at DS = Js/(S  1/2).
When DS exceeds this value, no new plateaux are expected to occur. The range of Ds for
which we have this full number of plateaux can be found by making Hc1 = 0 in the above
expresions for the critical fields: we find Ds < JS/(s  1/2).
With this, we have showed that for the range of single-ion anisotropy parameters 0 
DS < Js/(S  1/2) and 0  Ds < JS/(s  1/2), the system exhibits 2s+ 1 plateaux in the
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Figure 2.10: Energy levels of spin-s ions with single-ion anisotropy in the ground state
y1. As the applied magnetic field H is increased the Zeeman splitting of these levels
decreases (indicated with one-head arrows). We show only one of the two microstate for
some values of jmsj.
ground-state magnetization curve separated by the indicated critical fields. This provides
a similar rule as that known for spin-S (S  1) Ising chains with single-ion anisotropy, for
which 2S+ 1 plateaux appear.
2.5 Interacting spin-wave dispersions of Heisenberg chains
As we have said before, Heisenberg ferrimagnetic spin systems have received consider-
able attention recently. Many theoretical studies have been carried out to calculate the
ground-state properties and the low-lying excited states of the alternating (S, s) (S > s)
chains [18, 53–71]. All of this research was stimulated by an accumulated chemical knowl-
edge on ferrimagnetic materials [17, 19, 72–74]. Kahn et al. [75] succeeded in synthe-
sizing a series of bimetallic chain compounds such as MM0(pba)(H2O)32H2O [pba=1,3-
propylenebis(oxamato)=C7H6N2O6] and also the family MM0(pbaOH)(H2O)3[pbaOH=2-
hydroxy-1,3-propylenebis(oxamato)=C7H6N2O7], where the alternating magnetic ions M
and M0 are flexible variables and, therefore, the low-dimensional ferrimagnetic behavior
could systematically be observed. Caneschi et al. [76, 77] synthesized another series of
mixed-spin chain compounds of general formula M(hfac)2NITR, where metal ion com-
plexes M(hfac) with hfac=hexafluoroacetylacetonate are bridged by nitronyl nitroxide
radicals NITR. There also exist purely organic molecule-based ferrimagnets [78, 79], where
sufficiently small magnetic anisotropy, whether of exchange-coupling type or of crystal-
field type, is advantageous for observation of essential quantum mixed-spin phenomena.
The characteristic properties of the elementary excitations of mixed-spin chains have been
shown to be the result of a ferromagnetic-antiferromagnetic crossover, due to the com-
petition between excitations to a gapless ferromagnetic and a gapped antiferromagnetic
branch in the energy spectrum. The spin-wave theory has been a cornerstone for the es-
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tablishment of these facts and, in some instances, has demonstrated a high efficiency. For
example, Ivanov [80] showed that for the cases (S, s) = (1,1/2), (3/2,1), and (3/2,1/2), the
estimates for the ground-state energy and sublattice magnetizations differ less than 0.03%
for the energy and 0.2% for the sublattice magnetizations from DMRG. When the crystal-
field (or single-ion) anisotropy term D is taken into account in the spin-wave theory (a
term almost always present in real situations, such as in the Ni (S = 1) environment of
the (S, s) = (1, 1/2) mixed-spin chain NiCu(pba)(D2O)32D2O [81]), Zhou and Kawazoe
[82] introduced a new spin-Bose transformation for arbitrary uniform (not mixed) spin-
number systems and configurations, arguing that the frequently used Holstein-Primakoff
(HP) spin-Bose transformation for the spin-wave approach completely fails for systems with
easy-plane anisotropy (D > 0) and sometimes fails for those with easy-axis anisotropy
(D < 0). Since we can encounter examples (see Ref. [66] and references therein) in which
the HP-based spin-wave theory works very well for mixed-spin alternating chains, it re-
mains to be shown whether the inclusion of the D term can reflect the real situation at
all.
In this section we investigate the suitability of the HP-based spin-wave theory for mixed-
spin Heisenberg chains with crystal-field anisotropy. In order to make a quantitative
judgement, we treat the spin-wave expansions up to second order in the particle-number
operators in the Fock space which has been proved to work much better than the usual
linear expansion, which overestimates the role of the zero-point spin fluctuations. The
Hamiltonian of our mixed-spin alternating Heisenberg chain with crystal-field anisotropy
D then reads:
H = J
N
å
j=1

Sj  sj + sj Sj+1 + D(Szj )2

, (2.5.1)
where Sj and sj are spin operators at the sites with spins S and s respectively, and j runs
over N unit cells. Note that the crystal-field term has been put only on the spin-S sites
(highest spin numbers), which is more common in real materials. For our analysis, we
consider the systems with (S, s) = (1,1/2), (3/2,1/2), (3/2,1), and (2,1), and compare our
results with DMRG. Our primary conclusion is that for the easy-plane anisotropy case
the HP-based spin-wave theory indeed fails but for the easy-axis anisotropy case it de-
mostrates a surprising efficiency.
2.5.1 Second-order spin-wave theory
Assuming theNéel-ordered ferrimagnetic ground statewith total magnetizationM = (S 
s)N we define the bosonic operators for the spin deviation in each sublattice through the
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HP transformation [83]
S+j =
q
2S  a†j aj aj, Szj = S  a†j aj,
s+j = b
†
j
q
2s  b†j bj, szj =  s+ b†j bj.
(2.5.2)
Then we can expand the Hamiltonian (2.5.1) as
H = Eclass +H0 +H1 +O(S 1), (2.5.3)
where Eclass = (DS2   2 Ss)JN is the classical ground-state energy, H0 gives the free spin
waves, and H1 describes two-body interactions between them, which are respectively, the
O(S2), O(S1), and O(S0) terms of the expansion. We follow the perturbational treatment
of H1 to H0 described in Ref. [66]. That is, after a Fourier transformation followed by a
Bogoliubov change of coordinates, we diagonalizeH0 as
H0 = E0 + Jå
k

w k a
†
kak +w
+
k b
†
kbk

, (2.5.4)
where E0 = Jåk[wk   (S + s   D¯)] (with D¯  DS) is the O(S1) quantum correction to
the ground-state energy, and a†k and b
†
k are the creation operators of the ferromagnetic and
antiferromagnetic spin waves of momentum k whose dispersion relations are given by
wk = wk  (S  s+ D¯) , with wk =
q
(S+ s  D¯)2   4Ss cos2(k/2). (2.5.5)
Now we pick up the relevant contributions to the dispersions, as well as to the ground-
state energy, fromH1. Using the Wick theorem,H1 is rewritten as
H1 = E1 + Jå
k

dw k a
†
kak + dw
+
k b
†
kbk

+ Hirrel + Hresid, (2.5.6)
where Hirrel contains irrelevant terms such as akbk and Hresid contains residual two-body
interactions, both of which are neglected in the following. The O(S0) correction to the
ground-state energy and those to the dispersion relations are given by
E1
2JN
=
D¯
S
G1 (G1 + 1/2) 
 
G21 + G
2
2

+
p
S/s+
p
s/S

G1G2, (2.5.7)
and
dwk =
D¯
S

S+ s  D¯
wk
 1

(2G1 + 1/2) +
2G1
wk

D¯  (S+ s) sin2(k/2)
+
G2p
Ss

wk  (S  s) + D¯wk (S+ s  D¯)

,
(2.5.8)
where the key constants G1 and G2 are evaluated in the thermodynamic limit as
26
CHAPTER 2: GROUND-STATE STATIC PROPERTIES
(a)
0
2
4
E k
/J
0 0.5 1
0
2
4
6
k/pi
E k
/J
0 0.5 1
k/pi
(S,s) = (2,1)
(S,s) = (5/2,1/2)
(S,s) = (1,1/2)
(S,s) = (3/2,1/2)
(b)
0 0.5 1
0
0.5
1
1.5
2
2.5
3
k/pi
E k
/J
0 0.5 1
−1
0
1
2
3
4
5
6
k/pi
D = 0.08D = − 0.08
Figure 2.11: Noninteracting (dashed lines) and interacting (solid lines) spin-wave calcula-
tions of the dispersion relations for the specified mixed-spin alternating systems (a) with
D = 0. Corresponding quantum Monte Carlo calculations (x) are also shown for compar-
ison. (b) For the mixed (S, s) = (1, 1/2) alternating spin chain with D =  0.08 (left panel)
and D = 0.08 (right panel). The situation for other spin mixtures is similar.
G1 =
1
2p
Z p
0

S+ s  D¯
wk
  1

dk, (2.5.9)
G2 =
1
p
Z p
0
p
Ss cos2(k/2)
wk
dk. (2.5.10)
Then, up to order O(S0), we obtain the Hamiltonian
H = Eg + Jå
k

w˜ k a
†
kak + w˜
+
k b
†
kbk

, (2.5.11)
with w˜k = w

k + dw

k and Eg = Eclass + E0 + E1. In Fig. 2.11(a) we show the dispersion
relations wk and w˜

k of some spin mixtures for the case D = 0. We correctly reproduce the
results of Ref. [84], where the interacting spin-wave calculations are in excellent agreement
with the numerical findings obtained with quantum Monte Carlo calculations (crosses in
Fig. 2.11(a)). We observe, as expected, two distinct branches of spin-wave excitations:
the gapless one, which reduces the ground-state magnetization, is of the ferromagnetic
type, showing a quadratic dispersion at small momenta; the gapped one is of the antifer-
romagnetic type, enhancing the ground-state magnetization. Note that theO(S0) quantum
correction has an important effect on the antiferromagnetic spin waves, whereas the fer-
romagnetic ones appear almost free from two-body interactions. In Fig. 2.11(b) we show
the dispersion relations of the mixed (S, s) = (1, 1/2) alternating spin chain for two values
of D in the easy-axis (D < 0) and easy-plane (D > 0) regimes. We note that the O(S1)
(linear) spin-wave description in the easy-plane case breakdowns since the ground-state
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Figure 2.12: Ground-state energy for the specifiedmixed-spin systems. The solid (dashed)
lines are calculations with the (non)interacting spin-wave theory. (a) Mixed (S, s) =
(1, 1/2) spin systems in the easy-plane regime; the situation being similar for other spin
mixtures. (b) Easy-axis regime. A very good agreement with DMRG is obtained in this
case.
energy is no longer the lowest energy of the system. In fact, there is a positive value of
D = D  (pS ps )2/2S above which the dispersion relations become imaginary. For
the (S, s) = (1, 1/2) system, this value is D ' 0.0858. We shall see in the next section that
the ground-state energy seems to diverge at this point. For the other systems, the situation
is very similar.
With this spin-wave method, it is also possible to obtain estimates for the sublattice mag-
netizations. Here the formulas do not distinguish between interacting and noninteracting
cases. Only the ground-state energy is vulnerable to the order of the expansion. With the
notation Sz  N 1åj Szj and sz  N 1åj szj for sublattice magnetizations, we find
hSzi = S  G1, hszi =  (s  G1), (2.5.12)
which clearly shows the quantum “spin reduction” present in quantum spin chains, which
has already been predicted with the spin-wave theory [85]. Note that when S = s, G1 is di-
vergent at k = 0, a problem known as the infrared-diverging magnetization. Ferrimagnets,
however get rid of this difficulty. Now we proceed to compare the obtained ground-state
energy and sublattice magnetizations with the results obtained with the DMRG algorithm.
2.5.2 Numerical analysis with DMRG
We consider chains of 100 sites with open boundary conditions and J = 1. The num-
ber of block states chosen to represent the renormalized Hilbert space was allowed to
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Figure 2.13: Sublattice magnetizations for the specified mixed-spin systems in the easy-
axis regime. The solid line is the spin-wave estimate.
vary with the condition of keeping a truncation error less than 10 8. In Fig. 2.12(a) we
show the ground-state energy in the easy-plane regime for the (S, s) = (1, 1/2) system.
The results for other spin mixtures are similar. Here we observe that the interacting spin-
wave description fails to describe the ground-state energy of the system as was expected
from the results of Fig. 2.11(b). As can be seen, when D ! D the ground-state en-
ergy seems to diverge. Therefore we conclude that the spin-wave theory fails for ferri-
magnetic chains with easy-plane anisotropy. The easy-axis regime is very different as can
be noticed from Fig. 2.12(b) for the ground-state energy and in Fig. 2.13 for the sub-
lattice magnetizations. In this regime there is a very good agreement with the DMRG
results. For example, for the (S, s) = (3/2, 1/2) system, the discrepancy factor defined
as R = å[(Eg)DMRG   (Eg)SWT]2/å[(Eg)DMRG]2 is equal to 6.1 10 6. If we calculate the
discrepancy factor using the data of the sublattice magnetizations for the same system we
obtain a value of 2.0 10 2, which is reasonable because the DMRG gives a more precise
description of the ground-state energy of the system than of its ground-state vector, which
is used to take expectation values. We roughly see from the figures that the success of the
spin-wave theory in the easy-axis anisotropy regime is enhanced when the spin quantum
numbers S and s are both integers or both half-odd integers, but we can not draw a general
conclusion from this.
With this, we have shown that the HP-based interacting spin wave theory can be applied,
with all the confidence, to mixed-spin Heisenberg chains with single-ion anisotropy pro-
vided that the system is in the easy-axis regime. This is an important conclusion since al-
most all theoretical attempts to study the low-temperature properties of mixed-spin chains
(with D = 0) have been done with this approach [66], and the inclusion of a D term is often
taken into account in experimental research, so that it should have to be included in this
29
CHAPTER 2: GROUND-STATE STATIC PROPERTIES
type of calculations. In the next section we jump to the description of quantum critical
points in mixed-spin chains concepts from quantum information such as entanglement.
2.6 Entanglement and quantum phase transitions
If two systems interacted in the past it is, in general, not possible to assign a single state vector
to either of the two subsystems [86].
This is also known as the principle of non-separability and expresses much of what entan-
glement is about. First recognized by Einstein, Podolski and Rosen [87] and by Schrödinger
[88], it is one of the most astonishing features of quantummechanics. The main problem of
entanglement theory is that we do not have a fully understanding of what entanglement
is. More precisely, we only know its mathematical definition and its manifestation [89–91].
Entanglement appears as the consequence of the combination of two of the quantum pos-
tulates:
Then, the investigation of entanglement in a given quantum state reduces to whether it is
separable or not. That is, a state is entangled if and only if it is not separable. After playing
a significant role in the foundations of the quantum formalism, entanglement has been
recently rediscovered, within the quantum information science, as a new physical resource
with potential commercial applications such as quantum cryptography, better frequency
standards or quantum-enhanced positioning, and clock synchronization. Morover, the
ability to generate entangled states is one of the basic requirements for building quantum
computers [92].
In the last few years, there has been a huge interest in deciphering the connection between
the theory of critical phenomena in condendedmatter systems with quantum information,
by exploring the entangling resources of a system close to its quantum critical point [93].
Traditionally many-body systems have been studied by looking for example at their re-
sponse to external perturbations, various order parameters and excitation spectrum. The
study of the ground state of many-body systems with methods developed in quantum
information may unveil new properties. At the same time, experience built up over the
years in condensed matter is helping in finding new protocols for quantum computation
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and communication: A quantum computer is a many-body system where differently from
“traditional ones”, the Hamiltonian can be controlled and manipulated [94]. Let us then
see how entanglement properties give key information on the critical behavior of some
mixed-spin chain systems.
2.6.1 Mixed-spin Heisenberg chain with single-ion anisotropy
In recent years, many efforts have been made to comprehend the relation between entan-
glement and quantum phase transitions [93, 95–97]. An obvious advantage in determining
quantum critical points using measures of entanglement is that we do not require a priori
knowledge of the order parameter and the symmetries of the system. Most of the sys-
tems which have been studied previously are Heisenberg spin-1/2 systems as there exists
a good measure of entanglement for a two-spin system, the concurrence [98], which is
applicable to an arbitrary state of two qubits. On the other hand, the entanglement in
mixed-spin or higher spin systems are not well-studied due to the lack of good opera-
tional measures of entanglement. There have been several initial studies along this direc-
tion [99, 100], however these works are restricted to the case of only two-particle systems.
For the case of general bipartite systems, a non-entangled state has necessarily a positive
partial transpose according to the Peres-Horodecki criterion [101, 102]. Fortunately, due
to the SU(2) symmetry of the Heisenberg Hamiltonian, it can be shown [99] that a pos-
itive partial transpose is also sufficient for a separate state in the case of spin mixtures
of the type (S, 1/2). This allows us to investigate entanglement features in this kind of
mixed-spin systems, such as the well-known family of bimetallic chains [18, 19] of general
formula ACu(pbaOH)(H2O)3nH2Owith A=Ni,Co,Fe,Mn in which the largest spin varies
from S = 1 to 5/2.
There are very few works on the study of entanglement in quantum mixed-spin chain
models. Li et al. have considered [103] a polymerized antiferromagnetic mixed-spin chain
in which the ground-state entanglement transition found is closely related to the valence-
bond-solid phase transition. Sun et al. have studied the entanglement properties and its
relation with quantum phase transitions in the isotropic [104] and the XXZ anisotropic
[105, 106] (1, 1/2) spin chain, respectively. The thermal entanglement has also been stud-
ied in more general spin mixtures such as the (S, 1/2) and the (S, 1) systems [107–109];
here themain interest is focused on the characteristic temperature for an entangled thermal
state. The effects of external magnetic fields on the entanglement properties has also called
the attention recently [110–112], since this plays an important role in improving the char-
acteristic temperature and enlarging the region of entanglement in the system. To the best
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Figure 2.14: Schematic representation of the alternating mixed-spin (S, s) chain arranged
on a ring.
of our knowledge, the entanglement and its relation with quantum phase transitions have
never been investigated in mixed-spin chains with single-ion anisotropy. This anisotropy
(also known as magnetocristalline or crystal-field anisotropy) is very realistic from an ex-
perimental point of view and can be increased locally by adding non-magnetic defects in
the system [113]. As an example of this anisotropy in mixed-spin chain compounds, the
chain NiCu(pba)(D2O)32D2O, which has the spin mixture (1, 1/2), would possibly have
the single-ion anisotropy on the Ni (S = 1) ion [81].
Motivated by the above facts, in this sectionwe investigate themixed-spin (S, s) = (1, 1/2)
Heisenberg system with single-ion anisotropy D. We choose this particular spin mixture
just for computational convenience, but we have shown, using the interacting spin-wave
theory together with density matrix renormalization group calculations, that the ground
state properties for general S and s are qualitatively similar [114], so our main results here
are expected not to depend on the specific spin mixture. Having said this, the Hamiltonian
of our system can be written as
H = J
N
å
j=1
[Sj  sj + sj Sj+1 + D(Szj )2], (2.6.1)
where Sj and sj are spin operators at the unit cell denoted by j and we adopt periodic
boundary conditions in a systemwith N unit cells as sketched in Fig. 2.14. In the following,
the strength of the exchange interaction J is set to unity. An important result regarding this
model (in any dimension) has been obtained recently by Tian and Lin [115]. They proved
rigorously that for an arbitrary bipartite lattice and spin mixture (S, s) with S > s, the
global ground state is nondegenerate and has the total spin-z component Sz = 0 when
D > 0. On the other hand, when D < 0, the ground state becomes doubly degenerate
with Sz = N(S  s) and each state is antiferromagnetically ordered. When D = 0, the
model reduces to the isotropic Heisenberg model, whose properties have been thoroughly
studied. In particular, the Lieb-Mattis theorem [21] states that the system has total spin
S = N(S  s) and therefore, its ground state is highly degenerate. Then, the value D = 0
is a critical (bifurcation) point indicating the reconstruction of the energy spectrum of the
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system, so we expect that the entanglement, which is closely related with the structure of
the ground-state, will present a special behavior at the critical point. Our aim in this section
is to investigate this characteristic behavior which serve to indicate the quantum phase
transition without reference to any specific order parameter. Moreover, we go beyond the
ground state to study the effects of finite temperatures on the entanglement properties of
the system. We do this by using the exact diagonalization of the Hamiltonian in Eq. (2.6.1)
for small clusters.
Negativity as a measure of entanglement
We have commented that the Peres-Horodecki criterion is very useful in determining
whether a state is entangled in high dimensional bipartite systems. The quantitative ver-
sion of the Peres-Horodecki criterion was developed by Vidal and Werner [116], who pre-
sented a measure of entanglement, called the negativity, that can be computed effectively
for any mixed state r of an arbitrary bipartite (A
B) system and does not increase under
local manipulations of the system. It essentially measures the degree to which the partial
transpose rTA fails to be positive definite, by summing over its negative eigenvalues mi:
N (r) =å
i
jmij = 12 (kr
TAk1  1). (2.6.2)
In the second equality, the trace norm of rTA is equal to the sum of the absolute values of
the eigenvalues of rTA . Then if N > 0 the system is in an entangled state. The negativity
has been used to quantify the entanglement in a chain of harmonic oscillators [117, 118], in
distant regions of XY spin chains at criticality [119], in free one-dimensional Klein-Gordon
fields [120], in the spin-chain Kondo model [121], etc. Another quantity which is useful in
the investigation of the structure of the ground state is the purity
P(r) = Tr(r2). (2.6.3)
This is used to measure the degree of mixedness of a state described by the density oper-
ator r. For a pure state, we have P = 1, whereas for a maximally mixed state, it reaches
a minimum. The relation between entanglement and mixedness have attracted much at-
tention in this last decade [122–126]; therefore it is believed that the purity of states can
also indicate the critical point in some systems with quantum phase transitions. We use
this concept here in order to complement and understand the results obtained with the
negativity.
To study the quantum critical point in our system it suffices to consider the entanglement
of two nearest-neighbor sites within a unit cell (pairwise entanglement). Since the finite
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Figure 2.15: (a) Negativity versus the single-ion anisotropy D for different system sizes
L = 2N at a low temperature T = 0.02. The drop in the curves indicate the quantum
critical point. (b) Purity versus the single-ion anisotropy D for different system sizes L =
2N at a low temperature T = 0.02. The minimum in the curves indicate the quantum
critical point.
system under the periodic boundary conditions is translationally invariant, it does not
matter which unit cell we use for the calculation. Having said this, we compute the re-
duced density matrix of the two-spin subsystem, which then enters in Eqs. (2.6.2) and
(2.6.3). Before doing this calculation, we first have to write a convenient form for the global
ground state of the system, since as we have said, its degeneracy is not fixed as it explores
the various quantum phases. The best way to take into account this, is to approximate the
global ground state by considering the thermal state at low enough temperatures. This is
described, at thermal equilibrium, by the Gibb’s density operator rs(T) = exp( H/T)/Z,
where the Boltzmann’s constant is set to unity. Here Z = Tr[exp( H/T)] is the partition
function, with T being the temperature. For low enough temperatures, the thermal state
gives the mixture of all the degenerate ground states with equal probabilities. From this
density operator, we proceed to calculate the reduced density matrix r by tracing out all
other spin degrees of freedom in the subsystem complementary to the chosen unit cell.
Although this method is not exact for the determination of the ground-state properties, it
can still well manifest the main features [104, 105].
In Fig. 2.15 we show the results for the negativity and the purity versus the single-ion
anisotropy for different system sizes L = 2N = 4, 6, 8 and temperature T = 0.02. As ex-
pected from the discussion above, both quantities develop a special behavior at the critical
point, that is, whereas the negativity presents a pronounced dip, the purity reaches its min-
imum value. In the ground state of the total system at T = 0, this value can be calculated
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Figure 2.16: Effect of temperature on the dip of the negativity around the quantum critical
point, for the system size L = 6.
easily as the following argument shows. Since the spin degeneracy at the isotropic point
(D = 0) is g = 2S + 1, then each ground state is mixed with an equal probability 1/g in the
system’s density matrix rs. Thus in the diagonal representation, the squared ground-state
density matrix is (r2s )ii0 = (1/g2) dii0 . It follows that the minimum value of the purity at
the critical point is given by Pmin = (1/g2)Tr(dii0) = 1/[L(S  s) + 1]. In the system with
S = 1 and s = 1/2 under consideration this gives Pmin = 1/(N + 1). It is remarkable that
the purity of the two-spin subsystem shown in Fig. 2.15(b) exhibits the special property of
the whole system, namely, it shows a minimum at the critical point which decreases when
the system size is increased. Finite size effects in our calculations are clearly appreciable as
shown in Fig. 2.15(a), but what turns out to be important is that even in the L = 4 system,
the information stored in the quantum phase transition is still captured.
The minimum in the purity at the quantum critical point indicates that the system reaches
a maximally-mixed state. As pointed out by Fano a long time ago [127], as the system
evolves from a pure state to this maximally-mixed state, the statistical fluctuations of any
physical quantity measured in the system tend to increase, which is equivalent to say that
we loose information about the system. In our present case it is easy to understand why
we have a minimum of information at the quantum critical point: the transition to the
isotropic point can be thought of as “adding degrees of freedom” to the system (since a
high spin-degeneracy appears), or in other words, putting the system in contact with an
environment. It is well-known that this operation causes decoherence and therefore a loss
of information, so that the entanglement at the critical point is reduced as shown in Fig.
2.15(a). If we have this mechanism in mind, then it is natural to ask why the drop in
the negativity begins to occur for D values around (and not at) the critical point. This is,
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Figure 2.17: Negativity versus temperature for different values of the single-ion
anisotropy for the system size L = 6. (a) The anisotropy D is varied in the easy-axis
regime. (b) The anisotropy D is varied in the easy-plane regime. The inset figure shows
the behavior of the threshold temperature (from which the thermal entanglement van-
ishes)
however, an effect due to finite temperatures as can be clearly seen in Fig. 2.16. As the
system is cooled, the dip becomes sharper and sharper, and in the ground state we expect
a sudden drop or discontinuity at the critical point. Then, by investigating the pairwise
entanglement in the system, we are able to detect the quantum phase transition at D = 0
without using any order parameter. Now we proceed to discuss in detail the effects of
temperature on the pairwise entanglement as we vary the single-ion anisotropy.
Thermal entanglement
The interest in thermal entanglement has been triggered since the fundamental question
posed recently by Ferreira et al. [128]: can entanglement and the quantum behavior in
physical systems survive at arbitrary high temperatures? They showed that this is indeed
the case for an electromagnetic field mode in an optical cavity with a movable mirror in
a thermal state. The situation for quantum mixed-spin chains has begun to be examined
in the past few years. Experimental measurements of the magnetic susceptibility (an en-
tanglement witness) in the mixed-spin (S, 1/2) chain compounds mentioned before have
determined characteristic or “threshold” temperatures above which the entanglement in
the systems vanishes [107]. These temperatures are increased with the increase of the ex-
change interaction J and also with the increase of S. By introducing an inhomogeneous
magnetic field [112] (as required for quantum computing), the threshold temperature is
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also improved, so that the range where the entanglement exits is broadened. Here we con-
sider the effect of the single-ion anisotropy on the threshold temperatures. In Fig. 2.17
we show the results for the negativity versus temperature as D is varied in the easy-axis
(D < 0) and the easy-plane (D > 0) regimes, respectively. As we expected, for a fixed
value of jDj, the negativity decreases as temperature increases until the threshold value
Tth is reached, from which the negativity vanishes. This is reasonable since, as the tem-
perature is increased, entropy is added to the system so that the quantum correlations
(and thus entanglement) diminish until the quantum behavior disappears. As can be ob-
served in the inset figures, the threshold temperature Tth increases with the increase of the
single-ion anisotropy, being arbitrarily high when jDj is large enough. Taking the value
J = 81.4 cm 1 reported for the bimetallic NiCu (1, 1/2) chain compound [19] we find, for
the system size L = 6, the value Tth = 108.9K when D = 0, which can be compared
with the approximate value [107] in the thermodynamic limit Tth  122K. On the other
hand, when D = 3, for example, we obtain the value Tth = 131.1K which suggests that the
sensitivity of the threshold temperature to variations of jDj is rather weak, as confirmed
by the step-like structure of the threshold temperature versus D. We observe that, for the
easy-plane case, the step-like behavior is destroyed for values around D = 2.6, and then a
linear dependence arises at least in the range of D values shown in Fig. 2.17(b).
A remarkable result from our calculations is that the entanglement in the easy-plane regime
is more robust against temperature than in the easy-axis regime, although in the latter, the
quantity of entanglement (negativity) is larger for large enough values of jDj and low
temperatures. This can be explained if we look at the qualitative effect of the single-ion
anisotropy on the system in the ground state. When D < 0 we see from Eq. (2.6.1) that the
states with high hSzi are energetically favorable. Then when we increase D in this regime,
the spin-S ions tend to point along the z-axis (up or down). On the other hand, when
D > 0 the states with low hSzi are preferable, and thus when D is increased in this regime,
the spin-S ions turn towards a direction in the xy plane. Since there are infinitely many di-
rections along which the spin-S ions can point within the plane, we say that the system has
more degrees of freedom in this case, and therefore if we use the decoherence argument
already used before we arrive at the conclusion that the entanglement in this case is less
compared to the easy-axis case in which we only have two possibilities when D !  ¥.
Thus we conclude this section by saying that, although the entanglement is more robust
against the temperature for the easy-plane regime, we find that, in general, the single-ion
anisotropy improves the characteristic temperature above which the quantum behavior
disappears.
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2.6.2 Adding an external magnetic field
When an external magnetic field is added to the mixed-spin (1, 1/2) chain with positive
crystal-field anisotropy D on the spin-1 ions, the system also shows critical behavior. Sakai
and Okamoto [129] have studied this mixed-spin system using the numerical exact diago-
nalization of finite clusters and size-scaling analyses. It exhibits a magnetization plateau at
the magnetization per unit cell value m = S  s = 1/2 which also appears in the classical
system. They found that a quantum phase transition with respect to D at m = 1/2 is re-
vealed to occur due to the change of plateau formation mechanism, which they considered
as an evidence to clarify that the plateau originates from the quantization ofmagnetization.
In this section we investigate the (1, 1/2) mixed-spin Heisenberg chain with crystal-field
anisotropy under an external magnetic field. Using the negativity as a measure of entan-
glement complemented with purity calculations we explore the quantum critical behavior
of large systems by means of the DMRG algorithm. We show that these quantities bor-
rowed from the quantum information theory give, in a very simple way, the quantum
critical point of the model with higher accuracy than the one obtained from customary
condensed matter approaches.
Competing interactions
The ferrimagnetic (S, s) = (1, 1/2)mixed-spin chain with crystal-field anisotropy D under
an external magnetic field H is described by the Hamiltonian
H =
N
å
j=1
[Sj  sj + sj Sj+1 + D(Szj )2   H(Szj + szj )], (2.6.4)
where Sj and sj are spin operators at the unit cell denoted by j and we adopt open bound-
ary conditions in a system with N unit cells. Sakai and Okamoto used the valence-bond
composite picture [130], where S = 1 is considered as the triplet state of two spin-1/2 vari-
ables, in order to describe the plateau state atm = 1/2. For small positive D each S = 1 site
can be in any state of Sz =  1, 0, and 1. Then in the plateau state atm = 1/2 the ideal “Hal-
dane state”, involving the trimer of three adyacent spin-1/2 variables in a 1  1/2  1 spin
sequence, namely j*i = 1p
6
(j ""#i   2j "#"i+ j #""i), covers the entire lattice. This state
has the Néel order along H with local magnetizations hSzi = 2/3 and hszi =  1/6. On the
other hand, for large positive D each S = 1 tends to point along the xy plane, where Sz = 0.
This local state at each spin-1 site is supported by one of the triplet states 1p
2
(j"#i+ j#"i),
and in the plateau state at m = 1/2, the spin-1/2 sites must have sz = 1/2. Then in the
ideal large-D state the local magnetizations should be hSzi = 0 and hszi = 1/2, and the
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Figure 2.18: (a) Spin Excitation gap vs inverse system size for the critical value Dc =
1.114 0.001 found by Sakai and Okamoto [129] (upper panel) and two values far apart
from this critical value (lower panel). The solid lines are fits based on the least-square
method to see the asymptotic behavior in the thermodynamic limit. (b) Magnetization
curves for different values of the crystal-field parameter D. As can be seen, the magneti-
zation plateau at m = 1/2 vanishes (within our field resolution) for the D value used in
the upper panel in (a) in which the system is almost gapless in the thermodynamic limit.
system does not exhibit the Néel order along the z axis. The existence of the two different
mechanisms (the Haldane phase and the large-D phase) for the same plateau at m = 1/2
suggests the occurrence of a quantum phase transition between them with respect to the
crystal-field parameter D. The critical point found by Sakai and Okamoto using the level
spectroscopy method under the twisted boundary conditions [129], combined with a size-
scaling analysis, was Dc = 1.114 0.001. Here we investigate the critical behavior using
quantum information resources together with the powerful DMRG algorithm.
The competence between the effects produced by the magnetic field (which tends to align
the spins along the z axis) and those produced by the positive crystal-field anisotropy
(which tends to align the spin-1 sites along the xy plane) at the plateau state can be realized
by using the spin excitacion gap D at m = 1/2 as an order parameter. Let E(N,M) denote
the lowest energy in the subspace with a fixed magnetization M for the Hamiltonian in Eq.
(2.6.4) without the Zeeman term. The upper and lower bounds of the field which induces
the ground-state magnetization M are, respectively, given by
H+(N,M) = E(N,M+ 1)  E(N,M),
H (N,M) = E(N,M)  E(N,M  1).
(2.6.5)
Then the excitation gap at m = 1/2 (also the plateau length) is given by the quantity
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D = H+(N,M)   H (N,M) where m  M/N = 1/2. If the system is gapless in the
thermodynamic limit, the conformal field theory predicts [131–133] the asymptotic form
of the size dependence of the gap as D  O(1/N), i.e. the plateau vanishes in the ther-
modynamic limit. Otherwise, there is a finite gap and the system exhibits a plateau at
m = 1/2. We have used the DMRG method with open boundary conditions to obtain the
excitation gap for system sizes L = 2N up to 200 sites. In all our calculations, the trun-
cation error of the algorithm was always kept below 10 10 which required no more than
400 density matrix eigenstates per block. In Fig. 2.18(a) (upper panel) we show the cal-
culated size-dependence of the excitation gap for the center value of Dc obtained by Sakai
and Okamoto. Extrapolating to the thermodynamic limit we observe a dependence of the
form D  1/L (with intercept of O(10 4)) indicated by the linear fit represented by the
solid line, which suggests that very close from this center value, the system is gapless in
the thermodynamic limit. For values of D far apart from Dc we observe from the lower
panel of Fig. 2.18(a) that there is a finite gap in the thermodynamic limit, which then cor-
responds to the existence of the plateau at m = 1/2. This can be seen in the magnetization
curves shown in Fig. 2.18(b), which were calculated for a system size L = 500 in order
to remove any spurious effect due to the open boundaries. We observe from this figure
that, around Hc = H+ = H   1.38, the plateau at m = 1/2 collapses. This value of the
external magnetic field, at which all the magnetizations curve should intercept, may be
considered as a critical field. This is the only information we need to determine Dc using
the negativity and the purity as we show in the following.
Quantum critical point
We have calculated the negativity and the purity using Eqs. (2.6.2) and (2.6.3) with r being
the reduced density matrix of the two sites at the middle of the chain (sites at positions L/2
and L/2+ 1 for even sizes), in order to avoid the boundary effects. This is easily calculated
within the DMRG framework once the ground state is determined. We set the magnetic
field Hc in the system and make a sweep of the crystal-field parameter D, looking for a
special behavior of the quantities N and P around a certain point. This is shown in Figs.
2.19 and 2.20 for the system size L = 200. As can be seen, the negativity exhibits a very
pronounced dip at a point very close to the value of Dc reported by Sakai and Okamoto,
and the purity develops its global minimun also around this value. These special points
determined with the negativity and the purity (for a given L) are different for finite size
systems, as may be realized from the inset figures. However when we extrapolate to the
thermodynamic limit we obtain an overlapping regionwhere both quantities give the same
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Figure 2.19: Ground-state entanglement (quantified with the negativity) as a function of
the crystal-field parameter D, for the critical magnetic field Hc = 1.38 and system size L =
200. The inset figure shows the size dependence of Dc determined as the local minimum
in the dip of the negativity, the solid line being a linear fit.
results. Taking into account the uncertainty DD = 5 10 4 with which these points were
calculated, the region is determined as Dc = 1.11445  0.00065. Then we can say with
all the confidence that the minimun in the purity and the local minimun in the dip of the
negativity both give, in the thermodynamic limit, the critical point at which the magneti-
zation plateau at m = 1/2 vanishes. The result obtained with this method is more accurate
than that obtained by Sakai and Okamoto since we have a wider statistical sample to make
the extrapolation. Moreover, calculating minimum values is numerically more confortable
than determining the crossing point of two curves. This should not be considered as a
rather detailed problem. The main point of our results is that the entanglement (together
with related quantities such as the purity) store the relevant information about the quan-
tum critical behavior of these mixed-spin chain models with competing interactions.
We can connect the qualitative behavior around Dc observed in Figs. 2.19 and 2.20 with
those obtained with the excitation gap used as an order parameter of the quantum phase
transition. The minimum in the purity indicates that the system reaches a maximally-
mixed state, in which the statistical fluctuations of any measured physical quantity are
maximized[127], and thus there is a minimum of information about the system. In the
present case, it is easy to see why this happens: when the system reaches the critical point,
the ground state becomes doubly degenerate, as indicated by the crossing of the lowest
two energy levels (breakdown of the excitation gap). This suddenly brings more alterna-
tives for the actual state of the system (similar to when a system is put in contact with an
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Figure 2.20: Ground-state mixedness (quantified with the purity) as a function of the
crystal-field parameter D, for the critical magnetic field Hc = 1.38 and system size
L = 200. The inset figure shows the size dependence of Dc determined as the minimum
of the purity, the solid line being a linear fit.
environment) and might be thought of as a decoherence mechanism which causes a loss of
information, so that the entanglement at this critical point is reduced, as shown by the local
minimum in the dip of the negativity. Then, by considering the crystal-field anisotropy in
the ferrimagnetic Heisenberg system, a very interesting physics arises which can be suc-
cessfully investigated with the pairwise entanglement complemented with the purity, as a
very attractive alternative to customary condensed matter techniques.
In summary, we have investigated several static properties of mixed-spin chains. We
showed that mixed-spin (S, s) Ising chains with positive single-ion anisotropy exhibit
2s+ 1 plateaux in the ground-state magnetization curve, which generalizes to mixed-spin
chains the well-known results for Ising spin-S chains, where 2S+ 1 plateax appear in the
magnetization curve. We also proved the validity of the spin-wave theory for mixed-spin
Heisenberg chains with crystal-field anisotropy in the easy-axis regime, which could be
important in the theoretical investigation of the low-temperature properties of these sys-
tems. Using a measure of entanglement, the negativity, complemented with purity calcu-
lations, we were able to signal the quantum phase transition in a mixed-spin Heisenberg
chain with positive single-ion anisotropy. We also showed that this anisotropy arbitrar-
ily increases the characterisitic temperatures above which the entanglement (and thus the
quantum behavior) disappears in the system. When an external magnetic field is added,
we showed how the critical point of the system can be calculated using entanglement and
purity with more accuracy than customary condensed matter approaches.
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Ground-state dynamical properties
Recent experimental achievements in controlling ultracold gases in optical lattices open
a new perspective on quantum many-body physics. In these experimental setups it is
possible to study coherent time evolution of isolated quantum systems. These dynam-
ics reveal new physics beyond the low-energy properties usually relevant in solid-state
many-body systems. In this chapter we introduce the adaptive time-dependent DMRG al-
gorithm in order to study a particular example of the time evolution of a state prepared in
a mixed-spin alternating chain, with a subsequent analysis of the corresponding evolution
of entanglement.
3.1 Dynamics with DMRG
The dynamical properties of a magnetic system are governed by the time-dependent pair
correlation functions or their Fourier transforms. Quantities of experimental interest in-
clude the dynamical correlation functions in neutron scattering experiments, the NMR
spin-lattice relaxation rate, various relaxation functions and associated lineshapes as well
as the dynamical response of the magnetic system to various spectroscopic probes [134].
Dynamical two-point correlation functions (Green’s functions) are defined in the Heisen-
berg picture as
iGA(t0   t) = hy0jA†(t0)A(t)jy0i, (3.1.1)
with A being some operator of interest, jy0i the ground state of the system and t0  t.
After a Fourier transform into frecuency space this reads
GA(w+ ih) = hy0jA† 1E0 +w+ ih  HAjy0i, (3.1.2)
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where E0 is the ground-state energy of the system with Hamiltonian H and h is some
positive number1 to be taken to zero at the end. This is related to the spectral or Lehmann
representation of correlations, defined as
CA(w) =å
n
jhynjAjy0ij2 d(w+ E0   En), (3.1.3)
via
CA(w) =   1
p
lim
h!0+
Im GA(w+ ih). (3.1.4)
Calculating dynamical properties with DMRG has proven to be much harder than obtain-
ing static properties. The main challenge in calculating a spectral function is to find a basis
of the reduced DMRG Hilbert space that optimally represents all states jyni involved in
Eq. (3.1.3). The first approach was made by Hallberg who used the continued fraction
method to calculate GA(w+ ih) [31]. That is, if we write z = w+ ih then Eq. (3.1.2) can be
written as
GA(z) =
hy0jA†Ajy0i
z  a0   b
2
1
z  a1   b
2
2
z 
, (3.1.5)
where the coefficients an and bn can be obtained using the recursion equations
j fn+1i = Hj fni   anj fni   b2nj fn 1i; j f0i = Ajy0i, (3.1.6)
with
an =h fnjHˆj fni/h fnj fni,
b2n =h fnj fni/h fn 1j fn 1i; b0 = 0.
(3.1.7)
Then in this method one has to target the ground state jy0i and the first few j fni (tens or
hundreds, depending on the problem). This works well as long as the spectral representa-
tion in Eq. (3.1.3) consists of only a few well separated peaks and hence only a very small
number of states have to be represented in the reduced basis. Once a band of excitations
occurs this approach breaks down.
Another approach is to use the “correction vector DMRG” [135, 136]. Here, in addition to
the ground state jy0i of the system, one also targets the state jAi = Ajy0i and the real and
imaginary part of the so-called correction vector defined as
jc(z)i = 1
E0 + z HjAi. (3.1.8)
1This quantity ensures causality in Eq. (3.1.2) and introduces a finite lifetime t µ 1h to excitations.
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Once these states are known, the Green’s function in Eq. (3.1.2) can be calculated by the
simple scalar product
GA(z) = hAjc(z)i. (3.1.9)
The correction vector itself has to be calculated in every DMRG step, by solving (with the
well-known GMRES routine, for example) the system of linear equations
(E0 + z H)jc(z)i = jAi, (3.1.10)
which is currently done by splitting the correction vector into real and imaginary part and
calculating them separately,
[(E0 +w H)2 + h2]Imjc(z)i =  hjAi, (3.1.11)
Rejc(z)i = H  E0  w
h
Imjc(z)i. (3.1.12)
Since the frecuency w enters explicitly in the correction vector used as a target state one in
principle has to perform a DMRG run for every w of interest. This is of course very time-
consuming. Kühner andWhite [136] showed that taking two correction vectors at different
frequencies w1 and w2 = w1+Dw one can calculate GA(z) for frequencies between w1 and
w2 using the continued fraction method. This works well as long as Dw is not too large and
the correction vectors thereby not too different. Due to the large number of runs necessary
to obtain a spectral function over a large frequency interval, the correction vector method
is numerically more expensive than the continued fraction algorithm. Nevertheless it has
been applied to many different systems, for example, it was used to calculate the nonlinear
optical coefficients of Hubbard chains [137] and the AC-conductivity of the Bose-Hubbard
model with nearest neighbor interactions [138]. Also quantum impurity problems have
been investigated using this algorithm [139].
Although the above mentioned methods provide high-quality linear response quantities,
they fail in truly out-of-equilibrium situations, or for time-dependent Hamiltonians, where
they work, they are very time-consuming. It has therefore been of high interest to find
DMRG approaches dealing with the time evolution but not in frequency space. Cazalilla
andMarston [140] were the first to exploit DMRG to systematically calculate time-dependent
quantummany-body effects. They studied a time-dependent HamiltonianH(t) = H(0) +
V(t), where V(t) encodes the time-dependent part of the Hamiltonian. After applying
a standard DMRG calculation to the hamiltonian H(0), the time-dependent Schrödinger
equation was numerically integrated forward in time. The initial condition was obviously
to take jy(0)i as the ground state of H(0) obtained by the preeliminary DMRG run. This
procedure amounts to working within a static effective Hilbert space, namely that optimal
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at t = 0, and projecting all wave functions and operators onto it. In this approach the
hope is that an effective Hamiltonian obtained by targeting the ground state of the t = 0
Hamiltonian is capable to catch the states that will be visited by the time-dependent Hamil-
tonian during time evolution. This approach must however break down after relatively
short times as the full Hilbert space is explored, as became quickly obvious. In a comment
challenging the accuracy of the calculation, Lou et al. proposed [141] to additionally tar-
get jy(tn)i for different times tn = nDt, i.e. for the determination of the effective Hilbert
space, they used a density matrix given by the superposition r = åNtn=1 anjy(tn)ihy(tn)j
with å an = 1. This improves the accuracy for larger times but, as this is done at each step
of the algorithm, it results very time-consuming.
As we shall see in the next section, the adaptive time-dependent DMRG algorithm, instead
of using a static effective Hilbert space, it tries to adjust the states kept in the reduced basis
from time to time so that the state jy(t)i is always approximated very well.
3.2 Adaptive time-dependent DMRG
Investigating the time-evolution of a given quantum many-body state jy(t)i under the
action of a Hamiltonian H is one of the most challenging tasks in theoretical physics. In
order to calculate jy(t > 0)i one can either integrate the Schrödinger equation (h¯ = 1)
¶
¶t
jy(t)i =  iHjy(t)i (3.2.1)
forward in time or calculate and apply the time-evolution operator U(t) = e iHt. The
textbook solution to do the latter is to expand jy(0)i in the eigenbasis of the Hamiltonian
leading to jy(0)i = ån cnjyni. From this we can obtain the well-known time-evolution
jy(t)i = U(t)jy(0)i =å
n
cne iEntjyni, (3.2.2)
with time-independent coefficients cn. If we choose another basis to represent the initial
state, i.e. jy(0)i = åm dmjcmi, one can of course express each jcmi in terms of the Hamil-
tonian eigenstates: jcmi = ån amnjyni. Then the time-dependent state reads
jy(t)i =å
mn
dmamne iEntjyni. (3.2.3)
Transforming this time-evolved state back into the jcmi basis via jyni = åm0 a0nm0 jcm0i we
obtain
jy(t)i =å
m0
 
å
mn
dmamna0nm0e
 iEnt
!
jcm0i =å
m0
dm0(t)jcm0i. (3.2.4)
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As can be observed, the coefficients dm0(t) are explicitly time-dependent. In order to calcu-
late them, one has to know a complete set of eigenstates and corresponding eigenvalues of
the full Hamiltonian. In a DMRG algorithm, a state is always given in the basis of the trun-
cated effective DMRG Hilbert space. Thus an effective Hamiltonian Heff, acting only on
this space, is used to calculate the effective time-evolution operator. The effective Hilbert
space is chosen to represent optimally jy(0)i. However, as said before, jy(t > 0)imay get
out of this effective space, and the bases states approximating jy(0)i optimally may lead
to a very poor approximation of jy(t)i at larger times. The time-dependence of dm0(t) in
Eq. (3.2.4) shows that the effective DMRG Hilbert space should change in time in order
to optimally represent jy(t)i. This is the basic idea of the adaptive time-dependent DMRG
algorithm (adaptive t-DMRG).
The original adaptive t-DMRG was invented independently by Daley et al. [142] on the
one hand, and by White and Feiguin [143] on the other hand, for systems with nearest
neighbor interactions only. In this case, the time-evolved state jy(t+ Dt)i = e iHDtjy(t)i
can be calculated using the Suzuki-Trotter decomposition of the matrix exponential. Up to
second order, this reads [143]
e iHDt  e i h1,2 Dt/2e i h2,3 Dt/2    e i hL 1,L Dt    e i h2,3 Dt/2e i h1,2 Dt/2, (3.2.5)
where we have writtenH as a sum over nearest neighbor interactionsH = åi hi,i+1.
Before the time evolution starts, we typically use the standard DMRG to find the ground
state. Next, we either (i) change the Hamiltonian, or (ii) apply an operator to the ground
state to study a new wave function which is a combination of excited states. We are going
to give examples of these two alternatives in the following two sections. The next step is to
apply exp( i h1,2 Dt/2) at finite-system DMRG step 1, then exp( i h2,3 Dt/2) at step 2, etc.,
forming the usual left-to-right sweep, then reverse, applying all the reverse order terms in
the right-to-left sweep. This procedure requires one to use the step-to-step wave function
transformation first developed by White to provide a good guess for the starting vector
in the Lanczos or Davidson diagonalization routine. It just transforms the wave function
from the basis of step l  1 to that of step l. It is easy to compute this transformation as
follows: at DMRG step l   1, remember that we have the left block B(l   1,m) and right
block B0(L   l   1,m). To transform a quantum state jyl 1i of the system into the new
basis for the next step l (which involves the blocks B(l,m) and B0(L  l   2) in the left-to-
right sweep) one uses the transformation matrices O defined in section 2.3. Let us use the
notationOl 1 for the matrix applied to truncate the left enlarged block at step l  1 to form
the left block at step l. Then if we define g(a, a) as an index in the enlarged block coming
from the tensor product of indexes a in the block and a in the site added to the block, we
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White's prediction transformation
Figure 3.1: Schematic representation of the adaptive t-DMRG algorithm.
can write the White’s prediction transformation as
ylaabb =å
a¯a¯b¯
Og(a¯,a¯)al 1 O
0g(b,b)b¯
L l 2 y
l 1
a¯a¯ab¯. (3.2.6)
A schematic representation of the adaptive t-DMRG algoritm is shown in Fig. 3.1. As can
be seen in this figure, the state jy(t)i is evolved to jy(t+ Dt)i in one DMRG sweep.
Two main sources of error occur in the adaptive t-DMRG. (i) The Trotter error due to the
Suzuki-Trotter decomposition of the time-evolution operator. For an nth-order Trotter de-
composition [144], the error made in one time step Dt is of order (Dt)n+1. To reach a given
time t one has to perform t/Dt time-steps, such that in the worst case the error is of order
t(Dt)n. Since a linear dependence of the error with the system size is expected for generic
initial states, then the overall error is of order tL(Dt)n. (ii) The DMRG truncation error due
to the representation of the time-evolving quantum state in the reduced Hilbert spaces and
to the repeated transformations between different truncated basis sets. Nevertheless the
most serious error in an adpative t-DMRG program remains this truncation error. A nearly
perfect time evolution with a negligible Trotter error is completely worthless if the wave
function is affected by a relevant truncation error. Since the precision of the algorithm
becomes poorer and poorer as times grows larger and larger, due to the accumulated trun-
cation and Trotter error at each DMRG step, there will be a certain instant of time, called
the runaway timewhere the precision decreases by several order of magnitude. This can be
increased with m and a small Dt, but decreases with the number of Trotter steps and with
L. A detailed discussion on the runaway time can bee seen in Ref. [145].
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Figure 3.2: Time evolution of the local magnetization hSzi i of a 200 site spin-1 Heisenberg
chain after S+100 is applied. (a) Results obtained by White and Feiguin in Ref. [143]. (b)
Results obtained with our implemented adaptive t-DMRG algorithm.
In the next two sections we reproduce one of the original results of White and Feiguin
(applying an operator to the ground state and evolving the resulting state) and one of the
results of Gobert et al. [145] (evolving the ground state of a Hamiltonian under a different
Hamiltonian in the propagator). Then we proceed to study the time-evolution in a mixed-
spin chain.
3.3 Spectral function of the spin-1 Heisenberg chain
In this section we reproduce the time evolution of the local magnetization of a 200 site
spin-1 antiferromagnetic Heisenberg chain as presented in Ref. [143]. This system has a
gap (theHaldane gap) of DH = 0.4105J to the lowest excitations, which are spin-1magnons
at momentum p, and a finite correlation length of x = 6.03. First we calculate the ground
state jy0i using the standard DMRG. Then we apply the operator S+ = Sx + iSy at the
center of the chain to obtain the initial state jy(0)i = S+100jy0i. This operator constructs a
localized wave packet consisting of all wave vectors, which then spreads out. The different
components move at different speeds, given by the group velocity, determined as the slope
of the dispersion curve at momentum k. In Fig. 3.2 we show the local magnetization
hy(t)jSzi jy(t)i, using a time step of Dt = 0.1. At t = 0, the wave packet has a finite extent,
with size given by the spin-spin correlation length x. At latter times, the different speeds
of the different components give the irregular oscillations in the center of the packet.
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Figure 3.3: The single-magnon line of the spin-1 antiferromagnetic Heisenberg chain. The
entire spectrum is obtained from one DMRG run, by Fourier transforming the time and
position dependent correlation function hS x (t)S+0 (0)i. The broad solid curve shows the
location of the maximum in the spectra for a particular q in units of the Haldane gap. The
solid curve peaked at q = p is the weight A0 in this quasiparticle peak, i.e., the spectral
function is S(w)  A0d(w w0) (See Ref. [143]).
.
To calculate time-dependent correlation functions, we have to time evolve both jy0(t)i
and jy(t)i, including both as target states for the DMRG density matrix. Although the
time dependence exp( iE0t) of jy0(t)i is known, by evolving it we keep its representation
in the current basis. Then, with the above mentioned simulation, we can construct the
Green’s function
iG(x, t) = hy0jT[S x (t)S+0 (0)]jy0i (3.3.1)
as iG(x, t) = hy0(jtj)jS x jy(jtj)i in the Schrödinger representation. Here x is measured
from the center of the chain (where S+ was applied). While Kühner and White calcu-
lated the single-magnon dispersion relation with excellent accuracy [136], they could not
calculate the entire magnon spectrum for this system, for as we saw in section 3.1 this is
quite tedious with frecuency-based DMRG. White and Feiguin succeeded in doing this
with only one time-dependent DMRG run. By Fourier transforming the time-dependent
correlation function
G(k,w) = 2
Z ¥
0
dt coswtå
x
cos kx G(x, t) , (3.3.2)
the spectral function is calculated as S(k,w) =   1p ImG(k,w), where G(x, t) is measured
for each left-to-right DMRG step, as the evolution in time is performed. In Fig. 3.3 we
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show their results for only the single-magnon line, represented by the broad solid line.
As can be seen, it shows a minimum at k = p representing the lowest excitation (spin-1
magnons) created by excitating the ground state of the system with an energy equal to
the haldane gap. The solid curve peaked at this minimum stands for the amplitude A0 of
spectral function S(w)  A0d(w w0).
3.4 Evolution of a domain wall in a spin-1/2 chain
In this section we reproduce one of the results of Gobert et al. [145]. That is, we study the
time evolution of the state jy(0)i = j "    "#    #i in a spin-1/2 chain with XX exchange
interactions. This state, which contains many high-energy excitations and is thus far from
equilibrium, is the ground state of the HamiltonianH(0) = åi BiSzi with Bi < 0 for i on the
left, and Bi > 0 for i on the right half of the chain, which is equivalent to switching on a
magnetic field that aligns the spins and that is strong enough for all XX interactions to be
negligible. Then we turn off the magnetic field and let the system evolve. Note that, since
the total energy and magnetization of the system are conserved at all times, even for long
times the state can not relax to the ground state.
Figure 3.4: Left: Time evolution of the absolute value of the local magnetization jhSzi (t)ij
of a spin-1/2 chain for the XXmodel shown as a density plot. Right: Local magnetizations
for the time slices t = 0 and t = 40. For details see Ref. [145].
The time evolution, which can be solved exactly in this model by mapping the XX Hamil-
tonian onto a model of spinless fermions using the Jordan-Wigner transformation, delo-
calizes the domain wall over the entire chain. For example, the magnetization profile for
51
CHAPTER 3: GROUND-STATE DYNAMICAL PROPERTIES
(a)
(b)
−0.5
0
0.5
〈S iz
〉
50 150
−0.5
0
0.5
〈S iz
〉
i
t = 0
t = 40
Figure 3.5: Time evolution of the local magnetization of a spin-1/2 chain for the XXmodel
as reproduced by our implemented adaptive t-DMRG algorithm. Compare with the re-
sults shown in Fig. 3.4.
the initial state jy(0)i reads
Szi (t) = hy(t)jSzi jy(t)i =  
1
2
i 1
å
k=1 i
J2k (t) , (3.4.1)
where Jk is the Bessel function of the first kind, i =    , 3, 2, 1, 0, 1, 2, 3,    labels
chain sites with the convention that the first site in the right half of the chain has label
i = 1. In Fig. 3.4 we show the results obtained by Gobert et al. for the evolution of the local
magnetization. It was found that the magnetization in Eq. (3.4.1) can be described for long
times in terms of a simple scaling function, Szi (t)  F((i  ic)/t), where ic is the position
of the chain center. This function has been shown [146] to describe the macroscopic time
evolution of the magnetization profile, which has a well-defined front at (i  ic)/t = 1,
i.e. is moving outwards ballistically with velocity v = 1. This can be corroborated from
the Fig. 3.4 as the slope of the plane cone. On top of this overall scaling form an additional
step-like (ray-like in the density plots) substructure arises, which was analysed in detail in
Ref. [146]. It represents the “carriers” in terms of which the initial magnetization relaxes.
In Fig. 3.5 we show the results obtained with our implemented algorithm, which correctly
reproduce those shown in Fig. 3.4. This allows us to apply the same tools to investigate
the evolution of a similar initial state prepared in a mixed-spin quantum XX chain, which
we outline in the next section.
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Figure 3.6: Local magnetizations of the mixed-spin (S, s) = (1, 1/2) chain for the XX
model. (a) Profile at the initial time t = 0. (b) Profile when the systems has evolved to the
time t = 40. Here we show the results for sublattice magnetizations in a 200 site chain.
3.5 Domain-wall dynamics in a mixed-spin XX chain
Now we consider a related problem to that in the former section. We study the time evo-
lution in a mixed-spin (S, s) = (1, 1/2) quantum XX chain. We set out a non-uniform
strong-enough magnetic field which aligns the spins in the initial configuration jy(0)i =
j " ^    " ^ # _    # _i, where j "i represents the local spin-1 microstate jmS = 1i, and
j^i represents the local spin-1/2 microstate jms = 12i. The magnetization profile for each
sublattice in this initial state is shown in Fig. 3.6(a). Then we turn off the magnetic field
and let the system evolve. The Hamiltonian of this system for t > 0 can be written as
H = Jå
j
(Sxj s
x
j + S
y
j s
y
j + s
x
j S
x
j+1 + s
y
j S
y
j+1) , (3.5.1)
where S = 1 and s = 1/2, and j runs over N = L/2 = 100 unit cells. The case S = s = 1/2
was envisaged in the former section, where the subsequent evolution of a the domain wall
was commented. Here we have a similar behavior as can be seen in Fig. 3.6(b) for the time
t = 40. The difference is that we can see, in this case, the time evolution as the emergence
of two fronts (one within each sublattice) which interfere with each other and propagate
outwards with the same speed. In this system, we can also observe a staircase structure
in the magnetization profile. In the uniform spin-1/2 system, it was found by Hunyadi et
al. [146] that while the height of the steps in the staircase decreases with time as t 1/3 and
their width increases as t1/3, the areas under the steps are time-independent constants and,
furthermore, the constants are the same for all the steps. The value of this constant (twice
the magnetic moment of a spin) suggested that a step carries a localized flipped spin flow-
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(a) (b)
Figure 3.7: Time evolution of the absolute value of the local magnetization shown as den-
sity plots (a) for the spin-1/2 chains (b) for the spin-1/2 sublattice in a mixed (S, s) =
(1, 1/2) spin chain.
ing outwards with the front velocity (ray-like structure in Fig. 3.5(a)), which keep their
identity with respect to other reversed spins. Then, since the initial magnetization relaxes
in well defined quantized “steps” (in space and time), they concluded that these quantum
fronts, in particular, the steps carrying a unit of spin flips, could be envisioned as ingredi-
ents in controlled transport of bitwise information in magnetic nanostructures. This called
our attention for the mixed-spin chain, since in this system the “carriers” move with a
higher speed in the spin-1/2 sublattice, as can be seen in Fig. 3.7(b), where we compare
with the front propagation in the uniform-spin case 3.7(a) discussed in the former section.
This is better in a practical application where a much faster transmission of information
is prefered. We are currently working in the theoretical description of the front propaga-
tion, which includes the investigation of a scaling function for the long-time behavior of
the macroscopic magnetization profile. The dependence on the initial state is also under
development.
3.6 Evolution of entanglement entropy
It has been shown [147] that the efficiency in simulating a quantum many-body system
is strictly connected to its entanglement behavior. More precisely, if the entanglement of
a subsystem with respect to the whole system is bounded (or grows logarithmically with
its size) an efficient simulation with DMRG is possible. Up to know, it is known that
ground states of one-dimensional lattices (whether critical or not) satisfy this requirement.
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Figure 3.8: Evolution of entanglement entropy between the left and the right half of the
chain (a) in the spin-1/2 chain for the XX model (b) in the mixed (S, s) = (1, 1/2) spin
chain for the same model.
The interest in the properties of entanglement in condensed matter has also extended to
understanding its dynamical behavior. Like for the case of propagation of excitations in
condensedmedia, it recently became of interest to know how entanglemet could propagate
through spin chains (see Refs. [148–151] and references therein). In this section we inquire
into the dynamics of entanglement in the systems studied in the two former sections. We
use the von Neumann entropy (entanglement entropy) Sm of the block containing the left
half of the chain, as a measure of entanglement between the two halves of the chain. This
is defined as
Sm =  Tr(rm log2 rm) , (3.6.1)
where rm = rm(t) is the reduced density matrix of the aforementioned block. In Fig.
3.8(a) we show our results for the spin-1/2 chain with the domain-wall initial state relax-
ing as discussed in section 3.4. Since this state is a product state, it has no entanglement,
as shown in the figure for t = 0. As the system evolves, the block entropy increases un-
til a saturation point is obtained. This result improves the one reported by Gobert et al.
[145]. A similar increasing behavior for the entanglement entropy was discussed in Ref.
[149] for blocks containing l sites. There, the system is quenched from initial states in the
non-critical regime of the Heisenberg model to the critical one (including the XX regime).
The block entropy increases with time and saturates at t = l/v where v is the spin-wave
velocity: ¶Ek/¶kjk=0, and open boundary conditions are considered. This was interpreted
in terms of quasiparticle excitations emitted from the initial state at t = 0 and freely prop-
agating with velocity v. In Fig. 3.8(b) we show our results for our mixed (S, s) = (1, 1/2)
spin system. We immediately observe that the saturation takes place much earlier than in
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the spin-1/2 case, which seems to be highly associated with the much faster propagation
of the carriers in the mixed-spin chain. We are currently investigating the relation between
these carriers and the quasiparticles of Ref. [149], in order to give a rigorous basis to these
beliefs.
In summary, we have discussed an extension of DMRG to study the real-time dynamics
in mixed-spin chains. With this, we have reproduce some known results for uniform spin
chains. Then we investigated the time evolution of a domain-wall prepared in a mixed-
spin (S, s) = (1, 1/2) XX chain with a subsequent study of the dynamics of the entan-
glement entropy. We have shown that the propagation of fronts in this systems is much
faster, under similar conditions, than the propagation in a spin-1/2 chain under the same
model, which is better for applications in the transport of bitwise information in magnetic
nanostructures.
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Static properties at finite temperature
The low-energy structure and the thermodynamic properties of ferrimagnetic quantum
chains has remained at the forefront of research in condensed matter physics during sev-
eral decades. The main interest comes from the ability to synthesize bimetallic magnetic
materials which display one-dimensional magnetism, although in recent years, examples
of compounds with alternating organic radicals as magnetic centers, rather than metal
ions, have appeared. In this chapter we describe the special features in the thermal be-
havior of alternating mixed-spin chains, and present an example of a recently sinthesized
material where the low-temperature properties deviate from the expected ferrimagnetic
behavior. By using the spin-wave theory and DMRG arguments, we give an explanation
of the unconventional features of this material. We also discuss themost up-to-date DMRG
algortihms for finite temperatures, which are at the forefront in the investigation of thermal
properties of one-dimensional strongly correlated quantum systems.
4.1 Inherent features of one-dimensional ferrimagnets
The thermodynamic properties of one-dimensional ferrimagnets with two kinds of spin
S and s (S > s) have been studied experimentally for many systems and a theoretical
progress into them can be appreciated nowadays. There lie both ferromagnetic and anti-
ferromagnetic long-range orders in the ground state. The ground state, which is a multi-
plet of spin (S  s)N, shows elementary excitations of two distict types. The excitations of
ferromagnetic aspect, reducing the ground state magnetization, form a gapless dispersion
relation, whereas those of antiferromagnetic aspect, enhancing the ground state magne-
tization, are gapped from the ground state. As a result of the low-energy structure of
dual aspect, the specific heat shows a Schottky-like peak in spite of the ferromagnetic low-
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temperature behavior, and the magnetic susceptibility times temperature exhibits a round
minimum [18, 152]. Yamamoto et al. [153] have characterized ferrimagnetic Heisenberg
chains according to the constituent spins. They used an efficient Quantum Monte Carlo
(QMC) technique as well as the modified spin wave theory [154]. The core idea of the latter
can be summarized as controlling the number of spin-wave bosons by imposing a certain
constraint on the magnetization. They impose the zero-magnetization constraint
å
j
hSzj + szj i = (S  s)N  å
k
å
s=
sn˜ sk = 0, (4.1.1)
which expresses that the thermal spin deviation should cancel the Néel-state magnetiza-
tion. Here n˜k = ån ,n+ n
Pk(n , n+) with Pk(n , n+) being the probability of n  ferro-
magnetic and n+ antiferromagnetic spin waves appearing in the k-momentum state. Min-
imizing the free energy with respect to Pk(n , n+) at each k under the condition in Eq.
(4.1.1) as well as the trivial constraints ån ,n+ Pk(n , n+) = 1, they obtain for the specific
heat and magnetic susceptibility the low-temperature expansions
C
NkB
=
3
4

S  s
Ss
 1
2 z( 32 )p
2p
t˜
1
2   1
Ss
t˜+O(t˜
3
2 ),
cJ
N(gmB)2
=
Ss(S  s)2
3
t˜ 2   (Ss) 12 (S  s) 32 z(
1
2)p
2p
t˜ 
3
2 + (S  s)
"
z( 12 )p
2p
#2
t˜ 1 +O(t˜ 
1
2 ),
(4.1.2)
where t˜ = kBT/Jg with g = 1  G1(S+ s)/Ss  G2/
p
Ss, with G1 and G2 defined as in sec-
tion 2.5 with D = 0. The (ferromagnetic-like) low-temperature properties of the model are
qualitatively the same regardless of the values of S and s as long as they differ from each
other. The dispersions for the mixed-spin systems are wk = J
q
(S  s)2 + 4Ss sin2(ak)
J(S   s) (see section 2.5), while that of the spin-S ferromagnetic Heisenberg chain is the
well-known quadratic dispersion wk = 2JS[1  cos(ak)]. Thus, only in the S = 2s cases,
the ferromagnetic branch w k of the spin-(S, s) ferrimagnets show exactly the same dis-
persion as the spin-s ferromagnets at small momenta. Consider for example the mixed
(S, s) = (1, 1/2) Heisenberg chain. The precise low-temperature behavior of the spin-1/2
ferromagnet has been determined by Takahashi and Yamada [155]. Numerically solving
the thermodynamic Bethe-ansatz integral equations, they succeeded in explaining the ther-
mal quantities in powers of t1/2 as
C
NkB
= 0.7815t1/2   2.00t+ 3.5t3/2 +O(t2),
cJ
N(gmB)2
= 0.04167t 2 + 0.145t 3/2 + 0.17t 1 +O(t 1/2),
(4.1.3)
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where t = gt˜. The coefficients in this expansions coincide up to four digits in the leading
terms (the T1/2 asymptotic behavior of the specific heat and the T 2 divergence of the
magnetic susceptibility) with those of Eq. (4.1.2) for (S, s) = (1, 1/2). Then this system is
identified with the spin-1/2 ferromagnet at low enough temperatures.
At mid temperatures in the specific heat, the antiferromagnetic aspect most clearly ap-
pears. The specific heat exhibits a sharp peak, rather than the broad one characteristic of
ferromagnets, and therefore reminds us of the Schottky anomaly peculiar to the antiferro-
magnetic specific heat [64]. Therefore the mid-temperature behavior of the specific heat is
reasonably attributed to gapped antiferromagnetic excitations. At these mid temperatures,
the cT product displays a rounded minimum.
The high temperature behavior of the system is paramagnetic since the thermal fluctua-
tions destroy the correlations among the spins. In this limit, the energy of the system does
not vary appreciably (due to saturation) when we make a slight change in the temperature
and thus the specific heat must go to zero, and the magnetic susceptibility behaves as
ckBT
N(gmB)2
=
1
3
[S(S+ 1) + s(s+ 1)] (4.1.4)
In the next section we show results of this characteristic behavior using our implemented
DMRG algorithm for finite temperatures, using enlarged Hilbert spaces.
4.2 Purification as an alternative to DMRG at T > 0
In recent years, ideas from the quantum information field have greatly extended the capa-
bilities of DMRG [147, 156]. Zwolak and Vidal [157], and Verstraete et al. [158], separately,
devised methods allowing finite-temperature DMRG. The approach of Zwolak and Vidal
introduced the idea of a matrix-product description of density operators, rather than of
wave functions. Within this formulation, the infinite temperature system is trivial to de-
scribe, and imaginary-time evolution is used to reach finite temperature. Verstraete et al.
argued that a more efficient procedure is to enlarge the Hilbert space with auxiliary sites
(called ancillas), and to evolve in imaginary time a pure state within the larger space. The
auxiliary states act as a perfect heat bath, and when traced out give exact thermodynamic
averages. Feiguin andWhite [159] applied this idea to standard DMRG, and here we adapt
it to mixed-spin systems. The essential procedure can be sketched as follows:
Let the energy eigenstates of the system in question be fjynig. Then we build the unnor-
malized pure quantum state, in an enlarged Hilbert space (purification)
jy(b)i = e bH/2jy(0)i =å
n
e bEn/2jyni 
 jy˜ni, (4.2.1)
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Figure 4.1: The purification of the density operator r(b) = e bH on a Hilbert spaceH is a
pure state jy(b)i on an enlarged Hilbert space H
R such that r(b) = TrRjy(b)ihy(b)j.
The infinite temperature state is obtained by preparing each pair of a physical site and the
corresponding auxiliary site in a maximally entangled state.
where jy˜ni is the matching state to jyni, and jy(0)i = ån jyni 
 jy˜ni is the thermal vac-
uum. Note that the Hamiltonian only applies to the real sites; the ancilla evolve only
through their entanglement acting as a thermal bath. From this, it is easy to show that the
partition function is
Z(b) = hyjyi, (4.2.2)
and the exact thermodynamic average of an operator A (acting only on the real sites) is
given by
hAi = Z(b) 1hyjAjyi. (4.2.3)
At b = 0, the state jyi is the maximally entangled state between the real system and the
fictitious system. Notice that if we change basis from the energy eigenstates to some other
arbitrary basis jsi, then jyi is still maximally entangled: jy(0)i = ås jsi 
 js˜i. Therefore,
using the local basis at site i indexed by si, the vacuum state can be written as
jy(0)i =Õ
i
å
si
jsii 
 js˜ii. (4.2.4)
In Fig. 4.1 we show the representation of the enlarged Hilbert space, where site+ancilla
is comprised into a “supersite”, shown as ellipses. Then the essence of the ancilla finite-
temperature method (T-DMRG) is to start in this local b = 0 state, and evolve in imagi-
nary time1 through a succession of temperatures b. To evolve in time we use the adaptive
t-DMRG algorithm discussed in section 3.2. The infinite temperature initial state has a
correlation length of 0 and requires only one state per block. As the system evolves in
imaginary time, longer range entanglement is produced and the correlation lenght grows.
Thus the number of DMRG basis states needed for a given accuracy grows as the tem-
perature decreases. In our results we kept the truncation error below 10 10, which in the
systems considered corresponded typically to nomore thanm = 200. We calculate the spe-
cific heat by taking the numerical derivative of the energy with respect to the temperature,
using energy differences between adjacent time steps. On the other hand, the magnetic
1Note that the exponential operator in Eq. (4.2.1) is like a time-evolution operator with t!  ib/2.
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Figure 4.2: Specific heat and magnetic susceptibility of (a)-(b) the mixed (S, s) = (1, 1/2)
spin chain, and (c)-(d) the mixed (S, s) = (3/2, 1/2) spin chain, both with L = 64 sites.
The circles represent quantum Monte Carlo calculations taken from Ref. [153].
susceptibility is calculated by adding a very small magnetic field, and taking the numer-
ical derivative of the magnetization of the system with respect to this field. The results
obtained by Feiguin and White reproduce with extreme accuracy, in chains with L = 64,
those obtained by Xiang, in the thermodynamic limit, using the transfer-matrix DMRG
[160], and also the exact calculations with the Bethe ansatz.
To the best of our knowledge, the present T-DMRG algorithm has not been used for mixed-
spin chains before. Here we compare with the results obtained by Yamamoto et al. [153]
using the modified spin-wave theory and QMC. In order to test the veracity of our imple-
mentation, we only show the cases (S, s) = (1, 1/2) and (S, s) = (3/2, 1/2), comparing
only with the QMC calculations. We use chains with L = 64 sites. The results are shown
in Fig. 4.2. As can be seen, the agreement with QMC is excellent, particulary for low tem-
peratures. We believe that the errors in the QMC data are amplified for the specific heat
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at high temperatures. Note that for the two systems shown there appears a Schottky-like
peak in the specific heat, and the cT curve decreases continuously upon cooling (charac-
teristic of 1D antiferromagnets), reaches a rounded minimum, and then increases at low
temperatures (characteristic of 1D ferromagnets), as was discussed in the former section.
The same qualitative behavior was observed in Ref. [153] for the systems (S, s) = (3/2, 1)
and (S, s) = (2, 1). It is believed that this is a generic feature of the thermodynamic prop-
erties of one-dimensional ferrimagnets.
The ancilla T-DMRG algorithm is nowadays one of the most used methods to study ther-
mal properties of one-dimensional strongly correlated quantum systems. Two years ago,
Sota and Tohyama [161] proposed a DMRG algorithm which is a straightforward exten-
sion of the standard ground-state DMRG and is suitable for low temperatures. On the
other hand, White [162] introduced last year the minimally entangled typical thermal
states, whose ensemble, generated by thermalizing classical product states and then mak-
ing quantum measurement on the results, give excellent thermodynamic averages. In or-
der to keep continuity in the exposition we refer the reader to appendix A for a brief dis-
cussion of these algorithms. In the next section we proceed to the description of a recently
synthesized alternating mixed-spin chain with a novel magnetic behavior which deviates
from the aforementioned ferrimagnetic features.
4.3 Unconventional features of a dimerized chain
Low-dimensional quantum ferrimagnets have been attracting much current theoretical
and experimental interest. The simplest system in one dimension consists of two kinds
of spins S and s alternating on a ring with antiferromagnetic exchange coupling between
nearest neighbors, and a series of such family compounds were extensively synthesized
by Verdaguer, Kahn, and their coworkers [17]. The most well-known systems [18, 19] are
the bimetallic chains of general formula ACu(pbaOH)(H2O)3 nH2O with A=Ni,Co,Fe,Mn.
They all show the same qualitative behavior inherent to one-dimensional ferrimagnets,
namely the cMT product (cM being the molecular susceptibility per unit cell) smoothly de-
creases upon cooling, reaches a minimum and then increases at low temperatures, and the
specific heat shows a sharp Schottky-like peak atmid temperatures. The elementary excita-
tions of these chains have been extensively analysed and the characteristic properties have
been shown to be the result of a ferromagnetic-antiferromagnetic crossover [55, 63–66],
due to the competition between excitations to a gapless ferromagnetic and a gapped anti-
ferromagnetic branch in the energy spectrum. This is believed to be the generic scenario
for arbitrary ferrimagnetic Heisenberg chains [53]. When a bond alternation 0  d  1 is
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(a) (b)
Figure 4.3: (a) Crystal structure of the 1D coordination polymer 1¥[LCuIICoII(NCS)2]. For
more details see Ref. [164]. (b) Corresponding temperature dependence of cMT. The full
line represents the best data fit using exact diagonalization for L = 8 sites.
introduced in the Hamiltonian:
H = Jå
j
h
Sj  sj + dsj  Sj+1 + D(Szj )2
i
, (4.3.1)
it has been shown that the qualitative behavior for an arbitrary combination (S, s) and a
single-ion anisotropy term D = 0, remains unchanged [55, 63]. To the best of our knowl-
edge, there are no extensive theoretical works for the case d < 0. We believe this is due
to the lack of experimental data concerning these mixed-spin alternating chains. The dif-
ficulties found in the synthesis of these systems are associated with both the design of fer-
romagnetically coupled dimers and their polymerization through bridging ligands which
mediate intradimer antiferromagnetic coupling. A few systems with S = s have been re-
ported and reviewed [163]. They consist of alternate chains of Ni(II) and Mn(II) ions with
alternating end-on and end-to-end azido bridges. Recently, a novel bimetallic (Co,Cu) al-
ternating chain 1¥[LCuIICoII(NCS)2] with ferromagnetically coupled (d < 0) dimers has
been synthesized by Costes et al. [164] (see Fig. 4.3(a)). The magnetic behavior of this
mixed-spin (S, s) = (3/2, 1/2) system is very different from the aforementioned ferri-
magnetic d > 0 case. The cMT values decrease upon lowering the temperature but not
continuously, for where a minimum followed by a rapid increase is expected, a pseudo-
plateau followed by a rapid decrease at low temperatures is observed, as can be seen in
Fig. 4.3(b). They first suggested that this decrease could be due to the zero-field split-
ting D of the cobalt(II) ion ground state but later in the paper they showed evidence for
absence or very small D contribution in their chain compound. Moreover, from struc-
tural studies they also came to the conclusion that the decrease was induced by the fer-
romagnetic d term. Using exact diagonalization at finite temperatures for a tetranuclear
complex and for a closed-chain of four dinuclear units they found very similar results
which allowed them to think of these results as well describing the thermodynamic limit.
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The best fit to the cMT vs. T curve using this method gave the experimental parameters
Jexp = 101.2 cm 1, (Jd)exp =  2.8 cm 1 and (JD)exp = 0.11 cm 1, with an agreement
factor given by R = 7.0 10 5.
In this section we clarify the role of d and D on the observed low-temperature properties
of the above mentioned dimerized mixed-spin chain compound. In the following, when
left unspecified, we use the the dimensionless parameters J = 1, d = (Jd)exp/Jexp   0.0277
and D = (JD)exp/Jexp  0.0011 which resembles the experimental parameters. In section
4.3.1 we develop a spin-wave argument which clearly shows us the need for a departure
from the ferrimagnetic ground state in chains with d < 0. In section 4.3.2 we inquire
further into the ground state properties of the system by using DMRG at T = 0. Finally,
in section 4.3.3 we investigate the effect of d and D on the specific heat and the magnetic
susceptibility, using exact diagonalization at finite temperatures.
4.3.1 The spin-wave approach
We assume that the system has a Néel-ordered ferrimagnetic ground state with total mag-
netization M = (S  s)N and define the bosonic operators for the spin deviation in each
sublattice through the Holstein-Primakoff transformation [83]
S+j =
q
2S  a†j aj aj, Szj = S  a†j aj,
s+j = b
†
j
q
2s  b†j bj, szj =  s+ b†j bj.
(4.3.2)
In order to obtain the dispersion relations of the spin-wave excitations, we rewrite the
Hamiltonian in terms of the above defined bosonic operators, expand to quadratic order
and Fourier transform to get
H = Jå
k

ca a†kak + cb b
†
kbk + gk akbk + g

k a
†
kb
†
k

, (4.3.3)
where k = pl/Na runs over half of the first Brillouin zone (l =  N/2 + 1, N/2 +
2, . . . ,N/2), with a being the distance between two neighboring spins and N the number of
unit cells. We note that the unit cell is of length 2a. Here ca = (1+ d)s  2DS, cb = (1+ d)S
and gk =
p
Ss[1+ d exp(2iak)]. Then we diagonalize the bosonic Hamiltonian by means
of a Bogoliubov transformation of the form
ak = eialk/2 uk ak + e ialk/2 vk b†k ,
bk = e ialk/2 vk a†k + e
ialk/2 uk bk,
(4.3.4)
where the hyperbolic relation u2k   v2k = 1 must hold in order to preserve the bosonic
conmutation relations. The conditions for simultaneous elimination of the akbk and a†kb
†
k
64
CHAPTER 4: STATIC PROPERTIES AT FINITE TEMPERATURE
contributions in the Hamiltonian are
(1+ d) tan[a(k  lk)] = (1  d) tan(ak),
(u2k + v
2
k)Rk   (ca + cb)ukvk = 0,
(4.3.5)
where Rk = (Ss)1/2
q
(1+ d)2   4d sin2(ak) is defined for the sake of clarity. With this, we
obtain
H = E0 + J2åk

w k a
†
kak +w
+
k b
†
kbk

, (4.3.6)
where E0 =  JNS(D+ ca)+ J/2åk[wk  (ca+ cb) ] is the ground state energy up toO(S1)
and the dispersion relations are given by
wk = wk  (cb   ca), with wk =
q
(ca + cb)2   4R2k . (4.3.7)
We see that the assumption of a Néel state leads to a ferromagnetic-like branch w k , which
is gapped
D k!0 =
J
2
q
(cb   ca)2   8Dscb   (cb   ca)

+
JdSs(2ak)2p
(cb   ca)2   8Dscb
, (4.3.8)
as long as D 6= 0, and an antiferromagnetic branch w+k which is gapped regardless of the
D value
D+k!0 =
J
2
q
(cb   ca)2   8Dscb + (cb   ca)

+
JdSs(2ak)2p
(cb   ca)2   8Dscb
. (4.3.9)
Although the effect of the D term on the elementary excitations (and thus in the thermody-
namics) of systems with d > 0 is interesting in its own, here we just notice, as may be seen
in Fig. 4.4, that when D = 0 and we decrease d from the Heisenberg point, the lowest-
energy band starts to flatten until we reach a negative value and a change in concavity
occurs. It seems that the spin-wave description fails in this regime, since the ground-state
energy E0 is no longer the lowest energy of the system. We believe this is due to the de-
struction of theNéel order, whichwas our starting assumption. It is worthy tomention that
a similar phenomenon was found by Ivanov et al. in frustrated Heisenberg ferrimagnetic
chains [165] for which a critical value of the frustration parameter produces a discontin-
uous transition from the long-range ferrimagnetic state to a singlet spiral state. So in our
studied systemwe expect that the ground state is not a ferrimagnet. This is indeed the case
as the following DMRG results show.
4.3.2 DMRG results at T = 0
We have studied the ground state properties of our system with the density matrix renor-
malization group algorithm. For this we used open boundary conditions in a chain of
65
CHAPTER 4: STATIC PROPERTIES AT FINITE TEMPERATURE
−1 −0.5 0 0.5 1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
k / pi
ω
k−
 
 
δ = 1
δ = 0.3
δ = 0.03
δ = −0.03
Figure 4.4: Low-energy excitations of the Hamiltonian (4.3.1) with D = 0, as d descreases
from the Heisenberg point and reaches a negative value. The branch w+k behaves in a
similar way.
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Figure 4.5: Expectation value of the z component of the site spin vs unit-cell index j (a) in
the singlet ground state of the system (b) in a low-lying triplet state. The end oscillations
decay exponentially to zero as we move towards the center of the chain.
200 sites, keeping up to 100 density matrix eigenstates, which maintained the truncation
error less than 10 10. The ground state energy per site converged to the value E0/2N =
 0.630483 J. We have targetted, in a 20-site chain, the lowest-energy state in each total spin
sector ST in order to investigate the low-energy spectrum of the system. When D = 0 we
find a singlet ground state with a triplet just above it, since the energy of the ground state
appears in both the sectors ST = 0 and ST = 1. Otherwise, when D 6= 0 there is a zero-
field splitting and the ground state energy belongs only to the Sg = 0 sector. In this case
we have checked that the structure of the low-lying energy levels follows the Lieb-Mattis
theorem [21]: E(ST + 1) > E(ST), ST  Sg. With this we verified the assumption that the
ground state of our system is not magnetized.
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Figure 4.6: Spin-spin correlation functions vs distance between the first spin-S site and the
other spin-S sites along the chain (upper panel), between the first spin-s site and the other
spin-s sites along the chain (central panel), and between the first spin-S site and the spin-s
in other unit cells (lower panel). Here we only show the most interesting region which is
between the units cells 1 and 14.
Figure 4.7: Proposed valence-bond representation of the ground state of our system. The
bullet (arrow) symbol denotes a spin 1/2 with its (fixed) unfixed projection value. The
solid segment is a singlet pair (valence bond): "#   #". The circle represents an operation
of constructing a spin 3/2 by simmetrizing the three spin 1/2’s inside.
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
1.2
D
∆E
 (S
g→
 
S g
+
1)
 
 
0 0.05 0.1
0.7
0.705
(2N)−1
 
 
D = 0.6
Figure 4.8: Energy gap (units of J) between the ground state and the lowest-lying exci-
tation as a function of D. The effect of the single-ion anisotropy term is the zero-field
separation between the singlet and the triplet states. The solid line is a 4th degree polyno-
mial fit. The inset figure shows the extrapolation to the thermodynamic limit of the energy
gap for a sample value D = 0.6 for which we obtain DE = 0.7009(5)J.
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In Fig. 4.5(a) we show the ground-state expectation value of the z component of the site
spin along the chain, and in Fig. 4.5(b) the results in the lowest excitation which is one
of the triplet states. We inmediately note that the long-ranged Néel order is absent in the
ground state as it was expected. The profile of expectation values reminds us that of the
spin-1 antiferromagnetic Heisenberg chain [29] in which the open ends act as effective
spin 1/2 sites. As noted by Kennedy [166], these spin-1/2’s bind very weakly through
the chain to form a singlet and a triplet just above it. The singlet is the ground state for
even numbered chains, and the triplet is the ground state for odd numbered chains. In our
system, the value of hSzj i on the end sites is 0.4987(3), slightly smaller than 1/2, the result
for real spin-1/2’s. We have observed that when the number of unit cells N is odd, the
up-down configuration at the end spin-S sites is present in the ground state as opposed
to the down-up configuration when N is even (the one shown). Here the chosen ground
state depends on the parity of the number of unit cells instead of the number of sites,
which seems to be the case for mixed-spin alternating chains [52]. The antiferromagnetic
oscillationswhich accompany the end states in Fig. 4.5 decay exponentially from the edges.
We have fitted ln jSzj j, which is extremely linear away from the ends, taking independent
values from the two exponential envelopes and have calculated an averaged value for the
decay length: xd = 7.3(1)a. The decay of the hszj i values away from the ends is governed by
the same averaged decay length. In order to compare this value with the correlation length
of the system we calculate the two-spin correlation functions. Owing to the alternation of
the spin-3/2 and spin-1/2 sites along the chain, one has to distinguish between hSz1Szj i,
hsz1szj i, and hSz1szj i pair correlations. We show these calculated functions in Fig. 4.6. As
can be seen, the correlations decay exponentially to zero as we move towards the center
of the chain. An averaged correlation length can be calculated in a similar fashion as the
decay length. For the hSz1Szj i and the hsz1szj i functions we find x = 6.6(1)a, which can be
compared with the correlation length for the spin-1 antiferromagnetic Heisenberg chain
[28, 167] x = 6.03(1)a. For this latter case it was found x = xd. In our system we do not
have this equality although the results are not quite different. For the hSz1szj i function we
roughly see from the figure that the correlation length is slightly smaller.
The existence of a singlet ground state with effective spin-1/2 states at each spin-S end of
our (S, s) open chain can be understood if we refer to the AKLT composite picture [130]
shown in Fig 4.7. In this picture, each spin S is obtained by simmetrization of 2S spin-1/2
variables. Then a global singlet state for the whole chain can be written with 2S valence
bonds emanating from each site and terminating on different sites. We remind that this
kind of states can explain the oscillating exponential decay (see Fig. 4.6) of some spin-
spin correlation fuctions, for example in a spin-1 valence-bond-solid state which is readily
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obtained from Fig. 4.7 after removing all the lower spin-1/2 variables, it can be shown
[130, 168] that for an infinite chain hSz1Szj i = 4/3( 1)je j/x with x = 1/ ln 3.
The similarities of the present system with the spin-1 antiferromagnetic Heisenberg chain
(a full analogy will be given later) are easy to understand if we remember that the value of
jdj is quite small compared with J which allows the system to be very close to (but not in)
the decoupled-dimer limit, in which intradimer antiferromagnetic interactions establish
effective spin-1 objects at each unit cell. We will show that slight deviations from this limit
are necessary to explain the low-temperature properties of the system.
Now that we are convinced that our system is far from being a ferrimagnet, although it
is an alternating mixed-spin chain compound with mainly antiferromagnetic interactions,
we come into the description of the low-temperature properties arisen from the low-energy
excitations from the ground state. Before doing so, we inquire into the effect of the D term
on these low-energy excitations. For this purpose we calculate the gap, in the 200-site
chain, between the ground state energy, which is in the ST = Sg = 0 sector, and the lowest
energy in the ST = 1 sector; this is shown in Fig 4.8. A very interesting conclusion can be
drawn from this figure, namely, the existence of a gap (in addtion to the antiferromagnetic
gap) which increases with increasing D should give rise to a low-temperature extra peak
(in addition to the Schottky-like peak) in the specific heat, which moves to the high tem-
perature region as D increases. This double-peak structure of the specific heat has been
shown to occur in several low-dimensional systems and the different mechanisms for this
to occur are a hot matter of current interest in condensed matter physics [84, 170–175].
4.3.3 Specific heat and magnetic susceptibility
We have performed exact-diagonalization of the full Hamiltonian under periodic bound-
ary conditions for system sizes ranging from 4 to 8 without observing substantial differ-
ences and thus we show the results for a cluster of 2N = 6 sites. As we expected from the
DMRG results there appears a low-temperature peak in the specific heat (see Fig. 4.9(a))
which moves to the high temperature region as D is increased. While this happens, the
pseudo-plateau in the cMT vs T curve begins to disappear as may be seen in Fig. 4.9(b),
giving rise to an antiferromagnetic low-dimensional behavior in which the cMT product
decreases continuously upon cooling [176]. This is quite reasonable because as we increase
D the singlet-to-triplet gap gets closer and closer to the antiferromagnetic gap which pro-
duces the Schottky-like peak in the specific heat, an thus an antiferromagnetic behavior is
expected. It is remarkable, as is shown in Fig. 4.10(a), that a low-temperature peak is also
found in the specific heat (even when d > 0) if the dimerization parameter is decreased
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Figure 4.9: (a) Effect of the D term in the specific heat of the system (in dimensionless
units). As predicted from DMRG calculations the low-temperature extra peak moves to
the high temperature region as we increase D. (b) Effect of the D term in the cMT product
(in dimensionless units). AsD increases the pseudo-plateau is gradually destroyed, giving
rise to an antiferromagnetic low-dimensional behavior.
from the Heisenberg point with D = 0. In the decoupled-dimer limit (d = 0) this peak
disappears as it is shown in Fig. 4.10(a). Then we believe that a gap D k=0, which is not
described by the present linear spin wave theory, is opened by dimerization. We notice
that our spin-wave results do predict a linear d-dependence of the antiferromagnetic gap
D+k=0, in agreement with DMRG calculations for the (S, s) = (1, 1/2) spin chain [55]. When
the interdimer interaction is ferromagnetic (d < 0), the position of the peak moves to the
low-temperature region and its height increases considerably, as can be seen in the inset
figure.
Although the zero-field splitting of the ground state induces a decrease of the cMT val-
ues at low temperatures with d > 0, as may be seen in Fig. 4.10(b) for the case d = 0.3
and D = 0.001, it does not explain the pseudo-plateau observed before the triggering
of this rapid decay. Thus the ferromagnetic nature of interdimer interactions is com-
pletly necessary to explain the low-temperature properties of our studied system (com-
pare with the case d =  0.03 and D = 0). The pseudo-plateau in the curve indicates a
quasi-paramagnetic behavior in which the classical Curie law for the magnetic suscepti-
bility is a good approximation. In the non-interacting-dimer limit discussed before, the
system is actually an effective paramagnet. Within this limit it can be shown [1] that
cMkBT/(gmB)2  S(S + 1)/3 (see also Eq. (4.1.4) with s = 0) where we have assumed
that the orbital contribution to the magnetic moments is negligible. Then, if we take the
discussed effective value S = 1 at each unit cell we obtain cMkBT/(gmB)2  0.6667 which
coincides exactly with the constant value shown in Fig. 4.10(b) for the case d = 0 (para-
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Figure 4.10: (a) Variation of the specific heat vs T (in dimensionless units) as d decreases,
with D = 0, from the Heisenberg point and reaches a negative value. A double-peak
structure induced by dimerization can be seen. (b) Variation of the cMT vs T curve (in
dimensionless units) as d decreases, with D = 0, from the Heisenberg point and reaches a
negative value. Then a pseudo-plateau and a rapid decrease at low temperatures can be
seen. The dashed-dotted line represents the case d = 0.3 and D = 0.001.
(a)
(b)
Figure 4.11: Effective picture of our dimerized chain at low temperatures. The scaled
arrows represent the magnitudes of spins 3/2, 1, and 1/2. (a) Interdimer ferromagnetic
interactions make the spins in the bonds align parallel to each other. (b) Together with
the strong intradimer antiferromagnetic interactions, the interdimer ferromagnetic inter-
actions produce an antiferromagnetic ordering of the effective spin-1 ions at each unit cell.
magnetic case), around which the pseudo-plateau develops. Note that this limit is valid
at high enough temperatures where the thermal fluctuations predominate over the inter-
dimer interactions. For low enough temperatures (below 0.2J/kB in the present case) the
ferromagnetic bonds begin to unveil and nearest neighbors at the ends of these bonds tend
to align parallel to each other as shown in Fig. 4.11(a). Since the intradimer interactions are
strong antiferromagnetic forces, the unit cells still behave as effective S = 1 spins. Then
as a result of this bond alternation the system is effectively described by a chain of spin-1
ions ordered antiferromagnetically as shown in Fig. 4.11(b). This qualitative picture ex-
plains the decay to zero of the cMT vs T curve at low temperatures, as it should be for
antiferromagnets due to the nonmagnetic ground state. Therefore we conclude that slight
variations from the decoupled-dimer limit with interdimer ferromagnetic interactions are
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Figure 4.12: Specific heat (a) and cMT (b) vs T curves (in dimensionless units) of the
dimerized chain compound for the values d =  0.0277 and D = 0.0011, using exact
diagonalization (ED) compared with the ancilla T-DMRG results.
necessary to explain the observed cMT vs T curve at low temperatures of our dimerized
quantum mixed-spin chain. We have checked, as can roughly be seen when comparing
Figs. 4.10(a) and 4.10(b), that the temperature from which the rapid decay in this curve
is observed to be triggered when cooling, coincides with the temperature from which the
specific heat starts to climb the extra peak (that of the local minimum), which suggests
that the mechanism which opens the D k=0 gap when d < 0 is intimately related with the
formation of the antiferromagnetic (Haldane) gap of the effective spin-1 system. In Fig.
4.12 we show one of results of the present calculations using exact diagonalization (ED)
compared with the results using the ancilla T-DMRG algorithm described in the former
section. We observe that the thermodynamic limit is indeed reproduced with the ED cal-
culations, i.e. the thermal properties in this system are not vulnerable at all to finite size
effects. With this, we think to have reached our initial goal of clarifying the role of d and D
in the observed low-temperature properties of our dimerized mixed-spin quantum chain
compound.
In summary, we have discussed the common features of the thermal properties of quantum
ferrimagnets, in which the cMT product decreases upon cooling, shows a rounded min-
imun at mid temperatures and then increases at low temperatures; and the specific heat
shows a sharp Schottky-like peak at mid temperatures. Then we have investigated the un-
conventional low-temperature properties of a dimerized antiferromagnetic-ferromagnetic
mixed (S, s) = (3/2, 1/2) alternating chain. Using a spin-wave argument we have seen
that the ferromagnetic interdimer interactions in this system enforces the need for a depar-
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ture of the otherwise expected ferrimagnetic ground state in the system. The ground state
properties are studied using the density matrix renormalization group algortihm, which
corroborates the spin-wave predictions and give evidence for a singlet ground state with
a triplet just above it. The presence of single-ion anisotropy on the spin-3/2 sites produces
a zero-field splitting of these energy levels which is observed as a low-temperature extra
peak in the specific heat. A slight deviation from the decoupled-dimer picture with ef-
fective spin-1 sites at each unit cell gives a satisfactory explanation of the pseudo-plateau
appearing in the cMT vs T curve and the rapid decrease of this product, investigated with
exact-diagonalization of a finite cluster, is attributed to the ferromagnetic nature of the
dimerization parameter. Here we emphasize on the properties of a particular real system
but give an overview of what might happen in general mixed-spin quantum chains with
antiferromagnetic-ferromagnetic bond alternation.
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Conclusions and outlook
We have investigated some open questions in the physics of mixed-spin chains using
the density matrix renormalization group (DMRG), and its extensions to study dynam-
ics (t-DMRG) and thermal properties (T-DMRG), as the main numerical technique. We
showed that in mixed (S, s) Ising spin chains with single-ion anisotropy there appears
2s + 1 plateaux in the magnetization curve which generalizes to mixed-spin chains the
well-known results for Ising spin-S chains where the system exhibits 2S + 1 plateaux.
We also prove the validity of the spin-wave theory for quantum Heisenberg chains with
crystal-field anisotropy in the easy-axis regime, which could be of vital importance for
theoretical investigations on the low-temperature behavior of these systems. The use of
measures of entanglement to determine quantum critical points in a mixed-spin chain was
also investigated, showing that the purity and negativity are suitable measures to signal
the quantum phase transition which appear in the (S, s) = (1, 1/2) Heisenberg system
with crystal-field anisotropy. We also inquired into the time evolution of a state prepared
in mixed-spin XX chain as well as the corresponding dynamics of entanglement entropy,
which displayed interesting features of practical importance in the transport of bitwise in-
formation inmagnetic nanostructures. The ferrimagnetic properties common to all Heisen-
berg mixed-spin chains at finite temperature, regardless of the spin mixture in the unit cell,
were also studied, andwe discussed unconventional features of a recently synthesizedma-
terial where the magnetic properties deviate from the expected ferrimagnetic behavior.
Last year, Barthel et al. [177] combined the adaptive t-DMRG with the ancilla T-DMRG to
study, for the first time, dynamics of one-dimensional quantum systems at finite tempera-
ture. The problem they solved was the following: real-time simulations are plagued by the
same limitations as at zero temperature, namely, the propagation of excitations through
the system which leads to entanglement growth in the purified state. As entanglement en-
tropy is related roughly exponentially to DMRG resources, this strongly limits achievable
simulation times, or inversely the w resolution for spectral functions, as those are de-
rived by Fourier transformation from the real-time data. Therefore, in order to overcome
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this limitation at very low numerical cost, they adapted a linear prediction technique to
extrapolate data beyond the run-away time. They could reproduce, with a surprising ac-
curacy, the exact results known for the structure factors of XX spin-1/2 chains, and the
Bethe ansatz together with quantum Monte Carlo data for the isotropic Heisenberg chain.
Since there are no related work for mixed-spin chains, this motivates us to investigate the
dynamics of mixed-spin chains at finite temperature. The only thing which we have to
implement, as an extra code in our programs, is the linear prediction technique. This will
allow us to study quantities such as optical conductivity in mixed-spin chains at finite
temperature, which can be compared directly with already existing experimental results.
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Recent DMRG algorithms at T > 0
In this appendix we describe, in the order they were developed, the most up-to-date
DMRG algorithms for finite temperatures. They all rest upon the same basis (including the
one presented in chapter 4): building a thermal state jyi = e bH/2jyi at inverse tempera-
ture b 1 = kBT, jyi being some initial state, such that we can extract the partition function
from hyjyi in some way. It is worthy to mention that the DMRG algorithmwas adapted to
calculate the transfer matrix of 1D quantum systems. In the transfer-matrix DMRGmethod
[178, 179], the usual DMRG sweeping takes place in th imaginary time direction, whereas
the thermodynamic limit in one spatial direction is automatically obtained by targetting
the maximum transfer matrix eigenvalue and eigenvector. This algorithm gives excellent
results, but is also technically more difficult to implement, in part because the transfer ma-
trix is non-Hermitian. Here we do not give details about this method; we only describe
the most recent DMRG algorithms. We start with the description of a finite-temperature
algorithm which has more in common with the standard DMRG algorithm at T = 0 and
works very well for low temperatures.
A.1 Regulated polynomial expansion
Two years ago, Sota and Tohyama [161] proposed a scheme of DMRG at finite tempera-
tures, which is a straightforward extension of the target-state procedure at zero temper-
ature. The target state is weighted by a Boltzmann factor. Making use of a polynomial
expansion and a random sampling, they could calculate static and dynamical quantities at
finite temperature. Since in order to obtain good convergency at high temperature, a large
truncation number of the density matrix is needed, the method is more suitable for low
temperatures.
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The DMRG procedure at zero temperature requires a target state in order to obtain the
ground-state properties. Even for finite temperatures, it is possible to have a target state
suitable for the evaluation of physical quantities. A possible target state is
jx˜i = e bHˆ/2jxi =
D
å
n=1
e bEn/2anjyni, (A.1.1)
where jxi is a normalized arbitrary vector, D is the dimension of the superblock, and the
coefficient an = hynjxi. The amplitude of this target state is hx˜jx˜i = ån a2ne bEn . Then, pro-
vided that a2n = 1, the partition function can be calculated as Z(b) = hx˜jx˜i. The essence of
this method is to evaluate the exponential operator without decomposing it with a Suzuki-
Trotter formula. Instead they expand the delta function in terms of Legendre polynomials
d(e  E˜n) = å¥l=0 w 1l Pl(e)Pl(E˜n), with wl = 2/(2l + 1), and evaluate
e bE˜n/2 =
Z 1
 1
e be/2d(e  E˜n)de =
Z 1
 1
e be/2
¥
å
l=0
w 1l Pl(e)Pl(E˜n)de, (A.1.2)
where E˜n is an energy eigenvalue rescaled to be confined within the interval [-1,1], being
Hˆs = wH(Hˆ   l) the corresponding rescaled Hamiltonian, with scaling parameters wH
and l. In general, there appears the so-called Gibbs oscillations in any polynomial expan-
sion. Fortunately, these oscillations can be eliminated by regulating the Pl(E˜n) with the
Gaussian distribution function through
hPl(E˜n)is = 1p
2ps2
Z 1
 1
e (e E˜n)
2/2s2Pl(e)de, (A.1.3)
where s is the half width of the Gaussian distribution set to be 2p/lm, with lm denoting the
highest number of l in the expansion. Then, inserting the Boltzmann factor (Eq. (A.1.2))
into the target state (Eq. (A.1.1)), they obtained, after the integration with respect to e
(which leads to the modified spherical Bessel functions il(x) of the first kind),
jx˜i ' C(b)
lm
å
l=0
w 1l il( b/2)hPl(Hˆs)isjxi, (A.1.4)
where C(b) is a normalization constant, and we have retuned to the operator represen-
tation. In order to calculate hPl(Hˆs)isjxi they employed a coalitional recursive relation
which reduces to matrix-vector multiplications of the form Hˆjxi.
In the DMRG method, physical quantities are measured when the system size is reached
to a given number in the infinite-system algorithm or enough convergency is obtained in
the finite-system algorithm. At this stage, Sota and Tohyama introduced a technique to
guarantee the relation a2n = 1 for the coefficients in Eq. (A.1.1). They achieved this by
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taking a random sampling of the state jxi and averaging over the samplings. That is, we
start by representing the randomly generated state as jxi = åi rijxii, where jxii is the basis
state of the system and ri is a normalized random number within the interval [-1,1]. Then
we expand the energy eigenvectors as jyni = åi bn,ijxii, so that the coefficients an can be
expressed as a2n = åi r2i b
2
n,i + 2åi 6=j rirjbn,ibn,j. After averaging over many samplings (M
of them), r2i will become a constant approximately independent of i, and rirj will vanish
according to 1/
p
m2M. Therefore, a relation a2n is expected to be satisfied for each n. With
this procedure, the expectation value of an operator Aˆ is given by
hx˜jAˆjx˜i =å
n
a2ne
 bEnhynjAˆjyni+ å
n 6=m
aname b(En+Em)/2hymjAˆjyni. (A.1.5)
But, following the above argument, anam = åi r2i bn,ibm,i + 2åi 6=j rirjbn,ibm,j ' hynjymi = 0,
and a2n w 1, after the random sampling and averaging. Then the thermodynamic average
can be obtained as
hAˆib = ån e
 bEnhynjAˆjyni
ån e bEn
=
hx˜jAˆjx˜i
hx˜jx˜i . (A.1.6)
For the Hubbard chain at half filling studied by Sota and Tohyama, the method was shown
to give very accurate results at low temperatures. However, they always consider small
systems in order to compare with exact diagonalization. With the collaboration of Sota,
we were able to implement this method for our mixed-spin chains. Now we are running,
for the first time, the algorithm for these systems in order to test its suitability for the large
systems typically considered in a standard DMRG calculation.
A.2 Minimally entangled typical thermal states
Last year, White proposed a finite-temperature method [162] which is more efficient than
those mentioned before, although the idea is similar. He assumed the existence of a set of
states fjy(i)ig, which he called minimally entangled typical thermal states (METTS), with
unnormalized probabilities P(i) from which we can select these states at random in order
to calculate expecatation values of relevant operators. Let us see how to build METTS.
For any orthonormal set fjiig, the thermal density matrix can be written as
rb = e bH = e bH/2å
i
jiihije bH/2. (A.2.1)
This can be expressed as a convex sum
rb =å
i
P(i)jy(i)ihy(i)j, (A.2.2)
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(a)
(b)
Figure A.1: (a) Representation of the METTS algorithm (taken from Ref. [180]). The algo-
rithm begins with a classical state. Minimally entangled typical thermal states (METTS)
are created by evolving a classical state in imaginary time. Subsequently, by perform-
ing a quantummeasurement on the METTS, a new classical state is created and the circles
closes. After discarding the first fewMETTS produced from this loop in order to erase any
memory of the initial choice, an ensemble of only a few states allows calculation of static
quantities with high accuracy. (b) Susceptibility and specific heat at low temperatures of
the spin-1 Heisenberg chain with 100 sites using the METTS algorithm (taken from Ref.
[181]) compared with QMC.
provided the states jy(i)i are defined as
jy(i)i = 1p
P(i)
e bH/2jii, with P(i) = hije bHjii. (A.2.3)
The essence of the method is to choose classical product states (CPS) as the basis states
jii = Õsites l jili, where il labels the state of a site in the chain. Since these states are not
entangled, it is expected that the application of the exponential operator onto them (Eq.
(A.2.3)) generates minimally entangled states. Note that the partition function can be cal-
culated as Z(b) = åi P(i), and then thermodynamic averages are taken over the ensemble
of METTS:
hAib = Z 1å
i
P(i)hy(i)jAjy(i)i. (A.2.4)
A natural question is, how do we generate an emsamble of METTS for a given tempera-
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ture? White answers this question by analogy to the updates in Monte Carlo steps: the last
METTS is used to produce the next CPS (and from there the next METTS) by a quantum
measurement of all the spins in the chain. How do we do this? A physical measurement
projects the wave function into one eigenstate of themeasured operator, with the appropri-
ate probability. For example, to measure one particular spin in the z direction in a spin-1/2
chain, we have to compute the probabilities P(") = hSzi+ 12 , P(#) = 1  P("), and then
role the dice (random number generator which chooses either j"i or j#i according to the
calculated probabilities). Say the spin stayed at j"i after the measurement. Then, the wave
function (METTS) collapses as jyi ! P(") 1/2j"ih"jyi. With this procedure we measure
all the spins taking one half-sweep in DMRG. It can be shown [181] that the probability
of the final CPS ji0i is given by P(i0) as in Eq. (A.2.3). Note that the application of the
exponential operator is performed as an imaginary-time evolution, just as in the case of
the ancilla algorithm. In Fig. A.1(a) we show a schematic representation (taken from Ref.
[180]) of the present algorithm. We are in a final stage of the implementation of this al-
gorithm, since it is vey accurate and requires less computational cost. Moreover it is able
to reach significantly lower temperatures than with previous DMRG-based finite temper-
ature methods. For example, with the ancilla T-DMRG, Feiguin and White were able to
simulate the spin-1 Heisenberg chain down to about T = 0.05, where about m = 500 states
had to be kept at the lowest temperatures when using a truncation cuttoff of 10 10. In con-
strast, to reach comparable temperatures using METTS requires only about m = 60 states
when using the same cutoff. Stoundenmire and White [181] were able to produce accurate
results down to at least T = 0.02, as we show in Fig. A.1(b) for the susceptibility and the
specific heat, which are in excellent agreement with the quantum Monte Carlo.
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