Artificial Neural Network is among the most popular algorithm for supervised learning. However, Neural Networks have a well-known drawback of being a "Black Box" learner that is not comprehensible to the Users. This lack of transparency makes it unsuitable for many high risk tasks such as medical diagnosis that requires a rational justification for making a decision. Rule Extraction methods attempt to curb this limitation by extracting comprehensible rules from a trained Network. Many such extraction algorithms have been developed over the years with their respective strengths and weaknesses. They have been broadly categorized into three types based on their approach to use internal model of the Network. Eclectic Methods are hybrid algorithms that combine the other approaches to attain more performance. In this paper, we present an Eclectic method called HERETIC. Our algorithm uses Inductive Decision Tree learning combined with information of the neural network structure for extracting logical rules. Experiments and theoretical analysis show HERETIC to be better in terms of speed and performance.
I. INTRODUCTION
Artificial Neural Networks have been one of the most popular and successful supervised learning methods. It is being widely used successfully in many practical domains. The reason of such popularity is its ability to recognize any function and complex non-linear relationships [1] . It is also robust to noise in data and it is capable of online learning. Moreover, Neural HERETIC is computationally fast and also more accurate than existent rule extraction methods. We have shown extensive experimental results with HERETIC.
The paper is organized as follows; Section 2 gives an overview of previous rule extraction literature; Section 3 gives background information on Neural Networks and also the motivation behind HERETIC; Section 4 describes the HERETIC algorithm; Section 5 describes the experimentation with the algorithm on some real world dataset and performance analysis.
We now describe the notation used in this paper. N is the number of instances while K is the number of features. The output from a neural network is y(Aj given an instance x. Consequently, y also represents the actual output node whenever mentioned in a subscript. The components of neural networks are represented in a layered fashion. A superscript always represents the source layer while subscripts represent nodes between successive layers. Therefore, wb is the weight from node i of layer k to node j of layer k+ 1. In the fashion,
hj is the output of a node j in layer n. ej is the bias of node j. I5j represents the error of unitj; a is the learning rate. Layerk or Lk is the set of units of layer k, where k is 1 for the first hidden layer; Inputs(k) is the set of all units that is input to k. J1. represents mean. U is the set of all network units. [5] .
Under this classification, at one end of the spectrum we have those rule extraction techniques that use most information from the network structure and view the underlying ANN at the maximum level of granularity i.e. as a set of discrete hidden and output units. These methods are categorized as "Decompositional" methods.
In contrast to the Decompositional approaches, the theme in the Pedagogical approaches is to view the trained ANN as a "black box". That is it can be only used as an oracle but its internal structure will not be exposed. The focus is then on finding rules that map the inputs into outputs using some form of symbolic training procedure. So, Pedagogical methods perform symbolic supervised learning to find rules.
Eclectic methods combine the previous approaches.
They analyze the ANN at the individual unit level but also extract rules via training instead of analyzing weights. Fig. I shows a time line of various rule extraction algorithms.
We now describe the past literature on these approaches. The Trepan algorithm by Craven [13] , extracts a decision tree from a trained network. The trained network is used as an "oracle" that is able to answer queries during the learning process. The oracle (the network) determines the class of each instance that is presented in the query.
B. Decompositional Method s
The main advantage of Pedagogical methods is that they are not dependent on the internal structure of neural networks. So, they are highly portable. But they cannot take full advantage of the learned Neural Network structure. The training required is also quite extensive.
So, the advantage of using neural networks as an intermediate stage is minimal.
D. Eclectic Methods
Eclectic methods combine the previous approaches. Moreover, the symbolic learning used by pedagogical methods is more robust to learn patterns than simple search for subset.
III. BACKGROUND AND MOTIVATION A. Neural Networks
A Neural network is composed of several neurons. Each neuron is a processing element with a linear model. In a feed forward network, the network architecture composes a hierarchy of nodes where output of lower layer becomes input of higher layer. In terms of symbolic training, any method that learns a set of rules from a training set would suffice. We can use Inductive Rule Learning methods. In this paper, we have chosen a decision tree learning algorithm such as C4. 5 by Quinlan [15] . After the Trees are generated, they can be easily converted into rules of Disjunctive Normal Form.
VI. DESCRIPTION OF HERETIC
A. The Algorithm
The basic operation of HERETIC is to construct a Decision Tree at every node of the Neural Network.
One of the key advantages of HERETIC is that it supports different types of network architectures. This strength comes from the fact that a Decision Tree is a universal approximator [16] . It can learn any function.
As each unit in a Neural Network learns a function, it can also be approximated by a Decision Tree.
However, for understandability of the rules generated, However, we can easily resolve this by using a steep sigmoid function that approximates a step function.
Multiplying a large constant m with the input would make the function steeper. It is recommended to use a value greater than 100. This enables the logistic function to behave as a step function yet being differentiable. Therefore,
The derivative of the logistic function would change as well. The new derivative would be,
Thus, this would add this constant m into the learning rule of Backpropagation. So, the new rule for Backpropagation will be,
Neural Network trained with this rule would be used for rule extraction by HERETIC.
After training and discretization, the next step is to actually generate the Tree using C4.S. Each unit generates a tree so each unit would need its own training set from which to learn. The training set given to learn the ANN can be used for this purpose. The Decision Tree learning algorithm used is at the discretion of the users. Popular and older Learning For example, a sample ruleset of a output layer is shown below.
Output unit rules:
X=O then Class =0
Hidden unit X rules:
Substituting X with its rules:
This way we can recursively substitute until the original inputs remain. Certainly such a rule would be incomprehensible as the ANN itself. So, the fmal step of our algorithm is the logical simplification. There are many algorithms available for this purpose [17] . Most algorithms are based on heuristics and run in quadratic time in the number of variables. Any such minimizer can be used. We used the popular espresso logic minimization algorithm [17] . The final output provided will be simplified rules in Disjunctive Normal Form.
B. Computational complexity
The time complexity for HERETIC is dependent So, for units of layer k, generating tree would require O(np�_l). Thus, time complexity for generating trees,
hmax = the layer with maximum number of units
This learning process takes the most time as heuristic logical minimization algorithms take quadratic time in the number of variables [17] . So time for logical minimization is O(F).
SO, the total time complexity of HERETIC,
This is much better than training the neural network as hmax ::; w and actually much lower than w in most cases. Number of units u is normally small in practical applications. Generating all decision trees would be also be much faster for the fact that ANN is an iterative method and attaining convergence is normally slow requiring very high number of epochs. This is also true for many rule extractions methods that employ searching for weight combination. Time for HERETIC is an enormous reduction to the decompositional methods, which take exponential time in the worst case [S] .
HERETIC Algorithm
Input: Training Set T Output: Ruleset R
1.
Train the Neural Network ANN with modified sigmoid function using S.
2.
For each samples in S, Generate output from the trained ANN.
Generate separate training set Sj for each neuron Nj•
For Each training set Sj
Generate Decision Tree Tj using C4.5.
4.
Convert each Tree into Disjunctive rules
5.
Substitute recursively from the output unit rules to the original feature set.
6.
Simplify using Logical Minimizer Espresso algorithm.
V. EXPERIMENTAL STUDIES A. Experimental Setup
We tested our algorithm with several benchmark datasets from the University of California, Irvine (UCI) dataset repository. We compare the accuracy of the extracted rules in terms of test data. We also study the Fidelity of the rules. Fidelity refers to how closely the rule classification matches the original neural network.
The performance of our algorithm is compared with two other rule extraction techniques, Trepan and FERNN.
These were chosen as a representative of their respective categories. We chose Pedagogical method
Trepan and Decompositional method FERNN. We initially set the neural network into only 1 hidden layer.
After several iterations with different configurations, the best performing network architecture was chosen.
These datasets were trained with at most 2 hidden The learning rate chosen was very small to compensate for the large constant k that is multiplied due to the modified training rule. We chose a learning rate of 0.002 and k value of 100 which brings the overall learning rate to 0.2 which is a reasonable learning rate.
We used the Weka implementation for both C4. 5 and ANN. Standard entropy based split function was used along with pruning. The pruning dataset was kept 20%
of the training set. The whole experiment was conducted 20 times with the mean value taken. 
