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ABSTRACT
Image translation is a computer vision task that involves translating one representation of the scene into another.
Various approaches have been proposed and achieved highly desirable results. Nevertheless, its accomplishment
requires abundant paired training data which are expensive to acquire. Therefore, models for translation are
usually trained on a set of paired training data which are carefully and laboriously designed. Our work is
focused on learning through automatically generated paired data. We propose a method to generate fake sketches
from images using an adversarial network and then pair the images with corresponding fake sketches to form
large-scale multi-class paired training data for training a sketch-to-image translation model. Our model is an
encoder-decoder architecture where the encoder generates fake sketches from images and the decoder performs
sketch-to-image translation. Qualitative results show that the encoder can be used for generating large-scale
multi-class paired data under low supervision. Our current dataset now contains 61255 image and (fake) sketch
pairs from 256 different categories. These figures can be greatly increased in the future thanks to our weak
reliance on manually labelled data.
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1. INTRODUCTION
Image-to-image translation is defined as ”the task of translating one possible representation of a scene into
another, given sufficient data.”1 Although various methods have been proposed and achieved impressive results,
most of them rely on a large number of paired training data2–7 to reach high performance, while the acquisition
of such paired data is costly. Therefore it is highly desirable if we can efficiently obtain a large number of paired
training data without much human effort. In this paper, we explore the application of generative adversarial
networks in automatic acquisition of paired data for sketch-to-image translation. Previous successful translation
models include (but are not limited to) pix2pix1 for paired translation and cycleGAN8 for unpaired translation.
Pix2pix is a conditional adversarial network that receives an image from the source domain as conditional signal
and generates a corresponding image of the target domain. However, its success relies heavily on abundant
paired training data. On the other hand, cycleGAN can be used for unpaired translation, but its performance
drops significantly on difficult translation tasks that involve radical changes in content of images. Our model is
a combination of the two, aiming to let them complement each other. We use cycleGAN as an autoencoder9
and specify its input as the original image(s) and output as the generated sketch(s). Following Zhu et al.,8
our goal is to learn two set-based mappings G : X → Y and F : Y → X where X is the set of images and
Y is the set of sketches. Therefore, G ◦ F forms an autoencoder that takes the images as input, encodes the
images into sketches by passing through the generator G, and then decodes sketches back to images by passing
through another generator F . In this case, the encoded representation has the same dimension as the input, but
with a much sparser density distribution as all values are pushed towards either 0 (black) or 255 (white). Once
we have the autoencoder trained, we use the generator G to generate approximate sketches from input images
and then use (real) image and (fake) sketch pairs as our training data for another network, the pix2pix net.
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Such architecture design is motivated by our observation that image-to-sketch (I2S) translation is an easier task
compared to sketch-to-image (S2I) translation. Our results show that the cycleGAN encoder can perform I2S
translation even if with a small (500 images) single-class training set and capable of generalizing to large multi-
class (60000+ images of 256 different categories) test set. In this way, we can access numerous automatically
generated paired training data without human labelling efforts. These generated paired data are then used for
training the pix2pix decoder.
2. RELATED WORK
2.1 Cycle-consistent Adversarial Network
The cycle-consistent adversarial network architecture (cycleGAN) was recently proposed by Zhu et al.8 for un-
paired image-to-image translation. A pair of mirror adversarial networks F and G are constructed for translation
from one domain to the other and vice versa. In addition to the adversarial loss10 that constrains the generated
images to be indistinguishable from real images, a key feature is its cycle-consistency loss forcing the double-
translated image F (G(x)) to be close to the original image. In this paper, we explore usage of cycleGAN as
an autoencoder to learn a class-invariant encoding of images from 256 different categories. The learned encoder
trained under low supervision is then responsible for generating sketches of larger scale and multiple categories.
2.2 Adversarial Network with Conditional Signals
Application of adversarial networks under the conditional settings has been expored in previous works.1,11,12
The motivation is that results can be better controlled based on the conditional signal passed into the adversarial
network as additional features. In Mirza et al.,11 an adversarial network was trained on MNIST images, condi-
tioned on their class labels represented as one hot vectors. In Isola et al.,1 similar idea was applied to the image
translation domain. Training data were represented pairwise where the adversarial network (pix2pix) generates
images from the target domain conditioned on their counterparts in the source domain. Similar approaches12
include combining a translation network with a variational autoencoder13 to increase in-class variability of gen-
erated images. In our work, we represent as the conditional signal the combination of labels and images. Unlike
in Isola et al.,1 however, we replace the manually created paired sketch-and-image training data with our paired
fake-sketch-and-real-image training data where fake sketches are generated by the cycleGAN encoder.
3. FORMULATION
Figure 1. An illustration of our encoder-decoder architecture. The image on the left indicates the cycleGAN training
procedure. A pair of GANs are trained together. G and Dy are generator and discriminator for the forward (image-to-
sketch) direction, while F and Dx denote the backward direction. Lcyc is the penalty term to maintain cycle-consistency.
X, X˜, Xˆ stand for the original image, generated sketch and double-translated image, respectively. After training is finished,
only G is kept as Encoder and other parts are discarded. In the right image, the learned Encoder(G) is then used for
generating fake sketches for training the pix2pix Decoder(Gdec).
Our model is an encoder-decoder architecture and can be further broken down into the two adversarial
networks aforementioned, cycleGAN for encoding and pix2pix for decoding. For simplicity, we will use Encoder
and Decoder for the cycleGAN and pix2pix, respectively. Encoder takes an input image and transforms it into
its sketch counterpart. Decoder takes both the generated sketch and the class label of the image as input and
its goal is to reconstruct the original image. Full training process can be represented as a two-step pipeline
(Figure 1). The first step (Encoder) is to learn two mappings G : X → Y and F : Y → X where X and Y
corresponds to a set of images and a set of sketches respectively. After training, G is used as Encoder, and F
is discarded. Note that here images and sketches are not paired. Then the second step (Decoder) is to learn
another mapping H : {G(X), l(X)} → X where G(X) is the set of generated sketches and l(X) is the set of
labels.
3.1 Objective for Encoder
The full objective for Encoder exactly follows the original paper:8
L(G;F ;DX ;DY )
= LGAN (G;DY ;X;Y ) + LGAN (F ;DX ;Y ;X); +λ · Lcyc(G;F );
where
LGAN (G;DY ;X;Y )
= Ey[logDY (y)] + Ex[log(1−DY (G(x))]
Lcyc(G;F )
= Ex[||F (G(x))− x||1] + Ey[||G(F (y))− y||1];
Our aim is to solve:
G∗, F ∗ = argminG;FmaxDX ;DY L(G;F ;DX ;DY ).
Here DX and DY are two discriminators for images and sketches, respectively. Lcyc stands for the cyclic penalty
that constrains the double-translated representation to be close to the original, in terms of L1 distance. The
goal is to learn a universal image-to-sketch encoding G, which is then used as Encoder after training is done.
3.2 Objective for Decoder
During training, we find that using least square loss14 produces more robust results. The modified objective can
be expressed as
G∗ = argminGmaxDLcGAN (G;D) + λLL1(G);
where
y˜ = G(x; l(x));
LL1(G) = Ex;y;l(x)[||y − y˜||1];
LcGAN (G;D)
= Ex;y;l(x)[(D(x; l(x); y))
2] + Ex;l(x)[(1−D(x; l(x); y˜))2];
Here D(x; l(x); y) means that we pass both the label x and sketch l(x) signal into the discriminator D. We use
y˜ to represent generated sketches. The adversarial loss10 encourages to generate realistic images from sketches.
We use L1 penalty for both Decoder and Encoder to encourage less blurring.
4. IMPLEMENTATION
It is hard to present every part of our model in detail because it is constructed on top of deep convolutional neural
networks with multiple skip connections. Instead, we provide a series of abbreviated layer notation similar to
Isola et al.1 to summarize the whole architecture. U, D, R stands for upsampling layer(stride = 2), downsampling
layer (stride = 2) and residual blocks, respectively.
4.1 Encoder Architecture
We use the same architecture for Encoder as in Zhu et al.,8 where details can be found.
Generator
D32-D64-D128-D256-D256-D256-D256-D256-U512-U512-U512-U512-U256-U128-U64-U3
Discriminator
D64-D128-D256-D512
Both inputs (images) and outputs (sketches) of the generator are of size 256-by-256 in gray scale. The discrimi-
nator takes a 256-by-256 sketch (either real or fake) and outputs a real-value as the classification score. We use
a batch size of 4, regularization strength λcyc of 10, and initial learning rate of 10
−4. We repeatedly decrease the
learning rate to 110 when we approximately achieve convergence using the current learning rate. In addition, we
use Relu activation15 for discriminator, and leaky Relu (α = 0.2) for generator. We apply dropout rate of 0.5,
instance normalization,16 and U-net concatenation17 as in the original paper.8
4.2 Decoder Architecture
We modify the Decoder architecture by adding residual blocks18 to accommodate the increase in data diversity.
Generator
D64-D128-D256-D512-D512-D512-D512-D512-
U1024-R1024-R1024-U1024-R1024-R1024-U1024-U1024-U512-U256-U128-U3
Discriminator
D64-D128-D256-D512
We use a batch size of 4, initial learning rate of 10−6 and regularization strength λ of 100. Learning rate is
fine-tuned the same way as in the Encoder. Also, instead of passing the sketch alone as input to the generator,
we broadcast the one-hot label representation and concatenate it with the sketch. Therefore, the input to both
the generator and the discriminator is a 256-by-256-by-4 tensor constructed from the 256-by-256-by-3 sketch
concatenated with its class label (256-by-256-by-1 after broadcasting).
4.3 Dataset and Details
We discuss training details for Encoder and Decoder separately. Our goal for Encoder is to learn a mapping
G : X → Y where X is the set of images and Y is the set of sketches. Translation is therefore equivalent
to removing unnecessary details in the original image while preserving its high-level structure so that we can
reconstruct the original image from generated sketch. During training we observe that Encoder performance
depends heavily on color variability of images. Thus our dataset for training Encoder solely consists of 500
images and 100 sketches19 of the butterfly category (Figure 2). During testing, we apply Encoder to all images
of 256 categories. Results will be demonstrated in the next section.
Unlike Encoder, training data for Decoder are of much larger scale and higher diversity. We construct our dataset
directly from Google Image with approximately 250 images for each of the 256 categories. Images are almost
evenly distributed across different categories.
Figure 2. We use unpaired images and sketches of butterflies for training the cycleGAN Encoder. The first row are sketches
of butterflies. The second row are images of butterflies.
5. RESULTS
Here we present our results for both Encoder and Decoder in Figure 3. The following section will be focused on
qualitative analysis on results we have achieved.
5.1 Decoder
The pix2pix network has already been widely used in translation and achieved highly desirable results in different
domains. As we have expected, the generated images still pertain high fidelity despite the increase in diversity of
training images. We also find that Decoder is capable of handling corrupted input due to the undesired behaviour
of Encoder. However, one obvious aspect of performance which goes down significantly with the data increase
is the color diversity of the reconstructed image. The Decoder learns to be very careful on usage of different
colors to make its generated images look realistic. Decoder also performs poorly with unfamiliar data, such as
arbitrarily hand-drawn sketches.
Figure 3. Results for both the cycleGAN and pix2pix generated using test set images from 256 categories. For every three
consecutive columns, the left column contains input images for cycleGAN, the middle column contains output sketches
from cycleGAN which are also fed into the pix2pix net, and the right column contains output images from pix2pix.
5.2 Encoder
However, misbehaviour of Decoder is not mainly caused by the pix2pix network itself, but by the misbehaviour
of the cycleGAN Encoder. As discussed in 4.3, Encoder is trained only on a specific class of images (butterflies
in our work), and can easily be generalized to other categories. For example, it can translate an image of a male
even if it has never observed any during training. Nevertheless, behaviour of Encoder is highly susceptible to
shading effects. Unexpected local shading in images leads to failure in local translation.
5.3 Fake Sketch Versus Real Sketch
One thing we haven’t discussed is the usage of these fake sketches generated by Encoder. A natural solution
is to take use of transfer learning techniques to help the translation using real sketches. Specifically, we can
represent the set of fake sketches as from the source domain where pair labels are automatically generated and
sufficient in quantity, and the set of real sketches as from the target domain where paired data are scarce. Since
our work is mainly focused on generation of paired data, we only explored zero-shot transfer and will leave the
rest for future research. Namely, we trained our model only on fake sketches and then directly applied the model
to real sketches. Such a naive approach didn’t produce a good result on real sketches due to the difference in
distribution of real and fake sketches. We can demonstrate this by comparing the distribution of pixel values in
fake sketches with that in real sketches. Results show that about 90 percent of pixel values in real sketches are
either absolutely white (255) or black (0), but only about 30 percent in fake sketches. Most pixel values lie in
between this range. A slightly better approach is to add a preprocessing step before passing the encoded sketch
to Decoder by using thresholding and therefore force all pixel values to be binary (either 0 or 255 depending on
the threshold). However, preprocessed sketches are still distinguishable from real sketches since the later can be
constructed in arbitrarily distorted shape. Nevertheless, we strongly assume that our automatically-generated
fake sketches are potentially helpful in real sketch-to-image translation, if appropriate transfer techniques are
applied.
6. CONCLUSION
In this paper, we proposed an encoder-decoder architecture that first generates multi-class paired data and then
performs sketch-to-image translation. Desirable and robust results for both generated sketches and images can
be obtained under low supervision. However, performance drops significantly when the model trained on fake
sketches is applied directly to real sketches, due to their difference in distribution. Our future research will be
focused on applying appropriate transfer learning techniques to fill this gap.
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