Abstract -Radar scattering from an illuminated object is often highly dependent on the target-sensor orientation. In conjunction with physics based feature extraction, the exploitation of aspect-dependent information has led to successful improvements in the detection of tactical targets in synthetic aperture radar (SAR) imagery. While prior work has attempted to design detectors by matching them to images from a training set, the generalization capability of these detectors beyond the training database can be significantly improved by using the principle of structural risk minimization. In this paper, we propose a detector based on Support Vector Machines (SVM) that explicitly incorporates this principle in its design, yielding improved detection performance. We also introduce a probabilistic feature-parsing scheme that improves the robustness of detection using features obtained from a two-dimensional matching-pursuits feature extractor. Performance is assessed by considering the detection of tactical targets concealed in foliage, using measured foliage-penetrating (FOPEN) SAR data.
A SAR image chip I(x,r), with x and r representing respectively the cross-range and down-range directions, is extracted in the neighborhood of each POI. Each such chip I(x,r) represents a putative target at an unknown orientation. The original full-aperture version of each image chip is decomposed into a sequence of subaperture images I 1 , …, I N by utilizing directional filters H(θ 1 ) … H(θ n ) corresponding to nominal angles θ 1 … θ N between the target and the subaperture. A matching-pursuits [7] feature-extraction scheme is used to obtain features representative of the scattering phenomenology from each of the subaperture images, yielding a directionally dependent sequence of feature vectors U= u 1 , …, u N . This sequence of feature vectors may be thought of as a statistical sample of the directionally varying characteristics of the target. A feature-modeling scheme is used to improve the robustness of these features to tree-like clutter and finally a SVM detector is designed for the target-detection problem.
The remainder of the paper is structured as follows. In Sec. II we review the directional filters used to create the subaperture images. Section III discusses the matching-pursuits feature-extraction scheme that is applied to each image in the subaperture sequence, and Sec. IV presents a novel modeling scheme for the matching pursuits features, improving robustness to tree-like clutter. Section V covers the SVM classifier design, and Sec. VI summarizes the results of using this detection methodology on measured SAR imagery containing tactical vehicles and clutter. Conclusions are provided in Sec. VII.
II. SUBAPERTURE IMAGE SEQUENCES
Earlier studies have shown that the exploitation of the anisotropic scattering behavior of man-made targets may significantly enhance their detection and classification [8] . However, explicit aspect-dependent information is lost when the multi-aspect signatures are integrated to form a SAR image. While traditional SARs use a relatively narrow integration angle, wide-angle SARs are capable of imaging a target over angles of up to 90° or more [9] and are therefore best suited for the methods presented here. Large integration angles are capable of providing high cross-range (azimuthal) resolution.
However, the goal here is to subdivide the large aperture into several smaller apertures (subapertures), thereby sacrificing cross-range resolution for angular diversity.
It has been shown that a sequence of aspect-dependent images provide a better indication of anisotropic scattering, and thus the presence of a man-made target vis-a-vis a single high-resolution image [1] . In the past the processing needed to extract angle information was mostly done before image formation. Recently it has been shown that the aspect dependent signature can be recovered by applying 2-D directional filters directly in the image domain, to generate an image formed over any desired SAR subaperture [5] . Although these filters were derived from the fundamental principles of backprojection in the spatial domain, their application may be more easily visualized in the spatial frequency domain. Figure 2 (a) illustrates a sequence of SAR subapertures centered on look directions θ 1 ,…, θ N , each of angular width α. The equivalent directional-filter response from a single subaperture filter centered at look angle θ is shown in Fig. 2(b) . In the spatial frequency domain, the ideal directional filters form an annulus, where the orientation and angular span of the segment are determined by the look angle and subaperture interval, respectively. Moreover, temporal filtering may be embedded in the directional filter by varying the inner and outer radii of the annulus, which are directly proportional to the lower and upper cutoff frequencies of the filter. A sequence of N subaperture images I 1 … I N , may then be generated by filtering a post-processed image with a bank of directional filters, each designed with the appropriate direction θ.
The process is demonstrated on an actual POI around a fullband image of a vehicle, shown in Fig 2(c) . Figure 2(d) shows the spatial-frequency domain realizations of a directional filter sequence of N=7 overlapping 30° subaperture filters. Further embedding three sub-band temporal filters in each of these seven subaperture filters (here three subbands are considered), we obtain 21 7 3 = × subband subaperture filtered images as shown in Fig. 2 (e).
III. MATCHING PURSUITS FEATURE EXTRACTION
Given a sequence of subaperture images, we perform feature extraction on each image using the method of matching pursuits [7] . Matching pursuits (MP) decomposes an image f(x,r) into a linear expansion of functions selected from a dictionary D. The image f(x,r) is projected onto all functions which belong to D. From the set of functions in D, on the first iteration we select that function ψ 1 (x,r) which is best matched to the image f(x,r).
We use the following notation for the continuous inner product integrated over the appropriate interval,
With the sampled spatially sampled imagery, the inner product is in practice implemented as a double summation. After the first MP iteration we have
where ψ 1 (x,r) is selected using the selection criterion S
The procedure in (2) is repeated on R 1 (x,r), and after M iterations we have
After a sufficient number of iterations, the features may be defined as the parameters b i , For the current application, the dictionary was developed using two-dimensional separable functions. Gabor functions [9] were utilized in the down-range direction, and a
Hamming window, W h , was employed in the cross-range direction. The dictionary was thus parametrized by the nominal scattering center location (x 0 , r 0 ), wavenumber at the center frequency (k), down-range extent (j) and cross-range extent (l): 
IV. MODELING OF MATCHING PURSUITS FEATURES
The basis element selected in each MP iteration is specified by location (x 0 , r 0 ), to characterize an image suffers from several disadvantages.
The energy in a SAR image is strongly related to the distance of the radar from the imaged region. Hence the projection energy in the MP iterations is also dependent on the distance of the target from the radar and is a poor feature in an ATR system. Thus, the naïve MP-feature based target detector is very sensitive to the presence of tree like clutter in training or testing images.
To overcome such limitations, we first normalize the projection energy E i in every iteration by the total energy E IMG in the POI of interest
We can view P i as a measure of the probability that the i th iteration has completely represented the essence of the image. We now calculate the "expected distance" of the center (x i , r i ) from the other MP-extracted components of the image: 
and therefore it is invariant to a reordering of a 0 a 1 … a M-1 , and it is also not dramatically affected by the substitution of any a i with some other arbitrary clutter information (based on experiments). Thus, we expect the clutter immunity of a target detector based on the feature vector z to be significantly higher than that of another similar detector which uses the simple feature vector B. In the work pursued here, we employed three subbands per subaperture, and a total of N=7 subapertures. A sequence of subband-subaperture images is described as a cumulative feature vector Z={z 1 , …, z 3N }, where we concatenate the count features z from all subbands and subapertures.
V. SUPPORT VECTOR MACHINE DETECTORS
Based on structural-risk minimization principles, Support Vector Machines (SVMs) have recently achieved remarkable success in pattern-recognition problems [11] .
The SVM classifier constructs the maximum-margin hyperplane in feature space to distinguish between two pattern classes "+1" and "-1" (binary classifier). Given a set of 
The expression <w.χ i > represents an inner product between the vectors w and χ i .
We note that this can always be achieved by scaling the vector w appropriately if the two classes are linearly separable in their feature space. It may be easily seen that in the event of such a scaling of w, 1/||w|| is a measure of separation between the two classes due to the hyperplane. However, in practice there may not be a hyperplane that can separate the two classes completely, especially in the presence of noise. Consequently, we permit some classification errors to exist in some of the labels declared by the SVM.
In other words,
and
Thus a classifier {w,b} which generalizes well can be found by controlling both the classification margin (via ||w||) and the number of training errors. This is achieved by minimizing the objective function (11) subject to constraints (9) and (10) for some constant λ>0 determining the tradeoff between training errors and generalization capability. It is useful to observe that (11) is a quadratic programming problem with linear constraints. It can be solved using the method of Lagrange multipliers, and hence reduced to its dual formulation as illustrated in [11] :
Subject to λ≥α i ≥0, i=1, …, L, and 0
We have used the SMO algorithm [8] to solve this constrained optimization problem to identify the optimal w, b of the hyperplane. Then the SVM classifier is obtained using We also note that regularization theory has been traditionally used in order to improve generalization performance in pattern recognition problems, naturally raising the question of the relative merits of the SVM scheme used in the paper. In this context
Smola and Scholkopf [13] have described the general conditions for an equivalence relationship between regularization theory and the SVM technique described here. More specifically, they prove that the Green's functions associated with regularization operators are suitable kernels for SVMs with equivalent regularization properties.
This result shows show why mapping to very high-dimensional feature spaces can still provide good results. However, the advantages of the SVM technique over regularization networks are due to the solution sparsity (very few of the data points are support vectors having non-zeros coefficients α i ), and the consequent computational advantages thereof.
VI. RESULTS
We have tested the above algorithms on measured SAR imagery, with all data collected at Aberdeen Proving Grounds (APG) using the BoomSAR system [6] developed by the Army Research Laboratory (Adelphi, MD, USA). This study considers six data collection runs from the APG III campaign, for which the measured ultrawideband (UWB) bandwidth spans approximately 20-1200 MHz. The data were collected at Aberdeen Proving Ground (APG), Aberdeen, MD, USA, this a region foliated primarily with deciduous trees. The man-made targets considered were tactical military vehicles. The images were formed using a back-projection method [14] , which produces minimal artifacts and allows incorporation of motion compensation information. While this study only considers imagery for a single polarization (HH), utilizing multiple polarization modes offers the potential for significant performance gains in detecting man-made targets, as demonstrated elsewhere [15] . Example HH imagery is presented in A 10m × 10m region was extracted around each POI location. It may be noted that our scheme represents a compromise in which we accept reduced cross-range resolution (due to directional sub-aperture filtering) in return for capturing information about the aspect-dependence of the objects in the image. In [1] , a set of N=9 subaperture images was generated for each POI, using nonoverlapping subapertures with 10 degree sampling of the central angle of the subaperture (each subaperture employs a 10° integration, represented by ±5° about the central angle of the decomposition). Each of the nine subaperture images was further decomposed into six frequency bands available over the UWB bandwidth available from the ARL BoomSAR: 20-100 MHz, 100-200 MHz, 200-500 MHz, 500-700 MHz, 700-1000 MHz, and 1000-1200 MHz. Thus, the original image chip around the POI was decomposed into 9×6=54 subimages, each characterized by reduced cross-range and down-range resolution. This scheme reduced the resolution of images to such an extent that sophisticated feature-extraction schemes (such as matching pursuits) were inappropriate. Hence, a simple energy-based detection scheme was used:
the maximum pixel value and the (normalized) energy of each subimage were used as features for a hidden Markov model (HMM) detector [1] , which was designed to be well matched to the images from a training set.
In this paper we use the same data set and POI list as considered in [1] , but improve the detection performance significantly. The gains in detection performance are attributable to improved feature extraction, as well as improvements in detector design, which enable better generalization to images that are not in the training dataset. subimages. This decomposition is performed using the wedge-filtering scheme outlined in Sec. II. It is important to note that each of these 21 subaperture images has greater resolution than the 54 subband subaperture images generated in [1] . We are able to perform a more-sophisticated feature extraction (i.e. MP feature extraction) in order to better characterize each image that we generate.
We perform a 2-D MP feature extraction on each of the 21 sub-band subaperture images. Five iterations of MP were used for characterizing each of the 21 images (M=5).
For this application, the dictionary was developed using two-dimensional functions as explained in Sec. III. The MP algorithm has several problems associated with its use as a feature parsing technique whose output may be directly used in a detector, as we have pointed out in Sec. IV. The effect of using these algorithms is further investigated in the results below.
SVM detector design
The features from all 21 subaperture images were concatenated to form a long feature vector from each POI image chip (see discussion at end of Sec. IV). A sequential minimal optimization (SMO) training algorithm was used to find the optimal SVM parameters from the training images, including the support vectors. The binary classes were vehicles (targets) and non-vehicles (foliage), and the SVM is designed to define an appropriate decision boundary in feature space. We have used the polynomial kernel as well as the radial basis function (RBF) kernel with almost equal success. It was found that the algorithm typically identified between 240 to 260 support vector images out of a total of about 800 training images. During the testing phase, using equation (15), the kernel of the testing image with each support vector image is computed and the weighted sum of these was used to classify the image as target or clutter. Since the feature vector for characterizing an image is naturally invariant to rotation and translation, we have implicitly guarded against misclassification under those circumstances. Further, we have also provided the detector with all the directionally dependent features that provide explicit information about the energy from each frequency band in each subaperture, though we have not explicitly emphasized the relationship between the features from each subaperture image. Since the SVM is based on structural risk minimization, it learns this relationship in a manner resistant to over-training, and demonstrates successful detection performance. The performance of the SVM detector is compared against the competing QPD detector outlined below.
The QPD detector
A standard approach to modeling multivariate data is to assume a jointly Gaussian distribution for each hypothesis class (target or clutter). This detection strategy is the socalled quadratic polynomial discriminator (QPD) [16] , where the state independent feature densities are parametrized as
where z is an identification parameter associated with either the target or the clutter class, µ z is the mean feature vector and Σ the covariance matrix. During training, f y|M is estimated for both the target and the clutter from the labeled data. A maximum likelihood detector is used to categorize testing data.
Comparison of detection performance
Training/testing was performed in a round-robin fashion. In particular, training was performed on five of the available six data sets, with testing performed on the remaining image. By cycling the six available images, six such testing-training realizations were considered. The six images were distinct, thereby enhancing the separation of testing and training data (different foliage and different target positions and orientations). The cumulative detector statistics were then used to assess performance.
We have compared the performance of the proposed scheme against the results in [1] . Fig. 6 reproduces the results in [1] and compares the performance of the SVM detector on the same feature set. The hidden Markov model (HMM) classifier is discussed in detail in [1] . The improved performance of the SVM detector is attributable to its improved generalization capability. We emphasize that, in this example, we used exactly the same features as considered in [1] , not the improved features discussed in this paper (and utilized in the subsequent examples). However, the detection is largely robust to variation in L. Further, this plot illustrates that we do not have a problem of overtraining the SVM by using a large number of features, since the detection performance is quite robust to the feature dimensionality. Performance initially improves as the number of partitions L is increased, due to the reduction in quantization noise. Performance degrades slightly as we increase L beyond some optimal dimension (here five) due to the limited availability of data and the increase in the number of parameters to be estimated, but the degradation is gradual. 
VII. CONCLUSIONS
We have proposed a detector based on Support Vector Machines (SVM) that explicitly incorporates the principle of structural risk minimization in its design in order to improve the detection performance. We also introduce a MP-based feature-parsing scheme that improves the robustness of the detection using features obtained from a 2-D matching pursuits feature extractor. Significantly improved performance has been demonstrated on measured SAR imagery by considering the detection of tactical targets concealed in foliage, using foliage-penetrating (FOPEN) SAR data.
There are several propitious directions for future research. First, we note that stochastic model based approaches as in [1] have been quite successful. In such systems, from a Bayesian maximum a posteriori probability (MAP) point of view, the model may be viewed as a prior on the space of decision functions that may be used for the final detection. Consequently, the rate at which the decision function can be "learned" as more data becomes available is significantly improved by the use of a model-based system, due to the inherent reduction of the parameters to be estimated. For example if we know that a random variable has a Gaussian probability distribution function, we only need to estimate the mean and variance and can hence do so more accurately than we could without such a model. Given a finite amount of data, a good model based on physical insight therefore reduces the false alarm rate for a given rate of detection. However, principled approaches to model development or estimation often do not explicitly account for structural risk in their design and are hence prone to overfitting, and are drastically affected by the presence of noise or clutter. As a result, the detector proposed in the paper has explicitly used physics-based feature extraction and a detector design paradigm that explicitly accounts for the generalization capability of the system. In this context, recent work by Jaakola and Haussler [17] has resulted in a technique for improving any stochastic model-based detection scheme (such as the HMM proposed in [1] ) by designing a kernel based on the model. This technique effectively fuses the model based and non-parameteric learning approaches in order to improve upon the performance of either system. The application of such a technique to the problem of SAR image recognition is currently being studied. Two-dimensional separable functions are used as the basis elements of the MP dictionary, due to the reduction in the computational complexity of the MP feature extraction procedure. However, the use of point-spread functions as the MP dictionary basis functions would permit further improvements in detection performance.
Finally the idea of "boosting" as applied to an HMM classifier, such as that proposed in [1] , would lead to an interesting alternative scheme which could result in comparable performance to the technique presented in this paper. Comparison of the results in [1] against the SVM detector used on the same feature set as in [1] . For the SVM detector it was found that 36% of (POI) trainingimages were support vectors (on an average, over all 6 round-robin training testing cycles). 
