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ABSTRACT
Large scale distributed systems have become ubiquitous,
from on-line social networks to the Internet-of-things. To
meet rising expectations (scalability, robustness, flexibility,...)
these systems increasingly espouse complex distributed ar-
chitectures, that are hard to design, deploy and maintain.
To grasp this complexity, developers should be allowed to
assemble large distributed systems from smaller parts using
a seamless, high-level programming paradigm. We present
such an assembly-based programming framework, enabling
developers to easily define and realize complex distributed
topologies as a construction of simpler blocks (e.g. rings,
grids). It does so by harnessing the power of self-organizing
overlays, that is made accessible to developers through a
high-level Domain Specific Language and self-stabilizing run-
time. Our evaluation further shows that our approach is
generic, expressive, low-overhead and robust.
1. INTRODUCTION
Modern distributed applications are becoming increasingly
large and complex. They often bring together independently
developed sub-systems (e.g. for storage, batch processing,
streaming, application logic, logging, caching) into large,
geo-distributed and heterogeneous architectures [10]. Com-
bining, configuring, and deploying these architectures is a
difficult and multifaceted task: individual services have their
own requirements, configuration spaces, programming mod-
els, distribution logic, which must be carefully tuned to in-
sure the overall performance, resilience, and evolvability of
the resulting system.
This integration effort remains today largely an ad-hoc
activity, that is either manual or uses tool-specific scripting
capabilities. This low-level approach unfortunately scales
poorly in the face of the increasingly complex deployment
requirements and topologies of the involved services [13, 9,
16, 20].
The lack of a principled and systematic programming model
that is able to consider existing distributed systems as com-
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posable first class entities imposes a high toll on developers.
In order to write and maintain the low level glue code or con-
figuration files required to realize these topologies, they must
(i) have a deep understanding of the involved distributed ser-
vices, their specific semantics, and individual programming
model ; (ii) cater for the unavoidable volatility of the work-
loads and of the cloud infrastructures in which these services
typically operate; and (iii) allow for a continuous integration
process in which a deployed system is modified on the fly.
To solve this situation, we argue that practitioners should
be allowed to programmatically manipulate distributed sys-
tems as first class entities [3], from which whole distributed
systems can be incrementally assembled.
We also argue that the mapping of systems to individual
nodes should remain as much as possible transparent to de-
velopers. In particular developers should not have to worry
about nodes failing, leaving or joining the system (a com-
mon occurrence in public clouds for instance), or about the
intricacies of scaling operations.
As a first step towards this ambitious goal, we propose
an assembly-based programming framework for the imple-
mentation of complex distributed topologies. It provides
developers with a high level component-based programming
model [8, 5], and exploits self-organizing overlays [23, 2, 11]
to map at runtime a developer’s high-level description of
a complex distributed topology onto a concrete infrastruc-
ture. It relies on the scalability, resilience, and adaptability
of self-organizing overlays to maintain a developer’s target
topology in the face of failures, scaling and dynamic adap-
tations.
2. STATE OF THE ART
Easing the development of complex distributed systems
has been a long-running and recurrent objective of middle-
ware research. Most of these efforts have however focused
on the local behavior of individual nodes (e.g. with proto-
col kernels [21, 15], or component frameworks [8, 5, 19]),
rather than on the programmatic means to describe a sys-
tem’s global structure and behavior. As a result, most of
these programming frameworks offer little or no support for
the flexible integration of individual systems into a larger
whole.
2.1 Component-based programming
Component-based software engineering (CBSE) promotes
development by assembly. It allows developers to construct
complex systems by assembling pre-existing components, i.e.
modular reusable blocks that explicitly exposes their interfaces—
both in terms of requirements and of features provided.
Components provide separation of concerns and modular-
ity, and facilitate re-use and continuous integration. A large
number of component technologies have been successfully
applied to distributed systems over the years, both in indus-
try (e.g. Enterprise Java Beans (EJB), the Service Com-
ponent Architecture (SCA), the CORBA Component Model
(CCM), .Net, and the OSGi Remote Services Specification)
and academia [5, 8].
These solutions, however, view components as software ar-
tifacts living within nodes, and focus therefore on the work-
ings of individual nodes rather than on a system’s global
behavior. By contrast, we propose to inverse this view,
and consider components as distributed entities enforcing a
given internal structure (a star, a tree, a ring) which devel-
opers can assemble programmatically to realize more com-
plex topologies. Individual nodes now live within compo-
nents, and become transparent to developers, who only per-
ceive system-level entities they can instantiate and connect
to form larger wholes.
2.2 Self-organizing overlays
To realize this vision, we propose to exploit self-organizing
overlays [11, 23, 2], a family of decentralized protocols that
are able to autonomously organize a large number of nodes
into a predefined topology —from a random network [12]
to a ring or torus [22, 11] to an hypercube— by exploiting
epidemic (or gossip) interactions to progressively organize
nodes. Self-organizing overlays are self-healing, and can with
appropriate extension, conserve their overall shape even in
the face of catastrophic failures [4]. These topologies can
be used to support the many P2P- and cloud-based applica-
tions that have been proposed for over a decade now, such
as VoIP (e.g. Skype), streaming [24], pub-sub [6], and stor-
age [18, 9]. In particular, the scalability and robustness of
these solutions have made them particularly well adapted to
large scale self-organizing systems such as decentralized so-
cial networks [14, 2], news recommendation engines [1], and
peer-to-peer storage systems [7].
However, more and more applications require much more
complex topologies [9, 13] that can be hard to obtain via
the traditional protocols. Typically, self-organizing overlays
such as T-Man [11] or Vicinity [23] are unfortunately mono-
lithic in the sense that they rely on a single user-defined
distance function to connect nodes into a target structure,
e.g. nodes try to reach and connect to the ”closest” nodes
in their ID space. Simple topologies such as ring or torus
are easy to realize in this model, but more complex com-
binations, such as a star of cliques, are more problematic.
This model does not lend itself naturally to development by
assembly, mentioned in the previous section: self-organizing
overlays, in their basic form, have no notion of composition
or connection to other overlays.
As a conclusion, by merging techniques from the two do-
mains, our approach goes beyond both of them: (i) On one
hand, beyond traditional component-based frameworks for
distributed systems in that it considers components as collec-
tive distributed entities enforcing a given internal structure
(a star, a tree, a ring) which developers can assemble pro-
grammatically to realize more complex topologies. (ii) On
the other hand beyond existing self-organizing overlays by
supporting the description of a target topology as a compo-
sition of more elementary shapes, breaking away from the
monolithic design of typical self-organizing overlay proto-
cols.
This enables a programmer to create, deploy and maintain
easily the more complex topologies that are needed to sup-
port today’s sophisticated applications, such as distributed
NoSQL databases with sharding (e.g. MongoDB relies on a
star of cliques).
3. OUR APPROACH
Our framework comprises: (i) a component library, (ii) a
DSL, and (iii) a runtime. The DSL is simple and expressive
enough to describe a large array of topologies that can be
difficult to achieve with earlier methods. It achieves this goal
by allowing developers to construct a complex topology by
assembling simpler blocks, termed components. To support
this process, our framework provides a component library
that includes, by default, base components that implement
basic topology shapes such as rings, grids, etc. Finally, our
framework comes with a runtime that handles under-the-
hood the role allocation and the differentiation of nodes that
belong to different components.
3.1 Component library
In our proposal, a component is a subset of message-
passing nodes organized in a particular elementary topology.
The component library contains a predefined set of compo-
nents implementing a range of such elementary topologies
(a ring, a tree, a torus), that a developer can combine to
build a complex distributed topology. This combination re-
lies on ports and links. Ports are logical point of contact
for a given component and links are logical connections be-
tween two components (through ports). At runtime, a port
is managed by (at least) one node in the corresponding com-
ponent, and at the node level, a link is a connection between
two nodes from two different components.
From an implementation point of view, components and
links are implemented using multiple layers of overlays that
are built upon each other: one self organizing overlay per
component (known as the component’s core protocol) real-
izes the component’s actual shape, while two other overlays
are used to locate ports, and realize links. The system’s
resulting overall topology is the union of these different over-
lays.
3.2 DSL
In order to globally describe a target topology without
bothering with the low-level, local behavior of individual
nodes, the framework provides a very basic DSL used to
write the configuration file that will be interpreted by the
runtime. The key elements of this DSL/configuration file
are: (i) a list of the basic shapes (each represented by a
component) involved in the overall topology, and some rules
to decide which node will be assigned to which component;
(ii) for each component, a list of the ports it provides, and
some rules to decide which node(s) will take in charge each
port; (iii) a set of links between ports, represented as a list
of pairs of ports.
The superposition of these three elements (components,
ports for each component, links between ports) completely
defines a target topology and enables the description of a
large array of complex topologies similar to those used in
today’s real world applications.
Same-component Overlay (UO1) Distant-component Overlay (UO2)
Global peer samplingRuntime
port selection port connection
To be connected 
to a component IComponent
Figure 1: Organization of the runtime
3.3 Runtime implementation
The translation from the high-level target topology de-
scription to the actual low-level behavior of each individual
node – and all the tedious details such as node assignment,
port management, link establishment, ... – are to be handled
by a runtime. We propose an implementation of this run-
time as a set of gossip greedy optimization sub-procedures
realizing different layers of overlays, described in Figure 1.
Gossip algorithms are probabilistic, naturally resilient and
offer good convergence times in most practical situations,
with theoretical convergence guarantees under stable condi-
tions. Two utility overlays (UO1 and UO2) are in charge of
assigning nodes to each component, gather nodes from the
same component and maintaining ”long distance” connec-
tions between nodes from different components (for perfor-
mance issues). Two additional overlays handle the mapping
between logical ports and actual nodes (port selection) and
the connection between different ports according to the links
specified in the target topology.
4. EVALUATION
The goal of our evaluation is to show the applicability of
our approach. We realized a proof-of-concept implementa-
tion of the runtime described in section 3.3. We also used
the overlay-building algorithm Vicinity [23] to create a few
basic shape components (Ring, Star, Clique) for the library
described in 3.1. We then used them to show that our ap-
proach: (a) can actually generate complex topologies, com-
parable to those used currently in real-world applications;
(b) is easy to use; (c) is efficient, i.e. doesn’t generate an
unreasonable overhead and converges fast enough.
All experiments were run in the PeerSim simulator [17]
and we used the simulator configuration file as a substitute
to the DSL we described above. All measures were averaged
over 25 runs, to smooth the noise due to the probabilistic
nature of gossip algorithms. We computed 90% confidence
intervals but they were negligible and we do not display
them.
We ran various experiments: (i) building various topolo-
gies comparable to those used in real world applications; (ii)
convergence speed for the different sub-procedures of our
framework in a Ring of Rings topology; (iii) ability to dy-
namically reconfigure in presence of evolving needs; (iv) scal-
ability in terms of total number or nodes (logarithmic, Fig.
2) and in terms of number of components (linear, Fig. 3); (v)
bandwidth consumption of the framework runtime, relative
to the bandwidth needed to realize basic shapes (Fig. 4).
Detailed results are omitted here for lack of space, but
results are encouraging and conform with the existing liter-
ature about gossip protocols and self-organizing overlays.
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Figure 2: Convergence time of the various sub-
procedures for a system of 20 components. It is
fast and scales well with the number of nodes.
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Figure 3: Convergence time of the various sub-
procedures for a system of 25600 nodes. It is fast
and increases slowly with the number of compo-
nents.
5. CONCLUSION & FUTURE WORK
We proposed a programming framework constituted of a
DSL, a component library and a runtime that enables devel-
opers to define and maintain complex target topologies by
assembly of simpler shapes. We further demonstrated that
our approach can be efficient and scalable.
We could push our work further in (at least) two different
directions: (i) add more features to our proposed frame-
work, develop a more complete and efficient tool-chain, and
transform it into a real, production-ready product; or (ii)
apply self-organization and composition to other problems
in distributed systems.
In particular, there are many opportunities to leverage
opportunistic composition across initially unrelated services
to provide better Quality of Service (QoS) and ensure some
non functional properties (better latency, load repartition,
etc.), especially in the emerging Internet of Things (IoT).
We can even imagine that a group of nodes could leverage a
third-party system as relays and use it to remain connected.
However, this requires a common framework and new tools
to be put in place to detect and evaluate such composition
opportunities, and to enable communication and coopera-
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Figure 4: Comparison of bandwidth consumption
(in bytes) between the core protocol and our run-
time’s sub-procedures, for a system of 20 compo-
nents and 25,600 nodes. Both follow the same pat-
tern, and both are very small.
tion between unrelated systems who have no prior knowl-
edge of each other.
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