Assessing student learning outcomes relative to a valid and reliable standard that is academically-sound and employer-relevant presents a challenge to the scholarship of teaching and learning. In this paper, readers are guided through a method for collaboratively developing and validating a rubric that integrates baseline data collected from academics and professionals. The method addresses two additional goals: (1) to formulate and test a rubric as a teaching and learning protocol for a multi-section course taught by various instructors; and (2) to assure that students' learning outcomes are consistently assessed against the rubric regardless of teacher or section. Steps in the process include formulating the rubric, collecting data, and sequentially analyzing the techniques used to validate the rubric and to insure precision in grading papers in multiple sections of a course. 
Introduction
Preparing students for their careers is one goal of teaching and learning. Arming students with the skills and knowledge required for successful employment depends on congruence between professional standards and academic principles. At the same time, students deserve feedback on and assessment of their work that is valid and reliable regardless of the instructor and section of the course.
Rubrics are one way to structure the pedagogy for desired learning outcomes. Rubrics also provide an effective, efficient, equitable assessment method that can be understood and applied by both student learner and academic assessor. According to Stevens and Levi (2005) , rubrics (1) provide a task description; (2) develop a scale for evaluation; (3) develop dimensions of the task necessary for success; and (4) provide a description of the dimensions relative to the scale being used.
This paper outlines an eight-step process for academics and professionals to collaboratively develop and validate a rubric that ties students' success in the academic world to their career readiness. We focused on (1) insuring the academic concepts and dimensions within the rubric are the learning skills students need; and (2) insuring those dimensions are professionally anchored.
We present eight steps as a guide that readers might adapt to meet their own needs. Within each step, we provide an example of how faculty at Columbia College Chicago collaborated with public relations professionals in Chicago to develop and validate a rubric for public relations writing.
Literature Survey
Rubrics can clarify an assignment and help students reach its learning objectives (Stevens & Levi, 2005; Schneider, 2006; Yoshina & Harada, 2007) . In many cases, educators have attempted to develop rubrics as a systematic way to describe the tasks and specify what skills are needed. Some educators have developed rubrics to provide measurement guidelines to assess performance (Nagy, et al. 2000; AACSB, 2007) and facilitate giving timely feedback to students (Rucker & Thomson, 2003; Smith, 2008) . Andrade (2005) provides background on the structure and purpose of rubrics and catalogues their benefits as teaching and grading tools. To be effective, he cautions, rubrics must be valid, reliable and fair. For Messick (1989) validity is an evaluative judgment resting on the integration of evidence and theory to support inferences based on test scores. McNamara stressed the importance of a priori construct validity of the rubric where the pedagogy identified skills from professionals and other sources, and a posterior construct validity relating to empirical and statistical validation. McNamara (1996) suggests examining available literature to inform the content of the rubric. More significantly, he also suggests collecting information from experts to develop, determine, and test the rubric's specifications and scoring procedures. While Stevens and Levi (2005) believe collaborating to develop a rubric offers "an opportunity to discuss shared goals and teaching methodologies, and . . . evaluate and validate. . . grading practices" (p. 68), they also admit it is rare.
Literature abounds with information on methods to collect data from multiple sources. According to Helmer (1977) , the Delphi method facilitates the formation of group judgment and has been used in education and in professional fields (Cornish, 1977) . The Delphi method (Adler & Ziglio, 1996) is an exercise to collect and distill knowledge from a group. It is a means of asking participants a series of questions in two or more rounds. After each round, a facilitator collects individual's responses and their justification. The facilitator then reports a summary of the responses without identifying the sources. As the rounds continue, the responses are refined, eventually moving the participants to consensus.
Research is notably sparse on the collaborative process of developing and validating a rubric that integrates data collected from academics and professionals. Similarly there are but a handful of sources that address the importance of reliability in assessing students work regardless of teacher or section. This paper attempts to address these needs.
The authors also discuss the experience of collaboratively developing and validating an assessment rubric for a public relations writing course at Columbia College Chicago, a private Midwestern arts and media college.
Teaching writing skills is a critical element of student preparation for professional employment. The National Commission on Writing report titled, "Writing: A Ticket to Work … or a Ticket Out" (College Board, 2004) called writing a threshold skill for employment. Public relations practitioners and educators agree: writing is fundamental to a student's academic success and professional career, and is the student's most marketable skill (McCleneghan, 2006; Cole & Corner, 2008; Steel, 2008) . In the public relations field, Hardin and Pompper (2004) noted that practitioners lament expending significant resources to bring the writing skills of new hires up to par, particularly those skills needed to craft a news release. Rios (2008) and Tucker, Derelian and Rouner (1997) recognize the news release as the time-honored convention combining critical thinking, writing and communication skills. Crafting the news release brings into practice basic news-writing skills which conform to conventional journalistic style. Writing the release involves several major activities, including generating and organizing ideas, translating those ideas into written form, and revising the written product (McMaster & Espin, 2007) .
By using a collaborative method to develop and validate a rubric, the pedagogy and assessment of the students' work are grounded in the expectations of academia and the profession.
Method

Procedure
Chart 1 presents the development and validation process for a rubric that incorporates professional and academic input, and feedback and data analysis. It also illustrates the ongoing discussion, clarification, and incremental review of the pedagogy, including the specific collaborative approach for developing a rubric for news release writing at Columbia College Chicago.
The process is founded on the principle of continuous feedback and improvement. While the authors present the series of steps from beginning to end, we encourage readers to determine which steps may be useful in their situation. For example, those readers who have developed a rubric can extract and modify suggestions for analyzing its validity and reliability without necessarily retracing preceding steps. We hope our example provides useful information and guidance for the reader. Faculty and professionals separately used rubric to assess and grade a weak and a strong news release; used two-way ANOVA to determine if significant differences exist; used F test for equal variances
Step 8 Analyze data to improve reliability and further validate rubric Establish inter-rater reliability; determine a baseline; test for rater repeatability and reproducibility Faculty graded one news release; used Delphi method to reach consensus on grade; used F test for equal variances; looking ahead; faculty will grade same paper; we will then test for repeatability and reproducibility
Step 1: Develop Learning Objectives for the Course Stevens and Levi (2005) call step one the "reflection" stage. In general, this step requires discussion and agreement on learning objectives among faculty.
Step one also calls for input from practicing professionals whose expertise in the area provides real-time knowledge of the skill set students need to succeed in the profession.
Sources for this information are broadly available. Each academic discipline has related professional organizations that define requisite skills for certification. These certification requirements and exams provide a foundation for developing academic learning objectives, and reveal those areas with the greatest importance, or weight in the profession.
To develop learning objectives for the public relations writing course, faculty at Columbia College Chicago (some of whom are adjuncts who also are practicing public relations professionals) discussed course objectives among themselves. We called for input from academicians at other institutions, reviewed academic literature, and examined material from the Public Relations Society of America, the organization that accredits public relations professionals.
Step 2: Identify a Representative Sample of Work that Demonstrates Learning Competency Not every course objective and concept can be covered by a rubric. In step 2 the goal is to identify an assignment that requires students to demonstrate learning competency in one of the main objectives of the course. This assignment must also require students to produce a work sample, which should incorporate the required skill set of the students' future career.
In this step, readers should review professional sources including special reports and conference proceedings for guidelines. An academic literature search also may yield content material. The faculty should discuss their findings, develop the assignment, and agree on and accept the work sample as the focus of their effort. As instructors collaborate to develop the assignment, their dialogue brings them to agreement on goals of the pedagogy.
The Public Relations Society of America's (PRSA, 2006) highly regarded Port of Entry Report provided significant direction for the 7 faculty who teach the public relations writing course at Columbia. Results of the literature search also informed our selection of a work sample. So, after many discussions, we elected to focus on the news release as the work sample.
Step 3: Develop an Evaluation Rubric for Uniformity of Teaching in All Sections
The authors found the work by Stevens and Levi (2005) useful as a basic primer in developing the rubric, and its dimensions and grading scale. In general, this step requires concerted leadership by a faculty member or program director who believes a uniform pedagogy is practical and achievable.
Essentially, the process calls for extensive input and discussion among the multiple instructors teaching the course and practicing professionals with their real-world perspective. In the process, several iterations of the rubric evolve as the differences of opinion are discussed and eventually resolved.
This stage of the rubric development began at Columbia in fall 2005 when a faculty committee met to: (a) develop a rubric based on the PRSA model; (b) review of existing literature; (c) conduct primary and secondary research; (d) meet one-on-one with academics; (e) interview with public relations professionals; and (f) meet regularly and informally with the PR Writing faculty.
In its first iteration (Appendix A), the rubric used a simple binomial, yes/no standard for evaluating five broadly defined categories describing acceptable news releases. In fact, the final analysis was merely an acceptable/not acceptable rating of the writing.
Step 4: Longitudinally Test Student Learning Against Professional Assessments
Step four is a two-test process. Test 1 establishes a baseline as a point of reference to measure and evaluate student learning over time. Over time may mean weeks or months, depending on the reader's individual situation. To establish a baseline, identify appropriate professionals to use the rubric to evaluate the students' work sample. Collect and retain the data.
After an appropriate interval of time, gather another sample of the students' work for test 2. Ask professionals to use the rubric to evaluate this sample. The reader now can comparatively analyze results of tests 1 and 2 to measure changes in student learning.
At Columbia, we established the initial baseline in summer 2006. One hundred twenty-two students were enrolled in 8 sections of PR Writing in the spring 2006 semester. We randomly selected 50 percent (N = 61) of their work samples for evaluation. Readers who are interested in the random selection process should know it wasn't perfect, but it worked. The names of the students were redacted from the news release. A student aide then sifted through the stack of news releases and eliminated 30 samples. From the resulting 92, he winnowed it to 61. A panel of 4 senior-level professionals from a prominent worldwide public relations agency used the rubric (Appendix A) to assess these 61 news releases.
In summer 2007, we repeated the process to longitudinal test for learning outcomes. Again, the work of 61 students was randomly selected by a different student aide. The same 4 professionals who did the initial benchmark in 2006 used the same rubric to evaluate these new samples of student work.
When the results of the baseline evaluation in 2006 were compared with the longitudinal test in 2007, we found a 10% increase year-over-year in the number of news releases rated acceptable work for entry-level public relations professionals. However, data also indicated that while 70% of the students evaluated in 2007 wrote acceptable news releases, the remaining 30% needed to further strengthen basic writing skills.
The faculty met to discuss the results of the evaluations. While the rubric seemed a useful tool for evaluating student work, we could not qualify acceptable and not acceptable work. In other words, the students seemed to be learning, but we could not tie the pedagogy to the results. We decided this iteration (Appendix A) of the rubric did not meet our needs.
Step 5: Identify Problems with Sub-Optimal Learning Performance In step 5 readers should use the longitudinal data to assess the rubric's usefulness, and also to evaluate the instructor's approach to teaching the material. Consider how uniformly instructors use the rubric as a teaching, learning and assessment tool. For example, instructors may have differing interpretations of the terminology of the rubric's dimensions. Or instructors may emphasize different categories of the rubric for each assignment.
Based on the results of the longitudinal test, in fall 2007 the faculty at Columbia met to examine the usefulness of the rubric. We concluded the rubric's existing iteration, including the acceptable/not acceptable rating method, needed refinement to help us better evaluate the students' learning. We altered its structure, expanded its content, and added more detail to describe acceptable work in each of the 5 categories (Appendix B).
However, the faculty recognized the importance of first adding and then validating weights in each category. We wanted to be able to pinpoint where the pedagogy tied to student learning. We also wanted better evidence of how consistently their work met professionals' expectations of career-ready students.
Step 6: Improve the Construct Validity of the Rubric After tying the basic validity of the rubric to academic and professional standards, improve validity by agreeing on the relative weights of the rubric's dimensions.
Step 6 presents a method to determine these relative weights.
The Delphi method (Adler & Ziglio, 1996) is useful in collecting and distilling knowledge from a group. Essentially, it is a process where participants systematically in 2 or more rounds express an opinion on a problem or issue. For round 1, the facilitator poses the question, and solicits input from each participant in turn. After each round, the facilitator collects the feedback and reports out to the group without identifying which of the participants voiced a particular opinion. Based on this feedback, the participants are encouraged to revise their responses during the next round. As the rounds continue, the differences become smaller, until there is group consensus.
The authors endorse the Delphi method as an approach for developing consensus within groups. The experience at Columbia illustrates the application of the Delphi method. In 2007, 7 professionals ranging from assistant account executive (an entry-level position) to senior vice president at a highly regarded, worldwide public relations agency were solicited for their judgment. To insure broad-based input from public relations professionals, the individuals involved in this exercise worked at a different agency than those who evaluated learning outcomes in 2006 and 2007.
With the co-author as facilitator, the professionals met in a sixty-minute session. Each participant was provided with multiple copies of the rubric sufficient for several rounds. (Readers are directed to Appendix B, however, without the weights). Then we discussed the rubric and its 5 categories to ensure participants understood the content. The facilitator explained the objective of the exercise, that is, to determine the groups' best estimate of the relative value of each of the 5 categories of the rubric and to assign individual weights to each. The professionals were asked to assign points to each of the 5 categories in increments of 5 points that when added equaled 100 points total.
In round one, each participant independently and silently recorded the weights for each category. The facilitator collected the rubrics. The high and low values were presented to the professionals, and each high and low participant had the opportunity to justify his or her weighting. The facilitator led round 2. Participants again scored the 5 categories on a clean copy of the rubric. The facilitator collected the data and again reported out.
The exercise went 5 rounds with high/low weights given in Table 2 . After reaching consensus, the professionals were asked to comment and give professional perspective as guidance for instructors who would use this rubric for teaching and evaluating students' news releases.
The participants stressed category1, which requires information in the news release to be accurately written and effectively organized (#1 -Are the key ideas organized effectively?). "The message shapes the release," they agreed. "Without supporting points, the credibility (of the author and source of the release) is on the line." Thus, category 1 was most highly weighted with 35 points.
Categories 3 and 5 were equally weighted, with 20 points each. When discussing the weight of category 3, (In the headline/lead combination, is the news angle compelling?) the professionals agreed. "There's a short window to grab attention. The release must immediately establish that it has a compelling message. Otherwise, the media toss it out." The group also assigned 20 points to category 5 (Are the basics in place -grammar, sentence and paragraph mechanics?): "Spelling and grammar are wash-out errors. If these are wrong, then it's a no-go release."
The professionals considered categories 2 (Headline/lead combination) and 4 (Does the news release use a convincing journalistic style?) related to style, which in their professional opinions, were less important than substance.
Charts 1-5. Illustrations of the 5 Rounds of the Public Relations Professionals' Progression to Group Consen
Like the exercise with the professionals, faculty also used the Delphi method to reach consensus on the rubric's values and weights in its 5 categories. However, the exercise was carried out by email because the participants include adjunct faculty who were not available on the same day at the same time. Faculty were sent the rubric (Appendix B) without weights and given the same directions as the professionals. After each round, the facilitator collected the data and sent an email with the data to the faculty, sharing their remarks anonymously. At the conclusion of each round, the facilitator sent each of the participants a fresh rubric.
Though considerably more cumbersome than a face-to-face meeting, the back-and-forth messages built an email thread that provided a rich source of data for later analysis. The exercise went 5 rounds. Table 3 reflects the faculty's high/low weights for each round. After reaching consensus, faculty were asked to share their overall opinions. Faculty weights differed markedly from the professionals' results. Faculty considered category 2 (In the headline/lead combination, Is the message clear and compelling?) and category 4 (Does the news release use a convincing journalistic style?) the most important. Categories 1 and 5 received the lowest weighting. Table 4 outlines their differences in opinion. In the headline/lead combination, is the message clear and compelling?
15 25
In the headline/lead combination, is the news angle compelling? 20 20
Does the news release use a convincing journalistic style? 10 25
Are the basics in place -grammar, sentence and paragraph mechanics?
20 15
The differences in and the justification for the final weights provided the basis for several conclusions. First, the professionals used a more "acceptable/not acceptable" logic to assign weights. Based on strengths and/or deficiencies in categories 3 and 5, the professionals considered the news release a "go/no go". Faculty weighting showed less dispersion between categories, perhaps recognizing the students' need to develop multiple skills in all categories of news release writing.
Secondly, though final convergence of the two groups was not as close as had been hoped, the differences did shed light on the areas that need to be explored for continuous improvement of the pedagogy. Delphi sessions with the faculty and professionals may encourage dialogue and mutual understanding of the specific terms of the rubric, which is important to the students' career readiness.
Step 7: Determine the Ability of the Rubric to Differentiate Submissions to the Rubric Step 7 determines how well the rubric differentiates between students' work, and also determines if academics and professionals agree on grading levels. The assessment of any one paper on the average should be the same when graded by professionals and by academicians, but demonstrate differences between individual student papers. Additionally, by analyzing the variance of grades assigned to any one paper, the precision of the assessment can be gauged by paper or by the group that assesses the paper.
At Columbia, we wanted to develop statistical evidence that the rubric can be accurately and consistently administered. In spring 2008 faculty who teach public relations writing submitted to the author 5 news releases from each of 8 sections (N = 40). Students' names were redacted. The author reviewed all 40 news releases, and randomly selected 10 weak and 10 strong news releases and put them into 2 separate stacks. A student aide randomly selected one news release from each stack. The weak release was marked news release X; the strong marked news release Y.
Six of Columbia's PR Writing faculty and 5 public relations professionals in Chicago were asked to use the rubric to assess news releases X and Y. Although either version of the rubric with its weights could have been used to insure comparability of final grades, we believed the faculty's version (Appendix B) was more oriented to teaching and student learning. The faculty and professionals used this rubric to assign points in each category based on their assessment of the news release's conformance with the rubric's dimensions. Points were totaled.
We collected the results and used a two-way ANOVA to determine if, when we used the rubric, significant differences between news releases X and Y could be detected by the grader. We also wanted to determine if there were significant differences between how faculty and professionals awarded points to news release X and Y. Table 4 presents the average results of the final assessment. We then did a two-way ANOVA (Table 6) . Table 6 . Results of Two-way ANOVA Statistically significant differences (p = .000) resulted when news releases X and Y were assessed. However, no significant differences existed between the average actual grading practices of the professionals and the faculty (p=.910). Also, no interaction was found within the model (p=.734). Thus, we had confidence that using the rubric to assess different news releases differentiates between the quality of the students' writing. The results also indicate faculty and professionals are similar in their assessment of the quality of different papers.
Further, the ANOVA results indicate that an individual student submitting a news release to an individual grader who uses the rubric would be subject to a precision of ± 14.54 points with 68% confidence, and approximately ± 29.32 with 95% confidence given the overall standard deviation from the ANOVA of 14.54 (see s = 14.54 in Table 6 ). The precision in the estimates indicate that additional analysis of the assessment process is warranted.
Because faculty ultimately will grade the students' news releases, to limit unnecessary variance contributions from the professionals and analysis of the variances of grades from only the faculty was performed. An F test for equal variances for each news release using only the faculty grades indicated that significant differences existed in the variances of the grades assigned to each paper (p = .044). The sample variance for news release X was 8.42 (s= 14.36) while the sample variance for news release Y was 3.05 (s = 5.20) .
The data on the best estimates of the standard deviations of both news releases as graded solely by faculty indicate that the higher quality news release Y has a smaller standard deviation. News release Y with an average of 78 points has a best estimate standard deviation of only 5.2 which indicates that a strong news release could be reasonable graded within ± 5.2 points (one letter grade) in 68% of the cases. However, news release X, the weaker news release, has a best estimate standard deviation of 14.36. Thus, a relatively weak news release would have a grading range of about 14.36 with 68% confidence (possibly 3 letter grades) depending on the faculty member.
The analysis led to several observations. We believe, without numerical support, as a news release improves and approaches a higher average, given the 100-point scale the variance will necessarily contract. It's possible that higher quality is simply easier to discern and evaluate. Faculty who evaluate weak news releases also may be reluctant to discourage (rather than encourage) student learning. From a student perspective, their grade would be highly teacher dependent. Additionally, the analysis indicated the possibility that the scale for grading each element of the rubric is subject to too much interpretation, especially when poor papers are evaluated. For continuous improvement, we intend to add a more defined numerical and descriptive scale to each dimension of the rubric.
As an additional result of our analysis, faculty will require students to rewrite weak news releases, and submit for re-evaluation. We believe rewriting to improve quality may facilitate student learning and provide a more precise assessment of their work. Not incidentally, as the news release improves, the variances in results measured by the rubric may diminish.
Step 8: Improve the Reliability of the Rubric with Data Analysis to Further Validate the Rubric In step 8, the faculty who teach multiple sections of the course must commit to improving the reliability of the rubric, its sub-elements and terms, and in applying its grading scale to improve inter-rater reliability.
This paper is not intended to address all possible quantitative tools. However, readers might first establish a baseline for analysis. Once a quantitative baseline is established, opportunities for improved reliability are significant if subsequently tested against the baseline. To increase overall reliability of the rubric, both repeatability and reproducibility must be measured. After repeatability has been determined and measured, reproducibility then can be more explicitly measured. Reproducibility is the degree to which differences occur between grades assigned by different instructors on the same paper.
At Columbia, the faculty met in December 2008 to improve the reliability of grading across the 13 sections of PR Writing taught by 9 faculty. The faculty used the rubric to evaluate 1 news release written by 1 student. We used the Delphi method to discuss and defend high and low scores. Faculty agreed on and defined standards for awarding points in each of 5 categories of the rubric. In round 2, the 9 faculty again evaluated the same paper to determine if we could reach greater uniformity. In round 3, we reached consensus (Table  7) . An F test for the differences in variances between rounds 1 and 2 had a p value of .082, indicating a significant reduction in the variance of grading at the 10% level. The precision of the estimate of differences in reliability of grading is approximately ±6.8 with 95% confidence. Given the small sample size (N = 9), the results indicate that reliability improves when faculty examine the data, and then discuss and resolve differences in interpreting terms and applying standards. Readers should note, however, in actual practice and across many papers whose quality varies from strong to weak, the precision likely will not be as marked.
Looking ahead, the authors intend to build upon this foundation to test for rater repeatability and reproducibility, with the ultimate goal of increasing the precision of grading among the different instructors. Our research contemplates using the Delphi method to develop more explicit relational and ordinal grading scales for each sub-category of the rubric. We intend to longitudinally test for repeatability, that is, whether a particular grader can assign the same score to the same paper twice. We know this is critical to establishing gauging capabilities of the rubric and identifying the final percentage of variation in grading that can be assigned to inter-rater differences.
In late 2009 to assess repeatability, the faculty who teach public relations writing will independently evaluate the same set of 10 different news releases written by 10 different students. Before the end of the year, but when sufficient time has elapsed to forestall remembering each score, the faculty will re-evaluate these 10 news releases. To establish a new baseline of the precision of the rubric, an ANOVA will determine if significant differences exist in the average scores awarded by the different instructors. If significant differences exist, we will discuss, review and make clear the issues that differentiate the faculty's interpretation of the rubric. Our ultimate goal is to assure we can determine a reasonably precise and reliable score for any news release regardless of the instructor. We want the student to have confidence in the assessment process regardless of teacher or course section.
Discussion
The authors wanted to develop and outline a collaborative process for academics and professionals to develop a rubric that was both flexible and straightforward. We wanted a process any instructor or group of instructors could use regardless of the course material. The 8 steps in the rubric development and validation process are not prescriptive. The steps can be generalized to fit the simplest of needs, or embellished and extended with additional data to fit more specific situations. Each of the 8 steps can stand alone. Fundamentally, though, each step incorporates the principle of continuous improvement based on analysis and on feedback from faculty and professionals.
As Stevens and Levi (2005) state, the process is neither complicated nor unduly time consuming, and benefits of collaborating are available to all participants. The authors found the incentive for faculty is the promise of a sound pedagogy. Professionals benefit by having 
