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ABSTRACT
Attempts to analyze urban features and classify land use and land cover directly 
from high-resolution satellite data with traditional computer classification techniques 
have proven to be inefficient. The fundamental problem usually found in identifying 
urban land cover types from high-resolution satellite imagery is that urban areas are 
composed of diverse materials (metal, glass, concrete, asphalt, plastic, trees, soil, etc.). 
These materials, each of which may have completely different spectral characteristics, 
are combined in complex ways by human beings. Hence, each urban land cover type 
may contain several different objects with different reflectance values. Noisy 
appearance with lots o f edges, and the complex nature of these images, inhibit accurate 
interpretation o f urban features. Traditional classifiers employ spectral information 
based on single pixel value and ignore a great amount of spatial information. Texture 
features play an important role in image segmentation and object recognition, as well as 
interpretation o f images in a variety o f applications ranging from medical imaging to 
remote sensing.
This study analyzed urban texture features in multi-spectral image data. Recent 
development in the mathematical theory of wavelet transform has received 
overwhelming attention by the image analysts. An evaluation of the ability o f wavelet 
transform and other texture analysis algorithms in urban feature extraction and 
classification was performed in this study. Advanced Thermal Land Application Sensor 
(ATLAS) image data at 2.5 m spatial resolution acquired with 15 channel (0.45 pm -
12.2 pm) were used for this research. The data were collected by a NASA Stennis 
LearJet 23 flying at 6600 feet over Baton Rouge, Louisiana, on May 7, 1999. The
xvii
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algorithms examined were the wavelet transforms, spatial co-occurrence matrix, fractal 
analysis, and spatial autocorrelation. The performance o f the above approaches with the 
use o f  different window sizes, different channels, and different feature measures were 
investigated. Six types o f urban land cover features were evaluated. Wavelet transform 
was found to be far more efficient than other advanced spatial methods. The results of 
this research indicate that the accuracy o f texture analysis in classifying urban features 
in fine resolution image data could be significantly improved with the use o f wavelet 
transform approach.
xviii




Spectral classification approach has been found inaccurate in classifying urban 
features using fine-resolution remote sensing images (Latty and Hoffer, 1981; 
Markham and Townsend, 1981; Woodcock and Strahler, 1987; Cushnie, 1987). 
Traditional classifiers employ spectral information based on single pixel value without 
considering spatial information. Such per-pixel classification algorithms are inefficient 
to assess and monitor urban land use and land cover in images acquired by the current 
generation o f high-resolution sensors.
The fundamental problem involved in producing accurate land-use maps of 
town and cities from remotely sensed images is that urban areas comprise a complex 
spatial assemblage o f land-cover types, each of which may have different spectral 
reflectance characteristics (Wharton, 1982a; Wharton, 1982b; Gong and Howarth, 1990; 
Barnsley et al., 1991; Eyton, 1993). Per-pixel classification algorithms are poorly 
equipped to deal with this type of spatial variability, because they assign each pixel to 
one o f the pixel within the image according to similarity in spectral response but the 
relationship between its spectral response and that of its neighbors is not taken into 
account. Further problem for supervised, per pixel classification is that it is extremely 
difficult to define suitable training sets for many categories of urban land use, due to the 
variation in the spectral response o f their component land-cover types (Foster, 1985; 
Gong and Howarth, 1990; Barnsley et al., 1991). Thus, the training statistics may 
exhibit both a multi-modal distribution and a large standard deviation in each spectral
1
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waveband (Sadler et al., 1991). The implication o f the former is that the training 
statistics for urban areas violate one of the basic assumption of the widely used 
maximum-likelihood decision rule, namely, that the pixel values follow a multivariate 
normal distribution. The effect o f the latter is often to produce a pronounced overlap 
between urban and non-urban land-use categories in the multi-spectral feature space. 
This may be further compounded by the fact that the mean spectral response for the 
urban classes will differ from those of the non-urban classes in a somewhat arbitrary 
and unpredictable manner, depending on the location of the training areas (Barnsley el 
al., 1991; Sadler et al., 1991; Barnsley and Barr, 1996).
It is often found that classes of land cover may be discriminated in digital 
imagery not only on their characteristic tone (i.e. mean DN value) but also on their 
texture, the latter generally taken to mean the characteristic variability o f DN values 
from pixel to pixel in the image grid (Haralick et a l ,  1979; Jensen, 1979; Shih and 
Schowengerdt, 1983; Sali and Wolfson, 1992; Lark, 1995; Lark, 1996). There have 
been some attempts to improve the spectral analysis of remotely sensed data by using 
texture transforms in which some measure o f variability in DN values is estimated 
within local windows; e.g. contrast between neighboring pixels (Edwards et al., 1988); 
the standard deviation (Arai 1993), or local variance (Woodcock and Harward, 1992). 
The coefficient o f variance gives a measure of the total relative variation of pixel values 
in an area and can be computed easily, but it gives no information about spatial patterns 
(de Jong and Burrough, 1995). Burrough (1993), Snow and Mayer (1992), and 
Klinkenberg (1992) criticized many other neighborhood operations such as diversity or 
variation filters that their absolute outcome was easy to compare but they did not reveal
2
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any information on spatial irregularities. Barnsley and Barr (1996) demonstrated the 
application o f spatial reclassification kernel (SPARK) using SPOT-1 HRV.
1.2 Texture
Texture plays an important role in the human visual system for pattern 
recognition and interpretation. In image interpretation, pattern is defined as the overall 
spatial form of related features, and the repetition o f certain forms is a characteristic 
pattern found in many cultural objects and some natural features. Texture is the visual 
impression o f coarseness or smoothness caused by the variability or uniformity of 
image tone or color (Avery and Berlin, 1992). Texture can be evaluated as being fine, 
coarse, or smooth; rippled, moiled, irregular, or lineated. Texture is an innate property 
o f virtually all surfaces the grain of wood, the weave of a fabric, the pattern of crops in 
a field, etc. It contains important information about the structural arrangement of 
surfaces and their relationship to the surrounding environment. Although it is quite easy 
for human observers to recognize and describe in empirical terms, texture has been 
extremely refractory to precise definition and to analysis by digital computers. Since the 
textural properties of images appear to carry useful information for discrimination 
purposes, it is important to develop features for texture (Haralick et al., 1973).
Some of the terms used to describe textures have ambiguous physical 
meanings. For example, does ‘coarse’ texture mean that the overall variability o f pixel 
value is large or that pixels tend to occur in large, contrasting blocks or both? This 
difficulty is not surprising since texture is not a simple concept. Interpreters are capable 
o f intuitive recognition o f differences within imagery which they regard as textural but
3
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it is not easy to reduce this intuitive concept to a precise and simple definition and so to 
an appropriate statistical expression and working algorithm (Lark, 1996).
Figure 1.1 (a) shows a random texture. The pixels are uncorrelated. Figure 1.1
(b) shows a deterministic texture (a checkerboard style). It is a strictly ordered pattern, 
which is fully determined from the knowledge o f a small pattern. Observable textures 
are somewhere between these two extremes. Figure 1.1 (c) and 1.1 (d) show examples 
of random texture (hand-made paper) and a deterministic texture (a brick wall) obtained 
from Brodatz (1966). Brodatz (1966) documented in a photographic album with 112 
textures and it has become a standard reference in texture analysis and pattern 
recognition. These textures are often referred to as the Brodatz textures.
The word texture comes from the Latin word textura, that means textile fabric, 
and textile fabric is another example o f a deterministic texture (Carstensen, 1992). Rao 
(1990) classified all o f the Brodatz textures in three classes: disordered (random), 
weakly ordered, and strongly ordered (deterministic). Texture is an elusive notion 
which mathematicians and scientists tend to avoid because they cannot grasp it. 
Engineers and artists cannot avoid it, but mostly fail to handle it to their satisfaction 
(Mandelbrot, 1983).
In general the notion o f texture embraces two components. Firstly, the 
variability o f DN values (regardless o f spatial relations) and secondly, the spatial 
dependence of this variability. Lark (1996) described a working definition of texture 
as follows. Two segments o f an imagery may be regarded as having the same texture if 
they do not differ significantly with respect to: (i) the variance o f their DN values,
4
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Figure 1.1 (a) A random texture (Source: created by author), (b) A deterministic texture 
(Source: created by author), (c) 3 Handmade paper (D57 from Brodatz, 1966), and (d) 
Brick wall (D95 from Brodatz, 1966)
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(ii) the spatial dependence of this variability at a characteristic scale (or scales), (iii) the 
directional dependence o f this variability, and (iv) any spatial periodicity o f this 
variation. This working definition does not claim to be comprehensive but it is proposed 
as a useful basis for image analysis in the context o f remote sensing. It is clear from this 
definition that a simple texture transform such as the sample standard deviation within a 
local window will depend on the local image texture but will not characterize it very 
precisely. The same or similar value might be returned from image segments with rather 
different textures. For example, a high-variance texture with a long scale o f spatial 
dependence might not be distinguished from a low-variance texture with no spatial 
dependence. Similarly, a high-variance texture with pronounced anisotropy might not 
be distinguished form an isotropic texture with somewhat lower variance (Lark, 1996).
Investigators in image analysis and pattern recognition generally do not bother 
to try and define texture precisely. There is no universally accepted mathematical 
definition o f texture. The general approach is to develop a symbolic representation for 
texture and determine computer methods for associating images o f texture patterns with 
their symbolic descriptions, though at the present time there does not exist a commonly 
accepted set o f descriptive terms for texture. This means symbolic descriptions that may 
be used in analysis methods do not generalize. The following are some descriptive 
terms that could be applied to explain texture patterns in different ways (Figure 1.2).
(a) fine and coarse
(b) directionality
(c) smooth and rough
(d) random, regular, or irregular
6
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The image resolution or scale is a key factor in texture perception. We will see 
the texture o f the individual bricks if we zoom in on the brick wall o f Figure 1.1 (d). 
The texture pattern of individual brick could be random although the texture of a brick 
wall is deterministic. If we zoom out we will see the general texture appearance of the 
whole wall. Thus there may be completely different textures in the same scene but at 
different scales. A texture with more than one texture level can be called hierachical 
texture. To distinguish between different texture levels we can use the terms 
microtexture and macrotexture.
1.3 Texture Analysis
The main objective o f texture analysis is to extract useful textural information 
from an image. Historically there have been two major approaches, a structural and a 
statistical. The structural approach describes a texture by a sub-pattern or primitive and 
the spatial distribution o f primitives, the placement rule. The primitives are also called 
texture elements. If we consider the brick wall the primitive is a brick and the placement 
rule specifies the arrangement o f bricks in the wall. The statistical approach is more 
generally applicable, because it does not presume that the texture can be described in 
terms of primitives and placement rules. It draws on the general set o f statistical tools. 
Local variability in remotely sensed data can be characterized by computing statistics of 
a group o f pixels, e.g., coefficient o f variance or autocovariance, or by analysis of
7
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Figure 1.2. Basic texture patterns (Source: created by author)
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fractal relationships. There have been some attempts to improve the spectral analysis of 
remotely sensed data by using texture transforms in which some measure o f variability 
in DN values is estimated within local windows; e.g. contrast between neighboring 
pixels (Edwards et al., 1988); the standard deviation (Arai 1993), or local variance 
(Woodcock and Harward, 1992). Snow and Mayer (1992); Klinkenberg (1992); and 
Burrough (1993) criticized many other neighborhood operations such as diversity or 
variation filters.
One commonly applied statistical procedure for interpreting texture uses 
image gray level spatial dependency or co-occurrence matrix (Anys, et al., 1994; Barber 
and LeDrew, 1991; Berry and Goutsias (1991); Carstensen, 1992; Conners and Harlow, 
1980; du Buf, Kardan, and Spann (1990); Franklin and Pedddle, 1987; Franklin and 
Pedddle, 1989; Hall and Fent, 1996; Haralick et al., 1973; Haralick, 1979; Harlow et al., 
1986; Kashyap, Chellappa, and Khotanzad. 1982; Laws, 1980; Pedddle, 1990; Pedddle 
and Franklin, 1991; Moller-Jensen, 1990; Sali and Wolfson. 1992; Siew, Hodgson, and 
Wood (1988); Vickers and Modestino, 1982; Weszka et al., 1976; Wulder, et al., 1996; 
Franklin et a l., 2000; Pesaresi, 2000). Spatial co-occurrence matrix is a widely used 
texture and pattern recognition technique in the analysis o f remotely sensed data, and it 
has been successful to a certain extent.
Lam (1990), Lam and Quatrochi (1992), Kaplan (1999), and Roach and Fung 
(1994) demonstrated that the fractal dimension of remote sensing data could yield 
quantitative insight on the spatial complexity. Quattrochi et al. (1997) and Lam et al. 
(1998) developed a software package known as the Image Characterization and 
Modeling Systems (ICAMS) to explore how fractal dimension is related to surface
9
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texture and how spatial resolution affects the computed fractal dimension of ideal 
fractal sets by using the isarithm method (Lam and De Cola, 1993) as well as the 
variogram (Mark and Aronson, 1984) and triangular prism methods (Clarke, 1986). 
There have been some attempts to describe the spatial patterns quantitatively by 
analyzing variograms of remotely sensed images (Woodcock et al., 1988a; Woodcock 
et al., 1988b; Webster et al., 1989; Webster et al., 1992; St-Onge and Cavayas, 1995; de 
Jong and Burrough, 1995; and Atkinson, 1995). Emerson et al., (1999) analyzed the 
spatial autocorrelation of images such as Moran’s I and Geary’s C.
There have also been a number of developments in spatial frequency analysis 
of mathematical transforms, among which the Fourier transforms are probably by far 
the most popular. The Fourier transform yields a measure of the irregularities of the 
function in term of its high frequencies. However, this measure is not spatially 
localized, and hence, it is not possible to locate the position o f the irregularity in the 
function. To get the information about the signal (a row or a column pixels of an image) 
in time as well as frequency domains simultaneously, a windowed Fourier transform 
can be used. The main drawback of windowed Fourier transforms is that the spatial and 
frequency resolutions o f the transforms are fixed. Local feature such as edge can not be 
located with a precision higher than the width of the window function. In order to avoid 
this shortcoming, Mallat (1989) defined the wavelet transform (Polikar, 1998; Simhadri 
etal. 1998).
1.4 Wavelet Transform
Recent development in the mathematical theory o f wavelet transform 
approaches based on multi-channel or multi-resolution analysis has received
10
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overwhelming attention. Because o f its multi-scale and sub-band (sub-image) coding 
property, it can be expected that texture analysis with wavelet transforms may have 
several advantages over other classifiers and will significantly improve the accuracy in 
classification using high-resolution image data.
The wavelet analysis could be expected to open up a lot o f possibilities for 
remote sensing applications. In the past one difficulty of texture analysis was the lack of 
adequate tools to characterize different scales of texture effectively. Recent 
developments in multi-resolution analysis, such as wavelet transforms, help to 
overcome this difficulty (Zhu and Yang. 1998). A key idea for wavelets is the concept 
o f “scale”. Sums and differences are obtained at the finest scale, and then at a coarser 
scale. This is recursion -  the same transform at a new scale. It leads to a multi­
resolution representation of the original signal (Strang and Nguyen, 1997). The discrete 
wavelet transform proposed by Mallat initially decomposes an image into one 
“approximation” (trend) image and three “detail” (fluctuation) images. Approximation 
or low frequency sub-image is similar to the original image. The details contain high 
frequency features, which include horizontal, vertical, and diagonal edges. From the 
standard wavelet decomposition, we know that further decomposition is carried out in 
the low frequency sub-image. However, the most significant information of a texture 
appears in the high frequency sub-images. Wavelet provides four different texture 
informations: one approximation, one horizontal, one vertical, and one diagonal details 
o f the original image at each level. If standard wavelet decomposition o f an image is 
carried out up to 3-level, 10 sub-images will be extracted. In other words, 10 different
11
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texture information could be obtained from one image with the wavelet-based 3-level 
feature extraction procedure.
By the wavelet transform, the image is decomposed into a multi-resolution 
frame in which every portion has distinct frequency and spatial properties. Figure 1.3 
represents a diagram of 3-level standard wavelet decomposition performed with a 
checkerboard style image. Wavelet transformed images at each level are shown in the 
lower right diagram. In the lower right diagram, the wavelet approximation sub-image 
of the original image is shown in the upper left quadrant at each level. Horizontal details 
(edges) sub-image is shown in the upper right quadrant, vertical details (edges) is 
displayed in the lower left quadrant, and diagonal details (edges) is in the lower right 
comer. The original image is shown in the upper left diagram, the approximation sub­
image at the third level in the upper right diagram, and the synthesized image 
(reconstructed image from all sub-images) in the lower left diagram. It can clearly be 
observed that we obtain 10 different texture information from 1 image at a 3-level 
wavelet decomposition. These properties provide excellent base for the analysis, 
classification, and recognition of remotely sensed images at different scales.
1.5 Objectives and Hypotheses
Based on the above discussion, it is obvious that wavelet transforms have 
potential and that many territories have not been explored, especially in remote sensing 
applications. Therefore, the objectives of this study are:
(1) To determine if wavelet analysis can serve as an effective classification technique 
for urban land cover mapping.
12
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(2) To determine which bands or combination o f bands, window sizes, and level o f 
decomposition (i.e. scale level) are the most efficient in classifying different urban 
features.
(3) To compare how wavelets perform among the existing textural methods, including 
spatial co-occurrence matrix, the fractals, and spatial autocorrelation in classifying 
urban features in high-resolution image data.
Hence, the hypotheses set in this research are:
(1) Compared to other existing texture analysis methods, wavelet transforms will be 
more accurate in urban feature extraction using high-resolution remote sensing 
imagery.
(2) Different spectral bands will have different levels of accuracy, but combination of 
bands and a composite band are expected to perform best in wavelet analysis.
(3) Different window sizes will have great influence on the accuracy of texture feature 
extraction and pattern recognition.
1.6 Data and Study Area
Advanced Thermal Land Application Sensor (ATLAS) image data at 2.5 m 
spatial resolution acquired with 15 channel (0.45 pm -  12.2 pm) were used for this 
research. However, channel 9 data was removed by the Stennis Space Center. The 
spectral characteristics o f the data are presented in Table l . l .  The data were collected 
by a NASA Stennis LearJet 23 flying at 6600 feet over Baton Rouge, Louisiana, on 
May 7, 1999. Preprocessing o f the ATLAS data was performed by Stennis Space 
Center. All flight lines were processed through the ATLAS “known corrections”
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Table 1.1. Spectral characteristics o f the ATLAS data
Channel/Band Wavelength (pm)
1 0 .45-0 .52
0 0 .52-0 .60
3 0.60 -  0.63
4 0.63 -  0.69
5 0.69 -  0.76
6 0.76 -  0.90
7 1.55-1.75
8 2 .08-2 .35
9 Removed
10 8.20 -  8.60
11 8 .60-9 .00
12 9.00 -  9.40
13 9 .60-10 .2
14 10.2-11.2
15 11.2-12.2
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algorithm to provide initial georeferencing. The flight lines were reformatted to ERDAS 
Imagine format.
No additional preprocessing of the data was performed in this study. A subset 
of 681 columns by 681 rows and a complete scene o f approximately 850 columns by 
7729 rows of one o f the 7 flight lines are shown in Figure 1.4 and Figure 1.5 
respectively.
1.7 Outline of the Dissertation
This dissertation comprises six chapters, including this introduction. The 
document is organized as a series of papers for publication referred to as the “journal 
style”. Thus, each of the four main chapters (Chapter 2 to 5) includes separate 
introduction, literature review, results, conclusion, recommendation, and references.
Chapter 2 gives an overview of Haar wavelet transform used in texture analysis. 
Haar wavelet is the simplest transform of all. Since it is the initial exploration of the 
performance of wavelet analysis technique in comparison with other advanced texture 
methods in identifying texture patterns in urban environment, this dissertation deals 
only with Haar wavelet for wavelet analysis part. This overview is followed by a case 
study that evaluates the performance of wavelet with different measures in accurately 
characterizing urban texture features. It explains the techniques of identifying urban 
features at multiple scales and the combination of multichannels. Wavelet transform 
based on different mother bodies are also explained. I present results and accuracy 
obtained for three different sample sizes: 65x65, 33x33, and 17x17 and four different 
bands: visible, near infrared, thermal, and Principal Component Analysis band-1 
(PCA1) in this chapter.
15
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Chapter 3 reports the employment o f fractal analysis and spatial autocorrelation 
methods to characterize urban features using the same set o f samples used for the 
wavelet technique. The background of fractal analysis is reviewed together with the 
theory o f spatial autocorrelation. The methods to obtain fractal dimension of the 
samples include the isarithm (Lam and De Cola, 1993), the variogram (Mark and 
Aronson, 1984), and the triangular prism (Clarke, 1986). I also present the results 
obtained from the analysis o f spatial autocorrelation using Moran’s I and Geary’s C.
In chapter 4, a set o f spatial cooccurrence measures such as heterogeneity, 
contrast, dissimilarity, entropy, angular second moment, and correlation was reviewed. 
The displacement vectors or the directions used in this study are 0°, 45 °, 90 °, and 135°. 
The results for analyzing the same samples using this approach for all displacement 
vectors are presented.
Finally, chapter 5 summarizes and compares the findings o f chapters 2, 3, and 4 
together, and provides conclusions, and recommendations for future research.
16
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Figure 1.3. Diagram o f 3-level standard wavelet decomposition performed with a 
checkerboard style image. Wavelet transformed images at each level are shown in the 
lower right diagram. In the lower right diagram, the wavelet approximation sub-image 
o f  the original image is shown in the upper left quadrant at each level Horizontal details 
(edges) sub-image is shown in the upper right quadrant, vertical details (edges) is 
displayed in the lower left quadrant, and diagonal details (edges) is in the lower right 
corner. The original image is shown in the upper left diagram, the approximation sub­
image at the third level in the upper right diagram, and the synthesized image 
(reconstructed image from all sub-images) in the lower left diagram (adopted from 
Matlab).
17
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Figure 1.4. A color composite o f  a subset o f  the southern part o f  Baton Rouge 
metropolitan area (southeast o f Louisiana State University) by displaying channel 2 
(0.52 -  0.60 pm) in green, channel 6 (0.76 -  0.90 pm) in blue, and channel 12 (9.60 -  
10.2 pm) in red.
18
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Figure 1.5. A  false color composite o f  one o f the seven flight lines (approximately 850 
columns by 7729 rows) by displaying channel 2 (0.52 -  0.60 pm) in blue, channel 6 
(0.76 -  0.90 pm) in red, and channel 12 (9.60 -  10.2 pm) in green.
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While remote sensing technology has been successfully used in many areas 
especially in natural resource assessment and monitoring, much less satisfactory results 
have been generally reported for urban environments (Jensen and Toll, 1982; Comers 
et al., 1984; Forster, 1985; Toll, 1985; Barnsley et al., 1989; Moller-Jensen, 1990; 
Sadler and Barnsley, 1990). The fundamental problem usually found in identifying 
urban land cover types from high resolution satellite imagery is that urban areas are 
composed of diverse materials (metal, glass, concrete, asphalt, plastic, shingles, water, 
grass, shrubs, trees, and soil) created by human in complex ways and each of which 
may have completely different spectral characteristics. Hence, each urban land cover 
type may contain several different objects with different reflectance values. The blocky 
appearance with lots of edges and complex nature o f these images inhibited accurate 
interpretation of urban features.
As the spatial resolution o f the sensor increases, individual scene elements (e.g., 
buildings, roads, trees, grassland, water, parks, sidewalk, bare soil, etc.) begin to 
dominate the detected response of each pixel; therefore, the spectral response of urban 
areas as a whole becomes more varied, making classification o f urban areas more 
difficult (Gastellu-Etchegorry, 1990). Unfortunately, traditional spectral classification 
algorithms are inefficient to handle this type o f spatial variability because they assign 
each pixel to one of the categories on the basis of its spectral reflectance properties or 
its individual pixel value and ignore huge amount of information on the spatial
20
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arrangements o f neighborhood pixels (Woodcock and Strahler, 1987; Barnsley et al., 
1991; Barnsley and Baar, 1992).
Another problem for supervised classification is that it is extremely difficult to 
define suitable training sets for many categories within urban environments. That is due 
to variation in the spectral response of their component land cover types (Foster, 1985; 
Gong and Howarth, 1990; Barnsley et al., 1991). Thus, the training statistics may 
exhibit very high standard deviation (Sadler et al., 1991) and violate one of the basic 
assumptions of the widely used maximum-likelyhood decision rule, namely, that the 
pixel values follow a multivariate normal distribution (Barnsley et al., 1991; Sadler et 
al., 1991).
2.2 Texture Approaches
There have been some attempts to improve the spectral analysis of remotely 
sensed data by using texture transforms in which some measure o f variability in DN 
values is estimated within local windows; e.g. contrast between neighboring pixels 
(Edwards et al., 1988); the standard deviation (Arai 1993), or local variance (Woodcock 
and Harward, 1992). Texture has been shown to be useful in suburban fringe of urban 
areas in the past (Conners et al., 1984; Moller-Jensen, 1990). The coefficient of 
variance gives a measure of the total relative variation o f pixel values in an area and can 
be computed easily, but it gives no information about spatial patterns (De Jong and 
Burrough, 1995). Snow and Mayer (1992); Klinkenberg (1992); and Burrough (1993) 
criticized many other neighborhood operations such as diversity or variation filters. 
Their absolute outcome was easy to compare but they did not reveal any information on 
spatial irregularities.
21
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Lam (1990), Lam and Quatrochi (1992), Kaplan (1999), and Roach and Fung 
(1994) demonstrated that the fractal dimension of remote sensing data could yield 
quantitative insight on the spatial complexity and information content contained within 
these data. Quattrochi et al. (1997) and Lam et al. (1998) developed a software package 
known as the Image Characterization and Modeling Systems (ICAMS) to explore how 
fractal dimension is related to surface texture and how spatial resolution affects the 
computed fractal dimension of ideal fractal sets by using the isarithm method (Lam and 
De Cola, 1993) as well as the variogram (Mark and Aronson, 1984) and triangular 
prism methods (Clarke, 1986). de Jong and Burrough (1995) and Atkinson (1995) 
analyzed variograms of remotely sensed measurements to quantitatively describe the 
spatial patterns. Variogram interpretation o f satellite data was also carried out by a 
number of researchers (Woodcock et al., 1988a; Woodcock et al., 1988b; Webster et 
al., 1989; Webster et al., 1992; and St-Onge and Cavayas, 1995). Emerson et al. (1999) 
analyzed the spatial autocorrelation of images such as Moran’s I and Geary’s C to 
observe the differing spatial structures of the smooth and rough surfaces.
There are three limitations in using the fractal dimension (e.g. isarithm, 
triangular prism, and variogram methods) to characterize spatial features in remotely 
sensed images. First, a local window size needs to be sufficiently large since all fractal 
analysis approaches require to perform a regression on the logarithm of the number of 
edges/total surface areas/variance against the logarithm of the cell size/step size/lag 
(distance) in order to derive a coefficient o f determination (/?*). A minimum of 6 steps 
(6 samples) is recommended to perform a regression analysis to determine dimension 
yielding a local window size of at least 64x64 (26' 1 x 261 x 2) pixels. A lower number of
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step sizes will likely lead to unreliable result (fractal dimension). For example, if we 
need to analyze texture in a local window of 16 by 16 size, the above mentioned fractal 
dimension methods would provide misleading results since regression will be less 
reliable with four steps. Moreover, the last two steps are more problematic since the 
edges or total surface areas or variances are measured with only 4 and 2 pixels 
respectively. On the other hand, two large a window size will not be able to capture the 
features on the ground and will be difficult to maintain self-similarity. For example, a 
water body of approximately 30 x 30 pixel located in the center of a large residential 
area would not be identified as water in 120 x 120 window. Large window size will 
have serious problem in extracting features in boundary pixels o f the image. Second, 
natural phenomena are not necessarily self-similar at all scale. According to the self­
similarity property, (Goodchild and Mark, 1987) the fractal dimension of an ideal 
fractal surface will not vary with scale and resolution. However, this is unlikely the case 
for most real world features. Third, different fractal measurement methods will lead to 
different results.
One commonly applied statistical procedure for interpreting texture uses image 
gray level spatial dependency or co-occurrence matrix. There have been some 
experiments to extract texture features with spatial co-occurrence matrix or gray level 
spatial dependency in a moving window to show the relationship between a given pixel 
and its specified neighbor (Haralick et al., 1973; Haralick, 1979; Conners and Harlow. 
1980; Franklin and Pedddle, 1987; Franklin and Franklin and Pedddle, 1989; Pedddle, 
1990; Pedddle and Franklin, 1991; Moller-Jensen, 1990; Sali and Wolfson, 1992; Hall 
and Fent, 1996; Wulder, et al., 1996; Franklin et al., 2000; Pesaresi, 2000). Spatial co-
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occurrence matrix is a widely used texture and pattern recognition technique in the 
analysis o f remotely sensed data, and it has been successful to a certain extent. 
However, it primarily focuses on the coupling between image pixels on a single scale 
and a single band, and may not discriminate between closely related urban features. 
This is also true for spatial autocorrelation techniques as they all focus on a single scale 
and single band. The other issue is the choice o f displacement vector v = (Ax, Ay), 
because the co-occurrence matrix characterizes the spatial relationship between pixels 
for a given vector. Most o f the experiments with the use o f spatial co-occurrence 
matrices were carried out to improve the accuracy for classifying land-use and land- 
cover features with relatively low-resolution data instead of urban features within urban 
environment with high-resolution imagery.
In general, these well-known advanced methods alone might not be able to 
provide satisfactory accuracy when they are applied to fine resolution remotely sensed 
images with the use of relatively small local window to differentiate between very 
closely related features or similar clusters. That is especially true when the above 
methods are applied to the original images with a moving window.
There have been a number of developments in spatial frequency analysis of 
mathematical transforms, among which the Fourier transforms are probably by far the 
most popular. The Fourier transform yields a measure o f the irregularities o f the 
function in terms of its high frequencies. However, this measure is not spatially 
localized, and hence, it is not possible to locate the position o f the irregularity in the 
function. To get the information about the signal (a row or a column pixels o f an image) 
in time as well as frequency domains simultaneously, a windowed Fourier transform
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can be used. The main drawback o f windowed Fourier transforms is that the spatial and 
frequency resolutions o f the transforms are fixed. Local feature such as edge can not be 
located with a precision higher than the width of the window function. In order to avoid 
this shortcoming, Mallat (1989) defined the wavelet transform (Polikar, 1998; Simhadri 
etal. 1998).
These new spatial/frequency analysis tools such as Gabor transform, Wigner 
distribution, discrete cosine transform, and wavelet transform (Turner 1986, Bovik et al. 
1990,Yang et al. 1994) are considered good multi-resolution analysis tools. 
Specifically, wavelet transforms play an important role in texture analysis and 
classification (Zhu and Yang, 1998). Recent development in the mathematical theory of 
wavelet transform approaches based on multi-channel or multi-resolution analysis has 
received overwhelming attention. This dissertation research will explore the use of 
wavelet transforms in the analysis of high-resolution remotely sensed data. The study 
will also highlight the problems in analyzing texture features. It will reveal the 
advantages and weaknesses o f using different textural algorithms, which are still being 
developed and considered as cutting edge research areas in remote sensing and texture 
analysis. The most significant contribution will be the development of methodology in 
texture analysis with the use o f wavelet transforms. Because o f its multi-scale and sub­
band (sub-image) coding property it is expected that texture analysis with wavelet 
transforms will have several advantages over other classifiers and will significantly 
improve the accuracy in classification using high-resolution image data.
Recent studies using wavelet transforms for texture analysis have generally 
reported better accuracy. Carter (1991) reported texture classification results using
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Morlet and Mexican hat wavelets. He achieved 98% accuracy on six types o f natural 
textures. Andrew and Jian (1993) studied texture classification by wavelet packet 
signatures. They achieved more than 98% accuracy on 25 types o f natural textures on 
Brodatz album (1966). But they all did not study other wavelet decomposition models 
using real images, different resolutions, and different mother bodies. Zhu and Yang 
(1998) demonstrated a study o f remote sensing image texture analysis and classification 
using wavelet transform. They classified 25 types of geomorphologic images with an 
accuracy as high as 100%. They attempted to discriminate the different types o f aerial 
photographs according to their geomorphologic features or terrain patterns using the 
entropy measures o f wavelet coefficients. That means they did not really classify 
different land cover types in a remotely sensed image using wavelet transforms. 
However, they have clearly demonstrated the very powerful nature of wavelet 
transforms in image texture analysis. Chang et al. (1993) examined classification of 
images from Brodatz’s album (1966) with tree structured wavelet transform. They 
achieved 99.6% accuracy in their texture analysis. They used one hundred randomly 
selected sample images of size 256 x 256 from the original image. It is important to 
note that they used very large images obtained from the Brodatz’s texture album and did 
not study real remotely sensed images. Sheikholeslami et al. (1999) demonstrated a 
multi-resolution wavelet based retrieval approach for geographic images with very high 
rate o f retrieval. The wavelet analysis could open up a lot o f possibilities for remote 
sensing applications. In the past one difficulty o f texture analysis was the lack of 
adequate tools to characterize different scales o f texture effectively. Wavelet transform,
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which are characterized as multi-resolution analysis, help to overcome this difficulty 
(Zhu and Yang, 1998).
2.3 Wavelet Transforms 
2.3.1 History of Wavelets
From an historical point o f view, wavelet analysis is a relatively new method, 
though its mathematical underpinnings date back to the work of Joseph Fourier in the 
nineteenth century. Fourier laid the foundations with his theories o f frequency analysis, 
which proved to be enormously important and influential. The attention of researchers 
gradually turned from frequency-based analysis to scale-based analysis when it started 
to become clear that an approach measuring average fluctuations at different scales 
might prove less sensitive to noise. The first recorded mention of the term “wavelet” 
was in 1909, in a thesis by Alfred Haar. The concept o f wavelets in its present 
theoretical form was first proposed by Jean Morlet and the team at the Marseille 
Theoretical Physics Center working under Alex Grossmann in France. The methods of 
wavelet analysis have been developed mainly by Y. Meyer and his collegues, who have 
ensured the methods’s dissemination. The main algorithm dates back to the work of 
Stephane Mallat in 1988. Since then, research on wavelets has become international. 
Such research is particularly active in the United States, where it is spearheaded by the 
work of scientists such as Ingrid Daubechies, Ronald Coifman, and Victor 
Wickerhauser (Misiti et al., 1996).
2.3.2 Wavelet Theory and Analysis
Wavelet analysis provides a windowing technique with variable-sized regions. 
The wavelet base function, unlike the sine waves used in Fourier analysis, has limited
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duration. These functions are not periodic and predictable and have irregular and 
asymmetric behavior. Fourier analysis breaks up a signal into sine waves o f various 
frequencies. Wavelet analysis breaks up a signal into a combination o f shifted and 
scaled versions o f the mother wavelet. It allows the use o f long time intervals for the 
cases where more precise low frequency information is desired. And, it also allows the 
use o f short time intervals for high frequency information. Wavelet analysis, unlike 
time-frequency used in Fourier analysis, uses a time-scale region.
One of the advantages of using wavelets is the ability to perform local analysis, 
which is to analyze a localized area of a larger signal. Wavelet analysis is capable o f 
revealing aspects o f data that other signal analysis techniques miss, aspects like trends, 
breakdown points, discontinuities in higher derivatives, and self-similarity. 
Furthermore, because it affords a different view of data than those presented by 
traditional techniques, wavelet analysis can often compress or de-noise a signal without 
appreciable degradation (Misiti et al., 1996).
Wavelet theory is the mathematics associated with building a model for a signal, 
system, or process with a set o f “special signals.” The special signals are just little 
waves or “wavelets.” They must be ocscillatory (waves) and have amplitudes, which 
quickly decay to zero in both the positive and negative directions (Young, 1998). Figure
2.1 shows an example o f a set o f wavelets including the oldest and simplest wavelet, 
called the “Haar mother wavelet”, after its inventor.
Wavelet theory represents “things” by breaking them down into many 
interrelated component pieces, similar to the pieces o f a jig-saw puzzle; when the pieces 
are scaled and translated wavelets, this breaking down process is termed a wavelet
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decomposition or wavelet transform. Wavelet reconstruction or inverse wavelet 
transforms involve putting the wavelet pieces back together to retrieve the original 
object or process. Wavelet theory consists o f the study of these pieces, their properties 
and interrelationships, and how to put them back together. Wavelet theory involves the 
scaling or warping operation. For example, watching a movie on your TV with the VCR 
running on fast-forward is the scaling (time scaling function). A function (the movie) 
has been time scaled (fast forwarded) and a time-compressed function (movie) is 
created. Although the time-compressed movie is still the same movie, its representation 
in terms of spatial-temporal parameters has changed. However, the information content 
of the movie does not change. It also involves the translation or shifting operation. Time 
delays are typical “translations’* o f the time axis or variable. For example if the movie is 
shown at 5 pm instead of its original 2 pm air-time, then it is shifted or translated by 3 
hours. If the translation operation is combined with the scaling action then the 
composite operation is referred to as an affine operation. The affine operation 
simultaneously scales and translates the independent variable (Young, 1998).
In wavelet theory the scaling and translation operators act simultaneously on the 
mother wavelet function. The name "wavelet”, literally meaning “little wave,” 
originated from the study of Grossmann and Morlet (1984). The mother wavelet (the 
initial little wave) is the kernel o f the wavelet transform. Performing affine operations 
on the mother wavelet creates a set of scaled and translated versions o f this mother 
wavelet function. The general form of wavelet transform of one-dimension signal can 
be defined as (Daubechies, 1991).
29
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Figure 2.1. Examples o f various wavelets (Misiti et al., 1996)
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lVf(a,b) = [ j ( x ) i f / ah (x)dx ( 1)
VR
(2)
which is translated and scaled versions o f a function if/ . In which the wavelet function 
if/ is dilated by a factor a and shifted by b. The function if/ is called a mother wavelet. 
An integral transformation using the functions above as basis is called a wavelet 
transformation. For digital signals, a discrete wavelet if/ , which is formed from if/ by 
sampling the parameters a and b following the Nyquist theorem, is used (Grossman and 
Morlet, 1984). Multiplying each wavelet coefficient by the appropriately scaled and 
shifted wavelet yields the constituent wavelets o f the original signal. Wavelets are well- 
located in both domains: space and scale (Meyer et al., 1987; Daubechies, 1990).
The decomposition process can be iterated, with successive transformed signals 
being decomposed. In wavelet analysis, a signal is split into an approximation and a 
detail. The approximation is then itself split into a second level approximation and 
detail, and the process is repeated. This is a standard procedure o f wavelet 
decomposition and it is called the wavelet decomposition tree (Figure 2.2). In wavelet 
packet analysis, both details and approximation can be split. In theory the analysis 
process can be iterated indefinitely. In the real world situation, the decomposition can 
proceed only until the individual details consist of a single sample or pixel. Selection of 
the number of levels depends on the nature of the signal or a particular subset o f a 
feature and aim of the analysis.
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cD:
cDcA
S = signal; cA = approximation; cD = details. 
Figure 2.2. A signal’s wavelet decomposition tree
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2.3.3 Wavelet Decomposition Example
The following is an example to briefly demonstrate the process of wavelet 
application to an image. The image shown in Figure 2.3 is decomposed by a 
multiresolution wavelet transform. The example explained below is similar to the 
research presented in Mallat (1989), Meyer (1990), Rioul and Vetterli (1991), and 
Young (1998). However, the diagram is illustrated with the use o f real output sub­
images derived from a wavelet decomposition of the example image at 2 levels. 
Basically, the original image is formed by 6 lines; two horizontal, two vertical, and two 
diagonal. The rest of the area is assigned zero. Only the image inside the dashed line is 
decomposed. The decomposition o f this image is done with the multiresolution wavelet 
transform technique. The multiresolution wavelet analysis is extended from one­
dimensional signal processing to perform on two-dimensional images. The two- 
dimensional image is treated as two one-dimensional sequences (rows and columns). 
Matlab software was used to perform wavelet analysis in this study. The outcome of the 
multiresolution wavelet decomposition of the example image at 2 levels is illustrated in 
Figure 2.4. The output four sub-images; approximation, horizontal details, vertical 
details and diagonal details are labeled. Approximation is also known as low frequency 
or trend image and the other three details are called high frequency or fluctuation. A 
wavelet transform of an image consists of four sub-images with a quarter area. This is 
one of the distinctive properties o f wavelet transform. If an image is decomposed at one 
level, four sub-images with different texture information will be obtained. The sub­
image composed of the low frequency parts in both row and column direction is 
iteratively decomposed into four sub-images level by level. This is the standard
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procedure o f wavelet decomposition. However, decomposition can be performed on any 
sub-images. If we perform wavelet decomposition of an image at 2 levels, we will attain 
eight different sub-images o f textures. In this example the image decomposition is 
performed with the use o f Coiflet4 wavelet. However, Haar, the simplest wavelet, was 
used as an initial exploration of the performance of wavelet transforms for texture 
analysis and classification of remotely sensed images in this study.
2.3.4 Multiresolution Wavelet Decomposition
Mallat (1989a and b) developed the multiresolution analysis theory using the 
orthonormal wavelet basis. A wavelet is orthogonal when all of the pairs, formed from 
the basis functions y/ J>k are orthogonal to each other. An orthogonal wavelet where
norm is normalized to one is called orthonormal wavelet (Fukuda and Hirosawa, 1989).
The multiresolution wavelet transform decomposes a signal into low frequency 
approximation and high frequency detail information at coarser resolution. In satellite 
image analysis using the 2-D wavelet transform technique, rows and columns of image 
pixels are considered signals.
The approximation and details of a two dimensional image J{x,y) at resolution 2/ 
can be defined by the coefficients computed by the following convolutions.
4  /  = ((/(* ,> 0  * <j>v {-x)<pv (-J0X 2-' n,2-‘ m ) \ n̂  (3)
D \ , f  = ( ( / ( * , .v) *</>,, (~x)y/2, (-y))(T>n , 2  ‘m ) \n m)eZl (4)
Dl f  = ( ( / ( * ’T) V v  ( - * ¥ , ,  { -y )){T ' n X ‘ m))(n (5)
D \ , f  = i i f { x , y )  *V' v ( - x ) v / l l ( - y ) ) ( 2 ' Jn , 2 - ' m) ) ^n m)eZ: (6)
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Figure 2.3. Image example (Source: created by author)
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Approximation Horizontal details
Diagonal details Vertical details
Figure 2.4. Wavelet representation on one resolution level (Source: created 
by author)
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Where integer j  is a decomposition level, m, n are integers, <j>(x) is a one-dimensional 
scaling function, and i//(x) is a one-dimensional wavelet function. In general, the <f>(x) 
is a smoothing function which provides low frequency information and y/{x) is a 
differencing function which provides high frequency information. A ^ . , f  can be 
perfectly reconstructed from A ^ f , D \ , f ,  D ] , f ,  D ^ f .  The expressions (3) through 
(5) show that in two dimensions, A ,̂ f , D* /  are computed with separable filtering of
the signal along the abscissa and ordinate. The wavelet decomposition can thus be 
interpreted as a signal decomposition in a set o f independent, spatially oriented 
frequency channels (Daubechies, 1989 a).
We need a filter bank (a set o f filters) to perform multiresolution wavelet 
decomposition. Filter banks used for signal analysis are commonly composed of 
lowpass and highpass filters. They separate the input signal into frequency bands in a 
process referred to as subband coding. Filters are linear time-invariant operators which 
act on input vectors x  to generate output vectors y. In this case, y  is the convoluted 
version o f x  with a fixed vector h. In discrete time t = nT, the input x(n) and output y(n) 
will appear at all tim es/ = -3, -2, -1, 0, 1, 2 ....
There is a scaling function 0(.t) related to lowpass filter and a wavelet function 
related to highpass filter y/(x) . They can be defined as:
Dilation equation = c ( k m t - k )  (7)
k
Wavelet equation ^ (/)  = - J 2 ^ d (k )0 (2 t  -  k) (8)
k
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For example, Haar, the simplest wavelet transform, has coefficients: 
c(0) = c(l) = y , d(0) = ^  = ~ /^ y p i' ^ us> *ts dilation equation and
wavelet equation can be expressed as:
*(/) = *(20 + # 2 / - l )  (9)
y/(t) = <t>(2t)-<P(2t-\) (10)
(Strang and Nguyen, 1997)
Haar wavelet is shown in Figure 2.5. The approximation and detail coefficients 
can be computed with a pyramid algorithm based on convolutions with the above
mentioned two one-dimensional parameter filters. Approximation o f a signal AJ f ,
also known as trend, can be obtained by convolving the in put signal AJ xf  with the
lowpass filter (Lo_F). First, the rows o f an image is convolved with one-dimensional 
Lo_F. Next, the filtered signals are down sampled. In the first step, down sampling is 
performed by keeping one column out of two. Then, the resulting signals are convolved 
with another one-dimensional lowpass filter and retain every other row. For obtaining 
horizontal detail image, first the rows of the input image are convolved with a lowpass 
filter Lo_F and the filtered signals are down sampled by keeping one column out o f two 
as we do in processing approximation image. However, for the next stage, the columns 
o f the signals are convolved with a highpass filter Hi_F and again every other row is 
retained. For the vertical details, the original signals are convolved first with a highpass 
filter Hi_F and then with a lowpass filter Lo_F following the above procedure. For the 
diagonal detail image, the same down sampling procedure is carried out using two 
highpass filters consecutively. The algorithm for the application o f the filters and down
38
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Haar wavelet function
0 0.5 1
Figure 2.5. Haar wavelet (Misiti et al., 1996)
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Figure 2.6. Decomposition o f an image Ad, . , f  into AJ f  (approximation), 
D \ , f  (horizontal details), D ; , f  (vertical details), and D;’, /  (diagonal details).
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sampling procedure for computing approximation and details coefficients is illustrated 
in Figure 2.6. It shows in the frequency domain how the image Adv .xf  is decomposed
into Ad f , D \ , f ,  D], f , and D], f  sub-images. The sub-image Ad, f  corresponds to
the lowest frequencies (approximation), D \ j  gives the vertical high frequencies
(horizontal edges), D\, f  the horizontal high frequencies (vertical edges), and f  the
high frequency in both directions (the diagonal edges).
Figure 2.7 represents a standard orthonormal wavelet decomposition with 2 
levels o f an image. This is again illustrated by the decomposition of a randomly selected 
training sample o f a residential area generated from ATLAS remotely sensed data. The 
pyramid decomposition can be continuously applied to the approximation image until 
the desired coarser resolution 2~J ( -1  > j  > - J ) is reached.
Let us suppose that initially we have an image A j '  measured at the resolution 1. 
For any J  > 0, this discrete image can be decomposed between the resolutions 1 and 2~J. 
and completely represented by the 3J+  1 discrete images.
( 4 , / ,  (D j (a 5, / ) . js ,s-,).
This set o f images is called an orthogonal wavelet representation in two 
dimensions. If the original image has N  pixels, each sub-image Ad, f , D \ , f , D \ , f ,
D \ , f  will have 2 ‘ N  pixels (/’ < 0). The total number of pixels in this new
representation is equal to the number of pixels of the original image. This is due to the 
orthogonality o f the representation (Mallat, 1989 a, b).
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D \ , J
D \ J
Dl - J D l , f
D l f D ; , f
Figure 2.7. A standard orthonormal wavelet decomposition with 2 levels o f a sample 
image (a sample of residential-1).
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2.4 Research Design
2.4.1 Sampling Method
Advanced Thermal Land Application Sensor (ATLAS) image data at 2.5 m 
spatial resolution acquired with 15 channel (0.45 pm -  12.2 pm) were used for this 
research. The data were collected by a NASA Stennis LearJet 23 flying at 6600 feet 
over Baton Rouge, Louisiana, on May 7, 1999. A subset o f approximately 700 columns 
by 700 rows from one of the 7 flight lines was used for this dissertation. The subset 
which contains the southern part of Baton Rouge metropolitan area (southeast of 
Louisiana State University in the lower left part of the photo) is shown in three separate 
bands: band 2, band 6, and band 12 (Figure 2.8).
In this experiment, six urban land cover features with different textural 
appearance were selected. It is often suggested that it would be preferable to choose 
training sites, where possible, according to some stratified random-sampling scheme. In 
this dissertation research, a sample of 10 non-contiguous pixels was selected for each 
class from the subset of Advanced Thermal Land Application Sensor (ATLAS) image 
data. Three different window sizes (17x17, 33x33, 65x65) centered on these non­
contiguous pixels were used to create training samples.
Researchers have studied the relationship between the urban heat island effect 
and the reduction o f evapotranspiration from surface vegetation cover (Nemani et al., 
1989; Gillies et al., 1995; and Lo et al., 1997). Lo et al. (1997) developed a spatial 
model o f warming and cooling characteristics of commercial, residential, agricultural, 
vegetation, and water features using a GIS approach. It is important for city planners 
and environmental officers to observe the relationship among urban land cover classes
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associated with surface vegetation, water availability, and associated temperature 
fluctuation within an urban area. It will consequently be the crucial information for city 
and environmental agencies and councils o f governments to develop a better 
infrastructure management plan to avoid environmental degradation: air pollution, noise 
pollution, traffic congestion, urban heat island effect, chemical contamination, and soil 
loss due to improper urban development and deforestation.
Hence, the selected land cover classes in this research include single family 
homes with less than 50% tree canopy (residential-1), single family homes with more 
than 50% tree canopy (residential-2), commercial, woodland, agriculture, and water 
body. Two segmented regions of each land-cover class were visually identified with the 
help of local area knowledge, ground information collection, and existing maps. Five 
training pixels were then randomly selected from each region, leading to a sample o f 10 
pixels. Figure 2.9 shows visually identified segmented regions of a land cover class 
(e.g. water body) with randomly selected pixels (2 segmented regions o f a class x 5 
randomly selected pixels = 10 pixels per class). Those pixels near class boundaries were 
not included in the random selection process in order to ovoid the problems associated 
with mixed class pixels and features. As this study is at the initial stage to explore the 
performance of wavelet transform in comparison with other advanced spatial 
techniques, we decided to test the randomly selected samples generated from relatively 
homogeneous texture features. In this study, 3 different square window sizes centered at 
the randomly selected pixels in each region were used to subset training samples. The 
window sizes include 17x17, 33x33, and 65x65. Criteria for the selection o f window
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Figure 2.8. The study area - a subset o f the southern part o f Baton Rouge metropolitan 
area (southeast o f Louisiana State University in the lower left part o f the photo) in three 
separate bands: (a) band 2 (0.52-0.93 pm: visible green), (b) band 6 (0.76-0.93 pm: 
reflected infrared), and (c) band 12 (9.00-9.40 pm: thermal infrared)
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■ Randomly selected pixels in each region
Other land-cover 
classes
A land-cover type 
e.g. Water body
Figure 2.9. Two visually identified segmented regions of a land-cover type (e.g. Water 
body) with randomly selected points/pixels. Samples centered at the randomly selected 
pixels for the upper left region is shown as an example in Figure 2.10.
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Figure 2.10. Diagram o f three different size o f samples (17x17, 33x33, 65x65) centered 
at the randomly selected pixels from a visually identified region.
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size are based on the resolution, minimum mapping unit size, and the nature o f the 
classes (size o f the regions, characteristic scale, directionality, and spatial periodicity) to 
be identified. It is understood that smaller window size does not cover sufficient 
spatial/texture information to characterize land use types. However, if the window size 
is too large, too much information from other land-use types could be included and 
hence the algorithm may not be efficient. A diagram o f three different sizes of training 
samples: (17x17, 33x33, 65x65) centered at the randomly selected pixels (points) are 
shown in Figure 2.10.
2.4.2 Wavelet Approaches and Band Combinations
In general, further decomposition is performed in the low frequency channels. It 
is known as the standard wavelet decomposition approach. However, the most 
significant texture information with different orientation is found in high frequency sub­
images. It could be expected that if detail sub-images are decomposed, better texture 
information can be obtained. Zhu and Yang (1998) demonstrated that the information 
obtained from the decomposition of horizontal image were more efficient than the 
standard decomposition technique. They carried out further decomposition in the 
horizontal sub-image and called the best resolution wavelet decomposition. However, 
the texture information derived from other two detail sub-images: vertical edges and 
diagonal edges were not examined in their study. It is believed that detailed textures in 
all high frequency images are equally important since they represent edges in three 
different orientations. Thus, in this study further decomposition is carried out in all sub­
images: approximation and three details. Hence, four decomposition approaches were 
employed in this study: (1) standard decomposition; (2) further decomposition with the
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horizontal details; (3) further decomposition with the vertical details; and (4) further 
decomposition with the diagonal details. The second, third, and fourth approaches will 
be hereafter referred to as horizontal decomposition, vertical decomposition, and 
diagonal decomposition approaches, respectively. These three approaches together will 
be called detail decomposition technique. All different approaches were tested with 
33x33 samples generated from band-6 data. Up to four levels o f decomposition were 
carried out with the sample size o f 65x65, three levels with 33x33, and 2 levels with 
17x17. The multiresolution approach of wavelet transforms provides different textural 
information of sub-images at different scales from coarse to fine. Each level and each 
sub-image yield additional frequency and spatial properties. This is the unique property 
o f wavelet transforms.
It was observed that textures o f the same area in different bands (e.g., visible, 
reflected infrared, and thermal infrared) were different in terms of contrast, smoothness 
and coarseness, and spatial variation. Figure 2.11 shows the differences in texture 
features of the same area in three different bands in the Baton Rouge ATLAS image: 
band-2, band-6 and band-12. Since different texture appearances o f the same area in 
different band were observed, multi-band approach was introduced for texture analysis 
and classification of urban features in this study. This approach was performed with 
17x17 samples using the standard decomposition procedure. Band-2 (0.52-0.60 pm) 
was selected as it represents a visible band. Band-6 (0.76-0.90 pm) was selected to 
represent a near infrared band, and band-12 (9.60-10.20 pm) represents a thermal band. 
Linear discriminant analysis with different combinations o f all 3 bands were carried out 
to improve the classification accuracy o f 17x17 samples in this study.
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Commercial Water
Residential 1 Residential 2
Figure 2.11. Samples o f six urban texture features (Band-6)
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In addition to the above three bands, principal component analysis band 1 
(PCA1) was also examined in this analysis. Thus, the complete data set consists o f 720 
(10 samples per class x 6 classes x 3 window sizes x 4 bands) unique samples. Samples 
o f the classes are shown in Figure 2.11. Erdas Imagine software was used to generate 
the samples.
2.4.3 Texture Measures
As mentioned earlier, four levels o f decomposition for the local window size of 
65x65, three levels for 33x33, and 2 levels for 17x17 were performed for each sample. 
All four types o f decomposition was carried out for 33x33 samples. Thirteen sub­
images were generated for 65x65 samples, ten sub-images for 33x33, and seven sub­
images for 17x17. Haralick (1973) proposed a variety of measures to extract textural 
information from the gray level cooccurrence matrices (GLCM). It is also known as 
spatial cooccurrence matrix. GLCM is the most widely used method in characterizing 
textures in image analysis (Haralic et al., 1973; Weszka et al., 1976; Jensen, 1979; 
Jensen, 1982; Conners and Harlow, 1980; Vickers and Modestino, 1982; Harlow et al., 
1986; Franklin and Peddle, 1987; Siew et al., 1988; Franklin and Peddle, 1989; du Buf 
et al., 1990; Franklin and Peddle, 1990; Barber and Ledrew, 1991; Berry and Goutsias, 
1991; Peddle and Franklin, 1991, Carstensen, 1992; Sali and Wolfson, 1992; Anys et 
al., 1994; Wulder et al., 1996; Pesaresi, 1999). In general, the texture measures in 
GLCM include contrast, homogeneity, angular second moment, inverse different 
moment, and entropy. Gong and Howarth (1992) demonstrated the efficiency of 
occurrence frequency method with the use of several measures: mean, standard 
deviation, skewness, kurtosis, range, and entropy measures. Zhu and Yang (1998) used
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information entropy as a measure to identify texture features in twenty-five types of 
aerial relief samples selected from remote sensing images. Albuz et al. (1999) used the 
sum o f squares o f the wavelet coefficients o f each sub-band for their image retrieval 
system. Sheikholeslami et al. (1999) calculated the mean and variance of wavelet 
coefficients to represent the contrast of the image and counted the number o f edge 
pixels in the horizontal, vertical, and diagonal directions to have an approximate 
directionality of textures in image. We used four measures to characterize the texture of 
urban features in this study: log energy (LOG), shannon’s index (SHAN), entropy 
(ENT), and angular second moment (ASM)
where K is the number of gray levels present in the image and P(i,j) is the (i'j')th pixel 
wavelet coefficient value o f a decomposed image at a particular level.
2.4.4 Classification
To evaluate the efficiency of wavelet transform technique for texture 
classification, the linear discriminant analysis approach was used. The texture measures 
(e.g. entropy o f the decomposed sub-images) for the samples generated above were 
subject to discriminant analysis. It is useful for situations where we want to build a
L O C - t t w V J ) ' - ) 1 1
K K
SHAN  = P(Lj)  * log(P(i, j)) {Non-normalized} 12
ASM  = £ i > 0 V j ) 1 13
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predictive model o f group membership based on observed characteristics o f each case. 
The procedure generates a discriminant function (or, for more than two groups, a set of 
discriminant functions) based on linear combinations o f the predictor variables, which 
provide the best discrimination between the groups. The functions are generated from a 
sample of cases for which group membership is known; the functions can then be 
applied to new cases with measurements for the predictor variables but unknown group 
membership. The discriminant analysis was carried out to discrimate between classes of 
urban land cover on the basis o f texture measures (variables). For example, the entropy 
value of the wavelet coefficients at different levels for the four different bands (visible, 
near infrared, thermal, and PCA1) were treated as variables to identify features o f urban 
land cover classes. The variables were tested for three different window sizes. Linear 
discriminant procedure was used to investigate the relative discriminatory power o f all 
variables and to determine classification accuracies for different variable combinations. 
The discriminant analysis was carried out to discriminate between textural features of 
urban land cover on the basis o f the texture measure value of the wavelet coefficients of 
sub-images at different levels.
Discriminant analysis was chosen as the method of implementing a 
classification because it has been shown to be less sensitive to the number o f mapping 
variables and less affected by deviations from the normal (Gaussian) distribution 
compared to other classification techniques, such as maximum likelihood (Tom and 
Miller, 1984). In this study stepwise discriminant analysis was not used since it is a 
variable selection technique whereby variables are entered into the model according to 
their magnitude o f non-redundant discriminator)' power (Peddle and Franklin, 1991).
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The idea was to avoid inconsistency in selection of variables since there were several 
texture measures computed for four wavelet coefficients at different levels for four 
bands, three sample sizes, and four decomposition approaches used in the analysis
2.4.5 Error Matrices
For discussion purpose the term known-class is reserved for the actual texture 
feature to which a center pixel is known to belong. All texture features predicted and 
assigned to a particular class are termed in this study as predicted-class, which is called 
predicted group membership for column categories in error matrix table. These error 
matrices show how each sample is correctly identified. The number o f correctly 
identified samples o f a particular class divided by the total number o f predicted samples 
assigned to that class is called the producer’s accuracy. The user’s accuracy is a 
probability that a sample assigned to this known class is correctly allocated. It is the 
ratio between the diagonal number of samples o f the column and its column total. The 
overall accuracy is the percentage of the total number of correctly classified samples, 
and is ratio o f the sum of the sum of the diagonal elements to the total number of 
samples in the table. The overall accuracy potentially leads one to a conclusion whether 
the accuracy in general is poor or good for a classification method. However, it does not 
reflect individual categories, which might be of our primary purpose. More careful 
inspection is often useful for interpreting classification accuracies. Classes o f urban land 
cover features in the discriminant analysis include agriculture, commercial, woodland, 
single family homes with less than 50% tree canopy, single family homes with more 
than 50% tree canopy, and water body. The classes are denoted by A, C, F, L, M, and 
W respectively in the error matrices.
54
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2.5 Results
2.5.1 Image Classification with 65x65 Samples Using the Standard Decomposition 
Procedure
The standard decomposition generally refers to further decomposition 
performed in the low frequency channels. Using the standard decomposition procedure, 
linear discriminant analysis was performed for six land-cover types o f 65x65 texture 
samples generated from band-2, band-6, band-12, and PCA1 band. Wavelet 
decomposition was performed up to 4 levels with 65x65 samples. The decomposition 
levels are denoted by //, h, I3, and l4 in the classification. Error matrices were later 
generated for all separate levels and combination o f different levels for all measures: 
LOG, SHAN, ENT, and ASM. Individual tables of the error matrices for band-2 are 
presented here. The rest o f the tables for band-6, band-12, and PCA1 are shown in 
Appendix A.
2.5.1.1 Results of 65x65 Samples Generated from Band-2 Using the Standard 
Decomposition Procedure
Tables 2.1 to 2.7 show the error matrices derived from the linear discriminant 
analysis on the decomposed sub-images at four separate levels and combination of 
different levels using the wavelet measures: LOG, SHAN, ENT, and ASM. It can be seen 
from the tables that different classes reach their maximum producer’s, user’s and 
overall accuracies with different measures. In the standard decomposition procedure 
over all the classes for band 2, ENT yielded the highest accuracy o f 88.33% at the first 
level o f spatial features. It is also observed that there is significant confusion among 
agriculture, woodland, and commercial classes for the LOG measure at the same level. 
The lowest producer’s accuracy found was agriculture feature with the LOG measure.
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In the LOG measure, although the producer of the classification can claim that only 40 
percent o f the time an area that was agriculture was identified as such, a user would find 
that 100 percent o f the time will an area visited on the ground that the classification says 
is agriculture be agriculture. The accuracy was somewhat acceptable from the user’s 
side even though producer’s accuracy was found to be very low.
The only highly reliable category associated with this classification technique is 
water body when using the ENT measure. In general, relatively low accuracies both for 
producer and user were found to be associated with agriculture and commercial classes. 
There is also some confusion between residential-1 and residential-2 for the LOG 
measure. In fact, these two classes contain closely related texture features. The results 
are not so consistent with respect to individual measures. In the first level o f wavelet 
decomposition, the overall accuracy for LOG, SHAN, ENT, and ASM  were found to be 
73%, 83%, 88%. and 83% respectively.
The range of overall accuracy is relatively large for different measures and for 
different levels o f decomposition. It is observed that the overall accuracy decreases with 
increasing decomposition level. It may be due to lesser amount o f texture information 
covered by smaller image size since wavelet decomposition at higher level produces 
smaller size of sub-images. As mentioned earlier, if the original image has N  pixels, 
each sub-image Aav f , D \ , f , E>\,f, D \ j  will have V N  pixels (/ < 0) at j th  level.
From Figure 2.12, we can also draw a conclusion that the overall accuracy for the 
combination o f different levels is much higher than any single level alone. Moreover, it 
was noted that combination of more number of levels yielded much higher accuracy 
than that o f lesser number o f levels. This result was found to be consistent with all
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measures. In general, the range o f accuracy for all measures at single level is larger than 
combination o f different levels. Furthermore, the range o f accuracy in general is large 
over single levels and combination of different levels. The highest accuracy found in the 
overall classifications was produced by the combination o f //, h, h, and U (98.33%) 
when using the ASM  measure.
2.5.1.2 Results of 65x65 Samples Generated from Band-6 Using the Standard 
Decomposition Procedure
In the standard decomposition procedure over all urban land cover classes for 
band 6, LOG and ASM  yielded the highest accuracy of 80% at the first level o f spatial 
features (see Appendix A). It is noted that the highest accuracy at the first level obtained 
for band-6 is found to be the lowest among those achieved by all other bands. The 
lowest producer’s accuracy found was commercial features with ENT measure (40%). 
Even though only 40 percent of the commercial areas have been correctly identified as 
commercial. 67 percent of the areas identified as commercial within the classification 
are truly o f that category. In the same measure, although the producer o f the 
classification can claim that 90 percent o f the time an area that was residential-2 was 
identified as such, a user would find that 64 percent o f the time will an area visited on 
the ground that the classification says is residential-2 be the same category. In fact, that 
accuracy is lower than the user’s accuracy associated with commercial areas. However, 
both the user and the procedure accuracy for commercial feature classes were 
consistently low for all measures at the first level. The matrices also show the same 
confusion between the agriculture and commercial classes. Like the other bands, there is 
also some confusion between residential-1 and residential-2. The most reliable category 
associated with this classification technique is again water body. It again reaches the
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Table 2.1. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (// alone) on
65x65 samples o f  band-2 (visible band), (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 4 0 3 0 2 1 40
C 0 9 0 0 1 0 90
F 0 0 8 0 0 2 80
L 0 0 0 8 2 0 80
M 0 0 0 2 8 0 80
W 0 0 3 0 0 7 70
User's accuracy % 100 100 57 80 62 70
Overall accuracy = 73.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 1 I 0 1 0 70
C 0 7 0 1 2 0 70
F 0 0 9 0 0 1 90
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 2 0 0 0 0 8 80
User's accuracy % 78 78 90 90 77 89
Overall accuracy = 83.33 %
(table continued)
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(C)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M W
A 8 0 1 0 1 0 80
C 0 7 0 3 0 0 70
F 0 0 10 0 0 0 100
L 1 1 0 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 88 91 73 91 100
Overall accuracy = 88.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 1 1 0 1 0 70
C 0 7 0 1 2 0 70
F 0 0 9 0 0 1 90
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 2 0 0 0 0 8 80
User's accuracy % 78 78 90 90 77 89
Overall accuracy = 83.33 %
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Table 2.2. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition {h  alone) on
65x65 samples o f  band-2 (visible band), (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 2 0 0 2 2 40
C 0 8 0 0 2 0 80
F 0 0 2 3 2 3 20
L 0 0 1 9 0 0 90
M 2 0 0 0 8 0 80
W 1 0 1 0 0 8 80
User’s accuracy % 57 80 50 75 57 62
Overall accuracy = 65.00 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 6 1 0 2 0 1 60
C 0 9 0 0 1 0 90
F 0 0 9 0 0 1 90
L 1 1 0 8 0 0 80
M 0 1 0 0 9 0 90
W I 0 1 0 0 8 80
User's accuracy % 75 75 90 80 90 80
Overall accuracy = 81.67%
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A c F L M W accuracy %
A 4 1 0 3 0 2 40
C 0 9 0 0 1 0 90
F 0 0 9 0 0 1 90
L 0 1 1 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 2 0 0 8 80
User's accuracy % 100 82 75 73 91 73
Overall accuracy = 80.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracv %
A 6 1 0 2 0 1 60
C 0 9 0 0 1 0 90
F 0 0 9 0 0 1 90
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 1 0 1 0 0 8 80
User's accuracy % 86 82 90 83 90 80
Overall accuracy = 85.00 %
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Table 2.3. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (/j alone) on
65x65 samples o f  band-2 (visible band), (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 1 2 0 0 1 60
C 2 6 0 1 1 0 60
F 0 0 6 0 2 2 60
L 0 0 0 9 1 0 90
M 0 0 1 1 8 0 80
W 1 0 3 0 0 6 60
User's accuracy % 67 86 50 82 67 67
Overall accuracy = 68.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 1 0 0 1 2 60
C 2 6 0 1 1 0 60
F 1 0 6 0 1 2 60
L 0 2 1 6 1 0 60
M 0 1 2 1 6 0 60
W 0 0 2 0 0 8 80
User's accuracy % 67 60 55 75 60 67
Overall accuracy = 63.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 2 2 1 1 0 40
C 1 8 0 1 0 0 80
F 1 0 5 0 1 3 50
L 0 3 1 5 1 0 50
M 0 1 2 1 6 0 60
W 0 0 2 0 0 8 80
User's accuracy % 67 57 42 63 67 73
Overall accuracy = 60.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 1 0 0 1 2 60
C 1 8 0 1 0 0 80
F 1 0 6 0 1 2 60
L 0 2 1 6 1 0 60
M 1 1 1 1 6 0 60
W 0 0 2 0 0 8 80
User's accuracy % 67 67 60 75 67 67
Overall accuracy = 66.67 %
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Table 2.4. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (h  alone) on
65x65 samples o f  band-2 (visible band), (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 2 0 1 0 1 60
C 2 4 0 4 0 0 40
F 1 0 7 0 2 0 70
L 2 2 0 6 0 0 60
M I 2 0 1 5 1 50
W 1 0 2 0 0 7 70
User’s accuracy % 46 40 78 50 71 78
Overall accuracy = 58.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 3 0 0 1 1 50
C 3 3 0 2 2 0 30
F 1 0 8 0 0 I 80
L 2 2 1 4 1 0 40
M 0 0 2 2 6 0 60
W 0 0 1 0 0 9 90
User’s accuracy % 45 38 67 50 60 82
Overall accuracy = 58.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 3 1 0 1 1 40
C 2 4 0 1 3 0 40
F 1 0 9 0 0 0 90
L 3 2 1 2 2 0 20
M 0 1 2 1 6 0 60
W 0 0 0 0 0 10 100
User’s accuracy % 40 40 69 50 50 91
Overall accuracy = 58.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 3 0 0 1 1 50
C 3 4 0 1 2 0 40
F 1 0 8 0 0 1 80
L 3 2 0 4 1 0 40
M 0 0 2 2 6 0 60
W 0 0 1 0 0 9 90
User's accuracy % 42 44 73 57 60 82
Overall accuracy = 60.00 %
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Table 2.5. Error matrices for linear discriminant analysis o f urban land cover features 
using the variables derived from the standard wavelet decomposition (combination o f // 
and h)  on 65x65 samples of band-2 (visible band), (a) LOG, (b) SHAN, (c) ENT, (d) 
ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 0 3 0 0 1 60
C 0 9 0 0 1 0 90
F 0 0 9 0 0 1 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 100 75 100 91 83
Overall accuracy = 90.00 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 0 0 1 0 2 70
C 0 9 0 0 1 0 90
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 1 0 0 0 0 9 90
User's accuracy % 88 100 100 91 91 82
Overall accuracy = 91.67%
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 0 1 0 I 0 80
C 0 7 0 3 0 0 70
F 0 0 10 0 0 0 100
L 1 1 0 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 88 91 73 91 100
Overall accuracy = 88.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 0 0 0 I 2 70
C 0 9 0 0 1 0 90
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 1 0 0 0 0 9 90
User’s accuracy % 88 100 100 100 83 82
Overall accuracy = 91.67%
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Table 2.6. Error matrices for linear discriminant analysis o f urban land cover features 
using the variables derived from the standard wavelet decomposition (combination of 
11,12, and 13) on 65x65 samples o f band-2 (visible band), (a) LOG, (b) SHAN, (c) ENT, 
(d )ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 0 1 0 0 1 80
C 0 9 0 0 1 0 90
F 1 0 9 0 0 0 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 100 90 100 91 91
Overall accuracy = 93.33 %
(b)
Known Class
Predicted Group Membership Producer's 
accuracy %A c F L M W
A 7 0 0 1 0 2 70
C 0 9 0 0 1 0 90
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 100 100 91 91 83
Overall accuracy = 93.33 %
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A C F L M w accuracy %
A 9 0 1 0 0 0 90
C 0 9 0 1 0 0 90
F 0 0 10 0 0 0 100
L 1 2 0 7 0 0 70
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User’s accuracy % 90 82 91 88 100 100
Overall accuracy = 91.67%
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 0 0 1 1 2 60
C 0 9 0 0 1 0 90
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 100 100 91 83 83
Overall accuracy = 91.67%
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Table 2.7. Error matrices for linear discriminant analysis o f urban land cover features 
using the variables derived from the standard wavelet decomposition (combination of 
//, h, 13, and 14) on 65x65 samples o f band-2 (visible band), (a) LOG, (b) SHAN, (c) 
ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 9 0 0 0 0 I 90
C 0 9 0 0 1 0 90
F 1 0 9 0 0 0 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 90 100 100 100 91 91
Overall accuracy = 95.00 %
(b)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 9 1 0 0 0 0 90
C 0 9 0 0 1 0 90
F 0 0 10 0 0 0 100
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 82 100 100 91 100
Overall accuracy = 95.00%
(table continued)
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(C)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M w
A 9 0 1 0 0 0 90
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 91 91 100 100 100
Overall accuracy = 96.67 %
(d)
Known Class
Predicted Group Membership Producer's 
accuracy %A c F L M W
A 10 0 0 0 0 0 100
C 0 9 0 0 1 0 90
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 100 100 100 91 100
Overall accuracy = 98.33 %
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Figure 2.12. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for band 2 (65x65).
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highest user and producer’s accuracies (100%). The accuracy results are also consistent
with all measures.
We can also observe the same trend in overall accuracy as we have seen in the
analyses with other bands. The overall accuracy also decreases with increasing level of
decomposition. From Figure 2.13, we can draw the same conclusion that the overall
accuracy for the combination of different levels is much higher than any single level
alone. It was observed that the overall accuracies produced by SHAN, ENT, and ASM at
h  are slightly higher than those produced by the same measures at //. This is a little
unusual compared to other bands. Unlike other bands, there is no significant difference
between the range of accuracy for all measures at single level and combination of
different levels. There were also no signifcantly different accuracies found between U
and 12 . The highest accuracy found in the overall classifications was produced by the
combination o f four levels (100%) when using three separate measures: SHAN, ENT,
and ASM. It is interesting to note that even though the overall accuracy at the first level
was found to be the lowest among all bands, combination of different levels with three
different measures: ENT, ASM, SHAN  produced the highest accuracy (100%). The same
combination o f levels with the LOG measure yielded 98% accuracy.
2.5.1.3 Results of 65x65 Samples Generated from Band-12 Using the Standard 
Decomposition Procedure
In the standard decomposition procedure over all urban land cover classes for 
band 12, ASM  yielded the highest accuracy of 88.33% at the first level o f spatial 
features (see Appendix A). The lowest producer’s accuracy found was commercial 
feature with LOG measure (30%) at the same level. Although the producer of the 
classification can claim that only 30 percent o f the time an area that was commercial
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Figure 2.13. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for band-6 (65x65).
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was identified as such, 75 percent o f the areas identified as commercial within the 
classification are truly of that category.
The error matrices show that there is significant confusion among the 
agriculture, residential-1, and commercial classes for all measures. The only highly 
reliable category associated with this classification technique is again water body. It 
reaches the highest user and producer’s accuracies (100%) for all measures.
It can also be observed that the overall accuracy decreases with increasing
resolution. From Figure 2.14, we can also draw the same conclusion that the overall
accuracy for the combination o f different levels is much higher than any single level
alone. It was also true that combination of more number of levels yielded much higher
accuracy than that of combination of lesser number o f levels. In general, the range of
accuracy for all measures at single level was found to be higher than combination of
different levels. As we observed in the analysis o f 65x65 samples generated from band
2, the range of accuracy was large over single levels and combination o f different
levels. The highest accuracy found in the overall classifications was produced by the
combination of //, /:, /?, and T  (98.33%) when using either ENT or LOG measure.
2.5.1.4 Results of 65x65 Samples Generated from PCA1 Using the Standard 
Decomposition Procedure
In the standard decomposition procedure over all urban land cover classes for 
PCA-1 band, SHAN and ASM  yielded the highest accuracy of 92% at the first level of 
spatial features (see Appendix A). The lowest producer’s accuracy found was 
agriculture feature with the LOG measure (50%). Although the producer o f the 
classification can claim that only 50 percent o f the time an area that was agriculture was
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Figure 2.14. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for band-12 (65x65).
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identified as such, 71 percent o f  the areas identified as agriculture within the
classification are truly o f that category.
However, both the user and the producer’s accuracy for commercial feature 
classes were consistently low for all measures at the first level. The error matrices show 
that there is significant confusion between the agriculture and commercial classes. The 
only highly reliable category associated with this classification technique is again water 
body. It again reaches the highest user and producer’s accuracies (100%). The accuracy 
results are consistent with all measures.
We can see the same trend in overall accuracy as we have seen in the analyses 
with band 2, 6 and 12. The overall accuracy decreases with increasing level of 
decomposition. From Figure 2.15, we can also draw a conclusion that the overall 
accuracy for the combination of different levels is much higher than any single level 
alone. It was also found that combination o f //, h, and Is yielded slightly higher 
accuracy than that of combination o f // and h. Unlike previous bands, the combination 
o f //, /_% Is, and U does not yield better accuracy than combination of //, /?, and Is- In fact, 
LOG measure for the combination o f all four levels gives even lower accuracy than that 
o f three levels.
It can be noted that the sub-images very close to the end stage (the highest level) 
may not provide much spatial/frequency information. Hence, it may not improve the 
existing accuracy or may even lead to poorer accuracy in some cases. As we observed 
before, the range of accuracy was large over single levels and combination of different 
levels. The highest accuracy found in the overall classifications was produced by either 
the combination o f 3 levels or 4 levels (98%) when using ENT measure.
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Figure 2.15. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination o f different levels using standard decomposition 
approach for PCA1 band (65x65).
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2.5.1.5 Conclusion
The highest accuracy (100%) found in the classification o f 65x65 samples for all 
bands was produced by using band-6. The highest overall classification accuracies 
reported in these analyses with the 65x65 samples generated from band-2, band-6, 
band-12, and PCA1 band using combination o f all four levels were 98%, 100%, 98%, 
and 98% respectively (table 2.8). The overall accuracies produced by combination of 
different levels exceed the minimum mapping accuracy level o f 85% (Townshend, 
1981) required for most resource management and applications.
It is apparent from the results for all bands and all measures that overall 
accuracy decreases with increasing decomposition level. In other words the higher the 
level o f sub-images we use to compute texture measures for classification, the lower the 
accuracy we obtain. As discussed earlier, the results may be due to the size o f higher- 
level sub-images, which cover lesser spatial frequency information since they are just a 
quarter each of their mother body. Mother body is referred to as the original image 
before decomposition. It could be either the original image or any one of the sub­
images: approximation, horizontal, vertical, and diagonal details before decomposition. 
If the original image has A pixels, each sub-image A ^ , f , D\ , f , D \ , f , D \ , f  will have
2 ' N  pixels (J < 0) atyth level.
It is interesting to note that the accuracy trend according to level of 
decomposition found in this study is similar to the human detection accuracy curve 
demonstrated by Hodgson (1998) and the empirical general histogram distance index 
reported by Pesaresi (2000). They both generally demonstrate that classification 
accuracy increases with increasing window size. It should be noted that the overall
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accuracy obtained from sub-image at higher level might be slightly higher than its 
mother body in some exceptional cases. However, in most cases, the accuracy o f lower- 
level sub-images exceeded that o f higher-level sub-images. We can also draw a general 
conclusion for all bands that the overall accuracy for the combination of different levels 
is much higher than any single level alone. It was also found that the combination of 
more number o f levels yielded much higher accuracy than that of combination o f lesser 
number o f levels. The results were never degraded when using more levels. It can be 
generally concluded that the larger the number of levels of combination, the higher the 
accuracy. This result may be due to more spatial and frequency information captured by 
a texture measure when using combination o f more number of levels. It is obvious that 
combination o f more number o f levels provides more spatial frequency information. 
Hence, the highest accuracy found in the overall classifications was produced by the 
combination of //, /?, 13, and lj. However, as mentioned earlier, it can be noted that the 
sub-images very close to the end stage (the highest level) may not provide much 
spatial/frequency information. Hence, it may not improve the existing accuracy or may 
even lead to poorer accuracy in some cases.
It is important to note that ENT reaches the highest accuracies in three bands; 
band-6, band-12, and PCA1. It was originally thought that ENT  would consistently 
characterize the textures of urban areas more efficiently than the others. What has been 
observed is that other texture measures, in certain situations, can produce a slightly 
higher accuracy than that o f ENT. However, it is important to note that there is no 
significant difference o f accuracies among all measures. Moreover, samples o f band-6 
with the combination of four levels using SHAN, ENT, and ASM  reach the accuracy as
80
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Band-2 (visible) I / 4 73.3 83.3 88.3 83.3
12 4 65.0 81.7 80.0 85.0
h 4 68.3 63.3 60.0 66.7
h 4 58.3 58.3 58.3 60.0
h - h 8 90.0 91.7 88.3 91.7
h - h 12 93.3 93.3 91.7 91.7
h - h 16 95.0 95.0 96.7 98.3
Band-6 (near infrared) I / 4 80.0 78.3 78.3 80.0
12 4 76.7 83.3 80.0 83.3
h 4 80.0 83.3 80.0 81.7
h 4 56.7 56.7 53.3 58.3
h - h 8 91.7 88.3 93.3 88.3
h - h 12 93.3 95.0 96.7 96.7
h - h 16 98.3 100.0 100.0 100.0
Band-12 (thermal) / / 4 83.3 85.0 83.3 88.3
12 4 68.3 85.0 76.7 86.7
h 4 61.7 68.3 73.3 66.7
h 4 56.7 53.3 56.7 55.0
h - h 8 88.3 83.3 88.3 85.0
h - h 12 93.3 91.7 93.3 91.7
h - h 16 98.3 91.7 98.3 95.0
PCA1 1, 4 81.7 91.7 90.0 91.7
12 4 70.0 86.7 85.0 86.7
h 4 61.7 60.0 65.0 58.3
h 4 50.0 53.3 58.3 50.0
h - h 8 88.3 88.3 95.0 88.3
h - h 12 96.7 91.7 98.3 91.7
h - h 16 95.0 91.7 98.3 91.7
L = wavelet decomposition level; NSI = number of sub-images.
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high as 100%. From the above findings, we can draw a general conclusion that all 
measures used in this study are fairly equally efficient. In general, the only highly 
reliable category associated with this classification technique is water body. The less 
efficient land-cover classes in this classification seem to be agriculture, commercial and 
woodland.
2.5.2 Image Classification with 33x33 Samples Using the Standard Decomposition 
Procedure
Using the standard decomposition procedure, linear discriminant analysis was
carried out for six land cover types of 33x33 texture samples generated from band-2,
band-6, band-12, and PCA1. It is understood that smaller samples are more desirable
since larger samples or larger local window size tends to cover more texture features,
which can consequently lead to poorer accuracy especially in areas transition from one
class to another. It can be expected that larger local window size would produce lower
accuracy than that o f smaller window if problem areas are included. Problem areas in
this case are referred to as samples covering two or more complex texture features.
Error matrices were generated for all separate levels and combination o f different levels
for all measures: LOG, SHAN, ENT, and ASM. Wavelet decomposition was performed
up to 3 levels with 33x33 samples. The decomposition levels are denoted by //, T, and
/jin the classification. Individual tables of the error matrices for band-2 are presented
here. The rest o f the tables for band-6, band-12, and PCA1 are shown in Appendix B.
2.5.2.1 Results of 33x33 Samples Generated from Band-2 Using the Standard 
Decomposition Procedure
In the standard decomposition procedure over all urban land cover classes for 
band-2. ENT and ASM  yielded the highest accuracy of 71.67% at the first level of
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spatial features. As expected before the results produced by samples o f 33x33 were 
lower than 65x65 for all single levels and combination o f different levels as well as for 
all measures (Table 2.9 to 2.13). The lowest producer’s accuracy found was agriculture 
feature for all measures (50%). The producer accuracy using the LOG measure for 
agriculture and residential-1 were found to be the same at the first level. However, in 
the case o f residential-1, although the producer can claim that 50 percent o f the time it 
is correct, only 42 percent of the areas identified as residential-1 are truly o f that 
category. It can be clearly seen that there is significant confusion between residential-1 
and residential-2. The only highly reliable category associated with this classification 
technique is again water body.
Again, we can see the same trend in overall accuracy over seperate levels and 
combination o f levels as we have seen in the analyses with 65x65 samples. The overall 
accuracy also decreases with increasing decomposition level. From Figure 2.16, we can 
draw the same conclusion that the overall accuracy for the combination o f different 
levels is much higher than any single level alone. It was observed that the overall 
accuracies produced by SHAN, ENT, and ASM  at // and h  are slightly higher than those 
produced by LOG. This is not so unusual as compared to 65x65 samples. However, 
there were no significantly different accuracies found between combination o f //, h, and 
13 , (3 levels) and // and 12 (2 levels). This result is due to the size o f the original samples 
(33x33), which are approximately a quarter of the previous samples (65x65). As 
discussed earlier smaller sub-samples cover lesser spatial frequency information 
especially those sub-images close to maximum level. The highest accuracy found in the
83
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Table 2.9. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (// alone) on
33x33 samples o f  band 2. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 5 0 2 1 0 2 50
C 0 8 0 1 1 0 80
F 1 0 6 1 0 2 60
L 0 0 1 5 4 0 50
M 0 0 0 4 6 0 60
W 0 0 3 0 0 7 70
User's accuracy % 83 100 50 42 55 64
Overall accuracy = 61.67%
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 1 1 0 1 2 50
C 0 7 0 1 2 0 70
F 2 0 8 0 0 0 80
L 0 2 0 6 2 0 60
M 0 1 0 1 8 0 80
W 2 0 0 0 0 8 80
User's accuracy % 56 64 89 75 62 80
Overall accuracy = 70.00 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 0 1 0 2 2 50
C 0 7 0 1 2 0 70
F 0 0 9 0 0 1 90
L 1 2 0 6 1 0 60
M 0 0 0 2 8 0 80
W 2 0 0 0 0 8 80
User's accuracy % 63 78 90 67 62 73
Overall accuracy = 71.67%
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 5 1 1 0 1 2 50
C 0 6 0 2 2 0 60
F 2 0 8 0 0 0 80
L 0 2 0 7 1 0 70
M 0 1 0 1 8 0 80
W 1 0 0 0 0 9 90
User's accuracy % 63 60 89 70 67 82
Overall accuracy = 71.67%
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Table 2.10. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (/> alone) on
33x33 samples o f  band 2. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 2 1 2 4 0 I 20
C 0 6 0 1 2 1 60
F 1 0 5 1 0 J 50
L 2 0 0 6 2 0 60
M 1 3 1 0 4 1 40
W 2 0 3 2 2 1 10
User's accuracy % 25 60 45 43 40 14
Overall accuracy = 40.00 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 0 0 1 2 4 30
C 0 9 0 0 1 0 90
F 0 0 8 1 0 1 80
L 0 I 1 6 2 0 60
M 0 2 0 0 8 0 80
W 3 0 1 0 0 6 60
User's accuracy % 50 75 80 75 62 55
Overall accuracy = 66.67 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 0 0 1 I 4 40
C 0 8 0 0 2 0 80
F 0 0 8 1 0 1 80
L 0 0 1 7 2 0 70
M 0 1 0 1 8 0 80
W 3 0 1 0 0 6 60
User's accuracy % 57 89 80 70 62 55
Overall accuracy = 68.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 0 0 0 1 4 50
C 0 9 0 0 I 0 90
F 0 0 7 1 0 2 70
L 0 0 1 7 2 0 70
M 0 2 0 0 8 0 80
W 3 0 1 0 0 6 60
User's accuracy % 63 82 78 88 67 50
Overall accuracy = 70.00 %
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Table 2.11. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (lj  alone) on
33x33 samples o f  band-2, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 2 1 2 0 2 30
C 3 3 0 2 1 1 30
F 0 2 5 2 0 1 50
L 1 0 1 6 1 1 60
M 1 2 0 2 4 1 40
W 1 1 2 0 0 6 60
User’s accuracy % 33 30 56 43 67 50
Overall accuracy = 45.00 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 1 0 1 1 3 40
C 1 5 1 2 1 0 50
F 1 1 3 1 3 1 30
L 1 2 2 4 1 0 40
M 2 2 4 0 2 0 20
W 1 0 1 0 1 7 70
User's accuracy % 40 45 27 50 22 64
Overall accuracy = 41.67%
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 1 0 1 1 3 40
C 1 6 2 1 0 0 60
F 0 1 5 0 3 1 50
L 1 2 1 5 1 0 50
M 2 1 2 2 0 20
W 1 0 1 0 1 7 70
User's accuracy % 44 55 42 56 25 64
Overall accuracy = 48.33 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 3 1 0 1 1 4 30
C 1 5 1 2 1 0 50
F 1 1 3 1 3 1 30
L 1 2 2 4 1 0 40
M 2 2 2 0 4 0 40
W 1 0 1 0 1 7 70
User's accuracy % 33 45 33 50 36 58
Overall accuracy = 43.33 %
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Table 2.12. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f  1/
and 12) on 33x33 samples o f band-2, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 0 1 0 1 4 40
C 0 8 0 2 0 0 80
F 2 0 7 0 0 1 70
L 0 0 0 9 1 0 90
M 0 0 0 1 9 0 90
W 0 0 2 1 0 7 70
User's accuracy % 67 100 70 69 82 58
Overall accuracy = 73.33 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 6 0 1 0 1 2 60
C 0 8 0 1 1 0 80
F 0 0 10 0 0 0 100
L 0 1 0 8 1 0 80
M 0 2 0 0 8 0 80
W 1 0 0 0 0 9 90
User’s accuracy % 86 73 91 89 73 82
Overall accuracy = 81.67 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 0 0 0 0 3 70
C 0 8 0 1 1 0 80
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 1 0 0 0 0 9 90
User's accuracy % 88 100 100 91 91 75
Overall accuracy = 90.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 0 1 0 1 2 60
C 0 8 0 1 1 0 80
F 0 0 10 0 0 0 100
L 0 0 0 9 1 0 90
M 0 2 0 0 8 0 80
W 1 0 0 0 0 9 90
User's accuracy % 86 80 91 90 73 82
Overall accuracy = 83.33 %
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Table 2.13. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f  //,
h , and 13 ) on 33x33 samples o f  band-2, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 0 0 0 0 2 80
C 0 8 0 2 0 0 80
F 2 0 7 0 0 1 70
L 0 0 0 8 2 0 80
M 0 0 0 1 9 0 90
W 0 0 1 0 0 9 90
User's accuracy % 80 100 88 73 82 75
Overall accuracy = 81.67%
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 0 0 0 1 2 70
C 0 8 0 0 2 0 80
F 0 0 10 0 0 0 100
L 0 0 0 9 1 0 90
M 0 2 0 0 8 0 80
W 2 0 0 0 0 8 80
User's accuracy % 78 80 100 100 67 80
Overall accuracy = 83.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 0 0 0 0 3 70
C 0 9 0 0 1 0 90
F 0 0 to 0 0 0 100
L 0 0 0 9 1 0 90
M 0 0 0 0 10 0 100
W I 0 0 0 0 9 90
User’s accuracy % 88 100 100 100 83 75
Overall accuracy = 90.00 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 8 0 0 0 0 2 80
C 0 8 0 0 2 0 80
F 0 0 10 0 0 0 100
L 0 0 0 9 1 0 90
M 0 2 0 0 8 0 80
W 2 0 0 0 0 8 80
User's accuracy % 80 80 100 100 73 80
Overall accuracy = 85.00 %
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Figure 2.16. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for band 2 (33x33).
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overall classifications was produced by the combination of 4 levels (90%) when using 
the ENT  measure.
2.5.2.2 Results of 33x33 Samples Generated from Band-6 Using the Standard 
Decomposition Procedure
In the standard decomposition procedure over all urban land cover classes for 
band 6, ASM  yielded the highest accuracy of 76.67% at the first level of spatial features 
(see Appendix B). The lowest user’s and producer’s accuracy found was agriculture 
with the SHAN  measure (40%) at the same level. It can be clearly seen that there is 
significant confusion between agriculture and commercial classes. The only highly 
reliable category associated with this classification technique is again water body.
We can see the same trend in overall accuracy as we have observed in the 
previous analyses. The overall accuracy also decreases with increasing level of 
decomposition. From Figure 2.17, we can draw the same conclusion that the overall 
accuracy for the combination of different levels is much higher than any single level 
alone. Both LOG and ENT  with the combination of 3 levels achieved the highest 
accuracy (88%) in this analysis. Even though the SHAN measure yielded the second 
highest accuracy at the first level it produced the lowest accuracy at the combination of 
3 levels (83%).
2.5.2.3 Results of 33x33 Samples Generated from Band-12 Using the Standard 
Decomposition Procedure
In the standard decomposition procedure over all the classes for band 12, unlike 
previous analyses LOG yielded the highest accuracy of 81.67% at the first level o f 
spatial features (see Appendix B). The error matrices show that there is significant 
confusion between agriculture and commercial classes for all measures at the same
95









21 3 1 - 2 1 - 3
Decomposition level
- & - L O G  - B - S H A N  —*— E N T  - i t — A S M
Figure 2.17. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for band-6 (33x33).
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Figure 2.18. Overall accuracy for LOG, SHAN, £A^r, and ASM  plotted against separate 
decomposition level and combination o f different levels using standard decomposition 
approach for band-12 (33x33).
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level. The only highly reliable category associated with this classification technique is 
again water body. It reaches the highest user’s and producer’s accuracies (100%) for all 
measures.
Again, we can see the same trend in overall accuracy as we have seen in the 
analyses with 65x65 samples. The overall accuracy also decreases with increasing 
resolution. From Figure 2.18, we can draw the same conclusion that the accuracy for the 
combination o f different levels is much higher than any single level alone. There were 
no significant differences between range of accuracies for separate levels and 
combination o f different levels. The highest accuracy found in the overall classifications 
was produced by the combination of 4 levels (90.00%) when using ENT or ASM  
measure.
2.5.2.4 Results of 33x33 Samples Generated from PCA1 Using the Standard 
Decomposition Procedure
In the standard decomposition procedure over all the classes for PCA1, ENT 
yielded the highest accuracy of 78% at the first level of spatial features (see Appendix 
B). The lowest user’s and producer’s accuracy found was the agriculture feature for the 
ASM  measure (30%). It can be clearly seen that there is significant confusion between 
the agriculture and commercial classes. The only highly reliable category associated 
with this classification technique is again water body.
Again, we can see the same trend in overall accuracy. The overall accuracy also 
decreases with increasing level o f decomposition. From Figure 2.19, we can draw the 
same conclusion that the overall accuracy for the combination of different levels is 
much higher than any single level alone. The lowest overall accuracy (70%) found in 
the classification was produced by ASM  at the first level. However, the same measure
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Figure 2.19. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for PCA1 (33x33).
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with the combination o f four levels gave the highest overall accuracy (93%) of all 
classifications. In contrast to the above, ENT with the combination o f four levels gave 
the lowest overall accuracy (88%) of all although it produced the highest accuracy 
(78%) at the first level.
Hence, it can be noted that a measure, which yields the best result at the first 
level may not be very efficient when using combination o f 4 levels. In general the 
higher the accuracy produced at the first level, the higher the accuracy it can be 
expected when using the combination of 4 levels for a particular measure. It is 
important to note that we need to investigate the performance of measure using the 
combination o f all levels regardless o f the accuracy achieved at the first level. The 
reason is that the combination o f different levels always generates higher accuracy than 
single levels and the combination o f more number of levels generally achieves better 
results than lesser number of levels. However, as mentioned earlier, we need to be 
careful in making decision on how far decomposition levels should be carried out. The 
sub-images very close to the highest level may not provide useful spatial frequency 
information for better accuracy.
2.5.2.5 Conclusion
The highest accuracy (93%) found in the classification o f 33x33 samples for all 
bands was produced by the urban texture features associated with band-12 and PCA1 
band. However, band-12 seems to be more efficient since it reaches the highest 
accuracy in 2 measures whereas PCA1 reaches the same accuracy only with ASM  
measure. It was observed that individual class performance in the classification varied 
greatly by spectral band and level o f classification hierarchy or combination of different
100
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levels. The highest overall classification accuracies reported in these analyses with the 
33x33 samples generated from band-2, band-6, band-12, and PCA1 band using 
combination o f all four levels were 90%, 88%, 93%, and 93% respectively (Table 2.14). 
It is obvious that the overall accuracies obtained from samples of 33x33 were found to 
be lower than 65x65. That is because larger local window covers more spatial and 
frequency information.
It is apparent from the results for all bands and all measures that overall 
accuracy decreases with increasing level o f decomposition. In other words the higher 
the level o f sub-images we used to compute texture measures for image classification, 
the lower the accuracy we obtained. As discussed earlier, the results may be due to the 
size of higher-level sub-images, which cover lesser spatial frequency information since 
they are just a quarter each of their mother body or their original image before 
decomposition. As discussed before, if the original image has N  pixels, each sub-image 
AJv f ,  D ', / ,  D2, f , D}2, f  will have 2 ' N  pixels (j < 0) atyth level. It is noted that the
accuracy trend curve according to level of decomposition found in this contribution is 
similar to the human detection accuracy curve demonstrated by Hodgson (1998) and the 
empirical general histogram distance index reported by Pesaresi (2000).
It can be expected that the accuracy obtained from sub-image at higher level 
may be slightly higher than its mother body. However, that is a very rare case and there 
is no significantly different accuracy between two different levels in such kind of 
situation. Most o f the time, the accuracy of lower-level sub-images exceeded that of 
higher-level sub-images. We can also draw a general conclusion for all bands that the 
overall accuracy for the combination o f different levels is much higher than any single
lot
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level alone. It was also found that the combination o f more number o f levels yielded 
much higher accuracy than that of combination o f lesser number o f levels. The accuracy 
usually increases when using more number o f levels. Again, the highest accuracy found 
in the overall classifications was produced by the combination o f //, /?, and /?. However, 
as discussed earlier the sub-images at higher level close to maximum may not provide 
much spatial/frequency information and they may not provide better accuracy may even 
lead to poorer accuracy. It is difficult to make a decision on which category is the most 
reliable among all land-cover classes since both the user’s and producer’s accuracies for 
all classes vary with the use of measure and the level of decompostion and the 
combination o f different levels.
It was originally thought that ENT would characterize the textures of urban areas 
more efficiently than the others. What has been observed is that other texture measures, 
in certain situations, produce slightly higher accuracy than ENT measure. However, it is 
important to note that there is no significant difference in accuracies among all 
measures. Moreover, samples generated from band-2 produced the lowest accuracies for 
2 single levels and combination of all levels: 62% at //, 40% at T, 73% for // - h, and 
82% for // -/?. It can be noted from Table 2.49 that texture features in samples derived 
from band-2 are relatively weak compared to the others in identifying land cover types. 
Most of the accuracies found in the combination of 3 levels exceed 85% accuracy, 
which is the minimum requirement for most o f the resource management and 
applications (Townshend, 1981). From the above findings, we can also draw a general 
conclusion that all measures used in this study are fairly equally efficient.
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Table 2.14 Classification o f  33x33 samples using standard decomposition technique
Overall accuray (%)
Bands L NSI LOG
(Measures) 
SHAN ENT ASM
Band-2 (visible) / / 4.0 61.7 70.0 71.7 71.7
12 4.0 40.0 66.7 68.3 70.0
h 4.0 45.0 41.7 48.3 43.3
h - h 8.0 73.3 81.7 90.0 83.3
h - h 12.0 81.7 83.3 90.0 85.0
Band-6 (near infrared) I / 4.0 68.3 75.0 70.0 76.7
h 4.0 53.3 68.3 63.3 68.3
h 4.0 55.0 50.0 56.7 50.0
h - h 8.0 78.3 78.3 80.0 76.7
h - h 12.0 88.3 83.3 88.3 86.7
Band-12 (thermal) h 4.0 81.7 73.3 80.0 73.3
12 4.0 65.0 65.0 60.0 65.0
h 4.0 45.0 46.7 43.3 46.7
h - h 8.0 85.0 90.0 86.7 90.0
h - h 12.0 90.0 93.3 90.0 93.3
PCAl I, 4.0 75.0 71.7 78.3 70.0
12 4.0 55.0 61.7 60.0 63.3
h 4.0 50.0 41.7 40.0 40.0
h - h 8.0 90.0 86.7 86.7 86.7
h - h 12.0 90.0 90.0 88.3 93.3
L = wavelet decomposition level; NSI = number o f sub-images.
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2.5.3 Image Classification with 33x33 Samples Generated from Band-6 Using
Different Decomposition Procedures
The performance of standard decomposition technique with 33x33 samples 
generated from band-6 were evaluated and discussed in the previous section. However, 
the most significant texture information in different direction is found in high frequency 
sub-images. It could be expected that detail sub-images contain better texture 
infomiation. Zhu and Yang (1998) demonstrated that the information obtained from the 
decomposition o f horizontal image were more efficient than the standard decomposition 
technique. They carried out further decomposition in the horizontal sub-image and 
called it the best resolution wavelet decomposition. It is believed that detailed textures 
in all high frequency images may be equally important since they represent edges in 
three different orientations. Thus, further decomposition is carried out with the 
horizontal, vertical, and diagonal detail sub-images. Samples of 33x33 generated from 
band-6 were selected to evaluate the performance of different wavelet decomposition 
approaches: the horizontal, vertical, and diagonal decompositions. Standard 
decomposition procedure with samples o f the same size generated from band-6 was 
performed and evaluated in the previous section. Hence, only the details decomposition 
approaches applied to the 33x33 samples are discussed here in this section. However, 
comparison of the results and accuracies produced by all approaches are summarized 
and discussed in the conclusion.
2.5.3.1 Results of 33x33 Samples Generated from Band-6 Using the Horizontal 
Decomposition Procedure
The overall classification accuracies obtained in this classification at each level 
and combination o f different levels was similar to the standard decomposition
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technique. The highest overall classification accuracy (87%) reported in these analyses 
was produced by combination o f three levels with the use o f LOG measure (Table 2.15) 
It is a little unusual since the LOG measure was not so efficient compared to the others 
in the previous analyses.
It is interesting to note that the highest overall classification accuracy obtained
in this analysis is lower than the highest accuracy obtained in the standard technique.
This finding was not consistent with the remote sensing image texture analysis reported
by Zhu and Yang (1998), where they found the accuracy obtained by horizontal
decomposition was superior to the standard decomposition technique. However, there
was no significant difference between the overall accuracy obtained from the standard
technique and the horizontal decomposition approach in their study. That might be due
to a number o f reasons such as local window size, resolution of the image data, nature
of the study area, and classes selected. It is believed that local window size may be the
key factor, which affects the differences in accuracies. From Figure 2.20, we can see the
same trend in overall accuracy as we have seen in the previous analyses. It is again
observed that sub-images at higher decomposition level produces lower accuracy.
2.5.3.2 Results of 33x33 Samples Generated from Band-6 Using the Vertical 
Decomposition Procedure
As discussed earlier the most significant texture information in different orientation is 
found in high frequency sub-images. It is believed that detailed textures in all high 
frequency images are equally important since they represent edges in three different 
orientations. In order to make comparisons among different decomposition approaches, 
vertical details were also decomposed and evaluated. The same samples used in the 
standard and horizontal decomposition techniques were used in this analysis.
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1 68.3 75.0 70.0 76.7
2 61.7 68.3 61.7 68.3
3 48.3 56.7 56.7 58.3
1 -2 81.7 75.0 73.3 76.7
1 -3 86.7 78.3 76.7 76.7
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Figure 2.20. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using horizontal decomposition 
approach for band-6 (33x33).
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The overall classification accuracies obtained in this classification at each level 
and combination o f different levels were also similar to the standard decomposition 
technique. The highest overall classification accuracy (87%) reported in these analyses 
was produced by combination of three levels with the use of the SHAN measure (Table 
2.16). The highest overall classification accuracy obtained in this analysis is also lower 
than the highest accuracy obtained in the standard technique. By far, the standard 
approach is superior to both horizontal and vertical decomposition techniques.
Again, we can see the same trend in overall accuracy as we have seen in the 
previous analyses. The overall accuracy also decreases with increasing level of 
decomposition. From Figure 2.21, we can draw the same conclusion that the overall 
accuracy for the combination of different levels is much higher than any single level 
alone.
2.5.3.3 Results of 33x33 Samples Generated from Band-6 Using the Diagonal 
Decomposition Procedure
To evaluate performance among different decomposition approaches, diagonal 
details were also decomposed and analyzed. The same samples used in the standard, 
horizontal, and vertical decomposition techniques were used in this analysis. The 
overall classification accuracies obtained in this classification at each level and 
combination of different levels were also similar to the standard decomposition 
technique. The highest overall classification accuracy (80%) reported in these analyses 
was produced by combination of three levels with the use o f the LOG or ENT  measure 
(Table 2.17). The highest overall classification accuracy obtained in this analysis is 
lower than the highest accuracy obtained in all other techniques. This analysis 
concludes that the standard approach is superior to details decomposition procedures:
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1 68.3 75.0 70.0 76.7
2 45.0 51.7 51.7 51.7
3 45.0 43.3 43.3 45.0
1 -2 70.0 75.0 80.0 75.0
1 -3 80.0 86.7 81 7 83.3
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Figure 2.21. Overall accuracy for LOG. SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using vertical decomposition 
approach for band-6 (33x33).
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horizontal, vertical, and diagonal decompositions. It is interesting to note that 
combination o f 3 levels with the SHAN  measure produces lower accuracy than that of 
combination of 2 levels. That may be due to the weaknesses o f spatial frequency 
information captured from diagonal details mother body.
Again, we can see the same trend in overall accuracy as we have seen in the 
previous analyses. The overall accuracy also decreases with increasing level of 
decomposition (Figure 2.22). It can also be observed that the overall accuracy for the 
combination o f different levels is much higher than any single level alone.
2.S.3.4 Conclusion
The highest overall accuracy (88%) found in the classifications was achieved by 
the standard decomposition approach with the LOG or ENT  measure. This result was 
not consistent with the remote sensing texture analysis reported by Zhu and Yang 
(1988), where they found the accuracy obtained by horizontal decomposition was 
superior to the standard decomposition technique. They called the approach the best- 
resolution wavelet decomposition in their study. However, there is no significant 
difference between the overall accuracy obtained from the standard technique and the 
horizontal decomposition approach in this study as well as in their study. The second 
highest overall accuracy (86%) was produced by the horizontal decomposition with the 
LOG measure and the vertical decomposition with the SHAN measure.
From Table 2.18 it can be noted that the overall accuracy with 3 levels for the 
standard decomposition range from 83 percent to 88 percent, the horizontal 
decomposition from 77 percent to 87 percent, the vertical decomposition from 80 
percent to 87 percent, and the diagonal decomposition from 73 percent to 80 percent. As
ill
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1 68.3 75.0 70.0 76.7
2 46.7 65.0 66.7 66.7
3 45.0 50.0 50.0 50.0
1 - 2 78.3 76.7 76.7 76.7
1 -3 80.0 73.3 80.0 78.3
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Figure 2.22. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination o f different levels using diagonal decomposition 
approach for band-6 (33x33).
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expected earlier, the diagonal decomposition approach provided the lowest overall 
accuracy. This result may be due to the weakness o f textures in diagonal direction 
captured by the measures. It was noticed earlier that the textures in diagonal detail sub­
images were slightly weak or did not characterize the edges of the objects and features 
as compared to other details when visually observed the edges o f textures in all three 
detailed sub-images. The highest overall accuracy and the lowest accuracy found in the 
diagonal decomposition approach were 80% and 70%. From Figure 2.23, we can draw a 
general conclusion that the standard decomposition gives better discrimination result 
than other decomposition approaches. It can be observed that some algorithms remain 
below the minimum mapping accuracy of 85 percent (Townshend, 1981) required for 
most resource management applications. One final result o f interest concerns the lack of 
consistency in overall classification associated with the use of measures. Individual 
performance in the classification varies by the choice o f decomposition approach and 
the use o f measures. Hence, it is hard to draw a straightforward conclusion on which 
approach in combination with which texture measure is the most efficient in extracting 
urban features in this analysis at this point.
Figure 2.17, 2.20, 2.21, and 2.22 confirm that the accuracy decreases with 
increasing level o f decomposition and combination of more number o f levels improves 
the accuracy significantly. It was originally thought that the horizontal decomposition 
would provide better accuracy than that of diagonal decomposition approach. What has 
been observed is that the vertical decomposition produced higher accuracy than 
horizontal decomposition when using SHAN or ENT or ASM. However, it should not be 
assumed that the overall accuracy obtained by the vertical decomposition would always
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be higher than that o f horizontal accuracy. It is important to note that the spatial 
dependence o f variability in digital values may have a directional component (Lark, 
1996) such that more variation is seen in one direction than another. It may be due to 
more pronounced anisotropy textures in vertical direction. The results may vary due to 
the size o f window, choice of the texture measures, type of classes, resolution o f the 
image, nature of textures, selection of wavelet decomposition approach, and type of 
wavelet transform. They can be considered as the sources o f error or uncertainty in the 
application of image texture to urban land-cover classification using wavelet transform 
approach.
Future research is required to increase the number of testing samples and include 
more mixed boundary features. In this research the samples were randomly selected 
from the homogeneous texture regions. It is obvious that they are true representative 
samples o f the selected land cover classes. As discussed earlier mixed boundary 
features are referred to as samples covering two or more complex texture features. It is 
recommended that, in additional to the training samples, more detailed evaluation 
should be carried out by increasing the local window size gradually. More importantly, 
a new and more efficient wavelet transforms need to be tested with similar procedure 
developed in this research. It is again hard to make a decision on which category is the 
most reliable among all land-cover classes since both the user’s and producer’s 
accuracies for all classes vary with the use of measure, the level o f decompostion and 
the combination of different levels.
As mentioned earlier the transform technique employed in this study is the 
simplest and the oldest o f all wavelet transforms and it is widely known and generally
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Table 2.18 Classification o f  33x33 samples generated from band-6 using different
decomposition techniques
Overall accuray (%)
Approach L NSI LOG
(Measures)
SHAN ENT ASM
D1 11 4 68.3 75.0 70.0 76.7
12 4 53.3 68.3 63.3 68.3
h 4 55.0 50.0 56.7 50.0
8 78.3 78.3 80.0 76.7
h - h 12 88.3 83.3 88.3 86.7
D2 h 4 68.3 75.0 70.0 76.7
12 4 61.7 68.3 61.7 68.3
h 4 48.3 56.7 56.7 58.3
h - h 8 81.7 75.0 73.3 76.7
I , - I s 12 86.7 78.3 76.7 76.7
D3 I , 4 68.3 75.0 70.0 76.7
Is 4 45.0 51.7 51.7 51.7
h 4 45.0 43.3 43.3 45.0
h - I s 8 70.0 75.0 80.0 75.0
1 , . I s 12 80.0 86.7 81.7 83.3
D4 I, 4 68.3 75.0 70.0 76.7
h 4 46.7 65.0 66.7 66.7
h 4 45.0 50.0 50.0 50.0
h - h 8 78.3 76.7 76.7 76.7
h - h 12 80.0 73.3 80.0 78.3
D1 = standard decomposition; D2 = horizontal decomposition, D3 = vertical 
decomposition; D4 = diagonal decomposition; L = wavelet decomposition level; NSI = 
number o f sub-images.
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Figure 2.23. Comparisons o f overall accuracies obtained from four different 
decomposition approaches with band-6 (33x33) using combination o f  4 levels. D1 = 
standard decomposition; D2 = horizontal decomposition, D3 = vertical decomposition; 
0 4  = diagonal decomposition
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considered least efficient (see Misiti et al. (1996) or Strand and Nguyen (1997) for 
several wavelet transforms for comparisons). There are a number o f  more sophisticated 
and efficient wavelet transforms compared to Haar transform (Figure 2.1 and 2.5).
Test o f these new transforms with the use o f new measures to overcome the 
problem areas and smaller size o f windows as well as more number o f land-cover 
classes will be important areas o f research for further improving the performance of 
wavelet transform based texture analysis and classification.
A major barrier to improving classification accuracies in image classification 
involving spatial features extracted from local neighborhoods (pixel windows) is the 
lack of methods in reducing the misciassification that occurs at boundaries o f different 
classes (Gong, 1994). Future work should also include how one could include a sample, 
which covers two or more features and identify as a representative sample of a 
particular class before classification.
2.5.4 Image Classification with 17x17 Samples Using the Standard Decomposition 
Procedure
It was proven in the previous analyses with 33x33 samples that the standard 
decomposition approach was the most efficient among all decomposition approaches. 
For that reason, the standard decomposition was the only approach employed in this 
analysis to evaluate the discriminant power o f texture measures when using 17x17 
samples. Using the standard decomposition procedure, linear discriminant analysis was 
carried out for six types o f 17x17 texture samples generated from band-2, band-12, 
PCA1 and band-6. The performance of 33x33 local window size was discussed and 
evaluated using different decomposition approaches in the previous section. As 
expected the overall accuracy produced by 33x33 local window size were found to be
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low compared to 65x65 samples. However, it is understood that smaller samples are
more desirable since larger samples or larger local window size tends to cover more
texture features, which can consequently lead to poorer accuracy especially in areas
transition from one class to another. In other words, the smaller the window size the
more desirable it is in texture classification for better accuracy. However, larger
window may capture more spatial frequency information and consequently produce
better accuracy in controlled environment. Problem areas in this case are referred to as
samples covering two or more complex texture features. It was expected before that
17x17 samples would produce significantly lower accuracies than 33x33 samples. As
different texture appearances in different bands of the same areas were observed earlier,
multi-band approach was introduced in this analysis. Accuracy table was generated for
separate levels and combination of different levels for all measures: LOG, SHAN, ENT,
and ASM. Wavelet decomposition was performed up to 2 levels with 17x17 samples.
The decomposition levels are denoted by // and /?, in the classification.
2.5.4.1 Results of 17x17 Samples Generated from Band-2 Using the Standard 
Decomposition Procedure
Using the standard decomposition procedure, linear discriminant analysis was 
carried out for six types of 17x17 texture samples generated from band-2. Table 2.19 
shows the accuracy of the classes of urban land cover by linear discriminant analysis on 
the decomposed sub-images at two separate levels and combination of different levels 
using the LOG, SHAN, ENT, and ASM  measures.
In the standard decomposition procedure over all classes for band 2, the 
combination o f 2 levels with SHAN or ASM  achieved the highest accuracy of 77%. The 
lowest accuracy (60%) in this analysis was found to be associated with the LOG
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Level LOG SHAN ENT ASM
1 48.3 68.3 65.0 70.0
2 36.7 48.3 40.0 50.0
1 - 2 60.0 76.7 71.7 76.7
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Figure 2.24. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination o f different levels using standard decomposition 
approach for band-2 (17x17).
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measure. Again, we can see the same trend in overall accuracy as we have seen in the 
previous analyses. The overall accuracy also decreases with increasing level o f 
decomposition. From Figure 2.24, we can draw the same conclusion that the overall 
accuracy for the combination o f 2 levels is much higher than any single level alone. 
However, the accuracy was lower than those produced by 33x33 samples.
2.5.4.2 Results of 17x17 Samples Generated from Band-6 Using the Standard 
Decomposition Procedure
Table 2.20 shows the accuracy of the classes of urban land cover by linear 
discriminant analysis on the decomposed sub-images at two separate levels and 
combination of different levels using LOG, SHAN, ENT, and ASM.
In the standard decomposition procedure over all the classes for band 6, LOG 
achieved the highest accuracy o f 78%. It was interesting to note that the ENT and SHAN 
measures produced the lowest overall accuracy (73%) in this analysis. The same trend is 
evident in this analysis. The overall accuracy also decreases with increasing level of 
decomposition. From Figure 2.25, we can draw the same conclusion that the overall 
accuracy for the combination o f 2 levels is much higher than any single level alone. The 
highest overall accuracy was achieved by band-6 with the LOG measure.
2.5.4.3 Results of 17x17 Samples Generated from Band-12 Using the Standard 
Decomposition Procedure
Table 2.21 shows the accuracy of the classes o f urban land cover by linear 
discriminant analysis on the decomposed sub-images at two separate levels and 
combination o f different levels using LOG, SHAN, ENT, and ASM.
In the standard decomposition procedure over all the classes for band 12, ASM  
with the combination of 2 levels achieved the highest accuracy of 73%. The LOG
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




Level LOG SHAN ENT ASM
1 61.7 65.0 56.7 65.0
2 58.3 58.3 56.7 50.0
1 - 2 78.3 73.3 73.3 75.0
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Figure 2.25. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for band-6 (17x17).
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Level LOG SHAN ENT ASM
I 55.0 66.7 56.7 66.7
2 46.7 45.0 51.7 43.3
1 -2 63.3 75.0 66.7 73.3
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Figure 2.26. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination o f different levels using standard decomposition 
approach for band-2 (17x17).
126
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
measure again produced the lowest accuracy (63%) in this analysis. The highest 
accuracy achieved by texture features in band-12 for the combination o f 2 levels was 
lower than band-2. However, the lowest accuracy yielded by band-12 was higher than 
band-2. We can also see the same trend in overall accuracy as we have seen in the 
previous analyses. The overall accuracy also decreases with increasing resolution. From 
Figure 2.26, we can draw the same conclusion that the overall accuracy for the 
combination of 2 levels is much higher than any single level alone. However, the 
accuracy was lower than those produced by 33x33 samples.
2.5.4.4 Results of 17x17 Samples Generated from PCA1 Band Using the Standard 
Decomposition Procedure
Table 2.22 shows the accuracy of the classes o f urban land cover by linear 
discriminant analysis on the decomposed sub-images at two separate levels and 
combination of different levels using LOG, SHAN, ENT, and ASM.
In the standard decomposition procedure over all the classes for PCA1, LOG 
and ASM  achieved the highest accuracy of 73%. The SHAN measure produced the 
lowest accuracy (68%) in this analysis. From Figure 2.27, we can draw the same 
conclusion that the overall accuracy for the combination o f 2 levels is much higher than 
any single level alone.
2.5.4.5 Conclusion
Table 2.23 shows the accuracy of the classes of urban land cover by linear 
discriminant analysis of wavelet transformed images at two separate levels and 
combination of different levels using LOG, SHAN, ENT, and ASM  for all bands.
In the standard decomposition procedure over all the classes for all bands, band-6 with 
the LOG measure achieved the highest accuracy of 78%. From Figure 2.28, it is learned
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Level LOG SHAN ENT ASM
1 51.7 66.7 63.3 66.7
2 46.7 45.0 51.7 45.0
1 - 2 73.3 68.3 71.7 73.3
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Figure 2.27. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for PCA1 band (17x17).
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that ASM  seems to be the best measure since it is consistently efficient and sensitive to 
texture features in all bands. It is interesting to note that band-2 is the only band which 
produces the lowest overall accuracy at level-1, level-2, and combination of 2 levels. 
The ENT  and SHAN  measures produced the lowest accuracy (73%) in this analysis. A 
definite trend is evident in all bands that the overall accuracy decreases with increasing 
resolution. It is observed that the overall accuracy trend according to level of 
decomposition found in this contribution is similar to the human detection accuracy 
curve demonstrated by Hodgson (1998) and the empirical general histogram distance 
index reported by Pesaresi (2000). In conclusion, the overall accuracy is lower than 
those produced by larger samples and the highest accuracy does not reach the standard 
acceptable accuracy (Townshend, 1981) o f 85%. It is again hard to make a decision on 
which category is the most reliable among all land-cover classes since both the user’s 
and producer’s accuracies for all classes vary with the use o f measure, the level of 
decompostion and the combination of different levels.
2.5.5 Multi-band Approach for Image Classification with 17x17 Samples Using the 
Standard Decomposition Procedure
By observing the spectral reflectance characteristics o f vegetation, soil, and 
water, we should recognize that these broad feature types are normally spectrally 
separable. However, the degree of separation between types is a function o f “where we 
look” spectrally. For example, water and vegetation might reflect nearly equally in 
visible wavelengths, yet these features are almost always separable in near-infrared 
wavelengths (Lillesand and Kiefer, 1994). It has been observed that textures o f the same 
area in different bands (e.g., visible, reflected infrared, and thermal infrared) are 
different in terms of spatial variation, contrast, smoothness, and coarseness due to
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variation in the spectral response pattern of earth surface features to different spectral 
wavelengths. Figure 2.28 shows the differences in texture features o f the same area in 
three different bands: band-2, band-6 and band-12. Since different texture appearances 
o f the same area in different bands were observed and samples of 17x17 did not achieve 
the satisfactory accuracy, multi-band approach was introduced for texture analysis and 
classification of urban features in this study. This approach was performed with 17x17 
samples using the standard decomposition procedure.
2.S.5.1 Combination of Band-6 and Band-12
By visual observation, texture appearances in channel-2 seemed to be weaker 
than other 2 channels: channel-6 and channel-12. Since channel-6 and channel-12 
seemed to perform better than band-2 as we observed in the previous single band 
approaches, linear discriminant analysis with combination of those 2 bands was carried 
out to improve the classification accuracy of 17x17 samples. The highest accuracy 
(92%) achieved in the classification was produced by combination o f 2 levels with the 
LOG or ENT measure. The same trend is evident in Figure 2.29 that higher levels 
produce the lower accuracies. Clearly, multi-band approach significantly improves the 
overall accuracy. It can be observed from the Table 2.24 that SHAN or ASM  measure 
produces the lowest accuracy (87%) among the measures with combination o f 2 levels. 
However, the lowest accuracy found in combination of 2 levels exceeds the standard 
acceptable accuracy.
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Table 2.23. Classification o f 17x17 samples using standard decomposition
Overall accuray (%)
Bands L NSI LOG
(Measures) 
SHAN ENT ASM
Band-2 (visible) / / 4.0 48.3 68.3 65.0 70.0
12 4.0 36.7 48.3 40.0 50.0
I , 8.0 60.0 76.7 71.7 76.7
Band-6 (near infrared) / / 4.0 61.7 65.0 56.7 65.0
12 4.0 58.3 58.3 56.7 50.0
h . 1: 8.0 78.3 73.3 73.3 75.0
Band-12 (thermal) / / 4.0 55.0 66.7 56.7 66.7
12 4.0 46.7 45.0 51.7 43.3
h - h 8.0 63.3 75.0 66.7 73.3
PCA1 h 4.0 51.7 66.7 63.3 66.7
12 4.0 46.7 45.0 51.7 45.0
h - h 8.0 73.3 68.3 71.7 733
technique 
L = wavelet decomposi ion level; NSI = number o f sub-images.
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■Band-2 (visible) ■ Band-6 (near infrared) ■  Band-12 (thermal) q PGA1
Figure 2.28. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against four 
different bands using standard decomposition approach with combination o f 2 levels 
(17x17).
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Table 2.24 Classification o f  17x17 samples from the combination o f  band-6 and band-






1 80.0 83.3 78.3 83.3
2 65.0 58.3 65.0 60.0
1 - 2 91.7 86.7 91.7 86.7
134
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
100.0









- e - L O G  - B - S H A N  — 6 — E N T  - * — A S M
Figure 2.29. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for the combination of band-6 and band-12 (17x17).
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2.5.5.2 Combination of Band-2, Band-6, and Band-12
It was anticipated that additional band would further improve the overall 
accuracy o f texture analysis and classification. Taking advantage o f different textural 
information o f the same area in different spectral regions, finally combination of all 
three bands: band 2 (0.52-0.60 pm), band 6 (0.76-0.90 pm), and band 12 (9.60-10.20 
pm) was introduced and evaluated. Again, the same trend is evident in Figure 2.30. The 
highest accuracy (98%) achieved in the classification was produced by combination of 2 
levels with SHAN  measure. Clearly, combination of 3 bands significantly improves the 
overall accuracy. The second highest accuracy (97%) was produced by combination of 
2 levels with LOG or ENT or ASM  measure (Table 2.25). It is important to note that the 
overall accuracy produced by all measures at the first level exceeds the standard 
acceptable accuracy (85%).
2.5.5.3 Conclusion
Tables 2.26 shows the accuracy o f the classes of urban land cover by linear 
discriminant analysis of wavelet transformed images at two separate levels and 
combination o f different levels using LOG, SHAN, ENT, and ASM  for combination of 
band-6 and band-12, and combination o f all three bands. Clearly, multi-band approach 
significantly improves the overall accuracy. It is evident from Figure 2.31 that overall 
classification accuracies produced by multiband approach: combination o f all 3 bands 
and combination o f 2 bands for all measures are higher than those produced by single 
bands. This is true for all single levels and combination o f 2 levels.
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Table 2.25 Classification o f  17x17 samples from the combination o f  band-2, band-6,
and band-12 using standard decomposition technique
Overall accuracy (%)
Decomposition (Measure)
Level LOG SHAN ENT ASM
1 88.3 91.7 88.3 93.3
2 73.3 71.7 75.0 68.3
1 - 2 96.7 98.3 96.7 96.7
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Figure 2.30. Overall accuracy for LOG, SHAN, ENT, and ASM  plotted against separate 
decomposition level and combination of different levels using standard decomposition 
approach for the combination of band-2, band-6, and band-12 (17x17).
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In the standard decomposition procedure with multi-band approach, 
combination o f all 3 bands with SHAN  measure achieved the highest accuracy o f 98%. 
Combination o f band-6 and band-12 with SHAN  or ASM  produced the lowest accuracy 
(87%) for combination o f 2 levels. However, all accuracies yielded by combination o f 2 
bands for 2 levels exceed the standard acceptable accuracy (Townshend, 1981) o f 85%. 
More importantly it was observed that combination o f 3 bands at level 1 for all 
measures also exceeds the above minimum required accuracy. A definite trend is again 
evident in the Figure 2.31 that accuracy decreases with increasing resolution and 
combination of 2 levels produces higher accuracy than all single levels. Future studies 
will further examine the influence of window size with the use of other measures and 
their impact on classification accuracy. It is important to note that samples used in this 
study were randomly selected from homogeneous texture features and a sample having 
2 or more texture features were not considered. Hence, it is recommended that mixed 
boundary features or problem areas, which can be referred to as samples covering 2 or 
more complex features be included in future research. It is understood that inclusion of 
samples covering 2 or more texture features would definitely degrade the overall 
classification accuracy of texture features. The results from such future analysis can 
then be expected to be much closer to the real world situation. It is strongly believed 
that other more efficient wavelet transforms would definitely improve the accuracy 
especially in the problem areas. Hence, other wavelet transform methods need to be 
examined and evaluated for higher classification accuracy in future research.
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Table 2.26 Classification o f  17x17 samples generated from multi-band approach using
standard decomposition technique
Overall accuray (%)
Bands L NSI LOG
(Measures) 
SHAN ENT ASM
Band-6+12 I , 4.0 80.0 83.3 78.3 83.3
12 4.0 65.0 58.3 65.0 60.0
h - h 8.0 91.7 86.7 91.7 86.7
Band-2 + 6 + 1 2 I , 4.0 88.3 91.7 88.3 93.3
12 4.0 73.3 71.7 75.0 68.3
h - h 8.0 96.7 98.3 96.7 96.7
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Figure 2.31. Overall accuracy for SHAN, ENT, and ASM  plotted against different band 
combinations with separate decomposition level and combination o f different levels 
(17x17).
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CHAPTER 3 
FRACTAL ANALYSIS AND SPATIAL AUTOCORRELATION METHODS
3.1 Introduction
One of the objectives o f this study is to compare how wavelet transforms 
perform among the existing textural methods, including the fractals and spatial 
autocorrelation in characterizing texture features o f urban areas in high-resolution 
image data. In order to facilitate the comparison with the results o f wavelet analysis, the 
fractal dimension and spatial autocorrelation statistics were computed for the same 
samples (65x65) generated from band-6 used in wavelet analysis.
A fractal is an object whose shape is independent of the scale at which it is 
regarded, also referred to as “self-similarity” (Turcotte, 1992). Mandelbrot (1967, 1975, 
1977, 1982) developed fractal geometry as a new mathematical basis for characterizing 
complex scale-invariant natural patterns. The original definition o f fractal as stated by 
Mandelbrot (1982) is -  a set for which the Hausdorff-Besicovitch dimension strictly 
exceeds the topological dimension. It seems to provide extremely useful concept in the 
analysis of fractal mathematical constructs and chaotic systems. Since the advent of 
Mandelbrot’s works, fractal analysis has received a lot o f attention from researchers in 
identifying and understanding the process of natural phenomena. Fractal dimension can 
be viewed as a measure o f irregularity or heterogeneity of spatial arrangements in many 
physical processes.
Lam (1990) noted that fractals offer significant potential for improvement of 
measurement and analysis o f spatially and spectrally complex remotely sensed images. 
The fractal dimension of remotely sensed data could yield quantitative insight on the
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spatial complexity and information content contained within these data. Thus, remotely 
sensed data acquired from different sensors and at differing spatial and spectral 
resolutions could be compared and evaluated based on fractal measurements (Jaggi, et 
al., 1992).
Quattrochi et al. (1997) and Lam et al. (1998) developed and applied a software 
package known as the Image Characterization and Modeling Systems (ICAMS) to 
explore how fractal dimension is related to surface texture and how spatial resolution 
affects the computed fractal dimension of ideal fractal sets by using the isarithm method 
(Lam and De Cola, 1993), the variogram (Mark and Aronson, 1984), and the triangular 
prism methods (Clarke, 1986). de Jong and Burrough (1995) and Atkinson (1995) 
analyzed variograms of remotely sensed measurements to quantitatively describe the 
spatial patterns. Variogram interpretation o f satellite data was also carried out by a 
number o f researchers (Woodcock et al., 1988a; Woodcock et al., 1988b; Webster et 
al., 1989; Webster et al., 1992; and St-Onge and Cavayas, 1995). Emerson et al., (1999) 
analyzed the spatial autocorrelation of images such as Moran’s /  and Geary’s C to 
observe the differing spatial structures of the smooth and rough surfaces.
The application of the fractal definition to natural objects has proven more 
problematic in that the infinite and infinitesimal scaling limits required for the 
Hausdorff-Besicovitch dimension are unattainable in natural systems. This has left 
many natural scientist asking, “Over what range o f scales must an object satisfy the 
fractal dimension in order to be considered fractal?” Mandelbrot’s revised definition 
(Feder, 1988) -  a fractal is a shape made of parts similar to the whole in some way -
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being considerably more open has only increased the confusion regarding the 
application o f fractals to natural objects.
A number of studies have been carried out to evaluate the performance of 
fractals to characterize texture features in remotely sensed images. Lovejoy and 
Schertzer (1990) studied the multi-fractal analyses of satellite and radar images o f cloud 
and rain fields. In their studies, the patterns o f interest are distinguishable from the 
background, and there is only one (or at most a few) proposed pattern-forming process 
operating over the entire measurable range of scales. For example, rain and cloud fields 
are thought to be formed by a random multiplicative cascade process (Lovejoy and 
Schertzer, 1990). Novikov and Raizer (1992) explored the quantification o f ocean wave 
breaking patterns. Previous attempts at using the fractal dimension to quantify Landsat 
TM images o f land resources were concerned with the scaling characteristics of sets 
constructed from satellite images (De Cola, 1989). Lam (1990) used the isarithm 
method to demonstrate that different land-use types possess textures o f different fractal 
dimension values. De Jong and Burrough (1995) used the fractal approach to classify 
vegetation types in remotely sensed images. Lam et al. (1998) demonstrated how fractal 
analysis can be applied to characterizing temporal differences in remote sensing images 
for environmental assessment and measurement. They described the need for spatial 
indices, such as fractal dimension, in revealing the spatial characteristics o f the images. 
While these analyses demonstrate the potential o f fractal geometry in characterizing 
texture features in remotely sensed images, some researchers (De Jong and Burrough, 
1995; Lovejoy and Schertzer, 1990; Roach and Fung, 1994) argued that the fractal
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analyses o f constructed sets do not provide a complete description of natural scaling 
phenomena.
Despite the lack o f neat and complete characterization of fractals (Mandelbrot, 
1987), many studies have used fractal geometry as a basis to quantify previously 
intractable natural patterns. In most studies, the various fractal estimation techniques are 
adapted to suit the goal o f the research and the available data. The results are usually 
preceded by stating the limitations o f the fractal estimation technique (Roach and Fung, 
1994). Mandelbrot (1995) reported that dimensions are very far from providing a 
complete fractal characterization o f a set's texture. Moreover, different fractal sets may 
share the same fractal dimension and have strikingly different textures (Mandelbrot, 
1983; Voss, 1986; Dong, 2000).
The fractional Brownian motion technique is incapable o f distinguishing 
between fractional Brownian increment noise and a fractal texture that steadily 
increases in roughness as a function of scale. The blind application of fractal techniques 
to non-fractal anisotropic textures can result in characteristic fractal plots which can be 
falsely interpreted as fractal. It is important to realize that fractal geometry yields only 
information on the average scaling properties o f textures. Consequently, many visually 
different textures can yield similar fractal plots. (Roach and Fung, 1994).
3.2 Fractal Measurement
There has been voluminous literature on the concepts and uses o f fractals since 
Mandelbrot coined the term in 1975 (Mandelbrot, 1983). In geosciences, fractals have 
been used mainly for measuring and simulating spatial forms and processes, and are
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considered an attractive spatial analytical tool (Goodchild and Mark, 1987; Lam and De 
Cola, 1993).
Despite the numerous applications in the last two decades, there are very few 
direct references to the applications in remote sensing (De Cola, 1989; Lam, 1990). A 
number o f algorithms for calculating fractal dimensions have been developed to solve 
various spatial problems (Burrough, 1981; Cliff and Ord, 1981; Goodchild, 1980, 1982; 
Goodchild and Klinkenberg, 1993; Goodchild and Mark, 1987; Krummel et al., 1987; 
Milne, 1991; Lam and Quattrochi, 1992; Mark and Aronson, 1984; Woodcock and 
Strahler, 1987).
Fractals embody the concept of self-similarity, in which the spatial behavior or 
appearance of a system is largely independent o f scale (Burrough, 1993). Self-similarity 
is defined as a property of curves or surfaces where each part is indistinguishable from 
the whole, or where the form of the curve or surface is invariant with respect to scale. 
An ideal fractal (or mono fractal) curve or surface has a constant dimension over all 
scales (Goodchild, 1980), although it may not be an integer value. Theoretically, if the 
digital numbers of a remotely sensed image resemble an ideal fractal surface, then, due 
to the self-similarity property, the fractal dimension of the image will not vary with 
scale and resolution. However, most geographical phenomena are not strictly self­
similar at all scales (Goodchild and Mark, 1987).
A potential use of fractals is the analysis of image texture (De Cola, 1989; De 
Jong and Burrough, 1995). In these situations, it is commonly observed that the degree 
of roughness, or large brightness differences in short spatial intervals, in an image or 
surface is a function of scale and not o f experimental technique. A number of fractal
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algorithms have been programmed into a software package known as the Image 
Characterization and Modeling System (ICAMS) (Quattrochi et al., 1997; Lam et al., 
1998) which was used in this study to explore the texture features o f the study area. 
ICAMS provides the ability to calculate the fractal dimension of remotely sensed 
images using the isarithm method (Lam and De Cola, 1993), the variogram (Mark and 
Aronson, 1984), and the triangular prism methods (Clarke, 1986). Lam, et al. (1997) 
concluded that the variogram method for computing fractal dimension was unsuitable 
for characterizing textures in remotely sensed imagery. They tend to display higher 
dimensionality than topographic surfaces because of the method’s tendency to become 
unstable with increasing surface complexity (Lam, 1990). Studies have shown that 
variograms often do not behave linearly in the log-log plot at all scales. Most surfaces 
therefore are not strictly self-similar and the relationship between variance and distance 
becomes more and more unstable with increasing distance (Mark and Aronson, 1984).
3.2.1 Isarithm
The isarithm method is a two dimensional extension o f the line divider 
method. In the line divider method, the fractal dimension of a curve is measured using 
different step sizes that represent the segments necessary to traverse a curve (Lam and 
De Cola, 1993). For an irregular curve, as step sizes become smaller, the complexity 
and length of the stepped representation o f the curve increases. The fractal dimension D 
is derived from the equation:
D = log N !  log (l/G ) (1)
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where G is the step size and N  is the number o f steps required to traverse the curve. If 
we plot the logarithm of the number of segments needed to traverse a curve for a range 
o f step sizes versus the length o f the curve and perform a linear regression, we get:
logZ, = C +  f5 \o% G ;D = \-/3  (2)
where L is the length of the curve, B is the slope of the regression o f log (number of grid 
cell edges) versus log (step sizes), and C is a constant. Figure 3.1 shows the flowchart 
for the row method by which the fractal dimension of the contours of the image can be 
calculated (adopted from Jaggi, et al., 1993). The isarithm algorithm was run using five 
steps, which provided five samples for computing the linear regression. The algorithm 
failed to return fractal dimension value for some subsets and some bands for higher 
number o f intervals. Finally, an interval o f two was used in this study.
3.2.2 Triangular Prism
This method calculates the surface areas defined by triangular prisms. To use the 
triangular prism method, a remote sensing image is interpreted as being located on a 
grid o f x and y  coordinates. At each coordinate pair, the value of the pixel is interpreted 
as the z  value. Figure 3.2 illustrates this arrangement in detail (adopted from Jaggi, et 
al., 1993). The points E, F, G, H in the figure are the coordinates of the four pixels on a 
square grid. The height of the line MO is the average of the elevations from the comer 
pixels so that: MO = (EA + FB + GC + HD)/4. The vertex o f this line is joined to the 
vertex of each of the four vertical lines. This adjoining of vertices results in a triangular 
prism structure. The prism has four sides formed by joining the vertex o f the center 
vertical line to the vertices of the vertical lines of the four comers. The areas of these
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Analyzing remote-tensing data by fractals
UNE-DIVIDER ROW METHOD
(  Select ana of image for processing )
__________ v ' ' I    *_____
( Find minimum (Z-MIN) snd maximum (Z-MAX) values of pixels in area )  
—  ~  I
f  total no. of isarithm lines = (Z-MAX • Z-MRO/Z-intetval iisrithm-line =0j
^  ............. — ~  I
(  isarithm line-H- isarithm value = Z-MIN + isarithm-line*Z-interval J4 i ■
I
(threshold image area as below(O) or «bove(l) isarithm value and save elements)
No. of edges( for all no. of cells] =■ 0 
For no. of cells » 1 to MAX. CELL SIZE 
For each row 
For each column
 _______if( element[row][col] 1=  clcmenttrow] [col+no. of cells]) no. of edges <
[Do a regression on log(no. of edges )’vs' log( no. of cells) for this isarithm value 
Compute Fractal Dimension for this isarithm value =» (2.0 - slope of legression)
isarithm line » total no. of isanthm lines
Figure 3.1. Flowchart for implementing the isarithm method, (jaggi el al., 1993)
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surfaces can be computed. Hence, for a specific step size, a series o f triangular prisms 
grids are created from the entire image, and their surface areas are calculated. The 
computation is repeated for all steps. The flowchart for the triangular prism method by 
which the fractal dimension of the terrain features of the image can be calculated is 
presented in Figure 3.3 (adopted from Jaggi, et al., 1993). The triangular prism method 
was run using S steps.
3.3 Spatial Autocorrelation Methods
3.3.1 Moran’s /
ICAMS also contains modules for analyzing the spatial autocorrelation of 
images. Moran’s /  and Geary’s C are two indices of spatial autocorrelation which reflect 
the differing spatial structures o f the smooth and rough surfaces. Moran’s I  is calculated 
from the following formula:
"LL'vv,
Kd) = —L— L-n  (6)
^ 5>,2
/
where wy is the weight at distance d  so that = 1 if point j  is within distance d  from 
point /'; otherwise, Wjj = 0; r ’s are deviations (i.e., z\ = y t - > W a n  for variable y), and IT is 
the sum o f all the weights where i * j .  Moran’s I  varies from +1.0 for perfect positive 
correlation (a clumped pattern) to -1.0 for perfect negative correlation (checkerboard 
pattern).
3.3.2 Geary’s C
Geary’s C contiguity ratio, another index of spatial auto-correlation, is similar to 
Moran’s I  but use the formula:
150





Figure 3.2. Coordinate structure for the triangular prism method. (Jaggi et a l 1993)
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TRIANGULAR PRISM METHOD
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(  Find HMUcimium «tep-«i» 2mtx' 5teP"s‘ze = n i= -I )
^  ...................................... ........ I ' "  -  '
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(  Surt from the upper left comer of the tclccied eree i.e row^O and col »0 )
Fonn •  iquare from locations 
(row, col), (row. col+«tcp-»ixc), (row+etep-elic, coh-itep-iize).( row+ttep-aize. col)
C Compute wrfect wee of Ihc cocrttponding triangular prism formed )
(  Total Surface Area( atep-aixe] - f  Surface Are* row uep-aize col +° ttcp-size )
w * n “or col ■ max-step-s
^  Do a regretakm oo log(Tocal Surface Are*) 'v»' log(itep-iize2) ^---------K ^EN eT )
Fractal Dimenaion ■ (2.0 - alooc of retreaaion)_______)
Figure 3.3. Flowchart for implementing the triangular prism method. (Jaggi et al., 1993)
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(« -l)££w (,0'_.y,)2
C (A  =  — H------------------------------------------  (7)
2 fV±zf
I
With the same terms listed above. Geary’s C  normally ranges from 0.0 to 3.0, with 0.0 
indicating positive correlation, 1.0 indicating no correlation, and values greater than 1.0 
indicating negative correlation.
Moran’s I  and Geary’s C differ from the fractal dimension in that the D is 
focused on object shape, size, and tortuosity of the edges of these objects. Moran’s I  and 
Geary’s C are similar to join count statistics, but they operate on interval or ratio scale 
data. These measures do not explicitly consider the shapes and sizes o f objects once the 
weights W,7 in equations (6) and (7) are determined (Emerson et al., 1999).
Moran’s I is preferred because it is less affected by deviation o f the statistical 
assumptions and the index value are more towards common sense (i.e. negative values 
for negative spatial autocorrelation and vice versa). However, they both are basically 
similar measures for characterizing spatial heterogeneity.
All measures mentioned above were applied to the same three square local 
windows used in the wavelet analysis. The computed texture feature value was assigned 
to the center pixel of the respective window. The same training samples, discriminant 
analysis, classification procedure, and accuracy assessment used in the chapter 2 were 
used. ICMAS was used to calculate Moran’s I  and Geary’s C in this study.
3.4 Analysis Procedure
To evaluate the efficiency of the fractal analysis method for texture 
classification, the linear discriminant analysis approach was used. The texture features 
(e.g. fractal dimension value using the isarithm method) o f samples generated from
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band-2, band-6, band-12 and PCA1 were subject to discriminant analysis. As ICAMS 
do not provide fractal dimension values for samples o f 33x33 and 17x17 since the local 
window is too small to capture the self-similarity properties o f features at different 
scales, these samples were excluded in this analysis. Hence, only the 65x65 samples 
generated from the selected bands were used to evaluate the performance of the fractal 
and spatial autocorrelation techniques.
The discriminant analysis was carried out to discriminate between classes of 
urban land cover on the basis of texture measures (variables). For example, the fractal 
dimension values o f samples generated by the isarithm method for band-6 were treated 
as variables to identify features of urban land cover classes. Linear discriminant 
procedure in the Minitab software package was used to investigate the relative 
discriminatory power o f all variables and to determine classification accuracies for 
different variable combinations. The discriminant analysis was carried out to 
discriminate between textural features of urban land cover on the basis of the values 
measured from the fractal methods (isarithm and triangular prism), and spatial 
autocorrelation techniques (Moran’s /  and Geary’s C).
3.5 Results
3.5.1 Image Classification with 65x65 Samples Generated from Band-2
Tables 3.1 (a) to (d) show the error matrices for the discrimination of the classes 
o f urban land cover by linear discriminant analysis on the fractal dimensions (D) and 
spatial autocorrelation values o f the samples derived from band-2. It can be seen from 
the tables that different classes reach their maximum producer’s, user’s, and overall 
accuracies with different techniques. The highest accuracy o f all methods for band 2
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Table 3.1. Error matrices for linear discriminant analysis o f  urban land cover features
using fractal dimensions and spatial autocorrelations o f 65x65 samples generated from
band-2, (a) isarithm method, (b) triangular prism method, (c) M oran’s 7, (d) Geary’s C.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 0 0 2 0 0 80
C 1 9 0 0 0 0 90
F 0 0 6 0 0 4 60
L 1 0 0 5 2 2 50
M 1 1 0 6 1 1 10
W 0 0 5 I 0 4 40
User's accuracy % 73 90 55 36 33 36
Overall accuracy = 55.00 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 0 1 3 0 2 40
C 0 8 0 0 2 0 80
F 0 0 6 0 0 4 60
L 2 1 0 4 3 0 40
M 0 1 0 4 5 0 50
W 0 0 3 0 0 7 70
User's accuracy % 67 80 60 36 50 54
Overall accuracy = 56.67 %
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A c F L M W accuracy %
A 0 4 2 1 2 1 0
C 0 9 0 0 1 0 90
F 0 0 6 1 0 3 60
L 2 0 0 4 4 0 40
M 1 0 0 2 7 0 70
W 0 0 3 1 0 6 60
User's accuracy % 0 69 55 44 50 60
Overall accuracy = 53.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 1 4 2 0 2 1 10
C 0 9 0 0 I 0 90
F 1 0 6 0 0 3 60
L 4 0 0 1 5 0 10
M 2 0 0 1 7 0 70
W 1 0 3 0 0 6 60
User's accuracy % 11 69 55 50 47 60
Overall accuracy = 50.00 %
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was produced by the triangular prism method (57%). It is observed that there is 
significant confusion between residential-1 and residential-2. Geary’s C produced the 
lowest accuracy (50%). Moreover, the lowest producer’s accuracy (0%) and user’s 
accuracy (0%) were also found with agriculture in Moran’s /  method. In general, the 
overall classification accuracy for isarithm, triangular prism, Moran’s /, and Geary’s C 
were found to be 55%, 57%, 53% and 50% respectively. The only highly reliable 
category associated with fractal and spatial autocorrelation technique is commercial in 
this analysis.
3.5.2 Image Classification with 65x65 Samples Generated from Band-6
Tables 3.2 (a) to (d) show the error matrices for the discrimination of the classes 
o f urban land cover by linear discriminant analysis on the fractal dimensions and spatial 
autocorrelation values of the samples derived from band-6. The highest accuracy of all 
methods for band-6 was produced by Moran’s /  and Geary’s C (65%). The water body 
land cover was found to be the most reliable category for the isarithm and triangular 
prism methods whereas residential-1 produced the highest accuracy for Moran’s /  and 
Geary’s C. The lowest producer’s accuracy and user’s accuracy were produced by the 
isarithm and triangular prism methods associated with the residential-1 and residential-2 
land cover.
There is some confusion among the commercial, residential-1, and residential-2 
for the fractal methods. There is also some confusion between agriculture and 
commercial for the spatial autcorrelation methods. The overall classification accuracy 
for isarithm, triangular prism, Moran’s /, and Geary’s C were found to be 52%, 57%,
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Table 3.2. Error matrices for linear discriminant analysis o f  urban land cover features
using fractal dimensions and spatial autocorrelations o f  65x65 samples generated from
band-6, (a) isarithm method, (b) triangular prism method, (c) Moran’s /, (d) Geary’s C.
(a)
Known Class
Predicted Group Membership Producer’s 
accuracy %A C F L M W
A 5 3 0 2 0 0 50
C 2 6 0 0 2 0 60
F 0 0 6 1 0 3 60
L 0 0 2 3 5 0 30
M 2 0 1 4 3 0 30
W 0 0 1 1 0 8 80
User's accuracy % 56 67 60 27 30 73
Overall accuracy = 5 1.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 0 3 0 4 0 30
C 0 5 0 1 4 0 50
F 1 0 9 0 0 0 90
L 4 0 0 2 4 0 20
M 1 2 0 2 5 0 50
W 0 0 0 0 0 10 100
User's accuracy % 33 71 75 40 29 100
Overall accuracy = 56.67 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 5 3 0 0 2 0 50
C 5 3 0 1 I 0 30
F 0 0 7 3 0 0 70
L 0 0 0 9 1 0 90
M 0 0 0 2 8 0 80
W 0 0 3 0 0 7 70
User's accuracy % 50 50 70 60 67 100
Overall accuracy = 65.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 3 0 0 2 0 50
C 5 3 0 1 1 0 30
F 0 0 7 3 0 0 70
L 0 0 0 9 1 0 90
M 0 0 0 2 8 0 80
W 0 0 3 0 0 7 70
User's accuracy % 50 50 70 60 67 100
Overall accuracy = 65.00 %
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65% and 65% respectively. In general, the spatial autocorrelation techniques are more
efficient than the fractal methods with band-6 data
3.5.3 Image Classification with 65x65 Samples Generated from Band-12
Tables 3.3 (a) to (d) show the error matrices, for the discrimination of the classes 
o f urban land cover by linear discriminant analysis on the fractal dimensions and spatial 
autocorrelation values o f the samples derived from band-12. It can also be noted from 
the tables that different land cover classes reach their maximum producer’s, user’s and 
overall classification accuracies with different techniques. The highest accuracy 
o f all methods for band-12 was produced by Moran’s /  and Geary’s C (78%). There is 
significant confusion between agriculture and commercial. The isarithm method 
produced the lowest overall accuracy (40%).
The lowest producer’s accuracy (0%) and user’s accuracy (0%) were produced 
by the isarithm and triangular prism methods associated with the woodland and 
commercial land cover. It is important to note that individual class performance in the 
classification varied greatly by bands and methods used in classification. In general, the 
overall classification accuracy for isarithm, triangular prism, Moran’s /, and Geary’s C 
were found to be 40%, 48%, 78% and 78% respectively. Woodland was found to be one 
o f the most reliable categories (user’s accuracy = 100%, producer’s accuracy = 90%) in 
the triangular prism method and it was found to be the least efficient category (user’s 
accuracy = 0%, producer’s accuracy = 0%) in the isarithm method. It has been observed 
that a class that gives the highest accuracy in one band may give the lowest accuracy in 
the other band while using the fractal approaches. Moreover, a category, which seems to 
be most reliable in one method could produce the lowest accuracy in the other fractal
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Table 3.3. Error matrices for linear discriminant analysis o f  urban land cover features
using fractal dimensions and spatial autocorrelations o f  65x65 samples generated from
band-12. (a) isarithm method, (b) triangular prism method, (c) M oran’s /, (d) Geary’s C.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 1 5 0 1 3 0 10
C 1 5 0 1 3 0 50
F 0 0 0 3 2 5 0
L 0 0 0 7 3 0 70
M 1 2 1 4 2 0 20
W 0 0 0 1 0 9 90
User's accuracy % 33 42 0 41 15 64
Overall accuracy = 40.00 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A I 2 0 6 1 0 10
C 0 0 0 5 5 0 0
F 0 0 9 1 0 0 90
L 3 3 0 3 1 0 30
M 0 4 0 0 6 0 60
W 0 0 0 0 0 10 100
User's accuracy % 25 0 100 20 46 100
Overall accuracy = 48.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 7 2 0 0 1 0 70
C 3 5 0 0 2 0 50
F 0 0 7 3 0 0 70
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 1 0 0 9 90
User's accuracy % 70 71 88 71 75 100
Overall accuracy = 78.33 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 6 3 0 0 1 0 60
C 3 5 0 0 2 0 50
F 0 0 7 3 0 0 70
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 1 0 0 9 90
User's accuracy % 67 63 88 77 77 100
Overall accuracy = 78.33 %
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method using the same band. In general, the spatial autocorrelation techniques are more 
efficient than the fractal methods with band-12 data.
3.5.4 linage Classification with 65x65 Samples Generated from PCA1 Band
Tables 3.4 (a) to (d) show the error matrices for the discrimination o f the classes 
o f urban land cover by linear discriminant analysis on the fractal dimensions and spatial 
autocorrelation values o f the samples derived from PCA1 band. It has also been 
observed that different classes reach their maximum producer’s, user’s and overall 
accuracies with different techniques. The highest accuracy of all methods for band-12 
was produced by Moran’s /  (65%). The triangular prism method produced the lowest 
overall accuracy (50%).
The lowest producer’s accuracies (0%) found in the analysis were produced by 
the isarithm method for residential-2 and the triangular prism method for commercial. 
There are also similar situations observed for some other classes in fractal methods. 
This finding is disappointing since no single individual class accuracy is consistent with 
the methods used. It is hard to make a conclusion on which category is most reliable 
and which category is most problematic since individual class performance in the 
classification varied greatly by the methods used. It is also hard to say the class 
confusion for the same reason. Moreover, residential-2 was found to be the most 
reliable category with the highest producer’s accuracy (80%) in the triangular prism 
method. Residential-1 produced the highest producer’s accuracy (100%) in Moran’s /  
method. From the tables below, we can draw a general conclusion that spatial 
autocorrelation is superior to all fractal methods.
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Table 3.4. Error matrices for linear discriminant analysis o f urban land cover features 
using fractal dimensions and spatial autocorrelations o f 65x65 samples generated from 
PCA1 band, (a) isarithm method, (b) triangular prism method, (c) Moran’s I, (d) 
Geary’s C.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M w accuracy %
A 6 1 0 1 2 0 60
C 2 3 0 2 3 0 30
F 0 0 7 2 0 1 70
L 0 0 1 8 I 0 80
M 3 2 0 5 0 0 0
W 0 0 0 0 0 10 100
User's accuracy % 55 50 88 44 0 91
Overall accuracy = 56.67 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 1 1 0 6 2 0 10
C 0 0 0 6 4 0 0
F 0 0 8 1 0 1 80
L 3 2 0 5 0 0 50
M 2 0 0 0 8 0 80
W 0 0 2 0 0 8 80
User's accuracy % 17 0 80 28 57 89
Overall accuracy = 50.00 %
(table continued)
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(C)
Known Class
Predicted Group Membership Producer's 
accuracy %A c F L M W
A 7 1 0 2 0 0 70
C 3 2 0 2 3 0 20
F 0 0 6 2 0 2 60
L 0 0 0 10 0 0 100
M 0 3 0 0 7 0 70
W 0 0 3 0 0 7 70
User's accuracy % 70 33 67 63 70 78
Overall accuracy = 65.00%
(d)
Predicted Group Membership Producer’s
Known Class A c F L M W accuracy %
A 7 1 0 2 0 0 70
C 3 2 0 2 3 0 20
F 0 0 6 2 0 2 60
L 0 0 0 9 1 0 90
M 0 3 0 0 7 0 70
W 0 0 3 0 0 7 70
User’s accuracy % 70 33 67 60 64 78
Overall accuracy = 63.33 %
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3.6 Discussion
As mentioned earlier, a number o f studies have been carried out to evaluate the 
performance of fractal geometry in applications o f remotely sensed images. Most of the 
studies did not evaluate the performance and provide the classification accuracies in 
their fractal based textural characterization for remote sensing applications. Basically, 
these studies dealt with the concepts o f fractal geometry, approaches to achieve fractal 
dimension values, self-similarity of features, regression analysis between features and 
scales, observations of some fractal dimension values (e.g. mean fractal value of 
classes), potentials of fractal analysis, and possible problems associated with fractals 
without actually testing the accuracy of classification using the fractal dimension 
values. While some studies demonstrate the potentials of fractal analysis in remote 
sensing applications, some authors such as Lovejoy and Schertzer (1990) argue that the 
fractal analyses o f constructed sets do not provide a complete description o f the natural 
scaling phenomena.
In fact, it was clearly stated by Mandelbrot (1982) that different fractal sets may 
share the same fractal dimension and have strikingly different textures. Voss (1986) 
also addressed the same problem with fractal geometry in remote sensing applications. 
Moreover, Roy et al., (1987) argued that different fractal measurement techniques could 
yield different scaling exponents. Figure 3.4 from (a) to (h) show boxplots for fractal 
dimension values calculated for samples of 65x65 generated from all 4 bands using 
different algorithms: (1) isarithm and (2) triangular prism. The extreme outliers for 
individual classes were also marked on the plots for all methods.
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It can be seen from the Figure 3.4 (a) to (h) that the ranges o f fractal dimension 
values derived from many different texture features clearly overlap each other. It is very 
obvious that many different texture classes share the same fractal dimension values. No 
matter which fractal algorithm and which spectral band we select, we will always find 
this problem in all boxplots presented in Figure 3.4. This finding is consistent with 
fractal geometry in identifying textures o f images reported by Mandelbrot (1983), Voss 
(1986), and Dong (2000). Furthermore, the ranges o f fractal values for all classes 
overlap each other in some cases. In other words, all classes share similar or same 
fractal dimension values in these analyses. The range of fractal values for some 
categories were found to be significantly large. That is again another disappointing 
results, which can lead to poor classification accuracy. That is because if the within 
class variations are high, the more likely they overlap with other class values and 
consequently the less separable the two classes are. By observing the boxplots in Figure 
3.4, it could be anticipated earlier that using the fractal dimension values alone could 
not be expected to achieve a satisfactory accuracy in remotely sensed image 
classification.
Another problem observed from the Figure 3.4 is that significant differences in 
the estimates of fractal dimension values obtained from one-dimensional and two- 
dimensional methods applied to the same samples have been found in these analyses. 
As mentioned earlier, in theory, if remotely sensed images are ideal fractals, the fractal 
dimension values o f these images will not vary according to the self-similarity property. 
However, it was originally thought that different fractal measurement techniques would 
provide slightly different fractal values for a sample. What has been shown in this
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Figure 3.4. Boxplots for fractal dimension values calculated for samples o f 65x65 
generated from all 4 bands using the isarithm and triangular prism methods, (a) isarithm 
with band-2, (b) triangular prism with band-2, (c) isarithm with band-6, (d) triangular 
prism with band-6, (e) isarithm with band-12, (f) triangular prism with band-12, (g) 
isarithm with PCA1, (h) triangular prism with PCA1 (figure continued).
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analysis, in almost all situations, is that two different fractal algorithms give 
significantly different fractal dimension values for the same samples. One method 
provides very high fractal value for a sample or all samples in one category and another 
provides very low values for the same samples. Significant differences in the estimates 
o f the fractal dimension obtained from one-dimensional and two-dimensional methods 
applied to the same area have also been found by De Jong and Burrough (1995), 
Klinkenberg and Goodchild (1992), and Clarke and Schweizer (1991). It can also be 
observed from the boxplots presented in Figure 3.1 that range of D value for some 
classes is so high while using one method and it is so narrow for the same classes with 
the other method. It has also been observed that different fractal methods provide 
different user’s and producer’s accuracies for individual classes (Table 3.1 -  3.4). The 
results clearly indicate that the fractal values obtained using these different techniques 
are highly unreliable. Moreover, different fractal algorithms yielded different overall 
accuracies over all classes while using one band whereas spatial autocorrelation 
techniques consistently produce same or similar accuracies for the same band.
Emerson et al. (1999) reported that the fractal dimension is focused on object 
shape, size, and tortuosity of the edges of these objects. Moran’s I  and Geary’s C are 
similar to join count statistics, but they operate on interval or ratio scale data. These 
measures do not explicitly consider the shapes and sizes of objects once the weights 
in their equations are determined. What has been observed in this analysis is that 
Moran’s I  and Geary’s C produced better accuracies than fractal geometry techniques 
(Figure 3.5). However, the results cannot be interpreted by saying spatial 
autocorrelation techniques are very efficient. The reason why spatial autocorrelation
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results are superior to fractal geometry approaches is that there are a number of 
limitations mentioned above associated with fractal analysis approach.
A general conclusion can be drawn form the Figure 3.5 that the samples 
generated from band-12 are most reliable in texture classification of remotely sensed 
images. The highest accuracy (78%) found in these analyses was produced by spatial 
autocorrelation techniques whereas the lowest accuracy (40%) was produced by 
isarithm method (Table 3.5). In fact, a number o f factors affect the fractal values 
resulting from isarithm method. Fractal dimension value will vary depending on 
whether it is measured along rows, along columns, or in a non-cardinal direction. The 
maximum walk size used may also cause results at the large end of the regression to be 
unreliable. Furthermore, representing the surface D by the average D of those isarithms 
that have R2’s > 0.9 is somewhat arbitrary (Lam, 1993).
From Table 3.1 to 3.4, it was observed that some of the fractal methods 
produced zero percent user’s and producer’s accuracies for some classes. In these cases, 
none o f the samples in the specific classes were correctly classified. This again indicates 
another serious limitation of fractal analysis in image classification. It means an area 
that was known to be a particular class (for example, commercial) was never identified 
as such in the classification. On the other hand, a user of this classification would also 
find that none of the time will an area visited on the ground that the classification says 
is a particular class (for example, commercial) actually be commercial.
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Figure 3.5. Comparisons o f overall accuracies obtained from different fractal 
measurement techniques and spatial autocorrelation methods for all four bands
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Table 3.5 Classification of 65x65 samples using fractal and spatial autocorrelation 
approaches
Overall accuray (%)
Isarithm Trangular prism Moran's I Geary's C
Band-2 55.0 56.7 53.3 50.0
Band-6 51.7 56.7 65.0 65.0
Band-12 40.0 48.3 78.3 78.3
PCA1 56.7 50.0 65.0 63.3
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3.7 Conclusion
The results from this study suggest that the image textures used are not true 
fractals. Significant differences in the estimates o f D obtained from one-dimensional 
and two-dimensional methods applied to the same area have also been reported by 
Clarke and Schweizer (1991), De Jong and Burrough (1995), and Klingkenberg and 
Goodchild (1992). Moreover, it has been observed that natural features are not 
necessarily true fractals. We have been simply computing fractal values o f remotely 
sensed images or samples or subsets o f texture features from remote sensing data 
without checking if they are really fractals. The algorithms will calculate fractal values 
of any subsets we provide no matter which area, features, objects, or part o f the images 
and no matter whether they are truly fractals. This is consistent with the conclusions 
made by Burrough (1989; 1993a), De Jong and Burrough (1995), Klinkenberg and 
Goodchild (1992), Mark and Aronson (1984), and Xia (1993) in their studies. They 
report that the remotely sensed images of the land-cover units are not true fractals. They 
also demonstrated that land surfaces are only rarely self-similar, and then only within 
limited scales. The difference in computed fractal dimension of same object among 
three fractal algorithms in this study may be due to the variation of features, which are 
scale dependent. Many natural objects are fractal only in a limited scale range 
(Pentland, 1984; Peleg, et al., 1984) rather than in the full-scale range. Dong (2000) 
argued that fractal dimension alone would be inefficient for discriminating textures in 
remote sensing images. Pentland (1984) and Roach and Fung (1994) suggest that fractal 
geometry is not useful as a primary classification tool. In fact, Mandelbrot (1995)
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clearly stated that he failed in defining fractal uniquely and dimensions are very far 
from providing a complete fractal characterization o f a set’s texture.
From the above discussion and conclusions, a checklist o f the obvious sources 
o f error or uncertainty in the application of fractal based texture measures to remotely 
sensed image classification can be identified as follows.
1. Different objects and land-cover features may share the same fractal dimension 
value and have completely different textures.
2. Different fractal measurement techniques can yield different fractal dimensions 
of the same object.
3. A local window must be sufficiently large to perform a regression on the 
logarithm of number of edges or total surface areas or variance against the 
logarithm of the cell size/step size/scale (2N) in order to derive a coefficient of 
determination. This analysis is required since the slope o f the regression is 
related to fractal dimension value. Appropriate window size is essential for 
better fractal dimension estimates. If the window is too large, much spatial 
information from other land-cover features could be included, creating problem 
with boundary pixels.
4. The fractal dimension values may vary significantly for a feature/subset 
depending on parameter inputs specified within a method (e.g. steps, distance, 
orientation, etc.).
5. Fractal dimensions obtained for the samples of the same feature class may vary 
significantly. The regression analysis between features/areas, and scales to 
obtain slope yields only information on the average scaling property o f textures.
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The overall classification accuracies produced by all fractal methods are very 
low. In many cases, none o f the samples o f a particular class were identified as such 
with fractal approaches. In general, overall classification accuracies yielded by fractal 
geometry approaches are unacceptable. It should be noted that only 6 land-cover texture 
features were examined in this study. In the real world situation we may need to 
consider many more land-cover categories (e.g. 16 urban land cover classes in Pesaresi, 
2000) for a complete classification o f an image. This study is based on the limited 
number of samples obtained from visually different texture features. The subjective 
choice o f sites and samples, which is not at all unusual, can make these problems worse, 
especially when relatively mixed texture features are selected to represent a class. 
Mixed-border pixels cause problems in spatial analysis techniques for image 
classification, especially if they are considered as part of a class and intentionally 
included within the training data. Future research should examine how one 
classification approach should best identity mixed and other unusual pixels and 
features, and then allocate them to the most appropriate category.
It is impossible to apply fractal approaches in small local window sizes (e.g. 
17x17) since self-similarity o f features, shapes, areas and distances need to be observed 
at different scales (2N) and a regression analysis between them needs to be performed to 
estimate fractal. In general, spatial autocorrelation methods are found to be more 
accurate than fractal approaches. However, all methods employed in this study remain 
far below the minimum mapping accuracy level of 85% required for most resource 
management applications (Townshend, 1981). Future research is required to evaluate 
other alternative methods, which could describe the characteristic o f fractals of the same
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dimension with different texture appearances. The results obtained from this analysis 
confirmed that fractal based textural discrimination methods alone are inefficient in 
classifying texture features in remotely sensed images.
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One commonly applied statistical procedure for interpreting texture uses image 
spatial co-occurrence matrix (SCM), which is also known as gray level cooccurrence 
matrix (GLCM) (Anys, et al., 1994; Barber and LeDrew, 1991; Berry and Goutsias, 
1991; Carstensen, 1992; Conners and Harlow, 1980; du Buf, Kardan, and Spann, 1990; 
Franklin and Pedddle, 1987; Franklin and Pedddle, 1989; Hall and Fent, 1996; Haralick 
et al., 1973; Haralick, 1979; Harlow et al., 1986; Kashyap, Chellappa, and Khotanzad, 
1982; Laws, 1980; Pedddle, 1990; Pedddle and Franklin, 1991; Moller-Jensen, 1990; 
Sali and Wolfson, 1992; Siew, Hodgson, and Wood, 1988; Vickers and Modestino, 
1982; Weszka et al., 1976; Wulder, et al., 1996; Franklin et al., 2000; Pesaresi, 2000). 
The use o f SCM or GLCM in texture analysis is also referred to as the spatial gray level 
dependence method (Carstensen, 1992). Spatial co-occurrence matrix is a widely used 
texture and pattern recognition technique in the analysis o f remotely sensed data, and it 
has been successful to a certain extent.
One of the objectives of this study is to compare how wavelet transforms 
perform among the existing textural methods, including spatial cooccurrence matrix in 
characterizing texture features o f urban areas in high-resolution image data. In order to 
facilitate the comparison with the results o f wavelet analysis, the fractal and spatial 
autocorrelation were computed for the same samples (65x65), (33x33), and (17x17) 
generated from band-6 used in wavelet analysis.
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Haralick, et al. (1973) proposed the spatial co-occurrence procedure in the 
derivation o f textural features, which characterize spatial variability in digital imagery. 
They assumed that the texture information on an image is contained in the overall, or 
“average” spatial relationship, which the gray tones in the image have to one another. In 
that algorithm, relationships o f adjacent gray tones are captured in spatial co-occurrence 
matrices for a specified orientation and window size from which a series o f texture 
measures can be computed (Haralick et al., 1973). Later in 1987, Franklin and Peddle 
implemented the above algorithm in analyzing texture features. They presented a 
procedure to characterize spatial variability in elevation, and interpreted measures of 
variability as terrain relief. Several researchers have used gray-level cooccurrence 
matrices in developing texture images (Harlow et al., 1986; Barber and LeDrew, 1991). 
The spatial frequency features and the autocorrelation features are not as good measures 
of texture as the cooccurrence features as first suggested by the experiments o f Weszka 
et al., 1976 were reported by Haralick, 1979. He discussed that the reason why 
cooccurrence probabilities have so much more information than the autocorrelation 
function is that there tends to be natural constraints between the cooccurrence 
probabilities at one spatial distance with those at another. By these relationships, a lot of 
information at one spatial distance can determine the smaller amount o f information in 
the autocorrelation function at many spatial distances.
The construction o f the four directional spatial co-occurrence matrices for a 3 
by 3 window from an example image normalized to four gray levels (0 to 3) is 
illustrated in Figure 4.1. The final matrix for a given point location in the image 
contains the number of times each possible pair o f pixel values occurred in the selected
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orientation (e.g. horizontal 0 degree, vertical 90 degrees, left diagonal 135 degrees, and
(Figure 4.2).
4.2 Texture Measures for Spatial Cooccurrence Matrix
There are a number o f texture measures, which could be applied to spatial 
cooccurrence matrices for texture analysis (Anys, et al., 1994; Carstensen, 1992, 
Comers and Harlow,1980; Haralick, Shanmugan, and Dinstein, 1973; Peddle and 
Franklin, 1990; Peddle and Franklin, 1991; Weszka, Dyer, and Rosenfeld, 1976). In this 
study, five texture measures based on the co-occurrence matrix were used: angular 
second moment or Energy (ASM)-, entropy (ENT): homogeneity or inverse difference 
moment (IDM), contrast or Inertia (CON): and correlation (COR). The formulae used to 
compute each measure from the spatial co-occurrence matrix and their performance in 
general are as follows.
4.2.1 Angular Second Moment (ASM) or Energy
For the Angular second moment and four other spatial co-occurrence formulae 
below, P is the spatial co-occurrence matrix and R is the frequency normalization 
constant for the selected orientation. R is used to increment or decrement the matrix in 
order to avoid the numerous divide operations which otherwise would be necessary. 
The ASM  (also termed energy) gives higher results to textures that have order and 
regularity in the relation between neighboring pixels, because that is when the transition 
probabilities become concentrated in few places in the matrix and the energy grows. It 
is a measure o f homogeneity. For example, in relatively level terrain, there are few large
right diagonal 45 degrees) within the specified neighborhood surrounding that point
ASM
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0 1 2 3
0 #(0 ,0 ) #  (0,1) #  (0, 2) #  (0, 3)
1 # (1 ,0 ) # (1 ,1 ) # (1 ,2 ) # (1 ,3 )
2 #  (2, 0) #  (2,1) #  (2, 2) #  (2, 3)
3 # (3 ,0 ) #  (3, 1) #  (3, 2) # (3 , 3)
0 1 0 0
1 2 3 0
0 3 0 1
0 0 1 0
0 1 0 0
1 4 1 0
0 1 2 1
0 0 1 0
0 0 0 0
0 4 1 0
0 1 2 0
0 0 0 0
0 1 0 0
1 0 2 1
0 2 0 0
0 1 0 0
Figure 4.1. (a) 3x3 window with gray tone range 0-3; (b) General form of any spatial co­
occurrence matrix for window with gray tone range 0-3. # O',/) represents number of 
times gray tones / and j  were neighbors; (c) -  (0  spatial co-occurrence matrices derived 
for four angular orientations (Peddle and Franklin, 1991).
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90°
135°
Figure 4.2. The selected orientations (e.g. horizontal 0 degree, vertical 90  degrees, left 
diagonal 135 degrees, and right diagonal 45 degrees)
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elevation changes, and hence, there will be few entries in the matrix off the diagonal. 
The ASM  value correspondingly will be close to one (its maximum).
4.2.2 Entropy (ENT)
The entropy detects the same properties in textures as the energy feature 
because it also measures the amount o f order in the transition between neighboring 
pixels. It is a measure o f variability or randomness. For example, a concentration of 
elevation changes in relatively few locations would be nonrandom essentially and the 
entropy measure will be low. Thus, we could expect a large negative correlation 
between ENT and ASM.
4.2.3 Inverse Difference Moment (IDM) or Homogeneity
The inverse difference moment feature characterizes terrain in terms o f a lack
j  as the absolute value o f (i-j) gets bigger (as the probability is far from the main 
diagonal o f the co-occurrence matrix). Doing so it gives bigger scores to images 
containing big blobs and having slow changes in gray level values. Where high IDM 
values occur we should have high ASM values, but low entropy values. It is important 
to note that although these features measure the same terrain characteristic texture they 
are interpreted differently (Franklin et al., 1987).
4.2.4 Contrast (CON) or Inertia
ENT
of variability in elevation values. It gives less weight to transition probabilities from i to
189
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For all the above mentioned formulae, where P  is the spatial co-occurrence matrix 
and R is the frequency normalization constant for the selected orientation. The contrast 
gives more weight to transition probabilities that are more distant from the main 
diagonal in the matrix, because contrast increases when the difference between two 
neighboring pixels gets bigger. In spite o f the fact that the contrast is correlated to the 
inverse difference moment feature, it adds information and improves the segmentation 
(Sali and Wolfson, 1992).
4.2.5 Correlation (COR)
COR = Y y V  ~
where -1  < P < 1. COR takes the value 1 if only values on the main diagonal o f P are 
non zero and the value 0 if the gray values are uncorrelated (Carstensen, 1992).
4.3 Results
4.3.1 Image Classification with 65x65 Samples Generated from Band-6
Tables 4.1 to 4.5 show the error matrices for the discrimination of the classes of 
urban land cover by linear discriminant analysis on the texture features o f spatial 
cooccurrence matrices derived from 65x65 samples. A series o f error matrices 
according to their texture features for each orientation are presented in Tables (a) to (e). 
It can be seen from the tables that different classes reach their maximum producer’s, 
user’s and overall accuracies with different measures as well as with different 
orientation. It is also observed that there is significant confusion among agriculture, 
woodland, and residential-1 for all measures and for all orientations. Residential-2 was 
found to be the most reliable category in this analysis. It is interesting to note that it
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Table 4.1. Error matrices for linear discriminant analysis o f  urban land cover classes
using texture features computed from the spatial cooccurrence matrices derived from
65x65 samples for horizontal 0°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 0 6 1 1 0 2 0
C 2 6 1 1 0 0 60
F 0 6 1 2 1 0 10
L 0 0 2 4 1 3 40
M 0 0 0 0 10 0 100
W 1 0 1 4 1 3 30
User's accuracy % 0 33 17 33 77 38
Overall accuracy = 40.00 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 1 0 3 0 2 40
C 0 2 4 4 0 0 20
F 2 2 5 1 0 0 50
L 4 0 2 0 0 4 0
M 0 0 0 0 10 0 100
W 1 0 0 1 3 5 50
User's accuracy % 36 40 45 0 77 45
Overall accuracy = 43.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 0 5 0 0 2 30
C 1 7 2 0 0 0 70
F 1 6 2 0 0 1 20
L 3 0 2 4 0 1 40
M 0 0 0 0 10 0 100
W 0 0 1 1 0 8 80
User's accuracy % 38 54 17 80 100 67
Overall accuracy = 56.67 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 4 0 0 0 2 40
C 1 9 0 0 0 0 90
F 2 7 0 0 1 0 0
L 7 2 0 0 1 0 0
M 0 0 2 0 8 0 80
W 1 1 1 2 0 5 50
User's accuracy % 27 39 0 0 80 71
Overall accuracy = 43.33 %
(e)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 0 0 2 0 4 40
C 0 4 5 1 0 0 40
F 1 5 2 2 0 0 20
L 2 0 0 8 0 0 80
M 0 0 0 0 10 0 100
W 1 0 0 1 5 3 30
User's accuracy % 50 44 29 57 67 43
Overall accuracy = 51.67 %
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Table 4.2. Error matrices for linear discriminant analysis o f urban land cover classes
using texture features computed from the spatial cooccurrence matrices derived from
65x65 samples for vertical 90°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 1 3 4 1 0 1 10
C 0 10 0 0 0 0 100
F 3 4 2 0 1 0 20
L 0 0 3 5 1 I 50
M 0 0 0 0 10 0 100
W 0 0 2 2 1 5 50
User's accuracy % 25 59 18 63 77 71
Overall accuracy = 55.00 %
(b)
Predicted Group Membership Producer’s
Known Class A c F L M W accuracy %
A 0 5 0 3 0 2 0
C 3 5 2 0 0 0 50
F 1 3 5 1 0 0 50
L 4 0 0 4 0 2 40
M 0 0 0 0 10 0 100
W 1 0 0 3 3 3 30
User's accuracy % 0 38 71 36 77 43
Overall accuracy = 45.00 %
(table continued)
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(C)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M W
A 2 0 4 4 0 0 20
C 0 7 3 0 0 0 70
F 0 6 3 0 1 0 30
L 4 0 3 1 0 2 10
M 0 0 0 0 10 0 100
W 1 1 0 2 1 5 50
User's accuracy % 29 50 23 14 83 71
Overall accuracy = 46.67 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 9 1 0 0 0 0 90
C 0 10 0 0 0 0 100
F 2 7 0 0 1 0 0
L 7 1 0 0 1 1 0
M 0 0 3 0 7 0 70
W 1 1 0 2 0 6 60
User's accuracy % 47 50 0 0 78 86
Overall accuracy = 53.33 %
(e)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 0 0 2 0 3 50
C 0 5 3 0 0 0 50
F 1 4 3 2 0 0 30
L 2 0 0 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 0 2 6 2 20
User's accuracy % 63 56 50 50 63 40
Overall accuracy = 55.00 %
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Table 4.3. Error matrices for linear discriminant analysis o f  urban land cover classes
using texture features computed from the spatial cooccurrence matrices derived from
65x65 samples right diagonal 45°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 3 2 1 0 0 40
C 3 7 0 0 0 0 70
F 0 7 2 0 1 0 20
L 0 0 4 4 0 2 40
M 0 0 0 0 10 0 100
W 0 0 0 2 1 7 70
User's accuracy % 57 41 25 57 83 78
Overall accuracy = 56.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 2 0 0 6 0 2 20
C 0 2 4 4 0 0 20
F 1 3 5 1 0 0 50
L 4 0 2 1 0 3 10
M 0 0 0 0 10 0 100
W 3 0 0 1 3 3 30
User's accuracy % 20 40 45 8 77 38
Overall accuracy = 38.33 %
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A C F L M w accuracy %
A 4 0 2 3 0 1 40
C 0 8 2 0 0 0 80
F 0 7 2 0 0 1 20
L 3 0 4 2 0 1 20
M 0 0 0 0 10 0 100
W 0 0 1 1 0 8 80
User's accuracy % 57 53 18 33 100 73
OveraD accuracy = 56.67 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 1 9 0 0 0 0 90
F 2 7 0 0 1 0 0
L 8 0 0 0 1 1 0
M 0 0 2 0 8 0 80
W 2 0 0 2 0 6 60
User's accuracy % 38 50 0 0 80 86
OveraD accuracy = 51.67%
(e)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 0 0 2 0 4 40
C 0 5 3 2 0 0 50
F 1 4 3 2 0 0 30
L 2 0 0 8 0 0 80
M 0 0 0 0 10 0 100
W 1 0 0 1 6 2 20
User's accuracy % 50 56 50 53 63 33
Overall accuracy = 53.33 %
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Table 4.4. Error matrices for linear discriminant analysis o f  urban land cover classes
using texture features computed from the spatial cooccurrence matrices derived from
65x65 samples left diagonal 135°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 3 3 2 2 0 0 30
C 0 8 2 0 0 0 80
F 1 6 2 0 1 0 20
L 0 0 5 2 1 2 20
M 0 0 0 0 10 0 100
W 1 0 1 4 1 3 30
User's accuracy % 60 47 17 25 77 60
Overall accuracy = 46.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 0 0 3 0 3 40
C 0 4 2 4 0 0 40
F 1 0 8 1 0 0 80
L 4 1 3 0 0 2 0
M 0 0 0 0 10 0 100
W 3 0 1 0 3 3 30
User's accuracy % 33 80 57 0 77 38
Overall accuracy = 48.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 0 2 2 0 2 40
C 0 7 3 0 0 0 70
F 0 7 2 0 1 0 20
L 4 0 4 0 0 2 0
M 0 0 0 0 10 0 100
W 1 1 0 0 0 8 80
User's accuracy % 44 47 18 0 91 67
Overall accuracy = 51.67%
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 1 9 0 0 0 0 90
F 2 7 0 0 1 0 0
L 5 2 0 0 1 2 0
M 0 0 4 2 4 0 40
W 1 1 0 I 0 7 70
User's accuracy % 47 43 0 0 67 78
Overall accuracy = 46.67 %
(e)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 5 0 0 1 0 4 50
C 0 5 3 2 0 0 50
F 1 6 1 2 0 0 10
L 2 0 0 8 0 0 80
M 0 0 0 0 10 0 100
W 1 0 0 1 5 3 30
User's accuracy % 56 45 25 57 67 43
Overall accuracy = 53.33 %
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 4.5. Error matrices for linear discriminant analysis o f urban land cover classes 
using texture features computed from the spatial cooccurrence matrices derived from 
65x65 samples for combination of all orientations: 0°, 90°, 45°, and 135°. (a) IDM, (b) 
CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 6 3 0 1 0 0 60
C 0 9 1 0 0 0 90
F 4 4 0 2 0 0 0
L 0 1 0 8 0 1 80
M 0 0 0 0 10 0 100
W 0 0 0 1 1 8 80
User's accuracy % 60 53 0 67 91 89
Overall accuracy = 68.33 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 8 0 0 0 0 2 80
C 2 6 2 0 0 0 60
F 1 3 5 1 0 0 50
L 0 0 0 7 0 3 70
M 0 0 0 0 10 0 100
W 3 0 0 1 4 2 20
User's accuracy % 57 67 71 78 71 29
Overall accuracy = 63.33 %
(table continued)
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(C)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M W
A 8 0 0 2 0 0 80
C 0 7 2 I 0 0 70
F 0 4 2 4 0 0 20
L 2 0 2 6 0 0 60
M 0 0 0 0 10 0 100
W 2 0 0 0 0 8 80
User's accuracy % 67 64 33 46 100 100
Overall accuracy = 68.33 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M w accuracy %
A 1 7 0 0 0 2 10
C 2 8 0 0 0 0 80
F 2 6 1 0 0 1 10
L 4 3 1 0 0 2 0
M 0 0 0 0 10 0 100
W 3 1 0 1 0 5 50
User's accuracy % 8 32 50 0 100 50
Overall accuracy = 41.67%
(e)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 0 0 1 1 1 70
C 0 4 4 2 0 0 40
F 0 3 4 2 1 0 40
L 2 0 0 7 0 1 70
M 0 0 0 0 10 0 100
W 0 0 0 2 5 3 30
User's accuracy % 78 57 50 50 59 60
Overall accuracy = 58.33 %
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produced the highest producer and user’s accuracies in most o f the cases. It even 
yielded 100% producer’s accuracies in many measures for all orientations.
Overall classification accuracy varies greatly with orientation o f the 
cooccurrence matrix for almost all measures (Figure 4.3). However, correlation measure 
produced similar overall accuracy for all orientations. The highest accuracy (68%) was 
achieved by the combination o f four orientations with IDM  or ENT  features. In general, 
the variables derived from the combination o f all orientation were found to be superior 
to single orientation for different measures. In the combination o f all orientations, the 
overall accuracy for IDM, CON, ENT, ASM, and COR were found to be 68%, 63%, 
68%, 42%, and 58% respectively. But it was unusual to be observed that the overall 
accuracy (42%) produced by ASM  measure in the combination o f all orientations was 
lower than other single orientations. However, the lowest accuracy (38%) was found to 
be associated with CON  feature computed from right diagonal orientation o f the 
cooccurrence matrix. Individual tables of the error matrices for 65x65 samples are 
presented here. The rest of the tables for 33x33 and 17x17 samples are shown in 
Appendix C.
4.3.2 Image Classification with 33x33 Samples Generated from Band-6
Table C.l to C.5 in Appendix C show the error matrices for the discrimination 
of the classes o f urban land cover by linear discriminant analysis on the texture features 
of spatial cooccurrence matrices derived from 33x33 samples. It can be seen from the 
tables that different classes reach their maximum producer’s, user’s and overall 
accuracies with different measures as well as with different orientation. It is also 
observed that there is some significant confusion among the agriculture, woodland, and
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IDM CON ENT ASM COR
□ 0  degree 
■90 degree 
■45 degree 
0 135 degree 
■ 4  orientations
Figure 4.3. Comparisons o f overall accuracies obtained from 65x65 samples for band-6 
for four different orientations and combination o f all four orientations with 5 texture 
features. IDM  = Inverse Difference Moment; CON = Contrast; ENT = Entropy; ASM  = 
Angular Second Moment, COR = Correlation.
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residential-1 classes for all measures and for all orientations. In some cases none of the 
samples in agriculture and woodland were correctly identified. However, woodland was 
found to be the most problematic category. Residential-2 was found to be the most 
reliable category in this analysis. It also yielded 100% producer’s accuracies in many 
measures for all orientations. These findings are consistent with the previous analyses 
with 65x65 samples. The second most reliable features are found to be textures 
associated with commercial and water.
Unlike previous findings, overall classification accuracy varies with orientation 
o f the cooccurrence matrices for correlation measure. The rest o f the accuracies 
produced by other measures were somewhat similar to each other for all orientations 
(Figure 4.4). The highest accuracy (67%) was achieved by the combination of four 
orientations with IDM  measure. It was observed that the overall accuracies produced by 
ENT, ASM, and CON  features were degraded after combining texture features in 4 
different orientations. In the combination o f all orientations, the overall accuracies for 
IDM, CON, ENT, ASM, and COR were found to be 67%, 55%, 55%, 52%, and 58% 
respectively. However, the lowest accuracy (35%) was found to be associated with COR 
feature computed from vertical orientation o f the cooccurrence matrix. It has been 
observed that there are no significant differences between accuracies produced by 
samples o f 33x33 and 65x65.
4.3.3 Image Classification with 17x17 Samples Generated from Band-6
Tables C.6 to C. 10 in Appendix C show the error matrices for the discrimination 
o f the classes o f urban land cover by linear discriminant analysis on the texture features
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IDM CON ENT ASM COR
□ 0  degree 
■90 degree 
■45 degree 
□  135 degree 
■ 4  orientations
Figure 4.4. Comparisons o f  overall accuracies obtained from 33x33 samples for four 
different orientations and combination o f all four orientations with 5 texture features. 
IDM  = Inverse Difference Moment; CON = Contrast; ENT  = Entropy; ASM  = Angular 
Second Moment, COR = Correlation.
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of spatial cooccurrence matrices derived from 17x17 samples. It can also be seen from 
the tables that different classes reach their maximum producer’s, user’s and overall 
accuracies with different measures as well as with different orientations. Like previous 
analyses there is significant confusion among agriculture, woodland, and residential-1 
for all measures and for all orientations. In some cases none of the samples in 
agriculture, water, and woodland were correctly identified. Woodland was also found to 
be the most problematic category. Residential-2 was found to be the most reliable 
category in this analysis. It also yielded 100% producer’s accuracies in many measures 
for all orientations. These findings are consistent with the previous analyses with 65x65 
and 33x33 samples.
Overall classification accuracy varies greatly with orientation o f the 
cooccurrence matrix for almost all measures (Figure 4.5). The highest accuracy (67%) 
was achieved by the combination of four orientations with IDM  measure. It was 
observed that the overall accuracies produced by IDM, ENT, ASM, and CON measures 
were improved slightly after combining texture features in 4 different orientations. In 
the combination of all different orientations, the overall accuracies for IDM, CON, ENT, 
ASM, and COR were found to be 67%, 58%, 62%, 52%, and 42% respectively. The 
lowest accuracy (37%) was found to be associated with COR feature computed from 
vertical orientation o f the cooccurrence matrix. There are no significant differences 
between accuracies produced by samples of 17x17 and 33x33. In fact, some of the 
overall accuracies produced by 17x17 samples using combination o f all orientations 
were even higher than those produced by 33x33 samples.
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IDM CON ENT ASM COR
□0 degree b90 degree b45 degree 0 135 degree 0 4  orientations
Figure 4.S. Comparisons o f overall accuracies obtained from 17x17 samples for four 
different orientations and combination o f all four orientations with S texture features. 
IDM  = Inverse Difference Moment; CON = Contrast; ENT  = Entropy; ASM  = Angular 
Second Moment, COR = Correlation.
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4.4 Conclusion
The highest overall classification accuracies in the combination o f four 
orientations were achieved by 65x65 samples with IDM  or ENT  measure (68%), 33x33 
samples with IDM  (67%), and 17x17 samples with IDM  (67%). It was originally 
thought that the accuracies obtained from 17x17 samples would be higher than those 
produced by 33x33 and 65x65 samples since larger local window tend to cover more 
spatial frequency information under controlled environment. What has been observed in 
this analysis is that there are no significant differences among accuracies produced by 
samples o f 17x17, 33x33, and 65x65. In fact, some of the overall accuracies produced 
by 17x17 samples using combination of all orientations were even higher than those 
produced by 33x33 samples. This finding is not consistent with texture analysis for 
urban pattern recognition reported by Pesaresi (2000). He demonstrates that the 
empirical average performance of the textural features obtained from cooccurrence 
matrices increases with increasing window size. It might be due to the differences in 
sampling design, nature of the study area, and resolution of the data.
It is noted that among different orientation techniques, those based on 
combination of 4 orientations generally show slightly higher accuracy. This finding is 
again not consistent with the texture analysis reported by Pesaresi (2000), where he 
found histogram distance index rates o f textural measures performed with individual 
vector displacement were generally higher than textures generated with combination of 
them.
The accuracies produced by spatial cooccurrence method are generally low. No 
single measure and an orientation approach exceeded the minimum mapping accuracy
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level o f 85% (Townshend, 1981) required for most resource management and 
applications. As can be seen from Table 4.6, there are always some individual texture 
measures using smaller local window, which show higher discrimination power than the 
same measures with larger samples. For the general discrimination over all classes, the 
IDM  measure has better accuracy than the others in this approach.
The overall classification accuracy produced by a measure varies greatly with 
the orientation o f the cooccurrence matrices. It was observed that the highest accuracy 
was produced by the cooccurrence matrix derived from 65x65 samples. However, the 
results produced by 65x65 samples were believed to be relatively unreliable because of 
the variation in accuracies produced by each measure in different orientations of these 
samples seemed higher than variation of results produced by other smaller samples. 
Residential-2 was found to be the most reliable category in this approach. It consistently 
produced the highest accuracies for almost all measures and all orientations.
In general, for all measures and all orientations commercial, woodland, and 
residential-1 have very low misclassification rates in the training samples. However, 
other land cover classes were never identified as such in the performance of 
discriminators and in the user’s assessment o f the final class map. The results within 
training data always tend to provide over-optimistic nature of the true accuracy. In 
general, the accuracies obtained from the spatial cooccurrence matrix in this analysis 
are very low and unacceptable.
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Table 4.6 Overall classification accuracies for band-6 for 3 window sizes: 65x65, 
33x33, and 17x17 produced by different cooccurrence measures
Sample Texture Measures
size IDM CON ENT ASM COR
17 66.7 58.3 61.7 51.7 41.7
33 66.7 55.0 55.0 51.7 58.3
65 68.3 63.3 68.3 41.7 58.3
209
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 5 
CONCLUSION
5.1 Comparison of Texture Analysis Algorithms
As mentioned earlier traditional computer classification techniques have been 
found inaccurate in classifying urban land use and land cover directly from high- 
resolution satellite data. This is mainly due to two problems: (1) urban landscapes are 
complex, and (2) traditional classifiers employ spectral information based on single 
pixel value and ignore a great amount o f spatial information. The main idea of this 
study is to develop an accurate alternative approach to traditional classifiers in 
identifying urban land cover features in high-resolution image data. Recent 
development in the mathematical theory of wavelet transform approaches based on 
multi-channel or multi-resolution analysis has received overwhelming attention of 
researchers in signal and image processing. Because of its multi-scale and sub-band 
(sub-image) coding property it can be expected that texture analysis with wavelet 
transform may have several advantages over other classifiers and will significantly 
improve the accuracy in classification using high-resolution image data.
The wavelet analysis could be expected to open up a lot o f possibilities for 
remote sensing applications. In the past one difficulty of texture analysis was the lack of 
adequate tools to characterize different scales of texture effectively. Recent 
developments in multi-resolution analysis, such as wavelet transforms, help to 
overcome this difficulty (Zhu and Yang, 1998). A key idea for wavelets is the concept 
o f “scale”. By wavelet decomposition, sums and differences are obtained at the finest 
scale, and then at a coarser scale. It provides valuable information on texture features in
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different orientations at different scales. This is the unique property o f wavelet 
transform techniques. Hence, the main purpose o f this research was to investigate the 
performance of wavelet transform techniques to identify urban land cover classes in 
high-resolution remotely sensed data.
It was originally expected that wavelet transforms would be accurate in urban 
feature extraction using high-resolution remote sensing imagery. However, the 
expectations based on literature review, theoretical background, and possibilities and 
potential use of a new approach could be completely different when dealing with actual 
analysis o f natural and man-made features in remotely sensed data. Most studies 
perform evaluation by observing the performances of different approaches within a 
particular technique instead of making comparisons with other well-known and well- 
established methods. The results and outcome may be very encouraging and impressive 
if it is evaluated alone by presenting accuracies of classes and/or overall accuracies of a 
technique. Such type of evaluation does not reflect the actual situation o f the 
performance of a particular technique especially if it is relatively new. It does not matter 
how new the method is or how sound the theory is or how sophisticated the approach is. 
we need to test and find out how accurate it is in its respective applications compared to 
other well-known advanced approaches. Thus, in order to best evaluate the performance 
of a particular method it is always necessary to make a comparison with other existing 
advanced and widely accepted methods. Hence, another objective o f this research was 
to compare how wavelets perform among the existing textural methods, including 
spatial cooccurrence matrix, spatial autocorrelation, and fractal methods.
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To evaluate the accuracy o f all selected methods for texture classification, linear 
discriminant analysis approach was used in this study. Discriminant analysis was 
chosen as the method of implementing a classification because it has been shown to be 
less sensitive to the number o f mapping variables and less affected by deviations from 
the normal (Gaussian) distribution compared to other classification techniques, such as 
maximum likelihood (Tom and Miller, 1984). Classes o f urban land cover features in 
the discriminant analysis include agriculture, commercial, woodland, single family 
homes with less than 50% tree canopy, single family homes with more than 50% tree 
canopy, and water body. It is apparent from the results for all bands and all measures of 
65x65 samples in wavelet analysis that samples o f band-6 with the combination of four 
levels using SHAN, ENT, and ASM  measures reach the accuracy as high as 100%. For 
that reason samples generated from band-6 were selected for all selected approaches for 
comparison in this study.
5.1.1 Wavelet Transforms
Haar wavelet, the simplest and the oldest wavelet transform, technique was 
employed for testing its performance and for comparison with other advanced 
approaches. Most o f the researchers in signal and image processing would agree that 
Haar is the simplest method of all wavelet transforms and may not be most efficient in 
the image processing. The texture measures used in wavelet analysis include log energy 
(LOG), Shannon’s index (SHAN), entropy (ENT), and angular second moment (ASM). It 
was observed in the previous chapters that the standard decomposition procedure 
yielded the highest accuracy among all wavelet decomposition approaches. Using the 
standard decomposition procedure, linear discriminant analysis was performed for six
212
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
types o f 65x65 texture samples generated from band-6 in wavelet analysis. From the 
previous analyses with wavelet transform technique, we came to know that the overall 
accuracy for combination o f different levels is much higher than any single level alone. 
It was also noted that combination o f greater number o f levels yielded much higher 
accuracy than smaller number of levels did. This result is found to be consistent with all 
measures and all bands. For comparison purpose, the results produced by combination 
o f 4 levels in wavelet analysis were chosen.
5.1.2 Spatial Autocorrelation
Spatial autocorrelation values: Moran’s I and Geary’s C of 65x65 samples 
generated from band-6 were also computed. Moran’s I and Geary’s C are two indices of 
spatial autocorrelation which reflect the differing spatial structures of the smooth and 
rough surfaces. Linear discriminant analysis was used to discriminate urban texture 
features using computed Moran’s I and Geary’s C values. Even though it is understood 
that the two indices are similar, for comparison purpose they both were employed and 
tested in this study.
5.1.3 Spatial Cooccurrence Matrix
The texture features employed in spatial cooccurrence matrix were angular 
second moment or Energy (ASM); entropy (ENT); homogeneity or inverse difference 
moment (IDN1), contrast or Inertia (CON); and correlation (COR). From the previous 
analyses it was found that the highest accuracy was achieved by the combination o f 4 
orientations with IDM  or ENT features in this approach. For that reason, the results 
obtained from the combination of 4 orientations in this approach were selected.
213
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
5.1.4 Fractal Analysis Approach
Regarding the fractal analysis approach, fractal dimension values o f 65x65 
samples computed using isarithm and triangular prism approaches were used to 
discriminate 6 urban land cover classes. The overall accuracies achieved by the fractal 
approaches for 65x65 samples generated from band-6 were selected for comparison. As 
mentioned earlier, fractal techniques have been programmed into a software package 
known as the Image Characterization and Modeling System (1CAMS) (Quattrochi et a i, 
1997; Lam et al., 1998) which was used in this study to explore the texture features of 
the study area. ICAMS provides the ability to calculate the fractal dimension of 
remotely sensed images using the isarithm method (Lam and De Cola, 1993), the 
variogram (Mark and Aronson, 1984), and the triangular prism methods (Clarke, 1986). 
As ICAMS was designed not to provide fractal dimension values for samples of 33x33 
and 17x17 since the local window is too small to capture the self-similarity properties of 
features at different scales, these samples were excluded in this analysis. Hence, only 
65x65 samples generated from band-6 were selected to evaluate the performance of 
fractal techniques. However, it is important to note that minimization of window size is 
generally required for higher accuracy in image texture analysis and classification. That 
is because if the window is too large, much spatial information from other land-cover 
features could be included and it will create boundary pixels problem.
5.2 Main Findings
Figure 5.1 to 5.3 present overall classification accuracies for 65x65, 33x33, and 
17x17 samples produced by wavelet transforms using log energy (W-LOG), Shannon’s 
index (W-SHAN), entropy (W-ENT), and angular second moment (W-ASM), fractal
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analysis: isarithm (Isarithm) and triangular prism (Triangular) approaches, spatial 
autocorrelation: Moran’s I (Moran) and Geary’s C (Geary), and spatial cooccurrence 
matrix using angular second moment or Energy (C-ASM), entropy (C-ENT), 
homogeneity or inverse difference moment (C-IDM), contrast or Inertia (C-CON), and 
correlation (C-COR) respectively. Table 5.1 also presents overall classification 
accuracies for 3 window sizes: 65x65, 33x33, and 17x17 produced by different 
algorithms.
As mentioned earlier no results were available for fractal approaches for 33x33 
and 17x17 samples. Figure 5.1 to 5.3 compare accuracies produced by different textural 
approaches for band-6, we can make a general conclusion that fractal analysis yields the 
lowest accuracy. For fractal analysis a local window size needs to be sufficiently large 
since all fractal approaches require to perform a regression on the logarithm of number 
of edges or total surface areas or variance against the logarithm of the cell size/step 
size/scale (2N) in order to perform regression analysis to determine the fractal 
dimension value. Hence, appropriate window size is extremely important for better 
fractal dimension estimates. However, minimization o f window size is generally 
thought to yield higher accuracy in image classification. That is because if the window 
is too large, much spatial information from other land-cover features could be included 
and it will create mixed boundary feature problem. The larger the window the more 
problematic since they tend to cover 2 or more complex texture features. It is not at all 
unusual to select training samples from homogeneous texture features for accuracy test 
in a research study. However, in a very complex urban environment it could be very 
difficult for a visual interpreter to identify and allocate a particular sample to a class
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especially when dealing with very highly heterogeneous nature o f mixed features. In a 
situation like that even a very accurate algorithm using large local window may not 
produce a satisfactory accuracy.
From Figure 5.1, it can be concluded that wavelet analysis technique is far more 
accurate than other well-known and widely accepted methods. Wavelet transform 
approach with three different measures: ENT, ASM, SHAN yielded the highest accuracy 
(100%) for the 65x65 samples (Table 5.1). The same approach with LOG measure 
yielded 98% accuracy, which is still much higher than those accuracies produced by any 
other widely accepted approaches. The next highest accuracy is achieved by the spatial 
cooccurrence matrix with the IDM  or ENT  measure (68%). It is noted that there is a 
huge gap between the lowest accuracy (98%) achieved by wavelet and the highest 
accuracies (68%) achieved by other advanced texture methods. In general the highest 
accuracies for the 65x65 samples produced by different texture methods: wavelet 
transform, spatial autocorrelation, spatial cooccurrence, and fractal analysis approaches 
are 100%, 65%, 68%, and 57% respectively.
The highest accuracies achieved by different approaches: wavelet transform, 
spatial autocorrelation, and spatial cooccurrence approaches are 88%, 62%, and 67% 
respectively for 33x33 samples. The lowest accuracy of each method was produced by 
W-SHAN (83%), Moran (60%), and C-ENT (52%). It is hard to say which approach is 
more efficient between spatial autocorrelation and spatial cooccurrence matrix since C- 
IDM approach produced better accuracy than both autocorrelation methods whereas the 
rest of the cooccurrence approaches produced lower accuracy than Moran’s I  and
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Table 5.1. Overall classification accuracies for band-6 for 3 window sizes: 65x65, 














W-LOG 98.3 88.3 78.3
W-SHAN 100.0 83.3 73.3
W-ENT 100.0 88.3 73.3
W-ASM 100.0 86.7 75.0
Moran 65.0 60.0 51.7
Geary 65.0 61.7 53.3
C-IDM 68.3 66.7 66.7
C-CON 63.3 55.0 58.3
C-ASM 41.7 55.0 61.7
C-ENT 68.3 51.7 51.7
C-COR 58.3 58.3 41.7
Isarithm 51.7
Triangular 56.7 - -
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Fractal
Figure 5.1. Overall classification accuracies for 65x65 samples generated from band-6 
produced by wavelet, spatial autocorrelation, spatial cooccurrence matrix, and fractal 
analysis approaches
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Figure 5.2. Overall classification accuracies for 33x33 samples generated from band-6 
produced by wavelet, spatial autocorrelation, and spatial cooccurrence matrix.
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Figure 5.3. Overall classification accuracies for 17x17 samples generated from band-6 
produced by wavelet, spatial autocorrelation, and spatial cooccurrence matrix
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Geary’s C. However, it is obvious that the accuracies for 33x33 samples achieved by all 
wavelet transform approaches are much higher than other texture methods.
The overall classification accuracies for 17x17 samples produced by all texture 
methods are relatively low. The accuracy for wavelet analysis ranges from 73% to 78%, 
autocorrelation from 52% to 53%, and cooccurrence from 42% to 67%. It is again 
difficult to make a conclusion on which approach is better between spatial 
autocorrelation and spatial cooccurrence techniques since one method produced the 
highest and lowest accuracies the other method stays in between. Among other texture 
features, C-IDM seems to be stable since it consistently produced better accuracy for all 
samples. In general all accuracies obtained for 17x17 samples are unacceptable. 
However, the overall accuracies were significantly improved in wavelet analysis with 
17x17 samples when using multi-band approach. It was clearly demonstrated in the 
previous chapter that the combination of all 3 bands: band-2, band-6, and band-12 with 
SHAN  measure achieved the highest accuracy of 98% for 17x17 samples in the standard 
decomposition procedure. All other measures: LOG, ENT, and ASM  o f the same 
wavelet approach produced 97% for the same samples.
The hypotheses set in this research were (1) compared to other existing texture 
analysis methods, wavelet transforms would be more accurate in urban feature 
extraction using high-resolution remote sensing imagery, (2) different spectral bands 
would have different levels o f accuracy, but combination o f bands and a composite 
band are expected to perform best in wavelet analysis, and (3) different window sizes 
would have great influence on the accuracy o f texture feature extraction and pattern 
recognition. For hypothesis 1, the results show that wavelet transform is the most
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accurate o f all approaches. For hypothesis 3, band-6 produced the highest accuracy 
(100%) when using 65x65 samples whereas PCA1 yielded 98% accuracy with the same 
samples. However, PCA1 band and band-12 gave the highest accuracy (93%) when 
using 33x33 samples. It is difficult to make a conclusion on which band performed the 
best among band-6, band-12, and PCA1. In general, all the hypotheses set in this study 
were proven correct except the performance of PCA1 band. However, the hypothesis 
was not completely wrong since PCA1 gave the highest accuracy when using 33x33 
samples. For hypothesis 3, as expected earlier, the 65x65 samples gave the highest 
accuracy among 3 window sizes. However, it is very important to note that relatively 
extreme sites or mixed boundary features had not been chosen to represent a class in 
this study.
In terms of computational efficiency, wavelet, fractal, and spatial autocorrelation 
were found to be similar since the analysis was carried out for each sample (e.g. 65x65 
pixels) at a time. However, it is difficult to make a comparison with spatial 
cooccurrence matrix since such analysis was carried out for the whole image (e.g. 
7000x1000 pixels).
In general, the only highly reliable category associated with wavelet technique 
for the 65x65 samples is water body. The less efficient land-cover classes in this 
classification are agriculture, commercial and woodland. However, it is hard to make a 
decision on which category is the most reliable and which category is the least efficient 
among all land-cover classes for wavelet analysis for the 33x33 and 17x17 samples 
since both the user’s and producer’s accuracies for all classes vary with the use of 
measure, the decomposition procedure, the level of decompostion and the combination
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of different levels. The variation in the user’s and the producer’s accuracies for all land- 
cover classes is much higher when using other approaches: spatial autocorrelation, 
spatial cooccurrence matrix, and fractal analysis.
The three major objectives o f this research are: (1) to determine if wavelet 
analysis can serve as an effective classification technique for urban land cover mapping, 
(2) to determine which bands or combination o f bands, window sizes, and level of 
decomposition (i.e. scale level) are the most efficient in classifying different urban 
features, and (3) to compare how wavelets perform among the existing textural 
methods, including spatial co-occurrence matrix, the fractals, and spatial autocorrelation 
in classifying urban features in high-resolution image data. These objectives were 
achieved. Various aspects of these approaches were performed and evaluated in this 
study. From all above figures and tables, a general conclusion can clearly be drawn that 
wavelet approaches are far more efficient than all other advanced spatial techniques in 
characterizing texture features o f urban land cover classes from high-resolution image 
data. Samples of 65x65 generated from band-6 with the combination of four levels 
using SHAN, ENT, and ASM  achieve 100% accuracy.
It is recommended that the other wavelet transform techniques be tested for 
future research since Haar wavelet is the simplest and oldest approach among all 
wavelet transforms and assumed to be the least efficient. The potential of the methods 
for wavelet analysis proposed in this study needs to be tested in other environments. 
Future research is required to develop a procedure to select optimal window size which 
will depend on the nature of the study area, data resolution, classification specificity, 
and characteristics of texture features.
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APPENDIX A
ERROR MATRICES FOR 65X65 SAMPLES USING WAVELETS
Table A.I. Error matrices for linear discriminant analysis o f urban land cover features 
using the variables derived from the standard wavelet decomposition (// alone) on 
65x65 samples of band-6, (a) LOG, (b) SHAM, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer’s
Known Class A c F L M W accuracy %
A 7 3 0 0 0 0 70
C 3 5 0 0 2 0 50
F 0 0 8 2 0 0 80
L 0 0 1 8 1 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 70 63 89 80 77 100
Overall accuracy = 80.00 %
(b)
Known Class
Predicted Group Membership Producer's 
accuracy %A c F L M W
A 7 3 0 0 0 0 70
C 3 5 0 0 2 0 50
F 0 0 10 0 0 0 100
L 0 0 0 7 3 0 70
M 0 0 0 2 8 0 80
W 0 0 0 0 0 10 100
User's accuracy % 70 63 100 78 62 100
Overall accuracy = 78.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 3 4 0 2 1 0 40
F 0 0 9 0 1 0 90
L 0 0 0 7 3 0 70
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 73 67 100 70 64 100
Overall accuracy = 78.33 %
(d)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M W
A 7 3 0 0 0 0 70
C 2 6 0 0 2 0 60
F 0 0 10 0 0 0 100
L 0 0 0 7 3 0 70
M 0 0 0 2 8 0 80
W 0 0 0 0 0 10 100
User's accuracy % 78 67 100 78 62 100
Overall accuracy = 80.00 %
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Table A.2. Error matrices for linear discriminant analysis o f urban land cover features
using the variables derived from the standard wavelet decomposition (/? alone) on
65x65 samples o f  band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 2 0 0 0 1 70
C 2 6 0 0 2 0 60
F 0 0 9 1 0 0 90
L 0 0 0 7 3 0 70
M 0 0 0 2 8 0 80
W 0 0 1 0 0 9 90
User's accuracy % 78 75 90 70 62 90
Overall accuracy = 76.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 9 1 0 0 0 0 90
C 2 7 0 0 1 0 70
F 0 0 9 0 1 0 90
L 0 0 0 6 4 0 60
M 0 0 1 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 82 88 90 100 60 100
Overall accuracy = 83.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 7 2 1 0 0 0 70
C 0 8 0 1 1 0 80
F 0 0 9 0 1 0 90
L 0 0 1 6 3 0 60
M 0 0 1 1 8 0 80
W 0 0 0 0 0 10 100
User's accuracy % 100 80 75 75 62 100
Overall accuracy = 80.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 9 1 0 0 0 0 90
C 2 7 0 0 1 0 70
F 0 0 9 0 1 0 90
L 0 0 0 6 4 0 60
M 0 0 1 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 82 88 90 100 60 100
Overall accuracy = 83.33 %
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Table A.3. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (/? alone) on
65x65 samples o f band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 2 0 0 1 50
C 2 7 0 1 0 0 70
F 0 0 10 0 0 0 100
L 0 0 1 7 2 0 70
M 0 0 0 0 10 0 100
W 1 0 0 0 0 9 90
User's accuracy % 63 78 77 88 83 90
Overall accuracy = 80.00 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 7 1 1 0 0 1 70
C 0 8 0 1 0 1 80
F 1 0 9 0 0 0 90
L 0 2 0 6 2 0 60
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 88 73 90 86 83 83
Overall accuracy = 83.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 7 0 0 2 0 1 70
C 2 8 0 0 0 0 80
F 2 0 8 0 0 0 80
L 0 4 1 5 0 0 50
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 64 67 89 71 100 91
Overall accuracy = 80.00 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 6 1 1 0 0 2 60
C 0 8 0 1 0 1 80
F 1 0 9 0 0 0 90
L 0 2 0 6 2 0 60
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 86 73 90 86 83 77
Overall accuracy = 81.67 %
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Table A.4. Error matrices for linear discriminant analysis o f urban land cover features
using the variables derived from the standard wavelet decomposition (U alone) on
65x65 samples o f  band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 3 2 2 1 1 1 30
C 1 7 0 2 0 0 70
F 2 0 4 1 3 0 40
L 0 4 2 4 0 0 40
M 0 1 1 2 6 0 60
W 0 0 0 0 0 10 100
User's accuracy % 50 50 44 40 60 91
Overall accuracy = 56.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 1 2 0 1 1 50
C 1 5 2 2 0 0 50
F 0 0 7 0 2 1 70
L 2 2 3 2 1 0 20
M 2 0 1 1 5 1 50
W 0 0 0 0 0 10 100
User's accuracy % 50 63 47 40 56 77
Overall accuracy = 56.67 %
(table continued)
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(c)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 0 2 0 1 1 60
C 2 4 1 2 1 0 40
F 1 0 6 0 3 0 60
L 0 3 2 2 3 0 20
M 2 2 1 0 4 1 40
W 0 0 0 0 0 10 100
User's accuracy % 55 44 50 50 33 83
Overall accuracy = 53.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 1 2 1 0 1 50
C 1 5 2 2 0 0 50
F 0 0 8 0 2 0 80
L 2 2 3 2 1 0 20
M 2 0 1 1 5 1 50
W 0 0 0 0 0 10 100
User's accuracy % 50 63 50 33 63 83
Overall accuracy = 58.33 %
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Table A.5. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f //
and I t )  on 65x65 samples o f  band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 1 8 1 0 0 0 80
F 0 0 10 0 0 0 100
L 0 0 0 9 1 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 80 91 100 91 100
Overall accuracy = 91.67%
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 2 7 0 0 1 0 70
F 0 0 10 0 0 0 100
L 0 0 0 8 2 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 80 78 100 100 77 100
Overall accuracy = 88.33 %
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 10 0 0 0 0 0 100
C 1 8 0 0 1 0 80
F 0 0 9 0 I 0 90
L 0 0 0 9 1 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 91 100 100 100 77 100
OveraBaccuracy = 93.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 2 7 0 0 1 0 70
F 0 0 10 0 0 0 100
L 0 0 0 8 2 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 80 78 100 100 77 100
OveraB accuracy = 88.33 %
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Table A.6. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f //,
12 , and 13) on 65x65 samples o f  band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 0 9 1 0 0 0 90
F 0 0 10 0 0 0 100
L 0 0 0 9 1 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 82 91 100 91 100
Overall accuracy = 93.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 9 1 0 0 0 0 90
C 1 9 0 0 0 0 90
F 0 0 10 0 0 0 100
L 0 0 0 9 1 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 90 90 100 100 91 100
Overall accuracy = 95.00%
(table continued)
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(C)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M W
A 9 1 0 0 0 0 90
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 9 1 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 91 100 100 91 100
Overall accuracy = 96.67 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 9 I 0 0 0 0 90
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 9 1 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 91 100 100 91 100
Overall accuracy = 96.67 %
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Table A.7. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f  //,
12 , 13, and /v) on 65x65 samples o f  band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 9 1 0 0 0 0 90
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 91 100 100 100 100
Overall accuracy = 98.33 %
(b)
Known Class
Predicted Group Membership Producer's 
accuracy %A c F L M w
A 10 0 0 0 0 0 100
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 100 100 100 100 100
Overall accuracy = 100.00%
(table continued)
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(C)
Known Class
Predicted Group Membership Producer’s 
accuracy %A c F L M w
A 10 0 0 0 0 0 100
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 100 100 100 100 100
OveraB accuracy = 100.00 %
(d)
Known Class
Predicted Group Membership Producer's 
accuracy %A c F L M w
A 10 0 0 0 0 0 100
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 100 100 100 100 100
OveraB accuracy = 100.00%
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Table A.8. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (// alone) on
65x65 samples o f  band-12. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 1 0 1 0 0 80
C 3 3 0 4 0 0 30
F 0 0 10 0 0 0 100
L 0 0 1 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 73 75 91 64 100 100
Overall accuracy = 83.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 5 4 0 1 0 0 40
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 62 57 100 91 100 100
Overall accuracy = 85.00%
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 4 5 0 1 0 0 50
F 0 1 8 0 1 0 80
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 67 63 100 83 90 100
Overall accuracy = 83.33 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 4 6 0 0 0 0 60
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 67 67 100 100 100 100
Overall accuracy = 88.33 %
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Table A.9. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (/? alone) on
65x65 samples o f  band-12. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 0 0 3 0 50
C 3 6 0 0 0 1 60
F 0 0 7 3 0 0 70
L 0 0 2 7 0 1 70
M 0 2 0 0 8 0 80
W 0 0 0 0 2 8 80
User's accuracy % 63 60 78 70 62 80
Overall accuracy = 68.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 7 3 0 0 0 0 70
C 3 6 0 1 0 0 60
F 0 0 9 0 0 1 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 1 0 0 0 0 9 90
User’s accuracy % 64 67 100 91 100 90
Overall accuracy = 85.00 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 4 1 0 0 0 50
C 4 5 0 1 0 0 50
F 1 0 9 0 0 0 90
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 1 0 1 0 0 8 80
User’s accuracy % 45 56 82 83 100 100
Overall accuracy = 76.67 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 3 0 0 0 0 70
C 3 6 0 1 0 0 60
F 0 0 9 0 0 1 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 70 67 100 91 100 91
Overall accuracy = 86.67 %
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Table A. 10. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (/j alone) on
65x65 samples o f  band-12. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 7 2 0 0 0 1 70
C 1 4 1 2 2 0 40
F 1 0 9 0 0 0 90
L 0 1 1 8 0 0 80
M 0 2 3 0 3 2 30
W 2 1 1 0 0 6 60
User's accuracy % 64 40 60 80 60 67
Overall accuracy = 61.67%
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 1 0 0 2 I 60
C 4 3 0 J 0 0 30
F 0 0 10 0 0 0 100
L 0 1 0 8 1 0 80
M 1 0 2 2 5 0 50
W 1 0 0 0 0 9 90
User's accuracy % 50 60 83 62 63 90
Overall accuracy = 68.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 1 0 1 1 1 60
C 4 6 0 0 0 0 60
F 0 0 10 0 0 0 100
L 0 I 0 8 1 0 80
M 0 0 2 2 6 0 60
W 1 0 1 0 0 8 80
User’s accuracy % 55 75 77 73 75 89
Overall accuracy = 73.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 1 1 0 2 1 50
C 4 3 0 3 0 0 30
F 0 0 10 0 0 0 100
L 0 1 0 8 1 0 80
M 1 0 2 2 5 0 50
W 1 0 0 0 0 9 90
User's accuracy % 45 60 77 62 63 90
Overall accuracy = 66.67 %
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Table A .l 1. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (E  alone) on
65x65 samples o f  band-12. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 0 2 1 0 0 70
C 0 6 0 2 2 0 60
F 0 1 7 1 0 1 70
L 0 1 3 4 1 1 40
M 2 2 3 2 1 0 10
W 0 0 1 0 0 9 90
User's accuracy % 78 60 44 40 25 82
Overall accuracy = 56.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 0 1 1 1 2 50
C 2 5 0 3 0 0 50
F 1 1 6 0 1 1 60
L 1 0 0 5 2 2 50
M 1 0 0 1 6 2 60
W 1 0 2 0 2 5 50
User's accuracy % 45 83 67 50 50 42
Overall accuracy = 53.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 6 2 1 0 0 1 60
C 2 5 0 3 0 0 50
F 1 1 6 0 1 1 60
L 0 0 0 5 3 2 50
M 1 0 1 2 5 1 50
W 0 0 2 0 1 7 70
User's accuracy % 60 63 60 50 50 58
Overall accuracy = 56.67 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 0 1 0 1 2 60
C 2 5 0 3 0 0 50
F I 1 6 0 1 1 60
L 1 0 0 5 2 2 50
M 1 0 0 2 6 1 60
W 1 0 2 0 2 5 50
User’s accuracy % 50 83 67 50 50 45
Overall accuracy = 55.00 ?<<»
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Table A. 12. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f  //
and /?) on 65x65 samples o f band-12, (a) LO G, (b) SHAN, (c) ENT, (d) ASM.
(a)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M w
A 7 3 0 0 0 0 70
C 1 7 0 2 0 0 70
F 0 0 9 1 0 0 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 88 70 100 77 100 100
Overall accuracy = 88.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 4 0 0 0 0 60
C 3 6 0 1 0 0 60
F 1 0 9 0 0 0 90
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User’s accuracy % 60 60 100 83 100 100
Overall accuracy = 83.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 4 6 0 0 0 0 60
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 too
User's accuracy % 67 75 100 91 100 100
Overall accuracy = 88.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 4 0 0 0 0 60
C 3 6 0 1 0 0 60
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 67 60 100 83 100 100
Overall accuracy = 85.00 %
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table A. 13. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f
11, l2, and h )  on 65x65 samples o f  band-12. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 8 2 0 0 0 0 80
C 1 8 0 1 0 0 80
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 80 100 91 100 100
Overall accuracy = 93.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 10 0 0 0 0 0 100
C 4 6 0 0 0 0 60
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 71 86 100 100 100 100
Overall accuracy = 91.67%
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 10 0 0 0 0 0 100
C 3 7 0 0 0 0 70
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 77 88 100 100 100 100
Overall accuracy = 93.33 %
(d)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 10 0 0 0 0 0 100
C 4 5 0 1 0 0 50
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User’s accuracy % 71 100 100 91 100 100
Overall accuracy = 91.67%
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Table A. 14. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f
//, h, h. and l4) on 65x65 samples o f  band-12, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M w
A 9 1 0 0 0 0 90
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 91 100 100 100 100
Overall accuracy = 98.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 10 0 0 0 0 0 100
C 4 5 0 1 0 0 50
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 71 100 100 91 100 100
Overall accuracy = 91.67%
(table continued)
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(C)
Known Class
Predicted Group Membership Producer's 
accuracy %A c F L M W
A 10 0 0 0 0 0 100
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 100 91 100 100 100 100
Overall accuracy = 98.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 10 0 0 0 0 0 100
C 7 0 1 0 0 70
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User’s accuracy % 83 100 100 91 100 100
Overall accuracy = 95.00%
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Table A. 15. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (// alone) on
65x65 samples o f  PCA1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 5 I 0 1 3 0 50
C 2 7 0 1 0 0 70
F 0 0 9 1 0 0 90
L 0 0 1 9 0 0 90
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 71 78 90 75 75 100
Overall accuracy = 8 1.67 %
(b)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 9 0 0 1 0 0 90
C 1 7 0 2 0 0 70
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 90 88 100 77 100 100
Overall accuracy = 91.67%
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 8 1 0 0 1 0 80
C 0 7 0 2 1 0 70
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 100 78 100 83 82 100
Overall accuracy = 90.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 9 0 0 1 0 0 90
C 1 7 0 2 0 0 70
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 90 88 100 77 100 100
Overall accuracy = 91.67%
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Table A. 16. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (h  alone) on
65x65 samples o f  PCA1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 0 I 0 3 0 60
C 3 3 0 3 1 0 30
F 0 0 10 0 0 0 100
L 0 0 2 8 0 0 80
M 0 2 0 0 8 0 80
W 0 0 2 1 0 7 70
User's accuracy % 67 60 67 67 67 100
Overall accuracy = 70.00 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 8 2 0 0 0 0 80
C 3 6 0 1 0 0 60
F 0 0 9 0 0 1 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 1 0 0 9 90
User's accuracy % 73 75 90 91 100 90
Overall accuracy = 86.67 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 8 2 0 0 0 0 80
C 3 6 0 1 0 0 60
F 0 0 9 0 0 1 90
L 0 1 0 9 0 0 90
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 73 67 100 82 100 91
Overall accuracy = 85.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 8 2 0 0 0 0 80
C 3 6 0 1 0 0 60
F 0 0 9 0 0 1 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 1 0 0 9 90
User's accuracy % 73 75 90 91 100 90
Overall accuracy = 86.67 %
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Table A. 17. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (/j alone) on
65x65 samples o f  PC A 1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 2 0 1 2 1 40
C 2 4 0 3 1 0 40
F 0 1 7 0 1 1 70
L 0 1 1 7 1 0 70
M 0 0 2 2 6 0 60
W 1 0 0 0 0 9 90
User's accuracy % 57 50 70 54 55 82
Overall accuracy = 61.67%
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 1 0 1 1 50
C 2 4 0 3 1 0 40
F 0 0 9 0 0 1 90
L 0 3 0 5 2 0 50
M 0 1 1 2 6 0 60
W 1 0 2 0 0 7 70
User’s accuracy % 63 40 69 50 60 78
Overall accuracy = 60.00 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 1 1 0 I 0 70
C 2 4 1 3 0 0 40
F 0 0 9 0 0 I 90
L 0 3 0 5 2 0 50
M 0 0 1 3 6 0 60
W 0 0 2 0 0 8 80
User's accuracy % 78 50 64 45 67 89
Overall accuracy = 65.00%
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 1 0 I 1 50
C 2 4 0 3 1 0 40
F 0 0 9 0 0 1 90
L 0 3 0 5 2 0 50
M 0 1 2 2 5 0 50
W 0 0 3 0 0 7 70
User's accuracy % 71 40 60 50 56 78
Overall accuracy = 58.33 %
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Table A. 18. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (h  alone) on
65x65 samples o f  PC A 1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer’s
Known Class A c F L M W accuracy %
A 5 2 1 1 1 0 50
C 0 5 0 4 1 0 50
F 0 0 6 2 1 1 60
L 1 4 0 1 3 1 10
M 0 2 2 1 5 0 50
W 1 0 1 0 0 8 80
User's accuracy % 71 38 60 11 45 80
Overall accuracy = 50.00 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 2 I 1 1 1 40
C 0 5 0 3 0 0 50
F 1 1 5 0 1 2 50
L 1 2 1 4 1 1 40
M 2 1 0 1 6 0 60
W 0 0 2 0 0 8 80
User’s accuracy % 40 45 56 44 67 67
Overall accuracy = 53.33 %
(table continued)
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(c)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 1 0 1 1 50
C 2 6 0 2 0 0 60
F 1 1 7 0 0 1 70
L 1 3 0 3 2 1 30
M 2 1 1 1 5 0 50
W 0 0 1 0 0 9 90
User’s accuracy % 45 46 70 50 63 75
Overall accuracy = 58.33 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 1 1 2 1 1 40
C 2 5 0 3 0 0 50
F 1 1 5 0 1 2 50
L 1 2 1 4 1 1 40
M 2 1 2 1 4 0 40
W 0 0 2 0 0 8 80
User's accuracy % 40 50 45 40 57 67
Overall accuracy = 50.00 %
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Table A. 19. Error matrices for linear discriminant analysis o f urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f //
and l: ) on 65x65 samples o f PC A 1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 1 0 1 0 0 80
C 2 7 0 1 0 0 70
F 0 0 10 0 0 0 100
L 0 1 0 9 0 0 90
M 1 0 0 0 9 0 90
W 0 0 0 0 0 10 100
User’s accuracy % 73 78 100 82 100 100
Overall accuracy = 88.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 3 6 0 1 0 0 60
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 0 0 0 to 100
User’s accuracy % 73 75 100 83 100 100
Overall accuracy = 88.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A c F L M w accuracy %
A 9 1 0 0 0 0 90
C 0 9 0 1 0 0 90
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User’s accuracy % 100 90 100 83 100 100
Overall accuracy = 95.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 3 6 0 1 0 0 60
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 73 75 100 83 100 100
Overall accuracy = 88.33 %
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Table A.20. Error matrices for linear discriminant analysis o f urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f  //,
h , and 13 ) on 65x65 samples o f PCA1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M w accuracy %
A 10 0 0 0 0 0 100
C 1 9 0 0 0 0 90
F 0 0 10 0 0 0 100
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 91 90 100 100 100 100
Overall accuracy = 96.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 8 2 0 0 0 0 80
C 1 8 0 1 0 0 80
F 0 0 10 0 0 0 100
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 73 100 90 100 100
Overall accuracy = 91.67%
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 10 0 0 0 0 0 100
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 100 100 100 91 100 100
Overall accuracy = 98.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 1 8 0 1 0 0 80
F 0 0 10 0 0 0 100
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 73 100 90 100 100
Overall accuracy = 91.67%
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Table A.21. Error matrices for linear discriminant analysis o f urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f //,
12 , 1j, and l4 ) on 65x65 samples o f  PC A 1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 10 0 0 0 0 0 100
C 1 8 0 1 0 0 80
F 0 0 10 0 0 0 100
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 91 89 100 90 100 100
Overall accuracy = 95.00%
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 1 8 0 1 0 0 80
F 0 0 10 0 0 0 100
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User’s accuracy % 89 73 100 90 100 100
Overall accuracy = 91.67%
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 10 0 0 0 0 0 100
C 0 10 0 0 0 0 100
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User’s accuracy % 100 100 100 91 100 100
Overall accuracy = 98.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 8 2 0 0 0 0 80
C 1 8 0 1 0 0 80
F 0 0 10 0 0 0 100
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 73 100 90 100 100
Overall accuracy = 91.67%
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APPENDIX B
ERROR MATRICES FOR 33x33 SAMPLES USING WAVELETS
Table B.l. Error matrices for linear discriminant analysis o f urban land cover features 
using the variables derived from the standard wavelet decomposition (// alone) on 
33x33 samples o f band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer’s
Known Class A c F L M W accuracy %
A 5 2 0 0 1 2 50
C 2 6 0 1 1 0 60
F 0 0 7 2 0 1 70
L 0 1 2 5 1 1 50
M 0 0 0 2 8 0 80
W 0 0 0 0 0 10 100
User's accuracy % 71 67 78 50 73 71
Overall accuracy = 68.33 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 5 0 0 0 1 40
C 0 8 0 1 1 0 80
F 1 0 8 0 1 0 80
L 1 1 0 6 2 0 60
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 67 53 100 86 69 91
Overall accuracy = 75.00 %
(table continued)
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(C)
Known Class
Predicted Group Membership Producer’s 
accuracy %A C F L M W
A 5 2 0 0 2 1 50
C 1 5 0 2 2 0 50
F 1 0 8 0 1 0 80
L 2 0 0 6 2 0 60
M 1 0 0 0 9 0 90
W 0 0 1 0 0 9 90
User’s accuracy % 50 71 89 75 56 90
Overall accuracy = 70.00 %
(d)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 5 4 0 0 0 1 50
C 0 8 0 1 1 0 80
F 1 0 8 0 1 0 80
L 1 1 0 6 2 0 60
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 71 57 100 86 69 91
Overall accuracy = 76.67 %
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Table B.2. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (/? alone) on
33x33 samples o f  band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 2 2 1 0 3 2 20
C 2 5 0 0 2 1 50
F 1 0 6 2 0 1 60
L 0 0 0 8 1 1 80
M 0 0 2 2 6 0 60
W 1 2 1 0 1 5 50
User's accuracy % 33 56 60 67 46 50
(b)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 5 4 0 0 0 1 50
C 0 9 0 0 1 0 90
F 1 0 8 0 1 0 80
L 0 0 1 5 4 0 50
M 0 0 2 2 6 0 60
W 1 0 1 0 0 8 80
User's accuracy % 71 69 67 71 50 89
Overall accuracy = 68.33 %
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 6 3 0 0 0 1 60
C 2 7 0 0 1 0 70
F 0 0 7 2 1 0 70
L 0 0 1 4 5 0 40
M 0 0 2 3 5 0 50
W 0 0 1 0 0 9 90
User's accuracy % 75 70 64 44 42 90
Overall accuracy = 63.33 %
(d)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 5 4 0 0 0 1 50
C 0 9 0 0 1 0 90
F 1 0 8 0 1 0 80
L 0 0 1 5 4 0 50
M 0 0 2 2 6 0 60
W 1 0 1 0 0 8 80
User's accuracy % 71 69 67 71 50 89
Overall accuracy = 68.33 %
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Table B.3. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (/j alone) on
33x33 samples o f  band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 3 2 0 0 1 40
C 1 4 2 1 1 1 40
F 1 1 4 2 2 0 40
L 1 1 0 6 2 0 60
M 0 0 1 2 7 0 70
W 0 0 1 0 I 8 80
User's accuracy % 57 44 40 55 54 80
Overall accuracy = 55.00 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 0 0 1 0 2 70
C 2 4 2 0 1 1 40
F 1 1 1 3 4 0 10
L 1 2 0 3 2 2 30
M 0 I 0 3 6 0 60
W 0 0 1 0 0 9 90
User's accuracy % 64 50 25 30 46 64
Overall accuracy = 50.00 %
(table continued)
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(c)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 7 0 0 1 0 2 70
C 0 7 1 0 1 1 70
F 1 1 1 3 4 0 10
L 1 1 0 3 3 2 30
M 0 1 0 3 6 0 60
W 0 0 0 0 0 10 100
User's accuracy % 78 70 50 30 43 67
Overall accuracy = 56.67 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 6 0 1 1 0 2 60
C 2 4 2 0 1 1 40
F 1 1 1 3 4 0 10
L 1 2 0 3 2 2 30
M 0 0 0 3 7 0 70
W 0 0 1 0 0 9 90
User's accuracy % 60 57 20 30 50 64
Overall accuracy = 50.00 %
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Table B.4. Error matrices for linear discriminant analysis o f urban land cover features
using the variables generated from the standard wavelet decomposition (combination of
11 and Ii) on 33x33 samples o f  band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 0 0 1 2 50
C 2 6 0 0 2 0 60
F 1 0 9 0 0 0 90
L 0 1 0 8 1 0 80
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 63 67 100 89 69 83
Overall accuracy = 78.33 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 5 4 0 0 0 1 50
C 1 8 0 0 1 0 80
F 2 0 8 0 0 0 80
L 0 0 0 7 3 0 70
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User’s accuracy % 63 67 100 88 69 91
Overall accuracy = 78.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 2 1 0 0 1 60
C 1 8 0 0 1 0 80
F 0 0 10 0 0 0 100
L 0 0 0 6 4 0 60
M 0 0 0 2 8 0 80
W 0 0 0 0 0 10 100
User's accuracy % 86 80 91 75 62 91
Overall accuracy = 80.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 4 0 0 0 1 50
C 1 8 0 0 1 0 80
F 2 0 8 0 0 0 80
L 0 0 0 6 4 0 60
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 63 67 100 86 64 91
Overall accuracy = 76.67 %
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Table B.5. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables generated from the standard wavelet decomposition (combination o f
11,12 , and /j) on 33x33 samples o f  band-6, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 1 7 0 0 2 0 70
F 0 0 10 0 0 0 100
L 0 0 0 9 1 0 90
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 89 78 100 90 75 100
Overall accuracy = 88.33 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 5 3 1 0 0 1 50
C 0 9 0 0 1 0 90
F 1 0 9 0 0 0 90
L 0 0 . 0 9 1 0 90
M 0 0 0 2 8 0 80
W 0 0 0 0 0 10 100
User's accuracy % 83 75 90 82 80 91
Overall accuracy = 83.33 %
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 7 1 1 0 0 1 70
C 0 9 0 0 I 0 90
F 1 0 9 0 0 0 90
L 0 0 0 9 1 0 90
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 88 90 90 90 82 91
Overall accuracy = 88.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 3 0 0 0 1 60
C 0 9 0 0 1 0 90
F 1 0 9 0 0 0 90
L 0 0 0 9 1 0 90
M 0 0 0 1 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 86 75 100 90 82 91
Overall accuracy = 86.67 %
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Table B.6. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (// alone) on
33x33 samples o f  band 12. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 8 2 0 0 0 0 80
C 1 6 1 2 0 0 60
F 0 0 7 3 0 0 70
L 0 0 2 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 75 70 62 100 100
Overall accuracy = 81.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 4 0 1 1 0 40
C 3 5 0 2 0 0 50
F 0 0 8 1 1 0 80
L 1 0 0 9 0 0 90
M 2 0 0 0 8 0 80
W 0 0 0 0 0 10 100
User's accuracy % 40 56 100 69 80 100
Overall accuracy = 73.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 7 2 0 0 I 0 70
C 2 5 0 2 1 0 50
F 0 0 9 0 1 0 90
L 1 0 0 9 0 0 90
M 0 1 0 1 8 0 80
W 0 0 0 0 0 10 100
User's accuracy % 70 63 100 75 73 100
Overall accuracy = 80.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 4 0 1 1 0 40
C 3 5 0 2 0 0 50
F 0 0 8 1 1 0 80
L 1 0 0 9 0 0 90
M 2 0 0 0 8 0 80
W 0 0 0 0 0 10 100
User's accuracy % 40 56 100 69 80 100
Overall accuracy = 73.33 %
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Table B.7. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (12 alone) on
33x33 samples o f  band 2. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 1 0 0 0 1 80
C 2 5 1 0 1 1 50
F 1 0 5 4 0 0 50
L 0 0 3 7 0 0 70
M 0 0 0 1 7 2 70
W 0 0 0 1 2 7 70
User's accuracy % 73 83 56 54 70 64
Overall accuracy = 65.00%
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 3 4 1 0 2 0 30
C 2 5 0 2 1 0 50
F 1 0 8 0 0 1 80
L 0 0 0 8 0 2 80
M 0 1 0 1 8 0 80
W 1 0 1 0 1 7 70
User's accuracy % 43 50 80 73 67 70
Overall accuracy = 65.00%
(table continued)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(C)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 4 3 2 0 1 0 40
C 3 5 0 2 0 0 50
F 0 0 10 0 0 0 100
L 0 0 1 7 1 1 70
M 0 1 I 2 3 3 30
W I 0 1 0 1 7 70
User's accuracy % 50 56 67 64 50 64
Overall accuracy = 60.00 %
(d)
Predicted Group Membership Producer’s
Known Class A c F L M W accuracy %
A 3 4 I 0 2 0 30
C 2 5 0 2 1 0 50
F 1 0 8 0 0 1 80
L 0 0 0 8 0 2 80
M 0 1 0 1 8 0 80
W 0 0 2 0 1 7 70
User's accuracy % 50 50 73 73 67 70
Overall accuracy = 65.00%
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Table B.8. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (Is alone) on
33x33 samples o f  band 2. (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 3 0 0 1 0 60
C 3 0 2 2 1 2 0
F 2 2 2 2 2 0 20
L 0 1 2 6 1 0 60
M 0 2 1 1 5 1 50
W 0 1 0 0 1 8 80
User's accuracy % 55 0 29 55 45 73
Overall accuracy = 45.00%
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracv %
A 3 3 0 0 2 2 30
C 0 3 0 2 2 3 30
F 1 0 3 1 4 1 30
L 1 0 2 6 1 0 60
M 2 1 3 1 3 0 30
W 0 0 0 0 0 10 100
User's accuracy % 43 43 38 60 25 63
Overall accuracy = 46.67 %
(table continued)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 2 2 0 1 2 3 20
C 2 3 0 2 2 1 30
F 2 0 4 1 3 0 40
L 1 2 1 5 1 0 50
M 0 1 3 I 4 1 40
W 1 0 0 0 1 8 80
User’s accuracy % 25 38 50 50 31 62
Overall accuracy = 43.33 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 3 3 0 0 2 2 30
C 1 3 0 3 1 2 30
F 1 0 3 1 4 1 30
L 1 0 2 6 1 0 60
M 2 1 3 1 3 0 30
W 0 0 0 0 0 10 100
User's accuracy % 38 43 38 55 27 67
OveraB accuracy = 46.67 %
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Table B.9. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f  //
and h )  on 33x33 samples o f band-12, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 8 2 0 0 0 0 80
C 1 8 1 0 0 0 80
F 0 0 7 3 0 0 70
L 0 0 2 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 80 70 73 100 100
Overall accuracy = 85.00%
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 3 0 0 0 0 70
C 1 8 0 1 0 0 80
F 0 0 10 0 0 0 100
L 0 0 1 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 88 73 91 90 100 100
Overall accuracy = 90.00 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 2 7 0 1 0 0 70
F 0 0 9 0 1 0 90
L 0 0 1 9 0 0 90
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 80 70 90 90 90 100
Overall accuracy = 86.67 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 3 0 0 0 0 70
C 1 8 0 1 0 0 80
F 0 0 10 0 0 0 100
L 0 0 1 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 88 73 91 90 100 100
Overall accuracy = 90.00 %
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Table B.10. Error matrices for linear discriminant analysis o f urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f  //,
h  and 13) on 33x33 samples o f  band-12, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M w accuracy %
A 9 1 0 0 0 0 90
C 1 8 1 0 0 0 80
F 0 0 9 1 0 0 90
L 0 0 2 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 90 89 75 89 100 100
Overall accuracy = 90.00 %
(b)
Predicted Group Membership Producer's
Known Class A c F L M w accuracy %
A 7 3 0 0 0 0 70
C 0 9 0 1 0 0 90
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 75 100 91 100 100
Overall accuracy = 93.33 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 8 2 0 0 0 0 80
C 2 7 0 1 0 0 70
F 0 0 9 0 1 0 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 80 78 100 91 91 100
Overall accuracy = 90.00 %
(d)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 7 3 0 0 0 0 70
C 0 9 0 1 0 0 90
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 75 100 91 100 100
Overall accuracy = 93.33 %
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Table B .l 1. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (// alone) on
33x33 samples o f  PC A 1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 8 0 0 2 0 0 80
C 1 6 0 2 1 0 60
F 0 0 8 1 0 1 80
L 2 2 2 4 0 0 40
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 73 67 80 44 90 91
Overall accuracy = 75.00 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 3 0 2 1 0 40
C 3 4 0 3 0 0 40
F 0 0 9 1 0 0 90
L 1 0 0 9 0 0 90
M 3 0 0 0 7 0 70
W 0 0 0 0 0 10 100
User's accuracy % 36 57 100 60 88 100
Overall accuracy = 71.67 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 7 1 1 0 1 0 70
C 2 4 0 3 1 0 40
F 0 0 9 0 1 0 90
L 0 0 0 10 0 0 100
M 1 2 0 0 7 0 70
W 0 0 0 0 0 10 100
User's accuracy % 70 57 90 77 70 100
Overall accuracy = 78.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 3 0 3 1 0 30
C 3 4 0 3 0 0 40
F 0 0 9 1 0 0 90
L 1 0 0 9 0 0 90
M 3 0 0 0 7 0 70
W 0 0 0 0 0 10 100
User's accuracy % 30 57 100 56 88 100
Overall accuracy = 70.00 %
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Table B.12. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition ( lj alone) on
33x33 samples o f  PCA1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 2 1 1 0 0 60
C 2 1 0 3 4 0 10
F 0 0 7 1 0 2 70
L 0 0 3 7 0 0 70
M 0 2 0 5 0 50
W 0 0 2 1 0 7 70
User's accuracy % 75 20 54 44 56 78
Overall accuracy = 55.00 %
(b)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 3 3 1 0 3 0 30
C 1 6 0 2 1 0 60
F 1 0 6 0 0 3 60
L 0 0 1 8 0 1 80
M 1 1 0 1 7 0 70
W 0 0 2 0 1 7 70
User's accuracy % 50 60 60 73 58 64
OveraU accuracy = 61.67%
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 4 1 0 I 0 40
C 2 5 0 2 I 0 50
F 1 0 6 0 0 3 60
L 0 0 0 9 I 0 90
M 1 1 0 2 6 0 60
W 1 0 3 0 0 6 60
User's accuracy % 44 50 60 69 67 67
Overall accuracy = 60.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 3 1 0 3 0 30
C 1 6 0 2 1 0 60
F 1 0 7 0 0 2 70
L 0 0 1 8 0 1 80
M 1 1 0 1 7 0 70
W 0 0 2 0 I 7 70
User’s accuracy % 50 60 64 73 58 70
Overall accuracy = 63.33 %
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Table B.13. Error matrices for linear discriminant analysis o f urban land cover features
using the variables derived from the standard wavelet decomposition (13 alone) on
33x33 samples o f  PCA1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 7 2 0 0 1 0 70
C 1 5 1 3 0 0 50
F 0 1 2 3 3 1 20
L 0 2 0 3 2 3 30
M 0 0 0 5 4 1 40
W 0 0 0 0 1 9 90
User's accuracy % 88 50 67 21 36 64
Overall accuracy = 50.00 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 2 3 2 0 2 1 20
C 1 4 0 3 2 0 40
F 0 0 2 1 4 3 20
L 1 0 0 7 2 0 70
M 1 1 3 1 4 0 40
W 2 0 1 0 1 6 60
User's accuracy % 29 50 25 58 27 60
Overall accuracy = 41.67%
(table continued)
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(c)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 1 2 2 0 2 3 10
C 1 4 0 3 2 0 40
F 0 0 2 1 4 3 20
L 1 1 0 6 2 0 60
M 0 I 3 2 4 0 40
W 2 0 0 0 1 7 70
User's accuracy % 20 50 29 50 27 54
OveraD accuracy = 40.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 2 2 0 2 1 30
C 1 4 0 3 2 0 40
F 0 0 2 1 4 3 20
L 1 0 1 6 2 0 60
M 2 1 3 1 3 0 30
W 1 1 1 0 1 6 60
User's accuracy % 38 50 22 55 21 60
Overall accuracy = 40.00 %
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Table B.14. Error matrices for linear discriminant analysis o f  urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f  //
and h )  on 33x33 samples o f  PCA1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 9 0 0 1 0 0 90
C 0 7 0 2 1 0 70
F 0 0 10 0 0 0 100
L 0 1 1 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 88 91 73 91 100
Overall accuracy = 90.00 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 8 1 0 0 1 0 80
C 3 5 0 2 0 0 50
F 1 0 9 0 0 0 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 67 83 100 83 91 100
Overall accuracy = 86.67 %
(table continued)
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(C)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M W
A 8 2 0 0 0 0 80
C 2 6 0 2 0 0 60
F 0 0 9 0 1 0 90
L 0 0 0 10 0 0 100
M 0 1 0 0 9 0 90
W 0 0 0 0 0 10 100
User's accuracy % 80 67 100 83 90 100
Overall accuracy = 86.67 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 1 0 0 1 0 80
C 3 5 0 2 0 0 50
F 1 0 9 0 0 0 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 67 83 100 83 91 100
Overall accuracy = 86.67 %
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Table B.1S. Error matrices for linear discriminant analysis o f urban land cover features
using the variables derived from the standard wavelet decomposition (combination o f //,
h , and 13) on 33x33 samples o f  PCA1 band, (a) LOG, (b) SHAN, (c) ENT, (d) ASM
(a)
Predicted Group Membership Producer’s
Known Class A C F L M w accuracy %
A 9 0 0 1 0 0 90
C 0 8 0 2 0 0 80
F 0 0 9 1 0 0 90
L 0 1 1 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 100 89 90 67 100 100
Overall accuracy = 90.00 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 2 0 0 0 0 80
C 1 7 0 2 0 0 70
F 0 0 9 0 1 0 90
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 78 100 83 91 100
Overall accuracy = 90.00 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 9 1 0 0 0 0 90
C 2 6 0 2 0 0 60
F 0 0 9 0 1 0 90
L 0 1 0 9 0 0 90
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 82 75 100 82 91 100
Overall accuracy = 88.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 8 2 0 0 0 0 80
C 1 8 0 1 0 0 80
F 0 0 10 0 0 0 100
L 0 0 0 10 0 0 100
M 0 0 0 0 10 0 100
W 0 0 0 0 0 10 100
User's accuracy % 89 80 100 91 100 100
Overall accuracy = 93.33 %
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APPENDIX C
ERROR MATRICES FOR DIFFERENT SIZE OF SAMPLES USING SPATIAL
COOCCURRENCE MATRIX
Table C .l. Error matrices for linear discriminant analysis o f urban land cover classes 
using texture features computed from the spatial cooccurrence matrices derived from 
33x33 samples for horizontal 0°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 0 6 1 2 0 1 0
C 1 6 3 0 0 0 60
F 0 6 0 3 0 1 0
L 0 0 3 3 0 4 30
M 0 0 0 0 10 0 100
W 0 0 2 2 2 4 40
User's accuracy % 0 33 0 30 83 40
Overall accuracy = 38.33 %
(b)____________________________________________________  (table continued)
Predicted Group Membership
Known Class A C F L M w accuracy %
A 4 3 0 1 0 2 40
C 3 4 3 0 0 0 40
F 3 3 4 0 0 0 40
L 0 1 0 6 1 2 60
M 0 0 0 0 10 0 100
W 1 0 0 3 5 1 10
User's accuracy % 36 36 57 60 63 20
Overall accuracy = 48.33 %
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(C)
Known Class
Predicted Group Membership Producer's 
accuracy %A C F L M W
A 4 0 3 2 0 1 40
C 0 8 2 0 0 0 80
F 2 6 1 0 0 1 10
L 3 0 0 6 0 1 60
M 0 0 0 0 10 0 100
W 2 0 0 0 1 7 70
User's accuracy % 36 57 17 75 91 70
Overall accuracy = 60.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 4 2 1 0 0 30
C 1 9 0 0 0 0 90
F 2 7 0 0 1 0 0
L 4 0 3 3 0 0 30
M 0 0 0 0 10 0 100
W 2 0 2 0 0 6 60
User's accuracy % 25 45 0 75 91 100
Overall accuracy = 51.67 %
(e)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 0 0 3 0 3 40
C 2 4 4 0 0 0 40
F 3 4 2 1 0 0 20
L 4 0 0 5 0 1 50
M 0 0 0 0 10 0 100
W 0 0 0 2 6 2 20
User's accuracy % 31 50 33 45 63 33
Overall accuracy = 45.00 %
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Table C.2. Error matrices for linear discriminant analysis o f  urban land cover classes
using texture features computed from the spatial cooccurrence matrices derived from
33x33 samples for vertical 90°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 3 1 1 0 1 40
C 0 8 2 0 0 0 80
F 4 4 1 0 1 0 10
L 3 0 0 3 0 4 30
M 0 0 0 0 10 0 100
W 1 0 1 2 1 5 50
User's accuracy % 33 53 20 50 83 50
Overall accuracy = 51.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 3 0 4 0 0 30
C 3 4 3 0 0 0 40
F 2 2 6 0 0 0 60
L 1 1 0 4 0 4 40
M 0 0 0 0 10 0 100
W 2 0 0 1 3 4 40
User's accuracy % 27 40 67 44 77 50
Overall accuracy = 51.67%
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 2 1 3 3 0 1 20
C 0 7 3 0 0 0 70
F 2 5 2 0 0 1 20
L 3 0 1 5 0 1 50
M 0 0 0 0 10 0 100
W 1 0 1 I 1 6 60
User's accuracy % 25 54 20 56 91 67
Overall accuracy = 53.33 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 0 3 0 0 50
C 1 9 0 0 0 0 90
F 3 6 0 0 1 0 0
L 4 0 0 5 0 1 50
M 0 0 0 0 10 0 100
W 2 0 3 2 0 3 30
User's accuracy % 33 53 0 50 91 75
Overall accuracy = 53.33 %
(e)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 0 0 2 1 3 40
C 2 3 5 0 0 0 30
F 4 4 1 0 0 1 10
L 4 0 0 2 0 4 20
M 0 0 0 0 10 0 100
W 1 0 0 1 7 1 10
User's accuracy % 27 43 17 40 56 11
Overall accuracy = 35.00 %
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table C.3. Error matrices for linear discriminant analysis o f urban land cover classes 
using texture features computed from the spatial cooccurrence matrices derived from 
33x33 samples for right diagonal 45°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) 
COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 2 4 2 2 0 0 20
C 1 7 2 0 0 0 70
F 1 6 1 1 0 1 10
L 2 0 0 7 0 1 70
M 0 0 0 0 10 0 100
W 0 0 0 2 1 7 70
User's accuracy % 33 41 20 58 91 78
Overall accuracy = 56.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 0 1 0 2 50
C 3 4 3 0 0 0 40
F 2 3 5 0 0 0 50
L 2 0 0 6 0 2 60
M 0 0 0 0 10 0 100
W 1 0 0 3 4 2 20
User's accuracy % 38 44 63 60 71 33
Overall accuracy = 53.33 %
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 0 3 2 0 1 40
C 0 8 2 0 0 0 80
F 1 6 2 0 0 1 20
L 4 0 1 5 0 0 50
M 0 0 0 0 10 0 100
W 1 0 0 1 1 7 70
User's accuracy % 40 57 25 63 91 78
Overall accuracy = 60.00 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 3 0 3 0 0 40
C 0 10 0 0 0 0 100
F 1 8 0 0 1 0 0
L 5 0 0 5 0 0 50
M 0 0 0 0 10 0 100
W 1 0 4 1 0 4 40
User's accuracy % 36 48 0 56 91 100
Overall accuracy = 55.00 %
(e)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 0 0 3 0 4 30
C 2 4 4 0 0 0 40
F 3 4 3 0 0 0 30
L 4 0 0 4 0 2 40
M 0 0 0 0 10 0 100
W 0 0 0 1 7 2 20
User's accuracy % 25 50 43 50 59 25
Overall accuracy = 43.33 %
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Table C.4. Error matrices for linear discriminant analysis o f urban land cover classes 
using texture features computed from the spatial cooccurrence matrices derived from 
33x33 samples for left diagonal 135°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) 
COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 2 4 2 1 0 1 20
C 0 8 2 0 0 0 80
F 1 6 1 1 1 0 10
L 0 0 3 1 0 6 10
M 0 0 0 0 10 0 100
W 0 0 2 2 1 5 50
User's accuracy % 67 44 10 20 83 42
Overall accuracy = 45.00 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 2 3 0 2 0 3 20
C 1 7 2 0 0 0 70
F 1 2 7 0 0 0 70
L 2 0 0 5 0 3 50
M 0 0 0 0 10 0 100
W 3 0 0 1 3 3 30
User's accuracy % 22 58 78 63 77 33
Overall accuracy = 56.67 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 0 3 2 0 1 40
C 0 9 1 0 0 0 90
F 0 7 2 0 0 1 20
L 2 0 2 5 0 1 50
M 0 0 0 0 10 0 100
W 2 0 0 2 1 5 50
User's accuracy % 50 56 25 56 91 63
OveraB accuracy = 58.33 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 5 3 0 2 0 0 50
C 0 10 0 0 0 0 100
F 2 7 0 0 1 0 0
L 3 1 0 6 0 0 60
M 0 0 1 0 9 0 90
W 1 0 2 3 0 4 40
User's accuracy % 45 48 0 55 90 100
OveraB accuracy = 56.67 %
(e)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A J 0 0 3 0 4 30
C 0 5 4 1 0 0 50
F 0 2 5 2 0 1 50
L 4 0 0 4 0 2 40
M 0 0 0 0 10 0 100
W 2 0 0 0 7 1 10
User's accuracy % 33 71 56 40 59 13
OveraB accuracy = 46.67 %
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Table C.5. Error matrices for linear discriminant analysis o f urban land cover classes 
using texture features computed from the spatial cooccurrence matrices derived from 
33x33 samples for combination o f all orientations: 0°, 90°, 45°, and 135°. (a) IDM, (b) 
CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 6 2 1 1 0 0 60
C 0 7 3 0 0 0 70
F 2 4 2 2 0 0 20
L 1 0 1 8 0 0 80
M 0 0 0 0 10 0 100
W 0 0 0 2 1 7 70
User's accuracy % 67 54 29 62 91 100
Overall accuracy = 66.67 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 6 0 0 3 0 1 60
C 2 6 2 0 0 0 60
F 1 2 6 1 0 0 60
L 2 0 0 3 0 5 30
M 0 0 0 0 10 0 100
W 1 0 0 4 3 2 20
User's accuracy % 50 75 75 27 77 25
Overall accuracy = 55.00 %
(table continued)
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(C)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 2 1 2 0 1 40
C 0 5 5 0 0 0 50
F 1 4 3 2 0 0 30
L 4 0 1 4 0 1 40
M 0 0 0 0 10 0 100
W 2 0 0 0 1 7 70
User's accuracy % 36 45 30 50 91 78
Overall accuracy = 55.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M w accuracy %
A 4 3 0 2 0 I 40
C 4 6 0 0 0 0 60
F 3 4 1 2 0 0 10
L 4 1 0 4 0 1 40
M 0 0 0 0 10 0 100
W 1 2 0 1 0 6 60
User’s accuracy % 25 38 100 44 100 75
Overall accuracy = 51.67%
(e)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 0 0 3 1 3 30
C 0 7 2 1 0 0 70
F 1 3 5 1 0 0 50
L 1 0 0 7 1 1 70
M 0 0 0 0 10 0 100
W 0 0 0 0 7 3 30
User's accuracy % 60 70 71 58 53 43
Overall accuracy = 58.33 %
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Table C.6. Error matrices for linear discriminant analysis o f  urban land cover classes
using texture features computed from the spatial cooccurrence matrices derived from
17x17 samples for horizontal 0°. (a) IDM, (b) CON , (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 0 6 1 2 0 1 0
C 0 6 4 0 0 0 60
F 0 6 1 3 0 0 10
L 0 0 2 4 1 3 40
M 0 0 0 0 10 0 100
W 0 0 2 4 2 2 20
User's accuracy % 0 33 10 31 77 33
Overall accuracy = 38.33 %
(b)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 4 1 2 2 0 1 40
C 2 4 4 0 0 0 40
F 2 3 5 0 0 0 50
L 2 0 0 2 3 3 20
M 0 0 0 0 10 0 100
W 3 0 0 0 5 2 20
User's accuracy % 31 50 45 50 56 33
Overall accuracy = 45.00 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 2 2 3 2 0 1 20
C 1 7 2 0 0 0 70
F 3 4 3 0 0 0 30
L 4 0 1 3 0 2 30
M 0 0 0 0 10 0 100
W 2 0 0 2 1 5 50
User's accuracy % 17 54 33 43 91 63
Overall accuracy = 50.00 %
(d)
Predicted Group Membership Producer's
Known Class A c F L M w accuracy %
A 1 2 4 3 0 0 10
C 1 5 4 0 0 0 50
F 3 5 2 0 0 0 20
L 3 0 2 3 0 2 30
M 0 0 0 0 10 0 100
W 2 0 0 J 0 5 50
User’s accuracy % 10 42 17 33 100 71
Overall accuracy = 43.33 %
(e)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 2 1 1 0 3 30
C 2 5 1 2 0 0 50
F 3 3 2 2 0 0 20
L 0 0 1 3 2 4 30
M 0 0 0 0 10 0 100
W 0 0 0 1 6 3 30
User's accuracy % 38 50 40 33 56 30
Overall accuracy = 43.33 %
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Table C.7. Error matrices for linear discriminant analysis o f urban land cover classes
using texture features computed from the spatial cooccurrence matrices derived from
17x17 samples for vertical 90°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 0 3 0 0 2 50
C 1 7 2 0 0 0 70
F 2 4 2 1 0 1 20
L 1 1 I 3 0 4 30
M 0 0 0 0 10 0 100
W 1 0 0 5 2 2 20
User's accuracy % 50 58 25 33 83 22
Overall accuracy = 48.33 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 0 1 0 2 50
C 2 3 4 0 0 1 30
F 2 2 5 1 0 0 50
L 1 0 0 4 2 3 40
M 0 0 0 0 10 0 100
W 4 0 0 2 3 1 10
User's accuracy % 36 43 56 50 67 14
OveraB accuracy = 46.67 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 1 3 3 2 0 1 10
C 2 5 3 0 0 0 50
F 3 4 1 2 0 0 10
L 4 1 0 2 0 3 20
M 0 0 0 0 10 0 100
W 2 0 1 2 1 4 40
User's accuracy % 8 38 13 25 91 50
Overall accuracy = 38.33 %
(d)
Predicted Group Membership Producer’s
Known Class A C F L M W accuracy %
A 3 3 1 2 0 1 30
C 2 5 3 0 0 0 50
F 3 4 1 2 0 0 10
L 4 1 0 3 0 •7 30
M 0 0 0 0 10 0 100
W 1 0 1 4 1 3 30
User's accuracy % 23 38 17 27 91 50
Overall accuracy = 41.67%
(e)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 3 0 1 1 2 30
C 1 5 0 4 0 0 50
F 0 4 0 4 0 2 0
L 0 1 0 3 3 3 30
M 0 0 0 0 10 0 100
W 1 0 0 1 7 1 10
User's accuracy % 60 38 0 23 48 13
Overall accuracy = 36.67 %
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Table C.8. Error matrices for linear discriminant analysis o f urban land cover classes 
using texture features computed from the spatial cooccurrence matrices derived from 
17x17 samples for right diagonal 45°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) 
COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 4 0 1 0 0 50
C 3 6 1 0 0 0 60
F 2 6 0 2 0 0 0
L 1 0 0 7 0 2 70
M 0 0 0 0 10 0 100
W 0 0 0 3 1 6 60
User's accuracy % 45 38 0 54 91 75
Overall accuracy = 56.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 3 0 3 0 0 40
C 3 2 5 0 0 0 20
F 3 3 4 0 0 0 40
L 2 0 0 2 2 4 20
M 0 0 0 0 10 0 100
W 3 0 0 1 4 2 20
User's accuracy % 27 25 44 33 63 33
Overall accuracy = 40.00 %
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 1 3 3 0 0 30
C 0 5 5 0 0 0 50
F 1 5 4 0 0 0 40
L 5 0 0 3 0 2 30
M 0 0 0 0 10 0 100
W 0 0 0 4 1 5 50
User's accuracy % 33 45 33 30 91 71
Overall accuracy = 50.00 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 1 3 3 0 0 30
C I 5 4 0 0 0 50
F 1 5 4 0 0 0 40
L 3 0 2 3 0 2 30
M 0 0 0 0 10 0 100
W 1 0 0 4 1 4 40
User's accuracy % 33 45 31 30 91 67
Overall accuracy = 48.33 %
(e)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 0 5 1 2 0 2 0
C 0 5 3 2 0 0 50
F 1 2 7 0 0 0 70
L 0 1 2 2 1 4 20
M 0 0 0 0 10 0 100
W 0 0 0 1 6 3 30
User's accuracy % 0 38 54 29 59 33
Overall accuracy = 45.00%
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Table C.9. Error matrices for linear discriminant analysis o f urban land cover classes 
using texture features computed from the spatial cooccurrence matrices derived from 
17x17 samples for left diagonal 135°. (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) 
COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 2 2 1 0 1 40
C 1 6 2 0 0 1 60
F 3 5 1 0 0 1 10
L 3 0 0 4 1 2 40
M 0 0 0 0 10 0 100
W 2 0 0 2 1 5 50
User's accuracy % 31 46 20 57 83 50
Overall accuracy = 50.00 %
(b)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 5 2 0 3 0 0 50
C 1 5 4 0 0 0 50
F 2 4 4 0 0 0 40
L 2 1 0 5 2 0 50
M 0 0 0 0 10 0 100
W 3 1 0 3 3 0 0
User's accuracy % 00 38 50 45 67 0
(table continued)
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(C)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 3 2 1 3 0 1 30
C 0 4 6 0 0 0 40
F 2 4 4 0 0 0 40
L 5 0 0 3 0 2 30
M 0 0 0 0 10 0 100
W 1 0 0 4 1 4 40
User's accuracy % 27 40 36 30 91 57
Overall accuracy = 46.67 %
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 5 2 1 2 0 0 50
C 1 5 4 0 0 0 50
F 2 5 3 0 0 0 30
L 4 0 1 4 0 1 40
M 0 0 0 0 10 0 100
W 1 0 0 6 1 2 20
User's accuracy % 38 42 33 33 91 67
Overall accuracy = 48.33 %
(e)
Predicted Group Membership Producer's
Known Class A c F L M W accuracy %
A 0 3 1 4 1 1 0
C 0 6 2 2 0 0 60
F 1 2 6 1 0 0 60
L 0 0 1 4 1 4 40
M 0 0 0 0 10 0 100
W 0 0 I 0 6 3 30
User's accuracy % 0 55 55 36 56 38
Overall accuracy = 48.33 %
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Table C.10. Error matrices for linear discriminant analysis o f  urban land cover classes
using texture features computed from the spatial cooccurrence matrices derived from
17x17 samples for all orientations, (a) IDM, (b) CON, (c) ENT, (d) ASM, and (e) COR.
(a)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 6 1 1 2 0 0 60
C 1 6 3 0 0 0 60
F 2 3 5 0 0 0 50
L 2 0 1 5 0 2 50
M 0 0 0 0 10 0 100
W 1 0 0 0 1 8 80
User's accuracy % 50 60 50 71 91 80
Overall accuracy = 66.67 %
(b)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 8 0 0 0 I 1 80
C 1 4 4 1 0 0 40
F 1 5 4 0 0 0 40
L 0 1 0 5 2 2 50
M 0 0 0 0 10 0 100
W 0 2 1 0 3 4 40
User's accuracy % 80 33 44 83 63 57
Overall accuracy = 58.33 %
(table continued)
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(C)
Known Class
Predicted Group Membership Producer’s 
accuracy %A C F L M W
A 4 3 1 2 0 0 40
C 1 5 4 0 0 0 50
F 0 4 6 0 0 0 60
L 2 0 1 6 0 1 60
M 0 0 0 0 10 0 100
W 0 0 0 3 1 6 60
User's accuracy % 57 42 50 55 91 86
Overall accuracy = 61.67%
(d)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 1 5 1 3 0 0 10
C 0 5 5 0 0 0 50
F 0 4 4 2 0 0 40
L 1 1 1 6 0 1 60
M 0 0 0 0 10 0 100
W 2 1 0 2 0 5 50
User's accuracy % 25 31 36 46 100 83
Overall accuracy = 51.67 %
(e)
Predicted Group Membership Producer's
Known Class A C F L M W accuracy %
A 4 0 3 1 1 1 40
C 3 4 1 2 0 0 40
F 4 3 2 1 0 0 20
L 1 0 2 2 2 3 20
M 0 0 0 0 10 0 100
W 0 0 0 0 7 3 30
User's accuracy % 33 57 25 33 50 43
Overall accuracy = 41.67 %
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APPENDIX E
LIST OF ABBREVIATIONS
ASM Angular Second Moment (Energy)




GLCM Gray Level Cooccurrence Matrix
IDM Inverse Difference Moment (homogeneity)
LOG Log Energy
NSI Number of sub-images
SCM Spatial Co-occurrence Matrix
SHAN Shannon's Index
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