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Abstract
Dynamic Stress Concentrations are being increasing critical in variety of micro-fluidic channels and other devices with sharp corners 
and edges. The Finite Element Method (FEM) is widely used as a numerical simulation system. Additional Photoelasticity is one of the 
more widely used experimental methods for verification of the FEM models. This has been done widely for static loading situations. In 
this paper dynamic Stress Concentration Factors are determined numerically using FEM and experimental using a novel dynamic 
photoelastic system. It is found that the results from the finite element analysis resemble closely the experimental patterns recorded. 
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1 Introduction 
The finite element method (FEM) is widely used for numerical simulation and optimization of structural geometry most notably 
when dealing with stress raisers or concentrators. However to validate the FEM data, experiments need to be conducted and one of the 
simpler experimental methods is that of Photoelasticity. Various schemes have been proposed for combining the two methods – both
from a point of view of validation[1] and alternately to complement each other to enhance the information provided by each one 
separately[2]. However most of these are primarily for static loadings only. While there have been works done on hybrid numerical and 
experimental methods for dynamic crack propagation [3], works in this area have been largely been small due to difficulties with the 
experimentation. In this paper we demonstrate the use of a novel dynamic photoelastic method which is relatively low cost and easy to 
implement and compare results with the Finite Element Method. This, it is hoped would lead to a low cost dynamic stress analysis
teaching tool. 
2 Determination of Dynamic Stress Concentration Factor  
2.1 Transient Dynamic Finite Element Analysis 
The geometry of the model is given in Figure 1 in which there are two varying parameters to be used in the finite element 
simulations.  First, the diameter of the hole at the center of the strut, D, is in the range of 0 d D d 24 mm.  The thickness of the beam 
as well as the disk is chosen as 10 mm.  To simplify the simulation using a plane stress model, a disk is utilized instead of a spherical 
ball.  The diameter of the disk is chosen to be d = 40 mm, which is believed to have insignificant bearing within the stress range in this  
study.  The height, H, of the free falling disk directly affects its speed at the moment of impact. The dynamic finite element system for 
the model can be described as follows. 
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Where M, C, and K are the mass, damping, and stiffness matrices, respectively, and 
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U , U are the nodal acceleration, velocity, 
and displacement vectors.  Here, steel (Ed = 200 GPa, Qd = 0.27, Ud = 7,800 kg/m3) is used for the disk and the beam is made of 
polycarbonate (Eb = 2.0 GPa, Qb = 0.37, Ub = 1,200 kg/m3).  Further, there is no damping coefficients defined in this study, although the 
numerical damping scheme is activated in ANSYS [4] to damp out the high frequency modes for stabilization during numerical 
integration using Newmark’s method [5,6].  The initial conditions for the above dynamic system are: 
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Figure 1 Detail drawing of the strut subject to an impact load from a falling object.  Unit: mm. 
In other words, the system is initially at rest and a gravitational acceleration is specified for the two deformable bodies. It is worth 
noting that, depending on the code used, the direction of the acceleration must be defined properly. In ANSYS [4], to simulate the actual 
gravitation motion, we define g = +9.81 j

 m/s2 for a positive acceleration, where j

 is the unit vector in the Y-direction. 
In addition to the fixed boundary constraint for the lower edge of the beam as seen in Figure 1, a series of constraints must also be 
defined between the lower edge of the disk and the top edge of the beam so that no penetration would occur between the two bodies
during impact.  It is seen that the geometry as well as the loading is symmetric about a vertical axis.  Therefore, a full model is used 
while its nodes along the center vertical line are given a constraint so that there is no horizontal displacement. 
The displacement of the dynamic response of the system at time step t+'t can be determined from the following equation employing 
Newmark’s method [5, 6].
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Where K

 is the effective stiffness matrix, a linear combination of the mass, damping and stiffness matrices, and 
tt
F
'
 is the 
effective load vector resulting from the current applied load as well as the inertia and damping effects from the previous step.  To 
achieve an accurate solution, it is crucial that a proper time step size 't must be chosen.  Guidelines for choose such a numerical value 
can be found in [5, 6], although the optical measurements at every 20 micro-second (μs) after impact provides us the insight as to what 
value to use. In fact, various time step sizes ranging from 100 μs to 1 μs have been tested. It is found that the time step size 't = 10 μs 
generates rather satisfactory results in an efficient fashion. 
As a result of the extremely small time step size used, the computation for the transient dynamic analysis for the disk to fall freely 
and impact the beam is extremely exhaustive.  It is found that most of the execution time is devoted to computing the displacements for 
the two bodies between the moment the disk is released and the time it engages in the contact with the beam.  A strategy is taken to 
reduce the lengthy computation by shortening the starting height of the disk, labelled as H in Figure 1, and imposing a downward initial 
velocity v0 for the disk. In this example H=152 mm and Q0=0.2 m/s which indicates that the disk is only 2 mm above the beam. Note 
that for the disk to reach the initial speed v0 = 0.2 m/s, the required height for free falling is H = 203 mm. Further, it takes 0.00831 sec, 
or 8,310 μs, for the disk to travel 2 mm to impact the beam. This implies that it needs 831 steps for the numerical integration to reach the 
impact. To further shorten the computation time, the auto time stepping mechanism is invoked so that the time step size is smaller when 
the numerical system is “stiff” during impact, while a larger time step size is used when there is no impact. The duration of the 
computation is selected to be 0 < t d 10-3 second, which is sufficient for the disk to bounce back up. For all the computations performed, 
about 150 steps are exhausted for each simulation which is completed within 200 seconds on a PC equipped with an Intel Centrino 2 
CPU and 4 GB RAM running Windows 7 OS. If free falling is the initial condition, it would have taken 2 ~ 3 hours. 
To ensure accurate results, attention is paid toward the mesh quality. The contact zone generally is small, which entails a small 
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element size inside the contact zones.  Further, in order to capture the stress concentration around the perimeter of the hole, small 
element size is enforced at the area with stress concentration.  Figure 2 depicts the overall finite element mesh and the elements near 
the critical areas.  Note that only a half model is displayed here for clarity, which has 3,117 nodes and 919 eight-node PLANE82
elements. For the plane stress model, a required thickness of 10 mm is entered.  
 (a)     (b) 
Figure 2 (a) Finite element mesh of the strut with the falling disk, (b) close-up view of the FE mesh near the critical areas. 
Numerical results for two hole diameters, D = 12 mm and D = 24 mm, are shown in Error! Reference source not found. at various 
times after impact. The propagation of the impact wave is clearly noticeable. Note that the contours are not perfectly symmetric about 
the center vertical line. This is due to the fact that the mesh is not symmetric.  
Hole diameter D = 12mm 
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Hole diameter D = 24 mm 
Fig.3 Dynamic finite element results for hole with different diameters under impact loading 
2.2 Dynamic Digital Photoelasticity 
Digital Photoelasticity [7] has revived this workhorse of experimental stress analysis techniques by providing enhanced 
visualization of stress distribution. Coupled with advanced image processing tools, quantitative analysis are now possible which
provides an added dimension to this technique. However most of these approaches still use the older polariscopes and hence are still 
limited to static measurements although a novel dynamic approach has been proposed by Liu and Asundi[8]. With advances in light 
sources as well as novel tools for recording, dynamic photoelasticity is now becoming a reality [9]. One of the schemes which has 
provided for low cost and within minimal synchronization of the event and the camera is the use of the Time Delay and Imaging (TDI) 
CCD [10] for recording. In the TDI mode, the camera behaves as a moving film camera. Hence if the light source is synchronized to the 
event needed to be recorded, then the camera can be switched on such that the event is recorded when the light source flashes. This thus 
removes the need to have the camera synchronized to the event as well and the full frame of the camera is used for the recording. 
Furthermore, since the CCD are fairly fast, lighting from a single high power LED is sufficient to record the image. Hence this provides 
for a low cost as well as high speed dynamic photoelastic setup which is ideal for both research and teaching. A schematic of this setup 
is shown in Figure 4(a) and the resulting sequence of patterns is shown in Figure 4(b). Here the specimen is a urethane sample subject to 
impact loading and the images were recorded using a LED pulse width of 5 μs and pulse separation of 130 μs.  
Figure 4(a) – Schematic of Digital Dynamic Photoelastic setup 
Figure 4(b) Typical sequence of images for a specimen with impact loading 
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For the dynamic Stress Concentration Factor (SCF) experiment, specimens 150mm x 40 mm were machined from Polycarbonate sheets 
(6.25 mm thick). Central hole diameters ranging from 8 mm to 28 mm were then drilled and the specimen is subject to impact from a 
freely falling ball. Figure 5 shows the resulting fringe patterns for struts with different holes subject to impact from a ball dropped from 
a height. Apart from the hole size all other parameters of the experiment was fixed.  
Figure 5 Dynamic Digital Photoelastic fringes at different times after impact for struts with various hole diameters
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3 Results and Discussion 
The maximum principal stress at the edge of the hole can be readily determined from both the FEM and the Digital Dynamic 
Photoelastic (DDP) methods and are shown in Fig. 6. For DDP, the plot in Fig. 6 (c) shows the fringe order which is the parameter that 
can deduced from the fringe pattern. To calculate the principal stress we use the stress optic law as shown below   
                   
where N is the fringe order, fV is the material fringe constant and t is the thickness of the material. 
The two sets of curves show remarkable similarity although the values might not be identical due to the geometry and type of sample 
as well as the applied loading. 
To normalize, we use the concept of the stress concentration factor, K, which is defined as the ratio of the maximum stress in the 
presence of the hole to the stress if the hole were not present.  
nom
K
V
V max 
The values of SCF are seen to gradually increase and follow similar trends and values, also shown in Fig. 6 (c). 
Fig. 6 (a) and (b) show the results of maximum principal stress and SCF from FE calculation. It is found that the predicted stress 
patterns and the stress concentration factor match the empirical measurements very well. 
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(a) Maximum principal stress at the edge of hole at various times after impact 
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(c) Fringe orders which is proportional to the maximum principal stress at various times after impact (Experimental results) 
Figure 6 Principal stress and stress concentration factor calculation by FEM and DDP methods 
Conclusions 
A methodology of determining the dynamic stress concentration factor of the polycarbonate struts with center hole due to impact
load is presented. For simplicity, a two-dimensional finite element model for the falling disk and the strut is created and solved using 
ANSYS. To ensure that accurate results can be obtained efficiently, various strategies are taken to address the mesh quality and the time 
step size for the numerical integration. From the results, it is found that the predicted stress patterns and the stress concentration factor 
match the empirical measurements very well. 
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