Abstract. In this paper we mainly investigate the averaging principle for a class of stochastic differential equations with slow and fast timescales, where the drift coefficient in slow equation only satisfies the local Lipschitz condition. We prove that the slow component strongly converges to the solution of corresponding averaged equation, and the result is applicable to some slow-fast SDE models with polynomial coefficients.
Introduction
In this paper, we mainly consider the following stochastic slow-fast system where ǫ is a small and positive parameter describing the ratio of time scale between the slow component X ǫ t ∈ R n and fast component Y ǫ t ∈ R m . The drift terms b(x, y) ∈ R n and f (x, y) ∈ R m , diffusion terms σ(x) ∈ R n×d 1 and g(x, y) ∈ R m×d 2 , W 1 t and W 2 t are mutually independent d 1 and d 2 dimensional standard Brownian motion on complete probability space (Ω, F , P) with a filtration {F t , t ≥ 0} satisfying the usual conditions.
Under some assumptions, we aim to show that X ǫ converges toX in the strong sense, i.e. for some p > 0, hereX is the solution of the following averaged equation, dX t =b(X t )dt + σ(X t )dW
whereb(x) = R m b(x, y)µ x (dy) and µ x denotes the unique invariant measure for the corresponding frozen equation (see Eq.(2.6) below). Now we give an intuitive way to explain how average principle occurs. If the coefficients f (x, y) ≡ f (y) and g(x, y) ≡ g(y), we can write the fast component as 
which is also assumed that there exists a unique invariant measure µ = lim t→∞ P • (Y t ) −1 . Then for any ǫ > 0, t > 0,
where P•X −1 means the distribution of random variable X. This implies for any fixed t > 0, The theory of averaging principle has been intensively investigated by many researchers. Bogoliubov and Mitropolsky [2] first studied the averaging principle for the deterministic systems. Then the theory of averaging principle for stochastic differential equations was firstly proved by Khasminskii in [15] and further developed in e.g. [8, 12, 13, 14, 16, 17, 21, 22, 24] . Since then, averaging principle for stochastic reaction-diffusion systems has become an active research area which attracted much attention (see [1, 3, 4, 5, 6, 7, 9, 10, 11, 19, 20] ). This paper mainly focus on the averaging principle for a class of stochastic differential equations. Usually, the Lipschitz continuous or sublinear growth condition on the coefficients in slow equation is crucial in many research papers, for example, Liu proved the convergence in L 2 sense in [16] under the assumptions of b and σ are bounded smooth with bounded derivative of any order. If b and σ are Lipschitz continuous and have linear growth, Givon also proved convergence in L 2 sense in [12] . Golec studied the L α convergence for some α > 0 in [13] when b and σ are continuous and sublinear growth. For more references we refer to [14, 17, 21, 22] . The main contribution of this work is to weaken the Lipschitz condition of the drift coefficient b to locally Lipschitz and prove the convergence in L p sense for some p ≥ 2. We here mention a recent paper by Xu, Liu and Miao in [23] , where they prove the L 2 convergence for two-time-scale SDEs with non-Lipschitz coefficients, but it can not cover the case of polynomial coefficients. In our case we can apply our results to some models with polynomial coefficients.
The proof of strong convergence result (1.2) is mainly based on the Khasminskii argument introduced in [15] . More precisely, we split the interval [0, T ] into some subintervals of size δ > 0, then on each interval [kδ, (k + 1)δ)], k ≥ 0, we construct an auxiliary process (X ǫ t ,Ŷ ǫ t ) associated with the system (1.1). Then result (1.2) can be obtained by following two steps.
Step 1, due to the non-Lipshchitz condition on coefficient b, we will construct some stopping times inspired by the techniques used in [7] and control the error between X ǫ t andX t when time t before the stopping time, which will be done by controlling |X Step 2, we can control the remaining term of time t after the stopping time by the priori estimates of solution .
The paper is organized as follows. In the next Section, we introduce some notations and assumptions and then formulate the main results. The Section 3 is devoted to show the proofs of our main results. Throughout the paper, C, C p , C p,T , C T,R , C T,x,y and C T,R,x,y will denote positive constants which may change from line to line, where C p depends on p, C p,T depends on p, T , C T,R depends on T, R, C T,x,y depends on T, |x|, |y| and C T,R,x,y depends on T, R, |x|, |y|.
Main Results
Now we impose the following assumptions on the coefficients b, σ, f and g, here we use | · | to denote the Euclidean vector norm and · to denote the matrix norm.
(H 1 ) The functions b(x, y), σ(x) satisfy the local Lipschitz condition w.r.t. x and Lipschitz condition w.r.t. y, i.e., for any R > 0 there exists a constant K(R) depending on R such that for x 1 , x 2 ∈ R n , y ∈ R m with |x i | ≤ R, i = 1, 2,
and there exists a constant C such that for any
Furthermore, there exist constants C, λ ≥ 0 and γ ≥ 1 such that for any
(H 2 ) The functions f (x, y), g(x, y) satisfy Lipschitz condition w.r.t. (x, y), i.e., there exists C > 0 such that for any
Remark 2.1 Here we give some comments concerning the assumptions above.
• Assumptions (H 1 ) and (H 2 ) ensure that (1.1) has a unique solution.
• The condition (A 2 ) is called the strong dissipative condition, which is used to guarantee that there exists a unique invariant measure for frozen equation (see Eq. (2.6) below) and the exponential ergodicity also holds (see Theorem 3.6 below).
•
• Under the assumption of (H 2 ), if (A k ) holds, it is easy to obtain that there exist C ≥ 0 and β > 0 such that for any
The following theorem is the existence and uniqueness result for system (1.1).
Theorem 2.1 Suppose that the assumptions (H 1 ) and (H 2 ) hold. For any given initial value x ∈ R n , y ∈ R m , there exists a unique solution
Now we formulate our main result of averaging principle.
Theorem 2.2 Suppose that (H
and (A 2 ) holds, then for any p > 0 we have
and (A k ) with k ≥ 2γ holds, then for any 0 < p < k we have
HereX is the solution of the following averaged equation,
whereb(x) = R m b(x, y)µ x (dy) and µ x denotes the unique invariant measure for the following frozen equation, 
where θ ≥ 0, W It is easy to verify that (H 1 ) with γ = 3, (H 2 ) and (A k ) with any 2 ≤ k < 7 hold. Hence, (H 1 ) holds with λ = 0 if θ = 0, then by Theorem 2.2 for any p > 0 we have
Moreover, (H 1 ) holds with λ > 0 if θ > 0, then by Theorem 2.2 for any 0 < p < 7 we have
Proofs of Main Results
The existence and uniqueness of solutions to (1.1) can be obtained by using the classical result due to Krylov and Rozovskii (cf. [18] ).
Proof of Theorem 2.1
We denote
Then system (1.1) can be rewritten as the following equation:
Under the assumptions (H 1 ) and (H 2 ), it is easy to prove thatb ǫ andσ ǫ satisfy the local Lipchitz conditions and there exists a positive constant C depending on ǫ, such that for any
which imply the local weak monotonicity and weak coercivity conditions in [18] . Hence by [18, In the rest of this section is devoted to prove Theorem 2.2. The proof consists of the following steps. In the first step, we give some a priori estimates of the solution (X ǫ t , Y ǫ t ) to the system (1.1). In the second step, following the idea inspired by Khasminskii in [15] , we introduce an auxiliary process (X ǫ t ,Ŷ ǫ t ) and derive some uniform bounds. Meanwhile, making use of stopping time techniques, we also deduce some estimate of the (difference) process X ǫ t −X ǫ t when time t before the stopping time. In the last step, based on the ergodicity property of the frozen equation, we first obtain appropriate control ofX ǫ t −X t in case of time t before the stopping time. Then we shall use the priori estimates of the solution to control the term of time t after the stopping time. Note that we always assume (H 1 ) and (H 2 ) hold in this section.
Some priori estimates of (X
Firstly, we prove some uniform bounds with respect to ǫ ∈ (0, 1) for the moment of the solutions X ǫ t and Y ǫ t to system (1.1).
(ii) If λ > 0 in (H 1 ) and (A k ) with k ≥ 2 holds, then there exists positive constant C T such that
Proof. (i) According to Itô's formula and (H 1 ) holds with λ = 0, we have
Then by Burkholder-Davis-Gundy's inequality, for any p > 0 large enough we have
Hence, Grownall's inequality yields that
By Itô's formula again we have
Then, by (A 2 ) and Remark 2.1, there exists β > 0,
Hence, by comparison theorem we obtain
which gives the statement (i).
(ii). Notice that (H 1 ) holds with λ > 0, by Itô's formula and Burkholder-Davis-Gundy's inequality, we can obtain for any t ∈ [0, T ],
Then Grownall's inequality yields that
Using Itô formula again, we have
(A k ) yields that there exist β > 0 and C ≥ 0 such that
Hence, by comparison theorem and (3.9), for any t ∈ [0, T ] we have
This implies that
which also gives
The proof is complete.
Lemma 3.2 Assume either (H 1 ) with λ = 0 and (A 2 ) hold or (H 1 ) with λ > 0 and (A 2γ ) hold. Then for any x ∈ R n , y ∈ R m , T > 0, 0 < t ≤ t + h ≤ T , then there exists a positive constant C T,x,y such that
Proof. By a simple calculations, we have
Then by condition (H 1 ) and Lemma 3.1
3.3
Estimates of auxiliary process (X We remark that on each intervals the fast componentŶ 
Now, we will control the error of Y 
Proof. Notice that
For any t ∈ [0, T ], by Itô's formula we have
By condition (A 2 ), we obtain
Then by Lemma 3.2 and compare theorem,
which complete the proof.
Lemma 3.5 Suppose that (A 2 ) holds. Then for any x ∈ R n , y ∈ R m , T > 0 and R > 0, there exists a constant C T,R,x,y > 0 such that
Proof. Recall that
Then we have
By Lemmas 3.2 and 3.4, we obtain
The Frozen and averaged equation
We first introduce the frozen equation associate to the fast motion for fixed slow component Lemma 3.6 Suppose that (A 2 ) holds. For any given value x ∈ R n , y ∈ R m , there exist C > 0 and β > 0 such that for any Lipschitz function ϕ : R m → R,
Lemma 3.7 Suppose that (A 2 ) holds. Then for any x 1 , x 2 ∈ R n , y ∈ R m and t > 0, there exists a constant C > 0 such that
By Itô's formula and Young's inequality, there exists β > 0 such that
Hence, comparison theorem yields that
The proof is complete. Now, we can introduce the averaged equation as follows,
where µ x is the unique invariant measure for Eq.(3.10).
Lemma 3.8 Suppose that (A 2 ) holds. Eq.(3.11) has a unique solution. Moreover, for any x ∈ R n , p ≥ 2 and T > 0, there exists a constant C p,T > 0 such that
Proof. It is sufficient to check that the coefficients of (3.11) satisfy the following conditions:
and for any x ∈ R n ,
Then Eq.(3.11) has a unique solution and (3.12) can be easily obtained by following the same argument Lemma 3.1(i).
In fact, by Lemmas 3.6 and 3.7,
Then letting t → ∞, we obtain that (3.13) holds. Moreover, for any
Finally, letting t → ∞, we obtain that (3.14) holds.
The Proof of Main Result
In this part, we intend to give a complete proof for our main result, i.e. the slow component process X ǫ t converges strongly to the solutionX t of the averaged equation. We first estimate the error between auxiliary processX ǫ t and the solutionX t of averaged equation when time t before the stopping time.
Lemma 3.9 Suppose that either (H 1 ) with λ = 0 and (A 2 ) hold or (H 1 ) with λ > 0 and (A 2γ ) hold. Then for any x ∈ R n , y ∈ R m , R > 0, T > 0 and ǫ ∈ (0, 1), there exists a positive constant C T,R,x,y such that 
Next, we intend to estimate the first term above, notice that
For I 2 (t), by Lemma 3.3, it is easy to prove
Now, we estimate the term I 1 (t) and have Hence by Hölder's inequality and (3.23), it is easy to prove that (2.3) and (2.4) hold, which completes the proof.
