Abstract -This paper presents the learning of neural network parameters using a real-coded genetic algorithm (RCGA) with proposed crossover and mutation. They are called the average-bound crossover (AveBXover) and wavelet mutation (WM). By introducing the proposed genetic operations, both the solution quality and stability are better than the RCGA with conventional genetic operations. A suite of benchmark test functions are used to evaluate the performance of the proposed algorithm. An application example on an associative memory neural network is used to show the learning performance brought by the proposed RCGA.
Learning or training is one of the important issues of neural networks. The learning process aims to find a set of optimal network parameters. The widely-used gradient methods [1] [2] , such as MRI, MRII, MRIII rules, and backpropagation techniques, adjust the network parameters based on the gradient information of the fitness function in order to reduce the mean square error over all input patterns. One major weakness of the gradient methods is that the derivative information of the fitness function is needed, meaning it has to be continuous. The learning process is easily trapped in a local optimum, especially when the problems are multimodal and the learning rules are network structure dependent. To tackle this problem, the real-code genetic algorithm (RCGA) [4] was proposed for optimization problems in a large, complex, nondifferentiable and multimodal domain [11] . RCGA is a good training algorithm for neural or neural-fuzzy networks [5] [6] . The same RCGA can be used to train many different networks regardless of whether they are feed-forward, recurrent, or of other structure types. This generally saves a lot of human efforts in developing training algorithms for different types of networks.
A lot of research efforts have been spent to improve the performance of RCGA. Basically, RCGA involves two genetic operations: crossover and mutation. Recently, different crossover operations for RCGA have been proposed to improve the efficiency of the algorithm. Unimodal normal distribution crossover (UNDX) was proposed by Ono et. al. [7] for handling multimodal functions and non-separability problems. UNDX mixes the parental information and shows a good search ability. However, it changes the fundamental concept that the crossover operation combines the parents to generate offspring, not mixing the parents. Blend crossover (BLXa) was proposed by Eshelman et. al. [8] , which shows a The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong good search ability for separable functions. It combines the parents to generate offspring. However, BLX-ca has difficulty in handling non-separability optimisation problems. Also, the above crossover operations are not suitable to handle optimisation problems with the optimal point located near the domain boundary. For mutation operations, uniform mutation and non-uniform mutation can be found [4] . Uniform mutation is to change the value of a randomly selected gene to a value between its upper and lower bounds. Non-uniform mutation is capable of fine-tuning the parameters by increasing or decreasing the value of a randomly selected gene by a weighted random number. The weight is usually a monotonic decreasing function of the number of iteration. In this paper, new genetic operations of crossover and mutation are proposed. The crossover operation is called the average-bound crossover (AveBXover), which combines the average crossover and bound crossover. The average crossover manipulates with the selected parents, the minimum and maximum values of the genes. The bound crossover is capable of moving the offspring near the domain boundary. On realizing the AveBXover operation, the offspring spreads over the domain so that a higher chance of reaching the global optimum can be obtained. The proposed mutation operation is called the wavelet mutation (WM), which applies the wavelet theory [9] . Wavelet is a tool to model seismic signals by combining dilations and translations of a simple, oscillatory function (mother wavelet) of finite duration. The wavelet function has two properties: 1) the function integrates to zero, and 2) it is square integrable, or equivalently has finite energy. Owing to the properties of the wavelet, the convergence and solution stability are improved. By introducing these genetic operations, the GA performs more efficiently and provides a faster convergence than the GA with conventional genetic operations in a suite of six benchmark test functions [10] . In addition, the GA with the proposed operations gives smaller standard deviation of results, i.e. the solution quality of the GA with the proposed operations is more stable. This paper is organized as follows. Section II presents the RCGA with the proposed genetic operations. Six benchmark test functions are used to evaluate the performance of the proposed method in section III. An application example on associative memory is given in section IV. A conclusion will be drawn in section V. Fig. 1 . First, a set of population of chromosomes P is created. Each chromosome p contains some genes (variables). Second, the chromosomes are evaluated by a defined fitness function. The better chromosomes will return higher values in this process. Third, some of the chromosomes are selected to undergo genetic operations for reproduction by the method of normalized geometric ranking [3] . Normalized geometric ranking is a ranking selection function based on the nonstationary penalty function. The non-stationary penalty is a function of the generation number; as the number of generations increases so does the penalty. Therefore, as the penalty increases it puts more and more selective pressure on the RCGA to find a feasible solution. Fourth, genetic operations of crossover are performed. The crossover operation is mainly for exchanging information between two parents that are obtained by a selection operation. In the crossover operation, one of the parameters is the probability of crossover p, which gives us the expected number p, x pop _ size (where pop _ size is the number of chromosomes in the population) of chromosomes that undergo the crossover operation.
We propose a new crossover. First, four chromosomes will be generated (instead of two chromosomes in the conventional GA). Second, the best two offspring in terms of the fitness value will be selected to replace their parents. After the crossover operation, the mutation operation follows. It operates with the parameter of the probability of mutation ( Pm ). The mutation operation is to change the genes of the chromosomes in the population such that the features inherited from their parents can be changed. After going through the mutation operation, the new offspring will be evaluated using the fitness function. The new population will be formed when the new offspring replaces the chromosome with the smallest fitness value. After the operations of selection, crossover and mutation, a new population is generated. This new population will repeat the same process. Such an iterative process will be terminated when a defined condition is met. The details about the proposed crossover and mutation operations are given as follows.
A. Average-bound crossover
The crossover operation is mainly for exchanging information from the two parents, chromosomes pi and P2.
obtained in the selection process. The two parents will finally produce two offspring. The average-bound crossover (AveBXover) comprises two operations: average crossover and bound crossover. The details of the crossover operation are as follows,
Bound crossover 0°3 = P max(1-wb) + max(pIpP2)wb (1) to (4): (1) and (2) where most of the energy in yi(x) is confined to a finite duration and bounded. Morlet wavelet is an example mother wavelet, which is proposed by Daubechies [9] : y/r(x) = e-X 1 2 COS(5x)
The Morlet wavelet integrates to zero (Property 1). Over 99% of the total energy of the function is contained in the interval of -2.5 < x < 2.5 (Property 2).
In it follows, that YV.ao(x) is an amplitude-scaled version of sV(x). Fig. 3 shows different dilations of the Morlet wavelet. The amplitude of YraO(x) will be scaled down as the dilation parameter a increases.
B.2 Wavelet Mutation
We propose a mutation operation based on the wavelet theory, and is called the "Wavelet Mutation" (WM). The details of the operation are as follows. Every gene of the chromosomes will have a chance to mutate governed by a probability of mutation, Pm E [0 1], which is defined by the user. This probability gives an expected number ( Pm x pop_ size x no_vars) of genes that undergo the mutation. For each gene, a random number between 0 and 1 will be generated such that if it is less than or equal to Pm, the mutation will take place on that gene which is updated instantly. If small, it gives a smaller searching space for fine-tuning the gene. Referring to Property 1 of the wavelet, the total positive energy of the mother wavelet is equal to the total negative energy of the mother wavelet. Then, the sum of the positive 6 should be equal to the sum of the negative 6 when the number of samples is large. That is,
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where N is the number of samples. Hence, the overall positive mutation and the overall negative mutation throughout the evolution are nearly the same. As over 99% of the total energy of the mother wavelet function is contained in the interval [-2.5, 2.5], (o can be generated from [-2.5, 2.5] randomly. The value of the dilation parameter a can be set to vary with the value of r/T in order to meet the fine-tuning purpose, where T is the total number of iteration and r is the current number of iteration. In order to perform a local search when r is large, the value of a should increase as r/T increases so as to reduce the significance of the mutation. Hence, a monotonic increasing function goveming a and r/T is proposed as follows.
-In(g}{i(L)n(g) a=e T (20) where ; is the shape parameter of the monotonic increasing function, g is the upper limit of the parameter a. In this paper, g is set as 10000. The effects of the various values of the shape parameter 4; to a with respect to rnT are shown in Fig. 4 . The value of a is between 1 and 10000. Referring to (18), the maximum value of 6 is I when the random number of (p=0 ( It ensures that a large search space for the mutated gene is given. When the value rIT is near to 1, the value of a is so large that the maximum value of 6 will become very small. For example, at r/T = 0.9 and ; = 1, the dilation parameter a = 4000. If the random value of q is zero, the value of 6 will be equal to 0.0158.
With°s i =o0 + 0.0158x(paraJr -), a small searching space for the mutated gene is given for finetuning.
III. EXPERIMENTAL STUDIES AND ANALYSIS
A. Benchmark testfinctions and experiment setup A suite of six benchmark test functions [10] are used to test the. performance of the GA with the proposed genetic operations. Many different kinds of optimization problems are covered by these benchmark test functions. They are divided into three categories: unimodal functions, multimodal functions with only a few local minima, and multimodal functions with many local minima. The six benchmark test functions are detailed in Table 1 . They can test the searching ability of the proposed algorithm comprehensively. In other words, the proposed algorithm is not biased to some chosen problem. To avoid the crossover operation having a strong bias to that (pma + Pmin )/2 is also the location of the optimum, in this paper, the ranges of the domain boundary of some test functions are different from those in [10] in order to shift the location of the optima. The crossover operation for comparison is the UNDXBXover, which consists of 2 published crossover operations: Unimodal normal distribution crossover (UNDX) [7] and Blend crossover (BLX-a) [8] . The mutation operation for comparison is the non-uniform mutation (NUM) [4] . The population size is set at 100. All the results -are the averaged ones out of 50 runs. The weight wa, of the AveBXover is set at 0.5 for all functions.
The weight wb is set at 0.5 for f1 to f4 and f6 , Wb =1 for f5. The parameter ; for WM is chosen by trial and error through experiments for good performance. ; is set at 5, 5, 0.5, 0.5, 2, and 5 for f1 to f6 respectively. The probability of crossover is set at 0.8 and the probability of mutation is set at 0.5 for f1 to f3 and f6, 0.8 for f4
and f5 . In this paper, RCGA with Avergae-Bound Crossover and Wavelet Mutation (AveBXover+WM), RCGA with Avergae-Bound Crossover and Non-Uniform Mutation (AveBXover+NUM), RCGA with Unimodal Normal Distribution and Blend Crossover and Wavelet Mutation, (UNDXBXover+WM), and RCGA with Unimodal Normal Distribution and Blend crossover and Non-Uniform Mutation (UNDXBXover+NUM) are used to test the benchmark test functions. 
B. Experiment results
The experiment results in terms of the mean fitness value, best fitness value, standard deviation, and the t-test value for f1 to f6 are tabulated in Table. 1I. The comparison between different genetic operations on fi to f6 is shown in Fig. 5 . The t-test is a statistical method to evaluate the significant difference between two algorithms. The t-value will be negative if the first algorithm is better than the second. When the t-value is more than - -N UBND)r)NU 
