Introduction 27
Plants are highly adapted to survive and exploit the daily fluctuations in light and temperature 28 experienced as the earth spins on its axis. The circadian clock plays an intrinsic role in this; 29 integrating temporal cues from the environment to inform photosynthetic, metabolic and 30 developmental processes(1,2). A robustly oscillating circadian clock which is highly 31 synchronised to external day-length contributes to the overall fitness of the plant, giving it an 32 edge over competitors, predators and pathogens(3-6). 33 3 their circadian behavior have been documented. Pupal eclosion rhythms of Drosophila are 67 latitude dependent; with shorter rhythms, earlier phases and less robust rhythms observed in 68 Northern latitudes (24, 25) . In Arabidopsis, Michel et al. conducted a global study of leaf 69 movement rhythms in 150 accessions and found that day-length of origin country correlated 70 positively with period, but not phase or amplitude. They also identified several loci in the 71 TOC1/PRR family which determined natural variation in period, phase and amplitude 72 independently(6). Other investigations have shown allelic diversity of several clock related 73 genes including FLC(26) GI(27) and EARLY FLOWERING 3 (ELF3)(28) which contribute to 74 natural circadian phenotypes without fully disrupting the clock mechanism. The positive 75 relationship with period and latitude has been replicated in tomato(29), soybean and annual 76 populations of Mimulus guttatus(30) and gives a strong indication that this is an adaptive 77 phenotype. 78
In this study, we have focused on a collection of Arabidopsis accessions from across a large 79 latitudinal range in Sweden; a country with variations in climatic, anthropogenic and day-80 length factors all potentially influencing clock adaption. Northern latitudes around 63°N have 81 permanent snow cover during winter months and the growing season is much cooler and 82 shorter than in the South. At the solstice, there is almost 3 hours difference in day-length 83 between the North and South. This divergence of climate has led to selection for ecotypes 84 with adapted growth and flowering strategies (31, 32) . Analysis of the global population 85 structure of Arabidopsis accessions has previously identified Swedish accessions as being 86 genetically distinct from the wider population, with further differentiation within the country 87 between North and South(33-36). Accessions from South Sweden have high genetic 88 diversity within a relatively small area, perhaps suggesting a historic emigration from central 89 Europe following glacial retreat(37). Northern Swedish accessions have lower genetic 90 diversity but larger genome sizes(35) and also carry a surprising reservoir of drought 91 tolerance genes (38) . Completion of the 1001 genomes project in 2006 has facilitated a recent 92 expansion in Arabidopsis genome wide association (GWA) studies made possible through the 93 provision of high-quality re-sequenced genotype data. These accessions are publicly 94 available, geo-referenced and genetically inbred making it easy for researchers to perform 95 experiments over several generations under a variety of conditions (39 We used delayed fluorescence imaging to characterize circadian rhythms in groups of 14 day 110 old seedlings entrained in 12h L 12h D cycles at 22°C and assayed under free-running 111 conditions of constant light (L:L) at 22°C. Accession means and standard errors (SE) 112 adjusted for experimental effects were obtained using linear mixed models for period, 113 amplitude and RAE and a circular regression model for phase (see Extended Methods). We 114 found a 4.42h difference between the mean period of the fastest (21.28h, SE=0.329) and 115 slowest (25.70h, SE=0.355) accessions tested ( Figure 1A ). The mean phase of peak DF 116 intensity for each accession occurred over the dark half of the cycle (12-24/0h) with a huge 117 difference (10.32h) from the earliest peaking (12.21h, SE=0.58) to the latest (22.54h, 118 SE=0.20) ( Figure 1B ). This variation in period and phase is consistent with data previously 119 reported from a global collection of Arabidopsis accessions(6). We also measured the 120 robustness of these rhythms by looking at their RAE values. The most rhythmic (lowest 121 RAE) mean was 0.31 (SE=0.023) and the least rhythmic was 0.44 (SE=0.024) representing 122 approximately 20% of the possible range of this trait in this study ( Figure 1C ). Accession 123 means for circadian phenotypes can be viewed in Supplementary File 1. 124
To test the effect of accession ID on each trait we performed a likelihood ratio test against a 125 model which omitted accession ID as a variance component. Including accession ID in the 126 mixed model had highly significant effects on period (χ 2 (1 df)=455.57, p<0.0001) and RAE 127 (χ 2 (1)= 65.97, p<0.0001). Including Accession ID in the circular regression model also had a 128 strongly significant effect on phase (χ 2 (191)=407, p<0.0001). Amplitude was analysed as a 129 log 10 transformation (see Extended Methods) and there was no significant effect of accession 130 ID on Log10Amplitude (χ 2 (1)= 0.19, p=0.6). With this in mind, we dropped Amplitude as a 131 5 trait of interest for the temperature and mutant screening experiments. REML output tables 132 (Supplementary Tables 1-3) , model checking graphs ( Supplementary Figures 1-3 ) and log-133 likelihood results (Supplementary Tables 4-7) are available to view.  134   135 We observed a strong correlation between the period, RAE and phase of each accession 136 ( Supplementary Figure 4) , especially between period and phase (Adjusted R 2 =0.43, 137 p<0.0001). We are unaware of any previously published correlation between natural 138 variation in period and RAE. In this study, we found a highly significant negative 139 relationship with longer periods having lower RAE scores (Adjusted R 2 =0.1, p<0.0001). 140
We chose 10 accessions from the tails of the distributions of mean period, phase and RAE to 141 create "phenotypic tail" groups representing the extremes of each trait. Some accessions 142
represented two or more tail groups and could be split into two master groups of: long period, 143 dusk phased, low RAE accessions and short period, dawn phased, high RAE accessions as 144 explained in Figure 1D . These phenotypic tail groups were used for the temperature 145 experiments described later in this paper (accessions in each tail are listed in Supplementary  146 Tables 8-10). 147
Our next question was whether other quantified traits co-varied with our circadian data. 148
We used several previously published datasets to examine possible phenotypic relationships 149 between our traits and flowering time(41,44), seed dormancy(40) and freezing tolerance(42) 150
( Supplementary Table 11 ). We then investigated whether circadian traits varied according to the original location of the 157 accessions. Accessions with the shortest periods tended to be found in Northern and mid-158 latitude regions and the longest periods were found in the south (Figure 2A ). Period was 159 found to be significantly correlated with longitude and latitude (p<0.001), however a 160 considerable amount of variation remained unexplained (Adjusted R 2 <0.1) (Supplementary 161 Figure 5 ). Following on from this, we asked the question whether population sub-structure 162 could better explain the distribution of period phenotypes. We re-classified the population 163 into three groups split across the axes of the first two principal components (which together 164 explain over 15% of the total genetic variation) ( Figure 2D We used the online GWA-portal to perform association mapping on the three circadian traits 175 found to be significantly affected by genetic variation.(45) We used an Accelerated Mixed 176 Model (AMM) to account for population structure, although the other association models 177 (linear and non-parametric) gave similar results (See Supplementary Figure 6 ). Pseudo-178 heritability estimates for each trait were given as an output of the GWA analysis: 179 period=71%, RAE=37% and phase=13%. 180 GWA identified multiple genomic regions associated with period, phase and RAE as shown 181
in Figure 3 . We used -log10(p) 6.5 as an arbitrary p-score cut-off to select SNPs for further 182 investigation. This threshold is conservative compared to several other previously published 183 studies in Arabidopsis(46-48). We investigated known core circadian and flowering time 184 genes to see whether these were significantly associated with any of the traits measured. 185
Other than ELF3 (see below), none of these genes fell within the window of association for 186 significant SNPs. Genes in regions 30kb upstream or downstream of the most significant 187 SNPs were considered as potential gene candidates and were selected for further analysis 188 based on their previously attributed functionality and designated GO term. Genes involved in 189 circadian rhythms, flowering time or chloroplast regulation were given prevalence (details in 190 Supplementary File 2). The most significant associations had three SNPs with a -log10(p) 191 score of 10.4-11.5, found on chromosome 4 associated with period variation. Within this 192 interval we identified a non-synonymous SNP in the gene COLD-REGULATED GENE 28, a 193 gene that has previously been identified as a negative regulator of several core clock genes 194 (PRR7, TOC1, PRR5 and ELF4) and is also implicated in the trade-off between flowering-195 time and freezing tolerance(49,50). The substitution resulted in a tryptophan (W) to serine (S) 196 amino acid change at position 58 within the second exon of COR28 ( Figure 4A ). This had a 197 SIFT score of 0 indicating a highly probable deleterious effect on protein function. 16 198 7 accessions in this study had the minor allele, all found in the South of Sweden. The 58S 199 accessions had a period 1.29h longer than the 58W accessions (t(17.4)=-7.46, p<0.001, 200
Welch Two Sample t-test) (see Figure 4B ) and mostly belonged to the genomic sub-group 201 PC.A. The long-period of cluster PC.C therefore cannot be explained by variation in this 202 SNP. We used the online tool Polymorph 1001 to look for other variants with the serine 203 substitution and found only 5 other variants not assayed in this study (making 21 in total), all 204 of which were also from the South of Sweden ( Figure 4C ). 205
We the -58S minor allele (see Table 1 ). We found that the accessions with COR28-58S had 208 significantly extended flowering times under simulated seasons for Sweden and Spain (Li) AT1G71015 and FAB1C). The DF circadian output we used to assay these traits is based on 220 oscillating activation phases of PSII and therefore natural variation in genes regulating 221 chloroplast functionally could also affect the DF output in these candidates. 222
A RAE associated SNP on chromosome 2 was found 5726bp upstream from a SNP in ELF3 223 previously characterized as the ELF3-Sha allele. Our associated SNP was found to be under 224 strong linkage disequilibrium with the ELF3-Sha allele (R 2 =0.86). The alanine-to-valine 225 transition in amino acid position 362 has been associated with naturally occurring alterations 226 8 to periodicity and robustness in accessions from Central Asia, specifically Tajikistan(28). 227
Here, 13 Swedish accessions were shown to carry the ELF-Sha allele and had mean RAE 228 ratios 0.032 higher on average than for the other accessions. We substantiate evidence that 229 ELF3-Sha accessions have lower rhythmicity and extend the global range of this allele into 230 Northern Sweden. A surprising kinship between Arabidopsis accessions from Northern 231 Sweden and Central Asia has been previously demonstrated through analysis of global 232 population structure and indicates that the presence of this allele has not evolved 233 convergently between the two populations(33). 234 235 Validation of candidate genes 236 11 mutant lines representing eight gene candidates were genotyped to confirm homozygous 237 mutations before being bulked for seed. Confirmed mutants were then assayed for their 238 circadian rhythms using DF under the same conditions as for the 191 accession screen. 239
Mutant details and genotyping results can be viewed in Supplementary File 2. Cor27 mutants 240 and the double mutant cor27-1/28-2 were also assayed as cor27 is known to be partially 241 redundant with cor28. Analysis of the DF rhythms confirmed that periods in cor28 mutants 242 (cor28-1=25.3h, SD=1.73; cor28-2=25.3h, SD=1.78) were significantly longer than their 243 respective controls (23.9h, SD=1.62 and 24.0h SD=2.02) (Welch Two Sample t-test p<0.05) 244 as shown in Table 2 . This confirms results previously reported using leaf movement, qPCR 245 and ProCCR2:LUC bioluminescence rhythms(49,50). Cor27 mutants showed no significant 246 difference in period length, however the double knock-out cor27-1/28-2 had an exaggerated 247 long period phenotype (26.4h, SD=2.37). The peak phases of cor27, cor28 and especially 248 cor27-1/28-2 were also earlier than for Col-0, with cor27-1/28-2 having a mean phase peak 249 2.6h earlier than the control. Other mutants characterized were not found to have significantly 250 altered periods or phases compared to their WT controls ( Supplementary Tables 12-14) Mutants are listed under their respective WT controls highlighted in grey. Circular means for 254 phase were calculated using the 'circular' package in R. 255 256
The phenotypic tails of circadian traits remain largely diverged under lower temperatures 257
The variation characterized in the first part of this paper was observed at 22°C which was 258 chosen to make the data comparable to several previously published studies of interest. We 259 wanted to test whether the circadian phenotypic diversity observed at 22°C persisted at lower 260 temperatures, closer to the natural Swedish environment. To simplify the dataset, we selected 261 10 accessions to represent each of the six phenotypic tails as highlighted in Figure 1 . We 262 wished to investigate whether reduced temperatures would affect the phenotypic tails equally, 263 drive them further apart or lead to a convergence of their phenotypes. Our null hypothesis 264 was that the phenotypic diversity seen at 22 would exist consistently at lower temperatures 265 with no differential effect on the phenotypic tail groups. 266
The results show that decreasing temperature had a massive overall effect on all three 267 circadian outputs, particularly RAE and phase (accession means can be viewed in 268 Supplementary File 3). Overall, the divergence between the tail groups was largely 269 maintained, although the gap reduced at 10°C (Figure 5a For period, membership to the short or long tail groups was the largest explanatory variable 273 and the group means remained clearly distinct across all temperatures. Temperature also had 274 a large overall effect on period, with rhythms at 16°C running much slower than at 22°C. At 275 10°C periods were again shorter, accompanied by higher RAE (reduced rhythm robustness) 276 ( Supplementary Figure 7) . The difference in the period temperature responses of the two 277 groups can be seen by the gradients of the thick colored lines in Figure 5A . There was also 278 significant variation between the temperature response of individual accessions within each 279 tail group, especially in the long period group (see thin grey lines in Figure 5A ). 280
Interestingly, Col-0 reacted very differently to the Swedish accessions tested, showing an 281 almost linear decrease in period with increasing temperature (dashed line in 5A). 282 10 For RAE, which we equate to rhythm robustness, we found that temperature had an even 283 greater effect than for period, with rhythms at 10°C showing a marked decrease in robustness 284 ( Figure 5B ). The tails converge as the temperature decreases, with the low RAE group 285 becoming less rhythmic at a faster rate than the high RAE group. 286
For phase, decreasing temperature to 10°C caused a large shift of approximately 7.4 hours 287 towards dawn accompanied by increased variability for each accession ( Figure 5C ). The 288 means of the two phase tail groups remained distinct across the three temperatures and there 289 was no significant difference in their relative change of phase with temperature. However, 290
there was significant variation in responses of individual accessions to temperature within 291 each tail group. 292 Across all traits we observed an increase in the within-accession variability at lower 293 temperatures indicated by larger standard deviations in period, higher RAE scores and a 294 greater number of rhythms being rejected from Biodare2 analysis as arrhythmic. 295 296 Discussion 297 Natural variation of any physiological trait is a product of both environmental pressure for 298 local adaption and the available genetic diversity within a population(51). Natural selection 299 acts over evolutionary time on heritable traits which provide a differential fitness cost or 300 advantage. Population migration provides a source of heterozygosity often accompanied by 301 an increase in competitive hybrids, however it also has potential to dilute alleles best adapted 302 to their environmental niche (52). This work provides an example of the interplay between 303 these ecological and evolutionary dynamics. 304
We measured DF rhythms in 191 naturally occurring Arabidopsis accessions and show that 305 circadian phenotypes display considerable variation across the axes of Sweden. This variation 306 does not conform to previously described latitudinal clines in Arabidopsis, as we find the 307 longest periods in the South of the country and the shortest periods in the North. We also 308
show a high level of correlation between circadian period, phase and RAE in these 309 accessions; rhythms with longer periods tended to be the most rhythmic with a peak phase 310 just after dusk. The co-variation of these traits with geographical regions reinforce the idea 311 that circadian rhythms are under divergent selection in natural environments. A possible 312 explanation for variation in these traits lies in the massive difference in amplitude of annual 313 temperature and day-length cycles across the length of Sweden. In Northern latitudes an 314 advantage for a dynamic clock with high plasticity could potentially outweigh the advantage 315 of a highly synchronized one with high rhythmicity. 316
In addition to the geographic variation, periods were also found to be significantly different 317 between two demographic groups in the South. These genetically distinct populations 318 existing within the same geographic area demonstrate the interaction between genotype 319 diversity and adaptation in deciding circadian phenotypes. 320
We show that circadian diversity assayed by DF is genetically heritable and is associated 321 with several highly significant polymorphisms, two of which (ELF3 and COR28) had 322 previously acknowledged circadian functions. COR28 is partially redundant with its partner 323 COR27 and acts both upstream and downstream of the circadian clock(49,50). TDNA 324 insertions in these genes have been shown to lengthen periods, extend flowering time and 325 increase freezing tolerance(49,50). Natural allelic diversity in COR28 has not previously been 326 described. Here, we show that a set of 16 naturally occurring accessions from southern 327
Sweden have a W58S amino acid substitution which results in a long period comparable to 328 that seen in cor28 TDNA insert mutants. COR28 and COR27 are expressed in a blue-light 329 and temperature dependent manor, which suggests why this gene could be under selection in 330 the Swedish environment. The mechanism through which W58S affects the function of 331 COR28 remains unclear. COR28 is a small peptide of ~26kDa and so may not require active 332 transport for nuclear localization(53). No DNA binding domains have been identified in the 333 COR28 sequence, however it has been suggested to regulate TOC1 and PRR5 transcription 334 through the formation of protein complexes(49)(50). It is possible that this modification 335 affects the ability of COR28 to form these protein interactions. 336
We also investigated the effect of temperature on natural circadian variation between 337 accessions with divergent circadian phenotypes. Temperature had a large effect on period and 338 an even greater one on phase and RAE means in both tail groups, indicating a low level of 339 temperature compensation for these outputs. This also shows that the forces governing 340 compensation for period do not act equally on maintaining constant RAE or peak phase. 341
Interestingly, rhythms appeared to be most robust at 22°C, which might not be expected 342
given that the warmest months in Sweden average around 15-17°C. A similar loss of rhythm 343 robustness at lower temperatures has been observed in wheat(23). 344
Period had a non-linear relationship with temperature in these accessions, lengthening from 345 22°C to 16°C, before shortening again at 10C. This arrow shaped profile likely reflects two 346 interacting forces at work; 1) between 22°C and 27°C the acceleration of rhythms due to 12 increased rate kinetics and 2) between 22°C and 10°C the balancing forces of circadian 348 temperature compensation. Gould et al. found a similar effect of temperature on period using 349 leaf-movement rhythms at 22°C, 17°C and 12°C, and showed that the cold temperature 350 compensation response works through an independent mechanism to the hot temperature 351 compensation response(20). The profile suggests that temperature compensation is biased 352 towards correction at colder temperatures in these accessions. It is possible that adaptation to 353 a cold climate has selected for a cold compensation response to overcome excessive 354 deceleration of the clock, although we are unable to explain why the rhythms should be even 355 shorter at 10°C than at 16°C or why the shortening of periods are accompanied by a loss of 356 overall rhythmicity. Although divergence between the phenotypic tails decreased at lower 357 temperatures, the groups remained largely separate, reconfirming that these tail phenotypes 358 are due to heritable genotypic differences. This work demonstrates the utility of using DF 359 imaging to analyse natural variation across genetically diverse populations. Seed for the 192 Arabidopsis accessions were gas sterilised using 3ml hydrochloric acid in 364 100ml sodium hypochlorite. We then stratified seed in 1ml of sterile water for 2 days at 4°C 365 before plating. Clear 96 well plates with flat bottomed wells (Thermo Scientific, cat no: 366 10287631) were filled with 250ul of Murashige and Skoog agar media (1.5% Agar, pH5.8, 367 no sucrose). Approximately 20 seeds were added to the plates following a randomized Alpha-368 lattice design (see Extended Methods) and left to dry until all residual water had evaporated. 369
Clear microplate lids (Thermo Scientific, cat no: 10334311) were secured to each plate with 370 micropore tape ensuring that the lid was raised slightly from the top of the wells to allow 371 condensation to circulate freely. Plates were returned to the fridge for 2 more days before 372 transfer to the growth cabinet set at 12:12 L:D cycle at 22°C under approximately 200 µmol 373 m -2 s -1 white light for 14 days. Prior to the temperature response experiments, accessions 374 from the 191 phenotyping screen were bulked for seed (see Extended Methods). Plates were 375 all grown under 12:12 L:D at 22°C light for 10 days and were then transferred to the 376 temperatures in which they would be imaged for 4 days. 377
Note: For the temperature and mutant screening experiments, the corner wells of the 96-well 378 plates were not used in the designs as we found that corners had significant effects on 379 13 circadian rhythms in the 191 dataset; potentially due to these wells drying out more quickly 380 ( Supplementary Figure 8) . We filtered period estimates from Biodare2 to exclude rhythms with RAE>0.65 and period 403 >28h to improve the precision of mean period predictions. We next used restricted maximum 404 likelihood (REML) to fit a linear mixed model to the 191 accession dataset and thus obtain 405 accession means for period and RAE which were adjusted for the effects of cabinet and 406 experimental run (see details in Extended Methods). An additional step was required to 407 calculate phase means for each accession as the raw phase data is circular and relative to 408 dawn (0) with a full circle representing 24 hours. Phase data was analysed with a T-DNA and EMS mutants were obtained from the Nottingham Arabidopsis Stock centre and 436 primers designed using the iSect tool from the SIGnAL website. In addition, seed for cor28-437 2, cor27-1 and cor28-2/cor27-1 was kindly donated from Hongtao Liu's laboratory 438 (Shanghai, China) where these mutants have previously been identified as long-period using 439 leaf-movement and ProCCR2:LUC constructs(49). Cor28-2 is a null mutant and cor28-1, 440 cor27-1 and cor27-2 are all knockdown mutants. Gene candidates, mutant IDs and primers 441 used can be viewed in Supplementary File 2. All lines were genotyped to confirm 442 homozygosity by PCR and gel electrophoresis prior to seed bulking other than sco2 which 443 was genotyped by sanger sequencing to reveal the premature stop. We were unable to obtain 444 or confirm homozygous mutants for dnf and fab1c and therefore these lines were not DF 445 We selected 10 accessions to represent the phenotypic tails of each trait as highlighted in 689 Figure 1 . Period, phase and RAE in these accessions were then re-quantified at 10°C, 16°C 690 and 22°C to see if the tails remained diverged at lower temperatures. In Figure A , light grey 691 lines show the mean periods of accessions in the long period tail group with the thick blue 692
line showing the mean period for the whole group. Black lines show the mean periods for 693 accessions in the short period group with the thick red line reflecting the mean for the whole 694 short period group. In Figure B , light grey lines show the mean periods of accessions with 695 high RAE (low robustness) with the thick maroon line indicating the overall high RAE tail 696 mean. The black lines show the mean periods for accessions with low RAE (high robustness). 697
The green line shows the overall low RAE tail mean. In both Figure A 
