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1. Introduction 
 
Waring’s problem is now to find ( )G k , the least integer s , such that each sufficient large integer 
may be represented a sum of at most s kth powers of natural numbers. The Hardy-Littlewood 
method, that is, so called circle method is main analysis method, which is proposed by Hardy. 
Ramanujian and Littlewood in about 1920’s, which have been applied successfully in solving 
some problems of number theory, e.g. Waring’s problem and Goldbach’ s problem.  
The known best results for Waring’s problem up to now are as following 
 
For sufficiently large k (Wooley [5] ), 
  ( ) log( log ) 1 .G k k k k O                                                 (1.1) 
And for smaller k , 
(5) 17, (6) 24, (7) 33, (8) 42, .G G G G                                     (1.2) 
 
For the details is referred to see the Vaughan and Wooley’s survey paper [4]. In this paper, by a 
new recursive algorithm, we will give some improvements for ( )G k .  
 
Theorem 1.1.  For sufficiently large ,k  
( ) 4 ( )G k k o k  .                                (1.3) 
 
Theorem 1.2. For 5 20,k   let ( )F k be as in the List 1.1, then 
( ) ( ).G k F k                                    (1.4) 
 
 
 
k      ( )F k  k      ( )F k  k      ( )F k  k      ( )F k  
5      17 
6      21 
7      25 
8      32 
9       33 
10       37 
11       41 
12       45 
13      49 
14      51 
15      57 
16      64 
17      66 
18      68 
19      75 
20      75 
                                     
List 1.1 
 
In section 4, there is further progress. 
 
2. The Proof of Theorems 1.1. 
 
Suppose thatP is a sufficient large integer, ( )PC is a subset of [0, ]P , k is a given integer, 
consider the equation 
1 1 , , ( ),1 .
k k k k
s s i ix x y y x y P i s         C          (2.1) 
Denoted by ( ( ))sS PC  the number of solutions of (2.1), or simply ( )sS P , when the selection 
( )PC is clear in context. The equation above is called auxiliary equation of Waring problem.  
In the following, we will take use of iterative method to construct ( )PC . 
Suppose that  is a real number, 0 1  . Let 1 ,P P   P  is a set of prime numbers p in 
interval [ / 2, ]P P  , write ,ZP define  
       ( ) | ( ),P x p x P p   C C P .                     (2.2) 
With respect to the construction, we will also consider following a relative equation  
   1 1 1 1 ,
, ( ),1 . where , , .
k k k k k k k k k k
s i s i s i s s i s
i i
p x x y y q x x y y
x y P i s p q p q
               
    
   
C P
       (2.3) 
Denote by , ( , )s iT p q the number of solutions of (2.3), and , ,( ) ( , )s i s i
p
T q T p q . 
 
Lemma 1. For integer ,0 ,i i s  it has 
2 1
,( ) ( )
s
s s iS P Z T q
  .                                                        (2.4) 
 
Proof.  As usual, write 2( ) ixe x e  , let 
     
( ) ( ) ( )
( ) , ( , ) , ( ) .k k k k
x P x P y P
f e x f p e p x f e y     
  
    


C C C
  
Then clearly, 
 
( )
( ) ( , )k k
p x P p
f e p x f p  
  
   
P C P
. 
 Applying Hölder’s inequality, it has 
1 12
0 0
1
0
( ) ( ) ( ) ( )
( , ) ( , )
s s s
s
s
p q
S P f d f f d
f p f q d
    
  

 
 
    
 
 
  
P P
 
 
1
0
1 12
0 0
,
12( 1)
0
,
( ) ( ( , ) ( , ) )
( ) ( , ) ( , ) .
s
p q p q
s
s
p q p q
ss s
s
p q p q
d
Z f d f p f q d
Z S P Z f p f q d

    
  
 
 

 
    
  

 
 
 


P,
P,
 
It is clear that ( )s sZ S P  is minor for ( )sS P .  
Moreover, for a non-negative integer i , let ( , , ) ( , ) ( , )s ii p q f p f q    , then by Cauchy 
inequality, it has 
   
1 1
0 0
1/ 2 1/ 21 12 2
0 0
( , ) ( , ) ( , , ) ( , , )
( , , ) ( , , )
s s
i i
i i
f p f q d p q q p d
p q d q p d
     
   
  
  
 
 
 
And 
   1/ 2 1/ 21 1 12 20 0 0
, , , ,
1 2
0
, ,
( , ) ( , ) ( , , ) ( , , )
( , , )
s s
i i
p q p q p q p q
i
p q p q
f p f q d p q d q p d
p q d
      
 
   
 
  
 
   
 
P P
P
Clearly, the inner integral is the number of solutions of equation (2.3).                     

 
Denote by [ , ]a bP  the set of prime numbers in the interval[ , ].a b  Similar to construct (2.2), let 
1, , k   be k  real numbers, 0 1/ ,i k   1 ,i k   which will be determined later, and 
let ( / 2) ,iiZ P
 [ / 2, ],i i iZ ZP P  1 1/i i iP P Z  , / ,ki iH P Z 1 i k  . Recursively 
define 
 1 1( ) | ( ), , ( , ) 1 , 0,1, .i i iP x p x P p p x i k       C C P         
Simply write ( ), 0,1, , .i iP i k  C C   
In the following, it will be used the notation of difference of a function: As usual, for an integer 
coefficient of polynomial ( )x , recursively define the forward differences  
1( ( ), ) ( ) ( ),x t x t x       
 1 1 2 1 1 1 2 1( ( ), , , , , ) ( ( ), , , , ), .i i i i i ix h h h h x h h h h         1, 2, .i    
Suppose that t h m  ,m is a constant, then we know that | ( ( ) ( ))m x t x   , in this case we 
define modified differences 
 11 ( ( ), ; ) ( ) ( ) .x h m m x hm x        
 1 1 1 1 1 1 1 1 1 1( ( ), , , , ; , , , ) ( ( ), , , ; , , ), ; .i i i i i i i i i ix h h h m m m x h h m m h m                
Simply write, 
1 1 1 1( , , , ; , , ) ( , , , ; , , )
k k k k k
i i i i i i ix h h p p x h h p p
        ,     1, 2, .i         
And define 
,( , ) 1
1 1
( ) ( ), ( , ) ( ), , 1 .
( ; , , ; , , ) ( ( ) ), 1 .
i i
k k k
i i i
x x x p
k k
i i i i
x
f e x f p e p x p i k
g h h p p e x i k
   
 
  
    
   
 
 
C C
P
         (2.5) 
And 
1 1 1 1
1 1 1 1
1 1 1 1
1 1
2(2)
1 1
4(4)
1 1
( , ) ( )
( , ) ( )
( , ) ( )
i i i i
i i i i
i i i i
k
i i
h H h H p p
k
i i
h H h H p p
k
i i
h H h H p p
F q g q
F q g q
F q g q
 
 
 
     
     
     



   
   
   
 
 
 
P P
P P
P P
                                (2.6) 
Let  
1 2( 2) 4
0 0
1 2( 2) (2)
0
1 2( 2)
0
( , ) ( , )
( ) ( , ) , 1 .
( ) ( , ) , 1 .
s
p
s
i i i
s
i i i
f p f q d
f F q d i k
f F q d i k
  
  
  




  
  






                                 (2.7) 
 
Lemma 2.2 
1
1 2( 2) (4)
10
1 2
1 2 1 1 1 1
( , ) ( , )
( ) ( ) ( ) .                                                    (2.8)
i
s
i i
p
k k
i i i s i i i i
f p F q d
Z P Z H S P P Z P
  





      

 
C
 
 
Proof.  As usual, for a number ,x denote by kpx  with that mod kx x p . Simply write 
( ) ( )ix x   , and 
1 1
,
ipp i
  
p PP 1 ihh
  
h
. 
For a 1ip P , let 
 ( , ) | , ( ) 0 mod ,i ip x x x p    D C  2 2( ) \ ( , )i ip p  C D . 
Then the sum of 2( )kig q can be divided two parts, that is, normal and singular parts, i.e. one 
with ( , ) ( )x y p , and the other one not. It is not difficult to demonstrate that the integral in 
the singular part is secondary, for the simplicity, we save the investigation, and in the following 
acquiesce in the normal part.    
It is clear that for equation ( ) ( ) mod kx y n p   there are at most ( )kO p  solutions with 
that ( , ) ( )x y p , hence we can divide ( )p into ( )kO p , say l classes,  1( ) li pF , such 
that in each class ( )i pF the equation has at most two solutions mod
kp . And denote by 
 ( ) | ( , ) ( )j jx card y x y p  F  . It is clear that 
1
( ) .j
j l
x P
 
  Hence, it has  
1 1
1
1 12( 2) 2( 2) 4(4)
1 10 0
2
1 2( 2)
10
1 ( , ) ( )
2
1 2( 2)
10
( , ) ( )
( , ) ( , ) ( , ) ( , )
( , ) (( ( ) ( )) )
( , ) (( ( ) ( )) )
i i
i j
j
s s
i i i i
p p
s k
i i i
p j l x y p
s k
i i i
x y p
f p F q d f p g q d
f p e x y q d
l f p e x y q
     
  
 
 

 
 
 


   




 
  
   
   



C C
C F
F
p h
p h
1
1
1 2
1
1
1 2( 2)
1 10
1
1 1 1 2
( , ) ,
1 2( 2)
10
1
( , ) ( ) ( ( ( ), ; ) )
( ( ( ), ; ) ( ( ), ; )) )
( , ) ( )
i
i
j
i
p j l
s k
i j j i
p j l h x
k
i i
x y h h
s
i j
p j l
d
l f p x e x h p q
e x h p y h p q d
l f p p d
l f

  
 
 



  
 

  
 



  
    
      

  
   
 
   


C
C
F
C
F
F
p h
p h
p h
1
1 1 2
1 2( 2)
1 10
1
1 2( 2)
1 1 1 1 20
1 ( , ) ,
1 2( 2)2
1 10
1
( , ) ( ) ( ( ( ), ; )) )
( , ) ( ( ( ), ; ) ( ( ), ; )) )
( )
( , )
i
i j
s k
i j i
p j l h x
s k
i i i
p j l x y h h
s
i i
i
p x e x h p q d
l f p e x h p y h p q d
lP Z f d
l f p
   
  
 



 

  
  

   

 

 
     
 
  
    
 
C
C F
p h
p h
p h
1
1
1
1 2( 2)
10
2
1 2( 2)
1 10
2
1 2 1
1 2( 2)
1 10
1
1 1
( ( ( ), ; )) )
( ) ( ( ( ), ; ) )
( )
( ) ( ( ( ), ; )) )
i
i
i
s k
i
p h x
s k
i i
p h x
i i i s i
s k
i i
j l p h x
i i
P e x h p q d
l f e x h p q d
lP Z Z H S P
P f e x h p q d
lH f
 
  
  



 

 


  
 

  
 
 
  
  

  
  
   
 
C
C
C
p h
p h
p h
1
2
1 2( 2)
10
( , ) ( ( ( ), ; ) )
i
s k
i
p h x
p e x h p q d  

 

   
Cp h
2
1 2 1 1 1( )i i i s i i ilP Z Z H S P Pl P          
  
 
From the proof above, we can know that 
1 2( 2) 4
0 ,2 0
2
2 1 1
( ) ( , ) ( , )
( ) ( )
s
s
p
k k
s
T q f p f q d
Z P ZS P Z P P P
  

 
 



 
                                 (2.9) 
Besides, 
   1/ 2 1/ 21 1 12( 2) 2( 2) 2( 2) 20 0 0
1/ 2 1/ 2 1/ 2
2
( ) ( , ) ( ) ( ) ( , )
( ) ( ) .                                                                                          (2.10)
s s s
i i i i i i
s i i i i
f F q d f d f F q d
S P H Z
         

 

  
 


where ,i j i j
j i j i
H H Z Z
 
    . 
In general, we have 
 
Lemma 2.3. 
 
 
1/ 2 (2 5) / 2 1/ 2 2 1/ 2
2 1 1 2 1
1
2
.                                                                                                     (2.11)
( ) ( ) ( ( )) ,
( )
i i i i
s
i s i i i i i i i s i
i s i
U V W
U S P Z Z H lP Z Z H S P
V S P

    

 
  


   

 
/ 2 (2 5) / 2 1/ 2 1/ 2
1 1
1/ 2 (2 5) / 2 1/ 2 1/ 2
2 1 1
( ) ( ) ,
( ) ( ) ( ) .
s
i i i i
s
i s i i i i i
Z Z H Pl
W S P Z Z H P

 

  
 
  
 
 


 
Proof. 
   
 
 
1
1
1/ 2 1/ 21 1 12( 2) 2( 2) 2( 2)(2) (2) 2
0 0 0
1/ 22( 2)
11/ 2 (2) 2
2 10
2( 2)1/ 2 2 5 (2) 2
2 1 1
( ) ( , ) ( ) ( ) ( ( , ))
( ) ( , ) ( ( , ))
( ) ( , ) ( ( , ))
i
i
s s s
i i i i i i
s
s i i i
p
ss
s i i i i
p
f F q d f d f F q d
S P f p F q d
S P Z f p F q d
       
  
 


  

 


  

 
     

  



P
P
 
   
1
1/ 2
1
0
1/ 2
1 2( 2)1/ 2 (2 5) / 2 (4)
2 1 10
1/ 21/ 2 (2 5) / 2 1/ 2 2
2 1 1 2 1 1 1
( ) ( , ) ( , )
( ) ( ) ( ( )) ( ) ( )
i
ss
s i i i i i i
p
s
s i i i i i i i s i i i
S P Z Z H f p F q d
S P Z Z H lP Z Z H S P Pl P

  


  


      
   
    
    

 
     
P
i i iU V W  . 

 
Let  
/ 4 / 4 / 2 / 2
1 1 1 ,i i i i iU V H P W H P
      
        2  , 2   .                 (2.12) 
,  will be decided later . Hence, it has 
 
 
1/ 22
1 1 2
1/ 21/ 2 1/ 2 1/ 2 / 4 / 4 1/ 2 / 2 / 2
2
( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
k
i i i i s i
k
i s i i i i i i i
Z P Z Z H S P
P Z S P H Z H P P H P   
  
   



 
   
 
And it follows 
  1/ 21/ 22 1/ 2 / 2 / 21 1 21/ 4
1/ 2 / 2 / 2
( ) ( ) ( )
( )
k
i i i i s i i
i
i
Z P Z Z H S P P H P
P H P
 
 
 
  
 
 
 . 
That is, 
1 1 2( ) ( ) ( )
k
i i i i i s i iZ Z Z H S P P H P
 
     .                                       (2.13) 
On the other hand,  
 
1/ 2 / 2
1
1/ 2 (2 5) / 2 1/ 2 2 1/ 2 / 2 / 2
2 1 1 2 1 1
( )
( ) ( ) ( ( )) ( ) .
i i i i i i
s
s i i i i i i i s i i
U V W U H P
S P Z Z H lP Z Z H S P H P
 
 


     
    
     

       (2.14) 
Combine the two equalities, 
 
1 1 2
1/ 2 (2 5) / 2 1/ 2 2 1/ 2 / 2 / 2
2 1 1 2 1 1
( ) ( ) ( )
( ) ( ) ( ( )) ( ) .
k
i i i i s i i
s
s i i i i i i i s i i
Z Z Z H S P P H P
S P Z Z H lP Z Z H S P H P
 
 
  

       
 
     
It follows 
 
   
1/ 2 (2 4) / 2 1/ 2 / 2
2 1 1
1/ 2 / 2
2 1
( ) ( ) ( ) ( )
( ) ( )( )
s
s i i i i
k
i is i
S P Z H l H
Z H PS P

 

  
 
  . 
i.e. 
(2 4) 2
2 1 1 1
2 2
2 1
( ) ( ) ( ) ( )
( ) ( ) ( )
s k
s i i i i i
k
s i i i
S P Z H Z H
S P Z H P

 

   
 
  .                                  (2.15) 
Let 22 ( ) ssS X X
   , (2.15) becomes 
2
2
2 2
(2 4) 1 1
1 2
1
( / ) ( / ) ( ) .
( )
s
s
k k k
si i i i
i k
i i
P P Z P Z ZZ
P Z P
  
 



  


  
i.e. 
2 (2 4) 2 (1 ) (4 2 )
1 1 1( ) s
s k k
i i i iZ Z P Z Z
             . 
And 
 2
1
(2 4) (1 ) 1 2
(4 2 ) 2 2
s
i i
s k
k k
     


        . 
Denote by
 2(2 4) (1 ) 1 2,
(4 2 ) 2 2
ss ka b
k k
   
 
        , it has 
1
1
j
j
i i j
aa b
a
      , and 
1
1
i
i
k i k
aa b
a
     . 
Besides, by (2.12), it has 
   1/ 2 1/ 22 / 2 / 21 1 2( ) ( ) ( )kk k k k s k k kZ P Z Z H S P P H P         
It is easy to know that 2 2 ( )k k k s kZ H P S P   , so it has 
2 2
1 1 2 2( ) ( ) ( )( )
k
k k k k s k k k s k kZ P Z Z H S P PZ H P S P H P
  
       . 
And 2 2
2( ) 1 ( /( ) ) 1
(2 )
k
k k kH P P Z P k
      
           . 
Define ( ) 2 ,ss k s    there is  
1 2 2 2
1 (2 ) ( 2) (2 ) (2 ) ( 2)
i
i i
k i k
aa b a
a k s k k s
         
                       . 
Especially,  
1
1
2 2 2
(2 ) ( 2) (2 ) (2 ) ( 2)
ka
k s k k s
         
                    .             (2.16) 
On the other hand, by Lemma 2.1 with 2i  , it has  
2 1 2 1 / 2 / 2 2 1 2 / 2 / 2
0 0 2( ) ( ) ( )
s s s k
s sS P Z P Z U H P Z Z P ZS P H P
     
    . 
and 
2 2 ( ) / 2 (2 / 2)
(1 ) (1 )
s
s
s k k      
        . 
Or, 
( 2) 1( ) (2 / 2)
(1 ) (1 ) 2(1 )
s ks    
         .                                 (2.17) 
When k is greater, it may has 
(2 ) .
(2 ) ( 2)k s
  
 
                                                        (2.18) 
And let  
( 2) ( 2)(2 ) , (2 ) .s s
k k
                                      (2.19) 
Substituting (2.18) and (2.19) in (2.17), it follows 
3( ) ( 2) 1
2( (1 ) ) (1 )
ks s
k k
 
   
            , 
where (1 ).      And then 
3 2 3( ) ( 2 ) 1 1 1
2( (1 ) ) 3 2( (1 ) )
i i
ks s i
k k
  
    
                       
. 
So, 
2 3 2( 2 ) ( ) 1 .
3 2( (1 ) ) 3
i
k kd i d
k
  
   
                                      (2.20) 
1,d  or 2 , or others. It is known that 1 21, 2   , i.e. (1) 1, (2) 2.k k       Hence, 
2 3 2( 2 ) 1 . 1, 2.
3 2( (1 ) ) 3
i
k ki k or
k
       
                 
Let  
2 3( , ) log log 1
3 ( ) 2 2( (1 ) )
k
k k k
       
               .                  (2.21) 
From (2.20), we can know that (2 )i    will approach zero as i tends to ( , )  . Hence it has 
 
Lemma 2.4. For sufficient large ,k and arbitrary small 0,   there is 2( ( , ) 1)s     such 
that ( ) .s    
 
Besides, for greater ,k it has 
2( (1 ) ) 3( , ) log 1
3 2
k k     
        as 0  .                       (2.22) 
Moreover, we know that (see [3] or [1])    
( )( ) 3 2 2
ˆ2
uG k u 
       . 
where 
log(1 1/ )ˆ ,
4(1 )
k 
 
log loglog log log
log
kk k O
k
        . 
Take 2( ( , ) 1),u      and let 0  , Theorem 1.1 is proved. 
 
3. The proof of Theorem 1.2. 
 
For the smaller ,k s and ( )s may be followed by recursion (2.16) and (2.17) from the 
initial ,d 1,2,d  or any known better d by choosing optimal values and in turn. With 
involve searching of two parameters and , and the restriction of the ability of PC, we have 
lessen the search range only in four digits. The results in List 3.1 are obtained by PC. 
 
   
k  s  ( )s  k  s  ( )s  
5  8 0.000042 13 24 0.000014 
6  10  0.000014 14 25 0.000016 
7  12 0.000058 15 28 0.000009 
8  14 0.000000 16 28 0.000002 
9  16 0.000017 17 32 0.000019 
10  18 0.000000 18 33 0.000012 
11 20 0.000016 19 36 0.000008 
12  22 0.000000 20 36 0.000005 
 
                                    List 3.1 
 
For 2k  , let ( ) 4k k  if k is a power of 2 , or 3 / 2k else. From the known results (see [2], [3]),  
we know that for two positive integers ,t v , if satisfying  
1
i) 2 ( ),
ii) 2 ( ),k
t v k
v t


 
    
then 
( ) 2G k t v  .                             (3.2) 
With List 3.1, we takev as in the following list 
 
k  5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
v( k ) 1 1 1 4 1 1 1 1 1 1 1 8 2 2 3 3 
 
                                     List 3.2 
 
And Theorem 1.2 is followed. 
 
4. Further Improvements 
 
Shortly after the paper appeared, we realize that the method of parameterized recursion applied in 
the sections 2,3 is also available for the recursive process applied in paper [1]，and it is unexpected 
that the results are even better than the previous ones, the new results are that 
 
Theorem 4.1.  For sufficient large k , 
 3.661 ( ),                  if is not a power of 2.
( )
 4k,                                                else.   
k o k k
G k
                       (4.1) 
 
Theorem 4.2.  For 5 20,k   let ( )F k be as in the List 4.1, then 
( ) ( ).G k F k                                   (4.2) 
 
 
k      ( )F k  k      ( )F k  k      ( )F k  k      ( )F k  
5      17 
6      21 
7      23 
8      32 
9       29 
10       33 
11       37 
12       39 
13      43 
14      45 
15      49 
16      64 
17      55 
18      57 
19      61 
20      65 
                                     
List 4.1 
 
The Proof of Theorem 4.1: 
 
Let  
1 2( 1) 2
0 ,1 0
1 2( 1)
0
( ) ( , ) ( , ) ,
( ) ( , ) , 1 .
s
s
p
s
i i i
J T q f p f q d
J f F q d i k
  
  


 
  


                                 (4.3) 
 
Lemma 7 of paper [1] will be used in the following proofs, we restate here  
 
Lemma 4.1. 
 
0 1 1
1/ 21/ 2 (2 3) / 2 2
1 1 1 1 1
1/ 2 (2 3) / 2 1/ 2
1 1 1
( ) ,
,
( ) ( ) ( )
( ) ( ) , 1 ,
s
i i i
s
i s i i i i i s i
s
i s i i i i i
J ZPS P J
J U V
U S P Z P H Z Z S P
V S P Z H Z J i k


    

  
 


  

 
 
                           (4.4) 
Where ,i j i j
j i j i
H H Z Z
 
    . 
 
Let  
/ 2 / 2
1 1 ,i i iU V H P
  
    1, 0, 1,1 .i k                                 (4.5) 
The parameters ,  will be decided later. 
Hence, it has  
 21 1 1 1 1( ) ( ) ( )i i i s i i i i iP H Z Z S P H Z J H P           . 
And 
1 1 1( ) ( )i i i i s i iJ P H Z Z S P H P
 
     .                                             (4.6) 
On the other hand, 
 1/ 2/ 2 / 2 1/ 2 (2 3) / 2 2 / 2 / 21 1 1 1 1 1 1( ) ( ) ( )si i i s i i i i i s i iJ U H P S P Z P H Z Z S P H P                      (4.7) 
Combine the two equalities, it has 
 1/ 21/ 2 (2 3) / 2 2 / 2 / 21 1 1 1 1 1 1 1 1( ) ( ) ( ) ( ) ( )si i i s i i s i i i i i s i iP H Z Z S P H P S P Z P H Z Z S P H P                
It follows, 
1/ 2 (2 2) / 2 / 2
1 1 1
1/ 2 1/ 2 / 2
1 1
( ) ( )
( )
s
s i i i i
s i i
S P Z H H
S P P H P

 

  
 
 , 
and 
(2 2) 2 2
1 1 1
1
1 1
( ) ( )
( )
s
s i i i i
s i
S P Z H H
S P P
 

 
  

 
 .                                             (4.8) 
Let 11( ) ssS X X
   , it has 
1
1
2 2
(2 2) 1
1 1
1
( / ) ( / ) .
s
s
k k
si i i
i
i
P P Z P ZZ
P P
  
 



 
 

  
i.e. 
1 (2 2) 1 (2 2 )
1 1 1( ) .s
s k k
i i i iZ Z P Z Z
              
and 
1
1
((2 2) ) 1 1
(2 2 ) 2 (1 )
s
i i
s k
k k
      


       .                                   (4.9) 
Denote by
 1(2 2) 1 1,
(2 2 ) 2 1
ss ka b
k k
   
 
       , it has 
1
1
j
j
i i j
aa b
a
      , and 
1
1
i
i
k i k
aa b
a
     .                               (4.10) 
Moreover, by (4.5) with i k , it has 
 1/ 22 1/ 2 / 2 / 21 1 1 1 1( ) ( ) ( )k k k s k k k k kP H Z Z S P H Z J H P           . 
And it is easy to know that 1( )k k k s kJ PH Z S P   , hence 
 21 1 1 1 1 1( ) ( ) ( ( ))k k k s k k k k k s k kP H Z Z S P H Z PH Z S P H P               
1 1 11 ( / )kk k kH P P H P Z
             
(1 ) 1 1 1 .
(1 )
k
k kZ P k
     
           
Let ( )s defined as before, there is  
1 1 1 1
1 (1 ) ( 1) (1 ) (1 ) ( 1)
i
i i
k i k
aa b a
a k s k k s
         
                       . 
Especially,  
1
1
1 1 1
(1 ) ( 1) (1 ) (1 ) ( 1)
ka
k s k k s
         
                    .               (4.11) 
On the other hand, by Lemma 2.1 with 1i  , it has  
2 1 2 1 / 2 / 2 2 1 / 2 / 2
0 0 1( ) ( ) ( )
s s s
s sS P Z J P Z U H P Z PZS P H P
     
   . 
And 
1 (2 / 2) (1 / 2 / 2)
(1 ) (1 ) (1 )
s
s
s k       
        . 
Or, 
( 1) (1 / 2)( 1)( )
(1 ) (1 ) 2(1 )
s ks     
         .                                (4.12) 
When k is greater, it may has 
(1 ) .
(1 ) ( 1)k s
  
 
                                                         (4.13) 
And let  
( 1) ( 1)(1 ) , (1 ) .s s
k k
                                          (4.14) 
Substituting (4.13) and (4.14) in (4.12), it follows 
3( ) ( 1) 1
2( ( 1) ) 2( ( 1) )
ks s
k k
 
   
            .                        (4.15) 
where (1 ).      And then 
3 3( ) ( ) 1 1 1
2( (1 ) ) 3 2( (1 ) )
i i
ks s i
k k
  
    
                       
. 
For (2) 2k   , hence  
3( 2) 2 1
3 2( (1 ) ) 3
i
k ki k
k
  
   
               ,                          (4.16) 
Let  
3( , ) log log 1
3 ( 2) 2( (1 ) )
k
k k k
      
               .                    (4.17) 
From (4.16), we can know that ( 2)i   will approach zero as i tends to ( , )  . Hence it has 
 
Lemma 4.2. For sufficient large ,k and arbitrary small 0,  there is ( , ) 2s     such that 
( ) .s    
 
Clearly, for greater k , there is  
2 3( , ) 1 log 1
3
k     
           .                                          (4.18) 
Denote by /x   , and let 0.60565351  , which is a root of the equation 
   3 1 1 log 1 3 0
1 3
x
x
x x
    . 
Hence, 
   2( , ) 1 1/ log 1 3 1.83043
3
k k        , as .x   
We know that     
( )( ) 3 2 2
ˆ2
uG k u 
       . 
where 
log(1 1/ )ˆ ,
4(1 )
k 
 
log loglog log log
log
kk k O
k
        . 
i.e. 
( ) 3 2 (4 (1)) ( ) log .G k u o u k k      
Take ( , ) 2,u      and let x  , Theorem 4.1 is proved. 
 
The Proof of Theorem 4.2: 
 
For smaller ,k ( )s may be followed by recursions (4.11) and (4.12) and the initial (2)  by 
choosing optimally values and in turn. With the restriction of the ability of PC, we have 
lessened the search range of parameters ,  only in five digits. The results in List 4.2 are obtained 
by PC. A completed list including intermediate results is posted behind as appendix 1. 
 
 
k  s  ( )s  k  s  ( )s  
5  8 0.000000 13 21 0.000000 
6  10 0.000000 14 22 0.000000 
7  11 0.000000 15 24 0.000000 
8  13 0.000000 16 25 0.000000 
9  14 0.000000 17 27 0.000000 
10  16 0.000000 18 28 0.000000 
11 18 0.000000 19 30 0.000000 
12  19 0.000000 20 32 0.000000 
 
                                     List 4.2 
 
As the proof of Theorem 1.2, with (3.2) and List 4.2, we take ( )v k as in the following list 
 
k  5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
v( k ) 1 1 1 6 1 1 1 1 1 1 1 14 1 1 1 1 
 
                                     List 4.3 
 
And Theorem 4.2 is followed. 
 
5. Further Improvements (2)  
 
In this section, we will present further improvement when k is larger. 
 
Theorem 5.1.  For sufficient large ,k  
 3.182 ( ),                if is not a power of 2,
( )
4 ,                                             otherwise.   
k o k k
G k
k
                        (5.1) 
 
The Proof of Theorems 5.1: 
 
The notations and symbols used here will be same as before. Define 
1 1 1 1
1 1 1 1
(2)
1 1 ,
(2)
1 1
( , ) (( ( ) ( )) ),                                (5.2)
( , ) (( ( ) ( )) ),  1 .             (5.3)
i i i i
i i i i
k
i i i
h H h H p p x y
k
i i i
h H h H p p x y
F q e x y q
F q e x y q i k
 
 
     
      
  
    
   
    
 
  
P P
P P
Let  
1 2( 1) 2
0 0
1 2( 1)
0
( , ) ( , ) ,
( ) ( , ) , 1 .
s
p
s
i i i
J f p f q d
J f F q d i k
  
  



  


                                    (5.4) 
There is 
 
Lemma 5.1. 
0 1 1
1/ 2 1/ 2 (2 3) / 2 1/ 2
1 1 1 1
( ) ,
,
( ), ( ) ( ) , 1 ,
s
i i i
s
i i i s i i s i i i i i
J ZPS P J
J U V
U P H Z S P V S P Z H Z J i k


   
 

   

   
         (5.5) 
where ,i j i j
j i j i
H H Z Z
 
    . 
 
Proof.  By Cauchy inequality, 
   
   
1/ 2 1/ 21 1 12( 1) 2( 1) 2( 1) 2
0 0 0
1/ 2 1/ 21 12( 1) 2( 1) (2)
0 0
( ) ( , ) ( ) ( ) ( , )
( ) ( ) ( , )
s s s
i i i i i i
s s
i i i i i
J f F q d f d f F q d
f d H Z f F q d
       
    
  
 
 

  
  
 
   
1
1/ 2 1/ 21 1 12( 1) 2( 1) 2( 1)1/ 2 (2)
0 0 0
1/ 22( 1)
11/ 2 1/ 2 (2)
1 1 10
1/ 2 1/ 2
1
( ) ( ) ( ) ( ) ( ) ( , )
( ) ( ) ( ) ( ) ( , ) ( , )
( ) ( )
i
s s s
i i i i i i i i
s
s i i i i i s i i i
p
s i i i
f d H Z f P H Z d f F q d
S P H Z P H Z S P f p F q d
S P H Z
      
  

  

  


 
     

  

   
   
 
P
 
1
1/ 2
1 2( 1)2 3 (2)
1 1 10
1/ 21 2( 1)1/ 2 1/ 2 2 3 1/ 2 1/ 2
1 1 1 1 10
1/ 2 1/ 2 2 3 1
1 1 1
( ) ( ) ( , ) ( , )
( ) ( ) ( ) ( ) ( ) ( , )
( ) ( ) ( )
i
ss
i i s i i i i
p
ss
i i s i s i i i i i i
s
i i s i s i i
P H Z S P Z f p F q d
P H Z S P S P Z H Z f F q d
P H Z S P S P Z
  
  


  


    

  
   




 
   
 
P
/ 2 1/ 2 1/ 2
1( ) ( )i i iH Z J  
                                                                                                 
  
 
Let 
/ 2 / 2
1 1 ( )i i iU V H P
  
   ,  1 .i k                                           (5.6) 
The parameters ,  will be determined later. So, it follows 
1 1 1 1
(2 3)
( ) ( ) ( )i i s ii is
i
P H Z S PJ H P
Z
    

 
.                                           (5.7) 
Besides, 
/ 2 / 2 1/ 2 / 2 / 2
1 1 1( ) ( )( )i i i i i s i iJ U H P P H Z S P H P
   
      .                           (5.8) 
Combine the two identities above, it follows 
1/ 2 / 2
(2 2)1 1 1
/ 2
1
( ) ( )
( ) ( )
ss i i i
i
s i i
S P P H HZ
S P H P

 

  

 .                                          (5.9) 
i.e. 
1 (2 2) ( 1) / 2 1 / 2
1( ) ( / ) ( / )s
s k k
i i i iZ Z P P Z P Z
          
Or, 
1 1( (2 2) (1 )) / 2(1 ) / 2i s is k kP P P            . 
And, 
1
1
2((2 2) (1 )) (1 ) .si i
s k
k k
      


                                     (5.10) 
Denote by
( 1) (1 )2 ,k sa b
k k
  
 
     .  
Then it has 
1
1
j
j
i j i
aa b
a
     , and 
1
1
i
i
k k i
aa b
a
      . 
Moreover, by (5.6) with i k , it has 
2 2 (2 3)
1 1 1 1 1 1 1 1( ) ( ) ( ) ( )( )
s
k k s k s k k k k k kP H Z S P S P Z H Z J H P
   
           . 
i.e. 
(2 3)
1 1 1 1( ) ( ) ( )
s
k k s k k k kP H Z S P Z J H P
   
      . 
It is easy to know that 1( )k k k s kJ PH Z S P   , hence 
(2 3)
1 1 1 1 1( ) ( ) ( )( )
s
k k s k k k k s k kP H Z S P Z PH Z S P H P
   
        . 
And 
(2 2)1 1
1
( ) ( )
( )
ss k
k k k
s k
S P Z H H P
S P
    

 . 
i.e. 
1 (2 2) (1 ) 1( ) s s kkZ P
           
It follows 
1
( 1)k s k
  
     .                                                        (5.11) 
Hence, 
(1 ) (1 ) ( 1)
2 ( 1) ( ( 1) )(2 ( 1) )
i
k i
s a
s k s k s k
      


               . 
Especially, 
1
1
(1 ) (1 ) ( 1)
2 ( 1) ( ( 1) )(2 ( 1) )
ks a
s k s k s k
       
                 . (5.12) 
Furthermore, by Lemma 2.1 with 1i  , it has  
2 1 2 1 / 2 / 2 2 1 / 2 / 2
0 0 1( ) ( ) ( )
s s s
s sS P Z J P Z U H P Z PZS P H P
     
   . 
And 
1 (2 / 2) (1 / 2 / 2)
(1 ) (1 ) (1 )
s
s
s k       
        . 
i.e. 
( 1) (1 / 2)( 1)( )
(1 ) (1 ) 2(1 )
s ks     
         .                                (5.13) 
Let 
( 1) ( 1), (1 ) .s s
k k
                                            (5.14) 
Then it follows 
4 (2 ) ( 2 )( ) ( 1) 1
2( (2 ) ) 2( (2 ) )
ks s
k k
     
     
                 ,                 (5.15) 
where 2 ( ),    
1
12
(1 )
k   
       . 
And then 
4 (2 )( ) ( ) 1
2( (2 ) )
( 2 ) 4 (2 )1 1 .
4 (2 ) 2( (2 ) )
i
i
s s i
k
k
k
  
  
     
     
          
                
 
i.e. 
( 2 ) 4 (2 ) ( 2 )( ) ( ) 1
4 (2 ) 2( (2 ) ) 4 (2 )
i
k kd i d
k
        
        
                        .   (5.16) 
Let 
( 2 ) 4 (2 )( , ) log log 1
(4 (2 )) ( ) ( 2 ) 2( (2 ) )
k
d k k
               
                       . 
                                                                          (5.17) 
From (5.16), we can know that ( )i d   will approach zero as i tends to ( , )  . Hence it has 
 
Lemma 5.2. For sufficient large ,k and arbitrary small 0,  there is ( , )s d    such that 
( ) .s    
 
It is clear that, when k is greater, 
2 (2 ) 4 (2 ) ( )( , ) log 1
4 (2 ) ( 2 )
k d
k
          
           .                        (5.18) 
We choose ( )d such that ( ) / 3,d k  then we can take 3,   and 0    . Hence, it has 
( ).o   And then let 0  , by (5.18), it follows 
( , ) 2 ( ).d                                                             (5.19) 
On the other hand, from § 4 (there take 1, 0   ), we can know that 
4 log 2 0.9242
3
kd k  .                                                    (5.20) 
We have known that (see [3]) 
( ) 3 2 (4 (1)) ( ) log .G k u o u k k      
Take ( , ),u d    Theorem 5.1 is proved. 
 
In fact, Theorem 5.1 can be also proved along the way of section 4 as following. 
 
The Second Proof of Theorem 5.1: 
 
By (4.11) and (4.12), there is 
3 (2 ) ( )( ) ( 1) 1
2( ( 1) ) 2( ( 1) )
ks s
k k
    
     
                . 
Where 
( 1) ( 1)1 ,1s s
k k
           ,
1
1 , 1 .
2
k     
         
And then, 
( ) 3 (2 ) ( )( ) ( ) 1
3 (2 ) 2( ( 1) ) 3 (2 )
i
k kd i d
k
      
        
                      .    (5.21) 
Let 
( ) 3 (2 )( , ) log log 1
( )(3 (2 ) ) ( ) 2( ( 1) )
k
d k k
             
                     . 
                                                                          (5.22) 
From (5.21), we can know that ( )i d   will approach zero as i tends to ( , )  .  
Clearly, when k is greater, 
2 ( 1) 3 (2 ) ( )( , ) log 1
3 (2 ) ( )
k d
k
         
          .                        (5.23) 
We choose ( )d such that ( ) / 3,d k  then it can be taken that 6  , and ( )o  . Take 
0 ,   and then let 0  , by (5.23), it follows 
( , ) 2 ( ).d    
The rest is same as the first proof. 
 
6. The treat for the singular cases 
 
In this section, we supplement an argument for the singular cases which is saved in the proofs of 
Lemmas 4.1 and 5.1.  
Let 1 1 1 1( ) ( ; , , ; , , ) ( ; , , ; , , )
k
r r r r rx x h h p p x h h p p        , and denote by ( )r   
the number of solutions of the equation 
1 1 1 1( ) ( ), , , 1 , ,
k k k k
s s i i rx x x y y y x y i s x y P             C .        (6.1) 
Let 
1 1, , , ,
( )
r r
r r
h h p p
  
 
  . 
From (4.1), we can know that, provided that i iU V ,  
1 1
1
(2 3) / 2 1/ 2 1/ 2
1 1
1/ 2 1/ 2
,
( ( )) ( ( ) ) ,
( ) ( ) .
t r t r k r
t r k r
r
s
t t s t k s k
r t k r t k
t k
r t k
Z Z S P Z S P
H H P
    
  

 
   
 
 
 
  
 


 
 

                       (6.2) 
Note that is only a function of iZ ’s and ( )s iS P ’s. 
For an integer coefficient polynomial ( )f x , denote by fc the greatest common divisor of the 
coefficients of ( )f x .  
For a number set ,A ( )A denote the number of distinct elements in set A mod kp . 
Suppose that || , 0.ap c a   If 0a  , i.e. ( , ) 1c p  , let 1dlx  be the set of solutions of 
equation ( ) 0 modx p  , and for a ,lx denote by  
   
1
( ) ( )
( )
| mod , | ( ) mod ,
.
i i
n
l l k
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p X p
X x P x x p X x X x n p
X
  
      
 A  
We divide iA into subsets  , 1i j A such that in each subset ,i jA equation ( )x n   mod kp  
has at most a solution. Denote by ,max{ }i jjQ  A , then it is easy to know that 
1i ip p    
and ( ) 1/ / .l i iQ X p P p    By Cauchy inequality, it has 
( )
,
22 22
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l
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e x e x k e x k e x
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A A A
Now we can apply the iterative differencing method to the each subset ,i jA as in the normal case, 
but 1 ( 1)/ /( )k i k it t t tsingular normalH Q Z P p Z H p
      .  
For arbitrary non-negative integerv , it is easy to know that 
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With (6.2), this indicates that the contribution from the singular parts no more than the one from 
the normal parts times a constant.  
For the case 0 ,a k   consider the equation ( ) mod kx n p  , as it can be changed as 
( ) (0) (0) mod kx n p    , so for simplicity, assume the constant term (0) 0  . 
Hence | ( )ap x , and the solvability of equation ( ) mod kx n p   implies |ap n . Upon that 
the equation will be degraded as ( ) mod k ax n p   , where ( ) ( ) / ,ax x p    / an n p .  
Let  | ( ) 0 mod ,x P x p      and \ .P    
We know that in set   the equation ( )x n   mod k ap  has at most finite solutions. As in 
the normal case, it will bring about 1rH    differencing functions of ( )x  but with step k ap  , 
where 
1 1/ .
k a a
r r normal
H P p H p                                                 (6.4) 
On the other hand, write 1( ) ( , , , )
k
r rx x h h    , by the expanding formula of difference (see 
[3]), there is 1|
a
rp h h   , if | ,ap c p k  . This means 
1 1
a
i isingular normal
i r i r
H H p
   
      .                                          (6.5) 
Roughly speaking, the singular cases are distributed in proportion. Hence, 
1 1 1 1
i isingular normal
i r i r
H H
     
  .                                              (6.6) 
For the set , let 1dlx  be the set of solutions of equation ( ) 0 modx p  , and for a ,lx  
denote by  
   ( ) ( )| mod , | ( ) mod ,l l k al nX x P x x p X x X x n p         
1( )
.
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n
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p X p
X
  
 A  
Where ( )A denote the number of distinct elements in the number set A mod k ap  . 
Divide iA into subsets  , 1i j A such that in each subset ,i jA equation ( )x n   mod k ap   has 
at most a solution. Then 
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                        (6.7) 
Together with (6.5), our assertion is followed. 
For the casea k , clearly, 1r singularH P  , as all the possible differencing functions are of 
( ) ( ),x h x   h P . And by (6.5), the assertion holds. 
 
Finally, it should be mentioned that estimation (6.2), which is deduced under a condition that 
i iU V , is a main tool in the argument above and applied in the normal cases and the singular 
cases implicitly at the same time. It is not difficult to know that the condition in the singular cases 
is somewhat stronger than in the normal cases for Q P  in general.  
Without the condition, estimation (6.2) will be changed as 
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      (6.2’) 
In the following, we will show that the postulate may be released, that is, we may verify our 
assertion by (6.2’) instead of (6.2).   
 
LetT Q , orP , as in the singular case or the normal case respectively.  
For 
11/ 22
1
1 1
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k
v v v
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Z
T
 

 
       
                                                (6.8) 
Hence, 1 1v v v v     , if 21( ) kvZ T  , i.e.  
1 1/(2 )v k    .                              (6.9) 
Where 0,  or ( )t k , relying on the normal case or the singular case. By the expression of v  
in front of (4.11), we can know (6.9) will be hold for allv if the parameters ,  are chosen 
appropriately. That is, is the greatest one of the terms in the right-hand side of (6.2’), so the 
earlier argument is also available here, and our conclusion is confirmed, that is 
.r rsingular normal                            (6.10) 
 
Though the case we deal with above is only a special case, that is, there is only one singular case 
encountered in the iterative differencing procedure, it is easy to extend to the generalm singular 
cases, as long as t ,Q and P are replaced by 1 mm t t    , 1/( )m m mQ P p p     and 
1mQ  respectively, where dd
t
t dp  , ,dt k 1 d m  , 0Q P . And (6.9) will become that 
11 , .
( 2 )i m
i r m
m t t k
                         (6.11) 
So, it will be sufficed that 
1 .
( 1)i i k
                                    (6.12) 
Apply the argument above to the thm singular case, and then the ( 1)thm singular case, and so 
on, or by reduction to absurdity with the number of the singular cases.  
The additional condition (6.12) may cause the estimations for ( )G k in Theorem 4.2 to increase 
1or 2 . 
 
Besides, there is another consideration for the proof. 
At first we note that if lx is only a simple root of ( ) modx p , then there are actually 
/ ii P pA , and 2/ iQ P p .                                              (6.13) 
So, our assertion may be followed by (6.2’) as before.  
If lx is a multiple root, the investigation will be a little more complex. Let  
( ) ( ) ( ) mod kx n A x B x p    ,                                             (6.14) 
where
0
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i m
A x x 
 
  , modi lx p  , 0 i m  . ( ) 0 modlB x p . 
Suppose that  0|| ,i ip   1 ,i m  without loss the generality, assume 1 2 .m      
Then there are 1mi , which are the roots of ( ) ( ) 0 modi kx p  , and mod ii i p  , 
1 i m  . Suppose that n tX  A , i.e. 1( )t tnp X p   , then it is easy to know that 
1
i
i m
t 
 
  .                                  (6.15) 
Besides, for any nx X , it should be that 11 modx p , so it has    
1/ ,t P p
A  and 1/ tQ P p  .                       (6.16) 
Moreover, withm equations ( ) ( ) 0 mod ii i p
  ,1 i m  , which will be formed a algebraic 
system of the variables 1, , rh h of 1( )( ( ; , , ))kr rx x h h    , ( , ) 1,ih p  1 ,i r  and the 
sizes of variables 1, , rh h should be reduced to about 1( )mp      in total for a given array 
1( , , )m  )( to be proved ) , and clearly the number of the arrays is at most 1( )O p , 
consequently 
2( )
1 1
m
i isingular normal
i r i r
H H p    
   
       .                                   (6.17) 
With (6.2’), (6.15) ~ (6.17), our assertion may be deduced as before.  
 
The advantage in this way is that will not involve the size of i , but the result marked ) we are 
only able to prove in the case / 2r k , likely, it holds in general. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
____________________________________________________________________________ 
)  By the expanding formulas of ( ) ( ), 1 ,i x i m   and basic theorem of algebra, the result in the case 
/ 2r k can be followed easily, but there seems somewhat difficult for the case / 2r k .  
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Appendix   Intermediate Results of Recursions for Theorem 4.2 
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5.688473 
5.163911 
4.663912 
4.163915 
3.663920 
3.163927 
2.663937 
2.163950 
1.663964 
1.163982 
0.664002 
0.164025 
0.000000 
16 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
0.033333 
0.034368 
0.035428 
0.036510 
0.037612 
0.038730 
0.039860 
0.040999 
0.042141 
0.043281 
0.044414 
0.045535 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
13.096774 
12.226463 
11.389793 
10.587406 
9.819853 
9.087570 
8.390873 
7.729937 
7.104789 
6.515297 
5.961164 
5.441925 
4.941926 
4.441929 
3.941934 
3.441941 
2.941951 
20 
21 
22 
23 
24 
25 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.984500 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.744600 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.007452 
2.441962 
1.941977 
1.441993 
0.942012 
0.442033 
0.000000 
17 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.743900 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
0.747300 
0.031250 
0.032164 
0.033099 
0.034053 
0.035024 
0.036010 
0.037008 
0.038014 
0.039025 
0.040038 
0.041047 
0.042049 
0.043040 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.033369 
14.090909 
13.212722 
12.366098 
11.551631 
10.769837 
10.021148 
9.305892 
8.624289 
7.976438 
7.362309 
6.781738 
6.234421 
5.719911 
5.219912 
4.719915 
4.219920 
3.719927 
3.219936 
2.719947 
2.219961 
1.719976 
1.219994 
0.720015 
0.220037 
0.000000 
18 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.029412 
0.030225 
0.031055 
0.031903 
0.032765 
0.033641 
0.034528 
0.035423 
0.036323 
0.037227 
0.038130 
0.039029 
0.039921 
15.085714 
14.200551 
13.345110 
12.519940 
11.725526 
10.962283 
10.230544 
9.530554 
8.862459 
8.226302 
7.622011 
7.049401 
6.508168 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
0 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.998100 
0 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.989800 
0.040803 
0.000002 
0.000002 
0.000002 
0.000002 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.000003 
0.000228 
5.997887 
5.497888 
4.997891 
4.497896 
3.997903 
3.497911 
2.997922 
2.497935 
1.997950 
1.497967 
0.997986 
0.498008 
0.000000 
19 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.888700 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.023500 
0.027778 
0.028505 
0.029249 
0.030006 
0.030777 
0.031560 
0.032352 
0.033153 
0.033959 
0.034770 
0.035581 
0.036391 
0.037197 
0.037997 
0.038786 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000003 
0.000003 
0.000003 
0.023926 
16.081081 
15.189695 
14.326392 
13.491676 
12.686002 
11.909768 
11.163303 
10.446864 
9.760628 
9.104685 
8.479035 
7.883577 
7.318113 
6.782343 
6.275864 
5.775865 
5.275868 
4.775873 
4.275880 
3.775888 
3.275899 
2.775911 
2.275925 
1.775942 
1.275960 
0.775981 
0.276004 
0.000000 
20 
3 
4 
5 
0 
0 
0 
0 
0 
0 
0.026316 
0.026971 
0.027640 
17.076923 
16.179953 
15.309594 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.999900 
-0.102400 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
1.999800 
0.114000 
0.028321 
0.029014 
0.029717 
0.030430 
0.031150 
0.031876 
0.032606 
0.033338 
0.034071 
0.034802 
0.035528 
0.036248 
0.036959 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.000002 
0.044720 
14.466313 
13.650536 
12.862638 
12.102943 
11.371713 
10.669142 
9.995354 
9.350396 
8.734233 
8.146746 
7.587730 
7.056892 
6.553850 
6.053852 
5.553855 
5.053860 
4.553866 
4.053874 
3.553884 
3.053896 
2.553910 
2.053926 
1.553943 
1.053963 
0.553985 
0.054008 
0.000000 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
