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1. 研究概要 
 
1.1 研究背景 
近年、コンピュータハードウェアの進歩とディジタル信号処理の発展により、音楽の楽
しみ方が急激に広がっている。例えば、シンセサイザーを使った楽音合成や演奏・録音支
援などは、専門家に限らず多くのエンドユーザ間に浸透し、また、音楽 CD に収録された
音響データをパソコンに取り入れて大量に処理したり、iPod に代表されるような携帯プ
レーヤーの登場で 1 万曲を超える楽曲を簡単に持ち運ぶことが可能になった。さらに、最
近ではネットワークを利用した配信サービスや検索システムも大変普及している。ソー
シャルネットワークサービスを使って、ユーザの生の声を強く反映し、その評価を判断基
準にしてより自分の好みにあった音楽を提供するシステムも実現されている。また、クリ
プトン・フューチャー・メディアの『キャラクター・ボーカル・シリーズ』などの DTMソ
フト、youtubeやニコニコ動画といった動画共有サイトの発達により、音楽の専門化でない
人たちが作曲などの活動をする機会が増えている。これらのサービスを支えている技術と
して、音響信号を音符・和音レベルで解釈してより細かい音楽知識を使って解析していく
ボトムアップ的な方法、もしくは楽曲全体を 1 つの特徴として解析していくトップダウン
的な方法がある。本研究では、それらの様々なサービスの１つとして、音楽インタラクショ
ンシステムの設計・開発を検討した結果について述べる。 
 
1.2 研究目的 
計算機により実現された多くのインタラクティブ・システムの中で、音楽や音のインタ
ラクションを組み込んだシステムは，従来の音楽研究にまして盛んになりつつある。音楽
の表現を豊かにする目的において開発されるシステムは、新しい試みとしてとらえること
ができる。しかし、既存の音楽家向けのツールでは、音楽の知識や経験が多くないユーザ
が音楽インタラクションを体験するには不十分であるという問題点があった。また、既存
研究では、特殊なセンサや MIDI 楽器などを必要とするものが多く、音楽にそれほど関わ
りのない人にとっては、それを準備するには敷居が高いと言える。 
誰でも簡単に入手することができ、かつ感覚的に扱えるインターフェースが必要である。
そこで、本研究では Wii リモコン（任天堂株式会社[1]）をインターフェースとして扱う。
今回開発を行ったのは、実際の楽曲再生と同時に、ユーザがセッション感覚で演奏するこ
とができるアプリケーションである。音楽的バックグラウンドの少ないユーザでも即興演
奏を体験することができるアプリケーションを目標とし、開発を行った。なお、伴奏に合
わせて即興演奏を行う音楽ジャンルとしては Jazzの楽曲が一般的であることから、本シス
 4 
テムでは、主な対象楽曲を Jazzと限定した。ユーザは自分の好きなタイミングでWiiリモ
コンを操作し、そのタイミングで楽曲のコード（調性）に合った音が計算機により自動で
選択・生成される。また、事前に音色・音量などを設定しておくことで、様々な楽器の擬
似演奏を行うことができる。 
 
1.3 本論文の概要 
 本論文では、先ず 2章にて一般的な計算機による音響信号の解析手法について述べる。3
章では音楽インタラクションやインターフェースに関する先行研究について紹介する。そ
して 4章にて提案手法を述べる。5章にて主観評価実験の結果について述べ、また、その結
果からその有効性や問題点について考察する。6章に主観評価実験で明らかになった問題点
をもとに、追加実装した機能について述べ、7章に結論を述べ本稿を締めくくる。 
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2. 計算機による音響信号の解析 
 
音楽情報処理における研究は、従来音声認識の分野で利用されてきた解析方法が広く応
用されている。第 2 章では計算機による音響信号解析の主流であるスペクトル分析につい
て、音声認識の知識をおり混ぜながら紹介していく。 
 
2.1 音響（音声）信号の情報処理 
 音声信号には、発声内容に関係する音韻情報、音の高低に関する情報、発話者個人の情
報など様々な情報が含まれている。人間はこれらの情報の認識を日常生活でいとも簡単に
行っている。人と計算機のコミュニケーションを考えると、計算機も同様の認識処理を行
えることが望まれる。よって、音声信号の分析に基づいて、上記の情報を抽出するための
研究テーマは重要な課題となってくる。 
 
2.2 スペクトル分析 
 人間の聴覚器官ではある種のスペクトル分析を行っている。同様に音声の分析をスペク
トル分析で行うことが多い。特に人間の聴覚は、スペクトルの位相情報に鈍感であるため、
パワースペクトル分析が広く用いられている。 
 ここで、 
 )(nx , [ }1,,2,1,0{ −= Nn L ]・・・ディジタル化された音響(音声)信号 
)(kX , [ }1,,2,1,0{ −= Nk L ]・・・離散フーリエ変換(Discrete Fourier Transform: DFT)
されたスペクトル 
)(mr , [ }1,,0,),1({ +−−= NNm LL ]・・・ )(nx の自己相関関数 
とする。 
 これらの分析の関係を図 2.2.1に示す。一般に、スペクトルは信号波形を短時間ブロック
ごとに窓関数を掛け算することで計算される。窓のタイプとして図 2.2.2に示すような、ハ
ミング窓、ハニング窓、ブラックマン窓などがあるが、通常用いられるのはハミング窓で
ある。ここでは、これらの窓によって切出された N点の信号を )(nx として話を続ける。 
 信号 )(nx に DFTを施し、スペクトル )(kX を得る式は次の通りである。 
∑
−
=
−=
1
0
)
2
exp()()(
N
n N
kn
jnxkX
π  , )10( −≤≤ Nk   (2.2.1) 
当然ながら図 2.2.1 にも示されるように、このスペクトル )(kX は離散逆フーリエ変換
（Inverse DFT:IDFT）で元の信号波形 )(nx に戻すことができる。 
 6 
∑
−
=
=
1
0
)
2
exp()(
1
)(
N
n N
kn
jkX
N
nx
π  , )10( −≤≤ Nn  (2.2.2) 
また、パワースペクトル )(kS は次式で計算される。 
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一方で、パワースペクトルは自己相関関数 )(mr から計算する方法もある。 
∑
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π  ,  )10( −≤≤ Nk  (2.2.1) 
これをWiener Khintchineの定理と呼ぶ。 
 
また、自己相関関数は偶関数であるため、次のように cos変換で表せる。 
∑
−
−−=
=
1
)1(
)
2
cos()()(
N
Nm N
km
mrkS
π  ,  )10( −≤≤ Nk  (2.2.6) 
当然、IDFTによりパワースペクトルから自己相関関数を得ることもできる。 
∑
−
−−=
=
1
)1(
)
2
exp()(
1
)(
N
Nk N
km
jkS
N
mr
π  ,  )1,,1,0|(| −= Nm L  (2.2.7) 
 
もちろん、cos逆変換でも計算できる。 
∑
−
−−=
=
1
)1(
)
2
cos()(
1
)(
N
Nk N
km
kS
N
mr
π  ,  )1,,1,0|(| −= Nm L  (2.2.8) 
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図 2.2.1 音声波形とパワースペクトルの関係 
 
1.0
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図 2.2.2 短時間スペクトル分析のための時間窓 
 
2.3 高速フーリエ変換 
DFTや IDFTの高速な計算方法として高速フーリエ変換（Fast Fourier Transform: FFT）
がある。これは、DFTの指数関数部の掛け算を極力減らすようにして導かれる。以下に FFT
の導出を示す。 
 まず、DFTの原理式を考える。 
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∑
−
=
=
1
0
)()(
N
n
nk
NWnxkX  ただし、 NN eW
π2
−
=                                    (2.3.1) 
これを直接計算すると入力信号が実数の場合、 2N 回の複素乗算を必要とする。例えば
1024 点 DFT を計算するには 202 回の乗算が必要となり、膨大な量が問題となる。そこで、
このような問題を解決するために考えられたのが FFTであり、FFTの発見によりディジタ
ル信号処理技術が飛躍的に発展したとも言える。 
 ここで qN 2= のときの DFTの高速化を考える。 
 式(2-3-1)を nが偶奇の場合で場合分けする。[ { }1,,2,1,0 −= Nn L  ] 
∑∑
∑∑
−
==
−
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+
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0 22
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                                 (2.3.2) 
 式(2.3.2)より N点 DFTを N/2点 DFTの組合せに分割できたことが分かる。 
 同様にして、式(2.3.2)の第 1項＝ nkN
N
n
Wnx
2
2
0
)2(∑
=
と kNW を除いた第 2項＝∑
−
=
+
1
2
0 2
)12(
N
n
nk
NWnx を
N/4点 DFTの組合せに分割すると、 
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      ただし、 )()12(),()2( 10 nbnxnbnx =+=             
(2.3.3) 
このような処理を 2W まで繰り返すと、FFTでは全体の演算量が N
N
2log
2
回となる。 
つまり、N＝1024点のとき、DFTを直接計算すると 1024×1024回の計算量が必要である
のに対して、FFTでは 5×1024回となりおよそ 200分の 1の計算量で済む。 
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図 2.3.1 FFTパワースペクトル 
 
2.4 短時間フーリエ変換 
短時間フーリエ変換（short-time Fourier transform, short-term Fourier transform, 
STFT）とは、関数に窓関数をずらしながら掛けて、それにフーリエ変換することである。
音声など時間変化する信号の周波数を解析するためによく使われる。 
STFTでは原関数に窓関数をかけてある幅で切り出していく。したがって、この窓幅を小
さくすれば時間分解能が上がり、より詳細な時間変化を観測できる。しかし、窓幅を小さ
くすると、周波数分解能が下がってしまう。つまり、STFTには時刻と周波数に関する不確
定性原理がある。 
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図 2.4.1 STFTの不確定性原理 
 
STFTで音響解析する際は上記トレードオフを意識しなくてはならない。 
 
2.5 線形予測分析 
 線形予測分析（Linear Predictive Coding: LPC）はスペクトル包絡を効率良く表すこと
のできる全極モデルであり広く利用されている。 
 ある時点での信号 )(nx は近い過去のM 点の値 )(,),2(),1( Mnxnxnx −−− L と何らか
の相関があることから、 )(nx は )( knx − , ),,2,1( Mk L= の線形結合で近似的に表されると
考えられる。 
{ }
∑
=
−−=
−++−+−−=
M
k
k
M
knx
Mnxnxnxnx
1
21
)(
)()2()1()(ˆ
α
ααα
　　
L
                        (2.5.1) 
この線形結合の値 )(ˆ nx は、信号 )(nx に対する線形予測と呼ばれる。 
予測誤差 )(ne は、 
∑
=
−+=−=
M
k
k knxnxnxnxne
1
)()()(ˆ)()( α                                   (2.5.2) 
で与えられる。 
このとき、 kα , ),,2,1( Mk L= を線形予測係数(Linear Predictive Coefficient: LPC)と呼
ぶ。信号の特徴はこれらの係数 kα によって表されることになる。 kα としては、分析区間
内の予測誤差の 2乗平均値を最小にするものを取る。 
予測誤差 )(ne の分析区間内の 2乗和 Eは、 
∑ ∑∑
−
= =
−
= 





−+==
1
0
2
1
1
0
2 )()()(
N
n
M
k
k
N
n
knxnxneE α                                  (2.5.3) 
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となる。 
この値を最小にするような kα は、 Eを各 kα , ),,2,1( Mk L= で編微分して 0 と置いた
M 個の連立 1次方程式の解として求められる。 
0)()(2)()(2
)()()(2
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1
0 1
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0 1
=−−+−=
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E
α
α
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                       (2.5.4) 
ただし、 ),,2,1( Mk L= である。 
式(2.5.4)を変形すると以下の式(2.5.5)が得られる。 
∑∑ ∑
−
= =
−
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−−=−−
1
0 1
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)()()()(
N
n
M
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N
n
l knxnxlnxknxα                                 (2.5.5) 
式(2.5.5)を行列表現すると、以下の式(2.5.6)のように表せる。 
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α
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                (2.5.6) 
ここで、 ∑
−
=
+=
1
0
)()()(
N
n
nxmnxmR である。 
 式(2.5.6)の左辺の行列は自己相関行列、右辺のベクトルは自己相関ベクトルと呼ばれる。 
式(2.5.6)を解いて係数ベクトルを得る方法を一般に自己相関法と呼ぶ。係数決定のための簡
単な手順を示すと、 
（ⅰ）信号に窓関数を掛け算し、分析フレームを抽出する 
（ⅱ）抽出したフレームから自己相関関数を得る 
（ⅲ）ユール・ウォーカーの方程式を解くことで LPC係数を得る 
となる。 
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図 2.5.1 LPCパワースペクトル 
 
2.6 一般調和解析 
 ピッチ解析という点に重みを置いた場合、一般調和解析（Generalized Harmonic 
Analysis: GHA）と呼ばれる手法が有効である。GHAは、時間幅によらず高い周波数成分
分解能が得られることで知られている。上記の FFTなどでは時間と周波数の間にトレード
オフの関係があり、高い周波数分解能を得るためには長い時間幅が必要となる。また、FFT
が窓幅の周期信号であるのに対し、GHAは音楽など非定常状態の波形解析にも向いている。 
 
【アルゴリズム】 
（ⅰ）連続信号 )(0 tx があるとする。 )(0 tx 短区間 ],0[ L で観測された信号とおいてフーリエ
係数 )( fS および )( fC を求める。 
∫ 



=
nT
dt
T
t
tx
nT
fS
0
0
2
sin)(
2
)(
π
                                           (2.6.1) 
∫ 



=
nT
dt
T
t
tx
nT
fC
0
0
2
cos)(
2
)(
π
                                          (2.6.2) 
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式(2.6.1)および式(2.6.2)において、T は周期、 nTn, は LnT ≤ を満たす整数である。 
 
（ⅱ）(ⅰ)で求めたフーリエ係数を用いて観測区間 ],0[ L における残差信号 ),( Ttε とそのエ
ネルギー )(TE を求める。 





−




−=
T
t
TC
T
t
TStxTt
ππ 2
cos)(
2
sin)()(),( 0ε                            (2.6.3) 
∫=
L
dtTtTE
0
2),()( ε                                                       (2.6.4) 
次に式(2.6.4)における )(TE を最小とする周期 1T と、そのフーリエ係数 )(),( 11 TCTS  を
求める。 
 
（ⅲ）原信号 )(0 tx から(ⅱ)で求めた周波数成分 )/1( 11 Tf = を除去する。 






−





−=
1
1
1
101
2
cos)(
2
sin)()()(
T
t
TC
T
t
TStxtx
ππ
                           (2.6.5) 
そして、この )(1 tx を原信号とみて(ⅰ)～(ⅲ)を繰り返す。 
 
（ⅳ）(ⅰ)～(ⅲ)の処理を所望数数の M 回繰り返すことで、はじめの観測信号 )(0 tx は観測
区間 ],0[ L において分析合成されることになる。 
 
 
∑
=
+












+





=
M
k k
k
k
k tR
T
k
TC
T
k
TStx
1
0 )(
2
cos)(
2
sin)()(
ππ
                    (2.6.6) 
)(tR ：分析残差信号                                                       
 
ここで、 kT は一般に調和関係になっていない。よって概周期関数 )(0 tx により観測区間 L
を超えて原信号を予測することが可能である。 
また、信号のパワースペクトルは、 
22 )()()( kkk TCTSTP +=                                                  (2.6.7) 
で推測される。 
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図 2.6.1 GHAパワースペクトル 
 
2.7 Pitch Class Profile 
Pitch Class Profile（PCP）[2]は、周波数パワースペクトルを特定のピッチクラスに振り
分けたものである。多くの研究では、PCPは半音階に相当する 12個のピッチクラスを想定
し、オクターブ違いは吸収したものを使用する（そういったものを特にクロマベクトル、
クロマグラムと呼ぶことがある。本研究ではクロマベクトルと呼ぶ）。以下に PCP を計算
する際の一般的なフローを示す。 
 
 
図 2.7.1 PCP計算フロー [2] 
 
式としては以下のようになる。 
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∑
=
=
pkpk
kXpPCP
)(:
2|][|][  (2.7.1) 
  12mod)//(log12)( 2 refsr ffNkkp ⋅⋅=  (2.7.2) 
N は離散フーリエ変換によって得られたパワースペクトルのサンプル数、 kはそのイン
デックスで 10 −≤≤ Nk である。 srf はサンプリング周波数、 reff は基準周波数で ]0[PCP
に相当する周波数である。 
しかし、あるピッチクラスには、そのピッチに相当する周波数 noteHz に対し、付近の周波
数 binHz が足しこまれることになる。 
 
図 2.7.2 ピッチクラス範囲例 [2] 
 
当然、正当な周波数からずれていることになるため、基準となる周波数からの「距離」に
応じて重み付けをすることが考えられる。その重み付けに関しては PCPの用途により異な
り、さまざまな提案がなされている。[3]では重み付けに関する検討がなされている。 
周波数のずれに基づく距離 disを 
あるピッチクラスの範囲 
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





















×
−








×
⋅=
)2log(
440
log12
)2log(
440
log12
2
notebin HzHz
absdis  (2.7.3) 
として、PCPを以下のように定義しなおす。 
∑
∑
=
=
⋅
=
pkpk
pkpk
disf
disfkX
pPCP
)(:
)(:
2
)(
)(][
][  (2.7.4) 
式(2.7.3)で対数スケールでの基準周波数からの距離を定義し、その距離に応じた重み
)(disf を式(2.7.1)に織り込んだのが式(2.7.4)になる。 )(disf の設定によって PCP がどう
いった用途での効果が高いかが異なってくることが確認されている。以下は )(disf の設定
例である。 
 
図 2.7.3 重み付け関数 [3] 
（uniform, discrete, linear, anti-quadratic, exponential, and gaussian） 
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図 2.7.4 重み付け関数の違いによる用途ごとの性能差 [3] 
（コードタイプ推定（根音=A）の性能を基準とした相対値） 
 
本研究では、実音源に対するコード推定においてもっとも効果があるという実験結果となっ
た、Linearの重み付け関数を使用する。 
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3. 関連研究 
 音楽インタラクションやインターフェースに関する研究は、近年盛んに研究され始めて
いる研究テーマであり、新しい音楽の楽しみ方を提案する様々な先行研究が存在する。第 3
章ではそれらの先行研究の一部を紹介する。 
 
3.1 楽曲探索インターフェース研究 
 本節では、楽曲探索インターフェースを紹介する。近年の音楽科学研究において、最も
盛んに行われている研究テーマの１つとして、音楽情報検索が挙げられる。大量の楽曲の
集合に対する検索、分類、管理に関する要求が日増しに高まっており、国際会議 ISMIR 
(International Conference on Music Information Retrieval)が 2000年以降毎年開催され、
活発に研究されている。それらの研究の中でも、楽曲の検索結果をどのように提示するか、
ということに焦点を当てた研究も数多く存在する。それらの一部を以下で紹介する。 
 
• Musicream: 楽曲を流してくっつけて並べることのできる新たな音楽再生インター
フェース 
 Musicream[4]とは、音楽との多用な出会い方を可能にする新しい音楽検索・再生インター
フェースである。Musicream では、以下の四つの機能により、従来の曲名等に基づく単な
る楽曲検索を越えて、ユーザが漠然と抱く「何か聴きたい」という欲求を満たすことがで
きる。 
 流しそうめんや回転寿司のように、目の前を楽曲が流れる 「流し楽曲」機能 
 磁石で磁石をくっつけるように、手に持った楽曲で似た楽曲をくっつける 「類似
くっつき」機能 
 机の上に CDを並べるように、くっつけて作った楽曲グループを 画面上に適当に
置いて曲順を検討する 「メタプレイリスト」機能 
 タイムマシンに乗って音楽を聴いている過去の自分に戻るように、 時間軸を自在
に行き来する 「タイムマシン」機能  
例えば、画面上を流れている多数の曲の中から一つを手にとって、それと曲調の近い他の
曲を次々にくっつけて楽曲グループを作り、そうやって作った複数の楽曲グループを画面
の空いている箇所で並べ替えながら曲順を決めて、能動的に音楽を楽しむことができるよ
うになる。Musicream 上のすべての操作は常に自動記録されていて、いつでも過去の状態
に戻すことができる。Musicreamの画面例を以下の図 3.1.1に示す。 
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図 3.1.1 Musicream画面例 [4] 
 
• MusicRainbow 
 MusicRainbow[5]とは、類似アーティストを探索するインターフェースである。音響信
号に基づくアーティスト間の類似度、さらにはWebに基づいて自動ラベリングされたアー
ティストの属性を、円形のレインボーの上に表示する。円には ジャンルやアーティストな
どが表示され、類似したアーティストは近くに配置され、円を回すことで、右端のアーティ
スト名が拡大される。膨大な音楽情報を表の形で一覧表示するのは限界があるが、円形で
表示させている。気に入ったアーティストの近くにいる類似度の高い アーティストを探索
することができる。MusicRainbowの画面例を以下の図 3.1.2に示す。図左上部分で見られ
るノブを操作することで、画面の円形のレインボーが回転され、異なるジャンルのアーティ
ストを探索する。大量の楽曲データから、自分の好きなアーティストを探す助けとなるこ
のようなインターフェースは今後よりいっそう必要になってくるだろう。 
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図 3.1.2 MusicRainbow画面例 [5] 
 
3.2 Wiiリモコンを用いた研究 
 2006 年に任天堂株式会社から世界各国で発売された家庭用ゲーム機「Wii」の専用コン
トローラである Wii リモコンは、Bluetooth によって計算機と接続することが可能であり、
非公式ではあるが、C や Java、Max/Msp などの様々なプログラミング言語で API が公開
されている。これらの開発環境が整うにしたがって、Wiiリモコンを利用した研究は分野を
問わず様々な研究が活発に行われてきている。本節では、その中でも音楽インタラクショ
ンに関わる研究を紹介する。 
• WiiArts: creating collaborative art experience with WiiRemote interaction 
 WiiArts[6]は、音と映像の信号処理をベースにしたインタラクションシステムを、Wiiリ
モコンを用いて実現するプロジェクトである。以下のような、様々な試作アプリケーショ
ンが開発されている。この中の「WiiBand」の概要を簡潔に紹介する。Wiiリモコンの位置
情報を推定し、Y軸を音量パラメータ、X軸を pitchパラメータに割り当て、音響信号をコ
ントロールする。 
また、Wii リモコンを回転させることで楽器を変更する機能を持つ。「WiiBand」の他に
も、以下の図のような様々なアプリケーションを開発している。 
 Illumination: Tracing with candlelight 
 Beneath: Revealing the image beneath the surface 
 Time Ripples: Space/time mapping 
Illuminationと TimeRipplesの操作例を図 3.2.1, 3.2.2に示す。 
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図 3.2.1 Illumination screen capture based on single 
WiiRemote interaction with a live image of candlelight [6] 
 
 
図 3.2.2  The composed image that is captured from a real 
candlelight in Illumination[6] 
 
• Pinocchio: Conducting a Virtual Symphony Orchestra 
 Pinocchio[7]とは、Wii リモコンを指揮棒に見立てて振ることで楽曲をリアルタイムにコ
ントロールするアプリケーションである。操作できるパラメータはテンポ・音量の２つ。
指揮棒でのテンポとオーケストラの演奏風景の動画位置を同期させる。楽曲のテンポを変
更したさいに音程を変えない処理を行っている。 
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3.3 楽曲を加工するインタラクション研究 
以前は一部の音楽家が作成した楽曲を多くの人々が聴いて楽しむという音楽との接し方
が主流であったが、現在では誰もが音楽を作曲・演奏できる環境が整い、新しい音楽との
接し方が広まりつつある。加えて、既存の楽曲を加工・編集するシステムの要求も高まっ
ている。楽曲聴取や楽曲制作支援において、音響信号を加工・編集を行う様々な手法が提
案されている。その中の一部を以下に示す。 
 
• Drumix: ドラムパートのリアルタイム編集機能付きオーディオプレイヤー 
 Drumix[8]とは、市販 CDレベルの複雑な音響信号中のドラム音認識技術に基づく新しい
音楽再生インターフェースである。これを用いれば、ドラムスの音量や音色、ドラムパター
ンなどをリアルタイムにコントロールできる。例えば、楽曲のビート感をより出したけれ
ばドラムスの音量を上げる、ドラムスの音色が気に入らなければ好みの音色に差し替える、
ドラムスのミキシングバランスが気に入らなければドラムスの音量のみを調節するなど、
様々なパラメータを変更することができる。それによって、楽曲の印象を変えながら音楽
を楽しむことができる。以下の図 3.3.1に Drumixの操作画面を示す。 
 
 
図 3.3.1 Drumix操作画面[8] 
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• Music Resonator 
 Music Resonator[9]とは、作曲や編曲などの、楽曲創作を支援するフレームワークである。
アノテーションの付加された楽曲断片をユーザが加工・編集し、それをユーザ間で共有す
る。音楽的な技術や知識の乏しい複数ユーザが共同で楽曲を加工・編集することができる。
Music Resonatorの操作画面を以下の図 3.3.2に示す。 
 
 
図 3.3.2  Music Resonator操作画面[9] 
 
3.4 演奏インタラクション研究 
 インタラクション研究の中でも、演奏に参加する形式の研究を紹介する。近年、音響信
号処理技術や計算機性能の向上により、リアルタイムにオーディオデータを編集・加工す
る環境が整ってきている。このような研究は近年活発に行われており、様々な手法が提案
されている。その中の一部を以下に示す。 
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• 仮想ジャズセッションシステム: VirJa Session 
 VirJa Session[10]とは、ユーザとコンピュータがインタラクションし、即興演奏するジャ
ズセッションシステムである。計算機内のプレーヤー同士も人間同様にお互いの演奏を聞
き合い反応することができ、さらにジェスチャーも以下の図 3.4.1のように、視覚的に交換
することができる。対象はジャズのピアノトリオで、人間がピアニスト、計算機がベーシ
ストとドラマーを担当する。ユーザの演奏には計算機を接続されたMIDI楽器(キーボード)
を使用する。 
 
図 3.4.1 VirJa Session画面例[10] 
 
• The Jam-O-Drum interactive music system 
 Jam-O-Drum[11,12]とは、以下の図 3.4.2 のような MIDI のパーカッションデバイスを
用いて複数人が相互に影響しながら演奏するインタラクションシステムである。音と映像
を新しい音楽インタラクションとして提案している。リアルタイムセッションというより
は、インタラクションデザイン・グラフィックス描画の色が強い研究である。以下の図 3.4.3, 
3.4.4に描画されたグラフックスの一部を示す。 
 
図 3.4.2 Jam-O-Drum[12] 
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図 3.4.3 Bouncing Balls Graphics [11] 
 
 
図 3.4.4 Bliss Paint Graphics [11] 
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• Haptic-only lead and follow dancing 
 Haptic-only lead and follow dancing[13]とは、Sensable社の Phantom[14]と触覚イン
ターフェースを扱ったインタラクションシステムである。MIDI 楽曲に対して、Phantom
のペン先が円を描くように動き、ペンを持っているユーザに新しい楽曲の楽しみ方を提供
するというものである。円の描き方は 4通りあり、規定の位置でランダムに変わる。 
 
 
図 3.4.5 Sensable社 Phantom [14] 
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4. 提案手法 
 
4.1 実装環境 
 実装環境として、Max/Mspを利用した。Max/Mspとは、音楽・映像表現のためのビジュ
アルプログラミング環境である。MIDI機器の制御、音響信号処理、映像処理、ネットワー
ク通信など、高度な機能を比較的簡単に実装することができる。また、サードパーティに
よる external objectと呼ばれるモジュールが開発可能であり、多くの開発者が開発・拡張
を行っている。近年の音楽情報科学研究、その中でも特にインターフェース関連の研究に
おいて非常に頻繁に利用されている開発環境でもある。以下の図 4.1.1に今回開発したGUI
画面の一部を示す。 
 
 
図 4.1.1 GUI画面 
 
4.2 処理の概要 
Wii Music++における処理の流れを図 4.2.1に示す。まず、Wiiリモコンと計算機の接続
を行う。次に、楽曲ファイルを読み込み、楽曲再生を行う。それと同時に音響信号に FFT
をかけ、12次元 chroma-vectorへマッピングし、楽曲の調性に合った音を自動選択する。
ユーザは、好きなタイミングで Wii リモコンを操作することで、自動選択された音を発音
させることができる。また、連続での発音の際に非音楽的な音列の並びになることを防ぐ
ために、音楽理論に基づいた HMM を用いて再生音程を制御している。尚、ユーザによっ
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て再生される音にはMIDIを用いている。 
 
 
加速度データ 
ボタン情報 
音響データ(mp3, wavなど) 
FFT 
chroma-vectorの取得 
再生音程選択 
（HMM利用） 
MIDI再生 
ビジュアライゼーション 
音響出力 
Bluetooth接続 
Max/MSP内処理 
スピーカー 
Wiiリモコン 
 
図 4.2.1 処理の概要 
 
4.3 Wiiリモコンのパラメータ取得 
 Wiiリモコンから取得するパラメータは、3次元加速度センサの値・Wiiリモコンの向き・
各ボタン情報である。これらの値を、Bluetooth通信によって秒間 50回取得する。なお、
実装の際にMax/MSP上でWiiリモコンから送信されるデータを受信する必要があるため、
Max/MSPの external objectである aka.wiiremote[15]を用いて各データの受信を行った。
aka.wiiremoteの GUI画面を以下の図 4.3.1に示す。 
通常なら、手の震えなどによる誤動作を避けるため、過去 10フレームの値から移動平均
による平滑化を行い、加加速度（単位時間あたりの加速度の変化率）などを用いて拍打を
識別するべきだが、本研究では楽曲再生と同時にリアルタイムで拍打を識別する必要があ
る。そこで、加速度センサの値が、ある一定以上の値を超え、１つ前の値より小さいとき
にユーザの操作による拍打が行われたとみなす。これは、加速度データのピークを識別す
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ることになる。このことで、多少の誤動作が起こる可能性はあるものの、リアルタイム性
を保ちつつ、拍打を識別することができる。 
 
 
図 4.3.1 aka.wiiremote [15] 
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4.4 音響信号分析 
4.4.1 周波数パワースペクトルの取得 
ある wav波形の周波数パワースペクトルを計算すると以下のようなものが得られる。 
 
 
図 4.4.1 周波数パワースペクトル 
 
周波数パワースペクトルで横軸は周波数、縦軸はその周波数のパワーとなっている。平
たく言うとどの周波数の音が大きいかを表していると言える。詳細は、2.3項を参照された
い。 
標本化定理より、サンプリング周波数 でサンプリングした信号は FFTにより、 ～
の範囲のパワースペクトルへと変換される。wav 波形データが N 点のサンプルであっ
た場合、FFT によって得られるパワースペクトルも N 点であるが、 ～ の範囲は ～
の範囲と対称になっているため、有用なデータは N/2 点となる。すなわち、 ～ の
情報が N/2点に収められているため、1点当たりの周波数幅は ということになる。一般
に の分解能がほしいとき 
 
 
(4.4.1)  
 
より長い信号をフーリエ変換する必要がある。一般的なベース音の最低音である E0音を分
別するため、1[Hz]程度の分解能を要求される。また、実験で使う音源のサンプリング周波
数は、CD などで一般的な 44,100[Hz]であるため [point]のサイズで
wav 波形を切り出す必要がある。そのため、コード推定などを目的とした場合、計算の利
便性などからこの値に近い 2 の冪に設定し、 int][65536216 poN == 程度のフレームサイ
ズが必要である。しかし、本研究では楽曲再生と同時にリアルタイム FFTをかける必要が
ある。そのため、時間解像度や計算機処理負荷などの問題から、 int][4096212 poN == を
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基本フレームサイズとして扱う。この場合、FFTフレームはおよそ sec][9.92 m の時間幅と
なり、スペクトルにはこの時間内に生じたすべての周波数が反映される。また、およそ
][8.10 Hz が基本波形の周波数となる。このことで、時間解像度と周波数周波数解像度の両
方を満足する周波数スペクトルを取得することができる。 
 
4.4.2 クロマベクトル取得 
クロマベクトルは 2.7項で述べた通り PCPの特別な場合である。12次元のベクトルで各
要素に半音階それぞれのパワーが格納されている。 は以下の式であらわされる。 
 
 
(4.4.2)  
 
 
(4.4.3)  
 
 はパワースペクトルで、 はピッチ に相当する周波数を通過させるようなバ
ンドパスフィルタである。さらに各通過域において 2.7項で説明した Linearの重みづけが
なされている。 
 
 
図 4.4.2 クロマベクトル生成バンドパスフィルタ 
 
式(4.4.2)で を大きさ 1に正規化しているのは、フレーム（時刻）間で音量の違いを吸収
するためである。一般に音量の大きなフレームでは の各要素が大きくも止まってしまう
が、本研究で欲しいデータは各ピッチ間の相対的なパワーである。クロマベクトルを用い
て、以降キーの尤度などを考えるが、ハーモニーと音量とは本質的に無関係であるためこ
のような調整を行う。以下の、図 4.4.3に取得されたクロマベクトルの表示例を示す。 
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図 4.4.3 クロマベクトル表示例 
 
本手法では、楽曲再生と同時にリアルタイムにクロマベクトルを逐次取得する。この 12
次元の値は 2.7 項で述べた通り、1 オクターブ内 12 音がどのような割合で存在するかを表
したものである。そのため、12 次元の値の中で比較的値の高い音は楽曲の調性やコードに
親和した音になる。そこで、この 12次元の値をそのままWiiリモコンによって再生される
音高に割り当てる。このことで、発音時における楽曲の調性やコードに親和した音を選択
することが可能となる。 
 
4.5 音楽理論に基づいた HMM利用による自然な音列の生成 
ここまでで、楽曲の調性に適した音を発音させることは可能となった。しかし、このま
までは連続で発音させたときにランダムに様々な音が発音されることとなり、その音列は
非音楽的なものとなってしまう。そこで、HMMを用いて発音される音高に対する前後関係
を考慮することを考える。再生される音を状態、音の移り変わりを状態遷移とみなし、12
次元クロマベクトルの値に対して、音楽理論に基づいた重み付けを行う。以下の図 4.5.1
に HMMの概念図を示す。なお、発音される音域は 1オクターブに限定している。 
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図 4.5.1 HMM概念図 
 
以下に、HMM状態遷移確率の定義を示す。 
 
(a) 状態集合：∑ ≤≤= }0|{ MiS i  
各状態を各音 C, C#, D, …,Bに対応させる。つまり全 12状態が定義される。また、ここ
では初期状態、終了状態は特に規定しない。 
 
(b) 状態遷移確率： )},0|({ MjiSSPaA jiij ≤≤==  
各状態間の遷移確率、すなわち音の移り変わりのしやすさを定義する。状態 iS から状態
jS への遷移確率 ija を以下の式で定義する。 
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ここでの、 )(tc j はその時点でのクロマベクトルの要素値であり、 iw ,1 は直前状態 iS から
の音高距離に基づく重み付けを、 2w はペンタトニックによる重み付けを行う。 ),(,1 jiw  
),(,2 keyjw の詳細は次節以降で述べる。以下に、HMM状態遷移確率定義の概念図を示す。こ
の例は C Major、直前音が Eの場合を表している。 
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図 4.5.2 HMM状態遷移確率定義概念図 
 
4.5.1 直前音との距離に基づいた重み付け 
一般的な楽曲におけるメロディの音列は、突然音高が大きく変化することは少なく、ま
た、同じ音高が長時間続くことも少ない。そこで、HMMを用いて、再生音と直前の音との
音程差を確率的に定義する。例として、直前音が E、つまり直前状態 4SS i = の場合の重み
を以下の式 4.5.2と図に示す。 
}1,1,1,5.1,3,2,1,2,3,5.1,1{
0
5,1∑
=
=
M
k
nw  (4.5.2)  
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図 4.5.3 直前音との距離に基づいた重み（直前音が Eの場合） 
 
直前音との音高差がない場合は 1、半音差は 2、全音差が 3、短 3度が 1.5、増 3度以上で 1
の重みが発音される確率に掛け合わされる。この重み付けによって、同じ音が連続して発
音される確率と、突然遠く離れた音に移り変わる確率が少なくなる。 
 
4.5.2 ペンタトニックによる重み付け 
加えて、「ペンタトニックスケール」という音楽理論を利用する。ペンタトニックスケー
ルとは、そのキーにおける５つの音からなるスケールのことであり、コードに対して非常
に協和する音となる。ペンタトニックスケールは Jazz固有の音楽理論というわけではなく、
様々なジャンルの音楽での作曲・編曲の際によく利用される理論である。Jazz のアドリブ
演奏を対象とした場合でも、非常に重要な理論で、演奏者がアドリブ演奏を練習するとき
に最初に教えられる理論の１つである。 
Major・Minorそれぞれに対してペンタトニックスケールがある。Majorペンタトニック
スケールは、{根音・長 2度・長 3度・完全 5度・長 6度}となり、Minorペンタトニックス
ケールでは、{根音・短 3 度・完全 4 度・完全 5 度・短 7 度}となる。例えば C メジャーの
場合のスケール音は{C, D, E, G, A}となり、Cマイナーの場合のスケールは{C, Eb, F, G, Bb}
となる。例として、C Majorペンタトニックスケールと、C minorペンタトニックスケー
ルを譜面で表したものを以下の図 4.5.2, 4.5.3に示す。 
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図 4.5.4 C Majorペンタトニックスケール 
 
 
図 4.5.5 C minorペンタトニックスケール 
 
この音楽理論ペンタトニックスケールから重み付けを定義する。例として、直前音が E、つ
まり直前状態 4SS i = の場合の重みを以下の式 4.5.2と図に示す。 
}1,1,4,1,5,1,1,4,1,3.1,5{
0
),(,2∑
=
=
M
k
CMajornw  (4.5.3)  
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図 4.5.6 ペンタトニックによる重み（楽曲のキーが C Majorの場合） 
 
ペンタトニックの 5 つの音に対する重みづけは全て同じ割合つけるのではなく、音ごとに
重要度を考慮して重み付けを行っている。例えば、根音や増 3 度、完全 5 度（この例では
C, E, G）はコードに対して非常に重要な音である。逆に増 2度や増 6度（この例では D, A）
はそれらに比べて重要度は低い。参考資料として、表 4.5-1 にキーにおける各半音階の重
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要度と重みを示す。また、実際のアドリブ演奏で使用される頻度なども考慮し、以上のよ
うな重み付けを行う。以上のことで、より楽曲に親和した音を選択し、かつ自然な音列を
生成することが可能となる。 
 
表 4.5-1 キーにおける各半音階の重要度と重み 
主音からの半音距離 tonic dominant sub-dominant 重み 
0 根音   5度音 5 
1       1 
2   5度音   3 
3       1 
4 3度音     4 
5     根音 1 
6       1 
7 5度音 根音   5 
8       1 
9     3度音 4 
10       1 
11   3度音   1 
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5. 主観評価実験 
 
5.1 評価手法調査 
 本手法は他に例を見ないインタラクションの形式をとっているため、類似手法が少なく
単純に比較するべき対象がない。そのため、主観評価実験を行うにあたって関連研究にお
ける評価手法を調査した。ただ、3章で紹介したようなインターフェース関連の研究のほと
んどは定量的な評価実験を行っておらず、音楽経験の多い被験者と少ない被験者にアン
ケートをとり意見を募った結果を記すことに留まっている。そこで、関連研究ではなく、
ウェブサイト[16]に記述されていたユーザビリティに関する評価手法として、「国際規格
ISO9341-11」と「WAMMI」を調査した。 
 
5.1.1 国際規格 ISO9241-11 
ISO9241-11とは、ユーザビリティの定義を行い、ユーザの行動と満足度の尺度によって
評価する際に考慮しなければいけない情報をどのようにして認識するかを説明している国
際規格である。まず、ユーザビリティ以下のように定義されている。 
 Usability （ユーザビリティ）： 
Extent to which a product can be used by specified users to achieve specified 
goals with effectiveness, efficiency and satisfaction in a specified context of use. 
特定の利用状況において、特定のユーザによって、ある製品が、特定の目標を達
成するために用いられる際の、有効さ、効率、ユーザの満足度の度合い。 
次に、ユーザビリティを評価するための尺度を、以下に示す。 
 Effectiveness (有効さ)： 
Accuracy and completeness with which users achieve specified goals 
ユーザが指定された目標を達成する上での正確さ、完全性 
 Efficiency（効率）： 
Resources expended in relation to the accuracy and completeness with which 
users achieve goals 
ユーザが目標を達成する際に、正確さと完全性に費やした資源 
 Satisfaction（満足度）： 
Freedom from discomfort, and positive attitudes towards the use of the product 
製品を使用する際の、不快感のなさ、及び肯定的な態度 
 Context of use（利用状況）： 
Users, tasks, equipment (hardware, software and materials), and the physical 
and social environments in which a product is used 
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ユーザ、仕事、装置（ハードウェア、ソフトウェア及び資材）、並びに製品が使用
される物理的及び社会的環境 
 もともとこの尺度は、あるタスクを達成する上でどう感じたかを評価する方法であるた
め、本手法のようなエンターテイメント性・ゲーム性を持ったアプリケーションには全て
が当てはまるわけではない。ただし、４つ尺度のうちの１つの Satisfaction（満足度)は本
手法の評価に非常な重要な項目であると考えられる。 
 
5.1.2 WAMMI 
WAMMI[17]はウェブサイトに対するユーザの主観的評価を測定することを目的に、
Jurek Kirakowskiと Nigel Claridgeによって開発された評価手法である。WAMMIでは以
下の 5つの尺度を定義している。 
 Attractiveness 
An Attractive site is visually pleasant, and also offers much of direct interest to 
the intended users, whether it be functionality or information. 
 Controllability 
If a site scores well on Controllability the users most probably feel they can 
navigate around it with ease. Poor usually means a poorly organized site. 
 Efficiency 
When users give a high Efficiency rating they feel they can quickly locate what 
is of interest to them and they feel that the web site responds (possibly, the 
pages load) at a reasonable speed. 
 Helpfulness 
A site which is high on Helpfulness corresponds with the users' expectations 
about its content and structure. A site low on Helpfulness can be misleading 
about its content. 
 Learnability 
When Learnability is high, users feel they are able to start using the site with 
the minimum of introductions. Everything is easy to understand from the start. 
When Learnability is low, users feel that the site may be using concepts or 
terminologies which are unfamiliar. More explanations are needed. 
 Global Usability 
Global Usability centres round the concepts that a site must make it easy for 
users to access what they need or want from the site, that there is a good, 
understandable level of organization, and that the site 'speaks the users 
language'. 
 もともとこの手法はウェブサイトのインターフェースを評価するものであり、
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ISO9241-11と同様に、これらの尺度全てが本手法に当てはまるわけではない。ただ、これ
らの尺度のうち、Attractiveness と Efficiency は本手法の評価に非常な重要な項目である
と考えられる。 
 
5.2 評価手法 
5.2.1 主観評価実験の目的 
 以上の調査に基づき、主観評価実験の目的を定めた。本手法では 4.5で述べたように音楽
理論を利用している。これらの理論が音楽的に正しいことは証明されているが、本手法に
適応したことでどの程度の効果があるか調査する必要があった。そこで、本実験ではイン
ターフェースとしての使いやすさではなく、音楽理論利用の有無でどの程度満足度が変化
したかを評価した。また、実験後に記述式のアンケートをとり、本手法のメリットや問題
点などを調査した。 
 
5.2.2 設問の設定 
音楽理論適用後と適用前の双方を利用してもらい評価を行った。回答は 5 段階評価（5．
当てはまる、4．やや当てはまる、3．どちらとも言えない、2．やや当てはまらない、1．
当てはまらない）で行う。まず、音楽経験の有無を確認するために、以下の事前設問に答
えていただいた。 
• 事前設問 
設問 1 音楽は好きで普段よく聴いている 
設問 2 Jazzを普段よく聴いている 
設問 3 楽器演奏経験がある 
設問 4 アドリブ演奏の経験がある  
 
事前設問の後、音楽理論的用語と適用前のアプリケーションを実際に操作していただいた。
楽曲は”Take the A Train”を使用した。キーは C Major、曲の長さは 1分程度である。その
後、以下の事後設問・事後アンケートに答えていただいた。 
• 事後設問 
設問 1 再生される音は曲に合っていると感じる 
設問 2 再生されるフレーズは自然だと感じる 
設問 3 演奏が楽しいと感じる 
設問 4 今後このシステムを使ってみたい 
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• 事後アンケート（記述式） 
設問 5 本システムのメリットは何か 
設問 6 本システムのデメリットは何か 
設問 7 加えた方がよい機能は何か 
設問 8 その他意見 
 
5.2.3 実験フロー 
 実験は以下の流れで行った。なお、この実験フローは 
① 調査趣旨説明・システム概要説明 
② 事前設問回答 
③ 音楽理論適用前と適用後両方でのタスク実行観察 
④ 評価・事後アンケート回答 
 
5.3 実験結果 
5.3.1 事後設問結果（全体） 
主観評価実験では、22 人の方に評価して頂いた。事後設問の結果を以下の図 5.3.1, 図 
5.3.2に示す。図 5.3.1は音楽理論適用前と適用後の 5段階評価の平均を、 図 5.3.2では双
方の評価値を比較して、それぞれのシステムで評価が高くなった人数を表している。 
評価実験結果（スコア）
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図 5.3.1 評価実験結果（スコア） 
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図 5.3.2 評価実験結果（比較） 
 
 
5.3.2 事後設問結果（詳細） 
事前設問の結果から、音楽経験の程度によって評価値がどのように変化するかを調査し
た。各事前設問に対して、評価が 1~3の人と 4~5の人で被験者を分けて図 5.3.2と同様の
方法で図示・比較する。つまり前者は音楽経験が少ない被験者で、後者は音楽経験の多い
被験者となる。なお、事前設問１に関しては、22人中 20人が 1, 2を選択しており、比較
の必要がないため割愛する。まず、[事前設問 2：Jazz を普段聴いている]の回答が 1~3 の
被験者の評価実験結果を、4~5の被験者の評価実験結果を示す。前者が Jazzを聴いた経験
が少ない被験者、後者が多い被験者ということになる。 
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図 5.3.3 評価実験結果（事前設問 2回答：1~3） 
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図 5.3.4 評価実験結果（事前設問 2回答：4~5） 
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次に、[事前設問 3：楽器経験がある]の回答が 1~3の被験者の評価実験結果を、4~5の被験
者の評価実験結果を示す。前者が楽器経験の少ない被験者、後者が多い被験者ということ
になる。 
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図 5.3.5 評価実験結果（事前設問 3回答：1~3） 
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図 5.3.6 評価実験結果（事前設問 3回答：4~5） 
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最後に、[事前設問 4：アドリブの演奏経験がある]の回答が 1~3の被験者の評価実験結果を、
4~5の被験者の評価実験結果を示す。前者がアドリブ演奏の経験が少ない被験者、後者が多
い被験者ということになる。 
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図 5.3.7 評価実験結果（事前設問 4回答：1~3） 
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図 5.3.8 評価実験結果（事前設問 4回答：4~5） 
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5.3.3 事後アンケート結果 
事後アンケートでは様々な意見を頂いた。アンケート結果の一部を以下に示す。 
• アンケート１：本システムのメリットは何か 
 音楽知識がなくてもそれっぽく演奏できる 
 リズムに合わせて発音すると言うのは、操作方法問わず楽しい 
 ゲーム感覚で音楽に合わせて自分も演奏しているような気分を味わうことができ
る 
 自分自身予想していなかった音が鳴るため、ワクワクしながら演奏することが出来
る 
 
• アンケート２：本システムのデメリットは何か 
 操作できるものがタイミングだけだと楽しみに欠ける 
 最初に模範の演奏を流すといいのではないか 
 発音されて欲しい音があまり発音されない 
 アドリブの一区切りがつけにくい 
 音楽的知識がないとその音楽にあっているのか、合っていないのかが分からない 
 
• アンケート３：加えた方がよい機能は何か 
 音量も操作できた方がよい 
 音だけではなく、打楽器音を利用できるとより楽しいのではないか 
 他の楽器でも演奏可能にするとおもしろいのではないか 
 いろんな演奏方法に対応する（伸ばしたり，強調したり etc…） 
 ボタンによって再生される音が変わるようなインターフェースにすると面白いの
ではないか 
 単音だけでなく、テクニカルな奏法をプリセット（あるいは自動生成）にして特
定のタイミングで振ったときに鳴らせるともっと簡単にそれっぽく引けるように
なって面白いのではないか 
 自分の演奏をした音楽を点数として評価するシステムにした方がおもしろいので
はないか 
 演奏を何かの方法でグラフィカルに表示させる機能があればおもしろいのではな
いか 
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• アンケート４：その他意見（気づいた点・アドバイス） 
 曲のキーだけでなく、コードに対応すればより良い演奏ができると思う 
 複数人で演奏できれば楽しいと思う 
 ギターのソロとかをアドリブできるようになったら、カラオケのマイクに加速度
センサを入れて間奏中にエアギターが出来て面白いと思う。 
 
5.4 考察 
事後設問 1,2は、音楽理論の利用によって音楽的な自然さが上がったかを計る設問である。
事後設問 3,4 ではそれによってどれだけユーザの満足度や有効度が変化しているかを計る
設問である。それぞれについて考察していく。 
 
5.4.1 全体の結果 
図 5.3.1から、音楽理論適用によって全ての設問に対してスコアが向上したことがわかる。
また、 図 5.3.2をから、全ての設問で音楽理論適用前に比べ適用後の方が、スコアが高い
人数が多い結果となった。 
まず、事後設問 1,2の結果としては、音楽理論適用後の評価を高くした被験者が多数を占
め、適用前の評価を高くした被験者はごく少数であった。このことで、音楽理論の利用に
よる効果が実証された。 
設問 3,4の結果としても、音楽理論適用後の評価を高くした被験者の方が多かった。ただ、
音楽理論適用前と適用後のどちらの評価も同じと応えた被験者が半数以上であった。音楽
理論の適用によって、再生音の曲に対する自然さは向上したものの、システム全体の満足
度・有効度は期待していたほど向上していない結果となった。音楽的な演奏が可能になる
だけでなく、別の方法でシステム全体を向上させる必要がある。 
 
5.4.2 Jazz音楽聴取の経験程度による結果の違い 
事前設問 2 の結果から、Jazz を普段あまり聴かない被験者と、よく聴く被験者に分割し
て評価結果を比較する。図 5.3.3が前者の結果で、図 5.3.4が後者の結果である。 
図 5.3.4の結果では、設問 3,4において、どちらの評価も同じと答えた被験者がほとんど
であった。つまり、Jazz を普段からよく聴いている、よく知っている被験者に対しては、
音楽的な自然さは向上したものの、システム全体に対する効果は少なかったということで
ある。おそらく、Jazz のアドリブ演奏がどういうものかを知っている被験者からすると、
再生音が自然なだけではなく、Jazz 特有の演奏手法やパターンなどがないためだと思われ
る。 
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5.4.3 楽器経験有無による結果の違い 
事前設問 3 の結果から、楽器演奏経験が少ない被験者と、経験の多い被験者に分割して
評価結果を比較する。図 5.3.5が前者の結果で、図 5.3.6が後者の結果である。 
図 5.3.6の結果では、設問 3,4において、どちらの評価も同じと応えた被験者がほとんど
であった。楽器演奏経験者からすると、操作できるパラメータがタイミングだけだと、満
足度の向上は見られないということだと思われる。ただ、楽器演奏非経験者のスコアは比
較的良い結果となった。別のパラメータを操作出来る機能を追加し、ユーザの自由度を上
げるなどの方法によって評価が向上されることが期待できる。 
 
5.4.4 アドリブ演奏経験有無による結果の違い 
事前設問 4 によって、アドリブ演奏の経験が少ない被験者と、多い被験者に分割して評
価結果を比較する。図 5.3.7が前者の結果で、図 5.3.8が後者の結果である。 
図 5.3.8の結果では、設問 3,4において、どちらの評価も同じと応えた被験者が比較的多
数を占めた。アドリブ演奏経験者からすると、操作できるパラメータがタイミングだけだ
と、満足度の向上は見られないということだと思われる。 
 
5.4.5 考察総括 
どのグラフにおいても、設問 1,2の結果は、どちらもほぼ同じ傾向が見られた。このこと
で、音楽的バックグラウンドに関係なく、再生音に対する自然度は向上した結果となった。
ただ、設問 3, 4 の結果から、被験者によっては、音楽理論の利用に関わらず、満足度に変
化は期待していたよりは見られなかった。 
本手法の満足度・有効度を向上させるためには、実験結果や事後アンケート結果に基づ
いて、新たな機能を追加する必要がある。ユーザの自由度向上などによるインターフェー
スとしての新機能や、演奏の可視化を新たに追加実装した。その詳細を次章で述べる。 
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6. 追加機能実装 
6.1 インターフェース機能 
ユーザによって操作できるパラメータが発音のタイミングだけでは、音楽経験者にとっ
ては物足りないものとなってしまうので、ボタン操作によって再生される音を調節・変更
させる機能を作成した。ボタン操作によって音程を上昇させる等の処理を行う。このよう
にボタン操作による処理を行うことで、ユーザの意図を再生音に反映させることが可能と
なる。 
 
図 6.1.1 Wiiリモコン[1] 
 
主観評価実験で要望が多かった操作に関する意見から、以下の４つの機能を新しく追加
した。 
 
(a) 音域を変更する機能 
 以前のシステムでは、発音される音高の幅を MIDI ノートナンバー60~71（C4~B4）に
限定していたが、その幅をずらす機能を加える。十字キーの上下ボタンを押すことで 5 度
ずらす。1度上キーを押すことで音高幅はMIDIノートナンバー67~78（G4~F#5）となり、
逆に、1度下キーを押すことで音高幅はMIDIノートナンバー53~64（F3~E4）となる。こ
の機能によって、ユーザは自分の好きなタイミングで音域を変更することが可能となる。 
 
(b) 楽器を変更する機能 
 50 
MIDIでは標準で 128種類の楽器が用意されている。全ての楽器は連番で定義されており、
001:Acoustic Grand Piano, 002:Bright Acoustic Piano, 066:Alto Saxなど、様々なMIDI
楽器音が利用できる。楽器を変更する機能はもともと GUI上で変更することは可能であっ
たが、演奏中に変更するには不便であった。そのため、楽器変更も Wii リモコンで操作可
能にした。十字キーの左右のボタンを押すことで楽器を変更する機能を追加した。GUI 上
で使用したい楽器の種類や順番をあらかじめ設定することも可能。この機能によって、ユー
ザは自分の好きなタイミングで好きな楽器に変更することが可能となる。 
 
(c) MIDI再生音の強調 
 Bボタンを押しながら、発音動作を行うことでデフォルトの音より大きな音量で発音させ
る機能を追加した。この機能によって、ユーザは場面に応じて強調した音を発音させるこ
とが可能となる。 
 
(d) 音を伸ばす機能 
１ボタンを押すと、音が伸ばす機能を追加した。ボタンを押している間は音が伸び、ボ
タンを離すことで伸びていた音は止まる。この機能によって、ユーザは可変長の長い音を
発音させることが可能となる。 
 
以下の表 6.1-1にボタンとインターフェース機能の対応表を示す。 
 
表 6.1-1 
ボタン 機能 備考 
十字キー（上下） 音域変更 １度で完全５度変更 
十字キー（左右） 楽器変更 MIDI,GM 音源の変更 
1 長発音 押し続けることで音を伸ばす、離すと止まる 
2 短発音   
A 未割り当て   
B 音量変更 B ボタンを押しながらの発音で音量の大きな音で発音する 
＋ 未割り当て   
－ 未割り当て   
Home 未割り当て   
 
以上の機能によって、ユーザの意図を再生音に反映させることが可能となり、システム全
体の満足度や有効度も向上された。 
 51 
6.2 ビジュアライゼーション機能 
現時点で、処理負荷の増大が問題になってきている。Wiiリモコン拍打認識、音響信号分
析、MIDI処理を全てリアルタイムで行っており、ビジュアライゼーション機能のような高
付加の処理を追加するとこれらの処理が追いつかなくなってしまう。そこで、PCを 2台使
用して、ネットワークでメッセージをやりとりすることでその問題を解決した。2台の PC
の主なスペックは以下の通り。 
• PC1 (MacBook4.1) 
OS: Mac OS X ver.10.5.8 (Leopard) 
CPU: 2.4GHz Intel Core 2 Duo 
メモリ：2GB 667MHz DDR2 SDRAM 
Bluetooth: 内蔵(ver.2.1.8f2) 
• PC2 (iMac8.1) 
OS: Mac OS X ver.10.5.4 (Leopard) 
CPU: 2.4GHz Intel Core 2 Duo 
メモリ：1GB 800MHz DDR2 SDRAM 
Bluetooth: 内蔵(ver.2.1.0f17) 
 
PC1 で前述の、音響信号分析機能・Wii リモコン認識機能・再生音コントロール機能を
担当し、再生された音高情報を PC2へ送り、PC2で演奏のビジュアライゼーション機能を
担当する。 
 ビジュアライゼーション機能では、リアルタイムでピアノロールを表示させる。ピアノ
ロールとは、DTM (Desk Top Music)でよく利用されている譜面の表示方法で、横軸を時間、
縦軸を音程としたもので、視覚的に楽曲の流れを確認することができる。PC1 側の MIDI 
Out で出力された MIDI ノート番号が TCP ネットワークによって PC2 に渡され、ピアノ
ロール上の任意の音の部分に青い円が描画され、時間とともに右側に移動していく。この
機能によって、Wiiリモコンによる演奏だけでなく、視覚的にも楽しむことができる。実装
にはMax/Mspの拡張機能ライブラリである Jitterを利用した。Jitterとはマトリックス演
算に優れた機能を持つMaxのエクスターナルオブジェクトで、静止画像やビデオ映像、ア
ニメーション、３D映像（OpenGL）などのグラフィックスを扱うことができる。 
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7. 結論 
 
7.1 まとめ 
 本研究では、実際の楽曲再生と同時に、ユーザがセッション感覚で演奏することができ
るアプリケーションを提案した。本アプリケーションによって、新しい能動的な音楽イン
タラクションを実現することができた。計算機の性能向上や開発環境の整備などにより、
リアルタイムでの音響信号分析などの高付加処理が可能となり、本アプリケーションを開
発することができた。また、誰でも簡単に入手でき、かつ、感覚的に扱うことのできるイ
ンターフェースとして Wii リモコンを用いることで、これまで敷居の高かった音楽インタ
ラクションを音楽知識や経験の少ないユーザでも体験することが可能となった。 
主観評価実験では、本アプリケーションでの音楽理論の適用による有効性が確認された。
また、その実験で明らかになった問題をもとに、インターフェース機能を追加した。新た
に、ユーザに自由度を持たせるような機能を加えることによって、アプリケーションとし
ての有効性はさらに向上された。 
また、本アプリケーションを応用することで、ライブパフォーマンスや音楽教育の場面
での新たな音楽の楽しみ方が展開されることも考えられる。 
 
7.2 今後の展望 
 本研究では今後、より有効なアプリケーションを実現するために、音楽理論部分の性能
の向上と、ユーザインターフェースとしての機能の向上が必要だと考える。主観評価実験
において、音楽理論の利用による有効性の向上は確認されたが、HMMにおける状態遷移確
率の定義方法には改善の余地がある。また、別の音楽理論を利用することで、さらに自然
な音列を生成することも可能だと考えられる。また、6章で追加機能を実装し、有効性は認
められたが、現段階ではユーザインターフェースとしての定量的な評価実験を行っていな
い。今後、音楽理論部分の再評価はもちろん、操作のしやすさの観点なども考慮した主観
評価実験を行う予定である。 
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