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TIGHTNESS AND LINE ENSEMBLES FOR BROWNIAN POLYMERS
UNDER GEOMETRIC AREA TILTS
PIETRO CAPUTO, DMITRY IOFFE, AND VITALI WACHTEL
Abstract. We prove tightness and limiting Brownian-Gibbs description for line ensembles of
non-colliding Brownian bridges above a hard wall, which are subject to geometrically growing
self-potentials of tilted area type. Statistical properties of the resulting ensemble are very
different from that of non-colliding Brownian bridges without self-potentials. The model itself
was introduced in order to mimic level lines of 2 + 1 discrete Solid-On-Solid random interfaces
above a hard wall.
We dedicate this paper to Anton Bovier on the occasion of his 60th birthday
1. Introduction, Notation and Results
1.1. Level lines of SOS surfaces and related ensembles of non-intersecting paths.
In this paper we investigate large scale behavior of ensembles of non-intersecting Brownian
polymers under geometric area tilts. Our main motivation comes from a desire to understand
and model limiting properties of microscopic large level lines of the 2 + 1 SOS (solid-on-solid)
random interfaces conditioned to stay above a flat wall. We refer to [3] for a careful exposition
of this connection with references to earlier works.
Models of a (single) Brownian polymer constrained to stay above a barrier were introduced
in [13]. By Girsanov’s transform an equivalent formulation is in terms of positive Brownian
bridges under area tilts [21]. These models are of an independent interest and, in particular,
they have a rich limiting variational and fluctuation structure. We would like to mention recent
works [26, 11, 22] and references therein.
Gibbsian structure of (single C(R,R)-valued) Brownian polymers with self-potentials and self-
interactions was introduced and explored in [25, 20]. Space-time Gibbsian states on C(R,R)Z
d
were introduced and constructed in [23, 9] in the weak interaction case, both as Gibbs states
and as systems of infinite dimensional interacting diffusions. Hard core interactions between
ordered paths in one spatial dimension do not fall into this framework. Variants of infinite
volume dynamics whose equilibrium states are determinantal point fields were constructed in
[27, 24], see also various refinements with references to the latter works.
Recent developments which are closely related to the model we consider here are [2, 12].
However, since geometrically growing area tilts preclude using Karlin-McGregor formula, the
determinantal structure is apparently lost, and one has to deal with a rather different situation.
For instance no rescaling as the number of paths grow is needed. Yet, the Brownian-Gibbsian
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2 PIETRO CAPUTO, DMITRY IOFFE, AND VITALI WACHTEL
framework introduced in [6, 7] fits in extremely well, and we shall rely on the philosophy and
the ideas which were developed in these remarkable papers.
1.2. Organization of the paper. The Brownian notation and the models of Brownian poly-
mers under geometric area tilts are introduced in Subsections 1.3-1.5. The main confinement
results from [3] which enables a uniform control over one-point distributions of the top path is
recalled in Subsection 1.6. Our main results here which are formulated in Subsection 1.7 yield
full tightness of the ensembles we consider, both with free and zero boundary conditions, and,
furthermore, we establish Brownian-Gibbs property of limiting infinite dimensional ensembles.
Whether there is a unique such limiting ensemble or not remains an open question, although
monotonicity arguments imply unicity of the limit for polymer measures with zero boundary
conditions. The proofs of full tightness appear in Section 2. Limiting line ensembles are dis-
cussed in Section 3. Finally, future research directions and some open problems are outlined in
the concluding Subsection 3.5.
1.3. Brownian motion and Brownian bridges. In the sequel we shall use the same notation
for path measures of underlying Brownian motion and Brownian bridges and for expectations
with respect to these path measures. For ` < r and x ∈ R, let Px`,r be the path measure of
the Brownian motion X on [`, r] which starts at x at time `; X(`) = x. We can record Px`,r as
follows:
Px`,r (F (X)) =
∫
Bx,y`,r (F (X)) dy (1.1)
where Bx,y`,r the unnormalized path measure of the Brownian bridge X on [`, r] which starts at x
at time ` and ends at y at time r; X(`) = x, X(r) = y. In this way the total mass of Bx,y`,r is
given by
qr−`(x, y) :=B
x,y
`,r (1) =
1√
2pi(r−`) e
− (y−x)2
2(r−`) . (1.2)
The corresponding normalized Brownian bridge probabilities will be denoted as Γx,y`,r , that is
Γx,y`,r (·) = Bx,y`,r (·)/qr−`(x, y).
For an n-tuple x = (x1, x2, . . . , xn) ∈ Rn, set
P
x
n;`,r = P
x1
`,r ⊗Px2`,r ⊗ · · · ⊗Pxn`,r.
Similarly for n-tuples x, y ∈ Rn, set
B
x,y
n;`,r = B
x1,y1
`,r ⊗Bx2,y2`,r ⊗ · · · ⊗Bxn,yn`,r , (1.3)
and
qn,r−`(x, y) =
n∏
i=1
qn,r−`(xi, yi) , Γ
x,y
n,`,r =
B
x,y
`,r
qn,r−`(x, y)
. (1.4)
1.4. Polymer measures with geometric area tilts. Given a function h, the signed h-area
under the trajectory of X is defined as
Ah`,r (X) =
∫ r
`
h(t)X(t)dt. (1.5)
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We shall drop the superscript if h ≡ 1 and use A`,r (X) accordingly. For n ∈ N define
A+n (M) = {x ∈ Rn : M > x1 > · · · > xn > 0} and A+n = A+n (∞). (1.6)
We also define the set
A¯+n = {x ∈ Rn : x1 ≥ · · · ≥ xn ≥ 0}. (1.7)
Polymer measures which we consider in the sequel are always concentrated on the set Ω+n;`,r of
n-tuples X,
Ω+n;`,r =
{
X : X(t) ∈ A+n ∀ t ∈ (`, r)
}
. (1.8)
Given n ≥ 1, a > 0, λ > 1 and x, y ∈ A+n , consider the partition function
Z
x,y
n;`,r(a, λ) := B
x,y
`,r
(
1Ω+n;`,r
e−
∑n
1 aλ
i−1A`,r(Xi)
)
, (1.9)
and the associated probability measure Px,yn;`,r [· |a, λ] defined by
Px,yn;`,r [F (X) |a, λ] :=
1
Z
x,y
n;`,r(a, λ)
B
x,y
`,r
(
F (X)1Ω+n;`,r
e−
∑n
1 aλ
i−1A`,r(Xi)
)
, (1.10)
where F is any bounded measurable function over the set of n-tuples of continuous functions
from [`, r] to R. The measure Px,yn;`,r [· |a, λ] will be referred to as the n-polymer measure with
(a, λ)-geometric area tilts with boundary conditions (x, y) on the interval [`, r].
We remark that Px,yn;`,r [· |a, λ] is well defined for all x, y ∈ A+n . Indeed, if x, y ∈ A+n one has
B
x,y
`,r
(
Ω+n;`,r
)
> 0, (1.11)
and therefore Z
x,y
n;`,r(a, λ) ∈ (0,∞). While this does not apply to all x, y ∈ A¯+n , it is still possible
to define Px,yn;`,r [· |a, λ] in these cases by a limiting procedure, see e.g. [6, Definition 2.13] for the
case a = 0. In particular, we shall often deal with the case of zero boundary conditions
P0n;`,r [· |a, λ] := P0,0n;`,r [· |a, λ] .
It is also natural to consider the polymer measure with free boundary conditions defined by
Pn;`,r [F (X) |a, λ] := 1Zn;`,r(a, λ)
∫
A+n
∫
A+n
B
x,y
`,r
(
F (X)1Ω+n,T
e−
∑n
1 aλ
i−1A`,r(Xi)
)
dxdy (1.12)
where
Zn;`,r(a, λ) :=
∫
A+n
∫
A+n
Z
x,y
n;`,r(a, λ)dxdy, (1.13)
and dx, dy denote Lebesgue measures on Rn. For a proof that Pn;`,r [· |a, λ] is well defined, that
is Zn;`,r(a, λ) ∈ (0,∞), for all a > 0, λ > 1, see [3, Appendix A].
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1.5. A general class of polymers with area tilts. Let us say that two functions f and
g on I ⊂ R satisfy f ≺ g if f(t) ≤ g(t) for any t ∈ I. By construction, if X ∈ Ω+n;`,r, then
0 ≺ Xn ≺ Xn−1 ≺ · · · ≺ X1 on [l, r]. For every n ∈ N and ` < r, consider the following general
class Px,yn;`,r
[ ·|h−, h+, ρ] of polymer measures which is parametrized by:
a: Boundary conditions x, y ∈ A+n .
b: A pair h = (h−, h+) of non-negative continuous functions, called respectively the floor
and the ceiling, satisfying h− ≺ h+ on [`, r].
c: An n-tuple of (not necessarily ordered) nonnegative continuous functions ρ = {ρ1, . . . , ρn},
called the area tilts.
Then, setting
Ω
h
n;`,r = Ω
+
n;`,r∩{h− ≺ Xn} ∩ {X1 ≺ h+}, (1.14)
define:
Px,yn;`,r
[
dX|h−, h+, ρ
] ∝ e−∑n1 Aρi`,r(Xi)1
Ω
h
n;`,r
B
x,y
`,r (dX) . (1.15)
The corresponding partition function is denoted Z
x,y
n;`,r(h−, h+, ρ). Clearly, the polymer measure
Px,yn;`,r
[·|h−, h+, ρ] coincides with the Px,yn;`,r [· |a, λ] defined in (1.10) in the case of geometric tilts
ρi ≡ aλi−1 and trivial floor and ceilings (h−, h+) ≡ (0,+∞). Similarly, we shall employ the
following notation for Brownian bridge measures conditioned to Ω
h
n;`,r,
B
x,y
n;`,r
[ · ∣∣h−, h+] := Γx,yn;`,r [ · ∣∣h−, h+] := Γx,yn;`,r ( · ∣∣Ωhn;`,r) . (1.16)
There is a straightforward extension of (1.8) and (1.14) to sets of paths over more general
subsets I ⊂ R (in the sequel we shall need to work with finite union of intervals). Namely,
Ω+n;I =
{
X : X(t) ∈ A+n ∀ t ∈ I
}
(1.17)
and
Ω
h
n;I = Ω
+
n;I ∩ {h− ≺ Xn} ∩ {X1 ≺ h+} (1.18)
Moreover, there is a version of (1.15) which permits more general boundary conditions: Let ν
and η be n-tuples of functions on R+. For x ∈ A+n set ν(x) =
∑n
1 νi(xi), and η(x) =
∑n
1 ηi(xi).
Similarly, set Aρ`,r(X) =
∑n
1 Aρi`,r(Xi). Then,
Pν,ηn;`,r
[
dX|h−, h+, ρ
] ∝ ∫
A+n
∫
A+n
e−A
ρ
T (X)1
Ω
h
n;`,r
(X) e−ν(x)B
x,y
`,r (dX) e
−η(y)dxdy. (1.19)
The corresponding partition function is denoted Zη,νn;`,r(h−, h+, ρ).
Below we shall tacitly assume that boundary conditions ν, η are chosen in such a way that
the corresponding polymer measures are well defined, this is justified in all the relevant cases in
Appendix A of [3].
Reduced notation. We shall, unless this creates a confusion, employ the following reduced nota-
tion: If η, ν are identically zero, we shall drop them from the notation. We refer to this as the
case of free (or empty) boundary conditions. Similarly we shall drop from the notation the floor
h− whenever h− ≡ 0 and the ceiling h+ whenever h+ ≡ ∞.
POLYMERS UNDER GEOMETRIC AREA TILTS 5
In the case of pure geometric tilts we shall write a, λ instead of ρ whenever
ρ =
{
a, aλ, . . . , aλn−1, . . .
}
(1.20)
and, furthermore, wee shall drop a, λ from the notation whenever this creates no confusion.
In the sequel we shall drop sub-index n unless we would like to stress the number of polymers
in a stack, and whenever this will cause no confusion.
In the case of symmetric time intervals we shall write
Ω+n,T = Ω
+
n;−T,T , Z
x,y
n,T = Z
x,y
n;−T,T , B
x,y
n,T = B
x,y
n;−T,T , P
x,y
n,T = P
x,y
n;−T,T ,
and so on.
1.6. A confinement statement and uniform control of curved maxima. The main result
of [3] could be formulated as follows:
Theorem 1.1. For any fixed a > 0, λ > 1 and χ > 0 the family of (one-dimensional) distri-
butions of the height X1(0) of the top path at the origin under the free boundary condition field
{Pn;`,r [· |a, λ]}n∈N,`≤−χ,r≥χ is tight. In other words the top path does not fly away as the number
of polymers and the length of their horizontal span grow. Moreover, the same statement holds
for the zero-boundary condition field P0n;`,r [· |a, λ].
The statement of Theorem 1.1 follows from uniform control of the expectations of a certain
curved maxima. Let us describe the latter notion.
Let ϕα(t) = |t|α with α ∈ (0, 12). Given a continuous function h on [`, r] define (see Figure 1.6)
ξ`,rα (h) = min {y ≥ 0 : y + ϕα  h} = max
t∈[`,r]
(h(t)− |t|α)+ , (1.21)
where ( · )+ denotes the positive part. Informally, ξ`,rα (h) is the minimal amount to lift ϕα so
that it will stay above h. We think of ξ`,rα (h) in terms of the curved maximum of h on [`, r].
ξ`,rα (h)
ξ`,rα (h) + |t|α
h(t)
t r0`
Figure 1. The curved maximum ξ`,rα (h), in the case where [`, r] is a symmetric
interval around the origin.
Then, Theorem 1.1 is an immediate consequence of the following result [3]:
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Theorem 1.2. For any a > 0, λ > 1, χ > 0 and α ∈ (0, 12):
ξ∗α := sup
`≤−χ
sup
r≥χ
sup
n
En;`,r
[
ξ`,rα (X1) | a, λ
]
= sup
`≤−χ
sup
r≥χ
sup
n
En;`,r
[
max
t∈[`,r]
(X1(t)− |t|α)+
∣∣ a, λ] <∞. (1.22)
The fact that Theorem 1.2 also holds for the zero boundary condition field is a consequence
of stochastic domination, see Section 2.1 below.
1.7. Full tightness, non-intersecting line ensembles and Brownian-Gibbs property.
The main contribution of this paper is a strengthening of the above mentioned results, with
the extension of the one-dimensional tightness to a full tightness statement on path space. To
formulate this we need to introduce some more notation. Fix a > 0 and λ > 1. Given γ > 0 and
k ∈ N, let n > k, [`, r] ⊇ [−γ, γ], and consider the free boundary condition field Pn;`,r[ · |a, λ].
We shall use µk,γn;`,r for the induced distribution of k top paths X = (X1(·), . . . , Xk(·)) over the
interval [−γ, γ]. Similarly, we write µ0,k,γn;`,r for the distribution of k top paths under the zero
boundary condition field P0n;`,r[ · |a, λ]. In this way µk,γn;`,r, µ0,k,γn;`,r are distributions on the set of
continuous functions from [−γ, γ] to A¯+k , denoted C
(
[−γ, γ]; A¯+k
)
. The latter is equipped with
the topology of uniform convergence.
Theorem 1.3. For any k ∈ N and γ > 0 the family{
µk,γn;`,r , [`, r] ⊇ [−γ, γ], n > k
}
(1.23)
is tight on C
(
[−γ, γ]; A¯+k
)
. The same holds for the family
{
µ0,k,γn;`,r , [`, r] ⊇ [−γ, γ], n > k
}
.
We turn to the analysis of the consequences of the above tightness results regarding conver-
gence to a limiting polymer measure describing infinitely many non-intersecting random lines.
We start by recalling the definition of Brownian-Gibbs line ensembles. We refer to [6, 7, 10] for
a more comprehensive setup, as well as to earlier papers [23, 24, 25] on the subject. Here we
formulate the concepts that are relevant for our setting.
Define the spaces
A+∞ =
{
x ∈ (0,∞)N : x1 > x2 > · · · > 0
}
⊂ A¯+∞ =
{
x ∈ [0,∞)N : x1 ≥ x2 ≥ · · · ≥ 0
}
.
The sample space is Ω = C
(
R, A¯+∞
)
, the set of continuous functions f : R 7→ A¯+∞, equipped with
the topology of uniform convergence of any finite number of paths on compact subsets, and with
the corresponding Borel σ-field B. The coordinate maps X ∈ Ω 7→ Xi(t) are viewed as position
of i-th particle at time t. Following [6], for each n ∈ N, and time interval [`, r] ⊂ R, define the
internal and external σ-algebras
Bin;`,r = σ (Xi(t) : t∈(`, r) and i ≤ n) and Ben;`,r = σ (Xi(t) : either t/∈(`, r) or i > n) . (1.24)
Recall that Ex,yn;`,r
[
·
∣∣∣h, a, λ] stands for the expectation w.r.t. n-polymer measure with (a, λ)-
geometric area tilts with boundary conditions (x, y) and floor h on the interval [`, r].
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Definition 1. A probability measure P on Ω is said to have the Brownian-Gibbs property with
respect to (a, λ)-geometric area tilts (1.20) if for any bounded measurable F : Ω 7→ R,
E
(
F
∣∣∣Ben;`,r) = EX(≤n)(`),X(≤n)(r)n;`,r [F (·, X(>n))∣∣∣Xn+1, a, λ] , (1.25)
P-a.s for any −∞ < ` < r <∞ and n ∈ N. In (1.25), we use the notation X(≤n) = (X1, . . . , Xn)
and X(>n) = (Xn+1, Xn+2, . . . ). A probability measure P on Ω with the above Brownian-Gibbs
property is called a Brownian-Gibbs measure or a Brownian-Gibbs line ensemble with respect to
(a, λ)-geometric area tilts. The line ensemble is said to be non-intersecting if P is concentrated
on C (R,A+∞) ⊂ C
(
R, A¯+∞
)
.
Notice that measures Px,ym;S,T and Pm;S,T describing m lines in the time interval [S, T ], as
defined in Section 1.4, are trivially extendable to the whole of Ω by setting Xi ≡ 0 for i > m
and X(t) ≡ X(T ) for t > T (respectively, X(s) ≡ X(S) for s < S). Moreover, these measures
satisfy the Brownian-Gibbs property (1.25) whenever S ≤ ` < r ≤ T and n ≤ m.
Theorem 1.3 says that any sequence from {µk,γn;`,r , [`, r] ⊇ [−γ, γ], n > k} has a weakly
converging subsequence in the space of probability measures on C
(
[−γ, γ]; A¯+k
)
, for all fixed
k ∈ N and γ > 0. Moreover, by using an extraction argument together with consistency
of marginals along γ → ∞ and k → ∞, Theorem 1.3 also implies that any sequence from
{Pn;`,r} or from {P0n;`,r} has a subsequence that converges weakly to a probability measure P
on C
(
R, A¯+∞
)
. Concerning the nature of the limit points, the main consequences of our analysis
can be summarized as follows.
Theorem 1.4. Any sub-sequential limit (as n → ∞, ` → −∞ and r → ∞) P of {Pn;`,r} or
{P0n;`,r} has the following properties:
(1) P is Brownian-Gibbs with respect to (a, λ)-geometric area tilts.
(2) P is non-intersecting.
(3) Control of maxima: For any γ > 0, there exists C = C(γ) > 0 such that for all k ∈ N,
and M > 0:
P
(
max
t∈[−γ,γ]
Xk(t) > λ
−(k−1)/3M
)
≤ C
M
. (1.26)
(4) Absolute continuity with respect to independent Brownian bridges: For any k ∈ N,M > 0
and γ > 0 there exists β = β(k,M, γ) > 0 such that
P (E) ≤ C(γ)
M
+
1
β
sup
v,w∈A+n (M)
Γ
v,w
k,γ (E) , (1.27)
for any E ∈ Bik;γ.
Finally, let us remark that Theorem 1.4 does not imply unicity of limiting points, and therefore
it does not allow us to conclude that Pn;`,r or P0n;`,r actually converge as n → ∞, ` → −∞ and
r →∞. Moreover, Theorem 1.4 does not address the issue of ergodicity or even time stationarity
of limiting points. Neither it addresses the issue of representation of limiting points as infinite
dimensional diffusions.
However, thanks to monotonicity, we shall obtain the desired convergence and time station-
arity, at least for the zero-boundary condition field. We believe that the same holds for free
boundary conditions, and that the limiting ensembles coincide.
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Theorem 1.5. There is a unique (as n → ∞, ` → −∞ and r → ∞) limit P0 of the family
P0n;`,r. Besides the properties listed in Theorem 1.4, P0 is time stationary.
2. Tightness of ensembles of top paths
We follow the scheme developed in the seminal [6]. Since, however, geometric area tilts pre-
clude exact solutions and, somehow, complicate matters, we had to modify, adjust and eventually
simplify the arguments involved.
2.1. Stochastic domination. As in [6, 3] stochastic domination plays an important technical
role in our approach. Equip Ω+n;`,r with the partial order ≺, defined by
X ≺ Y iff Xi ≺ Yi , for all i = 1, . . . , n,
and let
FKG≺ denote the associated notion of stochastic domination of probability measures. Recall
(1.16). As it was proved in [6]
Lemma 2.1. For any n,`, r, h− ≺ g− and h+ ≺ g+ the following holds. If, x ≺ u and y ≺ v,
then
B
x,y
`,r [·|h−, h+]
FKG≺ Bu,v`,r [·|g−, g+] . (2.1)
Our generalization [3] to measures with geometric area tilts reads as:
Lemma 2.2. For any n,`, r, h− ≺ g−, h+ ≺ g+ and ρ  κ the following holds. If, x ≺ u and
y ≺ v, then
Px,y`,r
[·|h−, h+, ρ] FKG≺ Pu,v`,r [·|g−, g+, κ] . (2.2)
Moreover, for an n-tuple χ = {χ1, . . . , χn} of smooth boundary condition let χ′ be the n-tuple of
corresponding first derivatives. Then,
Pξ,ζ`,r
[·|h−, h+, ρ] FKG≺ Pν,η`,r [·|g−, g+, κ] , (2.3)
whenever, h− ≺ g−, h+ ≺ g+, ρ  κ and, both ξ′  ν ′ and ζ ′  η′. In particular, (2.3) holds if
ξ = ν and ζ = η (by approximation without any assumptions on smoothness).
2.2. Proof of Theorem 1.3. To facilitate the exposition we shall restrict attention to sym-
metric intervals [`, r] = [−T, T ] ⊇ [−γ − 2, γ + 2]. The choice of the constant 2 here is purely
conventional, and any positive number could be handled with minor modifications.
Following the standard compactness criterion (see [1, Theorem 8.10]), and thanks to the
single time tightness statement that follows from Theorem 1.2, the proof of Theorem 1.3 will be
reduced to the control of the maximal modulus of continuity
mk,γ(X, δ) := max
1≤i≤k
sup
s,t∈[−γ,γ]:
|s−t|<δ
|Xi(s)−Xi(t)|. (2.4)
Thus, Theorem 1.3 is a consequence of the following technical estimate.
Proposition 2.1. Fix γ > 0, k ∈ N. For any η, ε > 0, there exists δ > 0 such that
sup
T≥γ+2, n>k
µk,γn;T
(
mk,γ(X, δ) ≥ η
)
≤ ε (2.5)
The estimate above holds as well for the zero boundary distribution µ0,k,γn;T .
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2.3. Scheme of proof of Proposition 2.1. We fix γ > 0, and k ∈ N. All estimates to be
derived below implicitly depend on these two parameters. On the other hand, they will be
uniform in n > k and T ≥ γ + 2. We give the details of the proof in the case of free boundary
conditions only, since the case of zero boundary conditions requires only cosmetic changes.
Consider the event E = E(δ, η) from (2.5):
E =
{
mk,γ(X, δ) ≥ η
}
. (2.6)
Clearly, this event belongs to the σ-algebra σ(Xi(t), t ∈ [−γ, γ], i = 1, . . . , k). Thus, we want
to prove that
µk,γn;T (E) = Pn;T (E) ≤ ε. (2.7)
We shall rely on the fact that the probability of the event E can be made suitably small in the
case of k independent Brownian bridges, uniformly in the boundary conditions, provided the
latter are taken in a bounded set.
Lemma 2.3. For any η, ε > 0, and M > 0, there exists δ > 0 such that
sup
x,y∈A+k (M)
Γ
x,y
k,γ
(
mk,γ(X, δ) ≥ η
)
≤ ε (2.8)
Proof. This follows by reduction to the case of k independent Brownian bridges from 0 to 0, see
e.g. [6, p. 463]. 
The proof of Proposition 2.1 will be achieved by controlling the probability Pn;T (E) in terms of
the probability Γ
x,y
k,γ (E), uniformly in n > k, T ≥ γ+2. Our proof comprises several intermediate
steps that can be roughly summarized as:
STEP 1. Control of probabilities of large excursion events for top and bottom paths X1, Xk+1.
STEP 2. Reduction to probabilities without area tilts.
STEP 3. Use of heat kernel bounds for Brownian bridges in conical domains.
STEP 4. Control of boundary values Xk (±γ) and of mink−1j=1 (Xj(±γ)−Xj+1(±γ)).
2.4. Control of maxima. For each M > 0, define the event
H i(M) :=
{
max
t∈[−γ−2,γ+2]
Xi(t) ≤ λ−(i−1)/3M
}
. (2.9)
The main estimates concerning large excursions to be used below are gathered in the next lemma.
Recall the notation (1.16). In particular, B
x,y
n;T
[ · ∣∣h] denotes the polymer measure with no area
tilts and with floor h.
Lemma 2.4. The following holds for all fixed k ∈ N and γ > 0:
(1) For all ε > 0, there exists L = L(k, γ, ε) > 0 such that for all M > 0, x, y ∈ A+k (M) and
h ≺M , with xk > h(−γ − 2) and yk > h(γ + 2):
B
x,y
k;γ+2
[
H1(M + L)
∣∣h] ≥ 1− ε. (2.10)
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(2) For all i = 1, . . . , n, α ∈ (0, 1/2) and M > 0:
Pn,T
(
H i(M)
∣∣ a, λ) ≥ 1− ξ∗α + (γ + 2)α
M
. (2.11)
where ξ∗α is as in Theorem 1.2.
Proof. Using Lemma 2.1 and a recursive argument (see e.g. [3, Proposition 2.1]) , it is not hard
to see that the maximum of X1 under B
x,y
k;T
[·∣∣h] is stochastically dominated by M plus the sum
of k independent copies of the maximum of the Brownian bridge of length 2T between 0 and 0
constrained to be nonnegative. This implies (2.10).
Inequality (2.11) for i = 1 is implied by Markov inequality and Theorem 1.2. The case of
general i is obtained using Brownian scaling and the stochastic domination Lemma 2.2, see [3,
Remark 2] for the details. 
2.5. Reduction to probabilities without area tilts. Estimate (2.11) applied to i = 1 and
i = k + 1 implies that by taking M sufficiently large (depending on ε)
Pn;T (E) ≤ ε/2 + Pn;T
(
E ∩H1(M) ∩Hk+1(M)
)
. (2.12)
Recall the notation (1.14). Since E depends only on top k paths, it follows that
Pn;T
(
E ∩H1(M) ∩Hk+1(M)
)
≤ sup
f≺λ−k/3M
Pn;T
(
E ∩ Ωf,Mk,γ+2
∣∣∣ Ωfk,γ+2) . (2.13)
Cleary, given f ≺ λ−k/3M ,
Pn,T
(
E ∩ Ωf,Mk,γ+2
∣∣∣ Ωfk,γ+2) ≤ Pn,T (E ∩ Ωf,Mk,γ+2 ∣∣∣ X(±(γ + 2)) ∈ A+n (M); Ωf,2Mk,γ+2) .
By the Brownian-Gibbs property, the last expression is bounded by
sup
x,y∈A+k (M)
B
x,y
k,γ+2
(
Φ(X);E ∩ Ωf,Mk,γ+2
)
B
x,y
k,γ+2
(
Φ(X); Ωf,2Mk,γ+2
) ,
where Φ(X) = e−
∑k−1
0 aλ
jAγ+2(Xi). In the numerator we estimate Φ(X) ≤ 1 while in the
denominator we may estimate
Φ(X) ≥ e−2aM(2γ+4)
∑k−1
0 λ
j
=:
1
C(M)
.
Taking M appropriately large, (2.10) shows that
B
x,y
k,γ+2
(
Ωf,2Mk,γ+2
)
≥ 1
2
B
x,y
k,γ+2
(
Ωfk,γ+2
)
uniformly in f ≺ λ−k/3M and x, y ∈ A+k (M). Hence, we infer that the probability term on the
right hand side of (2.12) is bounded above by
2C(M) sup
f≺λ−k/3M
sup
x,y∈A+k (M)
B
x,y
k,γ+2
(
E ∩ Ωf,Mk,γ+2
∣∣ Ωfk,γ+2) . (2.14)
Above it is understood that the conditional probability is taken to be zero if either xk < f(−γ−2)
or yk < f(γ + 2).
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For simplicity of notation, we set ` = −γ− 2 and r = γ+ 2. Moreover, we call FkM the family
of functions f ≥ 0 on [`, r] satisfying supt f(t) ≤ λ−k/3M . Then, probabilities in (2.14) are now
written as
sup
f∈FkM
sup
x,y∈A+k (M)
B
x,y
k;`,r
(
E ∩ Ωf,Mk;`,r
∣∣ Ωfk;`,r) . (2.15)
Following Section 5 in [6] let us set
Ωfk;`,r = Ω
f
k;γ ∩ Ωfk;[`,r]\[−γ,γ], (2.16)
where we use the notation (1.18). Then, since Ωf,Mk;`,r ⊂ {X1(±γ) ≤M},
B
x,y
k;`,r
(
E ∩ Ωf,Mk;`,r
∣∣ Ωfk;`,r)≤ Bx,yk;`,r (E;X1(±γ) ≤M ∣∣ Ωfk;γΩfk;[`,r]\[−γ,γ])
≤
B
x,y
k;`,r
(
E
∣∣ X1(±γ) ≤M ; Ωfk;[`,r]\[−γ,γ])
B
x,y
k;`,r
(
Ωfk;γ
∣∣ Ωfk;[`,r]\[−γ,γ]) ,
(2.17)
where we relied on elementary inequality
P(AB|CD) = P(ABCD)
P(CD)
≤ P(A|BD)P(D)
P(CD)
=
P(A|BD)
P(C|D) .
For the numerator in (2.17) we use the fact that E depends only on the time interval [−γ, γ],
and the spatial Markov property for k independent Brownian bridges to obtain
B
x,y
k;`,r
(
E
∣∣ X1(±γ) ≤M ; Ωfk;[`,r]\[−γ,γ]) ≤ sup
v,w∈A+n (M)
Γ
v,w
k,γ (E) . (2.18)
The last expression can be made arbitrarily small thanks to the estimate of Lemma 2.3.
In conclusion, to finish the proof of Proposition 2.1 we need to show that for any γ,M and k
there exists β = β(k,M, γ) > 0, such that
inf
f∈FkM
inf
x,y∈A+k (M)
B
x,y
k;`,r
(
Ωfk;γ
∣∣ Ωfk;[`,r]\[−γ,γ]) ≥ β. (2.19)
Here it is understood that x, y ∈ A+k (M) also satisfy xk > f(`), yk > f(r).
2.6. Main technical estimates about constrained Brownian bridges. In the sequel k ∈ N
is fixed and we employ the reduced notation Ωf`,r, Ω
f
γ , Ω
f
[`,r]\[−γ,γ] for the sets of k-tuples of
ordered paths.
Let us take a look at our target (2.19). By the spatial Markov property of Brownian bridges ,
B
x,y
`,r
(
Ωfγ
∣∣ Ωf[`,r]\[−γ,γ]) = Bx,yk;`,r (ΓX(−γ),X(γ)γ (Ωfγ) ∣∣ Ωf[`,r]\[−γ,γ]) . (2.20)
Definition 2. Given f ∈ FkM and δ > 0 let us define the set Gfk,γ(δ) of pairs of boundary
conditions
(
x, y
) ∈ A+k × A+k , such that
B
x,y
γ
(
Ωfγ
)
≥ δ. (2.21)
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In view of (2.20) our target (2.19) would follow if we show that there exist δ > 0 and χ > 0
such the following estimate holds:
inf
f∈FkM
inf
x,y∈A+k (M)
B
x,y
`,r
((
X(−γ), X(γ)) ∈ Gfk,γ(δ) ∣∣ Ωf[`,r]\[−γ,γ]) ≥ χ. (2.22)
It remains to prove the following two lemmas:
Lemma 2.5. Consider sets
Sk(η, L) =
{
x : xk > 1 +Mλ
−k/3, x1 < L
} k−1⋂
j=1
{xj − xj+1 > η} . (2.23)
Fix k ∈ N and γ > 0. Then for any η > 0 and L > 1 +Mλ−k/3 +kη there exists δ > 0 such that
Sk(η, L)× Sk(η, L) ⊂ Gfk,γ(δ) (2.24)
for any f ∈ FkM .
Lemma 2.6. There exists χ > 0, η > 0 and L > 1 +Mλ−k/3 + kη such that
inf
f∈FkM
inf
x,y∈A+k (M)
B
x,y
`,r
(
(X(−γ), X(γ)) ∈ Sk(η, L)× Sk(η, L) | Ωf[`,r]\[−γ,γ]
)
≥ χ. (2.25)
2.7. Proof of Lemma 2.5. Since f(t) ≤ λ−k/3M for all t ∈ [−γ, γ], and x, y ∈ Sk(η, L):
B
x,y
γ
(
Ωfk;γ
)
≥ Bx,yγ
(
Ωλ
−k/3M
k;γ
)
.
Let pS,T (x, z) denote the density of the measure P
x
S,T
(
X(T ) ∈ dz; Ω+k,S,T
)
. Then, by the trans-
lation invariance and by the simmetry of the Brownian motion,
B
x,y
γ
(
Ωλ
−k/3M
k;γ
)
=
∫
A+k
p0,γ
(
x− λ−k/3M, z
)
p0,γ
(
y − λ−k/3M, z
)
dz
≥
∫
A+k (L)
p0,γ
(
x− λ−k/3M, z
)
p0,γ
(
y − λ−k/3M, z
)
dz.
Above we use c = (c, c, . . . , c) for the k-tupple with constant entries c = λ−k/3M .
Fix t0 > 0. According to (0.3.2) in [28], for any L there exists a non-decreasing function
t 7→ C(t, L) on [t0,∞) such that
1
C(t, L)
U(x)U(z) ≤ p0,t(x, z) ≤ C(t, L)U(x)U(z), x1, z1 < L. (2.26)
where
U(x) :=
k∏
j=1
xj
∏
i<j
(x2i − x2j )
is the positive harmonic function in A+k . It is then clear that if x ∈ Sk(η, L) then
U
(
x− λ−k/3M
)
≥ (2η)k(k−1)/2.
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Therefore,
B
x,y
γ
(
Ωfk;γ
)
≥ 1
C2(γ, L)
(2η)k(k−1)
∫
A+k (L)
U2(z)dz
and the proof is complete.
2.8. Proof of Lemma 2.6. The proof comprises two steps:
STEP 1. Control of Xk (±(γ + 1)). One first checks that there exists  = (γ,M, k) > 0, such
that for all f ∈ FkM ,
inf
x,y∈A+k (M)
B
x,y
`,r
(
L > X1(±(γ + 1)) >Xk(±(γ + 1)) ≥ 1 +Mλ−k/3
∣∣ Ωf[`,r]\[−γ,γ]) ≥  . (2.27)
Let us observe that if L is sufficiently large, then the bound (2.27) is a consequence of
inf
x,y∈A+k (M)
B
x,y
`,r
(
X1(±(γ + 1)) >Xk(±(γ + 1)) ≥ 1 +Mλ−k/3
∣∣ Ω0[`,r]\[−γ,γ]) ≥ . (2.28)
Indeed, set A = {L > X1(±(γ + 1))} and B =
{
Xk(±(γ + 1)) ≥ 1 +Mλ−k/3
}
. Both Ac and B
are monotone non-decreasing. Hence, Lemma 2.1 implies that
B
x,y
`,r
(
AB
∣∣ Ωf[`,r]\[−γ,γ]) ≥ Bx,y`,r (B ∣∣ Ω0[`,r]\[−γ,γ])−Bx,y`,r (Ac ∣∣ ΩMλ−k/3[`,r]\[−γ,γ]) . (2.29)
Moreover, for any  > 0,
B
x,y
`,r
(
Ac
∣∣ΩMλ−k/3[`,r]\[−γ,γ]) < /2 (2.30)
for all L large enough, uniformly in x, y ∈ A+k (M). The estimate (2.30) follows from (2.10) and
the observation that, by monotonicity (2.1),
B
x,y
`,r
(
X1(±(γ + 1)) ≥ L
∣∣ΩMλ−k/3[`,r]\[−γ,γ]) ≤ Bx,y`,r (X1(±(γ + 1)) ≥ L ∣∣ΩMλ−k/3[`,r] ) .
The above shows that (2.28) implies (2.27) with  replaced by /2.
(2.28) will be derived in Subsection 2.9 below. 
STEP 2. Once bottom boundary conditions at ±(γ + 1) satisfy xk, yk ≥ 1 + Mλ−k/3 and
x1, y1 < L, one can steer into Sk(η, L)× Sk(η, L) at ±γ.
Lemma 2.7. Recall (2.16). Fix L and η such that L > 1 + Mλ−k/3 + kη, in particular such
that Sk(η, L) has a positive Lebesgue measure. There exists χ = χ(k, L, η) > 0 such that
B
x,y
γ+1
(
(X(−γ), X(γ)) ∈ Sk(η, L)× Sk(η, L) | Ωf[−γ−1,γ+1]\[−γ,γ]
)
≥ χ (2.31)
for all f ∈ FkM and for all x, y ∈ A+k satisfying xk, yk ≥ 1 +Mλ−k/3 and x1, y1 < L.
Proof. Set, for brevity
A = A(η, L) := {(X(−γ), X(γ)) ∈ Sk(η, L)× Sk(η, L)} and Ω̂fγ := Ωf[−γ−1,γ+1]\[−γ,γ]
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Then, since 0 ≤ f ≤Mλ−k/3,
B
x,y
γ+1
(
A
∣∣Ω̂fγ) = B
x,y
γ+1
(
A; Ω̂fγ
)
B
x,y
γ+1
(
Ω̂fγ
) ≥ Bx,yγ+1
(
A; Ω̂Mλ
−k/3
γ
)
B
x,y
γ+1
(
Ω̂0γ
) . (2.32)
It is straightforward to check that (2.26) implies the following upper bound on B
x,y
γ+1
(
Ω̂0γ
)
:
There exists Ĉ = Ĉ(γ, L) such that
U(x)U(y)
Ĉ(γ,L)
≤ Bx,yγ+1
(
Ω̂0γ
)
≤ Ĉ(γ, L)U(x)U(y), (2.33)
uniformly in x, y ∈ A+k (L). Furthermore, for every x with x1 < L we have
U(x) < Lk(2L)k(k−1)/2
∏
i<j
(xi − xj).
This implies that
B
x,y
γ+1
(
Ω̂0γ
)
≤ Ĉ(γ, L)(2L)k(k+1)
∏
i<j
(xi − xj)
∏
i<j
(yi − yj). (2.34)
For the probability in the numerator in the right-most expression in (2.32) we have
B
x,y
γ+1
(
A; Ω̂λ
−k/3M
γ
)
=
∫
Sk(η,L)
∫
Sk(η,L)
p0,1(x˜, u˜)q2γ(u˜, v˜)p0,1(v˜, y˜)dudv, (2.35)
where z˜ := z − λ−k/3M , q2γ(u˜, v˜) is the unconstrained quantity defined in (1.4), and p0,1 is the
density defined before (2.26).
Since u, v are in Sk(η, L)⊂ Ak(L),
q2γ(u˜, v˜) ≥ 1
(4piγ)k/2
e
− kL2
4γ .
as it readily follows from (1.2). Consequently,
B
x,y
γ+1
(
A; Ω̂Mλ
−k/3
γ
)
≥ (2η)
k(k−1)e−
kL2
4γ
(4piγ)k/2
∫
Sk(η,L)
p0,1(x˜, u˜)du
∫
Sk(η,L)
p0,1(v˜, y˜)dv.
Using (2.26) once again, we obtain∫
Sk(η,L)
p0,1(x˜, u˜)du ≥ 1
C(γ, L)
U(x˜)
∫
Sk(η,L)
U(u˜)du.
We have already shown that U(u˜) ≥ (2η)k(k−1)/2 for u ∈ Sk(η, L). Furthermore, if xk >
1 + λ−k/3M then
U(x˜) ≥
∏
i<j
(xi − xj).
Therefore ∫
Sk(η,L)
p0,1(x˜, u˜)du ≥ 1
C(γ, L)
(2η)k(k−1)/2
∏
i<j
(xi − xj)
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and, consequently,
B
x,y
γ+1
(
A; Ω̂Mλ
−k/3
γ+1
)
≥ (2η)
k(k−1)e−
kL2
4γ
(4piγ)k/2C2(γ, L)
∏
i<j
(xi − xj)
∏
i<j
(yi − yj). (2.36)
Plugging (2.34) and (2.36) into (2.32), we get the desired estimate. 
2.9. Proof of (2.28). By the Markov property, (2.26) and (2.33) ,
B
x,y
`,r
(
Xk(±(γ + 1)) ≥ 1 +Mλ−k/3,Ω0[`,r]\[−γ,γ]
)
≥
∫
Sk(η,2M)×Sk(η,2M)
p`,−γ−1(x, u)B
u,v
γ+1
(
Ω̂0γ
)
pγ+1,r(v, y)dudv
≥ 1
C2(2, 2M)Ĉ(γ, 2M)
U(x)U(y)
∫
Sk(η,2M)×Sk(η,2M)
U2(u)U2(v)dudv
=:C1(γ, η,M)U(x)U(y).
Furthermore, using upper bounds in (2.26) and (2.33), we infer that there exists C2(γ,M) such
that
B
x,y
`,r
(
Ω0[`,r]\[−γ,γ]
)
=
∫
p`,−γ−1(x, u)B
u,v
γ+1
(
Ω̂0γ
)
pγ+1,r(v, y)dudv ≤ C2(γ,M)U(x)U(y).
Therefore,
inf
x,y∈A+n (M)
B
x,y
`,r
(
Xk(±(γ + 1)) ≥ 1 +Mλ−k/3
∣∣ Ω0[`,r]\[−γ,γ]) ≥ χ1 (2.37)
holds with χ1 := C1(γ, η,M)/C2(γ,M). This concludes the proof of (2.28).
3. Limiting line ensemble
In this section we prove Theorem 1.4 and Theorem 1.5. The key technical tool will be a
uniform control of the minimal gaps between lines.
3.1. Minimal gaps. As in [6], for the purpose of analyzing the limiting line ensemble, an
important quantity to be controlled is the minimal gap between the paths, defined as
gk,γ(X) := min
1≤i≤k−1
inf
s∈[−γ,γ]
|Xi+1(s)−Xi(s)|. (3.1)
The main result concerning this quantity is the following
Proposition 3.1. For any ε > 0, there exists δ > 0 such that
sup
T≥γ+2, n>k
µk,γn;T
(
gk,γ(X) ≤ δ
)
≤ ε (3.2)
The estimate above holds as well for the zero boundary distribution µ0,k,γn;T .
We remark that (3.2) shows that any limiting point of {µk,γn;T , T ≥ γ + 2, n > k}, must be
concentrated on C
(
[−γ, γ];A+k
)
. Since this holds for all γ and k, it follows that if P is a limiting
point of the free or the zero boundary measures as in Theorem 1.4, then P must be concentrated
on C (R,A+∞), that is P is non-intersecting.
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3.2. Proof of Proposition 3.1. In view of the strategy which we have already employed to
prove Proposition 2.1, we will first reduce the problem to the case of Brownian measures without
area tilts. Once this is accomplished, one could adapt the proof in [6, Proposition 5.6] to obtain
the desired result. However, below we will actually provide an alternative, perhaps more direct
proof of the same estimate. We provide the proof in the case of free boundary conditions only,
since the same argument applies with no modifications to the case of zero boundary conditions.
Let E = E(δ, k, γ) denote the event
E = {gk,γ(X) ≤ δ}. (3.3)
As in (2.12)-(2.13) we may restrict ourselves to an upper bound on
sup
f≺λ−k/3M
Pn;T
(
E ∩ Ωf,Mk,γ+2
)
.
Repeating the argument leading to (2.15), it suffices to show that for all ε > 0,M > 0 there
exists δ > 0 such that
sup
f∈FkM
sup
x,y∈A+k (M)
B
x,y
k;`,r
(
E ∩ Ωf,Mk;`,r
∣∣ Ωfk;`,r) ≤ ε, (3.4)
where ` = −γ − 2 and r = γ + 2.
We now prove (3.4). Fix γ > 0, and f ∈ FkM . Fix boundary conditions x, y ∈ A+k (M)
satisfying xk > f(`), yk > f(r). By (2.19),
B
x,y
k;`,r
(
Ωfk;`,r
)
≥ βBx,yk;`,r
(
Ωfk;[`,r]\[−γ,γ]
)
(3.5)
Thus, it would be enough to check that regardless of f, x, y fixed as above,
B
x,y
k;`,r
(
Ωf,Mk;`,r ∩ E
)
≤ νBx,yk;`,r
(
Ωfk;[`,r]\[−γ,γ]
)
(3.6)
where E = E(δ, k, γ) are the events defined in (3.3), whereas ν = ν(δ, k, γ) satisfies:
lim
δ→0
ν(δ, k, γ) = 0. (3.7)
Now, by (2.25) there exists ξ = ξ(k, γ) > 0, such that
B
x,y
k;`,r
(
Ωfk;[`,r]\[−γ,γ]
)
≥ ξPxk;`
(
Ωfk;`,−γ
)
P̂
y
k;r
(
Ωfk;γ,r
)
, (3.8)
where P
x
k;` denotes the measure associated to k independent Brownian motions started at x at
time ` and P̂
y
k;r is the notation for the time-reversed k-tupple of independent Brownian motions
started at time r at y.
On the other hand,
B
x,y
k;`,r
(
Ωf,Mk;`,r ∩ E
)
≤ Pxk;`
(
Ωfk;`,−γ
)
P̂
y
k;r
(
Ωfk;γ,r
)
max
u,v∈A+k (M)
B
u,v
k;γ
(
Ω0k;γ ∩ E
)
(3.9)
If we show that
max
u,v∈A+k (M)
B
u,v
k;γ
(
Ω0k;γ ∩ E(δ, k, γ)
) ≤ ν(δ, k, γ), (3.10)
with ν satisfying (3.7), then (3.6) will hold with ν ′ = ν/ξ.
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We first note that
B
u,v
k;γ
(
Ω0k;γ ∩ E(δ, k, γ)
) ≤ k−1∑
j=1
B
u,v
k;γ
(
inf
|t|≤γ
(Xj(t)−Xj+1(t)) ∈ (0, δ)
)
Then, by the scaling property of the Brownian motion,
max
u,v∈A+k (M)
B
u,v
k;γ
(
Ω0k;γ ∩ E(δ, k, γ)
) ≤ (k − 1) max
x,y>0
Bx,y2γ
(
inf
|t|≤2γ
X(t) ∈ (0, δ)
)
If x ≤ √2δ then
Bx,y2γ
(
inf
|t|≤2γ
X(t) ∈ (0, δ)
)
≤
∫ ∞
0
Px−2γ,0
(
inf
t∈[−2γ,0]
X(t) > 0, X(0) ∈ dz
)
Bz,y0,2γ(1)
≤ 1
2
√
piγ
Px−2γ,0
(
inf
t∈[−2γ,0]
X(t) > 0
)
≤ x√
2piγ
≤ δ
piγ
,
in the last step we have used the reflection principle. By the symmetry,
Bx,y2γ
(
inf
|t|≤2γ
X(t) ∈ (0, δ)
)
≤ δ
piγ
,
for all y ≤ √2δ.
Consider now the remaining case x, y >
√
2δ. Set
τ = inf{t : X(t) =
√
2δ}.
Then we have
Bx,y2γ
(
inf
|t|≤2γ
X(t) ∈ (0, δ)
)
= Bx,y2γ
(
inf
|t|≤2γ
X(t) > 0, τ < 2γ
)
= Bx,y2γ
(
inf
|t|≤2γ
X(t) > 0, τ < 0
)
+ Bx,y2γ
(
inf
|t|≤2γ
X(t) > 0, τ ∈ (0, 2γ)
)
.
By the strong Markov property and by the reflection principle,
Bx,y2γ
(
inf
|t|≤2γ
X(t) > 0, τ < 0
)
=
∫ 0
−2γ
Px−2γ,0 (τ ∈ ds) B
√
2δ,y
s,2γ
(
inf
t∈(s,2γ)
X(t) > 0
)
≤ 2δ
piγ
Px−2γ,0 (τ < 0) .
Therefore, by the symmetry,
Bx,y2γ
(
inf
|t|≤2γ
X(t) > 0, τ ∈ (0, 2γ)
)
≤ 2δ
piγ
.
As a result,
Bx,y2γ
(
inf
|t|≤2γ
X(t) ∈ (0, δ)
)
≤ 4δ
piγ
.
This completes the proof of (3.4).
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3.3. Proof of Theorem 1.4. As already noted, the fact that P is non-intersecting follows from
Proposition 3.1. It is also immediate to check that the estimate on the maxima stated in the
theorem follows from the control of maxima established in Lemma 2.4. Notice that Lemma 2.4
applies to the zero boundary case as well, as a consequence of the stochastic domination from
Lemma 2.2.
Once we have the control of the minimal gaps from Proposition 3.1, to prove the Brownian-
Gibbs property of the limiting line ensemble we may use exactly the same coupling argument
of [6, Proposition 3.7]. Indeed, it is not hard to check that all the basic properties of Brownian
bridges used in that argument can be extended with only minor modifications to the case of
Brownian bridges with area tilts.
The absolute continuity statement (1.27) follows by a literal repetition of arguments employed
for the proof of Proposition 2.1
3.4. Proof of Theorem 1.5. In view of Theorem 1.3, we need only show convergence of finite
dimensional distributions of P0n:`,r as n→∞, `→ −∞, and r →∞. To this end, fix m ∈ N, let
S = {s1, . . . , sm} ⊂ Rm, I = {i1, . . . , im} ∈ Nm, and let T = {t1, . . . , tm} ∈ Rm+ . Consider the
event
E(S, I, T ) = {X ∈ Ω : Xij (sj) > tj , j = 1, . . . ,m}.
It suffices to show that for each choice of S, I, T there exists u(S, I, T ) such that
P0n:`,r(E(S, I, T ))→ u(S, I, T ) (3.11)
as n → ∞, ` → −∞, and r → ∞, regardless of the order of the limits. The main observation
here is that, since the event E(S, I, T ) is increasing, the Brownian-Gibbs property on sub-
intervals of [`, r] and the stochastic domination from Lemma 2.2 imply monotonicity of the
above probabilities:
P0n:`,r(E(S, I, T )) ≤ P0n′,`′,r′(E(S, I, T )) , (3.12)
whenever n′ ≥ n, r′ ≥ r and `′ ≤ `. Clearly, (3.12) implies (3.11), and the proof of convergence
is complete.
Concerning time-translation invariance, let St = {s1 + t, . . . , sm + t}, t ∈ R. Then,
P0n:`,r(E(St, I, T )) = P0n:`−t,r−t(E(S, I, T )) . (3.13)
Monotonicity (3.12) implies that any two sequences (n
(1)
k , `
(1)
k , r
(1)
k ), (n
(2)
k , `
(2)
k , r
(2)
k ), such that
n
(i)
k ≤ n(i)k+1, `(i)k ≥ `(i)k+1, r(i)k ≤ r(i)k+1, (n(i)k , `(i)k , r(i)k )→ (∞,−∞,∞), i = 1, 2, must satisfy
lim
k→∞
P0
n
(1)
k ;`
(1)
k ,r
(1)
k
(E(S, I, T )) = lim
k→∞
P0
n
(2)
k ;`
(2)
k ,r
(2)
k
(E(S, I, T )) = u(S, I, T ) . (3.14)
Therefore P0n:`−t,r−t(E(S, I, T )) and P0n:`,r(E(S, I, T )) have the same limit
u(St, I, T ) = u(S, I, T ) , t ∈ R, (3.15)
so that P0 is invariant by time translations.
3.5. Directions of further research and open questions. In this concluding Subsection we
briefly summarize open problems and future research directions.
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3.5.1. Unicity, time-ergodicity and structure of limiting line ensembles. As it has been already
mentioned Theorem 1.4 does not imply unicity of limiting line ensembles. There are two possible
venues to address this issue, both require insights. Indeed, although there are no ready deter-
minantal formulas for finite dimensional distributions at hand (and hence, unlike [6] one cannot
characterize the unique limiting ensemble from tightness considerations), the simple geometric
structure of tilts gives hope that there is an appropriate algebraic characterization to be uncov-
ered. On the more analytic part, although mixing estimates of [18] do not directly apply in the
case of random floors, one may hope that there is an appropriate adjustment, which would also
imply ergodicity without resorting to exact solutions as in [8].
3.5.2. Scaling limits as λ ↓ 1. It would be interesting to explore, how this scaling regime is
related to the scaling regimes described in [2].
3.5.3. Random walks and level lines ensembles. As it was stated in the very beginning, the
original motivation was to understand the large scale structure of level lines of low temperature
(2 + 1)-dimensional SOS interfaces above a hard wall [4, 5, 17, 19]. A natural intermediate step
is to study ensembles of ordered random walks under properly normalized geometric area tilts,
and to recover limiting line ensembles in the 1 : 2 : 3 diffusive rescaling. In view of unbounded
number of paths and in view of geometrically growing tilts such an endeavor clearly requires
insights beyond [18]. In the case of level lines one has to employ renormalization procedures
of e.g. [16, 15] for an effective finite scale description of level lines in terms of random walks.
Growing number of macroscopic level lines and multi-body interactions between them pose
additional challenges [15, 14].
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