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INTRODUCTION
Intelligent transportation systems(ITSs)represent
a core component of research and development
of the next generation of vehicles (see, e.g., Bar-
field & Dingus, 1997; Michon, 1993). Although
the many varieties of ITS span a broad scope of
devices, infrastructure, and technology, one major
goal of ITSs in general is to help drivers do what
they intend to do more safely and effectively.
Embedded in this goal is a simple idea: For sys-
tems to help drivers do what they intend, they
must somehow infer drivers’ intentions from
their observable behavior. Humans infer one
another’s intentions continually – for instance,
when a passenger warns the driver of a car in the
blind spot, the passenger has likely first inferred
the driver’s intention to change lanes; otherwise
the warning would be needless and distracting.
Similarly, intelligent machine systems need some
way of inferring driver intent to provide safe
assistance in both mundane and critical driving
situations.
The general problem of inferring human inten-
tions from actions has been studied in a wide vari-
ety of domains: recognition systems for speech
(e.g., Rabiner,1989; Waibel & Lee, 1990) and hand-
writing (e.g., Jaeger, Manke, Reichert, & Waibel,
2001; Tappert, Suen, & Wakahara, 1990) translate
sound signals or pen strokes into intended words
using sophisticated stochastic models; intelligent
user interfaces infer the user’s current goals and
thus provide focused, contextual help (e.g., Hor-
vitz, Breese, Heckerman, Hovel, & Rommelse,
1998); intelligent operator systems understand and
support tasks of human operators (e.g., Rubin,
Jones, & Mitchell, 1988); and intelligent tutoring
systems infer a student’s current skill level through
observation of his or her solutions to presented
problems (e.g., Anderson, Boyle, Corbett, &
Lewis, 1990). In all these cases, the system ana-
lyzes a person’s (often highly variable) observed
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behavior and attempts to deduce the cognitive
processes that resulted in that behavior.
Given the many examples of human intent
inference, surprisingly little research has been
focused specifically on the challenging problem
of inferring driver intentions. Pentland and Liu
(1999) and Oliver and Pentland (2000) employed
stochastic modeling with hidden Markov models
(common in speech and handwriting recognition)
to classify driver behaviors as one of a set of 
possible behaviors (turn left/right, change lanes,
pass, stop, etc.). Pentland and Liu (1999) achieved
a 95% recognition accuracy approximately 1.5 s
after initiation of the maneuver; however, their
work did not analyze recognition accuracy with
respect to elapsed time or vehicle position at a
finer grain level. Oliver and Pentland (2000) em-
phasized the importance of including environ-
mental data beyond the typical data available
from the vehicle (steering angle, pedal depres-
sion, etc.); they also did not analyze recognition
in temporal detail, except to note, as they ob-
served, that the system detected maneuvers
before any “significant” movement of the vehicle
in the lane.
These previous approaches focused on classi-
fying an entire sequence, or window, of data
points at one time but did not address the more
fine-grained problem of performing incremental
“sample-by-sample” classification – classifying
new data samples, and possibly reinterpreting
previous samples, incrementally as each sample
is observed. Kuge, Yamamura, Shimoyama, and
Liu(2000) developed a recognition system for lane
changes that operated at a sample-by-sample basis
but used no information about the surrounding
environment, instead focusing only on steering-
based features. Their system achieved almost
perfect accuracy in classifying entire maneuvers,
but sample-by-sample recognition was much less
accurate and prone to frequent “blips” of erro-
neous detections. Thus, these earlier efforts offer
promising inroads toward a lane change infer-
ence system, but none offers a true sample-by-
sample detection system with high accuracy and
low false alarm rates, as would be necessary in a
real-world intelligent vehicle system.
In this paper we describe a novel methodology
for inferring driver intentions using “model trac-
ing.” The model-tracing methodology is a com-
putational framework for representing intentions
and mapping observable behaviors to these inten-
tions, originally designed for recognizing student
intentions for intelligent tutoring systems (e.g.,
Anderson et al., 1990). Model tracing centers on
a set of behavioral models, each of which embod-
ies a different intention, allowing the system to
“think along” with the driver for a wide range of
possible intentions and scenarios. At the same
time, the system gathers observable data from the
driver and compares each model’s simulated
behavior with the driver’s actual observed behav-
ior. In doing so, model tracing determines the
best matching model and thus infers the driver’s
most likely current intention.
To test model tracing in the context of driving,
this paper describes an application of the method-
ology to the problem of detecting driver lane
changes.Various past efforts have examined driver
behavior during lane changes, in studies ranging
from broad data collection efforts in naturalistic
settings (e.g., Lee, Olsen, & Wierwille, 2004) to
more targeted studies focusing on issues such as
eye glance behavior (e.g., Salvucci & Liu, 2002;
Tijerina, Garrott, Stoltzfus, & Parmer, 2005). This
work has also led to explorations and applica-
tions of this knowledge toward the development
of lane-change collision avoidance systems and
guidelines (see, e.g., Olsen, 2003; Tijerina, 1999).
In spite of our understanding of lane-change
behavior, the problem of lane-change detection,
as indicated earlier, has proven surprisingly chal-
lenging even for common, powerful methods of
pattern recognition. Our own first attempt at lane-
change detection with a prototype system (Salvucci
& Siedlecki, 2003) yielded reasonable overall
detection rates but, in practice, suffered incon-
sistent predictions for sample-by-sample detec-
tion. This paper represents a fuller specification
of model tracing (initially described by Salvucci,
2004, and greatly expanded here) that offers pro-
mise as a robust, real-time algorithm ready for
incorporation into intelligent vehicle systems.
The paper also includes a validation study using
data from both a fixed-base driving simulator and
a real instrumented vehicle, allowing for com-
parison of system performance with both perfect
information (simulator data) and noisy, more
realistic data (instrumented vehicle data).
MODEL TRACING AND LANE CHANGING
The model-tracing methodology is a com-
putational framework for mapping a person’s
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observable actions to his or her unobservable
intentions. At its core, model tracing uses a com-
putational model that is capable of predicting
probable behaviors, given a particular intention –
for instance, predicting the driver behavior
resulting from the intention to change lanes, turn,
or simply stay in the current lane. For our pur-
poses in the context of driving, the process can be
described as an iterating cycle of four steps: data
collection, model simulation, action tracking,
and thought inference. The following sections
describe these steps and how they are instantiat-
ed for the particular goal of detecting the inten-
tion to change lanes.
The Model-Tracing Process
1. Data collection. The first step of model
tracing involves collecting a person’s observable
behavior and recording the behavior as a time-
ordered vector of multimodal data. The data are
typically sampled at a constant rate set in con-
sideration of both the temporal density of the
data’s information and the density of predictions
from the computational model. In addition to any
observable data from the driver, model tracing
also records current environmental data in order
to enable the association of environment factors
with resulting behavior.
For the lane-change application herein, the
system records and utilizes the following data:
steering wheel angle; accelerator depression; lat-
eral position; longitudinal distance and time
headway to a lead vehicle; longitudinal distance,
front and back, to vehicles in adjacent lanes; and
the presence or absence of a lane to the left and
right of the current travel lane. For the driving
simulator data, all data are, of course, easily col-
lectable and available. For the instrumented vehi-
cle data, certain features may not be available
easily, if at all. As described in the next section,
the instrumented vehicle can easily obtain steer-
ing and accelerator data; it obtains lateral position
and lead car distance and time headway by means
of its built-in lane-keep support system; and it
cannot obtain any information about the presence
of adjacent lanes or vehicles in these lanes. This
final category of data is used by the system to re-
strict whether a lane change is feasible or likely;
because the data are not available for use in the
instrumented vehicle, the system simply removes
the restriction and assumes that lane changes are
always possible in either direction.
2. Model simulation. The second step of the
process involves running several versions of the
behavioral model in parallel (conceptually if not
computationally), each representing a particular
stream of possible intentions and actions. The
behavioral model itself is a computational repre-
sentation of a person’s intentions and actions.
The model used here is based on a two-point
steering control model (Salvucci & Gray, 2004)
as well as a cognitive model of driver behavior
(Salvucci, 2006) implemented in the Adaptive
Control of Thought-Rational (ACT-R) cognitive
architecture (Anderson et al., 2004). The ACT-R
driver model includes a cognitively plausible
model of lateral and longitudinal control and has
been validated to behave like human drivers in
many aspects of common driving scenarios, par-
ticularly curve negotiation and lane changing on
a multilane highway. Although the full driver
model would suit our purposes here, a far simpler
model based on this one suffices for tracking lane
changes and incurs much less computational
complexity and overhead.
The driver model used here is structured as
follows. For lateral control, we assume that the
model has access to two salient visual features –
namely, the orthogonal lateral distance xnear (in
meters) of the road 10 m ahead to the vehicle’s
current heading and the analogous quantity xfar
calculated at 30 m ahead; these quantities reflect
a driver’s use of near and far information while
steering (see Donges, 1978; Land & Horwood,
1995) as instantiated in a recent two-level control
model of steering (Salvucci & Gray, 2004). Using
this information, the model calculates a desired
steering angle, φ, as
ϕ = knear (xnear + xlc) + kfar (xnear + xlc),
in which xlc is zero during lane keeping and
nonzero when lane changing, representing the
desired displacement of the vehicle during the
maneuver (roughly representative of desired lat-
eral speed), with a sign dependent on the desired
lane-change direction (left or right). The model
also sets the accelerator position, α, based on
another environmental variable: the minimum
time headway, thw, to either the lead vehicle or,
if changing lanes, the lead vehicle in the destina-
tion lane:
α = α0 + kacc (thw – thwfollow)
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In this formulation, thwfollow is the desired 
following time headway and α0 is a baseline
accelerator depression for maintaining normal
highway speed. The resulting value, α, can be
positive (for throttle depression) or negative (for
brake depression) and is cut off at a maximum
depression αmax (or minimum –αmax) to represent
the fact that, during normal driving, drivers typ-
ically have a desired maximum depression that
may be less than pressing the pedals to the floor;
if no lead vehicle is present, acceleration is set to
αmax. Admittedly this model of the driver is gross-
ly simplified – for instance, the steering angle does
not take into account the vehicle’s current speed.
Nevertheless, we have found that this simple mod-
el is quite sufficient in producing the desired re-
sult – effective tracking of driver intent – and 
is also computationally straightforward, making
possible the real-time version of the full system
presented here.
Given this formulation, the system runs simul-
taneous simulations of the model. Specifically, it
maintains a set of models and spawns off new
models for the next time step using the following
three rules:
• Any model that is lane keeping (LK) stays LK and
also spawns new lane-changing models for changing
left and right (LC-L and LC-R). The lane-changing
models are spawned only if the respective lane is
actually present and there are no other vehicles in this
lane within a longitudinal distance dclear (forward
and backward).
• Any model changing lanes left (LC-L) stays LC-L
until it reaches the destination lane, then changes to
LK.
• Similarly, any model changing lanes right (LC-L)
stays LC-R until it reaches the destination lane, then
changes to LK.
These rules are applied at each time step – that is,
at the same rate as data collection from the vehi-
cle and environment. A moving time window of
size w seconds is maintained for each simulation
along with the human data, and at each time step
any redundant models are deleted. Because the
lane-change models eventually return to lane-
keeping models, these are eventually pruned to
eliminate redundancy, and thus the set of models
reaches a steady state with a roughly constant
size (dependent on whether or not the vehicle can
change lanes at a given time).
The model parameters, including constants k,
were approximated from the original ACT-R
driver model and adjusted informally to obtain the
best tracking performance across both data sets in
the validation study (specifically, to maximize ac-
curacy as reflected by the ROC curves in the next
section). The final parameter values were as fol-
lows: knear = 2, kfar = 20, kacc = 1, xlc = 1.75, α0 = .3,
αmax = .8, thwfollow = 1.0, dclear = 5, and w = 2.
3. Action tracking. The third step of model
tracing involves matching the observed behavior
of the human driver with the predicted behaviors
of the model simulations. Because each model
generates an action sequence analogous to the
human driver, one can compare the sequences
directly and determine which model sequence
best matches the human sequence. This requires
a similarity metric between a model M’s simula-
tion and the observed human data, computed as
S(M) = ∏
i
G(ϕiM, ϕˆi, σϕ) ⋅ G(αiM,  αˆi, σα)
as the product over all sample indices i in the
moving window. In the equation, ϕiM and αiM are
the steering angle and accelerator position
(respectively) for the model M at sample i;  ˆϕi and
αˆi are the analogous quantities observed from the
human driver; and G is the value of the Gaussian
distribution at the given value, mean, and stan-
dard deviation (in which σφ and σα are estimated
along with the model parameters; for our system,
σφ = .9 and σα = 4). Finally, a lane-change score
is computed using the most probable models LK
for lane keeping and LC for lane changing as
logS(LK)Score = __________________ .logS(LC) + logS(LK)
Typically, a score >.5 would indicate a lane change;
however, the threshold can vary in the range [0,1]
to balance detection accuracy and false alarms, as
will be exploited to analyze system performance
in the validation study.
4. Intent inference. In the final step, model
tracing determines the inferred driver intentions
simply by examining the “thoughts” of the best-
matching model – that is, the intentions that 
produced this model’s action sequence. Thus, 
the end result of model tracing is the inferred se-
quence of intentions over the length of the mov-
ing window. The process then repeats, shifting
the window by one sample and iterating the four-
step process.
536 June 2007 – Human Factors 
Relation to Previous Work
As mentioned, existing methods of inferring
driver intentions (e.g., Kuge et al., 2000; Oliver
& Pentland, 2000; Pentland & Liu, 1999) have
exclusively used the stochastic techniques em-
ployed in other domains, such as speech and hand-
writing recognition – specifically, hidden Markov
models and their variants (see Rabiner, 1989).
Although this work clearly has the same goals as
our own, the techniques are quite different from
model tracing, and it is very difficult to compare
them algorithmically. Arguably, the only signifi-
cant area of conceptual overlap is model tracing’s
use of a probabilistic similarity metric to compare
observed behavioral data with each model’s pre-
dicted data.
In fact, the most similar existing work to the
proposed methodology arises not in the driving
domain but, rather, in the domain in which model
tracing has had its most significant impact: intelli-
gent tutoring systems. For over a decade, so-called
cognitive tutors have utilized predictive cognitive
models to infer student intentions (e.g., Anderson
et al., 1990; Anderson, Corbett, Koedinger, &
Pelletier, 1995; Fredericksen & White, 1990).
For instance, the model-tracing method used by
Anderson et al. (1990) incorporates a cognitive
model of student problem solving in mathemati-
cal domains such as algebra and geometry. By
predicting a student’s possible next step or steps
in problem solving, model tracing matches ob-
served student actions with these models to infer
the most likely student intentions. These inten-
tions form the basis of a “knowledge tracing” al-
gorithm (Corbett & Anderson, 1995) in which a
separate model estimates the student’s current level
of skill in the various components of problem solv-
ing. The proposed model-tracing method for
driver behavior is in essence quite similar, but the
driving domain poses significant challenges be-
yond what is needed for intelligent tutoring: Most
significantly,data are sampled much more frequent-
ly in driving (many times per second vs. once every
several seconds for tutoring), and the data tend to
be more variable because of behavioral differ-
ences among individual drivers as well as sensor
noise in data collection from the environment.
VALIDATION STUDY
To test our application of the model-tracing
methodology to lane-change detection, we per-
formed a validation study that included analysis
of both simulator and vehicle data. The simula-
tor data, collected from a medium-fidelity fixed-
base driving simulator, tested the model-tracing
algorithm on “perfect” nonnoisy environmental
information as obtainable from the simulation
environment. The vehicle data, collected using an
instrumented vehicle through existing sensors,
tested the algorithm on imperfect noisy environ-
mental information including, sensor noise. The
details of this study now follow.
Data Sets
The simulator data set came from a recent study
(Salvucci, Boer, & Liu, 2001) involving natural
driving in a fixed-base driving simulator built
using the front half of a 1992 Nissan 240sx con-
vertible. This study employed a four-lane high-
way– two lanes in each direction – with automated
vehicles that drove different speeds and changed
lanes if necessary to pass other vehicles. In the
study, drivers were asked to drive naturally as
they would in a real-world vehicle, going at their
desired speed and changing lanes as they felt
appropriate; drivers were asked to stay in the
right lane for normal driving and use the left lane
for passing. The data set, collected from 11 driv-
ers at a sampling rate of approximately 13 Hz,
includes a total of 311 min of driving and 433
lane changes.
The real-world vehicle data set was collected
at the Nissan Research Center in Yokosuka, Japan,
using an instrumented vehicle. The base vehicle
was a Japanese model 2001 Nissan Cima (equiv-
alent to an Infiniti Q45 in the United States) with
a factory-installed Lane Keep Support System.
This support system was used only to record the
vehicle’s lateral position as determined using its
forward-view CCD camera; the support func-
tionality was turned off at all times. (Because the
simulator and vehicle data sets were collected in
countries with different driving customs – namely,
driving on the right in the United States vs. on the
left in Japan – lateral position in the Japanese data
set was reversed in our analysis with no loss of
generality.) As in the simulator study, drivers were
asked to drive as naturally as possible, changing
lanes whenever they felt appropriate. The data set,
collected from 9 drivers at a rate of 10 Hz, includes
a total of 356 min of driving and 255 lane changes.
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Defining a Lane Change
Analysis of both data sets requires a rigorous
target definition of a lane change against which
to compare the tracker’s predictions; in other
words, we needed to define what we consider a
lane change and thus define what we mean by
“accuracy” with regard to the model-tracing re-
sults. To this end, we defined a lane change as a
segment in which the vehicle starts moving toward
another lane and continues, without reversal,
through to that lane. We also used a minimum
threshold on lateral velocity to eliminate slow, pos-
sibly unintended drifts from our analysis to focus
on typical intended lane-change maneuvers. The
value of this threshold was set at 0.35 m/s, which
represents a conservative threshold considering
that, assuming a 3.5-m lane width, a lane change
below this threshold would require at least 10 s,
whereas average lane-change durations fall in the
range of 3 to 7 s (see Olsen, 2003, pp. 19–20, for
a review of several relevant studies). According
to this definition, then, the onset of the maneuver
(time 0 in the upcoming analysis) corresponds to
the point at which the vehicle achieves the mini-
mum lateral velocity and proceeds, without a lat-
eral reversal, through the lane boundary into the
destination lane.
For purposes of understanding the critical goal
of our system, it is important to note the rela-
tionship between this definition and the infer-
ences drawn by the model-tracing system. This
definition, in essence, classifies lane-change points
based on both past and future information – most
notably, the classification of a particular data
point depends on whether the vehicle continues
on to actually cross the lane boundary, as indi-
cated in future data points. In contrast, the basic
problem of detection being addressed by our
model-tracing system is the classification of points
based on past information alone, thus attempting
to predict whether the vehicle is in fact changing
lanes at a given point in time with no information
about future data (as is necessary for real-time
detection).
Results
The model-tracing system classifies each data
point as an instance of either lane changing or
lane keeping, which can then be compared with
the “true” labeling of the data points given by our
definition of a lane change, as described previ-
ously. In doing so, the system achieves an over-
all sample-by-sample accuracy of 95% for both
data sets. However, this overall accuracy can be
misleading; for example, if the system simply
guesses that all data points are lane-keeping
points, it would achieve a high accuracy given
that the majority of data points represent lane
keeping. As a better overall measure, Figure 1
graphs the system’s true positive rate (accuracy)
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Figure 1. True versus false positives (ROC curves) for the driving simulator and instrumented vehicle data.
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versus false positive rate (false alarms) for the
simulator and vehicle data, where classifications
were done on a sample-by-sample basis. (This
so-called receiver-operator-characteristic [ROC]
curve indicates the balance between true and
false positives where perfect recognition would
pull the curve through the point [0,1].) Overall,
the system performs very well for both data sets.
In particular, at the 0.5 score threshold, model
tracing achieves 85% accuracy at a 4% false
alarm rate for the simulator data and 86% accu-
racy at a 10% false alarm rate for the vehicle data.
All points of the two curves represent different
balances of accuracy and false alarms; however,
the left side of the graph is especially important,
given that warning systems using lane-change
detection would likely require a low false alarm
rate. In this region, model tracing does quite well
for the simulator data and, perhaps surprisingly,
even reasonably well for the vehicle data.
The ROC curve in Figure 1 represents the
aggregate accuracy of the algorithms across the
entire span (i.e., all data points) of the lane-change
maneuvers. It is also useful to examine algorithm
performance during the span of the maneuvers,
specifically as a function of either time or lateral
movement. Figure 2 shows the proportion of 
lane changes detected over time from the start of
the maneuver as measured with an assumed 5%
false alarm rate. At the very start of a lane change
(time = 0), the system already detects 65% of lane
changes in the simulator data and 37% in the
vehicle data; thus, to some extent, the system can
detect the behavior that characterizes the onset of
a lane-change maneuver (most notably, changes
in steering wheel angle) before the vehicle has
made any significant lateral movement. For the
simulator data, the system reaches 82% accuracy
within 0.5 s of maneuver onset, 93% within 1.0 s,
and 96% within 1.5 s. For the vehicle data, the
system achieves 61% accuracy within 0.5 s, 77%
within 1.0 s, and 85% within 1.5 s. The average
time from maneuver onset to lane crossing (i.e.,
when the vehicle’s lateral position crosses over
into the destination lane) is 1.64 s for the simula-
tor data and 1.32 s for the vehicle data; thus, by
the time of lane crossing, the system detects 97%
and 83% (respectively) of all lane changes.
Another way to analyze accuracy is as a func-
tion of lateral movement – that is, a function of
how far the vehicle has traveled laterally toward
the destination lane from the start of the maneuver.
This measure is plotted in Figure 3. Again, the
system detects lane changes before almost any
significant movement, achieving 75% and 56%
accuracy for the first data points in the simulator
and vehicle results (respectively). The primary
reason for such early detection is the reliance of
the system on behavioral observables, most im-
portantly steering angle, in addition to environ-
mental observables such as lateral position. By
the time the vehicle has traveled one fourth of the
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Figure 2. Lane changes detected by elapsed time at a 5% false positive rate for the simulator and vehicle data. Average
time to lane crossing indicates the average time at which the vehicle center crossed over the lane boundary.
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total lane width, the system reaches 95% and
84% for the simulator and vehicle data (respec-
tively). The average lateral movement to the
point of lane crossing is also plotted in Figure 3:
The average movement is .43 of the lane width
for the simulator (1.56 m for a 3.66-m lane on the
simulated U.S. roadway) and .35 for the vehicle
(1.22 m for a 3.50-m lane on the Japanese road-
way). Thus, although the average vehicle posi-
tion at maneuver onset is slightly biased off of
lane center toward the destination lane (because
the average movements are less than half a lane
width), the system exhibits high accuracy even in
the short time needed for the vehicle to transition
to the destination lane.
GENERAL DISCUSSION
As demonstrated, the model-tracing methodol-
ogy combined with a fairly simple computational
driver model allows for rapid, accurate detection
of a driver’s lane changes. To compare our results
with those in previous studies, Pentland and Liu
(1999) reported an accuracy of 95% on simulator
data 1.5 s into the maneuver; however, the only
other data point between 0 and 1.5 s is at the very
start of the maneuver (0 s), with an accuracy of
roughly 17%. Oliver and Pentland (2000) reported
a maximum accuracy of 29% on instrumented
vehicle data using various configurations of their
statistical approach (although, in fairness, their
system recognized additional maneuvers other
than lane changes, such as turning). Kuge et al.
(2000) achieved 98% accuracy on sample-by-
sample detection of emergency lane changes (with
large steering angle changes) but did not report an
analogous accuracy for normal lane changes, citing
problems with distinguishing between normal
lane-change and lane-keeping data points. None
of these studies analyzed detection accuracy with
respect to lateral movement, and none addressed
the issue of false alarms in a rigorous way. We
have also recently begun exploring the use of a
data-driven statistical framework called support
vector machines for lane-change detection; initial
results on real vehicle data (Mandalia & Salvucci,
2005) have demonstrated almost 98% accuracy
at a 5% false alarm rate and 87% accuracy with-
in 0.3 s of maneuver onset, but this study lacked
more detailed results in terms of a full ROC
analysis and performance analysis over time and
lateral movement. Thus, the model-tracing system
is the first system to demonstrate high sample-by-
sample accuracy at low false alarm rates as well
as high accuracy over the course of a lane change
with respect to time and lateral movement.
The differences in system performance for sim-
ulator and real-vehicle data arise primarily from
two major differences between the data sources.
First, the vehicle data unavoidably incorporate
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Figure 3. Lane changes detected by lateral movement at a 5% false positive rate for the simulator and vehicle data.
Average distance to lane crossing indicates the average lateral distance between the vehicle’s position at maneuver
onset and the lane boundary.
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noise from sensors and lower level analysis algo-
rithms (e.g., computer-vision analysis of the road-
way), whereas the simulator data provide perfect
information about the external environment.
Second, current technology in real-vehicle sen-
sors does not allow for complete knowledge
about the surrounding environment – for example,
current sensors can more easily acquire informa-
tion about the lead vehicle than about adjacent
vehicles – whereas, of course, the simulator allows
for as much information as desired. Both differ-
ences affect our system: For the simulator data,
the system has fully accurate data on lead and
adjacent vehicles and knows of the presence or
absence of adjacent lanes (which facilitates de-
ciding when to spawn new lane-change models),
whereas for the vehicle data, sensor noise and
lack of knowledge of adjacent lanes make the
detection problem more challenging. Neverthe-
less, system performance even for the real-vehicle
data remains quite high and, we believe, indicates
a high potential for successful integration with
real-world vehicle systems.
One very interesting direction for future study
of the proposed method is the incorporation of
other types of input data. Arguably, the most ob-
vious potential source of information is the driver’s
use of turn signals (or blinkers): When the driver
turns on this signal, it seems reasonable to favor
classification as a lane change. However, even
this seemingly clear binary signal can have asso-
ciated ambiguities. For example, a driver switch-
ing on the turn signal might be indicating either
the decision to change lanes immediately or the
intent to change lanes eventually (the latter to sig-
nal other vehicles that a lane change is desired).
In addition, drivers are not always consistent in
their use of turn signals – for instance, both the
real-vehicle study by Lee et al. (2004, p. 84) and
the simulator study by Salvucci and Liu (2002)
found that drivers activated their turn signals only
half of the time (or less) at the onset of a lane-
change maneuver. Also, Olsen (2003, p. 96) found
that drivers failed to use turn signals at all during
approximately one third (35.8%) of all lane
changes. For the model-tracing system, the com-
putational driver model could simply switch on
its turn signal when initiating a lane change, but
given the complexities of real driver turn signal
usage, it is likely that a more complex model of
driver turn signal use would be required to incor-
porate these data in a useful manner.
Another promising source of input data in-
volves analysis of a driver’s focus of visual atten-
tion, either at a fine-grained level with eye gaze
data or at a coarser grained level with head pose
data. Acquisition and analysis of eye gaze data
within a real vehicle is a very challenging problem,
not only in terms of acquiring adequate images of
the driver’s eye or eyes but also in developing a
sufficient model of the surrounding environment
such that eye gaze can be associated with partic-
ular external objects. A less powerful but likely
more feasible alternative is the use of head pose
data in sensing the general direction of driver
gaze (through the front windshield, at the side mir-
ror, etc.). Again, use of such data would require
that the driver model account for distributions of
visual attention, as have been studied in the deci-
sion phase (e.g.,Tijerina et al., 2005) and execution
phase (e.g., Salvucci & Liu, 2002) of lane changes.
The ACT-R integrated driver model (Salvucci,
2006) begins to account for these types of gaze
distributions, primarily in the execution phase, but
much more work is needed to model the decision
phase and to integrate the full complex model
into a model-tracing framework.
Ultimately, we hope that the lane-change de-
tection system can be successfully integrated
with related lower level machine-vision systems
(e.g., McCall, Wipf, Trivedi, & Rao, in press) and,
in turn, be utilized by a fuller intelligent vehicle
system. For example, lane-change detection could
potentially improve an existing lane-departure
warning system by informing the system of like-
ly lane changes: If the vehicle begins to depart
from the current lane but the system detects an
intended lane-change maneuver, the warning 
system could change its response (e.g., not pro-
duce an audible warning, or change the force
feedback on the steering wheel) to the driver and
avoid annoying and distracting false alarms. The
warning system could also detect intended lane
changes in dangerous situations (e.g., a vehicle
in the blind spot leading to a “lane-change crash”:
see Chovan, Tijerina, Alexander, & Hendricks,
1994; Hetrick, 1997) and provide warnings based
on these detections. Whereas the current system
focuses on the detection of lane changes in the
execution phase, any work toward improving
detection in the decision-making phase, as de-
scribed previously, could facilitate prediction of
lane changes much earlier than is possible with
the current system.
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Although this paper instantiates one applica-
tion of the model-tracing methodology for lane-
change detection, the approach is by no means
limited to lane changing – indeed, the basic ideas
in the methodology generalize well to other in-
tentions, such as turning, stopping, and starting.
We are now exploring the application of the
methodology to other intentions, including the
development of further computational models of
driver behavior during these intentions and inte-
gration of these models into the model-tracing
process to enable fuller real-time driver intent
inference. A more general intent inference sys-
tem could have significant potential benefits to
intelligent vehicle systems designed to help with
other types of driving situations beyond lane
keeping and changing, such as parking assistance
or adaptive cruise control systems.
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