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MULTIGRADED LINEAR SERIES AND RECOLLEMENT
ALASTAIR CRAW, YUKARI ITO, AND JOSEPH KARMAZYN
Abstract. Given a scheme Y equipped with a collection of globally generated vector bundles
E1, . . . , En, we study the universal morphism from Y to a fine moduli space M(E) of cyclic
modules over the endomorphism algebra of E := OY ⊕ E1 ⊕ · · · ⊕ En. This generalises the
classical morphism to the linear series of a basepoint-free line bundle on a scheme. We describe
the image of the morphism and present necessary and sufficient conditions for surjectivity in
terms of a recollement of a module category. When the morphism is surjective, this gives a
fine moduli space interpretation of the image, and as an application we show that for a small,
finite subgroup G ⊂ GL(2, k), every sub-minimal partial resolution of A2k/G is isomorphic to a
fine moduli spaceM(EC) where EC is a summand of the bundle E defining the reconstruction
algebra. We also consider applications to Gorenstein affine threefolds, where Reid’s recipe sheds
some light on the classes of algebra from which one can reconstruct a given crepant resolution.
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1. Introduction
The study of an algebraic variety in terms of the morphisms to the linear series of basepoint-
free line bundles has always been a central tool in algebraic geometry. Here we extend this
notion to the multigraded linear series of a collection of globally generated vector bundles on
a scheme, thereby unifying several constructions from the literature (see [CS08, Cra11b] and
[Cra11a, Section 5]). Our primary goal is to provide new, geometrically significant moduli space
descriptions of any given scheme, and we illustrate this in several families of examples.
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Multigraded linear series. To be more explicit, let Y be a scheme that is projective over an
affine scheme of finite type over k, an algebraically closed field of characteristic zero. Given a
collection E1, . . . , En of effective vector bundles on Y , define E :=
⊕
0≤i≤nEi where E0 is the
trivial line bundle on Y . Let A := EndY (E) denote the endomorphism algebra and consider the
dimension vector v := (vi) given by vi := rk(Ei) for 0 ≤ i ≤ n. We define the multigraded linear
series of E to be the fine moduli space M(E) of 0-generated A-modules of dimension vector v
(see Definition 2.5). The universal family on M(E) is a vector bundle T =
⊕
0≤i≤n Ti together
with a k-algebra homomorphism A→ End(T ), where Ti is a tautological vector bundle of rank
vi for 1 ≤ i ≤ n and T0 is the trivial line bundle.
Our first main result (see Theorem 2.6) generalises the classical morphism ϕ|L| : Y → |L| to
the linear series of a single basepoint-free line bundle L on Y , or the morphism to a Grassman-
nian defined by a globally generated vector bundle on a projective variety:
Theorem 1.1. If the vector bundles E1, . . . , En are globally generated, then there is a morphism
f : Y →M(E) satisfying Ei = f
∗(Ti) for 0 ≤ i ≤ n whose image is isomorphic to the image of
the morphism ϕ|L| : Y → |L| to the linear series of L :=
⊗
1≤i≤n det(Ei)
⊗j for some j > 0.
A statement similar to Theorem 1.1 holds if we replaceM(E) by a product of Grassmannians
over Γ(OY ). However, the dimension of this product is higher than that of M(E) in general,
and f is almost never an isomorphism, i.e., f does not provide a moduli space description of Y .
If the line bundle
⊗
1≤i≤n det(Ei) is ample, then after taking a multiple of a linearisation
if necessary (see Remark 2.8) the resulting universal morphism f : Y → M(E) is a closed
immersion and it is natural to ask whether f is surjective, in which case f presents Y as the
fine moduli space M(E). Even when Y is isomorphic to M(E), one can sometimes gain more
insight by deleting summands of E. Indeed, if C ⊆ {0, 1, . . . , n} is a subset containing 0 then the
subbundle EC :=
⊕
i∈C Ei of E has the trivial line bundle E0 as a summand, and Theorem 1.1
gives a universal morphism
gC : M(E) −→M(EC) (1.1)
between multigraded linear series which can lead to a more geometrically significant moduli
space description of Y .
A moduli construction determined by a tilting bundle is of clear geometric significance. For
a smooth variety Y admitting a tilting bundle E, Bergman-Proudfoot [BP08, Theorem 2.4]
showed that f is an isomorphism onto a connected component of M(E). The goal of this
paper is to establish several situations in which f is an isomorphism onto M(E) itself, thereby
giving a moduli space description of Y . We do not assume that Y is smooth (it is singular in
Theorem 1.2(ii)), and while E may be a tilting bundle, we do not demand this much; after all,
one does not require every indecomposable summand of Beilinson’s tilting bundle in order to
reconstruct Pn.
The Special McKay correspondence. Our second main result illustrates this phenomenon.
Let G ⊂ GL(2,k) be a finite subgroup without pseudo-reflections, write Irr(G) for the set of
isomorphism classes of irreducible representations of G, and let Y denote the minimal resolution
of A2k/G. Generalising the work of Ito–Nakamura [IN99] for a finite subgroup of SL(2,k),
Kidoh [Kid01] and Ishii [Ish02] proved that Y is isomorphic to the G-Hilbert scheme, that is,
the fine moduli space of G-equivariant coherent sheaves of the form OZ for subschemes Z ⊂ A
2
k
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such that Γ(OZ) is isomorphic to the regular representation of G. If we write
T :=
⊕
ρ∈Irr(G)
T⊕ dim(ρ)ρ
for the tautological bundle on the G-Hilbert scheme, then since EndY (T ) is isomorphic to the
skew group algebra (see Lemma 4.1), it follows that the minimal resolution Y ∼= G -Hilb is
isomorphic to the multigraded linear series M(T ). When G is a finite subgroup of SL(2,k), T
is a tilting bundle on Y by work of Kapranov–Vasserot [KV00], so Y is derived equivalent to
the category of modules over the endomorphism algebra of T . However, this is false in general;
put simply, the G-Hilbert scheme is the wrong moduli description of the minimal resolution of
A2k/G unless G is a finite subgroup of SL(2,k).
A more natural moduli space description of Y comes from the Special McKay correspondence
of the finite subgroup G ⊂ GL(2,k). For the set Sp(G) := {ρ ∈ Irr(G) | H1(T∨ρ ) = 0} of special
representations, it follows from Van den Bergh [VdB04b] that the reconstruction bundle
E :=
⊕
ρ∈Sp(G)
Tρ
is a tilting bundle on Y , so Y is derived equivalent to the module category of the endomorphism
algebra of E, that is, to the category of modules over the reconstruction algebra studied by
Wemyss [Wem11b]. Our second main result (see Proposition 4.2 and Theorem 4.4) shows that
E contains enough information to reconstruct Y , and hence provides a moduli space description
that trumps the G-Hilbert scheme in general:
Theorem 1.2. Let G ⊂ GL(2,k) be a finite subgroup without pseudo-reflections. Then:
(i) the minimal resolution Y of A2k/G is isomorphic to the multigraded linear series M(E)
of the reconstruction bundle; and
(ii) for any partial resolution Y ′ such that the minimal resolution Y → A2k/G factors via
Y ′, there is a summand EC ⊆ E such that Y
′ is isomorphic to M(EC).
In other words, for a finite subgroup G ⊂ GL(2,k), the minimal resolution of A2k/G can be
obtained directly from the special representations. The statement of part (i) is due originally
to Karmazyn [Kar17, Corollary 5.4.5], while an analogue of part (ii) in the complete local
setting can be deduced by combining Iyama–Kalck–Wemyss–Yang [KIWY15, Theorem 4.6]
with [Kar17, Corollary 5.2.5]. Note however that our approach is completely different in each
case, and is closer in spirit to the geometric construction of the Special McKay correspondence
for cyclic subgroups of GL(2,k) given by Craw [Cra11b].
Main tools. The key to the proof of Theorem 1.2 is a homological criterion to decide when the
morphism gC from (1.1) is surjective. In this situation, any subset C ⊆ {0, 1, . . . , n} containing
0 determines a subbundle EC of E, and the module categories of the algebras A := EndY (E)
and AC := EndY (EC) are linked by a recollement (see Section 3). In particular, there is an exact
functor j∗ : A-mod→ AC-mod with left adjoint j! : AC -mod→ A-mod. These functors capture
information about the morphism gC : M(E)→M(EC) from (1.1): closed points y ∈ M(E) and
x ∈ M(EC) correspond to 0-generated modules My ∈ A-mod and Nx ∈ AC-mod of dimension
vectors v := (vi)0≤i≤n and vC := (vi)i∈C respectively, and
gC(y) = x ⇐⇒ j
∗My = Nx.
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Since the functor j! lifts 0-generated AC -modules to 0-generated A-modules, the question of
whether x lies in the image of gC reduces to the following (see Proposition 3.7):
Proposition 1.3. The morphism gC : M(E) →M(EC) is surjective iff for each x ∈ M(EC),
the A-module j!(Nx) admits a surjective map onto an A-module of dimension vector v.
A second key ingredient is that a derived equivalence
Ψ(−) := E∨ ⊗A − : D
b(A) −→ Db(Y )
induces an isomorphism between the lattice of dimension vectors for A and the numerical
Grothendieck group for compact support Knumc (Y ), introduced by Bayer–Craw–Zhang [BCZ17]
(see Appendix A). In particular, understanding the class of the object Ψ(j!(Nx)) in K
num
c (Y )
reveals the dimension vector of the A-module j!(Nx) for each closed point x ∈ M(EC), and this
provides a tool to help determine whether the above the homological criterion applies. More
explicitly, we prove the following result (see Theorem 5.4):
Theorem 1.4. Suppose that for each x ∈ M(EC), the class [Ψ(j!(Nx))] ∈ K
num
c (Y ) can be
written as a positive combination of the classes of sheaves on Y . Then gC is surjective.
Examples from NCCRs in dimension three. The morphisms Y → A2/G from Theorem 1.2
all have fibres of dimension at most one, but our methods apply without this assumption. To
illustrate this, we also study crepant resolutions of Gorenstein affine threefolds. For any such
singularity X, Van den Bergh’s construction [VdB04a] of an NCCR (satisfying Assumption 5.1)
produces a crepant resolution of X as a fine moduli space of stable representations for an algebra
A (see Proposition A.3). The choice of 0-generated stability condition chooses a particular
crepant resolution Y and a globally generated bundle T on Y . In this case, Y is isomorphic
to the multigraded linear series M(T ); since T is a tilting bundle, this moduli construction is
certainly geometrically significant.
Nevertheless, motivated by work of Takahashi [Tak11], we ask whether one can reconstruct
Y using only a proper summand of T (in general, none of the indecomposable summands of T
is ample). To state the result, we say that a vertex i ∈ Q0 = {0, 1, . . . , n} is essential if there is
a 0-generated A-module of dimension vector v that contains the vertex simple A-module Si in
its socle. The following result combines Propositions 6.1 and 6.5:
Proposition 1.5. Let M(T ) be the crepant resolution of the Gorenstein, affine toric threefold
X picked out by the choice of 0-generated stability condition as above. Then:
(i) for any subset C ⊆ Q0 containing 0, the image of gC : M(T )→M(TC) is an irreducible
component of M(TC); and
(ii) if C is the union of {0} with the set of essential vertices, then gC is an isomorphism
onto its image.
Here, part (ii) generalises the result of Takahashi [Tak11] beyond the case where X is an abelian
quotient. Example 6.2 shows that Proposition 1.5 is optimal: in general M(TC) is reducible.
We conclude with several examples that are orthogonal in spirit to Proposition 1.5(ii), with a
view to strengthening the statement to an isomorphismM(T ) ∼=M(TC). Rather than keep the
summands of T corresponding to essential vertices, instead we use Reid’s recipe as a guide to
help us choose which essential vertices to remove. For an essential vertex i ∈ Q0, derived Reid’s
recipe [CL09, Log10, CCL12, BCQ15] proves that the image under the derived equivalence Ψ
4
of the vertex simple A-module Si is a sheaf. This gives enough information to compute the
class of Ψ(j!(Nx)) in K
num
c (Y ), and under a dimension condition (see Corollary 5.6), we can
apply Theorem 1.4 to deduce that gC : M(T ) →M(TC) is an isomorphism. We showcase this
construction in Examples 7.5 and 7.7, and in the latter example we also show that the dimension
condition can fail if we remove two indecomposable summands of T corresponding to essential
vertices that mark the same surface by Reid’s recipe. Put more geometrically, surjectivity can
fail if the summands of TC do not generate the Picard group of M(T ).
Notation. Let k be an algebraically closed field of characteristic zero. For any quasiprojective
k-scheme Y and k-algebra A, we write Db(Y ) and Db(A) for the bounded derived categories of
coherent sheaves on Y and finitely generated left A-modules respectively. A vector bundle is a
locally-free sheaf of finite rank.
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2. Multigraded linear series
An associative k-algebra A that is presented in the form A ∼= kQ/I for some finite connected
quiver Q and two-sided ideal I ⊂ kQ determines a choice of idempotents ei ∈ A, one for each
vertex i ∈ Q0. Let Z
Q0 denote the free abelian group generated by the vertex set of Q. A
dimension vector v = (vi) ∈ N
Q0 determines the rational vector space
Θv := v
⊥ =
{
θ = (θi) ∈ Hom(Z
Q0 ,Q) |
∑
i∈Q0
θivi = 0
}
of stability parameters for A-modules of dimension vector v. For θ ∈ Θv, an A-module M of
dimension vector v is θ-semistable if θ(N) ≥ 0 for every nonzero proper A-submodule N of
M . The notion of θ-stability is defined by replacing ≥ with >, and we say θ ∈ Θv is generic
if every θ-semistable A-module is θ-stable. There is a wall and chamber decomposition on Θv,
where two generic parameters θ, θ′ ∈ Θv lie in the same chamber if and only if the notions of
θ-stability and θ′-stability coincide.
When v is indivisible and θ ∈ Θv is generic, King [Kin94] constructs the fine moduli space
M(A,v, θ) of isomorphism classes of θ-stable A-modules of dimension vector v. The universal
family on M(A,v, θ) is a tautological vector bundle
T =
⊕
i∈Q0
Ti
satisfying rk(Ti) = vi for i ∈ Q0, together with a k-algebra homomorphism A→ End(T ), such
that the fibre of T at any closed point of M(A,v, θ) is the corresponding θ-stable A-module of
dimension vector v. In fact, T is defined only up to tensor product by an invertible sheaf, but we
remove this ambiguity by choosing once and for all a vertex of the quiver that we denote 0 ∈ Q0
and working only with dimension vectors v satisfying v0 = 1; we normalise T by fixing T0 to
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be the trivial line bundle. Let Lθ :=
⊗
i∈Q0
det(Ti)
θi denote the ample bundle on M(A,v, θ)
induced by the GIT construction.
These moduli spaces arise naturally in geometry as follows. Let R be a finitely generated
k-algebra, let Y be a projective R-scheme and let E1, . . . , En be nontrivial, effective vector
bundles on Y . In addition, for E0 := OY , write A := End(
⊕
0≤i≤nEi) for the endomorphism
algebra. This decomposition of E :=
⊕
0≤i≤nEi gives a complete set of orthogonal idempotents
ei = id ∈ End(Ei) of A such that 1 =
∑
0≤i≤n ei. Then A admits a presentation
A ∼= kQ/I (2.1)
such that the vertex set is Q0 = {0, 1, . . . , n}. Indeed, introduce a set of loops at each vertex
corresponding to a finite set of k-algebra generators of R, and for 0 ≤ i, j ≤ n we introduce
arrows from i to j corresponding to a finite generating set for Hom(Ei, Ej) as an R-module.
This determines a surjective k-algebra homomorphism kQ→ End(E) with kernel I.
Remark 2.1. The ideal I ⊂ kQ constructed in this way need not be admissible, and relations
may even involve idempotents. For example, if Ei ∼= Ej then the isomorphisms correspond to
relations of the form aa′ − ei, a
′a− ej ∈ I for some a, a
′ ∈ kQ.
The dimension vector v = (vi) defined by setting vi := rk(Ei) for 0 ≤ i ≤ n is indivisible, and
E is a flat family of A-modules of dimension vector v. If there exists generic θ ∈ Θv such that
for each closed point y ∈ Y , the fibre Ey of E over y is θ-stable, then the universal property of
M(A,v, θ) determines a morphism
f : Y −→M(A,v, θ)
satisfying Ei = f
∗(Ti) for all i ∈ Q0; note that M(A,v, θ) depends on E and the GIT chamber
containing θ, while f depends on both E and θ. The following result is well known to experts
(compare Bergman–Proudfoot [BP08, Theorem 2.4]), but we were unable to find the statement
at the level of generality we require so for convenience we provide a proof.
Lemma 2.2. Given a vector bundle E on Y , suppose there exists a generic θ = (θi) ∈ Θv such
that E is a flat family of θ-stable A-modules of dimension vector v.
(i) The pullback via the universal morphism f : Y → M(A,v, θ) of the ample bundle Lθ
induced by the GIT construction is the line bundle
⊗
0≤i≤n det(Ei)
⊗θi on Y ; and
(ii) if Lθ is very ample (which holds after replacing θ by a positive multiple if necessary),
then the image of f : Y →M(A,v, θ) is isomorphic to the image of the morphism from
Y to the linear series of the globally generated line bundle
⊗
0≤i≤n det(Ei)
⊗θi .
Proof. Since pullback commutes with tensor operations on Ti, the universal property of the
morphism f gives det(Ei)
⊗θi = det(f∗(Ti))
⊗θi ∼= f∗(det(Ti)
⊗θi) for 0 ≤ i ≤ n, and hence
⊗
0≤i≤n
det(Ei)
⊗θi ∼= f∗

 ⊗
0≤i≤n
det(Ti)
⊗θi

 = f∗(Lθ) (2.2)
which proves (i). For (ii), let g : M(A,v, θ) → |Lθ| denote the closed immersion to the linear
series of Lθ. Equation (2.2) gives L := (g ◦f)
∗(O(1)) =
⊗
0≤i≤n det(Ei)
⊗θi . It follows that g ◦f
coincides with the classical morphism ϕ|L| : Y → |L| to the linear series of L. In particular,
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⊗
0≤i≤n det(Ei)
⊗θi is globally generated. Moreover, since g is a closed immersion, the image of
f is isomorphic via g to the image of ϕ|L|. 
The problem with Lemma 2.2 is that it is a difficult problem in general to find a suitable
parameter θ ∈ Θv for which a given vector bundle E defines a flat family of θ-stable A-modules.
Here we highlight a special situation where this problem has a simple solution. It’s easy to see
that any stability parameter θ = (θi) ∈ Θv satisfying θi > 0 for all i 6= 0 is generic, so there is
a GIT chamber Θ+
v
⊂ Θv containing all such stability parameters. Given an A-module M that
is θ-stable for θ ∈ Θ+
v
, it follows directly from the definition that there exists a surjective A-
module homomorphism Ae0 →M . More generally, we say that an A-module M is 0-generated
if there exists a surjective A-module homomorphism Ae0 → M . It is sometimes advantageous
to use this latter notion because it is well-defined without having to make explicit reference to
a dimension vector v.
Proposition 2.3. Let E1, . . . , En be vector bundles on Y and set E0 = OY . Then
⊕
0≤i≤nEi
is a flat family of 0-generated A-modules if and only if Ei is globally generated for all 1 ≤ i ≤ n.
Proof. The bundle E :=
⊕
0≤i≤nEi on Y is a flat family of A-modules of dimension vector
v = (rk(Ei))0≤i≤n, and for any closed point y ∈ Y , the A-module structure in the fibre Ey of
E over y is obtained by evaluating all homomorphisms between the bundles Ei (for 0 ≤ i ≤ n)
at y. Choose θ ∈ Θ+
v
satisfying θi > 0 for i 6= 0. Since θ0 = −
∑
1≤i≤n viθi, an A-submodule
W of Ey is destabilising if and only if dim(W0) = 1 and there exists i > 0 such that the sum
of all maps from W0 to Wi determined by paths in the quiver from 0 to i is not surjective. In
particular, Ey is θ-unstable for some y ∈ Y if and only if there exists i > 0 such that Ei cannot
be written as the quotient of O⊕kY for some k ∈ N; equivalently, Ey is θ-stable for all y ∈ Y if
and only if Ei is globally generated for 1 ≤ i ≤ n. 
Corollary 2.4. For any θ ∈ Θ+
v
, the locally-free sheaf Ti on M(A,v, θ) is globally generated
for all 0 ≤ i ≤ n.
Proof. The sheaf
⊕
0≤i≤n Ti is a flat family of θ-stable A-modules of dimension vector v on
M(A,v, θ). The result follows from Proposition 2.3 and the fact that T0 ∼= OM(A,v,θ). 
Definition 2.5. Let E1, . . . , En be globally generated vector bundles on Y . For E0 := OY ,
write E =
⊕
0≤i≤nEi, and define A := EndY (E) and v = (rk(Ei))0≤i≤n. For θ
′ ∈ Θ+
v
satisfying
θ′i = 1 for all i > 0, define j > 0 to be the smallest integer such that the ample line bundle L
⊗j
θ′
on M(A,v, θ′) is very ample. The multigraded linear series of E is the fine moduli space
M(E) :=M(A,v, θ)
of θ-stable A-modules of dimension vector v, where θ := jθ′.
Corollary 2.4 implies that each direct summand of the tautological bundle T =
⊕
0≤i≤n Ti on
M(E) is globally generated. Moreover, Lθ =
⊗
1≤i≤n det(Ti)
⊗j is very ample. To justify the
terminology ‘multigraded linear series’, we present the following result (compare Example 2.7).
Theorem 2.6. Let E1, . . . , En be globally generated vector bundles on Y . There is a morphism
f : Y →M(E) satisfying Ei = f
∗(Ti) for 1 ≤ i ≤ n whose image is isomorphic to the image of
the morphism ϕ|L| : Y → |L| to the linear series of L :=
⊗
1≤i≤n det(Ei)
⊗j for some j > 0.
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Proof. Apply Proposition 2.3 and Lemma 2.2(ii) to the parameter θ = jθ′ ∈ Θ+
v
from Defini-
tion 2.5, noting that E0 = OY . 
Example 2.7 (Linear series of higher rank). When Y is projective and E1 has rank r, then
M(A,v, θ) is isomorphic to the Grassmannian Gr(H0(E1), r) of rank r quotients ofH
0(E1). The
ample bundle O(1) on Gr(H0(E1), r) is very ample, so we may take j = 1 in Definition 2.5 and
Theorem 2.6. Therefore f coincides with the morphism ϕ|E1| to the linear series of higher rank
that recovers E1 as the pullback of the tautological quotient bundle of rank r; see Mukai [Muk10,
Section 3]. When r = 1, this is the classical linear series of a basepoint-free line bundle.
Remark 2.8. If the globally generated line bundle L :=
⊗
1≤i≤n det(Ei)
⊗j from Theorem 2.6 is
ample but not very ample, choose k > 0 such that L⊗k is very ample. After replacing θ by kθ,
the proof of Theorem 2.6 shows that the resulting universal morphism
f : Y →M(A,v, kθ)
is a closed immersion. SinceM(A,v, kθ) ∼=M(E), we will hereafter simply write f : Y →M(E)
for the closed immersion given by the composition whenever L is ample but not very ample.
Example 2.9 (Quiver flag varieties). Let Q be a finite, acyclic, connected quiver with a unique
source denoted 0 ∈ Q0, and let v = (vi) ∈ N
Q0 be a dimension vector satisfying v0 = 1. For
θ ∈ Θ+
v
, the fine moduli space M(kQ,v, θ) is called a quiver flag variety [Cra11a], and for
i ∈ Q0, the tautological bundle Ti of rank vi is globally generated by Corollary 2.4. Every such
variety is an iterative Grassmann-bundle [Cra11a, Theorem 3.3], and Ti is simply the pullback
of the tautological quotient bundle on one of the Grassmann bundles in the tower.
We claim thatM(kQ,v, θ) is the multigraded linear seriesM(T ) associated to T =
⊕
i∈Q0
Ti.
Since vi = rk(Ti) for i ∈ Q0, it suffices to show that the tautological k-algebra homomorphism
h : kQ→ End(T )
is an isomorphism. The proof of [Cra11a, Lemma 5.3] establishes that h is surjective, so suppose∑
1≤α≤k cαpα ∈ Ker(h), where paths p1, . . . , pk in Q have common tail at i ∈ Q0 and common
head at j ∈ Q0. For any path p in Q from vertex 0 to i, the sum
∑
1≤α≤k cαpαp lies in the
kernel of the map e0(kQ)ei → Hom(T0, Ti) ∼= Γ(Ti) of k-vector spaces induced by h. However,
this map is an isomorphism [Cra11a, Corollary 3.5(ii)], so h is injective as required.
We may now apply Theorem 2.6 to the determinants of the tautological bundles. Indeed,
det(Ti) is globally generated for i ∈ Q0 and L =
⊗
i∈Q0
det(Ti) is ample by [Cra11a, Lemma 3.7],
so for E =
⊕
i∈Q0
det(Ti), the morphism f : M(T )→M(E) is a closed immersion.
Remark 2.10. Multigraded linear series were introduced by Craw–Smith [CS08] when each Ei
has rank one and Y is a projective toric variety.
(1) The construction of [CS08] is phrased in terms of a quiver with relations that gives a
presentation A ∼= kQ/I, leading to an explicit GIT description of the image of f in a
quiver flag variety. However, we now assume only that Y is projective over an affine,
and in this generality no such natural presentation exists, leading us to place greater
emphasis on A rather than on a quiver. While we sacrifice an explicit description of the
image of f , Theorem 2.6 nevertheless determines the image of f up to isomorphism.
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(2) The observation in Theorem 2.6 that the image of f is determined by
⊗
1≤i≤n det(Ei)
⊗j
for some j > 0 (see also Remark 2.8) renders redundant the assumption from [CS08,
Corollary 4.10] (and hence from [Cra11a, Proposition 5.5] and Prabhu-Naik [Pra17,
Proposition 5.5]) that a map obtained by multiplication of global sections is surjective.
3. The cornering category and recollement
In this section we use Theorem 2.6 repeatedly to produce a compatible family of morphisms
between different multigraded linear series. We then introduce a homological criterion that is
sufficient to guarantee that any of these morphisms is surjective.
We continue to assume that R is a finitely generated k-algebra, Y is a projective R-scheme
and that E1, . . . , En are nontrivial globally generated vector bundles on Y . For E0 = OY ,write
E :=
⊕
0≤i≤nEi and define A := End(E). To produce new endomorphism algebras from A, let
C ⊆ {0, 1, . . . , n} be any subset containing {0}. Define both the idempotent eC :=
∑
i∈C ei of
A and the k-algebra AC := eCAeC . Since A ∼= End(E), the locally-free sheaf EC :=
⊕
i∈C Ei
on Y satisfies
AC ∼= End(EC).
The process of passing from A to AC is called cornering the algebra A.
Remark 3.1. This use of the term corner algebra comes from representation theory, where the
basic example is taking a nontrivial idepotent e ∈ Endk(k ⊕ k) ∼= Mat2×2(k) such that the
corner algebra eEndk(k ⊕ k)e is the subalgebra of matrices that have nonzero entries only in
one particular ”corner”.
This is distinct from the construction of Ishii and Ueda for Dimer models [IU15a], which
is a process linking the removal of a corner in a lattice polygon to the universal localisation
of particular arrows in a corresponding quiver in order to determine an open subset in the
associated moduli space.
For vC := (rk(Ei))i∈C and for any 0-generated stability parameter θC ∈ Θ
+
vC
, Theorem 2.6
gives a morphism
fC : Y −→M(EC) =M(AC ,vC , θC). (3.1)
Before studying these morphisms in detail, we record the fact that if we’re interested only
in the scheme underlying a multigraded linear series, we may assume without loss of generality
that the globally generated vector bundles E1, . . . , En are pairwise non-isomorphic:
Lemma 3.2. For a1, . . . , an ≥ 1, we have M(
⊕
0≤i≤nEi)
∼=M(
⊕
0≤i≤nE
⊕ai
i ) as R-schemes.
Proof. The endomorphism algebra of E′ :=
⊕
0≤i≤nEi is Morita equivalent to the endomor-
phism algebra of E :=
⊕
0≤i≤nE
⊕ai
i . By increasing the multiplicities of the summands in the
tautological bundle on M(E′), we obtain a flat family
⊕
0≤i≤n T
⊕ai
i of 0-generated End(E)-
modules of dimension vector v = (ai rk(Ei)), so there is a morphism f : M(E
′) →M(E). For
the other direction, we have E′ = EC for some cornering subset C, so (3.1) defines a morphism
fC : M(E)→M(E
′). Universality ensures that these morphisms are mutually inverse. 
Our next result encodes the fact that the morphisms (3.1) are compatible as we vary the choice
of the subset C. To state the result, regard the poset of subsets of {0, 1, . . . , n} that contain {0}
as a category C in which the morphisms are the set-theoretic inclusion maps between subsets.
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Proposition 3.3. Let E1, . . . , En be globally generated vector bundles on Y and set R := Γ(OY ).
There is a contravariant functor from C to the category of projective R-schemes that sends a
set C to the multigraded linear series M(EC).
Proof. Given subsets C ′ ⊆ C ⊆ {0, 1, . . . , n} that both contain {0}, we first construct a mor-
phism fC,C′ : M(EC)→M(EC′) that fits into a commutative diagram
Y
fC
{{✇✇
✇✇
✇✇
✇✇
✇
fC′
$$❍
❍❍
❍❍
❍❍
❍❍
M(EC)
fC,C′
//M(EC′).
(3.2)
To avoid a proliferation of indices, we write T =
⊕
i∈C Ti and T
′ =
⊕
i∈C′ T
′
i for the tautological
bundles on M(EC) and M(EC′) respectively, where rk(T
′
i ) = rk(Ti) = rk(Ei) for all i ∈ C
′.
Since T is a flat family of 0-generated AC -modules on M(EC), it follows that
⊕
i∈C′ Ti is a
flat family of 0-generated AC′-modules on M(EC). The universal property of M(EC′) as in
Lemma 2.2 defines a morphism fC,C′ : M(EC) →M(EC′) satisfying f
∗
C,C′(T
′
i ) = Ti for i ∈ C
′.
The morphism fC is also universal, so
(fC,C′ ◦ fC)
∗(T ′i ) = f
∗
C(Ti) = Ei
for all i ∈ C ′. This property characterises fC′ , so diagram (3.2) commutes as required. That the
assignment sending the inclusion C ′ →֒ C to the morphism fC,C′ respects composition follows
similarly from the universal property of fC,C′ . Our assignment is therefore a functor.
It remains to prove that fC,C′ is a morphism of projective R-schemes. For C
′′ := {0}, we
have AC′′ = End(E0) = R and hence M(EC′′) = SpecR. The result follows by commutativity
of the morphisms fC′,C′′ ◦ fC,C′ = fC,C′′ established above. 
Of particular interest to us are the following morphisms.
Definition 3.4. Let C ⊆ {0, 1, . . . , n} be a subset containing 0. The cornering morphism for
C is the universal morphism
gC := f{0,...,n},C : M(E) −→M(EC) (3.3)
obtained by applying the functor from Proposition 3.3 to the inclusion C →֒ {0, 1, . . . , n}.
Theorem 2.6 ensures that we understand the image of each cornering morphism. The next
example illustrates that while these morphisms may be surjective, they need not be.
Example 3.5. For P2 equipped with the tilting bundle E := O ⊕ O(1) ⊕ O(2), the algebra
EndP2(E) can be presented using the Beilinson quiver with relations:
0 1 2
x0
y0
z0
x1
y1
z1
x1y0 = y1x0
y1z0 = z1y0
z1x0 = x1z0
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Consider the category C from Proposition 3.3 viewed as a poset:
C1 := {0, 1}
C3 = {0, 1, 2}
C0 := {0}
C2 := {0, 2}⊂
⊂
⊂
⊂
⊂
It is easy to calculate that M(E) ∼= P2. Example 2.7 implies that gC1 : M(E) → M(EC1) is
an isomorphism, whereas gC2 : M(E) →M(EC2)
∼= P5 is the Veronese embedding ϕ|O(2)|. For
1 ≤ i ≤ 3, we have that M(ECi)→M(EC0)
∼= Speck is the structure morphism.
In order to introduce the surjectivity criterion we continue to assume that C ⊆ {0, 1, . . . , n}
contains 0 and where the idempotent eC =
∑
i∈C ei determines the algebra AC = eCAeC . In
this situation there are six functors forming a recollement of the abelian module category:
A/AeCA−mod A−mod AC −mod
i∗
i∗
i!
j∗
j∗
j!
where the functors are defined by
i∗(−) := A/(AeCA)⊗A (−)
i∗(−) := inc
i!(−) := HomA(A/AeCA,−)
and
j∗(−) := HomAC (eA,−)
j∗(−) := eCA⊗A (−) ∼= HomA(AeC ,−)
j!(−) := AeC ⊗eCAeC (−)
such that (i∗, i∗, i
!) and (j!, j
∗, j∗) are adjoint triples, i∗, j∗, and j! are fully faithful, and Im i∗ =
ker j∗. In particular, j∗ and i∗ are exact. The module j!(N) is maximally extended by objects
supported on A/AeA. Indeed, for any A/AeA-module M , we have for all k ∈ Z that
Extk(j!(N), i∗(M)) = Ext
k(N, j∗i∗(M)) = 0 (3.4)
Recall that in order to define the multigraded linear seriesM(EC) from (3.1), we introduced
the dimension vector vC = (rk(Ei))i∈C .
Lemma 3.6. Let N be an AC-module of dimension vector vC .
(i) If N is a 0-generated AC-module, then j!N is a 0-generated A-module.
(ii) The A-module j!N is finite-dimensional and satisfies dimi j!N = dimiN for i ∈ C.
Proof. To simplify notation in this proof, write e := eC . For i ∈ C, let e
′
i denote the idempotent
ei considered as an element of AC = eAe. Since N is 0-generated there is a surjective map
ACe
′
0 → N , and since j! is right exact there is a surjection j!(ACe
′
0)→ j!N . We then calculate
j!(ACe
′
0) := Ae⊗eAe ACe
′
0
∼= Ae⊗eAe eAe e0 ∼= Aee0 = Ae0
as 0 ∈ C, so there is a surjective map Ae0 → j!N which proves (i). For part (ii), the algebra
A is a module-finite e0Ae0-algebra, so there are finitely many elements in A that generate A
as an e0Ae0-algebra. In particular, there are finitely many elements a1, . . . , ar of Ae ⊂ A that
generate Ae as a right eAe-module. As a vector space, we have Ae ⊗eAe N ⊂ N
⊕r, so N and
hence also j!N = Ae ⊗eAe N is a finite dimensional vector space. Then for i ∈ C, we have
eiAe ⊂ eAe and so eij!N = eiAe⊗eAe N = e
′
iN , giving dimi j!N = dimiN as required. 
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Note that each closed point x ∈M(EC) determines a 0-generated AC-moduleNx of dimension
vector vC .
Proposition 3.7. A closed point x ∈ M(EC) lies in the image of the cornering morphism
gC : M(E) → M(EC) if and only if the A-module j!(Nx) admits a surjective map onto an
A-module of dimension vector v.
Proof. Suppose that a closed point x ∈ M(EC) lies in the image of gC : M(E)→M(EC). For
any closed point y ∈ M(E) satisfying gC(y) = x, the corresponding 0-generated A-module My
satisfies j∗My ∼= Nx. Let C denote the cokernel of the counit map
j!j
∗My →My. (3.5)
If C is nonzero, then the kernel of the surjection My → C is a proper A-submodule of My that
violates θ-stability of My for any θ ∈ Θ
+
v
. The counit map (3.5) therefore gives the required
surjective map to an A-module of dimension vector v.
For the opposite direction, let j!(Nx)→M be a surjective A-module homomorphism, where
M has dimension vector v. Since Nx is 0-generated, Lemma 3.6(i) gives that j!(Nx) is 0-
generated and hence so is M . As such, M is a 0-generated A-module of dimension v, so M is
My for some closed point y ∈ M(E). Then Nx ∼= j
∗j!(Nx) ∼= j
∗(My), giving gC(y) = x. 
The following result provides a homological criterion to check whether Proposition 3.7 applies.
Lemma 3.8. Suppose that N is a 0-generated AC-module of dimension vector vC and M is a
0-generated A-module of dimension vector v. Then
(i) if HomA(j!(N),M) 6= 0, then there exists a surjective map j!(N)։M ; and
(ii) if HomA(M, j!(N)) 6= 0, then there exists an isomorphism M ∼= j!(N).
Proof. A nonzero map f : M →M ′ between 0-generated A-modules with dim0M = dim0M
′ =
1 is surjective, because a proper cokernel would contradict the 0-generated condition. Therefore
if HomA(j!(N),M) 6= 0, Lemma 3.6(i) implies that there is a surjective map j!(N)։M .
Similarly if HomA(M, j!(N)) 6= 0 then there is a surjective map M ։ j!(N) and hence a
surjective map j∗M ։ j∗j!(N) ∼= N . We have dimiN = dimiM for i ∈ C by assumption, so
this surjective map is an isomorphism j∗M ∼= N . Since M is 0-generated, the counit map
j!(N) ∼= j!j
∗M →M
is also surjective. The composition of the surjective maps j!(N)։M ։ j!(N) gives the desired
isomorphism j!(N) ∼=M . 
4. Cornering the reconstruction algebra
Let G ⊂ GL(2,k) be a finite subgroup that acts without pseudo-reflections. We now apply the
results of the previous section to obtain a fine moduli space description of any partial resolution
Y ′ of a quotient surface singularity A2k/G such that the minimal resolution Y → A
2
k/G factors
through Y ′. In fact we prove that every such Y ′ is the multigraded linear series for a summand
of the tautological bundle on the G-Hilbert scheme.
Let Irr(G) denote the set of isomorphism classes of irreducible representations of G. The
G-Hilbert scheme is the fine moduli space of G-equivariant coherent sheaves of the form OZ for
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Z ⊂ A2k such that Γ(OZ) is isomorphic to the regular representation of G. The category of G-
equivariant coherent sheaves is equivalent to the category of finitely generated modules over the
skew group algebra k[x, y]⋊G, so the G-Hilbert scheme is isomorphic to the fine moduli space
M(k[x, y] ⋊ G,v, θ), where v = (dim(ρ)⊕ dim(ρ))ρ∈Irr(G) and θ ∈ Θ
+
v
is a 0-generated stability
condition; here the trivial representation ρ0 is the zero vertex.
Generalising the work of Ito–Nakamura [IN99] for finite subgroups of SL(2,k), Kidoh [Kid01]
and Ishii [Ish02] proved that the G-Hilbert scheme is isomorphic to the minimal resolution Y
of A2k/G. The summands of the tautological bundle
T :=
⊕
ρ∈Irr(G)
T⊕ dim(ρ)ρ
on the G-Hilbert scheme are globally generated by Corollary 2.4. To study the multigraded
linear series of T , we need to know the endomorphism algebra of T .
Lemma 4.1. For a finite subgroup G ⊂ GL(2,k) without pseudo-reflections, the endomorphism
algebra of T is isomorphic to the skew group algebra k[x, y]⋊G.
Proof. For ρ ∈ Irr(G), Ishii [Ish02, Corollary 3.2] proves that the summand Tρ of T is a globally
generated full sheaf. The argument of Wemyss [Wem11a, Lemma 3.6] applies to globally gen-
erated full sheaves to give EndY (T ) ∼= Endk[x,y]G(π∗T ) for the resolution π : Y → Speck[x, y]
G.
By construction the k[x, y]G-module π∗Tρ is isomorphic to (k[x, y]⊗ ρ
∨)G. Taking the sum over
all ρ∨ ∈ Irr(G) and relabelling, it follows from Auslander [Aus86] that
EndY (T ) ∼= Endk[x,y]G

 ⊕
ρ∈Irr(G)
(
(k[x, y]⊗ ρ)G
)⊕dim ρ ∼= k[x, y]⋊G
as required. 
It follows that the minimal resolution Y of A2k/G is isomorphic to the multigraded linear
series M(T ). If we set TIrr :=
⊕
ρ∈Irr(G) Tρ and define vIrr = (dim ρ)ρ∈Irr(G), then
B := EndY (TIrr)
is Morita equivalent to the skew group algebra, and Lemma 3.2 implies that Y is isomorphic
to M(TIrr); put another way, the universal morphism f : Y ∼=M(T )→M(TIrr) determined by
the vector bundle TIrr on Y is an isomorphism.
Recall that an irreducible representation ρ ∈ Irr(G) is said to be special if H1(T∨ρ ) = 0. For
the cornering set Sp(G) := {ρ ∈ Irr(G) | ρ is special} and the idempotent e :=
∑
ρ∈Sp(G) eρ, we
obtain the reconstruction bundle
E := TSp =
⊕
ρ∈Sp(G)
Tρ.
Note that TSp ⊆ TIrr ⊆ T are subbundles. The argument in the proof of Lemma 4.1 shows that
the endomorphism algebra
A := EndY (E) ∼= eBe;
of the reconstruction bundle E is the reconstruction algebra introduced by Wemyss [Wem11b]
in general, and by Wemyss [Wem11a] and Craw [Cra11b] for a cyclic subgroup G ⊂ GL(2,k).
The reconstruction bundle is of interest precisely because it is a tilting bundle by work of Van
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den Bergh [VdB04b]. Buchweitz–Hille [BH13, Proposition 2.6] implies that the dual bundle E∨
is also a tilting bundle, so
Φ(−) := RHomY (E
∨,−) : Db(Y ) −→ Db(A) (4.1)
is an equivalence of categories; put simply, the algebra A enables one to reconstruct the derived
category of the minimal resolution Y . We now show that A enables us to reconstruct Y itself.
Proposition 4.2. For a finite subgroup G ⊂ GL(2,k) without pseudo-reflections, the minimal
resolution Y of A2k/G is isomorphic to the multigraded linear series M(E), that is, to the fine
moduli space of 0-generated A-modules of dimension vector vSp = (dim(ρ))ρ∈Sp(G).
Proof. Since Y ∼= M(TIrr) and since E is the summand of TIrr corresponding to the cornering
subset Sp(G) ⊆ Irr(G), we need only prove that gSp : M(TIrr) → M(TSp) is an isomorphism.
The line bundle
⊗
ρ∈Sp(G) det(Tρ) has positive degree on each exceptional curve in Y , so it’s
ample. Applying Theorem 2.6 and specifically Remark 2.8 shows that gSp is a closed immersion.
It remains to prove that gSp is surjective.
Each point x ∈ M(TSp) corresponds to an A-module Nx of dimension vector vSp, and we
now calculate the dimension vector of the B-module j!(Nx). The abelian category of finitely
generated modules over B has an indecomposable projective module Pρ and a one-dimensional
vertex simple module Sρ for each ρ ∈ Irr(G). Since k[x, y] ⋊ G is Morita equivalent to B, the
observation of Ishii–Ueda [IU15b, Proposition 1.1] gives a semiorthogonal decomposition
Db(B) ∼=
〈
〈Sρ | ρ /∈ Sp(G)〉, 〈Pρ | ρ ∈ Sp(G)〉
〉
,
and the bundle T∨Irr on the G-Hilbert scheme Y defines a fully faithful embedding
ΦIrr(−) = RHomY (T
∨
Irr,−) : D
b(Y ) −→ Db(B)
with essential image 〈Pρ | ρ ∈ Sp(G)〉. Since j!(Nx) is left-orthogonal to 〈Sρ | ρ /∈ Sp(G)〉 by
(3.4), it follows that j!(Nx) lies in the essential image of ΦIrr and j!(Nx) ∼= ΦIrr(E) for some
E ∈ Db(Y ). The functor ΦIrr has a left adjoint ΨIrr such that T
∨
ρ
∼= ΨIrr(Pρ) and we calculate
the dimension of j!(Nx) via the Euler form as
dimρ j!(Nx) = χB(Pρ, j!(Nx)) = χB(Pρ,ΦIrr(E)) = χY (ΨIrr(Pρ), E) = χY (T
∨
ρ , E) (4.2)
for all ρ ∈ Irr(G). Lemma 3.6(ii) gives dimρ j!(N) = dim ρ for ρ ∈ Sp(G), and hence
χY (T
∨
ρ , E) = dim ρ
for ρ ∈ Sp(G). Since the essential image of ΦIrr is generated by the indecomposable projectives
{Pρ | ρ ∈ Sp(G)}, the classes of the bundles T
∨
ρ = ΨIrr(Pρ) for ρ ∈ Sp(G) generate the
Grothendieck group K(Y ). By Lemma A.2, the Euler form χY : K(Y ) × K
num
c (Y ) → Z is a
perfect pairing and hence as
χY (T
∨
ρ , E) = dim ρ = rkT
∨
ρ = χY (T
∨
ρ ,Oy)
for ρ ∈ Sp(G). It follows that
[E ] = [Oy ] ∈ K
num
c (Y ).
As a consequence
χY (T
∨
ρ , E) = χY (T
∨
ρ ,Oy) = rkT
∨
ρ = dim ρ
for all ρ ∈ Irr(G). Equation (4.2) now implies that dim j!(Nx) = (dim ρ)ρ∈Irr(G) = vIrr for any
x ∈ M(TSp). We deduce from Proposition 3.7 that gSp : M(TIrr)→M(TSp) is surjective. 
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Remark 4.3. Proposition 4.2 also follows from Karmazyn [Kar17, Corollary 5.4.5], because the
reconstruction bundle is a tilting bundle. When G ⊂ GL(2,k) is cyclic, an explicit construction
of the isomorphism Y ∼=M(A,vSp, θ) for θ ∈ Θ
+
vSp
was first given by [Wem11a, Cra11b].
We now strengthen Proposition 4.2 by providing a fine moduli construction for partial reso-
lutions of A2k/G when G ⊂ GL(2,k) is a finite subgroup without pseudo-reflections. Let E and
A = EndY (E) denote the reconstruction bundle and reconstruction algebra respectively, and let
C ⊆ Sp(G) = {ρ ∈ Irr(G) | ρ is special} be any subset that contains the trivial representation
ρ0 of G. As in the proof of Proposition 3.3, we obtain a morphism
gC = fSp(G),C : Y =M(E) −→M(EC) (4.3)
from the minimal resolution Y of A2k/G. Again, Theorem 2.6 shows that the image of gC is
isomorphic to the image of the morphism to the linear series of
⊗
ρ∈C det(Tρ). The construction
of the tilting bundle E on Y [VdB04b, Section 3.4] implies that the invertible sheaves
{det(Tρ) | ρ ∈ Sp(G) \ ρ0}
provide the integral basis of Pic(Y ) dual to the curve classes defined by the irreducible compo-
nents of the exceptional divisor of the resolution Y → A2k/G. It follows that the morphism gC
from (4.3) contracts precisely those exceptional curves corresponding to irreducible representa-
tions ρ ∈ Sp(G) \ C.
Theorem 4.4. Let G ⊂ GL(2,k), be a finite subgroup without pseudo-reflections, and let Y ′
be any partial resolution of A2k/G such that the minimal resolution Y → A
2
k/G factors via Y
′.
There is a cornering set C ⊆ Sp(G) containing ρ0 such that Y
′ is isomorphic to M(EC).
Proof. The partial resolution Y ′ is obtained by contracting a set of components of the excep-
tional divisor in Y . Remove from Sp(G) those ρ such that det(Tρ) is dual to one of the curves
being contracted, leaving a subset C ⊂ Sp(G) containing ρ0 such that the contraction Y → Y
′
contracts precisely the same curves as the morphism gC from (4.3). The result follows once we
prove that gC is surjective.
By Proposition 3.7, we need only show that for any 0-generated AC -module N of dimension
vC := (dim ρ)ρ∈C , there is a surjective A-module homomorphism j!(N) ։ M , where M has
dimension vSp. For any such N , the derived equivalence Φ from (4.1) gives E ∈ D
b(Y ) such
that Φ(E) ∼= j!(N), and [BCZ17, Proposition 7.2.1] implies that E has proper support because
j!(N) is finite dimensional over k. Suppose that j!(N) does not admit a surjective A-module
homomorphism j!(N)։M , whereM is 0-generated of dimension vSp. Lemma 3.8 implies that
0 = HomA(j!(N),M) = HomA(M, j!(N)). (4.4)
Every 0-generated A-module M of dimensional vector vSp is of the form Φ(Oy) for some y ∈ Y .
Applying the quasi-inverse of Φ to (4.4) gives
0 = HomDb(Y )(E ,Oy) = HomDb(Y )(Oy, E)
for all closed points y ∈ Y ∼= M(E). Since Y is smooth, there is a dualising line bundle ωY
that induces Serre duality on objects with compact support such that
0 = HomDb(Y )(Oy, E) = Hom
2
Db(Y )(E , ωY ⊗Oy) = Hom
2
Db(Y )(E ,Oy)
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for all closed points y ∈ Y . Bridgeland–Maciocia [BM02, Proposition 5.4] implies that the
object E has homological dimension 0. The codimension of the support of E is bounded above
by its homological dimension [BM02, Corollary 5.5], so the support of E must be of codimension
0; this is a contradiction, because E has proper support. This completes the proof. 
Remark 4.5. An analogous result in the complete local setting can be deduced by combining
Karmazyn [Kar17, Corollary 5.2.5] with Iyama–Kalck–Wemyss–Yang [KIWY15, Theorem 4.6].
Example 4.6. To illustrate Proposition 4.2 and Theorem 4.4, consider the subgroup
G :=
〈(
ε4 0
0 ε−14
)
,
(
0 ε4
ε4 0
)
,
(
0 ε6
ε6 0
)〉
⊂ GL(2,k),
where εr is a primitive r
th root of unity. This group G is the direct product of the quaternion
group of order 8 with a cyclic group of order 3; it has 24 elements and 15 irreducible represen-
tations, 3 of dimension two and 12 of dimension one. Below we draw: (a) the McKay quiver
(taken with the mesh relations) where we mark the special representations labelled 0, 1, . . . , 4;
and (b) the Special McKay quiver with the given relations which provides a presentation for
the reconstruction algebra A.
•
••
0
•
•
•
•
1
2
3
(a)
4
•
•
•
0
1 2 3
4
(b)
a
a∗
b
b∗
cc∗
dd∗
e
e∗
f
f∗
a∗a = c∗c = e∗e
aa∗ = b∗b,
cc∗ = d∗d,
ee∗ = f∗f
bb∗ = dd∗ = ff∗
ba− dc = fe
(The mesh relations kill the paths between vertices 0 and 4 that don’t factor through 1, 2, or
3, so there are no arrows in the Special McKay quiver between 0 and 4.) In this case, the
exceptional divisor of the minimal resolution Y → A2k/G consists of three (−2)-curves meeting
a central (−3)-curve as shown.
-3-2 -2
-2
The minimal resolution Y can be constructed either as the G-Hilbert scheme, whose tautological
bundle T has 15 non-isomorphic summands, or as the fine moduli space M(E) of 0-generated
modules over the reconstruction algebra, in which case the tautological bundle
⊕
ρ∈Sp(G) Tρ has
5 non-isomorphic summands.
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To illustrate Theorem 4.4, consider the cornering subset C = {0, 1, 2, 3} of the set Sp(G) =
{0, 1, 2, 3, 4} of special representations of G. The algebra AC obtained from the reconstruction
algebra A can be presented using the following quiver with relations:
0
1 2 3
a
a∗
cc∗
α∗
α
e
e∗
β
γ∗
β∗
γ
a∗a = c∗c = e∗e
α∗α = γ∗γ = aa∗aa∗,
αα∗ = ββ∗ = cc∗cc∗,
γγ∗ = β∗β = ee∗ee∗
aa∗a = α∗c+ γ∗e,
cc∗c = αa− βe,
ee∗e = γa− β∗c.
The morphism gC : Y = M(E) → Y
′ = M(EC) is surjective, and it contracts the central
(-3)-curve of the exceptional divisor in the minimal resolution.
5. Cornering noncommutative crepant resolutions
In this section we recall Van den Bergh’s notion of an NCCR [VdB04a] and show that the
moduli spaces determined by 0-generated stability parameters are multigraded linear series.
We establish a set of sufficient conditions for the cornering morphisms to be surjective, and we
demonstrate that these conditions hold in a range of situations. Throughout this section, we
assume that R is a normal, Gorenstein k-algebra of Krull dimension at most three.
Recall that a k-algebra A is a noncommutative crepant resolution (NCCR) of R if there
exists a reflexive R-module M such that A := EndR(M) is Cohen–Macaulay as an R-module
and is of finite global dimension. Choose a decomposition M ∼=
⊕
iMi into finitely many
indecomposable, reflexive R-modules; in general this decomposition is non-unique. Given one
such decomposition A = EndR(
⊕
iMi), we obtain a presentation as a quotient A
∼= kQ/I
exactly as for the geometric setting described following equation (2.1). We impose the following
additional standing assumption on A = EndR(M):
Assumption 5.1. (i) All indecomposable projective A-modules occur as summands of A,
and the presentation A = kQ/I corresponds to a unique decomposition ofM =
⊕
i∈Q0
Mi
into non-isomorphic, indecomposable reflexive modules; and
(ii) the ideal I ⊂ kQ is generated by linear combinations of paths of length at least one.
Remarks 5.2. (1) If the module category of R has the Krull-Schmidt property, then any
NCCR A′ is Morita equivalent to an NCCR A satisfying Assumption 5.1(i).
(2) Assumption 5.1(ii) ensures that each vertex i ∈ Q0 determines a vertex simple A-module
Si = kei, and that distinct summands of M are non-isomorphic (as Mi ∼= Mj would
force the relations aa′ − ei, a
′a− ej ∈ I for some a, a
′ ∈ Q1).
Define the dimension vector v = (vi) ∈ Z
Q0 by setting vi = rkR(Mi) for 0 ≤ i ≤ n. After
replacing A by a Morita equivalent algebra if necessary, Van den Bergh [VdB04a, Section 6.3]
notes that we may assume that v is indivisible. For any generic stability parameter θ ∈ Θv, the
tautological bundle T =
⊕
0≤i≤n Ti on the moduli spaceM(A,v, θ) is a left A-module, so T
∨ is
a right A-module. When A satisfies Assumption 5.1, [VdB04a, Remark 6.6] observes that the
17
approach of Bridgeland–King–Reid [BKR01] implies that M(A,v, θ) is connected; we provide
a slightly simplified proof of this observation in Proposition A.3.
Applying [VdB04a, Theorem 6.3.1, Remark 6.6.1] gives a morphism
f : Y :=M(A,v, θ) −→ SpecR (5.1)
that is a projective crepant resolution. Again, [BH13, Proposition 2.6] implies that the bundle
T∨ =
⊕
0≤i≤n T
∨
i dual to the tautological bundle gives a derived equivalence
Φ(−) := RHomY (T
∨,−) : Db(Y ) −→ Db(A) (5.2)
with quasi-inverse
Ψ(−) := T∨ ⊗A − : D
b(A) −→ Db(Y ). (5.3)
To clarify our conventions, Φ(T∨) = End(T∨) is a right End(T∨)-module and hence a left module
over End(T∨)op ∼= End(T ) ∼= A. Under the equivalences (5.2) and (5.3), the full subcategory
Dbc(Y ) in D
b(Y ) of objects with proper support is equivalent to the full subcategory Dbfin(A) in
Db(A) of finite-dimensional left A-modules (see [BCZ17, Lemma 7.1.1]).
In order to apply the ideas of Sections 2–3 to an NCCR A := EndR(M) ∼= kQ/I satisfying
Assumption 5.1, we suppose in addition that M0 = R. Since A ∼= End(T ), the multigraded
linear series of the tautological bundle T is M(T ) := M(A,v, θ) for any 0-generated stability
condition θ ∈ Θ+
v
, and hence
f : Y =M(T ) −→ SpecR (5.4)
is a projective, crepant resolution.
Remark 5.3. This construction picks out one crepant resolution of SpecR. However:
(1) if more than one summand Mi of M has rank one, then by relabelling i to be the zero
vertex and repeating the construction, the tautological bundle T ′ on the resulting moduli
space determines a projective crepant resolution f ′ : M(T ′)→ SpecR that need not be
isomorphic to that from (5.4), e.g. in the suspended pinch point example considered in
[Boc16, Example B.8.7] choosing the vertices labelled 1 or 2 as the zero vertex yields
different varieties as moduli spaces;
(2) for a finite subgroup G ⊂ SO(3), the skew group algebra A = k[x, y, z]⋊G is an NCCR
of R := k[x, y, z]G. Nolla de Celis–Sekiya [NdCS11] show that every projective crepant
resolution of SpecR is of the form M(A′,v′, θ′), where A′ is an algebra obtained from
A by a sequence of mutations at vertices (none of which is the zero vertex), where v is a
dimension vector and where θ′ is a 0-generated stability condition. In particular, since
the endomorphism algebra of the tautological bundle onM(A′,v′, θ′) is isomorphic to A′,
the multigraded linear series of the tautological bundle is isomorphic toM(A′,v′, θ′) and
every projective crepant resolution of SpecR can be constructed as such a multigraded
linear series; and
(3) if R is a complete local Gorenstein algebra over the field C such that SpecR admits
a projective crepant resolution whose fibres have dimension at most one, then as in
(2) above, work of Wemyss [Wem17] implies that every projective crepant resolution of
SpecR is isomorphic to a multigraded linear series of a tautological bundle.
A choice of cornering subset {0} ⊂ C ⊂ Q0 produces the corresponding cornering morphism
gC : Y :=M(T ) −→ Y
′ :=M(TC)
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whose image is isomorphic to that of the morphism ϕ|L| : Y → |L| for L :=
⊗
i∈C det(Ti). Each
closed point x ∈ Y ′ determines a 0-generated AC-module Nx of dimension vC . To state the
next result, we recall in the appendix that Knumc (Y ) is the numerical Grothendieck for compact
support introduced in [BCZ17].
Theorem 5.4. Let A = End(
⊕
i∈Q0
Mi) be an NCCR satisfying Assumption 5.1 with M0 ∼= R.
Suppose that for all x ∈ Y ′, there exist ai ∈ Z>0 and sheaves Fi with proper support such that
[Ψ(j!(Nx))] =
m∑
i=0
ai[Fi] ∈ K
num
c (Y ).
Then the morphism gC : Y → Y
′ is surjective.
Proof. To simplify notation, write Ex := Ψ(j!(Nx)). If we suppose that the result is false, then
Proposition 3.7 and Lemma 3.8 give x ∈ Y ′ such that
0 = HomA(j!(Nx),M) = HomA(M, j!(Nx)) (5.5)
for every 0-generated A-module M of dimension vector v. Every such module is of the form
M = Φ(Oy) for some closed point y ∈ Y ∼=M(T ). Apply Ψ(−) to (5.5) to obtain
0 = HomDb(Y )(Ex,Oy) = HomDb(Y )(Oy, Ex)
for every closed point y ∈ Y . Serre duality gives Hom0
Db(Y )(Ex,Oy) = Hom
3
Db(Y )(Ex,Oy) = 0, so
Homj
Db(Y )
(Ex,Oy) = 0 unless 1 ≤ j ≤ 2. Bridgeland–Maciocia [BM02, Proposition 5.4] implies
that Ex has homological dimension at most one, so Ex is quasi-isomorphic to a complex
L−2
g
−→ L−1,
where L−i is a vector bundle in degree −i. Since Ex ∈ D
b
c(Y ), we have that H
−1(Ex) ∼= ker(g)
is a torsion subsheaf of L−2 and hence is zero. It follows that Ex ∼= F [1] where F is the cokernel
of g. In particular, Ex is quasi-isomorphic to the shift of a sheaf and [Ex] = −[F ] ∈ K
num
c (Y ).
By assumption, the class [Ex] ∈ K
num
c (Y ) equals a positive sum of classes of sheaves, so∑
ai[Fi] = [Ex] = −[F ] ∈ K
num
c (Y ),
where each Fi is a sheaf on Y and ai ∈ Z>0. Let j : Y → Y be a smooth projective completion.
By [BCZ17, Proof of Lemma 5.1.1], we may pushforward numerical classes with compact support
to obtain
∑
ai[j∗Fi] = −[j∗F ] ∈ K
num(Y ). However, for any sufficiently ample bundle L on Y ,
the integers
∑
aiχ(j∗Fi ⊗ L) and χ(j∗F ⊗ L) are both positive, a contradiction. 
Remark 5.5. This proof is adapted from that of Proposition A.3 which in turn is adapted from
the connectedness result of Bridgeland–King–Reid [BKR01, Section 8]; our use of the numerical
Grothendieck group enables us to bypass [BKR01, Lemma 8.1].
This is particularly applicable when the vertex simple A-modules Si for i ∈ Q0\C are well
understood and when the dimension of j!(Nx) can be calculated.
Corollary 5.6. Let A = End(
⊕
i∈Q0
Mi) be an NCCR satisfying Assumption 5.1 with M0 ∼= R.
Suppose in addition that either:
(i) dimi j!(Nx) = vi for all i ∈ Q0 \ C and all x ∈ Y
′; or
(ii) Ψ(Si) is a sheaf for all i ∈ Q0 \C and dimi j!(Nx) ≥ vi for all i ∈ Q0 \C and all x ∈ Y
′.
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Then Theorem 5.4 applies, so gC : Y → Y
′ is surjective.
Proof. By Lemma A.1, the numerical class of a finite dimensional A-module M is determined
by its dimension vector [M ] =
∑
i∈Q0
dimMi[Si]. The skyscraper sheaf for each closed point
y ∈ Y satisfies Oy = Ψ(My) for some 0-generated A-module My of dimension vector v, so
[Oy] =
∑
i∈Q0
vi[Ψ(Si)].
To apply Theorem 5.4, we express each class [Ex] as a positive sum of classes of sheaves with
proper support. Indeed, in case (i), Lemma 3.6(ii) gives dimi j!(Nx) = vi for all i ∈ C and all
x ∈ Y ′, so the assumption in case (i) gives [j!(Nx)] = v ∈ K
num(A) and hence
[Ex] = [Ψ(j!(Nx))] = [Ψ(v)] = [Oy]
for each point y ∈ Y . Similarly, in case (ii), write wi := dimi j!(Nx) − vi for i ∈ Q0. Note that
wi = 0 for i ∈ C by Lemma 3.6(ii), and wi ≥ 0 for i ∈ Q0 \ C by assumption. Then for all
x ∈ Y ′, we have that [j!(Nx)] =
∑
i∈Q0
(vi + wi)[Ψ(Si)], so
[Ex] = [Ψ(j!(Nx))] =
∑
i∈Q0
(vi + wi)[Ψ(Si)] = [Oy] +
∑
i∈Q0\C
wi[Ψ(Si)]
for each point y ∈ Y . In either case, the result is immediate from Theorem 5.4. 
Remark 5.7. In fact, the proof of Corollary 5.6(ii) shows that one requires only that the class
[Ψ(Si)] ∈ K
num
c (Y ) is a non-negative combination of classes of sheaves for each i ∈ Q0 \ C.
6. The toric case in dimension three
We now specialise to the case where R is a Gorenstein, semigroup algebra of dimension three,
so X = SpecR is a Gorenstein toric threefold. Ishii–Ueda [IU15a] and Broomhead [Bro12]
show that R admits a noncommutative crepant resolution A = EndR(
⊕
i∈Q0
Mi) obtained as
the Jacobian algebra kQ/I of a quiver with potential arising from a consistent dimer model
on a real two-torus. Toric algebras of this form necessarily satisfy Assumption 5.1; in fact, the
conclusions of Lemma A.1 were noted first by Ishii–Ueda [IU16, Proposition 8.3] in this context.
For the dimension vector v ∈ Knum(A) with vi = 1 for all i ∈ Q0, choose once and for all a
vertex 0 ∈ Q0 and a stability parameter θ ∈ Θ
+
v
. If we write T =
⊕
i∈Q0
Ti for the tautological
bundle on the fine moduli spaceM(A,v, θ), then as in equations (5.3)-(5.4), there is a projective
crepant resolution
f : Y :=M(T ) −→ X = SpecR, (6.1)
and the dual bundle T∨ ∼=
⊕
i∈Q0
T∨i determines a derived equivalence
Ψ(−) := T∨ ⊗A − : D
b(A) −→ Db(Y ) (6.2)
which satisfies Ψ(Pi) = T
∨ ⊗A Aei ∼= T
−1
i for i ∈ Q0.
Now that we have a multigraded linear series, we can consider the effect of cornering. For
any cornering subset C ⊂ Q0 containing {0}, Proposition 3.3 gives a commutative diagram
Y =M(T )
%%❏
❏❏
❏❏
❏❏
❏❏
❏
gC
//M(TC)
{{✇✇
✇✇
✇✇
✇✇
✇
X
(6.3)
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where the image of gC is determined by
⊗
i∈C det(Ti). We now describe the image of gC
explicitly following Craw–Quintero Ve´lez [CQ12]. Consider the collection
E := {Mi | i ∈ C}
of rank one reflexive sheaves on X = SpecR. The quiver of sections of E is the quiver Q′ with
vertex set C, and where the arrows from vertex i to vertex j correspond to those torus-invariant
sections in HomR(Mi,Mj) that do not factor throughMk for some k 6= i, j. Every arrow a ∈ Q
′
1
therefore determines a vector divX(a) ∈ Z
d in the lattice of torus-invariant divisors on X, and
we extend this to a Z-linear map divX : Z
Q′1 → Zd by sending the characteristic function for
a ∈ Q′1 to divX(a). Combine this with the incidence map inc of Q
′ to obtain a Z-linear map
πX := (inc,divX) : Z
Q′1 −→ ZC ⊕ Zd.
The semigroup algebra k[NQ
′
1] is the coordinate ring of the space A
Q′1
k of representations of
dimension vector (1, . . . , 1), and the ideal IE := (y
u − yv ∈ k[NQ
′
1 ] | u − v ∈ Ker(πX)) cuts
out an affine toric subvariety V(IE ) ⊆ A
Q′1 that is invariant under the action of the torus
G := Speck[ZC ] given by (gi) · (wa) = (ghd(a)g
−1
tl(a)wa). For θ ∈ Θ
+
vC
, the GIT quotient
Yθ := V(IE )/θ T ⊆M(TC)
admits a projective birational morphism τθ : Yθ → X obtained by variation of GIT quotient
[CQ12, Proposition 2.14]. In fact we have the following result:
Proposition 6.1. Let X be a Gorenstein affine toric threefold. For any C ⊆ Q0 containing
{0}, the image of gC is the irreducible component Yθ of M(TC) that’s birational to X.
Proof. We prove first that Yθ is an irreducible component of M(TC). For each nontrivial path
p in Q′, define the vector v(p) :=
∑
a∈supp(p) div(a) to be the sum of the vectors of each arrow
in the path p. Then the ideal JE := (p
+ − p− ∈ kQ′ | p± share the same tail, head and vector)
satisfies AC ∼= kQ
′/JE by [CQ12, Lemma 2.5]. These paths in Q
′ determine a lattice
Λ :=
(
v(p+)− v(p−) ∈ ZQ
′
1 | p+ − p− ∈ JE
)
.
The proof1 of [CQ12, Lemma 3.14] shows that Ker(π) = Λ, and the proof of [CQ12, The-
orem 3.15] applies verbatim to give that Yθ is the unique irreducible component of M(TC)
containing the G-orbit closures of points of (k×)Q
′
1 in A
Q′1
k .
To see that Yθ is the image of gC , consider the collection L = {Ti | i ∈ C} of basepoint-free
line bundles on Y = M(T ). Following the construction of Craw–Smith [CS08], the quiver of
sections of L is Q′, because we have algebra isomorphisms
kQ′/JE ∼= End
(⊕
i∈C
Mi
)
∼= AC = eCAeC ∼= eC End

⊕
i∈Q0
Ti

 eC ∼= End
(⊕
i∈C
Ti
)
.
In particular, each arrow a in Q′ determines a vector divY (a) ∈ Z
Σ(1) in the lattice of torus-
invariant divisors on the toric variety Y with fan Σ, and we obtain a k-algebra homomorphism
ϕ : k[NQ
′
1 ]→ k[xρ | ρ ∈ Σ(1)] to the Cox ring of Y by sending the variable ya to the monomial
xdivY (a). Applying the Spec functor gives a morphism of affine varieties that is equivariant with
1In fact the proof in our context is slightly simpler: we have only one algebra AC , so the sentence in line 13
of the proof of [CQ12, Lemma 3.14] that transitions between two algebras is redundant.
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respect to the actions of the algebraic tori G and Speck[Cl(Y )]; following [CS08, Theorem 1.1],
this morphism of affine schemes descends to give a morphism
ϕ|L | : Y −→M(TC) =M(AC ,vC , θ).
Since the tautological bundles Wi on M(TC) satisfy ϕ
∗
|L |(Wi) = Ti for i ∈ C, it follows that
ϕ|L | coincides with the universal morphism gC . To describe explicitly the image of gC , combine
the incidence map of Q′ with the map divY : Z
Q′1 → ZΣ(1) to obtain a Z-linear map
πY := (inc,divY ) : Z
Q′1 −→ ZC ⊕ ZΣ(1)
and hence an ideal IL := (y
u − yv ∈ k[NQ
′
1 ] | u − v ∈ Ker(πY )). Then [CS08, Proposition 4.3]
shows that the image of ϕ|L | is the GIT quotient V(IL )/θG. The Z-linear map π factors via
πY , so IL ⊆ IE and hence
Yθ = V(IE )/θ G ⊆ V(IL )/θG = Im(ϕL ) = Im(gC). (6.4)
Moreover, the GIT quotient V(IL )/θG is irreducible and contains the G-orbit closures of points
of (k×)Q
′
1 in A
Q′1
k , so the inclusion from (6.4) is an equality. 
The next example shows that M(TC) need not be irreducible, or equivalently, the morphism
gC need not be surjective in this context.
Example 6.2. For the cyclic subgroup G ⊂ SL(3,C) of type 13(1, 1, 1), an NCCR for the
G-invariant ring R := k[x, y, z]G can be presented as the McKay quiver with relations:
0
1 2
x0
x1
x2y0
y1
y2z0
z1
z2
x1y0 = y1x0, y1z0 = z1y0, z1x0 = x1z0,
x2y1 = y2x1, y2z1 = z2y1, z2x1 = x2z1,
x0y2 = y0x2, y0z2 = z0y2, z0x2 = x0z2.
The cornering subset C = {0, 2} corners away the vertex 1 to produce the algebra AC , which
can be presented as the quiver
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x2
y2
z2
x1x0
x1y0
y1y0
y1z0
z1z0
z1x0
with relations inherited from A. Consider the AC representation (N,λ) of dimension vector
(1, 1) defined by
[
λx2 λy2 λz2
]
=
[
0 0 0
]
and

λx1x0 λx1y0 λx1z0λy1x0 λy1y0 λy1z0
λz1x0 λz1y0 λz1z0

 =

1 0 00 1 0
0 0 1

 .
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Then j!(N) is an A representation (V, ρ) with dimension vector (1, 3, 1) defined by
[
ρx2 ρy2 ρz2
]
=
[
0 0 0
]
,
[
ρx0 ρy0 ρz0
]
=

1 0 00 1 0
0 0 1

 ,

ρx1ρy1
ρz1

 =

1 0 00 1 0
0 0 1

 .
This representation does not have S1 as a submodule, and hence the point in M(EC) corre-
sponding to N is not in the image of gC by Proposition 3.7.
In order to complete the statement and proof of Proposition 1.5, we require a generalisation
to our context of a notion introduced by Takahashi [Tak11]:
Definition 6.3. A vertex i ∈ Q0 is essential if there exists a 0-generated A-module that has a
submodule isomorphic to Si. Let E ⊂ Q0 denote the set of essential vertices.
Remark 6.4. The proof of Bocklandt–Craw–Quintero Ve´lez [BCQ15, Proposition 4.7] shows
that a vertex i ∈ Q0 is essential if and only if the 0-generated GIT chamber in Θv has a wall
contained in the hyperplane S⊥i := {θ ∈ Θv | θ(Si) = 0}. This observation is the key ingredient
in the next result which completes the proof of Proposition 1.5.
Proposition 6.5. Let X be a Gorenstein affine toric threefold. For the set C := {0} ∪ E, the
morphism gC : Y →M(TC) is an isomorphism onto the irreducible component Yθ in M(TC).
Proof. The stability parameter θC := (θi) ∈ Θv given by
θi =
{
1 i ∈ C\{0}
0 otherwise
(6.5)
clearly lies in the closure of the 0-generated chamber Θ+
v
; in fact it lies in the interior of this
chamber by Remark 6.4. Therefore θC is 0-generated, so if we choose this linearisation when
constructing the GIT quotient M(T ), then the polarising ample line bundle is
L(θC) :=
⊗
i∈Q0
T⊗θii =
⊗
i∈C
Ti.
The result follows from Theorem 2.6 and Proposition 6.1. 
Remark 6.6. In the special case where G ⊂ SL(3,C) is a finite abelian subgroup, Proposition 6.5
recovers the main result of Takahashi [Tak11] by reconstructing the G-Hilbert scheme Y as an
irreducible component of the fine moduli space of 0-generated AC = EndY (TC)-modules of
dimension vector vC . One cannot strengthen this conclusion, simply because the moduli space
M(TC) need not be irreducible in this case, as shown in Example 6.2.
7. On Reid’s recipe and surface essentials
We continue to work under the assumptions of the previous section, where X is a Gorenstein
affine toric threefold and Y ∼= M(T ) is a crepant resolution. Our goal is to present a general
framework and some explicit examples that are orthogonal in spirit to Proposition 6.5, with a
view to obtaining an isomorphismM(T ) ∼=M(TC). The terminology ‘essentials’ might suggest
that keeping such vertices is crucial if gC is to be an isomorphism, but this is not the case;
indeed, here we choose which essential vertices to remove from the set Q0.
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Our motivation comes from comparing Corollary 5.6(ii) with the derived category statement
of Reid’s recipe [CL09, Log10, CCL12, BCQ15]. The key observation is the following (see
Remark 6.4 for another equivalent condition):
Lemma 7.1. A nonzero vertex i ∈ Q0 is essential iff the object Ψ(Si) in D
b(A) is a sheaf.
Proof. The proof of Bocklandt–Craw–Quintero Ve´lez [BCQ15, Lemma 4.2] shows that a nonzero
vertex i ∈ Q0 is essential if and only if there exists a torus-invariant 0-generated A-module that
has a submodule isomorphic to Si. Now apply [BCQ15, Theorem 1.1(i), Proposition 1.3]. 
Remark 7.2. One can also show (see [BCQ15, Theorem 1.4]) that each nonzero inessential (=
not essential) vertex i ∈ Q0 is such that the class [Ψ(Si)] ∈ K
num
c (Y ) is equal to −[F ], where
F is the class of a sheaf. In particular, the statement of Corollary 5.6(ii) does not hold if we
remove inessential vertices from Q0, so it does not apply in the situation of Proposition 6.5.
We now restrict ourselves to the case when X is isomorphic to the quotient singularity A3k/G,
where G ⊂ SL(3,C) is a finite abelian subgroup, and where Y is the G-Hilbert scheme (see
Remark 7.4(i)). Let Irr(G) denote the set of isomorphism classes of irreducible representation
of G; this is the vertex set of the McKay quiver. Reid’s recipe [Rei97, Cra05] marks every proper,
torus-invariant curve and surface in the G-Hilbert scheme Y with an irreducible representation
of G; those surfaces that are isomorphic to the del Pezzo surface of degree six are marked with
two irreducible representations.
Proposition 7.3. Let C ⊆ Irr(G) be a subset obtained by removing at most one irreducible
representation that marks each proper, torus-invariant surface in G -Hilb. If dimi j!(Nx) 6= 0 for
all i ∈ Q0 \C and all x ∈ Y
′, then the universal morphism gC : Y →M(TC) is an isomorphism.
Proof. Let θC ∈ Θv denote the stability parameter defined as in (6.5) above. Again we claim
that the line bundle L(θC) ∼=
⊗
ρ∈C Tρ on Y is ample. To see this, it suffices to show that for
each torus-invariant curve ℓ ⊂ Y , there exists ρ ∈ C such that deg Tρ|ℓ > 0. Reid’s recipe labels
the curve ℓ with some ρ ∈ Irr(G), and we have degTρ|ℓ = 1 by [Cra05, Lemma 7.2]. To see
that ρ ∈ C, [Cra05, Corollary 4.6] states that every irreducible representation marks either a
(collection of) curve(s) in Y or a unique proper surface, and since we obtain C from Q0 = Irr(G)
by removing only representations that mark surfaces, we have ρ ∈ C after all.
Theorem 2.6 and Proposition 6.1 imply that gC : Y → M(TC) is an isomorphism onto the
irreducible component Yθ inM(TC). Since we obtain C by removing only essential vertices from
Irr(G) , the object Ψ(Sρ) is a sheaf for each ρ ∈ Q0 \ C by Lemma 7.1. Since dimi j!(Nx) 6= 0
for all i ∈ Q0 \ C and all x ∈ Y
′, Corollary 5.6(ii) shows that gC is an isomorphism. 
Remarks 7.4. (1) In Proposition 7.3 we assumed that X = A3k/G (and hence Y
∼= G -Hilb)
because [Cra05, Corollary 4.6] is known to hold only for the G-Hilbert scheme at present.
(2) The condition in Proposition 7.3 that we remove from Irr(G) at most one irreducible
representation that marks each surface implies that the indecomposable summands of
TC generate the Picard group of Y ; see [Cra05, Theorem 6.1]. Example 7.7 illustrates
that the statement of Proposition 7.3 can fail without this condition.
We now present several examples where we directly calculate the A representation j!(N) =
(V, ρ) in order to show when the hypotheses of Proposition 7.3 hold. To calculate the vector
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spaces Vk = ekj!(N) we present ekAeC as a right AC -module by a sequence
A⊕IC
P
−→ A⊕JC → ekAeC → 0
and apply (−)⊗AC N to produce a sequence
N⊕I
PN−−→ N⊕J → ekj!(N)→ 0
that presents the vector space Vk as the cokernel of a matrix PN .
Example 7.5. For the cyclic subgroup G ⊂ SL(3,C) of type 16(1, 2, 3), an NCCR for the
G-invariant ring R := k[x, y, z]G can be presented as the McKay quiver with relations:
01
2
3 4
5
x0
x1
x2
x3
x4
x5
y0
y1
y2 y3
y4
y5
z0
z1
z2
z3
z4
z5
xi+2yi = yi+1xi
yi+3zi = zi+2yi
zi+1xi = xi+3zi

 for 0 ≤ i ≤ 5
The cornering set C = {0, 1, 2, 3, 4} removes the surface essential vertex 5, and the right AC-
module e5AeC is generated by (x4, y3, z2) and can be presented as the cokernel of the matrix
P =

 0 −z1 y2z0 0 −x2
−y0 x1 0

 .
An AC representation (N,λ) of dimension vector (1, 1, 1, 1, 1) assigns a linear map λp ∈ Mat(k) ∼=
k to each path p ∈ AC such that dim5 j!(N) = dimCokerPN where
PN :=

 0 −λz1 λy2λz0 0 −λx2
−λy0 λx1 0

 .
The matrix PN has determinant of λx1λy2λz0 − λx2λy0λz1 , and it can be calculated using the
relations on AC that
λx0x1 detP = λx0x1(λx1λy2λz0 − λx2λy0λz1)
= λx1λx0x1y2λz0 − λx0x1x2λy0λz1
= λx1λy0x2x3λz0 − λx1x2λy0λx0z1
= λx1x2λy0λz0x3 − λx1x2λy0λz0x3
= λx1λx2λy0λz0x3 − λx1x2λy0λz0λx3
= 0
λy0 detP = λy0(λx1λy2λz0 − λx2λy0λz1)
= λx1y2λy0λz0 − λy0x2λy0λz1
= λy1x3λy0λz0 − λx0y1λy0λz1
= λy1λy0λz0x3 − λx0y1λy0λz1
= λy1λy0λx0λz1 − λx0λy1λy0λz1
= 0.
When N is 0-generated there is a path p from vertex 0 to vertex 2 such that λp 6= 0. All paths
in A from 0 to 2 either factor through vertex 5 or one of the paths x0x1 or y0. As such detP = 0
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and dim5 j!(N) > 0. It’s easy to compute using Reid’s recipe that 5 is a surface essential vertex,
so the G-Hilbert scheme is isomorphic to M(TC) in this case by Proposition 7.3.
Remark 7.6. For the previous example, vertex 5 is the only essential vertex. It is natural to
ask whether the morphism gC : Y → M(TC) from Proposition 6.1 is always an isomorphism
when we corner away essential vertices. The next example shows that this is not the case
when we corner away a pair of essential vertices that mark the same proper torus-invariant
surface according to Reid’s recipe. The simplest example of the G-Hilbert scheme with this
phenomenon is for an action of the group (Z/3Z)⊕2, because in that case the G -Hilb contains
a del Pezzo surface of degree 6 (see [Cra05, Lemma 3.4]). Here we choose a simpler example
defined by a consistent dimer model, so in this case we use Reid’s recipe as described by Tapia
Amador [Tap15].
Example 7.7. Let dP6 denote the del Pezzo surface of degree six, let Y denote the total space
of the canonical bundle on dP6, and write π : Y → dP6 for the contraction of the zero-section.
There is a full strong exceptional collection of globally generated line bundles (L0, . . . , L5) on
dP6, and the bundle
⊕
0≤i≤5 π
∗(Li) is a tilting bundle on Y whose endomorphism algebra can
be presented by the following quiver with relations
0
1
2
3
4
5
a1
b1
a2
b2
a3
b3
x4
y4
z4
x5
y5
z5
d4
f4
h4
d5
f5
h5
y4a2 = z4b3,
z4a3 = x4b1,
x4a1 = y4b2,
x5b1 = y5a2,
y5b2 = z5a3,
z5b3 = x5a1,
h4x4 = h5x5,
d4y4 = d5y5,
f4z4 = f5z5,
d5x5 = f4x4,
f5y5 = h4y4,
h5z5 = d4z4,
a1h4 = b1f4,
b1d5 = a1h5,
a2d4 = b2h4,
b2f5 = a2d5,
a3f4 = b3d4,
b3h5 = a3f5.
The cornering set C := {0, 1, 2, 3, 4} removes the surface essential vertex 5. An AC representa-
tion (N,λ) of dimension vector (1, 1, 1, 1, 1) assigns a linear maps λp ∈ k to paths in AC . The
right AC-module e5AeC is generated by (x5, y5, z5) and the vector space e5j!(N) is given by the
cokernel of the matrix
PN =

 0 −λa1 λb1λb2 0 −λa2
−λa3 λb3 0


which has determinant λb1λb2λb3 − λa1λa2λa3 . Using the relations on AC we calculate
λx4 detP = λx4(λb1λb2λb3 − λa1λa2λa3)
= (λb1x4λb2λb3 − λa1x4λa2λa3)
= (λa3z4λb2λb3 − λb2y4λa2λa3)
= (λa3λb2λb3z4 − λb2λa2y4λa3)
= (λa3λb2λa2y4 − λb2λa2y4λa3) = 0,
and similarly λy4 detP = 0 and λz4 detP = 0. When N is 0-generated there is a path p from
vertex 0 to vertex 4 such that λp 6= 0. Any such path contains one of x4, y4 or z4 so one of
λx4 , λy4 , or λz4 must be non-zero, so det(P ) = 0 and hence dimCokerP > 0. In particular
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dim5 j!(N) > 0 and by Proposition 7.3 the cornering morphism gC is surjective because 5 is a
surface essential.
The cornering set C ′ = {0, 1, 2, 3} removes both vertices 4 and 5, and for an AC′ representation
(N ′, λ′) of dimension (1)i∈C′ the vector space e5j!(N
′) is the cokernel of the matrix
P ′N ′ =

 0 −λ′a1 λ′b1λ′b2 0 −λ′a2
−λ′a3 λ
′
b3
0


However, as the vertex 4 does not appear in C ′ the stability condition on N ′ does not require the
existence of a non-zero path from 0 to 4 and the determinant of P ′N ′ need not be zero. Indeed,
the AC′ representation N
′ defined by λ′a1 = λ
′
a2
= λ′a3 = 1 and all other λ
′
p = 0 is 0-generated,
the cokernel of P ′N ′ is trivial, and dim5 j!(N
′) = 0. As such gC′ is not surjective.
Note in this case that the tautological bundles Ti on Y satisfy T4 ⊗ T5 ∼= T1 ⊗ T2 ⊗ T3, and
removing both T4 and T5 leaves too few bundles to generate the Picard group of Y .
Appendix A. The numerical Grothendieck group for compact support
Here we recall the numerical Grothendieck group for compact support introduced in [BCZ17].
As an application, we extend to NCCRs satisfying Assumption 5.1 the connectedness result for
the G-Hilbert scheme due to Bridgeland–King–Reid [BKR01]; this result was well-known to
Van den Bergh [VdB04a, Remark 6.6], but we give a slightly simpler proof using the numerical
Grothendieck group.
Let A be an associative k-algebra of the form kQ/I, where Q is a finite, connected quiver and
I ⊂ kQ is a two-sided ideal generated by linear combinations of paths of length at least one.
Each i ∈ Q0 determines an indecomposable projective A-module Pi := Aei. Our assumption on
I ensures that there is also a one-dimensional simple A-module Si = kei on which the class in A
of each arrow acts as zero. Let Kfin(A) denote the Grothendieck group of the bounded derived
category Dbfin(A) of finite-dimensional A-modules. Since A has finite global dimension, the Euler
form χA : K(A) × Kfin(A) → Z is the bilinear form χA(E,F ) =
∑
i∈Z(−1)
i dimk Ext
i
A(E,F ).
The numerical Grothendieck group for A is defined to be the quotient
Knum(A) := Kfin(A)/K(A)
⊥.
Lemma A.1. If the classes [Pi] for i ∈ Q0 generate K(A), then K(A) ∼=
⊕
i∈Q0
Z[Pi],
Knum(A) ∼=
⊕
i∈Q0
Z[Si], and χA descends to a perfect pairing χA : K(A)×K
num(A)→ Z.
Proof. The assumption ensures that the classes [Pi] for i ∈ Q0 generate K
num(A)∨. The result
is immediate from [BCZ17, Lemma 7.1.1]. 
To describe the numerical Grothendieck group on the geometric side, let Y be a smooth
scheme that is projective over an affine scheme of finite type, and let T be a tilting bundle on
Y with endomorphism algebra A := EndY (T ). Buchweitz–Hille [BH13, Proposition 2.6] show
that T∨ is also a tilting bundle with EndY (T
∨) ∼= Aop, so
Φ(−) = RHomY (T
∨,−) : Db(Y ) −→ Db(A) (A.1)
is an equivalence of derived categories with quasi-inverse
Ψ(−) = T∨ ⊗A − : D
b(A) −→ Db(Y ). (A.2)
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Any such algebra A can be presented as a quotient kQ/I, but the generators of I may involve
idempotents as noted in Remark 2.1; to avoid this, we assume that the generators of I are linear
combinations of paths of length at least one so that Lemma A.1 holds.
Let K(Y ) and Kc(Y ) denote the Grothendieck groups of the categories D
b(Y ) and Dbc(Y )
respectively. Since Y is smooth, the Euler form χY : K(Y ) ×Kc(Y ) → Z is the bilinear form
given by χY (E,F ) =
∑
i∈Z(−1)
i dimk Ext
i
OY
(E,F ), and the numerical Grothendieck group for
compact support on Y is defined to be the quotient
Knumc (Y ) := Kc(Y )/K(Y )
⊥.
The geometric analogue of Lemma A.1 follows by applying the equivalence Ψ from (A.2):
Lemma A.2. We have that K(Y ) ∼=
⊕
0≤i≤n Z[T
∨
i ] and K
num
c (Y )
∼=
⊕
0≤i≤n Z[Ψ(Si)], and the
Euler form χY descends to a perfect pairing χY : K(Y )×K
num
c (Y )→ Z.
Proof. The equivalence Ψ induces isomorphisms K(A) ∼= K(Y ) and Knum(A) ∼= Knumc (Y ) by
[BCZ17, Theorem 7.2.1]. We compute Ψ(Pi) = T
∨ ⊗A Aei = T
∨
i for i ∈ Q0, and the result is
immediate from Lemma A.1. 
We now generalise the statement and proof of Bridgeland–King–Reid [BKR01, Section 8].
Proposition A.3. Let A be an NCCR satisfying Assumption 5.1. For any generic θ ∈ Θv,
the moduli space M(A,v, θ) is connected.
Proof. Suppose there exists a θ-stable A-module M of dimension vector v that is not of the
form Φ(Oy) for some closed point y ∈ Y . Write E ∈ D
b
c(Y ) for the object satisfying Φ(E) =M .
We claim that E is quasi-isomorphic to a complex of locally-free sheaves of the form
L−2
g
−→ L−1,
where Li is in degree i. For this, letM1,M2 be non-isomorphic θ-stable A-modules of dimension
vector v. Any nonzero φ ∈ HomA(M1,M2) has nonzero kernel and a proper image for dimension
vector reasons. Then θ(ker(φ)) > 0 because M1 is θ-stable, but then θ(Im(φ)) < 0 because M2
is θ-stable. This is absurd, so HomA(M1,M2) = 0. Since A is CY3, the category D
b(A) has
trivial Serre functor and hence Ext3A(M1,M2) = HomA(M2,M1) = 0. Thus, for any y ∈ Y
HomiDb(Y )(E,Oy) = Ext
i
A
(
M,Φθ(Oy)
)
= 0
unless 1 ≤ i ≤ 2. The claim now follows from Bridgeland–Maciocia [BM02, Proposition 5.4].
Since E ∈ Dbc(Y ), we have that H
−1(E) ∼= ker(g) is a torsion subsheaf of L−2 and hence is zero.
It follows that E ∼= cok(g)[1], and hence [E] = −[cok(g)] ∈ Knumc (Y ).
For any closed point y ∈ Y , the θ-stable A-modules Φ(Oy) and M have dimension vector v.
This gives [Φ(Oy)] = v = [M ] ∈ K
num(A), so
[Oy] = v = [E] ∈ K
num
c (Y ),
and hence [Oy] = −[cok(g)] ∈ K
num
c (Y ). Let j : Y → Y be a smooth projective completion. By
[BCZ17, Proof of Lemma 5.1.1], we may pushforward numerical classes with compact support
to obtain [j∗Oy] = −[j∗ cok(g)] ∈ K
num(Y ). However, for any sufficiently ample bundle L on
Y , the integers χ(j∗Oy ⊗ L) and χ(j∗ cok(g) ⊗ L) are both positive, a contradiction. 
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Corollary A.4. For generic θ ∈ Θv, the fine moduli space M(A,v, θ) is a projective crepant
resolution of SpecR, and the bundle T∨ dual to the tautological bundle onM(A,v, θ) determines
the derived equivalences (A.1) and (A.2).
For A = EndR(M) satisfying Assumption 5.1, Lemma A.2 establishes that the number of
non-isomorphic indecomposable summands of the reflexive module M is equal to the rank of
the Grothendieck group of any projective crepant resolution of SpecR. This statement is false
without Assumption 5.1; a counterexample can be constructed using [BRS+16, Lectures on
Noncommutative Resolutions, Example 2.17].
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