This paper proposes a new iterative decomposition that tests and accounts for multiple structural breaks in the mean, seasonality, dynamics and conditional volatility of an observed time series. Each component is considered separately within each iteration, which results in greater flexibility in the number and dates of breaks, compared with procedures based on a joint test for the stability of coefficients and volatility. When applied to monthly CPI inflation in G7 countries and the Euro area (aggregate), we uncover mean and seasonality breaks for all countries and, even allowing for these, changes in persistence are generally also indicated.
Introduction
The decline in the volatility of output and many other real macroeconomic variables in the last two decades of the twentieth century has been well documented for the US and other industrialized countries, see McConnell and Perez-Quiros (2000) , Sensier and van Dijk (2004) and Stock and Watson (2005) , among others. The explanations put forward for this socalled "Great Moderation" include (i) "good policy" (Clarida, Galí and Gertler, 2000) , in particular more pro-active monetary policy; (ii) "good (business) practice", predominantly in the form of improved inventory management (Herrera and Pesavento, 2005) , and (iii) "good luck", meaning that the typical magnitude of exogenous shocks has declined since the 1970s (Ahmed, Levin and Wilson, 2004) . Blanchard and Simon (2001) argue that while the causes of the decline in US output volatility are complex, this decline can be linked to changes in the properties of inflation and particularly to a decline in inflation volatility over the period 1952-2001. Despite the strong relationship between output and inflation volatility uncovered by Blanchard and Simon (2001) , relatively little attention has been paid to the nature of changes in inflation volatility. Instead, interest has focused on possible structural breaks in inflation dynamics associated with monetary policy changes, which have occurred a number of times for the US and other developed economies over the postwar period, see Altimisso et al., 2006 , Benati, 2008 , Cecchetti and Debelle, 2006 , Levin and Piger, 2004 , O'Reilly and Whelan, 2005 , among others. In this context, dynamics are typically summarized as inflation persistence, measured as the sum of the (stationary) autoregressive coefficients. However, the frequency and extent of persistence changes remain controversial, principally because they can be confused with changes in the underlying mean level of inflation (see Marques, 2004 and Clark, 2006) . Structural breaks in mean and persistence complicate testing for changes in volatility 1 .
For example, assume that observed annualized monthly inflation behaves like a white noise series, but with a structural change in level from 4% to 1% at one-third of the sample period.
1 In a similar vein, Arellano (2006) emphasises the importance of allowing for volatility breaks when testing for mean breaks in his comment on Cecchetti and Debelle (2006) . Hansen (1992) provides a simulation result showing that one's ability to detect conditional mean breaks is severely undermined in the presence of volatility breaks.
It is straightforward to see that ignoring this mean break leads to the spurious conclusion that inflation volatility has declined 2 .
This paper directly confronts the issues associated with disentangling the nature of changes in the properties of inflation by undertaking a comprehensive examination of possible (in)stability in the mean, seasonality, persistence and (conditional) volatility of consumer price index (CPI) inflation for the G7 countries and the Euro area. For this purpose, we design and implement an iterative procedure to identify and distinguish between possibly multiple breaks in each of these inflation characteristics. Although we make use of Qu and Perron's (2007) approach to testing for multiple structural breaks, to our knowledge no procedure has previously been proposed that allows iteration between components in the context of testing for breaks.
Unusually for studies of the properties of inflation, we analyse seasonally unadjusted data. This is partly because official seasonally adjusted CPI series exist only for the US and
Germany. More persuasively, however, seasonal adjustment is a filtering operation, and the smoothing implied in such adjustment may reduce the magnitude of changes in the mean and persistence properties (Ghysels and Perron, 1996) ; we return to this issue below. Furthermore, the seasonal pattern itself may also exhibit structural change, which cannot be handled adequately by seasonal adjustment filters and thus should be modelled explicitly.
Using monthly CPI inflation rates over the period 1973-2007, we find that persistence breaks are less widespread than mean breaks. Nevertheless, we find stronger evidence of persistence declines than Cecchetti and Debelle (2006) , with our results largely implying zero persistence for the recent period, as in Benati (2008) . Further, even taking account of mean, seasonality and persistence breaks, inflation volatility breaks are detected for all countries. In addition to widespread volatility declines in the early 1980s, we document increases in inflation volatility for Canada, France and the US around 1999, implying (in the light of Blanchard and Simon, 2001 ) that the "Great Moderation" may have been a temporary phenomenon.
The paper proceeds by introducing the dataset in Section 2, discussing methodology in Section 3 and analysing our results in Section 4. Section 5 offers some conclusions.
Data
We analyse monthly CPI for each of the G7 countries and also the Euro area from March However, both countries are relatively small and hence these composition changes should not unduly affect the aggregate Euro area series. We consider monthly inflation rates, constructed as the first difference of the natural logarithm of the CPI index and multiplied by 100.
The series analysed are shown in panel a) in each of Figures 1 to 8. A cursory glance at these graphs indicates the presence of outliers (see, for example, Canada in Figure 1 ), changes in mean inflation (such as for France, Figure 3 ) and/or volatility (apparently present for the US, Figure 8 ). In addition, many of the series are seasonal, with this perhaps being clearest for Germany and the UK (Figures 4 and 7 , respectively). The next section outlines our methodology for disentangling these effects.
Methodology
This section describes our iterative testing approach used to identify and distinguish between breaks in mean, seasonality, persistence and (conditional) volatility of the inflation series. In addition, we account for the possible presence of aberrant observations by allowing for outliers. Section 3.1 details the iterative decomposition, with Section 3.2 then describing the sensitivity analyses we undertake in relation to this procedure. Finally, Section 3.3 outlines Qu and Perron's (2007) multiple break testing procedure, which is our main econometric tool.
Iterative procedure for structural break and outlier detection
Consider decomposing a stationary time series Y t (t = 1, 2, …, T) into components capturing level (L t ), seasonality (S t ), outliers (O t ) and dynamics (y t ), where level and seasonality are deterministic and only the last component is stochastic (although this could include stationary stochastic seasonality, if appropriate). This differs from the usual unobserved components approach, as employed by Harvey (1989) and others, which is designed to capture nonstationarity in both the levels and seasonal components. However, the presence of such stochastic components would imply that inflation has both a zero frequency unit root and the full set of seasonal unit roots, a conclusion which has not found support in previous analyses of inflation; see, for example, Canova and Hansen (1995) for the US or Osborn and Sensier (2009) for the UK.
As indicated in the Introduction, the possibility of changes to the inflation process is important for the conduct and understanding of monetary policy. Therefore, allowing the possibility of structural change in each of the components, we consider the model 
when t falls into regime k 1 for the mean and regime k 2 for seasonality, with s being the season corresponding to the specific observation. The specification of (2) Although our principal interest is in the possibility of breaks in the components (2) to (5), outliers are corrected to prevent these distorting inference concerning other components.
Outliers, O t in (1), are observations that are abnormally distant from the expected level, with this distance measured in the iterative procedure. Having taken account of the deterministic component of (6), together with dynamics and volatility shifts, outliers are defined in terms of the interquartile range using the procedure of Stock and Watson (2003) and, when detected, are replaced with the median of the six neighbouring non-outlier observations 4 . However, the particular outlier methodology is not our central concern, and other procedures could be employed, such as that of Tsay (1988) .
Returning to our focus of interest, namely (2) to (5), it is difficult, if not impossible, to test satisfactorily for multiple structural breaks in all these components in a simultaneous procedure if breaks may occur at different dates. Complications arise because the structural break testing methodologies developed so far assume a pre-specified distance between consecutive break dates, thus limiting the possible number of breaks. For example, using 15%
trimming in the methodology of Perron (1998, 2003) or Qu and Perron (2007) would allow at most 5 breaks in the parameters in any of (2) to (5) over the 35-year sample period we analyse. However, potential changes in seasonal patterns due to (say) changes in data collection methods or to tax effects, considered alongside mean and/or persistence shifts arising from changes in monetary policy and volatility changes due to good luck renders plausible the existence of more than a total of five parameter changes over our sample.
Nevertheless, estimating and testing for breaks sequentially also poses problems, since testing for structural breaks in one component can be affected by the presence of breaks in other components. For example, Marques (2004) shows empirically that conclusions concerning changes in inflation persistence crucially depend on the specification of mean inflation, with much more evidence for a decline in inflation persistence obtained if mean inflation is assumed constant than if the level is allowed to exhibit structural breaks. In addition, a further complication is that the presence of outliers can affect persistence estimates; see Franses and Haldrup (1994) . 4 The procedure is available on Mark Watson's website http://www.princeton.edu/~mwatson/publi.html. The results presented define an outlier as being more than five times the interquartile range from the median, after removal of mean, seasonal, dynamics and changing volatility effects. Neighbouring observations are also considered in this context. Outlier correction is sequential (one at a time), until no more are detected. Outlier correction is applied in the inflation series, unless two sequential approximately off-setting outliers are detected. In this latter case, a single correction is made in the underlying CPI series, rather than two corrections for inflation.
Therefore, we employ an iterative approach to examine breaks in each of the components of the inflation series alongside outlier detection and removal. First, an initial identification of outliers is made. Second, assuming a constant mean, we test for breaks in the seasonal component 5 , which then yields (using the appropriate sub-samples) our first estimate of the seasonal part allowing for structural instability. Third, the deterministic seasonal component is removed and level shifts are examined in the outlier-corrected series. The break dates are recorded, leading to the first estimate of mean inflation, adjusted for any breaks uncovered. In the fourth step of the loop, having removed outliers, seasonal and level components from the original series, we test for breaks in the autoregressive (AR) coefficients of the dynamic component.
In the first round of the procedure, heteroskedasticity and autocorrelation (HAC) robust inference is employed when testing seasonal and level changes, since (6) may be subject to dynamic effects and possible volatility changes. Similarly, heteroskedasticity consistent (HC) inference is employed in the initial analysis of changes in dynamics, to take account of possible volatility breaks.
The above loop is iterated until convergence is achieved, in the sense that the dates of outliers and all structural breaks do not change. In these iterations, the latest estimates of all components are removed, except for that under study 6 . Thus, for example, level, seasonal and dynamic (AR) components are removed when outliers are examined, while the latest detected outliers, mean and dynamics are removed when testing for seasonal breaks.
Once convergence is achieved in the iterative procedure just described for the components of (1), we could in principle subtract these four components from the original series and proceed with testing for (conditional) volatility breaks in the residuals t û .
However, Pitarakis (2004, page 44) notes that "It is a notoriously difficult problem to design good test procedures about the equality of regression slopes while not necessarily maintaining the equality of variance assumption". Indeed, Hansen (2000) shows that structural changes in the marginal distribution of regressors render the Andrews (1993) type structural break tests asymptotically invalid. This situation may be relevant for our analysis given the empirical 5 When initial mean breaks are considered prior to initial seasonal breaks, qualitatively very similar results are obtained in relation to the numbers and dates of breaks. In practice, however, we prefer the analysis considering seasonality first because it yields better convergence overall for our data series and we conjecture this is because of the larger role of seasonality to changing mean effects for inflation in (6). 6 Since we lose p observations in order to estimate the AR(p) model, and consequently our dynamic component will be p observations short of others, we set missing dynamic components to their unconditional mean of zero.
evidence for structural breaks in volatility of inflation, see Blanchard and Simon (2001) , Sensier and van Dijk (2004) , and Stock and Watson (2007) , among others.
To account for this possibility we incorporate an additional 'inner loop' that iterates between testing for breaks in the AR coefficients of the dynamic component y t and its conditional volatility. To be precise, after removing outliers, mean and seasonal components, the sub-loop tests for breaks in dynamics; in the first iteration this employs heteroskedasticity robust inference, but subsequently a constant variance assumption is used. If any break is detected, the AR model is estimated allowing for these breaks, with variance breaks then investigated using the resulting residuals. If volatility breaks are detected, the residual variances are estimated over the implied volatility segments. Weighting the y t series with the estimated standard deviations leads to a generalized least squares (GLS) approach. The test for breaks in dynamics is then applied to the GLS-transformed data, with the volatility break test repeated, and so on until convergence is achieved in the dynamics/volatility break dates.
Once this 'inner loop' has converged, we return to the main loop and proceed as above, except that the GLS transformation is employed to take account of volatility shifts and (conditional on this) inference relating to level and seasonality, in (2) and (3), assumes homoscedasticity.
The procedure is designed to deliver appropriate inference on breaks in the components of (1) in a finite sample context. As indicated above, the initial analysis employs HAC or HC inference, as appropriate. Once an initial estimate of volatility change is obtained, GLS inference is employed. This is based on the findings of Pitarakis (2004) , who uncovers very large size distortions for mean break tests in the presence of unmodelled volatility change, but who also provides evidence on improvements offered by a GLS transformation in that context. By iterating using GLS from initial consistent estimates, we therefore anticipate achieving better finite sample performance for the tests. 
Sensitivity analyses
The iterative procedure outlined above models seasonality as deterministic, both for the statistical reason that there is little evidence that CPI series contain stochastic seasonal unit roots and also because seasonality in prices partly reflects institutional effects (such as the timing of indirect tax changes) and the construction methodology, with these effects better represented as changing at specific dates rather than continuously changing. However, it is more common to study changes in the properties of CPI inflation after the application of a seasonal adjustment filter. Therefore, we present summary results for the case where the linear X-11 filter coefficients are used to capture seasonal effects, in place of the deterministic seasonal model of (3). The X-11 filter coefficients are embedded within the iterations, rather than being applied prior to other analysis, in order to replicate some of the sophistication of the X-12-ARIMA seasonal adjustment methodology in terms of outlier detection and dynamics (see, for example, Ghysels and Osborn, 2001, pp.106-108) .
Another set of summary results presented investigates the results of taking a single pass through the outlier, seasonality, levels, dynamics and volatility breaks procedure outlined in the preceding subsection. Comparison with the principal results therefore allows the effects of iteration to be seen. Finally, we present results obtained when the seasonal, level and dynamic components of (1) are assumed constant over the sample period, with only outliers and volatility breaks taken into account. These last results focus on the sensitivity of the volatility breaks to the assumptions made about other components, and are obtained both without and with iteration between outliers and volatility.
Testing for multiple structural breaks
The iterative procedure of the previous subsections is implemented using the Qu and Perron (2007) All tests relating to the components of (1) are examined in a regression framework, with the form of the regression varying according to the component being tested for structural breaks. Specifically:
To test for breaks in the seasonal component S t , we regress (ii) For the level component L t , we employ the regression
To test for breaks in the dynamic component
, we use an
in the lag operator L.
In all cases, the most recent estimates are employed when constructing the dependent variable for the regression.
In the three cases listed above, to test the null hypothesis 0 0 : 
is a Wald-type test statistic for structural change at m unknown break dates, βˆ is the vector of coefficients, that is , μ , δ or φ φ φ φˆ, for m breaks at given dates with estimated covariance matrix breaks we also allow for autocorrelation through the use of HAC, using the quadratic spectral kernel with automatic bandwidth selection as in Andrews (1991) .
If the WDmax test of (8) rejects the null of no breaks at the 5% significance level, a sequential F-type test is used to determine the number of breaks and their locations. In particular, the test statistic is defined as
for l = 1,2,…, and F T is given by (9). The test statistic in (10) is applied for l = 0, 1, …, m until the test fails to reject the null hypothesis of no additional structural breaks. Note that, for each value l, the estimates of all break dates are re-estimated to find those corresponding to the global maximum of the likelihood function.
The null hypothesis of no break in conditional volatility, 2 0 2 0 :
, is tested using a likelihood ratio test statistic. In particular, the SupF statistic of (8) is replaced by the SupLR statistic defined as 
Having obtained the number of structural breaks using (10) or (12), as appropriate, the break dates are estimated as those that maximise the corresponding statistic. Using the methodology of Qu and Perron (2007) , 90% confidence intervals are also computed for the break dates. However, these intervals should be interpreted as merely indicative, since they are computed conditional on all other breaks and hence do not take account of our iterative procedure.
From a practical point of view the maximum number of breaks, M, needs to be specified, as well as the minimum fraction ε of the sample in each regime. Critical values of the tests depend on both the number of coefficients allowed to change and ε. In general ε has to be chosen large enough for tests to have approximately correct size and small enough for them to have decent power. Moreover, when the errors may be autocorrelated and/or heteroskedastic, ε has to be larger than when these features are absent. In order to balance these issues, we set ε = 0.2 and M = 2 when the tests are applied for the seasonal component 
Results
Section 4.1 discusses our principal empirical results concerning the presence of structural breaks in different characteristics of monthly CPI inflation for each of the G7 countries and the Euro area over the period March 1973 to December 2007, obtained using the iterative decomposition procedure described in Section 3.1. Section 4.2 considers the sensitivity analyses.
Iterative decomposition results
Figures 1 to 8 show the decomposition resulting from the application of the iterative method.
These charts provide: a) the original unadjusted CPI inflation series; b) the estimated dynamic component y t (constructed by removing outliers, mean and seasonal components) together with its estimated persistence, defined as the sum of the autoregressive coefficients in (4) and the first regime (that is, the sub-sample to the first break date) in blue, the second in red and the third in pink. et al. (2006) and others, it is evident that level shifts since the early 1970s are an important feature of the inflation process for these countries.
Secondly, Panel C in Table 1 indicates that all countries experience two breaks in their seasonal patterns, with these patterns altering in both the 1980s and 1990s in Canada, Italy, Japan and UK, with changes in the 1990s and around 2000 for the Euro area, France, Germany and the US. Indeed, the close co-incidence of the dates for seasonality breaks in the Euro area, France and Germany is notable. As anticipated, due to the change in the prices covered, the magnitude of seasonality increases from 2000 for the Euro area and Germany (see Panel D, Table 1 ). Although increased seasonality is less evident for France, our 1998 break for this country concurs with the date given by Bilke (2005) iteration. In all iterations, the AR order is selected using the HQ criterion 12 . When HQ selects a zero lag length, then a lag of 1 is adopted for inference purposes. The low lag orders preclude stochastic seasonality being accounted for through the dynamic component of (4) Finally, Panel G of Table 1 shows the number of iterations required to achieve convergence. These range from 4 to 19, illustrating the interactions between the structural breaks in the components of the model in (1). The iterative procedure cycles between two sets of break dates for Japan and the UK, with results presented being those which minimize the HQ criterion of (6) and whose values are shown in Panel H of Table 1 . However, in each case the two sets of break dates are very close to each other, with no substantive difference between their implications 13 .
Turning to Table 2 , it is notable that inflation dynamics remain unchanged from 1973 only for Canada and Germany (Panel A). Indeed, Canada effectively has zero inflation persistence (Panel B), as indicated by no AR component being required. Although Germany exhibits some inflation persistence, this is relatively modest (at 0.29 in Panel B). It is notable that our procedure uncovers an AR coefficient break for each of the remaining countries, which contrasts with the relatively scant evidence for such breaks in previous studies that examine changes in inflation persistence allowing for mean breaks (including Cecchetti and Debelle, 2006, and Piger, 2004) . Inflation persistence, measured in Panel B as the sum of the AR coefficients, is always very low after the dynamic break. This is true even though persistence is typically around 0.4 or more when computed over the whole sample period with mean breaks, but not dynamic breaks, taken into consideration (shown in parentheses in Panel B).
Two other aspects of our results in relation to persistence should be noted. Firstly, as indicated in Panel C, the HQ criterion selects zero lags in the second dynamic regime for all countries except the US. For the US, the aggregate of the two estimated AR coefficients is almost exactly zero after March 1999. Hence inflation persistence has largely disappeared for all these countries by the end of the sample. The second piece of evidence is provided by the correlograms for the dynamic component (that is,
Figures 1 to 8, where almost all autocorrelations are typically within the confidence bands around zero either over the whole sample period (Canada) or in the final dynamic regime (Euro area, France, Italy, Japan and UK). Therefore, although Panel A indicates that the timing of the persistence change differs across countries, our result that it has been eliminated is stronger than evidence found by others that taking into account mean breaks generally lowers persistence estimates (see, for instance, Altimisso et al., 2006 , Cecchetti and Debelle, 2006 , Levin and Piger, 2004 . Our results in Table 2 and Figures 1 to 8 are largely in accord with the conclusion of Benati (2008) that recent inflation in countries such as Canada, the US and the Euro area can be treated as effectively a white noise process.
13 For Japan, the iterations cycled between the break dates presented in Table 1 and a set which differ from these by four months in the second seasonal break date and one month in the persistence break. For the UK, the only difference between the sets is five months in the dates of the first seasonality break. In addition, the 'inner' iterations do not converge for Japan (see Table 2 ), with the two sets differing in whether the persistence and first volatility breaks are at the end of the 1970s or in the mid-1980s.
It is interesting to note that the correlograms of the estimated dynamic component in
Figures 1 to 8 also imply that the relatively simple model of (1) to (4) where there are a number of significant positive and negative autocorrelations around the annual lag. However, in the latter case the second dynamic regime is dated from 1999, and the relatively small number of observations in this regime implies that inference may be unreliable. Further, as noted in the next subsection, these autocorrelation patterns for the US in this period are not specific to the use of the model given by (1) to (4).
Having taken into account the effects of multiple structural breaks in level, seasonal and dynamic components as well as outliers through the model given by (1) to (4) 14 replaces the deterministic seasonal model of (3) within the iterations, while in Panel B the model of (1) to (4) is employed without iteration (that is, outliers are removed, with seasonality breaks, mean breaks, dynamic breaks and volatility breaks then estimated in that order). Finally, Panels C and D show the results when only outliers are removed before volatility breaks are estimated, without and with iteration respectively.
Sensitivity analysis
Comparing the mean breaks in Panels A and B of Table 3 with those of Table 1 , it is clear that estimated mean breaks are relatively invariant to the treatment of seasonality or to making a single pass through the algorithm. Indeed, only for France is the number of mean breaks sensitive to the choice made. Also, the use of the X-11 seasonal filter generally leads to very similar outliers to those in Table 1 and hence, to conserve space, the dates of these are not recorded in Table 3 . However, the smoothing behaviour of the filter can conflate outliers, seasonality and mean breaks, and hence may lead to spurious volatility breaks. It is particularly notable that the X-11 linear filter hides the reunification outliers detected for Germany in Table 1 (Panel E), with these instead being associated with an apparent volatility change during 1993 in Panel A of Table 3 .
However, seasonal adjustment sometimes has a substantial influence on estimated dynamic breaks and on volatility breaks. More specifically, no dynamic breaks are found for Japan in Panel A of Table 3 , which may be due to the smoothing inherent in the filter (Ghysels and Perron, 1996) . Further, adjustment leads to the seasonal break detected in Table   2 for the Euro area in 2000 (and attributed to the inclusion of sales prices in CPI) being associated with a volatility break in Panel A of Table 3 . It is also notable that the volatility breaks in the early 1980s for each of France, Germany and Italy found after seasonal adjustment are (surprisingly) not uncovered when the corresponding Euro area aggregate is examined.
Although correlograms of the dynamic component after adjustment using the X-11 filters are not shown, such adjustment leaves significant serial correlation for all series at seasonal lags. This is presumably because the implicit assumptions made about the properties of the series when this filter is applied are not satisfied for these monthly inflation series.
As noted above, official seasonally adjusted CPI data are available only for Germany and the US. When the iterative procedure of Subsection 3.1 is applied to these official adjusted data, skipping the seasonal modelling stage, this yields one mean break for Germany, early in the 1980s, but no dynamic breaks and five volatility breaks. These results for
Germany are very similar to those reported in Panel B of Table 3 and discussed below, while for the US the results largely reproduce those in Panel A.
In comparison with the seasonal breaks in Table 1 , obtained after iterating, those in Panel B of Table 3 are fewer in number; for example, the breaks for France associated in the previous subsection with changed treatment of sales prices are not found in this latter table.
Nevertheless, the seasonality breaks for Germany, Japan and the UK are largely unchanged.
Overall, however, the greatest impact from iteration comes in the dynamic and volatility break analysis, which backs up the simulation findings of Hansen (1992) and Pitakaris (2004) .
The apparent difficulty in detecting persistence breaks in the presence of ignored volatility breaks is evident from the disappearance of persistence breaks in Italy, Japan and the UK, which would lead (from Panel B of Table 3 ) to the conclusion that the dynamics of inflation in these countries has been unchanged since 1973. This implies that the application of a sequential methodology in previous analyses (including Cecchetti and Debelle, 2006) could explain their failure to detect persistence breaks after mean breaks are taken into account.
Further, the volatility break results in Panel B of Table 3 suggest that undetected persistence breaks leads to over-specification of volatility breaks.
In general, iteration between breaks in the components of (1) to (4) helps to uncover important interreactions among them. Indeed, it is quite common that outliers are hidden by structural changes in other components, especially the mean. For example, outliers in Canada,
Germany and Italy are undetected in Panel B of Table 3 , due to the failure to recognise mean breaks, despite the visual evidence for these outliers in Figures 1, 4 and 5 respectively. One impact of these neglected outliers is spurious volatility breaks, a phenomenon discussed by van Dijk, Franses and Lucas (1999) . Another consequence of a single pass is the disappearance of seasonality breaks for Canada, France and Italy, which can affect evidence of volatility breaks.
When no breaks are considered in the systematic part of the model, namely no breaks are permitted in (2), (3) or (4), then (as may be anticipated) relatively more evidence is found for volatility breaks. For Canada, the Euro area, Germany and the US more volatility breaks are identified in Panel C of Table 3 than in Table 2 , but fewer are found for Italy and Japan.
However, iteration between outlier and volatility breaks in Panel D apparently improves discrimination between these. This is most clear for Canada, where the detection of one outlier after iteration in Panel D reduces the number of volatility breaks from five to two. On the other hand, iteration increases the number of outliers for Italy, but reduces it for the UK.
Thus, interaction between outliers and volatility breaks can be very important. Even in this simple set-up where other components are assumed to be constant, this illustrates the importance of handling outliers within a model, rather than correcting them at a prior stage, as is common in empirical studies.
Nevertheless, the increase in the volatility of Canadian and US inflation around 1999
is not sensitive to the specific methodology employed. Although sometimes dated in 2000 or 2001, this volatility break is significant for both countries in Panel D of Table 2 , and in each of Panels A, B and C of Table 3 . However, the volatility break for France around the same date in Table 2 is not always present in Table 3 .
Conclusions
This paper proposes an iterative procedure for the decomposition of a time series into level, seasonality, outlier and dynamic components, together with conditional volatility, when these components are permitted to exhibit distinct multiple structural breaks over the sample period.
To our knowledge, such a procedure has not been proposed previously, with analyses that allow distinct breaks (such as mean and volatility in Sensier and van Dijk, 2004 ) considering these sequentially. However, our results suggest that substantially more evidence of change can be uncovered when the iterative procedure is used rather than a sequential procedure, with outliers also being identified more adequately. Further, compared with seasonally adjusting the data, we believe that this iterative procedure based on deterministic mean and seasonal effects allows a clearer distinction to be drawn between the various characteristics of inflation and the dates at which these characteristics have changed. An area of further research along these lines would be to allow for occasional structural breaks in deterministic components within a state space framework, as considered in Giordani, Kohn and van Dijk (2007) and Giordani and Kohn (2008) .
Application of our new procedure to monthly CPI inflation in G7 countries and the Euro area (aggregate) from 1973 delivers evidence that breaks occur not only in the level of (mean) inflation, but also in its seasonal pattern, dynamics (with the single exception of Canada) and volatility. These results contribute to the on-going debate (see, for example, Cecchetti and Debelle, 2006) about the nature of changes over time in the inflation process of developed economies. More specifically, we find that inflation persistence in virtually all countries considered (the only exception being Italy) is effectively zero in the latter part of the sample period, in line with a similar conclusion of Benati (2008) , while inflation volatility increases around 1999 for the US and some other countries.
While our focus is univariate inflation, the analysis of Blanchard and Simon (2001) suggests that the increased inflation volatility we uncover from the end of the last century may be indicative of increased output volatility from around that date. Consequently, and also in the light of evidence of recession in many countries, the "Great Moderation" may prove to have been a temporary phenomenon. Further, the results in this paper point to a communality of break dates across countries for the mean and volatility of inflation, which indicates that a multi-country analysis may shed further light on international inflation linkages and how these have changed over time. together with this measure computed ignoring seasonality breaks (in parentheses). The dates of detected outliers are given in Panel E, where an outlier is defined as being 5 times the interquartile range from the median. Panel F indicates the autoregressive order of the dynamic component, selected according to the HQ information criterion, and used at entry to the dynamic/volatility sub-loop. Panel G shows the number of iterations of the main loop required to achieve convergence of the algorithm, with ** indicating that the iteration converged to a two cycle oscillation and choice between these is made based on the HQ criterion. Finally, Panel H shows the value of the Hannan-Quinn criterion of the full model, defined in Equation (6) 
