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Preface 
The thesis is organized in two parts: the first part puts the findings of the PhD 
into context in an introductive review; the second part consists of the papers 
listed below.  
Paper I: A.L. Mollerup, P.S. Mikkelsen, D. Thornberg and G. Sin, 2015. 
Control system for sewer systems - a review of existing design 
frameworks in EU cities and the presentation of a time-scale de-
pendent framework. Urban Water Journal. In revision. 
Paper II: A.L. Mollerup, P.S. Mikkelsen, D. Thornberg and G. Sin, 2015. 
Regulatory control analysis and design for sewer systems. Envi-
ronmental modelling and software, 66, 153-166 
Paper III: A.L. Mollerup, P.S. Mikkelsen and G. Sin, 2015. A methodolog-
ical approach to the design of optimisation and control strategies 
for sewer systems. In preparation. 
 
In the thesis the scientific papers are cited as e.g. (Paper II). 
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In addition, the following publications, not included in this thesis, were also 
concluded during this PhD study: 
• A. L. Mollerup, M. Mauricio-Iglesias, N. B. Johansen, D. Thornberg, 
P. S. Mikkelsen and G. Sin, 2012. Model-based analysis of control per-
formance in sewer system, Proceedings of the 17th Nordic Process 
Control Workshop, Kgs. Lyngby, Denmark, 123-127.  
• A. L. Mollerup. Brugen af nedbørsmålinger i styringen af spildevands-
systemet. Teknisk rapport 14-03, Drift af Spildevandskomitéens 
Regnmålersystem, Årsnotat 2013, 37-42. 
• A. L. Mollerup, M. Grum, D. Muschalla, E. van Velzen, P. Vanrolleg-
hem, P. S. Mikkelsen and G. Sin, 2013. Integrated control of the 
wastewater system: potential and barriers. Water 21, 15 (2), 39-41. 
• A. L. Mollerup, P. S. Mikkelsen, D. Thornberg and G. Sin, 2013. 16 
years of experience with rule based control in Copenhagen’s sewer 
system. Proceedings of the 2013 IWA conference on Instrumentation, 
Control and Automation (ICA), Narbonne, France. 
• M. Mauricio-Iglesias, I. Montero-Castro, A. L. Mollerup and G. Sin, 
2015. A generic methodology for the optimization of sewer system 
using stochastic programming and self-optimizing control. Journal of 
Environmental Management, 155, 193-203. 
• V. Courdent, L. Vezzaro, P. S. Mikkelsen, A. L. Mollerup and M. 
Grum, 2015.  Using ensemble weather forecast in a risk based real time 
optimization of urban drainage systems, La Houille Blanche, 2, 101-
107. 
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Summary 
When designing sewer system control, there is a lack of methodology and 
tools that can aid in the design process. In 2004 the PASST1 framework was 
presented that focuses on determining the potential for control in sewer sys-
tem operation. However, for the actual design of control systems urban drain-
age planners still have to rely on their operational knowledge combined with 
model simulations and trial and error. This is an inefficient process where the 
final design largely depends on the urban drainage planner’s knowledge 
about the system dynamics and control in general. The motivation for this 
thesis was therefore the wish for a methodological approach to sewer system 
control design. Using a case study the following research hypothesis was 
tested in this thesis: 
Using classical and modern control theory, a methodological approach can 
be derived for designing sewer system control. This can aid urban drainage 
planners and other professionals in the planning phase of sewer system con-
trol design and effectively contribute to find novel control solutions. 
It was investigated if the established methodology used in classic control the-
ory for process control design can be applied meaningfully to the sewer sys-
tem. As the methodology takes its basis in a hierarchical decomposition of 
the control problem based on time-scale, it was also investigated if sewer sys-
tem control can be decomposed in a similar manner.  
From a review of existing control systems for sewer systems in Europe, it 
was concluded that sewer system control can also be decomposed in a hierar-
chical manner based on differences in time-scale. The proposed time-scale 
dependent hierarchy for sewer system control contains four layers that each 
handles their own dedicated task. From the bottom and up they are: 1) the 
regulatory control layer, 2) the coordinating control layer, 3) the optimisation 
layer and 4) the management of objectives layer.  
The time-scale dependent hierarchy for sewer system control is put into a 
framework that also contains a terminology related to control. In this way the 
                                              
 
 
1 Planning aid for sewer system real time control 
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framework can help to compare different control system solutions and facili-
tate a clear communication between different professions and disciplines 
working together in sewer system control design.  
Starting from the hierarchical decomposition of sewer system control in lay-
ers, a stepwise approach to design sewer system control was proposed and 
followed. The individual layers of the hierarchy were designed one by one for 
a case study in Copenhagen, with the methods and tools taken from both clas-
sical and modern control theory.  
The tools of classical control theory are developed for systems that can be 
approximated by linear models. The main challenge of using classical control 
theory on the case study was therefore the transient nature and the non-
linearity of the sewer system dynamics. The methodology was adapted, by 
linearizing the sewer system model at various points in time, creating a step-
wise linear model. The results of the linearization showed that the sewer sys-
tem dynamics could be divided into four phases, characterised by the follow-
ing operation modes: dry weather, filling, saturation and emptying. Having 
obtained a piece-wise linear model for each of the operational modes, the 
tools from classical control theory, such as the calculation of the condition 
number and the relative gain array, could be successfully applied to the sewer 
system. Based on the results a pairing between the measurement variables 
and the actuators could be suggested. 
Having proposed to decompose the sewer system control in a hierarchical 
manner, it became necessary to investigate the role of the lowest layer in the 
hierarchy, which is the regulatory control layer. Traditionally the role of the 
regulatory layer is to reject disturbances and track the setpoints, and the sim-
plest form of regulatory control has just constant setpoints. However, in a 
transient system like the sewer system, the setpoints may change dramatically 
and rapidly. Therefore the regulatory control layer may not have the same 
functionality when designed for the sewer system. From the application of the 
classical control theory it was found that the system dynamics could be de-
scribed by four operational modes, and instead of a fixed setpoint the regula-
tory control layer needs changing setpoints, according to the operational 
modes. These can either be fed from a coordinating control layer or from an 
online optimisation.  
To design an optimisation to feed setpoints to the regulatory control layer, 
modern control theory was applied to the case study. The optimisation was 
tested when it acted directly on the actuators and when it acted on the regula-
vii 
tory control layer. The two optimisation based control structures were evalu-
ated from a one year simulation and the results showed that there was little 
difference in the performance. The optimisation based control structures were 
also compared to the existing control and the regulatory control with set-
points coming from the coordinating control layer, and here the latter showed 
the best performance. This was not unexpected, since the true potential of 
having optimisation arises, when a system has many control loops with limit-
ing constraints and/or changing prioritisation between them. The results 
showed that for small sewer systems, where the complexity is limited, it is 
not necessarily the best option to implement advanced optimisation based 
control systems. Therefore it is also advisable to approach the design of a 
control system in a methodological manner, where the design and evaluation 
can be done step by step. 
Based on the experiences gained from designing sewer system control sys-
tems for the case study, a systematic methodology for designing sewer sys-
tem control is proposed that combined the steps, control and optimisation 
tools and methods used throughout the thesis. The proposed methodology 
provides a basis for gathering experiences with sewer system control design 
and knowledge sharing; and will help generate control systems of the future 
that are more robust, more structured, have a better performance and are easi-
er to maintain.  
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Dansk sammenfatning 
Når man designer en styring til afløbssystemet mangler der en metodik og 
nogle værktøjer, der kan hjælpe i designprocessen. I 2004 blev PASST-
værktøjet2 præsenteret, der fokuserer på at bestemme potentialet for styring. 
For det reelle design må afløbsplanlæggere dog stadig sætte deres lid til viden 
om driften af systemet kombineret med model simuleringer, der bruges til at 
evaluere potentielle løsninger. Dette er en ineffektiv proces, hvor det endelige 
design i høj graf afhænger af afløbsplanlæggerens viden om dynamikken i 
afløbssystemet og om styring generelt. Motivationen for denne afhandling var 
derfor et ønske om en mere metodisk fremgangsmåde til design af styringer i 
afløbssystemet. Ved hjælp af et case studie blev følgende forskningshypotese 
undersøgt: 
Ved brug af klassisk og moderne styringslære kan en metodisk fremgangsmå-
de til design af styringssystemer til afløbssystemet blive udledt. Dette kan 
hjælpe afløbsplanlæggere og andre fagfolk i planlægningsfasen af designet af 
styringssystemer til afløbssystemet og effektivt medvirke til at finde nye sty-
ringsløsninger. 
Det blev undersøgt om den etablerede metodik, der benyttes indenfor klassisk 
styringslære til design af processtyringer, kan anvendes meningsfyldt på af-
løbssystemet. Da denne metodik tager afsæt i en hierarkisk opdeling af sty-
ringsproblemet baseret på tidsskala, blev det ligeledes undersøgt om styring 
af afløbssystemet kunne opdeles på samme vis. 
Fra en gennemgang af eksisterende styringssystemer i afløbssystemer i Euro-
pa, blev det konkluderet, at styringer af afløbssystemet med fordel også kan 
opdeles hierarkisk baseret på forskelle i tidsskala. Det foreslåede tidsskalaaf-
hængige hierarki for styring af afløbssystemer indeholder fire lag, der hver 
især står for udførelsen af deres dedikerede opgave. Fra bunden og opefter er 
de: 1) det regulerende lag, 2) det koordinerende lag, 3) det optimerende lag 
og 4) lag til håndtering af målsætninger.  
                                              
 
 
2 Planning aid for sewer system real time control (på dansk: Hjælp til planlægning af styring af 
afløbssystemet). 
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Det tidsskalaafhængige styringshierarki for styring af afløbssystemet er sam-
let i et rammeværktøj, der ikke blot beskriver hierarkiet, men også indeholder 
en terminologi relateret til styring. Dermed giver rammeværktøjet mulighed 
for bedre kommunikation mellem de forskellige grupper af fagfolk og disci-
pliner, der arbejder sammen i designet af styring af afløbssystemer. 
Med udgangspunkt i det tidsskalaafhængige hierarki blev en trinvis metode til 
design af styring af afløbssystemet etableret og fulgt. De individuelle lag i 
hierarkiet blev designet ét for ét for et casestudie i København, med metoder 
og værktøjer hentet fra både klassisk og moderne styringslære.  
Værktøjerne fra klassisk styringslære er udviklet til systemer, der kan til-
nærmes med lineære modeller. Den primære udfordring ved brugen af klas-
sisk styringslære var derfor, at afløbssystemets tilstand er hurtigt skiftende og 
ikke kan beskrives ved en lineær sammenhæng mellem inputs of outputs. 
Problemet blev løst ved at linearisere modellen af afløbssystemet på en række 
forskellige tidspunkter i løbet af en simulering, hvorved man opnåede en 
stykvis-lineær model. Resultatet af lineariseringen viste, at dynamikken i af-
løbssystemet kunne opdeles i fire faser, der hver især var karakteriseret af 
tilstanden af systemet: tørvejr, fyldning, mætning og tømning. Med den styk-
vis lineære model til beskrivelse af de fire faser, kunne værktøjerne fra klas-
sisk styringslære blive anvendt succesfuldt på afløbssystemet. Baseret på re-
sultaterne kunne der foreslås en parring mellem målinger og aktuatorer. 
Med forslaget om at dekomponere styringer af afløbssystemet i et hierarki, 
blev det nødvendigt tillige at undersøge, hvilken rolle det nederste styringslag 
har, hvilket er det regulerende lag. Traditionelt set har det regulerende lag til 
formål at afvise forstyrrelser og følge setpunkterne, og den simpleste form for 
regulerende styring har blot et fast setpunkt. Det er dog ikke sikkert, at det 
regulerende lag har samme funktionalitet i afløbssystemet. Dynamikken i af-
løbssystemet er hurtigt skiftende, hvorfor setpunkterne kan ændre sig både 
ofte og betydeligt i værdi. Fra anvendelsen af klassisk styringslære blev det 
konkluderet, at dynamikken i afløbssystemet kunne beskrives ved fire faser, 
og i stedet for et fast setpunkt har det regulerende lag brug for varierende set-
punkter, i overensstemmelse med de fire faser. Disse kan enten komme fra et 
koordinerende styringslag eller fra en online optimering. 
Til designet af en optimering, der kan sende setpunkter til det regulerende 
lag, blev moderne styringslære anvendt på case studiet. Optimeringen blev 
testet, både hvor den interagerede direkte med aktuatorerne og hvor den in-
teragerede med det regulerende lag. De to optimeringsbaserede styringsstruk-
xi 
turer blev evalueret baseret på simuleringer af et års historiske regnserier. 
Resultaterne viste at der kun var lille forskel i det opnåede resultat.  De to 
optimeringsbaserede styringsstrukturer blev ligeledes sammenlignet med den 
eksisterende styring og med det regulerende styringslag, hvor setpunkterne 
kom fra et koordinerende styringslag. Sammenligningen viste, at den sidst-
nævnte styring præsterede bedst. Dette var ikke overraskende, da det fulde 
potentiale for optimering opstår, når et system har mange styringsløkker med 
begrænsning og/eller har skiftende prioritering mellem styringsløkkerne. Re-
sultaterne viste at for små afløbssystemer, hvor kompleksiteten er begrænset, 
er det ikke nødvendigvis den bedste løsning at implementere avancerede sty-
ringsløsninger baseret på optimering. Det er derfor tilrådeligt at tilgå designet 
af styringer i afløbssystemet ved hjælp af en metodisk fremgangsmåde, hvor 
designet of evalueringen kan udføres trinvist. 
Baseret på erfaringerne opnået ved at designe styringssystemer til afløbssy-
stemet i casestudiet, er det foreslået at kombinere de trin, værktøjer og meto-
der, der er brugt igennem afhandlingen i en samlet metodik til design af sty-
ringssystemet til afløbssystemet. Den foreslåede metodik danner et grundlag 
for indsamling af erfaringer med design af styringssystemer til afløbssyste-
mer og vidensdeling på området; og vil hjælpe til at fermtidens styringssy-
stemer i afløbssystemet bliver mere robuste, virker bedre og er lettere at ved-
ligeholde. 
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Abbreviations and terms 
The abbreviations found below are used throughout the thesis. They are pre-
sented by the full name the first time encountered in the thesis and afterwards 
referred to by the abbreviation.  
Abbreviation Full name 
CDS Chicago design storm 
CLABSA Clavegueram de Barcelona 
CN Condition number 
CSO Combined sewer overflow 
CV Controlled variable 
DMI Danish meteorological institute 
f.d.RGA Frequency dependent relative gain array 
HOFOR Copenhagens utility company  
(in Danish: Hovedstadsområdets forsyningsselskab) 
MeV Measurement variable 
METSAM Environmentally efficient technology to integrated 
control between sewer system and wastewater treatment 
plant (in Danish: Miljøeffektiv teknologi til samstyring 
af afløbssystem og renseanlæg) 
MIMO Multiple input – multiple output 
MPC Model predictive control 
MV Manipulated variable 
ODE Ordinary differential equation 
OMOVAST Operational model for early warning and control  
(in Danish: Operativ model til styring og varsling) 
PASST Planning aid for sewer system real time control 
P-controller Proportional controller 
PID Proportional integral derivative 
PRGA Performance relative gain array 
RGA Relative gain array 
RTC Real time control 
SISO Single input – single output 
SVK The Water Pollution Committee of The Society of 
Danish Engineers (in Danish: Spildevandskomiteen) 
SWI Storm- and wastewater informatics 
VT Virtual tank 
WWTP Wastewater treatment plant 
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1 Introduction 
The first sewer systems were constructed more than 150 years ago. At that 
time the main purpose was to transport the sewerage and rainwater from the 
city centres to the nearby receiving waters to ensure public health.  
Since then much has changed; the focus today is not only on public health but 
also on the environment. The sewer systems have been expanded and con-
nected to wastewater treatment plants (WWTPs), to ensure that the receiving 
waters are protected against pollution as much as possible.  
However, the cities are still growing, the legislation is getting continuously 
tightened, and the predicted effects of climate change on the precipitation 
patterns are changing the design criteria as we know them. Wastewater utili-
ties need to find ways to handle larger volumes and flows of wastewater and 
storm water, while at the same time reducing the discharge of pollutants to 
the receiving waters. 
For wastewater utilities there are in general three ways to deal with this chal-
lenge: 1) Expand the existing structures, 2) intercept the storm water and re-
direct it or use it locally, such that it is not mixed with the sewerage, 3) im-
prove the performance of the existing systems through the implementation of 
control. The first option is an expensive alternative and in dense cities there 
is also a lack of available space for such structures. The second option can 
also be expensive, but the limitations are more often due to problems with 
regulations and coordination with other stakeholders. The third alternative, 
implementing a control system, doesn’t require new structures and though 
sometimes expensive, it can prove a cost-efficient solution.  By adjusting the 
operation to the changing conditions (e.g. redirecting the wastewater to un-
used parts of the sewer system) the efficiency of the wastewater system can 
be improved; often with only little additional effort, compared to a conven-
tionally operated system (Dircks et al. 2011 and Beeneken et al. 2013). 
Many combined sewer systems can improve the performance, with respect to 
combined sewer overflow (CSO) from the system, through the implementa-
tion of control. Some sewer systems are merely not designed ideally, as the 
fight for suited locations in bigger cities force the wastewater utilities to con-
struct storage volumes were it is possible instead of where it would have the 
best effect. However, even older systems that originally had an ideal design 
can also have potential for control. The reason for this is that a sewer system 
is designed according to a certain rainfall distribution and catchment proper-
2 
ties. However, rainfall is stochastic in nature with respect to both its distribu-
tion and intensity, and therefore the design load of the sewer system is rarely 
met. Moreover, the catchment properties change over time, and together these 
two factors often create a potential for control. The state of the art in sewer 
system control and the potential related to the implementation of control in 
the sewer system was highlighted more than 25 years ago by Schilling 
(1989). Since then numerous papers have been published on sewer system 
control. Still, in 2004 a paper on the status of sewer system control was pub-
lished (Schütze et al. 2004a), where it is stated that the majority of sewer sys-
tems still have only little or no control, with the exception of some sophisti-
cated case studies. 
Since then the number of interesting case studies has increased (e.g. Lange-
veld  et al. 2013, Mollerup et al. 2013, Seggelke et al. 213, Vezzaro et al. 
2013). Yet it seems that few wastewater utilities have implemented sewer 
system control to improve systems performance, as the number of publication 
on experiences with sewer system control design and implementation in prac-
tice is still very limited.  
One of the reasons for this could be the lack of a common terminology and 
framework for describing sewer system control. In Schütze et al. (2004a) the 
authors stress the need for “a clear terminology to enable better cooperation 
of scientists and experts of different areas relevant to RTC3”.  Despite this 
statement being more than ten years old, the terminology related to sewer 
system control still does not contain sufficient details to easily and accurately 
describe different control structures and control techniques. Still, all types of 
control systems in sewer systems are called real time control (RTC), making 
it difficult to search out and compare relevant control solutions. Therefore, 
there is a need for a more comprehensive terminology and framework to de-
scribe sewer system control systems. 
Another reason is the lack of a methodology and tools for designing sewer 
system control. In 2004 the PASST4 framework was presented (Schütze et al. 
2004b). This framework focuses on determining the potential for control. 
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However, for the actual design urban drainage planners still have to rely on 
operational knowledge combined with model simulations and trial and error. 
This can be an inefficient process where the final design largely depends on 
the urban drainage planners’ knowledge about the system dynamics and con-
trol in general.  
An approach to process control design which is widely used in the field of 
control engineering (Larsson and Skogestad 2000), including wastewater 
treatment engineering (Olsson and Newell 1999, Vangsgaard et al. 2014), is 
the process oriented approach. This approach employs a set of tools and 
methods from control and systems theory. It follows a step-by-step procedure 
to design the regulatory control, through the definition of the control objec-
tive, screening of measurements, assessment of measurement sensitivities to 
changes in the inputs and pairing between measurements and inputs, also 
known as a controllability analysis. Using this information the control loops 
are formulated, i.e. the decision about the pairing of controlled variables with 
the manipulated variables is done and evaluation of promising control loops 
is made.  
It is the hypothesis of this thesis that the process oriented approach can be 
adapted to sewer systems, and valuable insight can come from applying it to 
sewer systems. If possible, it can form the basis of a stepwise approach to 
sewer system design. However, adapting the methods and tools used in the 
process oriented approach for control system design (tailored for the needs of 
process dynamics and operations in chemical and wastewater treatment engi-
neering) to sewer system is not straightforward and requires a systems analy-
sis approach. The main challenge in sewer system operation is the fact that 
the disturbances, mainly the rainfall runoffs, are highly stochastic and transi-
ent in nature which creates transient dynamics in the sewer system that can-
not be captured by linear models. Nevertheless, the tools from classic control 
theory are in principle generic and may still provide insights into the analysis 
of sewer systems operation and control; provided that the methodology is 
adapted to the specific needs of sewer system control.  
 
1.1 Research objectives 
The motivation for this thesis is to develop a methodological approach to 
sewer system control design. The aim is to form a complete framework for 
sewer system control design. Part of that is to develop a common terminolo-
4 
gy, so as to minimise the risk of misunderstandings, as some terms have dif-
ferent meaning in the field of process control and sewer system control (e.g. 
integrated control, supervisory control). 
An established methodology exists in classic control theory for process con-
trol design, which is used in the design of wastewater treatment plant control. 
Therefore it seems natural to investigate if this methodology can be applied 
meaningfully also to the sewer system.  
As the methodology takes its basis in a hierarchical decomposition of the 
control problem based on time-scale, part of the objective of the thesis is to 
investigate if sewer system control can be decomposed in a similar manner.  
In a hierarchical control system, the role of the lowest layer, also called regu-
latory control, is to reject disturbances and track setpoint trajectories. How-
ever, in a transient system like the sewer system, the lowest control layer may 
not have the same functionality, as the sewer system actuators are not de-
signed to fully reject the disturbances. The role of the lowest control layer in 
sewer system control should therefore be investigated. 
Therefore the research hypothesis of this thesis is: 
Using classical and modern control theory, a methodological approach can 
be derived for designing sewer system control. This can aid urban drainage 
planners and other professionals in the planning phase of sewer system con-
trol design and effectively help to find novel control systems for their particu-
lar system. 
The research objectives of the thesis are defined as follows: 
1. To propose a common terminology for sewer system control and oper-
ation. 
2. To investigate if sewer system control can be decomposed in a hierar-
chical manner with respect to time-scale. 
3. To examine if and how the methods and tools for process control de-
sign can be applied to the sewer system. 
4. Investigate the interactions between the control layers of the hierarchy, 
when applied to a sewer system. 
5. Develop, test and validate a methodology for step-wise design of sewer 
system control. 
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1.2 Outline 
This thesis is divided in two parts. Part I is a report, which provides the back-
ground for the thesis; it introduces and summarizes the most important results 
of the papers listed in the preface. Part II is a collection of those papers. 
Part I is structured as follows: 
Chapter 2 presents a framework for describing sewer system control, includ-
ing terms and definitions related to control used in this thesis.  
Chapter 3 presents the work done on designing sewer system control; the case 
study is presented and the tools and results are shown and discussed. The 
chapter is divided into six parts that relate to the different steps in the design 
procedure. The experiences with designing sewer system control are summa-
rised in the last section, where also a methodology for the design of sewer 
system control is proposed. 
In Chapter 4 the results are summarised and the research questions are an-
swered. 
In Chapter 5 the results are put into perspective; both with respect to closely 
related projects and potential future work. 
Chapter 6 contains the references in alphabetical order   
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2 Framework for describing sewer system 
control 
In this chapter the terminology and definitions related to control are present-
ed. Also a time-scale dependent hierarchy for sewer system control is pre-
sented. 
 
2.1 Terms and definitions 
An actuator is a controllable device such as a pump, gate, valve, etc. Actua-
tors are the manipulated variables. 
Manipulated variables (MV) are those variables that can be adjusted by the 
control. 
Measured variables (MeV) are the variables that are measured by means of 
sensors such as level meters, flowmeters, rain gauges, etc. 
Controlled variables (CV) are the variables that are controlled. For example,   
water level in a tank or flow in a pipe.  
Setpoints are the desired values of the controlled variables. 
Control is the adjustment of available degrees of freedom to assist in achiev-
ing acceptable operation of the system (Larsson and Skogestad, 2000). In a 
sewer system that means finding out how to operate the actuators such that 
the setpoints of the control are met and disturbances are rejected.  
A disturbance to the system is any input to the system, which affects the con-
trolled variables, but cannot be manipulated. For a sewer system that is the 
rainfall runoff and the sewerage. Consider the example of controlling the wa-
ter level in a tank. In this example, to reject a disturbance means that the wa-
ter level in the tank (the controlled variable)  is kept at its fixed setpoint val-
ue, despite varying inflow (disturbance to the system) by adjusting (control-
ling) the outflow from the tank, using a proper control technique. 
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The control technique is the control law or method used to calculate the ad-
justment of the manipulated variable such as PID5, MPC6, rule based, etc.  
The controller contains the control technique and calculates the correcting 
action of the actuator. 
A control loop consists of a system (or unit) to be controlled; a sensor, a con-
troller and an actuator. 
If a controlled variable can be kept at the desired setpoint by adjusting a sin-
gle manipulated variable, the control loop has a single input and a single out-
put and is therefore called a single-input, single output (SISO) control loop. 
If two or more individual control loops are interacting, both have to be ad-
justed simultaneously and in a coordinated fashion to obtain the desired set-
points.  This control configuration is called multiple-input, multiple-output 
(MIMO) control or multivariable control. With multivariable control the con-
trol actions of all the actuators in the loop are calculated with one control al-
gorithm.  
Centralised control relates to the architecture of the implemented control sys-
tem. With centralised control there is a single optimizing controller which 
both stabilises the system processes as well as perfectly coordinates all the 
manipulated variables (Larsson and Skogestad, 2000). However, for large 
systems it is often not possible to design such a controller. Instead the control 
is decomposed in “blocks” in either a vertical way (hierarchical) or horizon-
tal way (decentralised or distributed control) (Larsson and Skogestad, 2000). 
The typical way of controlling the sewer system is in a decentralised way, 
with the control being distributed into local controllers (SISO control loops) 
(Alex et al. 2008). 
The control system is the entire architecture of blocks, when the control is 
decomposed (Larsson and Skogestad, 2000).  
Control system design can be divided into three activities: 1) Control struc-
ture design, 2) Controller design, and 3) Implementation. 
                                              
 
 
5 Proportional Integral Derivative 
6 Model Predictive Control 
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The control system is designed to aid the operation of the system. Operability 
is the ability of the system (together with its control system) to achieve ac-
ceptable operation (Larsson and Skogestad 2000).  
Control structure design is the five tasks of selecting controlled variables, 
selecting manipulated variables, selecting measurements, selecting control 
configuration, i.e. the structure that connects measurements, controlled varia-
bles and manipulated variables and selecting the control techniques, i.e. the 
specification of the control techniques (Larsson and Skogestad 2000). 
Integrated control is a control system that looks at the entire wastewater sys-
tem, from sewer system to WWTP, and potentially also the receiving water 
body, with respect to the measurements used and the control objectives (But-
ler and Schütze 2005). 
Plant-wide control is a concept, commonly applied, to process plants like 
WTTPs (Olsson 2012). The purpose of plant-wide control is to ensure that the 
individual control loops are not conflicting, while the overall objective of the 
plant is met. This is done by breaking down the control problem into a hierar-
chy based on time-scale, where the individual layers have each their own task 
(see Figure 1).  
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Figure 1: Typical control hierarchy in a chemical plant with plant-wide control (Larsson 
and Skogestad 2000). 
 
2.2 Timescale dependent control hierarchy 
Sewer system control today is typically decomposed horizontally, based on a 
spatial decomposition. What this means is that the control problem is split 
into sub-problems that are managed locally. In the field of urban drainage this 
is also called local control (Schütze et al. 2004a) and from a systems perspec-
tive it is called distributed or decentralised control (see previous section).  
However, if the sub-problems are in reality interacting, this type of decompo-
sition can prove sub-optimal; and trying to optimise it by adding logic 
switches or cascading feedback loops can result in a complex and confusing 
control system. Another method for decomposing the control problem is ver-
tically as shown in Figure 1. In this way the interactions are managed, while 
the complexity of the control problem is reduced by dedicating the individual 
layers in the hierarchy to different tasks (e.g. track setpoints, decouple inter-
acting control loops, determine the setpoints). 
In WWTP control it is a well-established idea to use plant-wide control as the 
framework for describing and designing the control system (Olsson an New-
ell 1999).  When moving towards integrated control between sewer systems 
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and WWTPs it is therefore considered a benefit for the field of urban water 
management, if the hierarchy could be extended to the sewer system control. 
However, WWTPs operate with continuous processes that can be described 
by linear models, which the sewer system cannot. Since the sewer system dy-
namics are stochastic and transient in nature and cannot be described by line-
ar models, the framework cannot be directly transferred, but needs to be 
adapted.  
Based on an investigation of three different sewer system control systems in 
Europe, together with a review of other existing control hierarchy frame-
works, a time dependent control hierarchy for sewer system control was pro-
posed in Paper I. What separates this framework from those previously pro-
posed for sewer systems is the focus on the frequency with which the calcula-
tions are updated and the information exchanged between the layers of the 
hierarchy. In Figure 2 a suggestion for a timescale is made. The frequencies 
of action at the individual layers are specified as ranges, since these can be 
different for different sewer systems, depending on the number of layers and 
how fast the transients and responses of the system are. The layers are linked 
by information passed on between the higher and the lower layers. 
 
Figure 2: Time dependent control hierarchy for sewer systems (Paper I). 
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Layer 4: Management of objectives. At the very top of the hierarchy is the 
management of objectives layer, which defines the overall scope and targets 
for the sewer system operation that may take into account legislative re-
quirements as well as operational objectives. Here constraints and costs used 
for the objective function in the optimisation are specified. Changes to the 
constraints and costs could be due to seasonal changes, such as being in or 
out of the bathing season or a diurnal pattern of changing cost of electricity. 
Though no known control system for a sewer system have implemented a 
structure with such a layer today, it is included in the hierarchy as it naturally 
complements the control hierarchy and may become relevant in a near future. 
For example CLABSA7, the wastewater utility in Barcelona, has found that in 
their case the two primary objectives, avoiding flooding and minimising 
CSOs, work against each other, and it has not been possible to tune the 
weighting of these to have a dynamic prioritisation. Avoiding flooding will 
always be the dominant term in the objective function. As a result they are 
thinking about including the management of objectives layer in their new 
control system, which will enable them to switch between prioritising the two 
objectives, depending on the forecasted rainfall (Paper I). In this way the op-
timisation formulation is no longer continuous, but becomes event driven. 
Layer 3: Optimisation. The task of the optimisation layer is to determine 
the optimum operation and the desired setpoints or setpoint trajectories for 
the control layers. This can be done online or offline, but in a sewer system 
the states change frequently and rapidly during a rain event. Therefore a set-
point will only be optimal for a short period of time. As a result the setpoint 
will have to be updated very often, or instead of a single value the optimisa-
tion could provide a trajectory of setpoints. 
Layer 2: Coordinating control. Below the optimisation layer there can be a 
coordinating control layer. In plant-wide control the coordinating control lay-
er is the called supervisory control layer. However, in sewer system control 
supervisory control has a different meaning; there it is used to describe the 
level of automation of the control system (Schütze et al. 2004a). Therefore, 
the layer has been named the coordinating control layer.  
                                              
 
 
7 Clavegueram de Barcelona (CLABSA). 
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The coordinating control layer is needed if the control loops are interacting or 
there are some constraints on either the manipulated or the controlled varia-
bles that cannot be violated. In a sewer system the primary constraints are 
often on the capacity of the actuators, but they could also be on the flow or 
water levels at key locations in the sewer system. The role of the coordinating 
control layer is to decouple interacting control loops and manage constraints. 
In practice this layer will rarely be implemented as a separate layer. Instead it 
is often seen embedded directly in the controllers along with the regulatory 
control, or the constraints are managed in the optimisation. 
Layer 1: Regulatory control. The lowest layer controller is the regulatory 
control layer. The regulatory control layer ensures that the setpoints or trajec-
tories are followed, and that the disturbances are rejected.  
Since each layer acts at different timescales, the actions at the higher layers 
are discrete. This means that the system will never be able to achieve a truly 
optimal operation, since that would acquire a continuous determination of the 
optimum setpoints (Larsson and Skogestad 2000). For a steady-state system 
the determination of the timescales are important and relates to frequency of 
the disturbances acting on the system as well as the rate of change of the con-
straints and costs (e.g. number of orders, cost of materials, available man-
power, etc.). As the determination of the timescales is important for a steady 
state system, it seems reasonable to extrapolate that this will be especially 
true for a system with a transient nature like that of the sewer system. The 
implication is that the choice of timescale becomes a balancing act. Either the 
optimal behaviour is approximated through frequent updating of setpoints, 
requiring the computation of these to be fast, which makes demands on the 
used techniques. Or the setpoints are determined from more optimal, but also 
more time consuming techniques, which makes demands on the updating fre-
quency.  
A point of discussion is the role of the coordinating layer. It is defined as the 
layer where interacting control loops are decoupled and constraints are man-
aged. It can be argued that in practice these tasks are usually handled by the 
optimisation or by rule-based control embedded in the regulatory control lay-
er, and the layer should therefore be omitted. On the other hand, to base a 
generic control hierarchy only on current examples of sewer system control 
reported in literature could quickly prove limiting. Most sewer system control 
implemented today focus on the quantitative aspects of CSO, whereas re-
search is also focusing on the qualitative aspects of CSO (e.g. Vanrolleghem 
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et al. 2005, Langeveld et al. 2013). The hierarchy is therefore kept as generic 
as possible to maintain the maximum of flexibility, such that hopefully it can 
also handle the sewer system control hierarchies of the future.   
The value of the time-scale dependent framework lays in its ability to visual-
ise control structures in a manner that enables a comparison between them. 
This can be of value in the design phase, but will also continue to be of value 
in the proceeding development of the system. Having the control structure 
documented will enable the utility company to not only compare the system 
with others, but also help them in the maintenance and further development 
of the control system, which is an important often neglected aspect after im-
plementation. By applying the framework in detail, an inventory is provided 
of the control loops and the control techniques used in the control system and 
at which layer in the hierarchy they are applied. This is helpful when pin-
pointing if and where updates are needed, and where to begin when evaluat-
ing the control system. It is also helpful as a communication tool, to set the 
stage for collaboration between experts from a very broad range of fields that 
are involved when designing sewer system control systems of the future (e.g. 
environmental engineers, chemical engineers, hydrologists, electrical engi-
neers, control engineers), since each of these often haven their own terms and 
definitions. 
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3 Designing sewer system control 
For the design of sewer system control, the control hierarchy presented in 
Figure 2, page 11 is taken as the starting point for control system design. In 
the following the control layers are designed one by one for a case study, 
starting at the bottom and moving up though the hierarchy. 
 
3.1 Case study description 
The case area is a sub catchment of Copenhagen’s sewer system owned and 
maintained by HOFOR8. It has a size of 320 hectare (impermeable area) and 
is equipped with three pumping stations, two storage tanks, one pipe basin 
and five CSO structures (see Figure 3). The disturbances to the system are the 
sewerage (dry weather flow) and the rainfall runoff.  
 
 
Figure 3: Case study. To the left: A map of the area (Paper II). To the right: A schematic 
representation of the sewer system. 
 
                                              
 
 
8  Danish: Hovedstadsområdets Forsyningsselskab, English: Copenhagen Utility Company. 
www.hofor.dk. 
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In Table 1 some key characteristics of the case study are shown.  
Table 1: Key characteristics of the case study. The abbreviations are found in Figure 3, 
right. 
Sub catchments 1 2 3 4 5 
Area [ reduced ha] 23.5 222.5 30.0 8.2 33 
Dry weather flow [l/s] 29 1035 178 200 2 
Retention basins PB KG COL SA  
Volume [1000 m3] 0.61 1.60 35.72 7.05  
Interceptor pipes ICOB ICES ICAH FMout  
Full running capacity [l/s] 400 900 1000 1000  
Pumps P1 P2 P3   
Maximum capacity [l/s] 900 500 300   
 
The existing control is rule based, and has been developed over time as in-
sights have been gained on the dynamics and interactions by the operators 
(from internal documents describing the controls in HOFOR). The pumping 
stations emptying the two basins, P2 and P3, are activated based on the level 
of water in the respective basins and their downstream water levels. The 
pumping station P1 elevates the wastewater, so it can continue to run by 
gravitation towards the WWTP. The control technique used at P1 is a PID9 
controller. The PID control is combined with a selective control mechanism, 
constraining the controlled variable, u; in this case the outflow from the 
pumping station. This has been done to ensure that the flow from the pump-
ing station does not exceed the downstream capacity. The selector chooses 
the minimum value of the output from the PID controller and three alterna-
tives. All three alternatives are based on downstream conditions. The first 
two seek to limit the flow to the CSO structure UO38, to minimize the risk of 
overflow, based on level measurements at or close to UO38. The last alterna-
tive value sent to the selector, comes from the retention basin at Skt. Annæ. 
This is because the Skt. Annæ basin empties (via P3) to the same interceptor 
                                              
 
 
9 Proportional Integral Derivative (PID). 
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pipe as P1. Therefore, there is known to be a limited capacity of this intercep-
tor pipe during the emptying of Skt. Annæ.  
The objective of the controls is to minimise the CSO volumes at the individu-
al locations, as well as the total CSO volume. The individual CSO volumes 
can be calculated from: 
 𝑼𝑼𝑶𝑶ℎ = �𝑼𝑼𝑶𝑶ℎ,𝑗𝑗𝐽𝐽
𝑗𝑗=1
 eq. (1)  
where 𝐽𝐽 is the number of observations, h represents the external overflow lo-
cations and 𝑼𝑼𝑶𝑶ℎ,𝑗𝑗 are the external overflow observations. 
The total CSO volume can hence be calculated from: 
 𝑪𝑪𝑪𝑪𝑶𝑶 = �𝑼𝑼𝑶𝑶ℎ𝐻𝐻
ℎ=1
 eq. (2)  
where H is the number of external overflow locations. 
The case study is a small part of the sewer system in Copenhagen. It is there-
fore assumed that rainfall falls homogenously over the whole catchment. The 
time of concentration in the system is mainly related to the runoff routing. 
However, there is also a significant in-system delays as the transportation 
time from Kalkbrænderihavnsgade Pumping Station (P1) to Esplanaden 
(ICES) is around 10 minutes. 
 
3.2 Designing a regulatory control layer 
As indicated in Figure 2 the regulatory control is the lowest control layer in 
the hierarchy.  It ensures that the setpoint trajectories are met by adjusting the 
actuators. This is shown in Figure 4, where the difference between the meas-
ured values, and the setpoints are calculated and based on these the actuators 
are adjusted, to eliminate the difference. This is also called feedback control. 
To design the regulatory control layer one needs to determine where to meas-
ure, what to control, which control techniques to use and the source of the 
setpoints. 
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Figure 4: Feedback control loop 
 
In Paper II the aim was to design a regulatory control layer that is efficient. 
Thus there should be minimum interactions between the different control 
loops of manipulated and controlled variables, while still maintaining a high 
sensitivity between the controlled variable and the manipulated variable of 
the individual control loops. The design of the regulatory control layer takes 
its basis in the process oriented approach (Seborg et al. 2011). The steps are 
shown in Figure 5. 
The following sections will go through the methods and tools of the individu-
al steps, as well as the results from applying them to the case study. 
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Figure 5: Steps in designing the regulatory control layer. 
 
3.2.1 Obtain model for control 
A virtual tank (VT) model (Ocampo-Martinez 2010) of the case study is pre-
sented in Paper II. Figure 6 shows a schematic representation of the model of 
the case study implemented in Matlab/Simulink. The VT model is a simple 
mass balance model using ordinary differential equations (ODE) to describe 
the change in volumes.  
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Figure 6: Schematic representation of the virtual tank model of the case study area. The abbrevia-
tions used are: VT = Virtual tank, P = pumping station, UO = External overflow, IO = Internal 
overflow, FM = Flow measurement, IC = Interceptor. 
 
However, many tools from classical control theory need a transfer function 
model that describe the relationship between the inputs (𝒖𝒖𝑖𝑖) and the outputs 
(𝒚𝒚𝑖𝑖) of the system through a gain matrix (Seborg et al. 2011). As the system 
dynamics are important to consider, when analysing sewer system operation, 
the transfer function gain matrix is preferred to the steady-state gain matrix. 
The first step is therefore to translate the VT model into a transfer function 
gain matrix.  
A gain matrix transfer function model is depicted in Figure 7, where 𝐺𝐺(𝑠𝑠) is 
the transfer function gain matrix that represents the system dynamics in the 
Laplace domain (frequency domain). To work in the frequency domain is 
chosen, because of the rich classical control toolbox available that offers 
tools and methods for controllability analysis. 
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Figure 7: Transfer function model in the Laplace domain (Paper II). 
 
For a dynamic system the transfer function model in the Laplace domain can 
be expressed in vector-matrix notation as: 
 𝒀𝒀(𝑠𝑠) = 𝑮𝑮(𝑠𝑠)𝑼𝑼(𝑠𝑠) eq. (3)  
where 𝒀𝒀(𝑠𝑠) is the output matrix, 𝑮𝑮(𝑠𝑠) is the transfer function matrix, 𝑼𝑼(𝑠𝑠) is 
the input matrix and 𝑠𝑠 is the Laplace variable. 
In the time-domain, the input and output dynamics are represented by the 
state-space formalism as follows: (Seborg et al. 2011): 
 
𝑑𝑑𝒙𝒙
𝑑𝑑𝒕𝒕
= 𝑨𝑨𝒙𝒙 + 𝑩𝑩𝒖𝒖 eq. (4)  
 𝒚𝒚 = 𝑪𝑪𝒙𝒙 + 𝑫𝑫𝒖𝒖 eq. (5)  
where 𝑨𝑨, 𝑩𝑩, 𝑪𝑪 and 𝑫𝑫 are matrices, 𝒙𝒙 are the states, 𝒖𝒖 are the inputs and 𝒚𝒚 are 
the outputs. 
The relationship between the state-space representation and the transfer func-
tion model follows (Seborg et al. 2011): 
 𝑮𝑮(𝑠𝑠) ≜ 𝑪𝑪[𝑠𝑠𝑰𝑰 − 𝑨𝑨]−1𝑩𝑩 eq. (6)  
where 𝐼𝐼 is the identity matrix.  
The state-space formulation is obtained from linearization of the VT model. 
The challenge is to describe the non-linear sewer system dynamics with a lin-
ear model. To overcome this obstacle the linearization is performed at differ-
ent points of operation throughout the simulation of a Chicago Design 
Storm10 (CDS) (Keifer and Chu 1957). The return period for the rain event is 
chosen to be between the known return period for the overflows, which is 
                                              
 
 
10 The CDS rain is obtained from the Danish regional intensity-duration-frequency relationships 
(Arnbjerg-Nielsen et al. 2002; Madsen et al. 2009). 
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approximately ½ year, and the return period for surface flooding, which is ten 
years. The return period for the rain event is therefore selected to be five 
years (T = 5 y)11, to be certain the system saturates and overflows occur, as 
the model should also reflect these. In this way a piece-wise linear model is 
obtained. This is shown in Figure 8. 
 
Figure 8: Conceptual representation of how the transfer function model is obtained at dif-
ferent operating points (Paper II). 
 
Next the state-space formulation is converted to the Laplace domain, and the 
transfer function model is obtained. However, the classical control tools for 
controllability analysis are based on the gain matrix. Therefore the transfer 
function model needs to be evaluated at a certain operating point, 𝑠𝑠: 
 𝑮𝑮𝒔𝒔 = 𝒀𝒀𝑠𝑠 𝑼𝑼𝑠𝑠⁄  eq. (7)  
where 𝒀𝒀𝑠𝑠 and 𝑼𝑼𝑠𝑠 are the output and the input, respectively, at a certain oper-
ating point 𝑠𝑠.  
Selection of an appropriate input frequency to evaluate the system input-
output dynamics is important, since it affects the sizes of the gains. Since rain 
events are stochastic in nature, there is no dominant frequency in the input 
disturbances (Mauricio-Iglesias et al. 2015). As this is the case, the 
knowledge of the dynamics of the system is used to determine a suitable fre-
                                              
 
 
11 The duration of the rain event was set to four hours and the shape as symmetrical, resulting in a 
maximum intensity of 16.74 µm/s 
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quency. In the design or retrofitting of a sewer system using the Rational 
method, the dimensioning is based on the maximum, average intensity over 
the critical time span; with the critical time span being determined from the 
time of concentration (flow time in the system) (Winther et al. 2011). Based 
on a similar approach the frequency is chosen as the shortest critical time of 
concentration for the locations of the three actuators. This corresponds to the 
inverse of the largest flow conversion coefficient for the virtual tanks, 
𝛽𝛽3 = 0.1036 1 min⁄ (= 9.65 min). In the frequency domain this corresponds 
to 0.65 rad/min.  
Having obtained the gain matrix, the gains are finally scaled, by dividing 
each input and output by its corresponding range (Seborg et al. 2011), to en-
sure the gains have comparable units.  
The end result is a series of gain matrices, one for each point of linearization. 
Based on these, four different phases of the operation were identified in Paper 
II: dry weather, filling, saturation and emptying. Within each of these four 
phases the linear model is the same (Paper II). The resulting gain matrix can 
be seen in Table 2. 
Table 2: Scaled gain matrix model of the case study (Paper II, supplementary data. The 
names of the variables correspond to those used in Figure 6. 
 Dry weather  
(t  = 0 - 45) 
Filling  
(t = 75 - 165) 
Saturation  
(t = 195 - 225) 
Emptying  
(t = 465 - 2500) 
P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3 FMES 0.20 0 0 0.20 0 0 0.20 0 0 0.20 0 0 FMAH 0.62 0 0 0.62 0 0 0.62 0 0 0.62 0 0 FMSA 0.18 0 0.06 0.18 0 0.06 0.18 0 0.06 0.18 0 0.06 
UO32 0 0 0 0 0 0 -0.21 3 e-12 0 0 0 0 VCOL 0 -0.001 0 -0.002 -4 e-13 0 0 0 0 0 -0.001 0 IOKG 0 0 0 -0.09 0.05 0 -0.09 0.05 0 0 0 0 VKG -0.05 0.03 0 0 0 0 0 0 0 -0.05 0.03 0 VSA 0 0 -0.004 0 0 -0.004 0 0 0 0 0 -0.004 FMout 0.90 0 0.30 0.90 0 0.30 0.90 0 0.30 0.90 0 0.30 
 
From Table 2 it can be seen that actually the gain matrix is the same during 
the dry weather and emptying phase. However, the existing rule based control 
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also operate with similar phases, and based on this it was decided not to 
merge the dry weather and the emptying phases, despite the gain matrices 
being the same.  
 
3.2.2 Screening of measurements 
Once the gain matrix is obtained it can be used for a sensitivity based screen-
ing, to eliminate measurement variables (MeV) that are not sensitive to 
changes in the manipulated variables (MV). 
 SA =   ∂MeV∂MV   eq. (8)  
If the MeV is not sensitive to changes in the MV then SA is equal to zero, 
and the MeV can be eliminated as a potential controlled variable (CV) candi-
date in any of the further investigations. 
The preliminary screening can be used in two different ways: 1) only availa-
ble measurements are included, 2) possible new sensor locations are also in-
cluded. In Paper II the second approach is used, including all possible sensor 
locations. This was chosen since the installation of a new sensor is a relative-
ly small investment, compared to installing a new gate, pump or basin. 
The preliminary screening of measurements not sensitive to changes in the 
manipulated variables reduces the number of possible pairings to further in-
vestigate from 286 to 35 (Paper II). Several measurements are eliminated al-
together, including most of the overflow measurements, which indicate that 
many of the overflows cannot be affected by the control.  
 
3.2.3 Calculation of the condition number and the relative gain 
array 
To analyse the measurements with respect to their use in control a controlla-
bility analysis is performed, whit the calculation of the condition number 
(CN) and the relative gain array (RGA). 
The CN is a way to determine the best subset of measurements to be paired 
with the manipulated variables. It is calculated by looking at the relationship 
between the maximum and the minimum singular value of the gain matrix 
(Seborg et al. 2011). By dividing the largest singular value by the smallest 
singular value, it is tested if the system is well conditioned. In the context of 
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the optimal pairing of controlled variables with manipulated variables for the 
design of regulator control layer, a low condition number for a given pairing 
candidate indicates that the controlled variables can be regulated inde-
pendently of each other. Thus based on the condition number of the individu-
al subsets of measurements, the subset(s) best suited for further analysis can 
be chosen. 
 CN =   𝜎𝜎𝑚𝑚𝑚𝑚𝑚𝑚(𝑮𝑮𝑠𝑠,𝑛𝑛𝑚𝑚𝑛𝑛)𝜎𝜎𝑚𝑚𝑖𝑖𝑛𝑛(𝑮𝑮𝑠𝑠,𝑛𝑛𝑚𝑚𝑛𝑛)  eq. (9)  
where 𝜎𝜎 are the singular values of the transfer function gain matrix, 𝑮𝑮𝑠𝑠,𝑛𝑛𝑛𝑛𝑛𝑛, 
which is a square subset of 𝑮𝑮𝑠𝑠 with the number of rows and columns equal to 
the number of manipulated variables.  
The RGA is another method to find the best pairing between measurements 
and actuators. However, for a process with time delays, the process dynamics 
can be important in the pairing decisions. Considering this, the frequency-
dependent RGA (f.d. RGA) is a better tool, where the calculation is based on 
the gain matrix instead of the steady-state gain matrix. The f.d. RGA can be 
calculated for a square matrix as follows (Bristol 1966): 
 f. d.  RGA =   �𝑮𝑮𝑠𝑠𝑇𝑇�−1 ⨂ 𝑮𝑮𝑠𝑠 eq. (10)  
For the pairing one should avoid negative relative gains and very large rela-
tive gains. A good pairing is indicated by a relative gain close to 1. 
The calculation of the condition number showed that for this case study the 
interesting subsets of measurements are the same during the operational 
modes dry weather and emptying, and again they are very similar during fill-
ing and saturation (Paper II).  
Based on the CN a subset for each of the operational modes was selected for 
further analysis with the f.d.RGA. The results of the f.d.RGA can be seen in 
Table 3. 
Table 3: The f.d. RGA for the case study (Paper II). 
 Dry weather Filling Saturation Emptying FMES VKG FMSA FMES IOKG FMSA FMES IOKG FMSA FMES VKG FMSA 
P1 1 0 0 1 0 0 1 0 0 1 0 0 
P2 0 1 0 0 1 0 0 1 0 0 1 0 
P3 0 0 1 0 0 1 0 0 1 0 0 1 
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The f.d. RGA shows that the control loops are not interacting with each other, 
since the off-diagonal elements are zero. 
 
3.2.4 The pairing of manipulated and controlled variables 
Based on the CN and the f.d. RGA the pairings are selected as shown in Ta-
ble 5. For each of the operational modes a control degree of freedom (CDOF) 
analysis is performed.  
During the saturation phase the whole sewer system is saturated included all 
three controllers, and the CDOF is therefore zero. Control loops 2 and 3 both 
empty offline basins (P2 and P3), and therefore cannot act on the system dur-
ing dry weather, when the tanks are empty. During the filling of the system 
the interceptor pipes are full, causing the overflow to the offline basins in the 
first place, thus making any attempt to empty the basins futile. The CDOF for 
the dry weather and the Filling is therefore one, as also indicated in Table 4. 
Only during the emptying phase does the system have full CDOF. 
Table 4: Results of the control degree of freedom analysis for each of the operational 
modes. 
Operational mode Control degrees of freedom 
Dry weather 
𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝜕𝜕
�
𝐷𝐷𝐷𝐷𝐷𝐷 𝑤𝑤𝑤𝑤𝑚𝑚𝑤𝑤ℎ𝑤𝑤𝐷𝐷   ~    1 
Filling 
𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝜕𝜕
�
𝐹𝐹𝑖𝑖𝐹𝐹𝐹𝐹𝑖𝑖𝑛𝑛𝐹𝐹
     ~    1 
Saturation 
𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝜕𝜕
�
𝑆𝑆𝑚𝑚𝑤𝑤𝑆𝑆𝐷𝐷𝑚𝑚𝑤𝑤𝑖𝑖𝑆𝑆𝑛𝑛
     ~    0 
Emptying 
𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝜕𝜕
�
𝐸𝐸𝑚𝑚𝐸𝐸𝑤𝑤𝐷𝐷𝑖𝑖𝑛𝑛𝐹𝐹
     ~  3 
 
The CDOF analysis shows that the potential for control primarily lays in a 
quick emptying of the sewer system to avoid coupled event. However, to the 
extent that the downstream basin fills up before the upstream one, control 
loop 1 can be used to retain combined sewage in the upstream part of the sys-
tem, and thereby ensure an even filling. 
Based on the CDOF analysis, it can be concluded that not all operational 
modes are feasible for every control loop. In Table 5 some of the pairings are 
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written in bold letters. These are the operational modes for each of the control 
loops, where the control loop is actually feasible. 
Table 5: The pairing of MVs and CVs (Paper II).The operational modes written in bold are 
the feasible operational modes. 
 Control loop 1 
MV1 – CV1 
Control loop 2 
MV2 – CV2 
Control loop 3 
MV3 – CV3 
Dry weather 𝐏𝐏𝐏𝐏 − 𝐅𝐅𝐅𝐅𝐄𝐄𝐄𝐄 P2 − VKG P3 − FMSA 
Filling 𝐏𝐏𝐏𝐏 − 𝐅𝐅𝐅𝐅𝐄𝐄𝐄𝐄 P2 − IOKG P3 − FMSA 
Saturation 𝐏𝐏𝐏𝐏 − 𝐅𝐅𝐅𝐅𝐄𝐄𝐄𝐄 P2 − IOKG P3 − FMSA 
Emptying 𝐏𝐏𝐏𝐏 − 𝐅𝐅𝐅𝐅𝐄𝐄𝐄𝐄 𝐏𝐏𝐏𝐏 − 𝐕𝐕𝐊𝐊𝐊𝐊 𝐏𝐏𝐏𝐏 − 𝐅𝐅𝐅𝐅𝐄𝐄𝐒𝐒 
 
As the pairing for control loop 2 becomes irrelevant for all operational modes 
besides emptying, this removes the problem of this control loop having 
changing pairings. For this case study, the pairings of MVs and CVs therefore 
remain the same during all relevant operational modes. 
Though the CDOF is zero during the saturation phase, control loop 1 is still 
characterized as feasible. This is because in the implementation it will try to 
act on the system, however, the CDOF is zero and thus the controller is satu-
rated; unless the controller is purposely deactivated during the saturation 
phase. 
From the CDOF analysis it becomes clear that the regulatory control layer 
cannot have a fixed setpoint, as the dynamics are not continuous and have too 
large fluctuations for a single nominal setpoint to be sufficient. 
 
3.2.5 Choice of control technique 
Since the pairings are the same for all operational modes, the control tech-
niques can also remain the same for all operational modes. By default the 
simplest control technique possible is selected for all three control loops: the 
proportional controller (P-controller) (Seborg et al. 2011): 
 𝑢𝑢(𝑡𝑡) = 𝑢𝑢� + 𝐾𝐾𝑐𝑐�𝑦𝑦(𝑡𝑡) − 𝑦𝑦𝑆𝑆𝑆𝑆(𝑡𝑡)�  eq. (11)  
where 𝑢𝑢� is the nominal input, 𝐾𝐾𝑐𝑐  is the controller gain, 𝑦𝑦(𝑡𝑡) is the measure-
ment of the CV and 𝑦𝑦𝑆𝑆𝑆𝑆(𝑡𝑡) is the setpoint. 
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Control loops 1 and 3 both have flows as both the controlled and the manipu-
lated variable. Because of the transient nature of the disturbances, it is not 
possible to select a nominal input, 𝑢𝑢�, that leads to a stable P-controller for 
these loops. Instead an Integral-controller in velocity form is used, where the 
nominal input flow is replaced with the last recorded input value, 𝑢𝑢𝑡𝑡−1:  
 𝑢𝑢(𝑡𝑡) = 𝑢𝑢𝑤𝑤−1 + 𝐾𝐾𝑐𝑐�𝑦𝑦(𝑡𝑡) − 𝑦𝑦𝑆𝑆𝑆𝑆(𝑡𝑡)�  eq. (12)  
Control loop 2 on the other hand, has a volume (VKG) as the controlled varia-
ble. Here a standard P-controller is applied (Paper II). 
For the determination of setpoints, the objective function for the control (eq. 
1 and 2) is considered together with operational knowledge of the system. It 
is found that control loop 1 needs to have different setpoints during the dif-
ferent operational modes. Because the controlled variable is highly influ-
enced by disturbances, it is necessary to vary the setpoint of the controller to 
ensure a stable operation.  A higher control layer is therefore needed, to feed 
setpoints to the regulatory control layer.  
 
3.2.6 Lessons learned from designing a regulatory control layer 
Based on the results in this chapter, it is considered possible to apply classi-
cal control theory on sewer system control problems, if a piece-wise linear 
model of the sewer system can be obtained. The following should be high-
lighted: 
• The preliminary screening of measurements not sensitive to changes in 
the manipulated variables is an effective tool, as it quickly eliminates 
the measurements that are irrelevant for control purposes.  
• The controllability analysis proved a strong tool for analysing the sen-
sitivity of the measurements from actuator changes and helps in the 
pairing of actuators and measurements.  
• The CDOF analysis can help to gain systems understanding as the re-
sults create an overview of the available actuators in the different op-
erational modes. 
• In a sewer system the regulatory control layer cannot have a fixed set-
point. It needs to have setpoints fed; either from a coordinating control 
layer or from an optimisation. 
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The fact that the regulatory control layer needs varying setpoints to perform 
meaningfully in sewer systems, is consistent with the discussion in section 
2.2 on the role of the coordinating control layer. It was argued that in practice 
the coordinating control layer is often embedded into the regulatory control 
layer. The reason for this is now obvious; it is because the regulatory control 
layer cannot function on its own. 
A disadvantage of the controllability method is the many steps that need to be 
undertaken to achieve the gain matrix. In this study a detailed model of the 
system was available. However, to get from that model to the gain matrix 
model, multiple steps had to be performed to simplify the model, linearize it 
in different ways and finally convert it to a linear model in the frequency do-
main. The process is time consuming and, maybe more importantly, working 
in the frequency domain is unknown for professionals working with urban 
drainage modelling today, as the traditional methods for analysing the sewer 
system operation is in the time domain. 
 
3.3 Designing a coordinating control layer 
The coordinating control layer is the second layer in the control hierarchy 
(see Figure 2, page 11). One of the techniques often applied here is rule-
based control, as it is an intuitive way of managing constraints, if they are not 
too complex. In HOFOR the rules are usually designed based on: 1) An anal-
ysis of bottlenecks, and 2) Simulations and trial and error. These are therefore 
the steps employed in this section, as illustrated in Figure 9. 
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Figure 9: Steps in designing a coordinating control layer. 
 
The steps are applied to the case study, and the results are described below. 
From the review of the existing control system, it is known that there is a bot-
tleneck downstream from P1, as P1 and P3 empty to the same interceptor 
pipe that has a limited capacity. During the emptying phase these two actua-
tors therefore need coordination. It is chosen to prioritize the emptying of VSA, and the setpoint for control loop 1 is therefore limited to 0.6 m3/s, as this 
leaves enough capacity in the interceptor pipe for P3 to run at full capacity. 
Based on the bottleneck analysis, and knowledge about the maximum capaci-
ty of the interceptor pipes and the dry weather flow, the setpoints and nomi-
nal flows of the controllers are chosen as shown in Table 6. 
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Table 6: The parameters of the three controllers when using coordinating control (Paper 
II). 
Operational 
mode 
Control loop 1 Control loop 2 Control loop 3 
𝒚𝒚𝒔𝒔𝒔𝒔 𝒖𝒖� 𝑲𝑲𝒄𝒄 𝒚𝒚𝒔𝒔𝒔𝒔 𝒖𝒖� 𝑲𝑲𝒄𝒄 𝒚𝒚𝒔𝒔𝒔𝒔 𝒖𝒖� 𝑲𝑲𝒄𝒄 
[m3/s] [m3/s] [-] [m3] [m3/s] [-] [m3/s] [m3/s] [-] 
Dry weather 0.17 𝑢𝑢𝑤𝑤−1 1 - - - - - - 
Filling 0.9 𝑢𝑢𝑤𝑤−1 1 - - - - - - 
Saturation 0.9 𝑢𝑢𝑤𝑤−1 1 - - - - - - 
Emptying 0.6 𝑢𝑢𝑤𝑤−1 1 1440 0.5 0.2 1.0 𝑢𝑢𝑤𝑤−1 1 
 
Finally, a deadband is implemented in control loop 1 to avoid chattering, 
leading to frequent activation and deactivation of the controller during dry 
weather (Paper II). 
The performance of the control system is tested with a CDS rain. The return 
period for the rain event is chosen to be two years12, as this is still between 
the known return period for the overflows and the return period for surface 
flooding, but the system should not be so saturated that the control has no 
effect. The results of the simulation can be seen in Figure 10.  
From Figure 10 it can be seen that the controller seems robust, and the con-
figuration is therefore kept for the final evaluation as a potential new control 
system. 
 
                                              
 
 
12 The CDS rain is obtained from the Danish regional intensity-duration-frequency relationships 
(Arnbjerg-Nielsen et al. 2002; Madsen et al. 2009). The duration of the rain was set to four hours, 
the mean annual precipitation to 640 mm and the shape as symmetrical, resulting in a maximum 
intensity of 12.64 µm/s and a total rain depth of 23 mm. 
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Figure 10: The results of a simulation with a CDS rain (T = 2 y) and a coordinating control 
layer acting on the regulatory control layer. 
 
3.4 Designing an optimisation layer 
An alternative to the coordinating control layer is to have the setpoints de-
termined at an even higher layer in the control hierarchy. The optimisation 
layer is the third layer in the hierarchy. If an optimisation is implemented 
online, it can calculate and feed the optimum setpoints to the regulatory con-
trol layer automatically in a discrete manner (see Figure 2, page 11).   
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The optimisation problem can be generically formulated as follows: 
 
argmin
𝒖𝒖
� 𝐹𝐹(𝒖𝒖,𝒙𝒙, 𝒕𝒕,𝒅𝒅)𝑤𝑤+∆𝑤𝑤
𝑤𝑤
 
subject to 
eq. (13)  
 
𝑑𝑑𝒙𝒙
𝑑𝑑𝒕𝒕
= ℎ(𝒖𝒖,𝒙𝒙, 𝒕𝒕,𝒅𝒅) eq. (14)  
 𝒚𝒚 = 𝑔𝑔(𝒖𝒖,𝒙𝒙, 𝒕𝒕,𝒅𝒅) eq. (15)  
 𝒙𝒙𝑚𝑚𝑖𝑖𝑛𝑛 ≤ 𝒙𝒙𝑤𝑤 ≤ 𝒙𝒙𝑚𝑚𝑚𝑚𝑚𝑚 eq. (16)  
 𝒖𝒖𝑚𝑚𝑖𝑖𝑛𝑛 ≤ 𝒖𝒖𝑤𝑤 ≤ 𝒖𝒖𝑚𝑚𝑚𝑚𝑚𝑚 eq. (17)  
 𝒚𝒚𝑚𝑚𝑖𝑖𝑛𝑛 ≤ 𝒚𝒚𝑤𝑤 ≤ 𝒚𝒚𝑚𝑚𝑚𝑚𝑚𝑚 eq. (18)  
where 𝐹𝐹(𝒖𝒖,𝒙𝒙, 𝒕𝒕,𝒅𝒅) is the objective function for the optimisation, ℎ(𝒖𝒖, 𝒙𝒙, 𝒕𝒕,𝒅𝒅) 
is the model of the system, 𝒖𝒖 are the inputs or manipulated variables (MV), 𝒙𝒙 
are the states, 𝑡𝑡 is time, ∆𝑡𝑡 is the control horizon used, 𝒅𝒅 are the disturbances 
and y are the model outputs or the controlled variables (CV). The indexes min 
and max indicate the lower and upper constraints. 
In Figure 11 the different time horizons used in optimisation and the interre-
lationship between them are illustrated (from Rauch and Harremöes 1999). 
As indicated in Figure 11 the prediction horizon is the time it takes, before all 
effects have been accomplished. In a sewer system that is the retention time 
of the system, when focusing on CSO. The forecast horizon is the period 
where all the inputs are known. The control horizon is the simulation time of 
the optimisation and the sampling time is the time between recalculation of 
the optimisation and is denoted 𝑇𝑇𝑠𝑠.  
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Figure 11: Schematics of time horizons applied in optimisation (from Rauch and 
Harremöes, 1999). 
 
The methodology for designing the optimisation is taken from Seborg et al. 
(2011). However, as part of the design of the regulatory control layer, several 
of the steps have already been addressed. In this section the focus will there-
fore be on simplifying the process model, simplifying the objective function 
and performing a sensitivity analysis. The steps are illustrated in Figure 12. 
 
Figure 12: Steps in designing an optimisation. 
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The tools and methods of each of the steps were applied to the case study in 
Paper III. They are described in the following sections, as well as the results. 
 
3.4.1 Simplify the process model 
The VT model already described (section 3.2.1) can be used as both the eval-
uation model for benchmarking and the process model for the optimisation. 
However, the computational time of solving the optimisation is related to the 
model size and complexity. In this step the VT model is therefore simplified 
to different degrees and benchmarked against each other. The benchmarking 
parameters are chosen to be the root mean square error (RMSE) (Sin et al. 
2007) and computational time.  
 RMSE =   �1𝐽𝐽 ��𝒚𝒚�𝑗𝑗 − 𝒚𝒚𝑗𝑗�2𝐽𝐽
𝑗𝑗=1
 eq. (19)  
where 𝐽𝐽 is the number of observations, 𝑦𝑦�𝑗𝑗  are the simulation results of the 
process model and 𝑦𝑦𝑗𝑗 are the simulation results of the evaluation model. 
The model evaluation is performed with the CDS rain with a return period of 
two years also used in section 3.3.  
Three alternative process models are tested and compared in Paper III to the 
full process model (VT model). Some characteristics of the models are shown 
in Table 7 (for the full descriptions please see Paper III). 
The trajectories for the actuators are set from the evaluation model, since no 
control is yet applied. To make the performance of the model clear, no uncer-
tainty is included in the simulations and the process model states are updated 
directly from the evaluation model. In any practical application the uncertain-
ty and noise should be considered in the forecast and the model updating. 
However, these issues are kept outside the scope of this thesis. 
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Table 7: Optimisation model characteristics (Paper III). 
Model Modelling      
software 
Process model 
equations 
Estimated       
disturbances 
Rainfall      
prediction 
Forecast 
1 Matlab Algebraic q3, q5, ICAH* No Constant from     measurements 
2 
Matlab/ 
Simulink 
ODE All Yes 
Mean of the previous 
period 
3 
Matlab/ 
Simulink 
Algebraic 
q1-q5, q7, ICOB* Yes Actual future rain  (perfect information) 
VT 
Matlab/ 
Simulink 
ODE All Yes 
Actual future rain 
(perfect information) 
* See Figure 6, page 20. 
 
The model dynamics are benchmarked against the evaluations model and 
each other with respect to the CVs (FMES, VKG and FMSA) using eq. 19; and 
the simulation times are also recorded13. The simulations are performed with 
a sampling time of both five and 30 minutes. The results are shown in Table 
8. 
Table 8: Comparison of potential process models to be used in the optimisation (Paper III). 
 RMSE [-] Computational time [s] 
Sampling time 5 min 30 min 5 min 30 min 
Model 1 39.44 264.18 0.288 0.260 
Model 2 10.88 55.12 14.762 5.610 
Model 3 3.67 4.40 12.626 3.133 
VT model 0 0 22.590 7.259 
 
The results in Table 8 clearly show the choice one has to make, when choos-
ing the model for optimisation. The slowest model is also the most detailed 
model (the VT model) and therefore has the best fit. All four models have 
                                              
 
 
13 The simulations are performed on a HP PC with Intel® Core™ i7-2600 CPU @ 3.40GHz in 
Matlab 2013a. 
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short computational times, since they are all very simple and the case area is 
small. However, the results show that:  
• Going from a model implemented entirely in Matlab (Model 1), to the 
VT model implemented in Matlab/Simulink (Model 2, 3 and 4) has a 
significant effect on the computational time, simply because it takes 
time to repeatedly initialise and run an ODE model.  
• The computational time can be kept down, while still maintaining an 
acceptable fit, if the rainfall prediction is done separately and then fed 
to the optimisation as an input as done in Model 3.  
• With no rainfall forecast, a model with frequent sampling time will 
still perform reasonable. Even Model 1 with a two minute update has a 
RMSE of 13.08 and a computational time of 0.263 s.  
For all subsequent analyses the VT model is used as both the process and the 
evaluation model as this is the option with the lowest RMSE and the compu-
tational time was affordable for the case study under consideration. 
 
3.4.2 Define the objective function 
The overall objective was defined in section 3.1 as minimizing the CSO vol-
ume. However, translating this to a mathematical problem to be solved by the 
optimisation can be done in different ways (Schütze et al. 2004b, Fiorelli et 
al. 2013). The following were investigated Paper III: 
1) Minimising the CSO volume: 
 𝐹𝐹1 = ��𝑼𝑼𝑶𝑶ℎ,𝑗𝑗𝐽𝐽
𝑗𝑗=1
𝐻𝐻
ℎ=1
 eq. (20)  
where H is the number of external overflows, J is the number of obser-
vations and 𝑼𝑼𝑶𝑶ℎ,𝑗𝑗 are the external overflow observations. 
2) Using as much of the storage capacity as possible by ensuring an even 
filling degree: 
 
 
𝐹𝐹2 = � abs�𝑓𝑓𝑑𝑑𝑤𝑤𝑒𝑒 − 𝑛𝑛𝑘𝑘𝑛𝑛𝑘𝑘,𝑚𝑚𝑚𝑚𝑚𝑚�𝐾𝐾𝑘𝑘=1  eq. (21)  
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where 𝑛𝑛𝑘𝑘 is the volume of water in the basins, K is the number of ba-
sins, 𝑛𝑛𝑘𝑘,𝑚𝑚𝑚𝑚𝑚𝑚 is the storage capacity and 𝑓𝑓𝑑𝑑𝑤𝑤𝑒𝑒 is the even filling degree, 
which is calculated from: 
3) Maximizing the flow to the treatment plant: 
where 𝑦𝑦𝐹𝐹 is the flow at the bottleneck, 𝑦𝑦𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum capacity 
at the bottleneck and L is the number of bottlenecks in the system.  
Each of the three objective function formulations was tested in Paper III us-
ing the CDS rain also previously used (section 3.3). The sampling time and 
the control horizon were selected to be 15 minutes, to account for the trans-
portation lag-time in the system. 
The results showed that: 
• Formulating the objective function as a direct minimisation of the 
CSO, F1, is not necessarily the best option. The problem with this ob-
jective function formulation is that it is only relevant when overflow is 
predicted or occurring. 
• The alternative of using even filling degree, F2, has the problem that 
when the majority of the tanks are full, there is nothing driving the 
emptying of the basins. 
• F3, where the focus is on maximising the amount of treated wastewater, 
performed well with respect to minimizing the CSO. However, an un-
wanted interaction between the actuators in control loops 1 and 2 oc-
curred, resulting in fluctuations in the flow. This was due to an up-
stream-downstream causality caused by large differences in pump ca-
pacities and the size of the volumes.  
The problems of F3 were solved by using a multi-objective function: 
where 𝑤𝑤1 and 𝑤𝑤2 are weighting factors,  𝑧𝑧𝑆𝑆𝑆𝑆 is the desired volume in the tank 
to be kept, 𝑧𝑧 is the actual volume and ∆𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum deviation possi-
ble from the desired setpoint.  
 𝑓𝑓𝑑𝑑𝑤𝑤𝑒𝑒 = ∑ 𝑛𝑛𝑘𝑘𝐾𝐾𝑘𝑘=1∑ 𝑛𝑛𝑘𝑘,𝑚𝑚𝑚𝑚𝑚𝑚𝐾𝐾𝑘𝑘=1  eq. (22)  
 𝐹𝐹3 = � abs�𝑦𝑦𝐹𝐹 − 𝑦𝑦𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚�𝐿𝐿
𝐹𝐹=1
 eq. (23)  
 𝐹𝐹4 = 𝑤𝑤1𝐹𝐹3 𝐹𝐹3,𝑚𝑚𝑚𝑚𝑚𝑚⁄ + 𝑤𝑤2(𝑧𝑧 − 𝑧𝑧𝑆𝑆𝑆𝑆) ∆𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚⁄  eq. (24)  
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In this fourth objective function formulation deviations from a predetermined 
water level in VKG were penalised and added to the objective of maximising 
the amount of treated water. For the initial evaluation the weights of the two 
terms in the objective function were both kept at one. The results showed that 
introducing the second term in eq. 24 did not have a negative influence on the 
amount of CSO, but it did decouple the interacting loops to some degree (see 
Figure 13). From Figure 13 it can even be seen that imposing the penalty 
leads to a faster emptying of VCOL, which reduces the risk of overflow due to 
coupled rain events. Based on the results objective function four is chosen for 
further evaluation. 
 
Figure 13: The simulation results with objective function three (𝐹𝐹3) and four (𝐹𝐹4). The first 
column shows the MVs, the second shows the CVs and the third shows the connected vol-
umes. 
 
3.4.3 Perform sensitivity analysis 
If the optimisation model is ill-defined, this will of course be reflected in the 
optimisation results. Therefore a sensitivity analysis and tuning is performed, 
to identify if the optimisation problem and its solution can be further im-
proved. A local sensitivity analyses is performed: 
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 𝑆𝑆1 = 𝜕𝜕𝐹𝐹𝜕𝜕𝜃𝜃𝑛𝑛 eq. (25)  
where 𝐹𝐹 is the objective function and 𝜃𝜃𝑛𝑛 are the parameters to be investigat-
ed.  
Large values of S indicate that the objective function is sensitive to changes 
in the parameter. A negative value indicates a better performance, while a 
positive value indicates the opposite. The degrees of freedom investigated in 
Paper III are the weighting factors used in eq. 24 of the objective function 
formulation (𝑤𝑤-values).  The sensitivity analysis is performed with a historic, 
coupled rain event14, to account for coupled events. 
The objective function (eq. 24) contains two terms, with each their own 
weight. These weights are perturbed one by one with +/- 20 % and the sensi-
tivity is calculated from eq. 24. As it was discussed in section 3.4.2 the first 
term minimizes the overflow, while the second term has the benefit of ensur-
ing a quick emptying of the basins. This should minimise the risk of overflow 
from coupled events. In Table 9 the results of the sensitivity analysis are 
shown. 
Table 9: Sensitivity analysis of the weights of the objective function (Paper III). 
 𝒘𝒘𝐏𝐏 
 UO17 UO32 UO38 UO42 UO44 Total CSO 
- 20 % 0 -85 0 0 0 -85 
+ 20 % 0 -100 0 0 0 -105 
 𝒘𝒘𝐏𝐏 
 UO17 UO32 UO38 UO42 UO44 Total CSO 
- 20 % 0 -85 0 0 0 -85 
+ 20 % 0 -20 0 0 0 -25 
 
The results show that it is mainly the UO32 that is sensitive, and it is to 
changes in both weights. The negative sensitivities show that the total CSO 
                                              
 
 
14  From The Water Pollution Committee of The Society of Danish Engineers’ (in Danish: 
Spildevandskomiteen (SVK)) rain gauge system, gauge 5740, event: 29-07-2005 to 30-07-2005. 
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discharge is less in all the scenarios than in the baseline scenario. In paper III 
addition effort was therefore put into determining the optimal value for 𝑤𝑤1 
and 𝑤𝑤2. It was found that the relationship between the performance of the 
optimisation and the choice of weights is not one, where the global minimum 
is easily found. However, the weight of 𝑤𝑤1 does not only affect the results in 
terms of the objective function, but also the stability of the output. In Figure 
14 the results of the optimisation are plotted, with 𝑤𝑤1 = [0.1; 1; 10] and 𝑤𝑤2 
kept constant at one. The results show that the output for the CVs becomes 
more stable, as the value of 𝑤𝑤1 decreases, since this puts more emphasis on 
the second term of the objective function, which is designed to minimize 
fluctuations in VKG . Based on the results of the sensitivity analysis the 
weights were chosen to be 𝑤𝑤1 = 0.1 and 𝑤𝑤2 = 1 for the final evaluation. 
 
Figure 14: Simulation results from performing the optimisation with varying values of w1 
(0.1; 1; 10), while w2 is kept constant (w2 = 1). 
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Apart from the traditional sensitivity analysis, a tuning of the control horizon 
(∆𝑡𝑡) together with the sampling time (𝑇𝑇𝑠𝑠) is also performed. The two parame-
ters are linked as shown in Figure 11, page 34.  
The tuning is done from simulating a number of scenarios and comparing 
them based on the CSO volume (eq. 1 and 2).  
In paper III a value below and a value above the 15 minutes used in the pre-
vious simulations, were selected for the control horizon. Five minutes was 
chosen, since this is less than the transportation lag-time in the system, and 
the effect of this is interesting to observe. For an upper bound, the problem 
was considered similar to that of tuning a controller. The approximated first 
order time constant of the system is 35 minutes and therefore 30 minutes was 
selected as the upper bound for the control horizon, since this ensures that the 
controller can act faster than the system dynamics. The sampling time was 
selected to be the same as the control horizon. As the sampling time cannot 
be larger than the control horizon, the scenarios to test were: (𝑇𝑇𝑠𝑠 ,∆𝑡𝑡) ∈  [5,5 ; 
5,15 ; 5,30 ; 15,15 ; 15,30 ; 30,30].  
The scenarios were run with the CDS rain previously used (section 3.3) as 
well as a historical rain event with a similar return period15. The results of the 
simulations of the scenarios are shown in Figure 15. 
The results in Figure 15 show that: 
• A long control horizon will not improve the optimisation results in this 
case study. Instead the performance becomes worse as the control 
horizon increases.  
• The performance deteriorates as the difference between the sampling 
time and the control horizon increases.  
 
                                              
 
 
15 From the Danish Wastewater Committee (SVK) rain gauge system, gauge 5740, period: 1979-
2013, event: 22-05-2011. The return period is determined based on the maximum mean intensity 
over 30 minutes. 
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Figure 15: Results from sensitivity analysis of the control horizon, ∆𝑡𝑡, versus the sampling 
time, 𝑇𝑇𝑠𝑠. To the left are the results with the CDS rain as input. To the right are the results 
with the historic rain event as input (Paper III). 
 
The reason the long control horizon will not improve the optimisation results 
is because the long control horizon has a dampening effect on the fluctuations 
in the optimum actuator outputs as the optimisation finds the average trajec-
tories over the course of the horizon that yields the best results. However, as 
rainfall is quickly changing, an average trajectory may have too slow chang-
es, to effectively reject disturbances.  To account for this, a setpoint trajecto-
ry could be determined instead of a constant setpoint, as done by for example 
Pleau et al. (1996), Cembrano et al. (2004), Fiorelli et al. (2013), Courdent et 
al. (2015). 
The results of the sensitivity analysis and the tuning are very case specific 
and can therefore not be generalized. They do however show the importance 
of performing such analyses, as it can have a significant effect on the results. 
Based on the results both the forecast horizon and the control horizon are 
chosen to be five minutes. 
 
3.4.4 Testing the performance 
Based on the results of the previous sections, the final configuration of the 
optimisation for the case study tries to minimise the CSO indirectly by max-
imising the flow out of the system, while limiting the fluctuations in the actu-
ators: 
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argmin
𝒖𝒖
� 0.1((𝐹𝐹𝜕𝜕𝐸𝐸𝑆𝑆 − 𝐼𝐼𝜕𝜕𝐸𝐸𝑆𝑆) 𝐼𝐼𝜕𝜕𝐸𝐸𝑆𝑆⁄𝑤𝑤+5 min
𝑤𝑤+ (𝐹𝐹𝜕𝜕𝑆𝑆𝑆𝑆 − 𝐹𝐹𝜕𝜕𝑆𝑆𝑆𝑆𝑤𝑤) 𝐹𝐹𝜕𝜕𝑆𝑆𝑆𝑆𝑤𝑤⁄ )+ ��𝜕𝜕𝐾𝐾𝐾𝐾 − 𝜕𝜕𝐾𝐾𝐾𝐾,𝑚𝑚𝑚𝑚𝑚𝑚 × 0.9� 𝜕𝜕𝐾𝐾𝐾𝐾,𝑚𝑚𝑚𝑚𝑚𝑚 × 0.9� � eq. (26)  
with a sampling time, 𝑇𝑇𝑠𝑠, of five minutes. 
Before performing a long term evaluation, the configuration was tested with 
the CDS rain used in previous simulations (section 3.3). The optimisation can 
act directly on the actuators as illustrated in Figure 16, left or through the ex-
change of setpoints to the regulatory control layer as illustrated in Figure 16, 
right. Both configurations were simulated in Paper III and the results are 
shown in Figure 17 and Figure 18. 
 
 
Figure 16: Block-diagram for optimising control (left) and feedback control with setpoints 
coming from an online optimisation (right) (Paper III). 
 
From a comparison of the simulation results in Figure 17 and Figure 18 it can 
be seen that there is little difference in the performance of the control system, 
whether the optimisation acts directly on the actuators or through the ex-
change of setpoints. The results in Figure 18 show that the setpoints are 
largely followed; except for a short period of time approximately 120 minutes 
into the simulation. This is due to the saturation of the controller at the lower 
limitation; because the disturbances are so large, the controllers cannot fully 
reject them. 
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Figure 17: Simulation results when the optimisation is acting directly on the actuators (Pa-
per III). 
 
 
Figure 18: Simulation results when the optimisation is acting on the regulatory control 
layer (Paper III). 
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Traditionally the benefit of having the regulatory control layer is related to 
the reliability of the control system, as the regulatory control is embedded in 
local controllers, while the optimisation is performed at a remote server. 
Without the regulatory layer in place, the control system therefore becomes 
particularly vulnerable to communications failure. However, comparing the 
results in Figure 17 with the known bottlenecks of the system (Table 1, page 
16), it can be seen that the setpoints for control loop 3 at times exceed the 
maximum capacity of the interceptor (the flow at FMSA is above 1.0 m3/s). 
For those control periods, setpoints above the capacity of the interceptor pipe 
may lead to the minimum overflow volume, despite the fact that it causes a 
downstream overflow. However, it cannot be considered a generally safe op-
erating point. Therefore, it would be problematic if the communication failed 
at this point in time and no fall-back strategy was included in the regulatory 
control, as unnecessary overflows would then be the consequence. Therefore, 
in a sewer system the implementation of a regulatory control layer also needs 
the implementation of some type of fall-back strategy, similar to the designed 
coordinating control layer. 
None the less, a benefit of the regulatory control layer is that for operators 
managing the sewer system, the presence of the regulatory control will pro-
vide an easy entry point for manual operation, in case of systems failure.    
 
3.4.5 Lessons learned from designing an optimisation layer 
Testing different models for the optimisation showed that the focus needs to 
be on both the computational time as well as the needed level of detail, which 
are contradictory requirements. There is no easy solution to this problem, but 
researchers are active in this field and different solutions are already imple-
mented and being tested (e.g. Van Nooijen et al. 2011, Joseph-Durant et al. 
2013, Vezzaro et al. 2013). 
For the design of the objective function, it proved necessary to use a multi-
objective, as none of the single objectives worked satisfactory for all opera-
tional modes. An alternative approach to the design of the objective function 
could be to have the objective function change according to the operational 
mode of the system. In this way the optimisation scheme becomes event driv-
en. The advantage of this is that it allows for the optimisation objectives to 
change according to the state of the system, making it possible to manage 
multiple and often contradicting objectives. It of course entails the need for 
designing rules to switch between the different optimisation formulations; 
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these could be implemented as the “Management of objectives”-layer in the 
control system. 
Testing the different objective function formulations showed that interaction 
is present between control loop 1 and 2, even though the f.d.RGA indicates 
that the control loops are independent (section 3.2.3). However, the correla-
tion is only one-way, as it ties together with the upstream-downstream prob-
lematic, i.e. P1 can affect the CV of control loop 2, VKG, while P2 cannot af-
fect the CV of control loop 1, FMES. With systems with one-way interaction 
the RGA is always the identity matrix (Häggblom 1995). RGA should only be 
considered a guiding tool for the pairing; together with the CN. However, an 
alternative tool that should also take into account one-way interactions is the 
performance relative gain array (Shahmansoorian and Jamebozorg 2014): 
 Γ(𝑠𝑠) ≜ ?̅?𝐺(𝑠𝑠)𝐺𝐺−1(𝑠𝑠) eq. (27)  
where ?̅?𝐺 (equal to diag{gii}) is the block diagonal system. The diagonal ele-
ments of the PRGA matrix are equal to the diagonal elements of the RGA. 
The PRGA should not give a different pairing, and should not have an effect 
on the results obtained here, but for future application it can possibly tell 
something about the interactions that the RGA cannot. 
Finally the coupling between the optimisation and the regulatory control lay-
er showed that in a sewer system the implementation of a regulatory control 
layer also needs the implementation of some type of fall-back strategy, simi-
lar to the previously designed coordinating control layer.  
Apart from being more resilient to failure, an advantage of having the optimi-
sation act on the regulatory control layer and not directly on the actuators, is 
that it provides an easy entry point for manual operation, in case of systems 
failure, which can be considered an advantage by operators.    
 
3.5 Evaluation of control systems 
Using the methods and tools of classical and modern control theory a meth-
odological approach has been taken in the design of three novel control sys-
tems: 
1) A regulatory control layer, with setpoints coming from a rule based 
coordinating control as described in section 3.3. 
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2) An optimisation layer where the optimization acts directly on the actu-
ators, as described in section 3.4.4. 
3) An optimisation acting on the regulatory control layer, as described in 
section 3.4.4. 
These three control system alternatives are benchmarked against each other 
and the existing control, described in section 3.1. The benchmarking parame-
ters are chosen to be the overflow volume at each of the overflow locations 
(eq. 1) as well as the total CSO volume (eq. 2). 
For the benchmark evaluation a historical rain series of one year is simulated 
(201116). The results can be seen in Table 10. 
Table 10: Benchmarking results with respect to control system configurations. 
 
UO17 
[m3] 
UO32 
[m3] 
UO38 
[m3] 
UO42 
[m3] 
UO44 
[m3] 
Total CSO 
[m3] 
Existing control 330 3,049 1,993 97 665 6,133 
Regulatory control + 
coordinating control 328 3,282 654 95 626 4,986 
Optimising control 331 3,508 912 102 668 5,520 
Regulatory control + 
optimisation 331 3,466 876 107 674 5,455 
 
The results of Table 10 show that all perform around 10-15 % better than the 
existing control. However, the regulatory control performs relatively better 
than both the optimising control as well as the hierarchical control system 
with setpoints coming from the optimisation. This can possibly be attributed 
to the following features of the system design and comparison:  
• The tuning of the weights of the objective function. An emphasis had to 
be made on the stability of the controlled variable, at the expense of the 
term minimizing the CSO.  
                                              
 
 
16 SVK rain gauge 5740. 
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• Because of the simplifications made (no noise, evenly distributed rain-
fall, constant dry weather flow), the coordinating control layer could be 
designed to fit the system dynamics.  
• The size and complexity of the case study is limited. This makes it pos-
sible to get the necessary overview of the sewer system dynamics and 
interactions needed to design the rules of the coordinating control 
properly using control theory (see Mollerup et al. 2015), which is in-
strumental for the success of the regulatory control layer. 
The true potential of having optimisation arises, when a system has many 
control loops with limiting constraints and/or changing prioritisation between 
them (Larsson and Skogestad 2000). For a sewer system this can be due to 
the spatial distribution of the rainfall, changing operating conditions such as 
dry and wet weather or temporary system changes due to for example systems 
repair. But for small sewer systems with few actuators, a simple SISO control 
system is often enough (also called local control (Schütze et al. 2004b)). 
With a fine tuning of the weight the optimisation might still be able to per-
form slightly better or at least as well as the control system with the coordi-
nating control. However, the results indicate that for small sewer systems, 
where the complexity is limited, it is not necessary needed to implement ad-
vanced optimisation based control systems to obtain a large improvement of 
the system. Therefore, it is also advisable to approach the design of a control 
system in a systematic manner, where the design and evaluation can be done 
step by step 
 
3.6 Methodology for designing sewer system 
control 
Based on the experiences with using both classical and modern control theory 
to design sewer system control in the earlier section, a methodology is pro-
posed in Figure 19. The methodology matches the time-scale dependent con-
trol hierarchy presented in Figure 2 on page 11. 
Apart from the steps included in this thesis, a review step is also included, 
where the need for (improved) control is evaluated. Though this step was not 
performed here, it should of course be conducted in practice before further 
steps are taken towards designing a control system. To evaluate the potential 
Schütze et al. (2004b) proposed the PASST guideline in 2004 that is effective 
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for the preliminary screening (Dirckx et al. 2011). Another method could be 
data analysis of both historic data (if available) and simulation results, to ana-
lyse if all of the sewer system is saturated, when overflow occurs, or if sec-
tions of the sewer system are consistently partly empty.  
 
Figure 19: Methodology for designing sewer system control (extended from Paper III). 
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The second step, assessment, is the equivalent to the top-down analysis step 
in Larsson and Skogestad’s (2000) design procedure. The output of this step 
is the operational modes and a list of variables (MVs, MeVs, and potential 
CVs). To obtain this output the CDOF analysis suggested in section 3.2.4 can 
be of help as well as obtaining the gain matrix and performing the initial 
screening of measurements.  
Methods and tools for designing coordinating control layers have not been 
investigated in detail in this thesis. The methods and tools for coordinating 
control design are those applied in HOFOR today, when designing rule-based 
control. Other techniques are available that will require a different set of tools 
and methods.  
As mentioned in section 2.2 there are no known implementations of the man-
agement of objectives layer. Therefore, there is no known experience in how 
to design it, and the tools and methods will need to be developed as the need 
arises. 
To further strengthen the framework, methods and tools to manage uncertain-
ties when designing the optimisation could be added. One of the big obstacles 
towards designing and implementing control hierarchies comes from not 
knowing how to effectively handle model, measurement and prediction un-
certainties when implementing the optimisation (Breinholt et al. 2008).   
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4 Conclusions  
In the first paper the two first research objectives were addressed. It was 
found that sewer system control can be decomposed with respect to time-
scale, as done in traditional process control. Based on a review of existing 
sewer system controls a new time-scale dependent control hierarchy for sew-
er system control was therefore proposed. Also a terminology was proposed, 
which is extended in this thesis. By combining the time-scale dependent con-
trol hierarchy with the terminology, a framework is formed that can facilitate 
clear communication between different professions and disciplines working 
together in sewer system control design. 
In the second paper the third and fourth research objective were addressed, 
and also the fifth was partly investigated. A stepwise approach to designing 
regulatory control of the sewer system was proposed that builds on classical 
control theory, and using a case study the methodology was tested. From the 
results it was found that to use the methods and tools from classical control 
theory on a sewer system, it is necessary to obtain a piece-wise linear model 
of the sewer system. This was done by linearizing at various points in time 
during the simulation of a rain event. The results of the linearization showed 
that the sewer system dynamics could be divided into four phases, each char-
acterised by the operational mode; dry weather, filling, saturation or empty-
ing. Having obtained a piece-wise linear model for each of the operational 
modes, the tools from classical control theory, such as the calculation of the 
condition number and the relative gain array, could be successfully applied to 
the sewer system. 
In the second paper it was also found that a constant setpoint for the regulato-
ry control layer is not sufficient in sewer system control, as the setpoints need 
to vary according to the operational modes; this can also explain why the 
regulatory control layer in actual applications in sewer systems often has a 
coordinating control layer embedded. 
In the third paper the fifth research objective was examined in full. In this 
paper modern control theory was applied to design two optimisation based 
control structures; the first had the optimisation acting directly on the actua-
tors and the second had the optimisation acting on the regulatory control lay-
er. The two optimisation based control structures were evaluated from a one 
year simulation and the results showed that there was little difference in the 
performance. However, the optimisation based control structures were also 
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compared to the existing control and the regulatory control with setpoints 
coming from the coordinating control layer, and here the latter showed the 
best performance. This was not unexpected, since the true potential of having 
optimisation arises, when a system has many control loops with limiting con-
straints and/or changing prioritisation between them. With a fine tuning of 
the weight the optimisation might still be able to perform slightly better or at 
least as well as the control system with the coordinating control. None the 
less, the results showed that for small sewer systems, where the complexity is 
limited, it is not necessarily the best option to implement advanced optimisa-
tion based control systems. Therefore it is also advisable to approach the de-
sign of a control system in a methodological manner, where the design and 
evaluation can be done step by step. 
From the results in Paper II and III it can finally be concluded that it is possi-
ble to derive a methodological approach for design of sewer system control, 
based on classical and modern control theory. Taking a systematic approach 
to the design problem has aided in finding three novel control solutions for a 
case study in an efficient manner.  
Based on the experiences gained from designing the sewer system control 
systems, a methodology for designing sewer system control is therefore pro-
posed that combined the steps, tools and methods used throughout the thesis. 
The proposed methodology provides a basis for gathering experiences with 
sewer system control design and knowledge sharing; and will help generate 
control systems that are more robust, more structured, have a better perfor-
mance and are easier to maintain.  
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5 Perspective 
5.1 The implications of the thesis on related 
projects on control 
Simultaneously to the work carried out in this PhD, other initiatives in 
HOFOR and BIOFOS are in progress that relates to this work. The most im-
portant are the projects called “Environmentally efficient technology to inte-
grated control between sewer system and wastewater treatment plant 17 
(METSAM) and Operational model for early warning and control18 (OMO-
VAST). Each of these is outlined in this section, and the main find-
ings/challenges in relation to this project are highlighted. 
 
5.1.1 METSAM 
METSAM was an innovation project that finished in 2014. The involved 
partners were Krüger A/S, BIOFOS and HOFOR, all of which were partners 
in the Storm- and Wastewater Informatics (SWI) project19. The SWI project 
was a large triple helix research project with the aim to deliver several com-
ponents of an intelligent real-time decision support system, following a drop 
of water from the cloud, throughout the sewer–wastewater treatment system 
and into the receiving waters.  
The aim of METSAM was to put some of the results from SWI into practice. 
The project implemented an intelligent real-time decision support system 
called DORA for the integrated control between parts of the Copenhagen 
sewer system and Lynetten WWTP, using model based prediction and opti-
misation. 
The optimisation was performed with a two hour control horizon and a two 
minutes sampling time. The optimisation would minimize the risk related to 
discharges from the wastewater system (bypass and overflow). The rainfall 
                                              
 
 
17 In Danish: MiljøEffektiv Teknologi til SAMstyring af afløbssystem og renseanlæg 
18 In Danish: Operativ model til varsling og styring 
19 Swi.env.dtu.dk 
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forecast was based on weather radar information. The design of DORA was 
therefore very similar in its construction to the optimisation developed in sec-
tion 3. It was designed to act of the existing control structure. However, it 
proved to be a challenge to translate the outputs of DORA into meaningful 
setpoints, since the existing controllers were not designed to facilitate the im-
plementation of DORA in the best way. This gave rise to a discussion on how 
to implement DORA. Instead of translating the output from DORA into set-
points for the existing controllers, one option could be to remove the existing 
controllers completely, having DORA act directly on the actuators, but keep-
ing the existing controllers as a fall-back strategy in case of communications 
failure. Another option was to redesign the controllers such that they were 
able to reject disturbances while facilitating the implementation of the DO-
RA. Operators favour the first solution, as it leaves them with the possibility 
to deactivate the optimisation if necessary, and instead activate the old con-
trol system. However, this means that the controllers will maintain a very 
high level of complexity in their fall-back strategies that needs continuous 
maintenance and awareness from operators. In relation to this thesis, the re-
sults have shown that the existing type of fall-back strategy is indeed needed, 
but the question for HOFOR is how complex these should be. The problems 
of DORA shows how early involvement of the operators is important, since 
any design of the control system needs acceptance and ownership from the 
operators to become a success after implementation. 
Another challenge was the selection of process variables to be included in the 
optimisation. No methods were applied. Instead they were chosen from sys-
tems knowledge and operator preferences. This later proved a limitation, 
since significant variables were not included. Having in this thesis estab-
lished a method for screening of measurements; it could be interesting to per-
form a controllability analysis of the actuators and measurements in case area 
of METSAM, to see how the results match the existing pairings. 
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5.1.2 OMOVAST 
OMOVAST is an innovation project run by Krüger A/S together with BIO-
FOS, HOFOR and DMI20. The ambition is to develop a sewer system and ter-
rain model that can run close to real time, such that it can be used to predict 
surface flooding and be used as a tool for early warning.  
To be able to react a sufficient time in advance to the threat of an extreme 
rain event, a rainfall forecast is needed that exceeds the emptying time of the 
sewer system. An important part of the project is therefore to gain experience 
with the use of numerical weather model output as input for the model simu-
lations. The numerical weather model has a forecast horizon of 48 hours, 
which is around twice the retention time of the sewer system.  
At the moment the output from OMOVAST is merely a flood warning and 
any changes to the operation of the sewer system is done manually by the op-
erators. However, it is the perspective of OMOVAST that this should be done 
automatically, with perhaps a manual authorisation procedure. Based on the 
time dependent control hierarchy presented in Figure 2, the task of switching 
to another objective is managed by the top layer, Management of objectives. 
With a time scale of hours, this also matches the top layer.  However, how to 
incorporate such a switching procedure into the existing control system still 
needs clarification. 
 
5.2 Future work 
The first outcome of the thesis is the time dependent control hierarchy pre-
sented in section 2.2. The hierarchy represents a new way of viewing sewer 
system control. It has the benefit of being more nuanced that other frame-
works otherwise found in literature (e.g. Schütze et al. 2004a, Marinaki and 
Papageorgiou (2005), Brdys et al. (2008) and Ocampo-Martinez (2010)). A 
strength of the framework is that it takes its basis from real cases. However, 
to fully test its applicability it would be interesting to:  
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• Apply it in detail to a sewer system with many control loops and sev-
eral layers.  
• Apply it to a sewer system with water quality based objectives, to in-
vestigate if this gives reason for further expansion of the hierarchy, or 
potentially a change in the time scales of the layers. 
• Extend the hierarchy to the WWTP, to see the implications of this. 
A second outcome is the methodology for sewer system control system de-
sign. The results are based on analyses of a case study that was kept simple in 
size and complexity. This was necessary as the thesis represents the first 
steps taken towards a methodological approach to sewer system control sys-
tem design. However, to further test the methodology the following should be 
addressed: 
• The methodology for designing sewer system control was applied to a 
small case study where there was no need to decompose the control 
system horizontally at the higher layers of the hierarchy, as the com-
plexity was limited by the low numbers of manipulated variables. A 
natural next step would be to test the methodology on a larger case 
study, to investigate how this would affect the control design process. 
• Due to the analysis being performed with homogeneously distributed 
rainfall together with the structures of the sewer system having simi-
lar time of concentrations, the operational modes could be identified 
in a system-wide manner. This helped to keep the methodology sim-
ple. However, for other cases they may be specific to the individual 
actuators. To further test this and investigate the potential implication 
of this, more case studies need to be analysed.   
• The control problem was kept very simple, as measurement noise was 
omitted, the rainfall was assumed evenly distributed and the uncer-
tainties on the rainfall forecast neglected. An interesting next step 
could therefore also be to repeat the design process without these 
simplifications, to investigate how this would affect the design pro-
cess. 
• The VT model cannot handle backwater effects and water levels in 
the pipes are not expressed, only flows. As most sensors in the sewer 
system are level meters, it creates a gap from the theoretical evalua-
tion to the real implementation that cannot be bridged easily. For 
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practical application it should be investigated if a more suited model 
can be obtained. 
• As mentioned in section 3.2.6, an obstacle for actual application of 
the controllability analysis in practice is that it is performed in the 
frequency domain. An alternative is to obtain the process gain matrix 
from time-domain models e.g. step-change response analysis (Seborg 
et al. 2011). The disadvantage of this is that it is a time consuming 
task, since it will require many simulations to determine the gain ma-
trices. However, others have succeeded in coupling Mike Urban with 
Matlab (Courdent et al. 2015). This enables the use of Mike Urban as 
the evaluation model and Matlab for modelling the controllers and 
performing any analyses, making the possibility of staying in the time 
domain very attractive. It could therefore be interesting to repeat the 
design process using these modelling tools and staying in the time-
domain. 
• The design of the optimisation focused on minimising the overflow 
volume. However, as the operational cost of the control is related to 
the fluctuations in the manipulated variables, this could also have 
been included in the objective function formulation. Therefore the in-
put variation should be included as a benchmark parameter in future 
work. 
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