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Abstract
The aim of this paper is to construct many examples of rational surface automorphisms
with positive entropy by means of the concept of orbit data. The concept enables us to
introduce some mild and verifiable condition, and to show that if an orbit data satisfies
the condition, then there exists an automorphism realizing the orbit data. Applying this
result, we describe the set of entropy values of the rational surface automorphisms in
terms of Weyl groups.
1 Introduction
In this paper, we consider automorphisms on compact complex surfaces with positive entropy.
According to a result of S. Cantat [5], a surface admitting an automorphism with positive
entropy must be either a K3 surface, an Enriques surface, a complex torus or a rational surface.
For rational surfaces, rather few examples had been known (see [5], Section 2). However,
some rational surface automorphisms with invariant anticanonical curves have been constructed
recently. Bedford and Kim [3, 4] found some examples of automorphisms by studying an explicit
family of quadratic birational maps on P2, and then McMullen [11] gave a synthetic construction
of many examples. More recently, Diller [6] sought automorphisms from quadratic maps that
preserve a cubic curve by using the group law for the cubic curve. We stress the point that these
automorphisms can be all obtained from quadratic birational maps. The aim of this paper is
to construct yet more examples of rational surface automorphisms with positive entropy from
general birational maps on P2 preserving a cuspidal cubic curve.
Let F : X → X be an automorphism on a rational surface X . From results of Gromov
and Yomdin [8, 14], the topological entropy htop(F ) of F is calculated as htop(F ) = log λ(F
∗),
where λ(F ∗) is the spectral radius of the action F ∗ : H2(X ;Z)→ H2(X ;Z) on the cohomology
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group. Therefore, when handling the topological entropy of a map, we need to discuss its action
on the cohomology group, which can be described as an element of a Weyl group acting on a
Lorentz lattice. The Lorentz lattice Z1,N is the lattice with the Lorentz inner product given by
Z
1,N =
N⊕
i=0
Z · ei, (ei, ej) =

1 (i = j = 0)
−1 (i = j = 1, . . . , N)
0 (i 6= j).
For N ≥ 3, the Weyl group WN ⊂ O(Z
1,N) is the group generated by (ρi)
N−1
i=0 , where ρi :
Z1,N → Z1,N is a reflection defined by
ρi(x) = x+ (x, αi) · αi, αi :=
{
e0 − e1 − e2 − e3 (i = 0)
ei − ei+1 (i = 1, . . . , N − 1).
We call the WN -translate ΦN :=
⋃N−1
i=0 WN · αi of the elements (α0, . . . , αN−1) the root system
ofWN , and each element of ΦN a root. On the other hand, if λ(F
∗) > 1, then there is a blowup
π : X → P2 of N points (p1, . . . , pN) with N ≥ 10 (see [12]), which gives an expression of the
cohomology group : H2(X ;Z) = Z[H ] ⊕ Z[E1] ⊕ · · · ⊕ Z[EN ], where H is the total transform
of a line in P2, and Ei is the exceptional divisor over pi. Moreover, there is a natural marking
isomorphism
φπ : Z
1,N → H2(X ;Z), φπ(e0) = [H ], φπ(ei) = [Ei] (i = 1, . . . , N). (1)
It is known (see [13]) that there is a unique element w ∈ WN such that the following diagram
commutes:
Z1,N
w
−−−→ Z1,N
φπ
y yφπ
H2(X ;Z)
F ∗
−−−→ H2(X ;Z).
(2)
Then w is said to be realized by (π, F ) (see also [11]). A question at this stage is whether a
given element w ∈ WN is realized by some pair (π, F ). McMullen [11] states that if w has
spectral radius λ(w) > 1 and no periodic roots, that is,
wk(α) 6= α (α ∈ ΦN , k ≥ 1), (3)
then w is realized by a pair (π, F ). However, since the root system ΦN is an infinite set when
N ≥ 10, it is rather difficult to see whether w has no periodic roots. Indeed, he shows condition
(3) only for the so called Coxeter element. One of our interest is to introduce a more verifiable
condition and to construct realizations of much more Weyl group elements.
Another interest is to find the entropy values of rational surface automorphisms. In general,
the topological entropy of any automorphism F : X → X is expressed as htop(F ) = log λ(w)
for some w ∈ WN (see also Proposition 3.3). Namely, we have
E := {htop(F ) |F : X → X is a rational surface automorphism} ⊂ log Λ := {log λ | λ ∈ Λ},
2
where Λ is given by
Λ := {λ(w) ≥ 1 |w ∈ WN , N ≥ 3}. (4)
The entropy values of automorphisms having been found so far seem to be contained in a very
thin subset of log Λ. On the other hand, one of our main results bridges the gap between two
sets E and log Λ, which is stated as follows.
Theorem 1.1 The logarithm of any value λ ∈ Λ is realized by the entropy of some rational
surface automorphism F : X → X. In particular, we have
E = log Λ.
We will show this theorem by introducing the concept of orbit data.
Now let us consider an n-tuple f = (f1, . . . , fn) of quadratic birational maps fℓ : P
2
ℓ−1 →
P2ℓ with each P
2
ℓ being a copy of P
2 and P20 = P
2
n. Note that the inverse of any quadratic
map is also a quadratic map and a quadratic map has three points of indeterminacy. So
the indeterminacy sets of f±1ℓ can be denoted by I(fℓ) = {p
+
ℓ,1, p
+
ℓ,2, p
+
ℓ,3} ⊂ P
2
ℓ−1 and I(f
−1
ℓ ) =
{p−ℓ,1, p
−
ℓ,2, p
−
ℓ,3} ⊂ P
2
ℓ with a suitable matching of the indices (ℓ, j) between forward and backward
indeterminacies to be specified later (see Section 3). Then we assume that the orbit of each
backward indeterminacy point reaches some forward one. More precisely, with the notation
p±ι = p
±
i,j for ι ∈ K(n) := {ι = (i, j) | i = 1, 2, . . . , n, j = 1, 2, 3}, suppose that there is a
permutation σ of K(n) and a function µ : K(n)→ Z≥0 such that the following condition holds
for any ι ∈ K(n):
pmι 6= p
+
ι′ (0 ≤ m < µ(ι), ι
′ ∈ K(n)), pµ(ι)ι = p
+
σ(ι), (5)
where pmι is defined inductively by
p0ι := p
−
ι ∈ P
2
i , p
m
ι := fℓ(p
m−1
ι ) ∈ P
2
ℓ (ℓ ≡ i+m mod n). (6)
Then, by blowing up the orbit segments p−ι = p
0
ι , p
1
ι , . . . , p
µ(ι)
ι = p
+
σ(ι) for ι ∈ K(n), we can
cancel all indeterminacy points of (fℓ) and (f
−1
ℓ ). That is, if πℓ : Xℓ → P
2
ℓ is a blowup of points
pmι with 0 ≤ m ≤ µ(ι) and i +m ≡ ℓ mod n, then the birational maps fℓ : P
2
ℓ−1 → P
2
ℓ lift to
biholomorphisms Fℓ : Xℓ−1 → Xℓ, whose composition gives an automorphism F := Fn◦· · ·◦F1 :
X0 → Xn = X0. Now, we denote by κ(ι) the number of points among p
0
ι , p
1
ι , . . . , p
µ(ι)
ι lying on
P2n or, in other words, κ(ι) = (µ(ι) + i − i1 + 1)/n with σ(ι) = (i1, j1). It is easy to see that
κ(ι) ≥ 1 provided i1 ≤ i. This observation leads us to the following definition.
Definition 1.2 An orbit data is a triplet τ = (n, σ, κ) consisting of
• a positive integer n,
• a permutation σ of K(n), and
• a function κ : K(n)→ Z≥0 such that µ(ι) = κ(ι) · n+ i1 − i− 1 ≥ 0.
Definition 1.3 An n-tuple f = (f1, . . . , fn) of quadratic birational maps fℓ is called a realiza-
tion of an orbit data τ if condition (5) holds for any ι ∈ K(n).
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A question here is whether a given orbit data τ admits some realization f .
To answer this, we consider a class of birational maps preserving a cuspidal cubic C on
P2. Let Q(C) be the set of quadratic birational maps f : P2 → P2 satisfying f(C) = C and
I(f) ⊂ C∗, where C∗ is the smooth locus of C. The smooth locus C∗ is isomorphic to C and is
preserved by any map f ∈ Q(C). Thus, the restriction f |C∗ is an automorphism expressed as
f |C∗ : C→ C, t 7→ δ(f) · t+ c(f)
for some δ(f) ∈ C× and c(f) ∈ C. For an n-tuple f = (f1, . . . , fn) ∈ Q(C)
n, the determinant
of f is defined by δ(f) :=
∏n
ℓ=1 δ(fℓ).
Moreover, we take advantage of introducing the concept of orbit data to state a more
verifiable condition than (3) in terms of a finite subset Γ(τ) of ΦN , that is,
wkτ (α) 6= α (α ∈ Γ(τ), k ≥ 1), (7)
where wτ is an element ofWN with N :=
∑
ι∈K(n) κ(ι). The orbit data τ canonically determines
Γ(τ) and wτ , whose definitions will be given later (see Definitions 3.9 and 5.10). It will be also
seen later that any element w ∈ WN is expressed as w = wτ for some orbit data τ (see
Proposition 3.12). Thus, once an orbit data τ with w = wτ is fixed, the finiteness of Γ(τ)
enables us to check easily that w satisfies condition (7). It should be noted that an expression
for w in terms of factorization into a product of the generators (ρi)
N−1
i=0 yields the orbit data
τ = (n, σ, κ), and the number of ρ0 in the expression is the length n, where ρ0 corresponds to
the standard cremona transformation. As an expression for a given element w ∈ WN is not
unique, neither is an orbit data τ satisfying w = wτ .
Condition (7) is referred to as the realizability condition, for reasons that become clear in
the following theorem.
Theorem 1.4 Let τ = (n, σ, κ) be an orbit data with λ(wτ) > 1. Then, τ satisfies the realiz-
ability condition (7) if and only if there is a realization f τ = (f1, . . . , fn) ∈ Q(C)
n of τ such that
δ(f τ ) = λ(wτ ). The realization f τ ∈ Q(C)
n of τ with δ(f τ ) = λ(wτ ) is uniquely determined.
Moreover, τ determines a blowup πτ : Xτ → P
2 of N points on C∗ in a canonical way, which
lifts fτ := fn ◦ · · · ◦ f1 to an automorphism Fτ : Xτ → Xτ :
Xτ
Fτ−−−→ Xτ
πτ
y yπτ
P2
fτ
−−−→ P2.
Finally, (πτ , Fτ ) realizes wτ and Fτ has positive entropy htop(Fτ ) = log λ(wτ ) > 0.
As seen in Theorem 1.6, almost all orbit data satisfy the realizability condition (7). Further-
more, even if an orbit data τ does not satisfy the realizability condition (7), another orbit data
τˇ with the same spectral radius, called the sibling of τ , does satisfy the condition.
Theorem 1.5 For any orbit data τ with λ(wτ ) > 1, there is an orbit data τˇ satisfying λ(wτ) =
λ(wτˇ ) > 1 and the realizability condition (7). In particular, τˇ is realized by f τˇ .
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Theorem 1.1 is a consequence of Theorem 1.5 and the fact that any element w ∈ WN is expressed
as w = wτ for some τ .
Finally, we give a sufficient condition for (7), which enables us to see clearly that almost all
orbit data are realized, and to obtain an estimate for the entropy.
Theorem 1.6 Assume that an orbit data τ = (n, σ, κ) satisfies
(1) n ≥ 2,
(2) κ(ι) ≥ 3 for any ι ∈ K(n), and
(3) if ι 6= ι′ satisfy im = i
′
m and κ(σ
m(ι)) = κ(σm(ι′)) for any m ≥ 0, then ι′ 6= σm(ι) for any
m ≥ 0, where σm(ι) = (im, jm) and σ
m(ι′) = (i′m, j
′
m).
Then the orbit data τ satisfies 2n − 1 < λ(wτ) < 2
n and the realizability condition (7). In
particular, Fτ has positive entropy log(2
n − 1) < htop(Fτ ) < log 2
n.
Diller [6] constructs, by studying single quadratic maps preserving C, automorphisms with
positive entropy realizing orbit data τˆ = (1, σˆ, κˆ). As is seen in Example 5.13, there is an orbit
data τ such that Fτ is not topologically conjugate to the iterates of Fτˆ that Diller constructs
for any τˆ = (1, σˆ, κˆ). Moreover, the element wτ determined by this orbit data τ admits periodic
roots and thus does not satisfy condition (3).
Any quadratic map in Q(C) is determined completely, up to a linear conjugation, by the
configuration of the three indeterminacy points, which lie on the smooth locus C∗ ∼= C, and the
map is degenerate to a linear one when the indeterminacy points are collinear (see Lemma 4.2
and Remark 4.3). Hence for an orbit data τ = (n, σ, κ), the 3n conditions p
µ(ι)
ι = p
+
σ(ι) determine
3n indeterminacy points {p+ι }ι∈K(n) and an n-tuple f = (f1, . . . , fn). Our investigations on
the existence of a realization are divided into two steps. The first step is to check that τ
admits a tentative realization, namely, each map fi is indeed quadratic (see also Definition 4.1).
Proposition 4.13 states that a tentative realization f of τ exists if and only if wτ has no periodic
roots in a subset Γ1(τ) of Φ with n elements. When τ does not satisfy the condition, another
orbit data τˇ = (nˇ, σˇ, κˇ) with nˇ < n satisfies λ(wτˇ) = λ(wτ) and admits a tentative realization.
The second step is to check that the tentative realization f is indeed a realization of τ , that is,
check whether an orbit {pmι }m≥0 satisfies p
m
ι 6= p
+
ι′ before reaching p
+
σ(ι). Proposition 5.7 shows
that f is a realization of τ if and only if wτ has no periodic roots in Γ2(τ) = Γ(τ) \Γ1(τ). Even
if τ does not satisfy the condition, f is a realization of another orbit data τˇ . Note that the
configuration of the orbits {p0ι , . . . , p
µ(ι)
ι }ι∈K(n), which are blown up to yield an automorphism,
is closely related to the eigenvalue problem of wτ (see Proposition 4.7). Then the sibling τˇ of τ
determines essentially the same configuration of the blown up points as τ . On the other hand,
under the assumptions in Theorem 1.6, Proposition 4.15 gives an estimate for the spectral radius
λ(wτ ) and shows the absence of periodic roots in Γ1(τ), and then Proposition 5.9 guarantees
the absence of periodic roots in Γ2(τ), which proves Theorem 1.6.
This article is organized as follows. After a preliminary study in Section 2, Section 3
is devoted to developing a method for constructing a rational surface automorphism from a
realization of τ . In Section 4, we discuss the existence of a tentative realization of τ , and in
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Section 5, we investigate whether it is indeed a realization and prove Theorems 1.1 and 1.4–1.6.
Finally, Propositions 4.15 and 5.9 are proved in Section 6.
Remark 1.7 In the sequel, we will often use the following notations for a given orbit data
τ = (n, σ, κ).
(1) For ι = (i, j) ∈ K(n), put ιm = (im, jm) = σ
m(ι). We will also use a similar notation for
another orbit data (e.g. for ι′ = (i′, j′) ∈ K(n), put ι′m = (i
′
m, j
′
m) = σ
m(ι′)).
(2) For each ι ∈ K(n), put σ¯(ι) := σk(ι), where k ≥ 0 is determined by the relations
κ(σℓ(ι)) = 0 for 0 ≤ ℓ < k, and κ(σk(ι)) ≥ 1.
2 Preliminary
In this section, we give a preliminary study of birational maps between complex surfaces, mainly
in order to clarify the meaning of the equality in (5), since pmι may be an infinitely near point
on P2. To this end, from a birational map f : X → X on a compact surface X , we build up
a new surface map f∼ : X∼ → X∼. Although the surface X∼, which may be regarded as the
set of all proper and infinitely near points on X , becomes noncompact and rather larger than
X , it gives certain nice properties to the map f∼ as is mentioned below. These properties are
used in our arguments of this article.
Now let X be a smooth irreducible projective surface, and consider a pair (x, π : Xˆ → X)
of a point x ∈ Xˆ and a proper modification π : Xˆ → X . Two pairs (x1, π1) and (x2, π2) with
πi : Xi → X are said to be equivalent, denoted by (x1, π1) ∼ (x2, π2), if π
−1
1 ◦ π2 : X2 → X1 is
locally biholomorphic at x2 and x1 = π
−1
1 ◦ π2(x2). Let X∼ be the set of all equivalence classes
of (x, π). The equivalence class of (x, π) is denoted by [x, π]. Then, x ∈ X can be identified
with [x, idX ] ∈ X∼, which is said to be proper. Moreover X∼ is equipped with the topology
generated by
{U∼ | [x, π : Xˆ → X ] ∈ X∼ and U ⊂ Xˆ is an open neighbourhood of x},
where U∼ := {[y, π] ∈ X∼ | y ∈ U}. We notice that U∼ is identified with U , via y 7→ [y, π], which
gives X∼ the complex structure induced from that on X , namely, X∼ becomes a (noncompact)
complex surface.
Let f : X → Y be a birational map with its inverse f−1 : Y → X . Moreover assume that
Y ⊂ PN and f(X) is contained in no hyperplane of PN , so that f ∗H is a curve on X for any
hyperplane H ⊂ PN . Put
I(f) := {x ∈ X | x ∈ f ∗H for any hyperplane H ⊂ PN}.
We call I(f) the indeterminacy set of f , on which f is not defined.
Remark 2.1 Let f : X → Y be a birational map and x ∈ X be a point. Then f is locally
holomorphic at x if and only if x /∈ I(f). Moreover, f is locally biholomorphic at x if and only
if x /∈ I(f) and f(x) /∈ I(f−1).
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For a curve C ⊂ X , let ν[x,π](C) be the multiplicity νx(π
−1(C)) of π−1(C) at x and put
C∼ := {[x, π] ∈ X∼ | ν[x,π](C) ≥ 1} ⊂ X∼,
where π−1(C) := π−1(C \ I(f)) is the strict transform of C. We notice that the definition of
multiplicity is well-defined by virtue of the following lemma.
Lemma 2.2 If (x1, π1) and (x2, π2) are equivalent, then we have νx1(π
−1
1 (C)) = νx2(π
−1
2 (C)).
Proof. For i = 1, 2, assume that Ui ⊂ Xi are open subsets containing xi such that π
−1
2 ◦ π1 :
U1 → U2 is a biholomorphism with x2 = π
−1
2 ◦ π1(x1). Since U := π1(U1) = π2(π
−1
2 ◦ π1(U1)) =
π2(U2) ⊂ X , one may assume I(π
−1
i ) ∩ U ⊂ {x} by taking sufficiently small Ui, where x :=
π1(x1) = π2(x2) ∈ X . Note that νxi(π
−1
i (C)) equals the multiplicity of π
−1
i (C ∩ U \ {x}) ⊂ Ui
at xi, and that π
−1
2 (C ∩ U \ {x}) = π
−1
2 ◦ π1(π
−1
1 (C ∩ U \ {x})) = π
−1
2 ◦ π1(π
−1
1 (C ∩ U \ {x})).
Therefore, we have νx1(π
−1
1 (C)) = νx2(π
−1
2 (C)) as π
−1
2 ◦ π1 : U1 → U2 is a biholomorphism. ✷
In what follows, two proper modifications π1 : X1 → X and π2 : X2 → X are identified if
π−11 ◦ π2 : X2 → X1 is an isomorphism. Under the identification, a blowup πx : Xx → X of a
point x ∈ X is uniquely determined. Then, we have the following proposition.
Proposition 2.3 ([1, 2]) Let f : X → Y be a birational morphism of surfaces, and assume
that y ∈ I(f−1). Then, f factorizes as
f : X
fˆ
−→ Yy
πy
−→ Y,
where πy : Yy → Y is the blowup of the point y, and fˆ : X → Yy is a birational morphism.
Moreover there exists a sequence of blowups πi : Yi → Yi−1 of points with Y0 = Y and Ym = X
such that f = π1 ◦ · · · ◦ πm.
Proposition 2.4 Let πx : Xx → X be the blowup of a point x ∈ X. Then there exists an
isomorphism (Xx)∼ → X∼ \ {[x, idX ]}, given by [z, π] 7→ [z, πx ◦ π].
Proof. First we notice that [z, πx ◦ π] 6= [x, idX ] since x ∈ I((πx ◦ π)
−1). Now we construct
the inverse of (Xx)∼ → X∼ \ {[x, idX ]}. Take an element [z, πˆ] ∈ X∼ \ {[x, idX ]}. Then we
may assume that x ∈ I(πˆ−1). Indeed, if x = πˆ(z), then πˆ is not locally biholomorphic at z as
[z, πˆ] 6= [x, idX ], which means that x ∈ I(πˆ
−1). On the other hand, if x 6= πˆ(z) and x /∈ I(πˆ−1),
that is, πˆ−1 is locally biholomorphic at x, then put π¯ := πˆ ◦ πy with y := πˆ
−1(x). Since z 6= y,
z¯ := π−1y (z) satisfies [z¯, π¯] = [z, πˆ] and x ∈ I(π¯
−1). Hence we can assume that x ∈ I(πˆ−1).
Proposition 2.3 says that πˆ factorizes as πˆ = πx◦π for some proper modification π, which yields
inverse of (Xx)∼ → X∼ \ {[x, idX ]}. Therefore the proposition is established. ✷
For two pairs [xi, πi : Xi → X ], we put [x1, π1] < [x2, π2] if π
−1
1 ◦ π2 : X2 → X1 is locally
holomorphic (not necessarily locally biholomorphic) at x2 and x1 = π
−1
1 ◦π2(x2). Note that the
definition is independent of the choice of (xi, πi) ∈ [xi, πi]. Proposition 2.3 shows that [x1, π1]
is proper on X∼ if and only if there is no point [x, π] 6= [x1, π1] with [x, π] < [x1, π1]. We write
[x1, π1] ≈ [x2, π2] if either [x1, π1] < [x2, π2] or [x1, π1] > [x2, π2].
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Definition 2.5 A finite subset K ⊂ X∼ is called a cluster if [x1, π1] ∈ K for any [x1, π1] <
[x2, π2] with [x2, π2] ∈ K.
Proposition 2.6 Let C be a curve on X, and C1, C2 be curves having no irreducible component
in common. Then we have the following.
(1) ν[x1,π1](C) ≥ ν[x2,π2](C) for [x1, π1] < [x2, π2].
(2) (C1, C2) =
∑
[x,π]∈(C1)∼∩(C2)∼
ν[x,π](C1) · ν[x,π](C2), where (·, ·) is the intersection form on X.
(3) (C1)∼ ∩ (C2)∼ is a cluster.
Proof. Assertion (1) is a consequence of Proposition 2.3 and the fact that νz1(C) ≥ νz2(π
−1
x (C))
for any blowup πx : Xx → X of a point x and for any points z2 ∈ Xˆ with z1 = π(z2) ∈ X . In
order to prove assertion (2), we use the fact that (π−1x (C1), π
−1
x (C2)) = (C1, C2)−νx(C1) ·νx(C2)
for the blowup πx : Xx → X of a point x. If (C1, C2) = 0, then it follows that νx(C1)·νx(C2) = 0
for any x ∈ X and thus ν[x,π](C1) · ν[x,π](C2) = 0 for any [x, π] ∈ X∼, which yields (C1)∼ ∩
(C2)∼ = ∅. Hence assertion (2) holds when (C1, C2) = 0. On the other hand, if (C1, C2) > 0,
then there is a point x ∈ X such that ν[x,id](C1) · ν[x,id](C2) = νx(C1) · νx(C2) > 0 and thus
(π−1x (C1), π
−1
x (C2)) = (C1, C2) − ν[x,id](C1) · ν[x,id](C2) < (C1, C2). Hence by replacing X with
Xx, namely, X∼ with (Xx)∼ = X∼ \ {[x, id]} by Proposition 2.4, and Ci with π
−1
x (Ci), we
can repeat this argument finitely many times to yield assertion (2). Finally we notice that
(C1)∼ ∩ (C2)∼ is a finite set by assertion (2). Assertion (1) shows that (C1)∼ ∩ (C2)∼ becomes
a cluster, which yields assertion (3). ✷
For [z0, π0] ∈ X∼, an element [zm, πm] ∈ X∼ satisfying πm = π0 ◦ πz0 ◦ · · · ◦ πzm−1 and
z0 = πz0 ◦ · · · ◦ πzi−1(zi) for 1 ≤ i ≤ m is called a point in the m-th infinitesimal neighbourhood
of [z0, π0] or a point infinite near to [z0, π0]. A point in the 0-th infinitesimal neighbourhood of
[z0, π0] is interpreted as [z0, π0] itself. If [z0, π0] is proper, [zm, πm] is called an m-th infinitely
near point on X or an m-th point for short . Note that if [x1, π1] < [x2, π2], then [x2, π2] is a
point in the m-th infinitesimal neighbourhood of [x1, π1] for some m ∈ Z≥0 by Proposition 2.3.
Next we construct a proper modification πK : XK → X from a cluster K ⊂ X∼. Put
K = {[x0, π0], [x1, π1], . . . [xm−1, πm−1]} so that if [xi, πi] < [xj , πj] for i 6= j then [xi, πi] 6= [xj , πj ]
and i < j. We also put Y0 := X and ν0 := idY0 : Y0 → Y0. For k ∈ {0, . . . , m− 1}, let yk be a
point of Yk inductively given by the relation
(yk, ν0 ◦ ν1 ◦ · · · ◦ νk) ∈ [xk, πk], (8)
and let νk+1 : Yk+1 → Yk be the blowup of yk ∈ Yk. It should be noted that the point yk is
determined uniquely. Indeed, when k = 0, π0 is locally biholomorphic at x0 as [x0, π0] is proper,
and hence y0 is given by y0 = ν
−1
0 ◦ π0(x0) = π0(x0). Moreover, under the assumption that
y0, . . . , yk−1 are already given by (8), the point [xk, πk] ∈ X∼ \{[x0, π0], . . . [xk−1, πk−1]} ∼= (Yk)∼
is proper on (Yk)∼ and yk is also determined uniquely in a similar argument.
The proper modification πK : XK → X is given by the composition
πK : XK = Ym
νm−→ Ym−1
νm−1
−→ · · ·
ν2−→ Y1
ν1−→ Y0 = X,
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called the blowup of the cluster K. The definition of πK is independent of the choice of ordering
in the cluster K. Moreover, the total transform Ek = (νk+1 ◦ · · · ◦ νm)
∗(E ′k) of the exceptional
curve E ′k of νk is called the exceptional divisor of πK over the point [xk−1, πk−1].
Now let X and Y be projective surfaces and f : X → Y be a birational map. Assume that
Y ⊂ PN and f(X) is contained in no hyperplane of PN , so that f ∗H is a curve on X for any
hyperplane H ⊂ PN . Put
I(f)∼ := {[x, π] ∈ X∼ | [x, π] ∈ (f
∗H)∼ for any hyperplanes H ⊂ P
N}.
It follows from Proposition 2.6 that the set I(f)∼ is a cluster. Moreover, for proper modifications
π : Xˆ → X and ν : Yˆ → Y , put fν,π := ν
−1 ◦ f ◦ π : Xˆ → Yˆ .
Proposition 2.7 ([1, 2]) For any birational map f : X → Y of surfaces, put π0 := πI(f)∼ :
X0 := XI(f)∼ → X and ν0 := πI(f−1)∼ : Y0 := YI(f−1)∼ → Y . Then, the map fν0,π0 : X0 → Y0 is
a biholomorphism.
Proposition 2.8 For any [x, π : Xˆ → X ] ∈ X∼ \ I(f)∼, there is a unique element [y, ν : Yˆ →
Y ] ∈ Y∼ \ I(f
−1)∼ such that fν,π is locally biholomorphic at x ∈ Xˆ and y = fν,π(x) ∈ Yˆ for
some (and any) (x, π) ∈ [x, π] and (y, ν) ∈ [y, ν].
Proof. First we prove the existence of [y, ν] ∈ Y∼ \ I(f
−1)∼. Let f0 := fν0,π0 : X0 → Y0 be the
biholomorphism given in Proposition 2.7, and let πˆ : Xˆ → X0 be a proper modification with
(x0, π0 ◦ πˆ) ∈ [x, π] ∈ X∼ \ I(f)∼ ∼= (X0)∼ (see Proposition 2.4). Since f0 ◦ πˆ : Xˆ → Y0 is
a birational morphism, Proposition 2.3 shows that there is a proper modification νˆ : Yˆ → Y0
such that νˆ−1 ◦ f0 ◦ πˆ : Xˆ → Yˆ is a biholomorphism. As fν,π0◦πˆ = νˆ
−1 ◦ f0 ◦ πˆ with ν := ν0 ◦ νˆ,
we can see that [y, ν] ∈ (Y0) ∼= Y∼ \ I(f
−1)∼ for y := fν,π0◦πˆ(x) is a desired element.
Next we prove the uniqueness of [y, ν]. For i = 1, 2, assume that there are (yi, νi : Yˆi → Y )
such that fνi,π : Xˆ → Yˆi are locally biholomorphic at x and yi = fνi,π(x). Then ν
−1
2 ◦ ν1 =
fν2,π ◦ f
−1
ν1,π : Yˆ1 → Yˆ2 is locally biholomorphic at y1 and y2 = fν2,π ◦ f
−1
ν1,π(y1) = ν
−1
2 ◦ ν1(y1),
which means that (y1, ν1) ∼ (y2, ν2).
Finally, we assume that (x1, π1 : Xˆ1 → X) ∼ (x2, π2 : Xˆ2 → X) and (y1, ν1 : Yˆ1 → Y ) ∼
(y2, ν2 : Yˆ2 → Y ), and that fν1,π1 : Xˆ1 → Yˆ1 is locally biholomorphic at x1 with y1 = fν1,π1(x1).
Then fν2,π2 = ν
−1
2 ◦ f ◦ π2 = (ν
−1
2 ◦ ν1) ◦ fν1,π1 ◦ (π
−1
2 ◦ π1)
−1 is locally biholomorphic with
y2 = fν2,π2(x2). Therefore, the relation [x, π] 7→ [y, ν] is well-defined, and the proposition is
established. ✷
By virtue of Proposition 2.8, we can define a map
f∼ : X∼ \ I(f)∼ → Y∼ \ I(f
−1)∼, f∼([x, π]) = [y, ν],
which is in fact a biholomorphism with the inverse (f−1)∼.
Remark 2.9 Let IX = {[x1, π1], . . . , [xm, πm]} ⊂ X∼ and IY = {[y1, ν1], . . . , [ym, νm]} ⊂ Y∼ be
clusters satisfying I(f)∼ ⊂ IX , I(f
−1)∼ ⊂ IY and f∼([xk, πk]) = [yk, νk] for [xk, πk] /∈ I(f)∼,
and let X˜ → X and Y˜ → Y be the blowups of IX and IY respectively. Then the blowups lift
f : X → Y to a biholomorphism f˜ : X˜ → Y˜ , and f˜ sends EXk to E
Y
k , where E
X
k and E
Y
k are
the exceptional divisors over [xk, πk] /∈ I(f)∼ and [yk, νk] /∈ I(f
−1)∼ respectively.
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Hereafter, a surface X∼ is denoted simply by X , a point [x, π] by x, a map f∼ by f , a curve
C∼ by C, and a cluster I(f)∼ by I(f) whenever no confusion arises.
Remark 2.10 Under the above notations, we have f(x1) < f(x2) ∈ Y for any x1 < x2 ∈
X\I(f). Hence, for anm-th point x ∈ X\I(f) onX , it is seen that f(x) is an (m−m++m−)-th
point on Y , where
m+ := max{ℓ ≥ 0 | there is an (ℓ− 1)-th point x0 ∈ I(f) with x ≈ x0},
m− := max{ℓ ≥ 0 | there is an (ℓ− 1)-th point y0 ∈ I(f
−1) with f(x) ≈ y0}.
In particular, for a proper point x ∈ X \ I(f), the image f(x) is also proper on Y if and only if
there is no (proper) point y ∈ I(f−1) with f(x) ≈ y, where f(x) ≈ y is equivalent to f(x) > y
as I(f−1) is a cluster.
3 Construction of Rational Surface Automorphisms
In this section, we develop a method for constructing a rational surface automorphism from
a composition f = fn ◦ · · · ◦ f1 : P
2 → P2 of quadratic birational maps fi : P
2 → P2 and an
orbit data τ . If τ is compatible with the maps f = (f1, . . . , fn), f lifts to an automorphism
F : X → X through a blowup π : X → P2. Moreover, we calculate the action F ∗ : H2(X ;Z)→
H2(X ;Z) of the automorphism F , and also calculate a Weyl group element wτ realized by the
pair (π, F ).
First we consider a smooth rational surface X , that is, a surface birationally equivalent
to P2, and an automorphism F : X → X of X . By theorems of Gromov and Yomdin, the
topological entropy of F is given by htop(F ) = log λ(F
∗), where λ(F ∗) is the spectral radius
of the action F ∗ : H2(X ;Z) → H2(X ;Z) on the cohomology group. In this paper, we are
interested in the case where F : X → X has positive entropy htop(F ) > 0 or, in other words,
λ(F ∗) > 1. Then, the surface X is characterized as follows (see [10, 12]).
Proposition 3.1 If X admits an automorphism F : X → X with λ(F ∗) > 1, then there is a
birational morphism π : X → P2.
It is known that any birational morphism π : X → P2 is expressed as π = πK for some cluster
K = {x1, . . . , xN}, where πK is the blowup of K. Then π : X → P
2 gives an expression of the
cohomology group: H2(X ;Z) ∼= Pic(X) = Z[H ] ⊕ Z[E1] ⊕ · · · ⊕ Z[EN ], where H is the total
transform of a line in P2, and Ei is the exceptional divisor over the point xi. The intersection
form on H2(X ;Z) is given by
([H ], [H ]) = 1
([Ei], [Ej]) = −δi,j (i, j = 1, . . . , N)
([H ], [Ei]) = 0 (i = 1, . . . , N),
where δi,j is the Kronecker delta. Therefore H
2(X ;Z) is isometric to the Lorentz lattice Z1,N via
the marking φπ : Z
1,N → H2(X ;Z) given in (1). The marking φπ is isometric and determined
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uniquely by π : X → P2 in the sense that if φπ and φ
′
π are markings determined by π, then there
is an element ℘ ∈ 〈ρ1, . . . , ρN−1〉, acting by a permutation on the basis elements (e1, . . . , eN),
such that φπ = φ
′
π ◦℘. Moreover the Weyl group WN plays an important role in our discussion
as is mentioned in the following proposition (see [7, 9, 13]).
Proposition 3.2 For any birational morphism π : X → P2 and any automorphism F : X →
X, there is a unique element w ∈ WN such that diagram (2) commutes.
Thus, a pair (π, F ) determines w uniquely, up to conjugacy by an element of 〈ρ1, . . . , ρN−1〉. In
this case, the element w is said to be realized by (π, F ), and the entropy of F is expressed as
htop(F ) = log λ(w). Summing up these discussions, we have the following proposition.
Proposition 3.3 The entropy of any automorphism F : X → X on a rational surface X is
given by htop(F ) = log λ for some λ ∈ Λ, where Λ is given in (4).
Indeed, when F : X → X satisfies λ(F ∗) = 1, the entropy of F is expressed as htop(F ) = log λ(e)
with the unit element e ∈ WN .
Remark 3.4 If π : X → P2 is a blowup of N points with N ≤ 9, and F : X → X is an
automorphism, then it follows that htop(F ) = 0 (see e.g. [11]).
Next we recall some properties of quadratic maps. Let f : P2 → P2 be a quadratic birational
map on P2. It is known that f can be expressed as f = l− ◦ g ◦ l
−1
+ , where l+, l− : P
2 → P2
are linear transformations, and g : P2 → P2 with I(g±1) = {p1, p2, p3} is a simple quadratic
birational map given in exactly one of the following three cases:
Case 1 g = g1 : P
2 ∋ [x : y : z] 7→ [yz : zx : xy] ∈ P2, and

p1 = [1 : 0 : 0]
p2 = [0 : 1 : 0]
p3 = [0 : 0 : 1],
Case 2 g = g2 : P
2 ∋ [x : y : z] 7→ [xz : yz : x2] ∈ P2, and

p1 = [0 : 1 : 0]
p2 = [0 : 0 : 1]
p3 > p1,
Case 3 g = g3 : P
2 ∋ [x : y : z] 7→ [x2 : xy : y2 + xz] ∈ P2, and

p1 = [0 : 0 : 1]
p2 > p1
p3 > p2.
Let π : X → P2 be the blowup of the cluster {p1, p2, p3}, and let H be the total transform of a
line in P2, L1, L2, L3 be the strict transforms of the lines x = 0, y = 0, z = 0, respectively, and
Ei be the exceptional divisor over the point pi for i = 1, 2, 3. Then Li is linearly equivalent to
H−Ej−Ek for {i, j, k} = {1, 2, 3}. The birational map g lifts to an automorphism g˜ : X → X ,
which sends irreducible rational curves as follows:
Case 1 g˜ = g˜1 : Ei → Li (i ∈ {1, 2, 3}),
Case 2 g˜ = g˜2 :
{
E1 − E3 → E1 −E3
Ei → Li (i ∈ {2, 3}),
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Case 3 g˜ = g˜3 :

E1 −E2 → E1 −E2
E2 −E3 → E2 −E3
E3 → L3,
(see also Figures 1-3). Note that g sends a generic line to a conic passing through the three points
p1, p2, p3 in either case. Therefore, the action g˜
∗ : H2(X ;Z) → H2(X ;Z) on the cohomology
group H2(X ;Z) = Z[H ]⊕ Z[E1]⊕ Z[E2]⊕ Z[E3] is given by
g˜∗ :
{
[H ] 7→ 2[H ]−
∑3
i=1[Ei]
[Ei] 7→ [H ]− [Ej ]− [Ek] ({i, j, k} = {1, 2, 3}).
(9)
For a general quadratic birational map f = l− ◦ g ◦ l
−1
+ : P
2 → P2, put
p±i = l±(p1), p
±
j = l±(p2), p
±
k = l±(p3) (10)
with {i, j, k} = {1, 2, 3}. Then the indeterminacy points of f±1 are expressed as
I(f±1) = {p±1 , p
±
2 , p
±
3 }. (11)
Moreover, formula (9) leads to the following lemma, which is stated in a general situation (see
also Remark 2.9).
Lemma 3.5 In the above notations, assume that I± := {p
±
1 , . . . , p
±
N} are clusters satisfying
f(p+i ) = p
−
i for any i = 4, . . . , N . Let π
± : X± → P2 be the blowups of I±, and let H
± ⊂ X±
be the total transforms of lines in P2 under π±, and E±i ⊂ X
± be the exceptional divisors
over the points p±i . Then, the quadratic birational map f : P
2 → P2 lifts to an isomorphism
f˜ : X+ → X− and its cohomological action f˜ ∗ : H2(X−;Z)→ H2(X+;Z) is given by
f˜ ∗ :

[H−] 7→ 2[H+]−
∑3
i=1[E
+
i ]
[E−i ] 7→ [H
+]− [E+j ]− [E
+
k ] ({i, j, k} = {1, 2, 3})
[E−ℓ ] 7→ [E
+
ℓ ] (ℓ = 4, . . . , N).
(12)
Remark 3.6 From here on, we assume that a quadratic birational map f = l−◦g◦l
−1
+ : P
2 → P2
lifts to f˜ : X+ → X− whose cohomological action is given as in (12). Then the points p±i given
in (11) are expressed as (10) for some {i, j, k} = {1, 2, 3}, and hence the indices of the forward
indeterminacies are determined uniquely by those of the backward indeterminacies and vice
versa. In particular, it follows that p+i < p
+
j if and only if p
−
i < p
−
j .
Next we turn our attention to a method for constructing rational surface automorphisms
in a general context. Let Y1, . . . , Yn be smooth rational surfaces, and f := (f1, . . . , fn) be an
n-tuple of birational maps fℓ : Yℓ−1 → Yℓ with Y0 := Yn. Let I(fℓ) = {p
+
ℓ,1, . . . , p
+
ℓ,η+(ℓ)
} ⊂ Yℓ−1
and I(f−1ℓ ) = {p
−
ℓ,1, . . . , p
−
ℓ,η−(ℓ)
} ⊂ Yℓ be the clusters of indeterminacy points, and let K± :=
{ι = (i, j) | i = 1, . . . , n, j = 1, . . . , η±(i)} be the sets of indices. Then it turns out that the
cardinalities of the sets K± are the same, that is,
∑n
ℓ=1 η+(ℓ) =
∑n
ℓ=1 η−(ℓ), since Yn = Y0.
Moreover, for m ≥ 0 and ι = (i, j) ∈ K−, we inductively put
p0ι := p
−
ι ∈ Yi, p
m
ι := fℓ(p
m−1
ι ) ∈ Yℓ (ℓ ≡ i+m (mod n)).
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Note that a point pmι is well-defined if p
m−1
ι /∈ I(fℓ). Moreover, let us introduce a generalized
orbit data τ = (n, σ, κ) consisting of the integer n ≥ 1, a bijection σ : K− → K+ and a function
κ : K− → Z≥0 such that κ(ι) ≥ 1 provided i1 ≤ i, or in other words, a function κ satisfying
µ(ι) ≥ 0 for any ι ∈ K−, where σ(ι) = ι1 = (i1, j1) and µ : K− → Z≥0 is given by
µ(ι) = κ(ι) · n+ i1 − i− 1 = θi,i1−1(κ(ι)) (13)
with
θi,i′(k) := k · n + i
′ − i. (14)
Definition 3.7 Let f be an n-tuple of birational maps and τ = (n, σ, κ) be a generalized orbit
data. Then f is called a realization of τ if the following condition holds for any ι ∈ K−:
pmι 6= p
+
ι′ (0 ≤ m < µ(ι), ι
′ ∈ K+), p
µ(ι)
ι = p
+
σ(ι). (15)
It should be noted that in condition (15), two points pmι and p
+
ι′ may satisfy p
m
ι ≈ p
+
ι′ . From a
realization f of τ , we will construct an automorphism. So let us give the following lemma.
Lemma 3.8 There is an element ιo ∈ K− such that p
m
ιo is proper for any 0 ≤ m ≤ µ(ι
o).
Proof. Take an element ιo = (io, jo) ∈ K− such that p
−
ιo is proper and
µ(ιo) = min{µ(ι) | ι ∈ K− and p
−
ι is proper}.
Then, we claim that pmιo is proper for any 0 < m ≤ µ(ι
o). Indeed, assume the contrary that
pm−1ιo is proper but p
m
ιo is not proper for some 0 < m ≤ µ(ι
o). Then it follows from Remark 2.10
that there is a proper point p−ι such that p
−
ι < p
m
ιo . The minimality of µ(ι
o) yields pkι /∈ I(fℓ) for
any 0 ≤ k < µ(ιo) −m, and so p
µ(ιo)−m
ι < p
µ(ιo)
ιo by Remark 2.10. Since p
µ(ιo)
ιo = p
+
σ(ιo) ∈ I(fio1)
and I(fio1) is a cluster, p
µ(ιo)−m
ι is also an element of I(fio1) and thus is equal to p
+
σ(ι). This means
that µ(ι) = µ(ιo)−m < µ(ιo), which contradicts the assumption that µ(ιo) is minimal. Thus,
pmιo is proper for any 0 ≤ m ≤ µ(ι
o). ✷
For ιo = (io, jo) ∈ K− given as in Lemma 3.8, let Y
′
ℓ → Yℓ be the blowups of distinct
proper points {pmιo | 0 ≤ m ≤ µ(ι
o), io +m ≡ ℓ (mod n)}. These blowups lift fℓ : Yℓ−1 → Yℓ to
f ′ℓ : Y
′
ℓ−1 → Y
′
ℓ (see Figure 4). In this case, one has
I(f ′ℓ) =
{
I(fio1) \ {p
+
ιo1
} (ℓ = io1)
I(fℓ) (ℓ 6= i
o
1),
I((f ′ℓ)
−1) =
{
I(f−1io ) \ {p
−
ιo} (ℓ = i
o)
I(f−1ℓ ) (ℓ 6= i
o).
(16)
We notice that f
′
= (f ′1, . . . , f
′
n) also satisfies condition (15) for any ι ∈ K
′
− := K− \ {ι
o},
which means that f
′
is a realization of τ ′ = (n, σ|K′−, µ|K′−). One can therefore repeat the above
argument by replacing f with f
′
, K− with K
′
− and τ with τ
′. In the end, from (16), the resulting
map becomes a biholomorphism. Namely, let πℓ : Xℓ → Yℓ be the composition of the above
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Figure 4: Blowup of indeterminacy points
blowups, that is, the blowup of the cluster Iℓ := {p
m
ι | ι ∈ K−, 0 ≤ m ≤ µ(ι), i+m ≡ ℓ (mod n)}.
Then the blowups πℓ lift fℓ : Yℓ−1 → Yℓ to biholomorphisms Fℓ : Xℓ−1 → Xℓ:
Xℓ−1
Fℓ−−−→ Xℓ
πℓ−1
y yπℓ
Yℓ−1
fℓ−−−→ Yℓ,
and πτ := πn : Xτ → Y also lifts f := fn ◦ · · · ◦ f1 : Y → Y to the automorphism Fτ :=
Fn ◦ · · · ◦ F1 : Xτ → Xτ , where Y := Y0 = Yn and Xτ := X0 = Xn.
We now restrict our attention to the case where each component of f = (f1, . . . , fn) is a
quadratic birational map with Yℓ = P
2
ℓ and τ is an original orbit data with K+ = K− = K(n).
Note that fℓ satisfies the assumption in Lemma 3.5 with I+ = Iℓ−1 and I− = Iℓ. Therefore, the
cohomological action of the biholomorphism Fℓ : Xℓ−1 → Xℓ is expressed as in the form of (12),
and that of the automorphism Fτ : Xτ → Xτ can be calculated in terms of the composition
F ∗τ = F
∗
1 ◦ · · · ◦ F
∗
n . The Weyl group element wτ ∈ WN realized by (πτ , Fτ ) is given as follows.
Let H ⊂ Xτ be the total transform of a line in P
2 under πτ and E
k
ι ⊂ Xτ be the excep-
tional divisor over pmι , where m = θi,0(k). Then the cohomology group of Xτ is expressed as
H2(Xτ ;Z) = Z[H ]⊕
(
⊕ι∈K(n) ⊕
κ(ι)
k=1Z[E
k
ι ]
)
. Now, we consider the lattice
Z
τ := Ze0⊕
(
⊕ι∈K(n) ⊕
κ(ι)
k=1Ze
k
ι
)
∼= Z1,N (N =
∑
ι∈K(n)
κ(ι)),
with the inner product given by
(e0, e0) = 1
(ekι , e
k
ι ) = −1 (ι ∈ K(n), 1 ≤ k ≤ κ(ι))
(e0, e
k
ι ) = (e
k
ι , e
k′
ι′ ) = 0 ((ι, k) 6= (ι
′, k′)).
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Then an isomorphism φπτ : Z
1,N → H2(Xτ : Z) defined by φπτ (e0) = [H ] and φπτ (e
k
ι ) = [E
k
ι ]
is the marking corresponding to πτ . Moreover, for each ι ∈ K(n), put σ¯(ι) := σ
k(ι), where
k ≥ 0 is determined by the relations κ(σℓ(ι)) = 0 for 0 ≤ ℓ < k, and κ(σk(ι)) ≥ 1. Then an
automorphism rτ : Z
τ → Zτ is defined by
rτ :

e0 7→ e0
e1σ¯(ι1) 7→ e
κ(ι)
ι (κ(ι) ≥ 1)
ekι 7→ e
k−1
ι (2 ≤ k ≤ κ(ι)),
Note that the map ι 7→ σ¯(ι1) = σ¯(σ(ι)) becomes a permutation of {ι ∈ K(n) | κ(ι) ≥ 1}, and so
e1σ¯(ι1) is well-defined. The automorphism rτ is an element of the subgroup 〈ρ1, . . . , ρN−1〉 ⊂WN
generated by ρ1, . . . , ρN−1. On the other hand, for 1 ≤ m ≤ n, an automorphism qm : Z
τ → Zτ
is defined by
qm :

e0 7→ 2e0 −
∑3
ℓ=1 e
1
σ¯(m,ℓ)
e1σ¯(m,i) 7→ e0 − e
1
σ¯(m,j) − e
1
σ¯(m,k) ({i, j, k} = {1, 2, 3})
ekι 7→ e
k
ι (otherwise).
(17)
The automorphism qm is conjugate to ρ0 under the action of 〈ρ1, . . . , ρN−1〉. We notice that if
i 6= j ∈ {1, 2, 3} then σ¯(m, i) 6= σ¯(m, j). Indeed, assume the contrary that σ¯(m, i) = σ¯(m, j).
Let ki ≥ 0 be the integer determined by the relations σ
ki(m, i) = σ¯(m, i) and κ(σℓ(ι)) = 0 for
0 ≤ ℓ < ki. One may assume that ki > kj and thus (m, j) = σ
k(m, i) with k = ki − kj. As
(mℓ, iℓ) := σ
ℓ(m, i) satisfies κ(mℓ, iℓ) = 0 for 0 ≤ ℓ ≤ k − 1 ≤ ki − 1, we have m = m0 < m1 <
· · · < mk = m, which is a contradiction.
Now we define the lattice automorphism wτ : Z
1,N → Z1,N .
Definition 3.9 For an orbit data τ , we define the lattice automorphism wτ : Z
τ → Zτ by
wτ := rτ ◦ q1 ◦ · · · ◦ qn : Z
τ → Zτ .
We sometimes write wτ : Z
1,N → Z1,N .
Indeed, it will be seen that wτ ∈ WN is realized by (πτ , Fτ ), that is, φπτ ◦ wτ = F
∗
τ ◦ φπτ :
Z
1,N → H2(Xτ ;Z). Summing up these discussions, we have the following proposition.
Proposition 3.10 Assume that f is a realization of τ . Then the blowup πτ : Xτ → P
2 of
N =
∑
ι∈K(n) κ(ι) points {p
m
ι | ι = (i, j) ∈ K(n), m = θi,0(k), 1 ≤ k ≤ κ(ι)} lifts f = fn ◦ · · · ◦ f1
to the automorphism Fτ : Xτ → Xτ . Moreover, (πτ , Fτ ) realizes wτ and Fτ has positive entropy
htop(Fτ ) = log λ(wτ ) > 0.
Proof. We will only show that (πτ , Fτ ) realizes the Weyl group element wτ given in Definition
3.9. For the blowup πℓ : Xℓ → P
2
ℓ , let Hℓ ⊂ Xℓ be the total transform of a line in P
2
ℓ and, for
k ≥ 1, Ek(i,j),ℓ ⊂ Xℓ be the exceptional divisor over the point p
m
i,j with
m =
{
θi,ℓ(k − 1) (i ≤ ℓ)
θi,ℓ(k) (i > ℓ).
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The cohomology group of Xℓ admits an expression H
2(Xℓ;Z) = Z[Hℓ]⊕
(
⊕ι∈K(n)⊕
κ(ι,ℓ)
k=1 Z[E
k
ι,ℓ]
)
,
where κ(ι, ℓ) is the number of points among p0ι , p
1
ι , . . . , p
µ(ι)
ι lying on P2ℓ . Since the indeterminacy
sets of f±1ℓ are expressed as I(f
−1
ℓ ) = {p
0
ℓ,j | j = 1, 2, 3} and I(fℓ) = {p
µ(σ−1(ℓ,j))
σ−1(ℓ,j) | j = 1, 2, 3},
the action F ∗ℓ : H
2(Xℓ;Z)→ H
2(Xℓ−1;Z) is given by
F ∗ℓ :

[Hℓ] 7→ 2[Hℓ−1]−
∑3
j=1[E
κ(σ−1(ℓ,j),ℓ−1)
σ−1(ℓ,j),ℓ−1 ]
[E1(ℓ,i),ℓ] 7→ [Hℓ−1]− [E
κ(σ−1(ℓ,j),ℓ−1)
σ−1(ℓ,j),ℓ−1 ]− [E
κ(σ−1(ℓ,k),ℓ−1)
σ−1(ℓ,k),ℓ−1 ] ({i, j, k} = {1, 2, 3})
[Ek(ℓ,j),ℓ] 7→ [E
k−1
(ℓ,j),ℓ−1] (j ∈ {1, 2, 3}, k ≥ 2)
[Ek(i,j),ℓ] 7→ [E
k
(i,j),ℓ−1] (i 6= ℓ, j ∈ {1, 2, 3}, k ≥ 1)
(see Lemma 3.5). Now, for ℓ ≥ 1, an isomorphism Gℓ : H
2(Xℓ;Z) → H
2(Xτ ;Z) is defined by
Gℓ([Hℓ]) = [H ] and Gℓ([E
k
ι,ℓ]) = [E
k′
ι′ ], where E
k′
ι′ is the exceptional divisor over p
m+n−ℓ
ι ∈ P
2
n
if Ekι,ℓ is the exceptional divisor over p
m
ι ∈ P
2
ℓ . In this definition, p
m
ι should be interpreted as
p
m−µ(ι)−1
σ(ι) provided m > µ(ι). The isomorphism Gℓ sends [E
k
ι,ℓ] as
Gℓ([E
k
ι,ℓ]) =

[E1σ¯(ι1)] ( if i1 > ℓ and k = κ(ι, ℓ))
[Ek+1ι ] ( otherwise, if i > ℓ)
[Ekι ] ( otherwise ).
Since Gn = id, the action F
∗
τ is expressed as
F ∗τ = F
∗
1 ◦ · · · ◦ F
∗
n = (F
∗
1 ◦G
−1
1 ) ◦ F̂
∗
2 ◦ · · · ◦ F̂
∗
n ,
where F̂ ∗ℓ = Gℓ−1 ◦ F
∗
ℓ ◦G
−1
ℓ . It should be noted that
Gℓ−1([E
κ(σ−1(ℓ,j),ℓ−1)
σ−1(ℓ,j),ℓ−1 ]) = Gℓ([E
1
(ℓ,j),ℓ]) =
{
[E1σ¯(σ(ℓ,j))] ( if ℓ1 > ℓ and κ((ℓ, j), ℓ) = 1)
[E1(ℓ,j)] ( otherwise )
= [E1σ¯(ℓ,j)],
as the conditions ℓ1 > ℓ and κ((ℓ, j), ℓ) = 1 are equivalent to saying that κ(ℓ, j) = 0, where
σ(ℓ, j) = (ℓ1, j1). Therefore, for ℓ ≥ 2, one has
F̂ ∗ℓ :

[H ] 7→ 2[H ]−
∑3
j=1[E
1
σ¯(ℓ,j)]
[E1σ¯(ℓ,i)] 7→ [H ]− [E
1
σ¯(ℓ,j)]− [E
1
σ¯(ℓ,k)] ({i, j, k} = {1, 2, 3})
[Ek(i,j)] 7→ [E
k
(i,j)] ( otherwise ),
(18)
since Gℓ−1([E
k−1
(ℓ,j),ℓ−1]) = Gℓ([E
k
(ℓ,j),ℓ]) and Gℓ−1([E
k
(i,j),ℓ−1]) = Gℓ([E
k
(i,j),ℓ]) when i 6= ℓ. Finally,
by observing that
F ∗1 ◦G
−1
1 :

[H ] 7→ 2[H ]−
∑3
j=1[E
κ(σ−1(1,j))
σ−1(1,j) ]
[E1σ¯(1,i)] 7→ [H ]− [E
κ(σ−1(1,j))
σ−1(1,j) ]− [E
κ(σ−1(1,k))
σ−1(1,k) ] ({i, j, k} = {1, 2, 3})
[E1σ¯(σ(i,j))] 7→ [E
κ(i,j)
(i,j) ] (i1 6= 1)
[Ek(i,j)] 7→ [E
k−1
(i,j)] ( otherwise ),
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we define an isomorphism G0 : H
2(Xτ ;Z) 	 by
G0 :

[H ] 7→ [H ]
[E
κ(ι)
ι ] 7→ [E1σ¯(ι1)] (κ(ι) ≥ 1)
[Ekι ] 7→ [E
k+1
ι ] (1 ≤ k ≤ κ(ι)− 1).
(19)
Then, F̂ ∗1 = G0 ◦ F
∗
1 ◦G
−1
1 satisfies (18) with ℓ = 1, and F
∗
τ satisfies F
∗
τ = G
−1
0 ◦ F̂
∗
1 ◦ · · · ◦ F̂
∗
n .
From (18) and (19), one has F̂ ∗ℓ = φπτ ◦ qℓ ◦φ
−1
πτ and G
−1
0 = φπτ ◦ rτ ◦φ
−1
πτ , which shows that wτ
is realized by (πτ , Fτ ). ✷
We conclude this section by establishing the statement that a given element w ∈ WN can be
expressed as w = wτ for some orbit data τ . To this end, we spend a short while working with
an element w ∈ WN not acting by a permutation on a non-empty subset of the basis elements
{ej}
N
j=1, namely, there is no element ej ∈ {ei} with w
ℓ(ej) ∈ {ei} for any ℓ ≥ 1, and explain
how to construct an orbit data τ with w = wτ briefly. First, note that w can be expressed as
w = r ◦ q1 ◦ · · · qn, (20)
where r is a permutation of {ej}
N
j=1 (see the proof of Proposition 3.12). Moreover, there are
elements {e1m,i}
3
i=1 ⊂ {ej}
N
j=1 such that qm sends {ej}
N
j=0 as
qm :

e0 7→ 2e0 −
∑3
ℓ=1 e
1
m,ℓ
e1m,i 7→ e0 − e
1
m,j − e
1
m,k ({i, j, k} = {1, 2, 3})
ej 7→ ej (otherwise).
We notice that it may happen that e1i,j = e
1
i′,j′ when i 6= i
′. For each (i, j) ∈ K(n), it turns out
that there is a unique element (i′, j′) such that
e1i′,j′ = qi′−1 ◦ · · · ◦ q1 ◦ r
−1 ◦ qn ◦ · · · ◦ q1 ◦ r
−1 ◦ qn ◦ · · · ◦ qi+1(e
1
i,j) (21)
with minimal length, where the length is the number of automorphisms qm in (21). Roughly
speaking, e1i,j and e
1
i′,j′ are regarded as backward and forward indeterminacy points respectively,
and the length is the number of points from e1i,j to e
1
i′,j′. So we define σ(i, j) = (i
′, j′) and µ(i, j)
to be the length in (21). Note that κ(i, j) is the number of r−1 in (21), and σ becomes a
permutation of K(n) because of the minimality of the length. Then τ = (n, σ, κ) is an orbit
data satisfying w = wτ .
Example 3.11 Consider the element w ∈ W5 given by
w :

e0 7→ 3e0 − 2e1 − e2 − e3 − e4 − e5
e1 7→ 2e0 − e1 − e2 − e3 − e4 − e5
ei 7→ e0 − e1 − e7−i (i ∈ {2, 3, 4, 5}).
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It can be checked that w is expressed as w = r ◦ q1 ◦ q2, where
r : e2 ←→ e4, e3 ←→ e5, ei 	 (i = 0, 1),
and (e1,1, e1,2, e1,3) = (e1, e2, e3), (e2,1, e2,2, e2,3) = (e1, e4, e5). Then we have
e2,1 = e1,1, e1,k = r
−1(e2,k), (k ∈ {1, 2, 3}),
e2,j 6= e1,k, e1,j 6= r
−1 ◦ q2(e1,k), e2,k = q1 ◦ r
−1 ◦ q2(e1,k), (j ∈ {1, 2, 3}, k ∈ {2, 3}).
This means that w admits an expression w = wτ , where τ = (2, σ, κ) is given by
σ : (1, k) 7→ (2, k) 7→ (1, k), (k ∈ {1, 2, 3}),
κ(1, 1) = 0, κ(i, j) = 1 (otherwise),
(µ(1, 1) = µ(2, 1) = µ(2, 2) = µ(2, 3) = 0, µ(1, 2) = µ(1, 3) = 2).
Proposition 3.12 For any w ∈ WN , there is an orbit data τ = (n, σ, κ) such that w = wτ :
Z1,N → Z1,N under some identification {ej | 1 ≤ j ≤ N} = {e
k
ι | ι ∈ K(n), 1 ≤ k ≤ κ(ι)} with
N =
∑
ι∈K(n) κ(ι).
Proof. First we prove that any element w admits expression (20). Since w is an element ofWN ,
it can be expressed as
w = r0 · ρ0 · r1 · · · ρ0 · rm−1 · ρ0 · rm,
where rℓ is a permutation of {ej}
N
j=1. The expression can be written as
w = r ·
{
(r1 · · · rm)
−1 · ρ0 · (r1 · · · rm)
}
· · ·
{
(rm−1 · rm)
−1 · ρ0 · (rm−1 · rm)
}
·
{
r−1m · ρ0 · rm
}
,
where r := r0 · · · rm is also a permutation of {ej}. By putting qi := (ri · · · rm)
−1 · ρ0 · (ri · · · rm)
and e1i,j := (ri · · · rm)
−1(ej) for i = 1, . . . , m and j = 1, 2, 3, we have expression (20).
Next, under the assumption that w does not act by a permutation on a non-empty subset
of {ej}
N
j=1, we show that the orbit data τ constructed above realizes w. Put
ek+1i,j := qn ◦ · · · ◦ q1 ◦ r
−1 ◦ qn ◦ · · · ◦ q1 ◦ r
−1 ◦ qn ◦ · · · ◦ qi+1(e
1
i,j)
for 1 ≤ k ≤ κ(i, j) − 1, where the number of r−1 in the righthand side is k. Since e1σ(i,j) = e
1
i,j
when κ(i, j) = 0, one has e1σ¯(i,j) = e
1
i,j , which shows qm sends {e
k
ι } as in (17). Moreover it follows
from the minimality of the length in (21) that eki,j = r◦q1◦· · ·◦qn(e
k+1
i,j ) = r◦q1◦· · ·◦qn−1(e
k+1
i,j ) =
· · · = r(ek+1i,j ), and also that e
κ(i,j)
i,j = r ◦ q1 ◦ · · · ◦ qi′−1(e
1
σ(i,j)) = r(e
1
σ(i,j)) = r(e
1
σ¯(σ(i,j))) for
κ(i, j) ≥ 1, which means that r = rτ . Now we claim that {ej} = {e
k
ι }, that is, any element
em ∈ {ej} can be expressed as em = e
k
ι for some ι ∈ K(n) and 1 ≤ k ≤ κ(ι). Indeed, assume
the contrary that em 6= e
k
ι for any ι ∈ K(n) and 1 ≤ k ≤ κ(ι). Then em satisfies w
ℓ(em) /∈ {e
1
ι }
and thus wℓ(em) ∈ {ej} for all ℓ ≥ 1, which is a contradiction. Moreover, we can easily check
that ekι 6= e
k′
ι′ for any (ι, k) 6= (ι
′, k′) with 1 ≤ k ≤ κ(ι) and 1 ≤ k′ ≤ κ(ι′), which shows that
N =
∑
ι∈K(n) κ(ι). These observations show that w is expressed as w = wτ .
Finally we consider a general element w ∈ WN . Then w can be expressed as w = w1 · wˆ,
where w1 does not act by a permutation on a non-empty subset of {ej}
N
j=1 and hence admits an
19
expression w1 = wτˇ for some orbit data τˇ = (m, σˇ, κˇ), and wˆ is a permutation of {ej}, sending
the basis elements, after reordering {ej}, as
wˆ :

e0 7→ e0
ekι 7→ e
k
ι (ι ∈ K(m), 1 ≤ k ≤ κˇ(ι))
ekm+2i,1 7→ e
k−1
m+2i,1 (i = 1, . . . , ℓ, k ∈ Z/κˆ(i)Z)
for some ℓ ≥ 0 and κˆ : {1, . . . , ℓ} → Z≥1. Now, by composing automorphisms of the form
qm+2i−1◦qm+2i with e
1
m+2i−1,j = e
1
m+2i,j for all i = 1, 2, 3, which are also permutations of {ej}
N
j=1,
we add elements e1m+2i,1 and construct wˆ. Namely, τ = (n, σ, κ) is defined by n := m+ 2ℓ and
σ(i, j) :=

(i+ 1, j)
(
either j = 1 and i = m+ 1, m+ 3, . . . , m+ 2ℓ− 1,
or j = 2, 3 and i = m,m+ 1, . . . , m+ 2ℓ− 1
)
(i− 1, j) (j = 1 and i = m+ 2, m+ 4, . . . , m+ 2ℓ)
σˇ(m, j) (j = 2, 3 and i = m+ 2ℓ)
σˇ(i, j) (otherwise),
κ(i, j) :=

0
(
either j = 1 and i = m+ 1, m+ 3, . . . , m+ 2ℓ− 1,
or j = 2, 3 and i = m,m+ 1, . . . , m+ 2ℓ− 1
)
κˆ((i−m)/2) (j = 1 and i = m+ 2, m+ 4, . . . , m+ 2ℓ)
κˇ(m, j) (j = 2, 3 and i = m+ 2ℓ)
κˇ(i, j) (otherwise).
A little calculation shows that w = wτˇ · wˆ can be expressed as w = wτ = rτ ◦ q1 ◦ · · · ◦ qn. Thus
the proposition is established. ✷
4 Tentative Realizability
As mentioned in the previous section, an automorphism can be constructed in terms of a
realization of an orbit data. At this stage, of particular interest is the existence of such a
realization. In this and next sections, we investigate this existence by restricting our attention
to birational maps preserving a cuspidal cubic. The aim of this section is to define a concept
of tentative realization of an orbit data τ , which is a necessary condition for realization, and
to show that the tentative realization of τ exists under the condition that some finitely many
roots determined by τ are not periodic ones of the Weyl group element wτ (see condition (30)).
In this section, we mainly consider the smooth points of the cuspidal cubic, which is also
described in a more general context as follows. Let X be a smooth surface, C be a curve in X ,
and x be a proper point of the smooth locus C∗ of C. Moreover, put (X0, C
∗
0 , x0) := (X,C
∗, x),
and for m > 0, inductively determine (Xm, C
∗
m, xm) from the blowup πm : Xm → Xm−1 of
xm−1 ∈ C
∗
m−1, the strict transform C
∗
m of C
∗
m−1 under πm, and a unique point xm ∈ C
∗
m ∩ Em,
where Em stands for the exceptional curve of πm. The unique point xm is called the point in the
m-th infinitesimal neighbourhood of x on C∗, or an m-th point on C∗. Moreover, if a cluster I
consists of proper or infinitely near points on C∗, then we say that I is a cluster in C∗.
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Now let C be a cubic curve on P2 with a cusp singularity. In what follows, a coordinate on
P2 is chosen so that C = {[x : y : z] ∈ P2 | yz2 = x3} ⊂ P2 with a cusp [0 : 1 : 0]. Then the
smooth locus C∗ = C \ {[0 : 1 : 0]} is parametrized as C ∋ t 7→ [t : t3 : 1] ∈ C∗. We denote by
B(C) the set of birational self-maps f of P2 such that f(C) := f(C \ I(f)) = C and I(f) ⊂ C∗,
and denote by Q(C) ⊂ B(C) and L(C) ⊂ B(C) the subsets consisting of the quadratic maps
in B(C) and of the linear maps in B(C), respectively. Any map f ∈ B(C) restricted to C∗ is
an automorphism of C∗ expressed as
f |C∗ : C
∗ ∋ [t : t3 : 1] 7→ [δ(f) · t + c(f) : (δ(f) · t+ c(f))3 : 1] ∈ C∗,
for some δ(f) ∈ C× and c(f) ∈ C. The value δ(f) is called the determinant of f . It is
independent of the choice of coordinates. Moreover, when f ∈ Q(C), it turns out that the
indeterminacy cluster I(f−1) is also contained in C∗ (see Lemma 4.2).
We give the following definition for an n-tuple f = (f1, . . . , fn) ∈ Q(C)
n of quadratic
birational maps fi preserving C.
Definition 4.1 An n-tuple f = (f1, . . . , fn) ∈ Q(C)
n is called a tentative realization of an
orbit data τ = (n, σ, κ) if p
µ(ι)
ι ≈ p
+
σ(ι) for any ι ∈ K(n), where p
m
ι is given in (6) with fℓ
restricted to C and thus is well-defined.
We should note that a realization f of τ is of course a tentative realization of τ , and thus the
existence of a tentative realization is of interest to us.
Now, we describe a quadratic birational map f ∈ Q(C) in terms of the behavior of f |C∗ .
The following proposition states that the configuration of I(f−1) on C∗ and the determinant
δ(f) of f determine the map f ∈ Q(C) uniquely (see [6]).
Lemma 4.2 A birational map f belongs to Q(C) if and only if there exists d ∈ C× and
b = (bℓ)
3
ℓ=1 ∈ C
3 with b1 + b2 + b3 6= 0 such that f can be expressed as f = fd,b, where
fd,b ∈ Q(C) is a unique map determined by the following properties.
(1) δ(fd,b) = d.
(2) p−ℓ ≈ [bℓ : b
3
ℓ : 1] ∈ C
∗ for I(f−1d,b ) = {p
−
1 , p
−
2 , p
−
3 }.
Moreover, the map fd,b ∈ Q(C) satisfies the following.
(1) c(fd,b) = −
1
3
(b1 + b2 + b3) ∈ C
×.
(2) p+ℓ ≈ [aℓ : a
3
ℓ : 1] ∈ C
∗ for I(fd,b) = {p
+
1 , p
+
2 , p
+
3 }, where aℓ :=
1
d
{
bℓ −
2
3
(b1 + b2 + b3)
}
.
Remark 4.3 The quadratic map fd,b([x : y : z]) = [f1 : f2 : f3] mentioned in Lemma 4.2 is
explicitly written as
f1([x : y : z]) = (d/3) ·
{
(ν21 − 3ν2)x
2 + ν1ν3z
2 − 3xy + 2ν1yz − (ν1ν2 − 3ν3)zx
}
f2([x : y : z]) = (d/3)
3 ·
{
ν1(ν
3
1 − 9ν1ν2 + 27ν3)x
2 − 27y2 + ν31ν3z
2 + 9(2ν21 − 3ν2)xy
+ (8ν31 − 27ν1ν2 + 27ν3)yz − ν
2
1(ν1ν2 − 9ν3)zx
}
f3([x : y : z]) = ν1x
2 + ν3z
2 − yz − ν2zx,
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where νℓ = νℓ(d, b) is given by
ν1 = a1 + a2 + a3, ν2 = a1a2 + a2a3 + a3a1, ν3 = a1a2a3.
In a similar manner, any linear map f ∈ L(C) is determined uniquely by the determinant δ(f)
of f (see [6]).
Lemma 4.4 For any d ∈ C×, there is a unique linear map f ∈ L(C) such that δ(f) = d. In
particular, the map f ∈ L(C) with δ(f) = 1 is the identity. Moreover, for any f ∈ L(C), the
automorphism f |C∗ restricted to C
∗ is given by
f |C∗ : [t : t
3 : 1] 7→ [δ(f) · t : (δ(f) · t)3 : 1].
Next, let us consider the composition f = fn ◦ fn−1 ◦ · · · ◦ f1 : P
2 → P2 of quadratic birational
maps f = (f1, . . . , fn) ∈ Q(C)
n. Put I(f±1i ) = {p
±
i,1, p
±
i,2, p
±
i,3} and
pˇ+i,j := f
−1
1 |C ◦ · · · ◦ f
−1
i−1|C(p
+
i,j), pˇ
−
i,j := fn|C ◦ · · · ◦ fi+1|C(p
−
i,j) (22)
(see Figure 5). Then it is easy to see that I(f±1) ⊂ {pˇ±i,j | (i, j) ∈ K(n)}. Moreover, let δ(f) be
the determinant of f defined by δ(f) =
∏n
i=1 δ(fi) or, in other words, δ(f) = δ(f).
Proposition 4.5 Let f = (f1, . . . , fn) ∈ Q(C)
n be an n-tuple of quadratic birational maps in
Q(C) with d = δ(f) 6= 1, and let pˇ±i,j be the points given in (22). Then there is a unique pair
(v, s) of values v = (vι)ι∈K(n) ∈ C
3n and s = (si)
n
i=1 ∈ (C
×)n satisfying
vi,1 + vi,2 + vi,3 = −
i−1∑
k=1
sk + (d− 2) · si − d
n∑
k=i+1
sk, (1 ≤ i ≤ n), (23)
such that the composition f = fn ◦ · · · ◦ f1 satisfies
(1) f |C∗ : C
∗ ∋ [t+ 1
3
cs : (t+
1
3
cs)
3 : 1] 7→ [d · t+ 1
3
cs : (d · t+
1
3
cs)
3 : 1] ∈ C∗ with
cs :=
n∑
k=1
sk, (24)
(2) pˇ−i,j ≈ [vi,j +
1
3
cs : (vi,j +
1
3
cs)
3 : 1] ∈ C∗,
(3) pˇ+i,j ≈ [ui,j +
1
3
cs : (ui,j +
1
3
cs)
3 : 1] ∈ C∗, where
ui,j :=
1
d
{
vi,j − (d− 1) · si
}
. (25)
Conversely, for any d ∈ C \ {0, 1}, v ∈ C3n and s ∈ (C×)n satisfying equation (23), there
exists an n-tuple f = (f1, . . . , fn) ∈ Q(C)
n such that the composition f = fn ◦ · · · ◦ f1 satisfies
δ(f) = d and conditions (1)–(3). Moreover, f is determined uniquely by (d, v, s) in the sense
that if f = (f1, . . . , fn) and f
′
= (f ′1, . . . , f
′
n) are determined by (d, v, s), then there are linear
maps g1, . . . , gn−1 ∈ L(C) such that the following diagram commutes:
P20
f ′1−−−→ P21
f ′2−−−→ · · ·
f ′n−1
−−−→ P2n−1
f ′n−−−→ P2n∥∥∥ g1y gn−1y ∥∥∥
P20
f1
−−−→ P21
f2
−−−→ · · ·
fn−1
−−−→ P2n−1
fn
−−−→ P2n.
22
Proof. From Lemma 4.2, each map fi ∈ Q(C) is given by fi = fdi,(bi,j) for some di ∈ C
× and
(bi,j)
3
j=1 ∈ C
3 with bi := bi,1 + bi,2 + bi,3 6= 0. Then the maps fi and f restricted to C
∗ can
be expressed as fi|C∗([t : t
3 : 1]) = [yi(t) : yi(t)
3 : 1] and f |C∗([t : t
3 : 1]) = [y(t) : y(t)3 : 1],
respectively, where yi, y : C→ C are given by
yi(t) = di · t−
1
3
bi,
and y := yn ◦ yn−1 ◦ · · · ◦ y1. Now we put dˇi := di+1 · di+2 · · · dn, ai,j := (bi,j −
2
3
bi)/di and
aˇi,j := y
−1
1 ◦ · · · ◦ y
−1
i−1(ai,j), bˇi,j := yn ◦ · · · ◦ yi+1(bi,j), bˇi := bˇi,1 + bˇi,2 + bˇi,3.
Then it follows that pˇ+i,j ≈ [aˇi,j : aˇ
3
i,j : 1], pˇ
−
i,j ≈ [bˇi,j : bˇ
3
i,j : 1] and d = dˇ0. A little calculation
shows that
y(t) = d · t−
1
3
n∑
k=1
2k−1 · bˇk,
bˇi,j = dˇi · bi,j −
1
3
n∑
k=i+1
dˇk · bk = dˇi · bi,j −
d− 1
3
n∑
k=i+1
sk,
aˇi,j =
1
d
(
dˇi · bi,j − dˇi · bi +
1
3
i∑
k=1
dˇk · bk
)
=
1
d
{
dˇi · bi,j − (d− 1) · si +
d− 1
3
i∑
k=1
sk
}
,
where si := dˇi · bi/(d− 1) 6= 0. If we put
vi,j := dˇi · bi,j −
1
3
( i∑
k=1
sk + d ·
n∑
k=i+1
sk
)
,
then we have
vi,1 + vi,2 + vi,3 = dˇi · bi −
( i∑
k=1
sk + d ·
n∑
k=i+1
sk
)
= −
i−1∑
k=1
sk + (d− 2)si − d
n∑
k=i+1
sk,
which shows that equation (23) holds. Moreover, since bˇi = dˇi · bi − (d − 1) ·
∑n
k=i+1 sk =
(d−1) · {si−
∑n
k=i+1 sk} and thus
∑n
k=1 2
k−1 · bˇk = (d−1) ·cs, the map y(t) = d · t− (d−1) ·cs/3
has the unique fixed point cs/3 under the assumption that d 6= 1. Finally, we have
bˇi,j = dˇi · bi,j −
d− 1
3
n∑
k=i+1
sk = vi,j +
1
3
( i∑
k=1
sk + d ·
n∑
k=i+1
sk
)
−
d− 1
3
n∑
k=i+1
sk = vi,j +
1
3
cs,
d · aˇi,j = dˇi · bi,j − (d− 1) · si +
d− 1
3
i∑
k=1
sk
= vi,j +
1
3
( i∑
k=1
sk + d ·
n∑
k=i+1
sk
)
− (d− 1) · si +
d− 1
3
i∑
k=1
sk
= vi,j − (d− 1) · si +
d
3
cs.
Thus conditions (1)–(3) hold.
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fi−1 ◦ · · · ◦ f1 fn ◦ · · · ◦ fi+1
p+i,1
p+i,2p
+
i,3
p−i,1
p−i,2 p
−
i,3
pˇ+i,3
pˇ+i,1 pˇ−i,3
pˇ−i,1
fi
Figure 5: The points pˇ+i,j ∈ I(f) and pˇ
−
i,j ∈ I(f
−1)
Conversely, for any d 6= 1, (si) and (vi,j) satisfying (23), the maps (fi) = (fdi,(bi,j)) with
d1 · · · dn = d,
bi,j =
1
di+1 · · · dn
{
vi,j +
1
3
( i∑
k=1
sk + d ·
n∑
k=i+1
sk
)}
give the birational map f = fn ◦ · · · ◦ f1 satisfying δ(f) = d and conditions (1)–(3). Moreover,
assume that there are two n-tuples f = (f1, . . . , fn) and f
′
= (f ′1, . . . , f
′
n) in Q(C)
n such that
f = fn ◦ · · · ◦ f1 and f
′ = f ′n ◦ · · · ◦ f
′
1 satisfy δ(f) = δ(f
′) = d and conditions (1)–(3) for
(d, v, s). Put gi := f
−1
i+1 ◦ · · · ◦ f
−1
n ◦ f
′
n ◦ · · · ◦ f
′
i+1 : P
2
i → P
2
i . Then one has f
′
i = g
−1
i ◦ fi ◦ gi−1,
where gn = id. It follows from condition (2) that I(f
−1
n ) = I((f
′
n)
−1), which means that
gn−1 = f
−1
n ◦ f
′
n is an automorphism of P
2
n−1 preserving C, and thus gn−1 ∈ L(C). In a similar
manner, under the assumption that gi ∈ L(C) for some 1 ≤ i ≤ n, condition (2) shows that
I(f−1i ) = giI((f
′
i)
−1) and hence gi−1 = f
−1
i ◦ gi ◦ f
′
i ∈ L(C). Moreover, it follows from condition
(1) that the determinant of g0 is given by δ(g0) = δ(f
′) · δ(f)−1 = 1, which means that g0 = id
(see Lemma 4.4). This completes the proof. ✷
Remark 4.6 From the definition of pˇ±ι given in (22), we have the following relations:
(1) f |kC(pˇ
−
ι ) ≈ pˇ
−
ι′ , or equivalently d
k · vι = vι′ , if and only if p
m
ι ≈ p
−
ι′ , where m = θi,i′(k) with
θi,i′(k) given in (14).
(2) f |kC(pˇ
−
ι ) ≈ pˇ
+
ι′ , or equivalently d
k ·vι = uι′, if and only if p
m
ι ≈ p
+
ι′ , where m = θi,i′−1(k+1).
In particular, it follows from (13) that p
µ(ι)
ι ≈ p
+
σ(ι) if and only if f |
κ(ι)−1
C (pˇ
−
ι ) ≈ pˇ
+
σ(ι).
Indeed, for example, assertion (1) can be established from the relation
p−ι′ = f
−1
i′+1|C ◦ · · · ◦ f
−1
n |C(pˇ
−
ι′ ) ≈ f
−1
i′+1|C ◦ · · · ◦ f
−1
n |C(f |
k
C(pˇ
−
ι ))
= f−1i′+1|C ◦ · · · ◦ f
−1
n |C ◦ (f |C)
k ◦ fn|C ◦ · · · ◦ fi+1|C(p
−
ι ) = p
θi,i′ (k)
ι .
Assume that there is a tentative realization f of τ . Then, the relation p
µ(ι)
ι ≈ p
+
σ(ι) yields
f |
κ(ι)−1
C (pˇ
−
ι ) ≈ pˇ
+
σ(ι) and thus d
κ(ι)−1 · vι = uσ(ι) = uι1 for any ι ∈ K(n). Therefore, in view of
(25), the pair (v, s) ∈ C3n × (C×)n satisfies
vι1 = d
κ(ι) · vι + (d− 1) · si1 (ι = (i, j) ∈ K(n)), (26)
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which is equivalent, when d is not a root of unity, to the expression
vι = vι(d) = −
dε|ι| · (d− 1)
dε|ι| − 1
(
d−ε1 · si1 + d
−ε2 · si2 + · · ·+ d
−ε|ι| · si|ι|
)
, (27)
where |ι| := #{ιk | k ≥ 0} and εℓ := εℓ(ι) =
∑ℓ−1
k=0 κ(ιk). Conversely, if there is a pair (d, v, s) ∈
(C \ {0, 1}) × C3n × (C×)n satisfying (23) and (26), then, by virtue of Proposition 4.5, there
is a tentative realization f ∈ Q(C) of τ with δ(f) = d. Therefore, it is important to consider
whether the system of equations{
vi,1 + vi,2 + vi,3 = −
∑i−1
k=1 sk + (d− 2) · si − d
∑n
k=i+1 sk, (1 ≤ i ≤ n)
vι1 = d
κ(ι) · vι + (d− 1) · si1 (ι ∈ K(n))
(28)
for (d, v, s) ∈ (C \ {0, 1})× C3n × (C×)n can admit solutions, which are closely related to the
eigenvalue problem of the Weyl group element wτ . Namely, as is mentioned in the following
proposition, solutions of (28) will appear in the coefficients of eigenvectors of wτ .
Proposition 4.7 Let τ be an orbit data, and d be a complex number different from 0 and 1.
Then, a vector y 6= 0 in Zτ ⊗Z C expressed as
y = v0 · e0 +
∑
vkι · e
k
ι ∈ Z
τ ⊗Z C
is an eigenvector of wτ corresponding to the eigenvalue d if and only if there is a pair (v, s) 6=
(0, 0) ∈ C3n × Cn satisfying equations (28) such that the following conditions hold:
(1) vkι = d
k−1 · vι for any ι ∈ K(n) and 1 ≤ k ≤ κ(ι).
(2) v0 = cs, where cs is given in (24).
Moreover, for the eigenvector y corresponding to d, a pair (v, s) 6= (0, 0) ∈ C3n × Cn satisfying
equations (28) and conditions (1)–(2) is uniquely determined.
Proof. Assume that y is an eigenvector corresponding to d. It is easy to see that the coefficient
of ekι in wτ (y) is v
k+1
ι for any 1 ≤ k ≤ κ(ι)− 1. Hence, one has v
k+1
ι = d · v
k
ι , or v
k
ι = d
k−1 · v1ι .
Moreover, we determine (v, s) ∈ C3n × Cn as follows. Put vn,i = v
1
n,i for i ∈ {1, 2, 3}, and
sn = (v0 + vn)/(d− 1), where vn := vn,1 + vn,2 + vn,3. For 1 ≤ ℓ ≤ n− 1, assume that vj,i and
sj with j ≥ ℓ+ 1 are already determined. Then, put
vℓ,i =
{
v1ℓ,i (κ(ℓ, i) ≥ 1)
v(ℓ,i)1 − (d− 1) · sℓ1 (κ(ℓ, i) = 0),
where σ(ℓ, i) = (ℓ, i)1 = (ℓ1, i1) (note that ℓ1 ≥ ℓ+ 1 if κ(ℓ, i) = 0), and
sℓ =
{
(v0 + vℓ)/(d− 1) +
∑n
k=ℓ+1 sk (ℓ ≥ 2)
v0 −
∑n
k=2 sk (ℓ = 1),
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where vℓ := vℓ,1 + vℓ,2 + vℓ,3. At this stage, it is easily checked that (v, s) satisfies conditions
(1)–(2), equation (23) for i ≥ 2 and equation (26) for κ(ι) = 0. Now we claim that the following
relation holds for 1 ≤ ℓ ≤ n + 1:
qℓ◦· · ·◦qn(y) = v
ℓ ·e0+
∑
i<ℓ
κ(ι)≥1
vι ·e
1
ι+
∑
i<ℓ≤i1
κ(ι)=0
vι ·e
1
σ¯(ι)+
∑
ℓ≤i
κ(σ−1(ι))≥1
{
vι−(d−1)·si
}
·e1σ¯(ι)+
∑
k≥2
dk−1 ·vι ·e
k
ι , (29)
where vℓ :=
∑ℓ−1
k=1 sk + d
∑n
k=ℓ sk. Indeed, if ℓ = n + 1, the relation is trivial. Assume that the
relation holds when ℓ + 1 ≥ 2. Then the automorphism qℓ changes only the coefficients v
ℓ+1
and vℓ,i in qℓ+1 ◦ · · · ◦ qn(y) as follows:
qℓ
(
vℓ+1 · e0 +
3∑
i=1
vℓ,i · e
1
σ¯(ℓ,i)
)
=
(
2vℓ+1 + vℓ
)
· e0 −
3∑
i=1
(
vℓ+1 + vℓ,j + vℓ,k
)
· e1σ¯(ℓ,i),
where {i, j, k} = {1, 2, 3}. Therefore, when ℓ ≥ 2, equation (29) holds from the facts that
2vℓ+1 + vℓ = v
ℓ, vℓ+1 + vℓ,j + vℓ,k = (d − 1) · sℓ − vℓ,i, and that
{
vℓ,i − (d − 1) · sℓ
}
· e1σ¯(ℓ,i) =
vσ−1(ℓ,i) · e
1
σ¯(σ−1(ℓ,i)) if κ(σ
−1(ℓ, i)) = 0. Moreover, since the coefficient of e0 in wτ (y) is d · v0 and
e0 is fixed by rτ , the coefficient of e0 in q1 ◦ · · · ◦ qn(y) is expressed as 2v
2 + v1 = d · v0 = v
1,
which yields v1 = (d − 2) · s1 − d
∑n
k=2 sk. Thus, the coefficient of e1,i in q1 ◦ · · · ◦ qn(y) is
given by v1,i − (d − 1) · s1 and equation (29) holds when ℓ = 1. The claim follows from these
observations. In particular, (v, s) satisfies equation (23) for i = 1.
By the above claim, we have
q1 ◦ · · · ◦ qn(y) = v
1 · e0 +
∑
κ(ι)≥1
{
vι1 − (d− 1) · si1
}
· e1σ¯(ι1) +
∑
k≥2
dk−1 · vι · e
k
ι .
Thus, the coefficient of e0 in wτ (y) is v
1 = d · cs. Similarly, the coefficient of e
κ(ι)
ι in wτ (y) is
given by vι1 − (d− 1) · si1. This means that vι1 − (d− 1) · si1 = d · v
κ(ι)
ι = dκ(ι) · vι and that (v, s)
satisfies equation (26) for κ(ι) ≥ 1. It should be noted that v 6= 0, since if v = 0 then one has
s = 0 from (26) and so y = 0, which is a contradiction.
Moreover, the above argument shows that, for the eigenvector y, (v, s) is determined
uniquely by equation (23) for i ≥ 2, equation (26) for κ(ι) = 0, condition (1) for k = 1
and condition (2), which gives the uniqueness of (v, s).
Conversely, we can easily check that, for a pair (v, s) 6= (0, 0) ∈ C3n×Cn satisfying equations
(28), the vector y given by conditions (1)–(2) is an eigenvector of wτ corresponding to d. The
proof is complete. ✷
Let w : Z1,N → Z1,N be a general lattice automorphism in WN . It is known that the
characteristic polynomial χw(t) of w can be expressed as
χw(t) =
{
Rw(t) (λ(w) = 1)
Rw(t)Sw(t) (λ(w) > 1),
where Rw(t) is a product of cyclotomic polynomials, and Sw(t) is a Salem polynomial, namely,
the minimal polynomial of a Salem number. Here, a Salem number is an algebraic integer δ > 1
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such that its conjugates include δ−1 < 1 and the conjugates other than δ±1 lie on the unit circle.
Therefore, if w satisfies λ(w) > 1 and d satisfies Sw(d) = 0, then there is a unique eigenvector,
up to constant multiple, corresponding to d. Moreover, an eigenvalue d with |d| > 1 is unique
and is a Salem number d = λ(w) > 1.
To simplify the notation, we put Sτ (t) := Swτ (t) and λ(τ) := λ(wτ). Then, a corollary of
Proposition 4.7 can be established.
Corollary 4.8 Assume that d is not a root of unity and there is a solution (v, s) 6= (0, 0) ∈
C3n×Cn of equations (28). Then, d is a root of Sτ (t) = 0, and v and s are nonzero. Conversely,
if d is a root of Sτ (t) = 0, then there is a unique solution (v, s) ∈ (C
3n \ {0})× (Cn \ {0}) of
equations (28), up to a constant multiple.
Proof. First assume that d is not a root of unity and there is a solution (v, s) 6= (0, 0) ∈ C3n×Cn
of (28). Then d is a root of Sτ (t) = 0 from Proposition 4.7. Moreover v and s are nonzero.
Indeed, if v = 0 then s = 0 from (26), and if s = 0 then v = 0 from (27). Conversely, if d is a
root of Sτ (t) = 0, then a solution (v, s) 6= (0, 0) ∈ C
3n × Cn of (28), which satisfies v 6= 0 and
s 6= 0 from the above argument, is unique, as an eigenvector corresponding to d is unique. ✷
For a root d of Sτ (t) = 0, let (v, s) ∈ (C
3n \ {0}) × (Cn \ {0}) be a solution of (28) as is
mentioned in Corollary 4.8. If s satisfies sℓ 6= 0 for any ℓ = 1, . . . , n, then there is a tentative
realization f ∈ Q(C)n of τ such that δ(f) = d from the above argument. Moreover, the
composition f = fn ◦ · · ·◦f1 is unique up to conjugacy by a linear map in L(C), as a solution of
(28) is unique up to a constant multiple. Summing up these discussions, we have the following
proposition.
Proposition 4.9 Let τ be an orbit data with λ(τ) > 1, d be a root of Sτ (t) = 0 and s 6= 0
be the unique solution of equations (28) (see Corollary 4.8). Then s satisfies sℓ 6= 0 for any
1 ≤ ℓ ≤ n if and only if there is a tentative realization f of τ such that δ(f) = d. Moreover, the
tentative realization f of τ is uniquely determined in the sense that if there are two tentative
realizations f = (f1, . . . , fn) and f
′
= (f ′1, . . . , f
′
n) of τ such that δ(f) = δ(f
′
) = d, then there
are linear maps g1, . . . , gn ∈ L(C) such that the following diagram commutes:
P20
f ′1−−−→ P21
f ′2−−−→ · · ·
f ′n−1
−−−→ P2n−1
f ′n−−−→ P2n
g0
y g1y gn−1y gny
P
2
0
f1
−−−→ P21
f2
−−−→ · · ·
fn−1
−−−→ P2n−1
fn
−−−→ P2n.
where g0 := gn.
Remark 4.10 As is seen in Proposition 4.9, the tentative realization f of τ with δ(f) = d
is unique. However, when p−ι ≈ p
−
ι′ for some ι 6= ι
′ ∈ {(i, 1), (i, 2), (i, 3)}, there remains an
ambiguity about how to label indeterminacy points, namely, about a choice between p±ι < p
±
ι′
and p±ι > p
±
ι′ (see also Remark 3.6).
Proposition 4.9 raises a question as to whether, for a given orbit data τ , the solution s of (28)
satisfies sℓ 6= 0 for any ℓ = 1, . . . , n. This question can be solved in terms of the absence of
periodic roots. To see this, we need some preliminaries.
27
Let w ∈ WN be a general Weyl group element with λ(w) > 1. Then there is a direct sum
decomposition of the real vector space:
R
1,N := Z1,N ⊗Z R = Vw ⊕ V
c
w,
such that the decomposition is preserved by w, and Sw(t) and Rw(t) are the characteristic
polynomials of w|Vw and w|V cw , respectively. We notice that V
c
w is the orthogonal complement
of Vw with respect to the Lorentz inner product. Moreover, let ℓw be the the minimal positive
integer satisfying dℓw = 1 for any root d of the equation Rw(t) = 0. Then we have the following
lemma.
Lemma 4.11 Assume that δ = λ(w) > 1, and let d be an eigenvalue of w that is not a root of
unity. Then, for a vector z ∈ Z1,N , the following are equivalent.
(1) (z, yd) = 0, where yd is the eigenvector of w corresponding to the eigenvalue d.
(2) z ∈ V cw ∩ Z
1,N .
(3) z is a periodic vector of w with period ℓw.
(4) z is a periodic vector of w with some period k.
Proof. (1) =⇒ (2). First, we notice that yd can be chosen so that yd ∈ Z
1,N ⊗Z Z[d]. The
coefficient of ei in yd, and thus that in yd′ for any conjugate d
′, are expressed as (yd)i = υi(d)
and (yd′)i = υi(d
′) for some υi(x) ∈ Z[x]. Since z = (zi) ∈ Z
1,N and so (z, yx) = z0 · υ0(x) −∑
i 6=0 zi · υi(x) ∈ Z[x], we have (z, yd′) = 0 from the relation (z, yd) = 0. Thus it follows that
z ∈ V cw ∩ Z
1,N .
(2) =⇒ (3). For any eigenvalues d, d′, we have
(yd, yd′) = (w(yd), w(yd′)) = d · d
′ · (yd, yd′),
which means that (yd, yd′) = 0 if d · d
′ 6= 1. In particular, one has (yδ, yδ) = (y1/δ, y1/δ) = 0.
Moreover, since yδ, y1/δ ∈ R
1,N are linearly independent over R, (yδ, y1/δ) is nonzero, and thus
either (yδ + y1/δ, yδ + y1/δ) or (yδ − y1/δ, yδ − y1/δ) is positive. As R
1,N has signature (1, N) and
Vw has signature (1, s) for some s ≥ 1, V
c
w is negative definite. This shows that w|V cw has finite
order. Since any eigenvalue d of w|V cw satisfies d
ℓw = 1, we have wℓw(z) = z.
(4) =⇒ (2). Assume that wk(z) = z for some k ≥ 1. We express z as z = z′ + z′′ for some
z′ ∈ Vw and z
′′ ∈ V cw, and then express z
′ as z′ =
∑
Sw(d)=0
zd · yd for some zd ∈ C. Under the
assumption that wk(z) = z, one has
∑
Sw(d)=0
zd · yd = z
′ = wk(z′) =
∑
Sw(d)=0
dk · zd · yd. This
means that zd = d
k · zd for any d with Sw(d) = 0. Since d is not a root of unity, zd is zero for
any d. Therefore, we have z′ = 0 and z = z′′ ∈ V cw, and the assertion is established.
Finally, as assertions (3)⇒ (4) and (2)⇒ (1) are obvious, the lemma is proved. ✷
Now, for an orbit data τ , let P (τ) be the set of periodic roots with period ℓwτ , that is,
P (τ) :=
{
α ∈ ΦN
∣∣wℓwττ (α) = α}.
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Moreover, we define a finite subset of the root system by
Γ1(τ) :=
{
αcℓ
∣∣ ℓ = 1, . . . , n} ⊂ ΦN ,
where αcℓ is given by
αcℓ := qn ◦ · · · ◦ qℓ+1(e0 − e
1
σ¯(ℓ,1) − e
1
σ¯(ℓ,2) − e
1
σ¯(ℓ,3)).
Lemma 4.12 Let d be a root of Sτ (t) = 0 and s = (sℓ) be the solution of (28). Then for each
1 ≤ ℓ ≤ n, αcℓ belongs to P (τ) if and only if sℓ = 0.
Proof. Assume that αcℓ ∈ P (τ), which is equivalent to saying that (α
c
ℓ, yd) = 0 from Lemma
4.11. By (29), we have
(αcℓ, yd) = (e0 − e
1
σ¯(ℓ,1) − e
1
σ¯(ℓ,2) − e
1
σ¯(ℓ,3), qℓ+1 ◦ · · · ◦ qn(yd))
=
( ℓ∑
k=1
sk + d
n∑
k=ℓ+1
sk
)
+
3∑
i=1
vℓ,i
=
( ℓ∑
k=1
sk + d
n∑
k=ℓ+1
sk
)
+
(
−
ℓ−1∑
k=1
sk + (d− 2)sℓ − d
n∑
k=ℓ+1
sk
)
= (d− 1)sℓ.
Thus the equation (αcℓ, yd) = 0 is equivalent to saying that sℓ = 0, since d 6= 1. ✷
Propositions 4.13, 4.14 and 4.15 mentioned below run parallel with Theorems 1.4–1.6 in
terms of condition (30) (see Proposition 4.13). Namely, Proposition 4.13 states that τ admits
a tentative realization if and only if τ satisfies condition (30), Proposition 4.14 shows that the
sibling τˇ of any orbit data satisfies the condition, and finally Proposition 4.15 gives a sufficient
condition for (30).
Proposition 4.13 Let τ be an orbit data with λ(τ) > 1 and d be a root of Sτ (t) = 0. Then, τ
satisfies the condition
Γ1(τ) ∩ P (τ) = ∅, (30)
if and only if there is a tentative realization f ∈ Q(C)n of τ such that δ(f) = d. Moreover, the
tentative realization f ∈ Q(C)n of τ with δ(f) = d is uniquely determined.
Proof. This proposition follows easily from Proposition 4.9 and Lemma 4.12. ✷
Proposition 4.14 For any orbit data τ = (n, σ, κ) with λ(τ) > 1, there is a data τˇ = (nˇ, σˇ, κˇ)
with nˇ ≤ n such that τˇ satisfies condition (30) and λ(τ) = λ(τˇ).
Proof. Let d be a root of Sτ (t) = 0 and (v, s) ∈ C× (C
3n \ {0})× (Cn \ {0}) be the solution of
(28) for τ as in Corollary 4.8. If sℓ 6= 0 for any ℓ = 1, . . . , n, then putting τˇ = τ leads to the
proposition. Otherwise, assume that sℓ = 0 for some ℓ. Then we put nˇ := n− 1, and for any
ι ∈ K(nˇ) ∼= {(i, j) ∈ K(n) | i 6= ℓ}, choose ν(ι) so that i1 = · · · = iν(ι)−1 = ℓ but iν(ι) 6= ℓ. A
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new orbit data τˇ = (nˇ, σˇ, κˇ) is defined by σˇ(ι) := σν(ι)(ι) and κˇ(ι) :=
∑ν(ι)−1
k=0 κ(σ
k(ι)) for any
ι ∈ K(nˇ). Then, since vι1 = d
κ(ι) ·vι+(d−1) ·si1 and sℓ = 0, we have vισˇ = d
κˇ(ι) ·vι+(d−1) ·siσˇ
for any ι ∈ K(nˇ), where σˇ(ι) = ισˇ = (iσˇ, jσˇ). Moreover, as v satisfies (23), the new vector
vˇ = (vι)ι∈K(nˇ) also satisfies (23) with n = nˇ and sˇ = (s1, . . . , sℓ−1, sℓ+1, . . . , sn) 6= 0. Hence,
(d, vˇ, sˇ) is a solution of (28) for τˇ , which means that Sτ (t) = Sτˇ (t) and thus λ(τ) = λ(τˇ).
Therefore, either sˇℓ 6= 0 for any ℓ, or we can repeat the above argument to eliminate sˇℓ = 0
from sˇ. Since each step reduces n by 1, τˇ satisfies sˇℓ 6= 0 for any ℓ after finitely many steps. ✷
Proposition 4.15 For any orbit data τ satisfying conditions (1) and (2) in Theorem 1.6, there
is an estimate 2n − 1 < λ(τ) < 2n. Moreover, τ satisfies condition (30).
The proof of this proposition is given in Section 6.
5 Realizability
The aim of this section is to construct a realization of an orbit data τ and to establish our main
theorems. In the previous section, we construct a tentative realization of f ∈ Q(C)n of τ under
condition (30). However, f does not necessarily become a realization of τ . We give two such
examples after stating a preliminary lemma. To this end, for ι = (i, j), ι′ = (i′, j′) ∈ K(n), let
us define a root αkι,ι′ by
αkι,ι′ := qn ◦ · · · ◦ qi′+1(e
k+1
σ¯(ι) − e
1
σ¯(ι′)) ∈ ΦN .
Lemma 5.1 Assume that τ satisfies condition (30). Then, for a tentative realization f of τ
mentioned in Proposition 4.13, the following are equivalent.
(1) pmι ≈ p
−
ι′ for m ≥ 0.
(2) pm+ℓι ≈ p
ℓ
ι′ for some ℓ ≥ 0.
(3) pm+ℓι ≈ p
ℓ
ι′ for any ℓ ≥ 0.
(4) dk · vι = vι′, where m = θi,i′(k) ≥ 0.
(5) αkι,ι′ ∈ P (τ).
Proof. One can easily check that assertions (1)–(4) are equivalent (see also Remark 4.6).
Moreover, by virtue of (29), the condition αkι,ι′ ∈ P (τ), or (α
k
ι,ι′, yd) = 0 from Lemma 4.11, is
equivalent to saying that
0 = (αkι,ι′, yd) = (e
k+1
σ¯(ι) − e
1
σ¯(ι′), qi′+1 ◦ · · · ◦ qn(yd)) = d
k · vι − vι′,
where the last equality follows from the fact that the coefficients of ek+1σ¯(ι) and e
1
σ¯(ι′) in qi′+1 ◦ · · ·◦
qn(yd) are d
k ·vι and vι′ respectively, since θi,i′(k) ≥ 0 (see also (29)). The lemma is established.
✷
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Figure 6: Orbit segments starting at two indeterminacy points
Remark 5.2 If f is a realization of τ and pmι ≈ p
−
ι′ for a positive integer m > 0, then it follows
that pmι > p
−
ι′ and p
m+ℓ
ι > p
ℓ
ι′ for any ℓ ≥ 0 with m+ ℓ ≤ µ(ι) and ℓ ≤ µ(ι
′) (see Remark 2.10).
Example 5.3 Consider the orbit data τ = (2, σ, κ) given by
σ : (1, 1) 7→ (1, 2) 7→ (2, 2) 7→ (2, 1) 7→ (1, 1), (1, 3) 7→ (2, 3) 7→ (1, 3)
κ(1, 1) = κ(2, 2) = 4, κ(1, 2) = κ(1, 3) = 0, κ(2, 1) = 1, κ(2, 3) = 3
(µ(1, 1) = µ(2, 2) = 7, µ(1, 2) = µ(1, 3) = 0, µ(2, 1) = 0, µ(2, 3) = 4).
Then, equations (28) for τ admit a solution (d, v, s) with d = λ(τ) ≈ 1.582, which is the
unique root of t6 − t4 − 2t3 − t2 + 1 = 0 in |t| > 1, v = (v1,1, v1,2, v1,3, v2,1, v2,2, v2,3) ≈
(1, 7.269, 8.048, 0, 1, 1.779) and s = (s1, s2) ≈ (1.717,−10.765). Proposition 4.9 assures that
there is a tentative realization f = (f1, f2) ∈ Q(C)
2 of τ , all the indeterminacy points of which
are proper as vk,i 6= vk,j for any i 6= j. However, f is not a realization of τ . Indeed, assume the
contrary that f is a realization of τ . The fact that v1,1 = v2,2 and Lemma 5.1 yield p
1
1,1 ≈ p
−
2,2,
which means that p11,1 = f2(p
−
1,1) > p
−
2,2 and thus p
ℓ
1,1 > p
ℓ−1
2,2 for each ℓ = 1, . . . , µ(1, 1) = 7
(see Remark 5.2). On the other hand, since p
µ(1,1)
1,1 ≈ p
+
σ(1,1) = p
+
1,2 and p
+
1,2 is proper, one has
p
µ(1,1)
1,1 6= p
+
1,2 but p
µ(1,1)−1
2,2 = p
+
1,2. Hence, f is not a realization of τ . This argument implies that
there should not be a periodic root αkι,ι′ ∈ P (τ) with m = θi,i′(k) > 0 and µ(ι) < m + µ(ι
′)
(see Figure 6). We remark that the solutions of (28) for τ are the same as the ones for another
orbit data τˇ = (2, σˇ, κ) given by
σˇ : (1, ℓ) 7→ (2, ℓ) 7→ (1, ℓ), (ℓ ∈ {1, 2, 3}),
and that f is a realization of τˇ . In particular, one has λ(τˇ ) = λ(τ) > 1.
Example 5.4 Consider the orbit data τ = (1, σ, κ) given by{
σ : (1, 1) 7→ (1, 2) 7→ (1, 1), (1, 3) 7→ (1, 3)
κ(1, 1) = κ(1, 2) = 4, κ(1, 3) = 3.
Then, equations (28) for τ admit a solution (d, v, s) with d = λ(τ) ≈ 1.582, which is the unique
root of t6 − t4 − 2t3 − t2 + 1 = 0 in |t| > 1, v = (v1,1, v1,2, v1,3) ≈ (−0.190,−0.190,−0.338) and
s = (s1) = (1). Proposition 4.9 assures that there is a tentative realization f = (f1) ∈ Q(C)
of τ , whose indeterminacy points satisfy p±1,1 ≈ p
±
1,2. However, f is not a realization of τ .
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Indeed, assume the contrary that f is a realization of τ . If it is assumed that p±1,2 > p
±
1,1 (see
Remark 4.10), then it follows that pℓ1,2 > p
ℓ
1,1 for any ℓ = 0, . . . , 3. On the other hand, since
p31,1 ≈ p
3
1,2 ≈ p
+
1,1 ≈ p
+
1,2 and p
+
1,2 > p
+
1,1, one has p
3
1,1 = p
+
1,1 and p
3
1,2 = p
+
1,2. The case p
±
1,1 > p
±
1,2
is the same. Hence, f is not a realization of τ . This argument implies that there should not
be a periodic root α0(1,i),(1,j) ∈ P (τ) with µ(1, i) = µ(1, j) and (1, j) = σ(1, i) for some i 6= j.
We remark that the solutions of (28) for τ are the same as the ones for another orbit data
τˇ = (2, σˇ, κ) given by
σˇ : (1, ℓ) 7→ (1, ℓ), (ℓ ∈ {1, 2, 3}),
and that f is a realization of τˇ . In particular, one has λ(τˇ ) = λ(τ) > 1.
Based on the above two examples, we give the following definition.
Definition 5.5 We define subsets Γ12(τ), Γ
2
2(τ) and Γ2(τ) of the set
Γ2(τ) =
{
αkι,ι′
∣∣ ι = (i, j), ι′ = (i′, j′) ∈ K(n), 0 ≤ θi,i′(k) ≤ µ(ι)} ⊂ ΦN .
(1) Let Γ12(τ) be the set of all roots α
k
ι,ι′ ∈ Γ2(τ) with θi,i′(k) > 0 such that µ(σ
ℓ(ι)) =
µ(σℓ(ι′)) + δℓ,0 · θi,i′(k) for ℓ = 0, . . . , h − 1 and µ(σ
h(ι)) < µ(σh(ι′)) + δh,0 · θi,i′(k) with
some h ≥ 0, where δi,j stands for the Kronecker delta.
(2) Let Γ22(τ) be the set of all roots α
k
ι,ι′ ∈ Γ2(τ) with k = 0, i = i
′ and j 6= j′ such that
µ(σℓ(ι)) = µ(σℓ(ι′)) for any ℓ ≥ 0 and ι′ = σh(ι) for some h ≥ 1.
(3) The set Γ2(τ) is defined by the union Γ2(τ) := Γ
1
2(τ) ∪ Γ
2
2(τ).
Example 5.6 Consider the orbit datum τ and τˇ given in Example 5.4. Then we have
Γ12(τ) = {e
k
i − e
1
j | i, j ∈ {1, 2, 3}, k = 2, 3, 4}, Γ
2
2(τ) = {e
1
1 − e
1
2, e
1
2 − e
1
1},
Γ12(τˇ) = Γ
1
2(τ), Γ
2
2(τˇ) = ∅.
Moreover, it can be checked that wτ admits periodic roots e
1
1− e
1
2 and e
1
2− e
1
1 in Γ2(τ), and wτˇ
admits no periodic roots in Γ2(τˇ).
From the above preliminaries, we have the following three propositions, which also run parallel
with Theorems 1.4–1.6 in a similar way to Propositions 4.13, 4.14 and 4.15.
Proposition 5.7 Let τ be an orbit data satisfying λ(τ) > 1 and condition (30), and f ∈ Q(C)n
be the tentative realization of τ such that δ(f) = d is a root of Sτ (t) = 0 as is mentioned in
Proposition 4.13. Then, f is a realization of τ if and only if τ satisfies the condition
Γ2(τ) ∩ P (τ) = ∅. (31)
Proof. First, assume that f ∈ Q(C)n is a realization of τ , and also assume the contrary that
there is a root αkι,ι′ ∈ Γ2(τ) ∩ P (τ) 6= ∅. If α
k
ι,ι′ ∈ Γ
1
2(τ), then Lemma 5.1 shows that p
m
ι ≈ p
−
ι′
with m = θi,i′(k) > 0 and thus p
m
ι > p
−
ι′ (see Remark 5.2). Let h ≥ 0 be the integer given
in item (1) of Definition 5.5. When h = 0, the relation p+σ(ι) = p
µ(ι)
ι > p
µ(ι)−m
ι′ means that
p
µ(ι)−m
ι′ = p
+
ι′′ for some ι
′′ and thus µ(ι′) = µ(ι) − m, since the indeterminacy set is a cluster.
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But this is impossible because µ(ι) −m < µ(ι′). In a similar manner, when h ≥ 1, it follows
that p±
σℓ(ι)
> p±
σℓ(ι′)
for each 1 ≤ ℓ ≤ h. Moreover, the relation p+
σh+1(ι)
= p
µ(σh(ι))
σh(ι)
> p
µ(σh(ι))
σh(ι′)
means that µ(σh(ι)) = µ(σh(ι′)), which is a contradiction. Hence we have Γ12(τ)∩P (τ) = ∅. On
the other hand, if αkι,ι′ ∈ Γ
2
2(τ), then the relation < can not be well defined. Indeed, assuming
that p−ι < p
−
ι′ , one has p
±
σℓ(ι)
< p±
σℓ(ι′)
for any ℓ ≥ 0. Since σh(ι) = ι′ and µ(σℓ(ι)) = µ(σℓ(ι′)) for
any ℓ ≥ 0, it is easily seen that ι′ satisfies either σh(ι′) = ι, or σh(ι′) = ι′′ and σh(ι′′) = ι with
{ι, ι′, ι′′} = {(i, 1), (i, 2), (i, 3)}. The former case is impossible because it follows in this case that
p−ι′ < p
−
ι , which contradicts the assumption that p
−
ι < p
−
ι′ . The latter case is also impossible,
because it follows in this case that p−ι′ < p
−
ι′′ and p
−
ι′′ < p
−
ι , which is also a contradiction.
Similarly, the assumption p−ι > p
−
ι′ yields a contradiction. Therefore, we have Γ
2
2(τ)∩P (τ) = ∅.
These observations show that condition (31) holds.
Conversely, assume that condition (31) holds. For two indeterminacy points p±k,i and p
±
k,j
satisfying p±k,i ≈ p
±
k,j, we fix p
±
k,i < p
±
k,j if either µ(k, i) < µ(k, j), or µ(k, i) = µ(k, j) and
p±σ(k,i) < p
±
σ(k,j) (see Remark 4.10). In other words, when there is 0 ≤ h ≤ ∞ such that
µ(σℓ(k, i)) = µ(σℓ(k, j)) for 0 ≤ ℓ < h and µ(σh(k, i)) < µ(σh(k, j)), we fix p±
σℓ(k,i)
< p±
σℓ(k,j)
for
each 0 ≤ ℓ < h. This is well-defined because of the absence of roots in Γ22(τ) ∩ P (τ). Now, in
order to check condition (5), for each ι ∈ K(n), by putting
Q+ι (m) :=
{
{p+ι′ | p
+
ι′ ≈ p
m
ι } (0 ≤ m ≤ µ(ι)− 1)
{p+ι′ | p
+
ι′
<
6= p
+
σ(ι)} (m = µ(ι)),
Q−ι (m) :=
{
{p−ι′ | p
−
ι′
<
6= p
−
ι } (m = 0)
{p−ι′ | p
−
ι′ ≈ p
m
ι } (1 ≤ m ≤ µ(ι)),
we will show the condition
m∑
k=0
(#Q−ι (k)−#Q
+
ι (k)) ≥ 0 (0 ≤ m < µ(ι)),
µ(ι)∑
k=0
(#Q−ι (k)−#Q
+
ι (k)) = 0. (32)
In our situation, it should be noted that
#Q±ι (m) = max{ℓ ≥ 0 | there is an (ℓ− 1)-th point p
±
ι′ with p
m
ι ≈ p
±
ι′ }.
Hence, for each 0 ≤ m ≤ µ(ι) − 1, if pmι is an ℓ-th point with ℓ ≥ #Q
+
ι (m), which means
that pmι 6= p
+
ι′ for any ι
′ ∈ K(n), then pm+1ι is a (#Q
−
ι (m + 1) − #Q
+
ι (m) + ℓ)-th point
(see Remark 2.10). As p0ι is a #Q
−
ι (0)-th point, p
m
ι is a (
∑m
k=0#Q
−
ι (k) −
∑m−1
k=0 #Q
+
ι (k))-th
point with (
∑m
k=0#Q
−
ι (k) −
∑m−1
k=0 #Q
+
ι (k)) ≥ #Q
+
ι (m) under condition (32), which shows
that pmι 6= p
+
ι′ for any 0 ≤ m ≤ µ(ι) − 1 and ι
′ ∈ K(n). Finally, since p
µ(ι)
ι ≈ p
+
σ(ι) are
(
∑µ(ι)
k=0#Q
−
ι (k)−
∑µ(ι)−1
k=0 #Q
+
ι (k)) = #Q
+
ι (µ(ι))-th points, we have p
µ(ι)
ι = p
+
σ(ι).
Condition (32) is an immediate consequence of the following two assertions:
(1) For any p−ι′ ∈ Q
−
ι (m1) , there is a unique m2 with m1 ≤ m2 ≤ µ(ι) and p
+
σ(ι′) ∈ Q
+
ι (m2).
(2) For any p+ι′ ∈ Q
+
ι (m2) , there is a unique m1 with 0 ≤ m1 ≤ m2 and p
−
σ−1(ι′) ∈ Q
−
ι (m1).
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Indeed, these two assertions lead to the bijection
Fι : {(m1, p
−
ι′ ) | 0 ≤ m1 ≤ µ(ι), p
−
ι′ ∈ Q
−
ι (m1)} → {(m2, p
+
ι′ ) | 0 ≤ m2 ≤ µ(ι), p
+
ι′ ∈ Q
+
ι (m2)}
defined by Fι(m1, p
−
ι′ ) = (m2, p
+
σ(ι′)). Since m1 ≤ m2, the bijection Fι yields condition (32).
To finish the proof of the proposition, we only prove assertion (1) as assertion (2) can be
treated in a similar manner. For uniqueness, assuming that there are m2 < m such that p
+
σ(ι′) ∈
Q+ι (m2)∩Q
+
ι (m), namely p
+
σ(ι′) ≈ p
m2
ι ≈ p
m
ι , one has α
k
ι,ι ∈ Γ
1
2(τ)∩P (τ) withm−m2 = n·k > 0,
which is a contradiction.
Next we show the existence of m2. Assume that p
−
ι′ ∈ Q
−
ι (m1) for some 0 ≤ m1 ≤ µ(ι),
which means that αk1ι,ι′ ∈ P (τ) with m1 = θi,i′(k1) ≥ 0. If µ(ι) > µ(ι
′) + m1, then one has
p+σ(ι′) ∈ Q
+
ι (µ(ι
′) + m1). On the other hand, if µ(ι) < µ(ι
′) +m1, then the root α
k1
ι,ι′ belongs
to Γ12(τ) ∩ P (τ), which is a contradiction. Finally, suppose that µ(ι) = µ(ι
′) +m1, or in other
words p±σ(ι) ≈ p
±
σ(ι′). If m1 = 0, then the assumption p
−
ι > p
−
ι′ leads to p
±
σ(ι) > p
±
σ(ι′) and
thus p+σ(ι′) ∈ Q
+
ι (µ(ι)). On the other hand, if m1 > 0, then we also have p
+
σ(ι′) ∈ Q
+
ι (µ(ι)).
Indeed, assume the contrary that p+σ(ι′) /∈ Q
+
ι (µ(ι)) or p
+
σ(ι′) > p
+
σ(ι). Fix 1 ≤ h ≤ ∞ satisfying
µ(σℓ(ι)) = µ(σℓ(ι′)) for 1 ≤ ℓ < h and µ(σh(ι)) < µ(σh(ι′)). If h = ∞, then the existence of
L > 0 with σL = id shows that µ(ι) = µ(σL(ι)) = µ(σL(ι′)) = µ(ι′), which is a contradiction.
If h <∞, then the root αk1ι,ι′ belongs to Γ
1
2(τ) ∩ P (τ), which is also a contradiction. Assertion
(1) is established by combining all these observations. Therefore the proof of the proposition
is complete. ✷
Proposition 5.8 Let τ be an orbit data satisfying λ(τ) > 1 and condition (30), and f be a
tentative realization mentioned in Proposition 4.13. Then, there is an orbit data τˇ such that
λ(τ) = λ(τˇ ) and f is a realization of τˇ . In particular, τˇ satisfies condition (31).
Proof. Let d be a root of Sτ (t) = 0, (v, s) ∈ (C
3n \ {0})× (Cn \ {0}) be a solution of (28) as
in Corollary 4.8, and uι be given in (25). If Γ2(τ) ∩ P (τ) = ∅, then putting τˇ = τ leads to the
proposition. Otherwise, we make a decomposition
P2(τ) := Γ2(τ) ∩ P (τ) = P
1
2 (τ) ∪ P
2
2 (τ) ∪ P
3
2 (τ),
and divide the proof into three steps, where P ℓ2 (τ) is given by
P ℓ2 (τ) :=

{αkι′,ι′′ ∈ P2(τ) | ι
′ = ι′′} (ℓ = 1)
{αkι′,ι′′ ∈ P2(τ) | ι
′ 6= ι′′, µ(ι′′)− µ(ι′) + θi′,i′′(k) > 0} (ℓ = 2)
{αkι′,ι′′ ∈ P2(τ) | ι
′ 6= ι′′, µ(ι′′)− µ(ι′) + θi′,i′′(k) = 0} (ℓ = 3).
It should be noted that µ(ι′′)−µ(ι′)+θi′,i′′(k) turns out to be nonnegative provided α
k
ι′,ι′′ ∈ Γ2(τ),
and that µ(ι′′)−µ(ι′)+θi′,i′′(k) = 0 if and only if p
±
σ(ι′) ≈ p
±
σ(ι′′). Now we fix a root α
k
ι′,ι′′ ∈ P2(τ),
which means that dk · vι′ = vι′′ and p
m
ι′ ≈ p
−
ι′′ with 0 ≤ m = θi′,i′′(k) ≤ µ(ι
′) by Lemma 5.1, and
put m′ = µ(ι′′)− µ(ι′) +m ≥ 0.
Step1 : First suppose that αkι′,ι′ ∈ P
1
2 (τ), which belongs to Γ
1
2(τ) and thus satisfies θi′,i′(k) > 0
or k ≥ 1. As dk · vι′ = vι′ and d is not a root of unity, we have vι′ = 0 and thus d
ℓ · vι′ = vι′
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for any ℓ ≥ 0. Hence, it follows that p0ι′ ≈ p
n
ι′ ≈ · · · ≈ p
k′′·n
ι′ and p
+
σ(ι′) ≈ p
µ(ι′)
ι′ ≈ p
µ(ι′)−k′′·n
ι′ ,
where k′′ ≥ 1 is chosen so that 0 ≤ µ(ι′)− k′′ · n < n. A new orbit data τˇ = (n, σ, κˇ) is defined
by κˇ(ι′) := κ(ι′) − k′′, and κˇ(ι) := κ(ι) if ι 6= ι′. Then αkι′,ι′ is not defined for τˇ . The relation
dκˇ(ι)−1 · vι = uσ(ι) = uι1 shows that vι1 = d
κˇ(ι) · vι + (d − 1) · si1 for any ι ∈ K(n), and thus
(d, v, s) satisfies (28) for τˇ . Therefore, f is also a tentative realization of τˇ . Moreover, it follows
from the relation Sτ (t) = Sτˇ (t) that λ(τ) = λ(τˇ).
Since
∑
ι∈K(n) κ(ι) is finite, we can assume that #P
1
2 (τ) = 0 by repeating this argument. In
particular, an integer k ≥ 0 with αkι,ι ∈ P2(τ) for given ι, ι ∈ K(n) is at most unique, since if
αk
′
ι,ι, α
k′′
ι,ι ∈ P2(τ) for some k
′ < k′′, then αkι,ι ∈ P
1
2 (τ) with k = k
′′ − k′ > 0.
Step2 : Next we assume that αkι′,ι′′ ∈ P
2
2 (τ), which also belongs to Γ
1
2(τ) and thus satisfies
m = θi′,i′′(k) > 0. Then a new orbit data τˇ = (n, σˇ, κˇ) is defined by
σˇ(ι) :=

σ(ι′′) (ι = ι′)
σ(ι′) (ι = ι′′)
σ(ι) (otherwise),
µˇ(ι) :=

µ(ι′) +m′ (ι = ι′)
µ(ι′′)−m′ (ι = ι′′)
µ(ι) (otherwise).
(33)
Since pmι′ ≈ p
−
ι′′, one has p
µˇ(ι′)
ι′ = p
µ(ι′)+m′
ι′ = p
µ(ι′′)+m
ι′ ≈ p
µ(ι′′)
ι′′ ≈ p
+
σ(ι′′) = p
+
σˇ(ι′) and p
µˇ(ι′′)
ι′′ =
p
µ(ι′′)−m′
ι′′ = p
µ(ι′)−m
ι′′ ≈ p
µ(ι′)
ι′ ≈ p
+
σ(ι′) = p
+
σˇ(ι′′), which yield d
κˇ(ι′)−1 · vι′ = uσˇ(ι′) and d
κˇ(ι′′)−1 · vι′′ =
uσˇ(ι′′). For ι 6= ι
′, ι′′, the equation dκ(ι)−1 · vι = uσ(ι) leads to d
κˇ(ι)−1 · vι = uσˇ(ι). This shows that
vισˇ = d
κˇ(ι) · vι + (d− 1) · siσˇ for any ι ∈ K(n), where σˇ(ι) = ισˇ = (iσˇ, jσˇ), and (d, v, s) satisfies
(28) for τˇ , which means that f is also a tentative realization of τˇ and that λ(τ) = λ(τˇ).
Now, we will show that #P 22 (τˇ) < #P
2
2 (τ). Indeed, for ι, ι /∈ {ι
′, ι′′}, it follows that
αk
′
ι,ι ∈ P
2
2 (τˇ ) if and only if α
k′
ι,ι ∈ P
2
2 (τ). Hence, if one assumes that α
k′
ι,ι ∈ P
2
2 (τˇ ) and α
k′
ι,ι /∈ P
2
2 (τ),
then ι, ι must satisfy {ι, ι} ∩ {ι′, ι′′} 6= ∅. When ι = ι′ and ι 6= ι′′, the relation µˇ(ι) <
µˇ(ι′) + θi,i′(k
′) yields µ(ι) < µ(ι′′) + θi,i′′(k
′′), and the relation µ(ι) > µ(ι′) + θi,i′(k
′) yields
µˇ(ι) > µˇ(ι′) + θi,i′′(k
′′), where k′′ = k + k′. This means that αk
′′
ι,ι′′ /∈ P
2
2 (τˇ) and α
k′′
ι,ι′′ ∈ P
2
2 (τ).
On the other hand, when ι = ι′ and ι = ι′′, the relation αk
′
ι′′,ι′ ∈ P
2
2 (τˇ) gives d
k′ · vι′′ = vι′ with
0 < θi′′,i′(k
′) ≤ µˇ(ι′′). Combining it with dk · vι′ = vι′′ , one has the equation d
k′′ · vι′ = vι′ for
k′′ = k + k′. Since µ(ι′) = µ(ι′′) − m′ + m = µˇ(ι′′) + m ≥ θi′′,i′(k
′) + m = θi′,i′(k
′′) > 0, we
have αk
′′
ι′,ι′ ∈ P
1
2 (τ), which contradicts the assumption that #P
1
2 (τ) = 0. In a similar manner,
if αk
′
ι,ι ∈ P
2
2 (τˇ ) and α
k′
ι,ι /∈ P
2
2 (τ), then it can be seen that α
k′′
ι′,ι′′ /∈ P
2
2 (τˇ) and α
k′′
ι′,ι′′ ∈ P
2
2 (τ),
where (ι′, ι′′, k′′) = (ι′, ι, k + k′) when ι = ι′′, (ι′, ι′′, k′′) = (ι, ι′, |k − k′|) when ι = ι′′, and
(ι′, ι′′, k′′) = (ι′′, ι, |k − k′|) when ι = ι′. Finally, it follows from µˇ(ι′) > µˇ(ι′′) + θi′,i′′(k) that
αkι′,ι′′ /∈ P
2
2 (τˇ ). Since α
k
ι′,ι′′ ∈ P
2
2 (τ), these observations show that #P
2
2 (τˇ) < #P
2
2 (τ).
If αk
′
ι,ι /∈ P
1
2 (τˇ ), which means in fact that ι = ι
′, then we further take a new orbit data so
that #P 12 (τˇ) = 0. Hence, this step yields the orbit data τˇ satisfying either #P
2
2 (τˇ) < #P
2
2 (τ)
and
∑
ι∈K(n) κˇ(ι) =
∑
ι∈K(n) κ(ι), or
∑
ι∈K(n) κˇ(ι) <
∑
ι∈K(n) κ(ι). So we can also assume that
#P 12 (τ) = #P
2
2 (τ) = 0 by repeating this argument.
Step3 : Finally, suppose that αkι′,ι′′ ∈ P
3
2 (τ), which can be chosen so that h = h(ι
′, ι′′) ≥ 0
is minimal among all elements in P 32 (τ), where 1 ≤ h ≤ ∞ is determined by the relations
µ(σℓ(ι′)) = µ(σℓ(ι′′)) for 1 ≤ ℓ ≤ h− 1 and µ(σh(ι′)) < µ(σh(ι′′)). Then we define a new orbit
data τˇ = (n, σˇ, κ) as in (33) with m′ = 0. It can be checked that f is also a tentative realization
of τˇ and λ(τ) = λ(τˇ ), and that #P 12 (τˇ ) = #P
2
2 (τˇ) = 0 as µ is invariant in this procedure.
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Now we claim that µ(σˇℓ(ι′)) = µ(σℓ(ι′′)) and µ(σˇℓ(ι′′)) = µ(σℓ(ι′)) for any 1 ≤ ℓ ≤ h.
In particular, αkι′,ι′′ does not belong to P
3
2 (τˇ ) since µ(σˇ
ℓ(ι′)) = µ(σˇℓ(ι′′)) for 1 ≤ ℓ < h and
µ(σˇh(ι′)) > µ(σˇh(ι′′)). Indeed, when s′, s′′ ≥ 1 are the minimal integers such that σs
′
(ι′) ∈
{ι′, ι′′} and σs
′′
(ι′′) ∈ {ι′, ι′′}, one has σˇℓ(ι′′) = σℓ(ι′) or µ(σˇℓ(ι′′)) = µ(σℓ(ι′)) for 1 ≤ ℓ ≤ s′ and
σˇℓ(ι′) = σℓ(ι′′) or µ(σˇℓ(ι′)) = µ(σℓ(ι′′)) for 1 ≤ ℓ ≤ s′′. Moreover, assuming that s′ < ℓ′ ≤ s′′
and that the claim is verified for ℓ ≤ ℓ′ − 1, we fix k′ ≥ 1 with 1 ≤ ℓ′′ := ℓ′ − k′ · s′ ≤ s′.
If σˇs
′
(ι′′) = σs
′
(ι′) = ι′, then it follows that σℓ
′
(ι′) = σℓ
′′
(ι′) and µ(σˇℓ
′
(ι′′)) = µ(σˇℓ
′−s′(ι′)) =
µ(σˇℓ
′−s′(ι′′)) = · · · = µ(σˇℓ
′′
(ι′)), which show that µ(σˇℓ
′
(ι′′)) = µ(σℓ
′
(ι′)). The case σˇs
′
(ι′′) =
σs
′
(ι′) = ι′′ can be treated in the same manner. Furthermore, when s′′ < ℓ′ ≤ s′ or s′, s′′ < ℓ′,
the claim also can be verified for ℓ = ℓ′ in a similar way under the assumption that the claim
is already verified for ℓ ≤ ℓ′ − 1.
We also claim that #P 32 (τˇ ; ℓ) = 0 for 1 ≤ ℓ < h and #P
3
2 (τˇ ; h) < #P
3
2 (τ ; h), where
P 32 (τ ; ℓ) := {α
k′
ι,ι ∈ P
3
2 (τ) | h(ι, ι) = ℓ}. Indeed, since µ(σ
ℓ(ι)) = µ(σˇℓ(ι)) for any ι ∈ K(n) and
ℓ < h by the above claim, it follows from the assumption #P 32 (τ ; ℓ) = 0 that #P
3
2 (τˇ ; ℓ) = 0
for 1 ≤ ℓ < h. Moreover, if αk
′
ι,ι ∈ P
3
2 (τˇ ; h) and α
k′
ι,ι /∈ P
3
2 (τ ; h), then ι, ι should satisfy
{ι, ι} ∩ {ι′, ι′′} 6= ∅. A little calculation shows that they further satisfy either ι = ι′′ or ι = ι′,
and that αk
′′
ι′,ι ∈ P
3
2 (τ ; h) does not belong to P
3
2 (τˇ ; h) when ι = ι
′′, and αk
′′
ι,ι′′ ∈ P
3
2 (τ ; h) does
not belong to P 32 (τˇ ; h) when ι = ι
′, where k′′ = k′ + k. Finally, since αkι′,ι′′ ∈ P
3
2 (τ ; h) and
αkι′,ι′′ /∈ P
3
2 (τˇ ; h), we can show that #P
3
2 (τˇ ; h) < #P
3
2 (τ ; h).
Therefore, by repeating this argument, we can conclude that #P 12 (τˇ) = #P
2
2 (τˇ) = #P
3
2 (τˇ ) =
0 and establish the proposition. ✷
Proposition 5.9 Let τ be an orbit data satisfying conditions (1) and (2) in Theorem 1.6.
Then we have Γ2(τ) ∩ P (τ) = {α
0
ι,ι′ | im = i
′
m, κ(σ
m(ι)) = κ(σm(ι′)), m ≥ 0}. In addition, if τ
satisfies condition (3) in Theorem 1.6, then it also satisfies condition (31).
The proof of this proposition is given in Section 6. We are now in a position to establish the
main theorems. To this end, we make the definition of the set Γ(τ).
Definition 5.10 The finite subset Γ(τ) of the root system ΦN is defined by
Γ(τ) := Γ1(τ) ∪ Γ2(τ) ⊂ ΦN .
Theorem 5.11 Let τ be an orbit data with λ(τ) > 1 and d be a root of Sτ (t) = 0. Then, τ
satisfies the condition
Γ(τ) ∩ P (τ) = ∅, (34)
if and only if there is a realization f = (f1, . . . , fn) ∈ Q(C)
n of τ such that δ(f) = d. The
realization f ∈ Q(C)n of τ with δ(f) = d is uniquely determined. Moreover, the blowup
πτ : Xτ → P
2 of N =
∑
ι∈K(n) κ(ι) points {p
m
ι | ι = (i, j) ∈ K(n), m = θi,0(k), 1 ≤ k ≤ κ(ι)} on
C∗ lifts f = fn ◦ · · · ◦ f1 to the automorphism Fτ : Xτ → Xτ . Finally, (πτ , Fτ ) realizes wτ and
Fτ has positive entropy htop(Fτ ) = log λ(τ) > 0.
This theorem is an immediate consequence of Propositions 3.10, 4.13 and 5.7.
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Remark 5.12 Lemmas 4.12 and 5.1 provide another realizability condition instead of (34).
Namely, for an orbit data τ with λ(τ) > 1, let d be a root of Sτ (t) = 0 and (v, s) ∈ (C
3n \
{0}) × (Cn \ {0}) be a solution of (28) as in Corollary 4.8. Then τ satisfies condition (34) if
and only if
(1) sℓ 6= 0 for any 1 ≤ ℓ ≤ n, and
(2) dk · vι 6= vι′ for any (k, ι, ι
′) with αkι,ι′ ∈ Γ2(τ).
Proofs of Theorems 1.4–1.6. Theorem 1.4 is an immediate consequence of Theorem 5.11, since
α is a periodic root of wτ with period some k ≥ 1 if and only if α is a periodic root of wτ with
period ℓwτ (see Lemma 4.11). Moreover, Theorem 1.5 follows from Propositions 4.14 and 5.8,
and Theorem 1.6 follows from Propositions 4.15 and 5.9. ✷
Proof of Theorem 1.1. For any value λ 6= 1 ∈ Λ, Theorem 1.5 and Proposition 3.12 show that
there is an orbit data τ such that λ = λ(τ) and τ satisfies the realizability condition (7). In
particular, the automorphism Fτ mentioned in Theorem 1.4 has entropy htop(Fτ ) = log λ > 0.
Note that when λ = 1 ∈ Λ, the automorphism idP2 : P
2 → P2 satisfies λ(id∗
P2
) = λ = 1 and
htop(idP2) = 0. On the other hand, it follows from Proposition 3.3 that the entropy of any
automorphism F : X → X is given by htop(F ) = log λ for some λ ∈ Λ. Therefore, Theorem
1.1 is proved. ✷
Example 5.13 We consider the orbit data τ = (n, σ, κ) given by n = 2, σ = id, κ(1, ℓ) =
3 and κ(2, ℓ) = 4 for any ℓ = 1, 2, 3. Then τ satisfies the assumptions in Theorem 1.6,
and thus wτ is realized by a pair (πτ , Fτ ), where πτ : Xτ → P
2 is a blowup of 21 points.
We can check that equations (28) admit a solution (d, v, s) with d = λ(τ) ≈ 3.87454251,
which is a root of t6 − 4t5 + t4 − 2t3 + t2 − 4t + 1 = 0, v = (v1,1, v1,2, v1,3, v2,1, v2,2, v2,3) ≈
(1.749, 1.749, 1.749, 0.233, 0.233, 0.233) and s = (s1, s2) ≈ (−100,−52.274). Therefore, the en-
tropy of Fτ is given by htop(Fτ ) = log λ(τ) ≈ 1.35442759. Moreover, for any ι 6= ι
′ with
i = i′ ∈ {1, 2}, the equality vι = vι′ shows that the element wτ admits a periodic root α
0
ι,ι′ ,
which is not contained in Γ(τ). Therefore, the automorphism Fτ does not appear in the paper
of McMullen [11]. On the other hand, for any data τˆ = (1, σˆ, κˆ), let Fτˆ : Xτˆ → Xτˆ be an
automorphism that Diller in [6] constructs from a single quadratic map preserving a cuspidal
cubic. We claim that Fτ is not topologically conjugate to F
m
τˆ for any m ≥ 1. Indeed, assume
the contrary that Fτ is topologically conjugate to F
m
τˆ for some data τˆ and m ≥ 1. Then the
topological conjugacy yields λ(τ) = λ(τˆ )m. Moreover, since Xτ is obtained by blowing up 21
points, so is Xτˆ , which means that
∑3
ℓ=1 κˆ(1, ℓ) = 21 and thus there are 190 possibilities for
κˆ. As σˆ has 6 possibilities, τˆ has 1140 possibilities. However, with the help of a computer, it
may be easily seen that there are no data τˆ and m ≥ 1 satisfying these conditions. Our claim
is proved.
6 Proof of Realizability with Estimates
As is seen in Section 5, Propositions 4.15 and 5.9 prove Theorem 1.6, or the realizability of orbit
data. In this section, we establish these propositions by applying some estimates mentioned
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below. Let cι,k(d) and ci,j(d) be polynomials of d defined by
vι(d) =
n∑
k=1
cι,k(d) · sk, (35)
vi(d) := vi,1(d) + vi,2(d) + vi,3(d) = −
n∑
j=1
ci,j(d) · sj, (36)
where vι(d) is given in (27), and let An(d, x) be an n× n matrix having the (i, j)-th entry:
An(d, x)i,j =

d− 2 + xi,i (i = j)
−1 + xi,j (i > j)
−d+ xi,j (i < j)
with x = (x1, . . . , xn) = (xij) ∈Mn(R). Then equations (28) yield
Aτ (d) s = 0, s =
 s1...
sn
 , (37)
where Aτ (d) := An(d, c(d)) with c(d) := (ci,j(d)). Finally, let χτ (d) be the determinant |Aτ(d)|
of the matrix Aτ (d).
Lemma 6.1 Assume that d is not a root of unity. Then, d is a root of χτ (t) = 0 if and only
if d is a root of Sτ (t) = 0.
Proof. If d is a root of χτ (t) = 0, then there is a solution s 6= 0 of (37). Thus, (d, v, s)
satisfies (28), where v = (vι) is given in (27). This means that d is a root of Sτ (t) = 0
(see Corollary 4.8). Conversely, if d is a root of Sτ (t) = 0, then there is a unique solution
(v, s) ∈ (C3n \ {0})× (Cn \ {0}) of (28). Moreover, s is a solution of (37) and thus d is a root
of χτ (t) = 0. ✷
Now we fix an orbit data τ satisfying conditions (1) and (2) in Theorem 1.6.
Lemma 6.2 If d > 1, then for any k ∈ {1, . . . , n} and ι ∈ K(n), we have
−
1
d2 + d+ 1
≤ cι,k(d) ≤ 0.
Proof. In view of equation (27), cι,k(d) may be expressed as either cι,k(d) = 0, or cι,k(d) =
−(d−1) ·dη1/(dη−1) with η1+3 ≤ η, or cι,k(d) = −(d−1) · (d
η1+dη2)/(dη−1) with η1+3 ≤ η2
and η2+3 ≤ η, or cι,k(d) = −(d−1) · (d
η1+dη2 +dη3)/(dη−1) with η1+3 ≤ η2, η2+3 ≤ η3 and
η3 + 3 ≤ η, since #{m | 1 ≤ m ≤ |ι|, im = k} ≤ #{(k, 1), (k, 2), (k, 3)} = 3. We only consider
the case cι,k(d) = −(d − 1) · (d
η1 + dη2)/(dη − 1) as the remaining cases can be treated in the
same manner. Since d > 1, the inequality cι,k(d) < 0 is trivial. Moreover, one has
cι,k(d)
d− 1
= −
dη1 + dη2
dη − 1
≥ −
dη2−3 + dη2
dη − 1
≥ −
dη−6 + dη−3
dη − 1
= −(1 +
1
dη − 1
)(d−6 + d−3) ≥ −
1
d3 − 1
.
Thus the lemma is established. ✷
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Since ci,j(d) = −
∑3
ℓ=1 c(i,ℓ),j(d) from (36), the above lemma leads to the inequality
0 ≤ ci,j(d) ≤ h(d), h(d) :=
3
1 + d+ d2
.
Note that for any d ≥ 2 and any 0 ≤ xi,j ≤ h(d), each diagonal entry An(d, x)i,i of An(d, x)
is positive and each non-diagonal entry An(d, x)i,j with i 6= j is negative. Let An(d, x)i,j
be the (i, j)-cofactor of the matrix An(d, x). Then, the relation |An(d, x)| =
∑n
i=1An(d, x)i,j ·
An(d, x)i,j holds for any j = 1, . . . , n, where |An(d, x)| is the determinant of the matrixAn(d, x).
Lemma 6.3 For any n ≥ 2, the following inequalities hold:
An(d, x)i,j > 0 (d > 2
n − 1, 0 ≤ xi,j ≤ h(d))
|An(d, x)| > 0 (d > 2
n, 0 ≤ xi,j ≤ h(d))
|An(2
n − 1, x)| < 0 (0 ≤ xi,j ≤ h(d)).
Proof. We prove the inequalities by induction on n. For n = 2, the first inequality holds since
A2(d, x)i,j =
{
−A2(d, x)j,i > 0 (i 6= j)
A2(d, x)i+1,i+1 > 0 (i = j ∈ Z/2Z).
As h(d) < 3
13
when d > 3, the remaining inequalities follow from the estimates{
|A2(d, x)| = (d− 2 + x1,1)(d− 2 + x2,2)− (1− x2,1)(d− x1,2) > 2
2 − 1 · 4 = 0
|A2(3, x)| = (1 + x1,1)(1 + x2,2)− (1− x2,1)(3− x1,2) < (1 +
3
13
)2 − (1− 3
13
)(3− 3
13
) < 0.
Therefore, the lemma is proved when n = 2. Assume that the inequalities hold when n = l−1.
A little calculation shows that Ai,j := Al(d, x)i,j can be expressed as
Ai,j =

−
{ i−1∑
k=1
Al−1(d, x
i)k,j−1 · Al(d, x)k,i +
l∑
k=i+1
Al−1(d, x
i)k−1,j−1 · Al(d, x)k,i
}
(i < j)
−
{ i−1∑
k=1
Al−1(d, x
i)k,j · Al(d, x)k,i +
l∑
k=i+1
Al−1(d, x
i)k−1,j · Al(d, x)k,i
}
(i > j)
|Al−1(d, x
i)| (i = j),
where xi is the (l − 1, l − 1)-matrix obtained from x by removing the i-th row and column
vectors. Therefore, the first assertion follows from the induction hypothesis. Moreover, since
|Al(d, x)| =
∑l
i=1Al(d, x)i,j · Al(d, x)i,j, the bounds
|Al(d, (x1, . . . , xj−1, 0, xj+1, . . . , xl)| ≤ |Al(d, x)| ≤ |Al(d, (x1, . . . , xj−1, h(d), xj+1, . . . , xl)|
hold for any j, where h(d) is the column vector having each component equal to h(d). Thus,
we have
|Al(d, x)| ≥ |Al(d, (0, . . . , 0))| = (d− 1)
l−1(d− 2l) > 0 (d > 2l),
|Al(2
l − 1, x)| ≤ |Al(2
l − 1, (h(2l − 1), . . . , h(2l − 1)))| = −
(2l − 2)l+1
22l − 2l + 1
< 0,
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which show that the assertions are verified when n = l. Therefore, the induction is complete,
and the lemma is established. ✷
Let δ > 1 be the root of Sτ (t) = 0 in |t| > 1 and s 6= 0 be the solution of equation (37)
with d = δ. Then (δ, v, s) satisfies equations (28), where v = (vι) is given in (27) with d = δ.
We notice that δ, which is also a root of χτ (d) = |Aτ (d)| = 0, satisfies 2
n − 1 < δ < 2n, since
χτ (2
n − 1) < 0 and χτ (2
n) > 0 from Lemma 6.3.
Lemma 6.4 For any 1 ≤ i ≤ n− 1, the ratio si+1/si satisfies
z1(n) <
si+1
si
< z2(n),
where
z1(n) :=
2n−1(2n + 2)
22n + 2n+1 + 6
, z2(n) :=
22n−1 + 2n + 3
22n + 2n+1 + 3
.
Proof. For each k1, k2 ≥ 0 with k1 + k2 ≤ n − 2, let A
k1,k2
n (δ) be the n × n matrix de-
fined inductively as follows. First, put A0,0n (δ) := Aτ (δ). Next, let A
k1,0
n (δ) be the matrix
obtained from Ak1−1,0n (δ) by replacing the i-th row of A
k1−1,0
n (δ) with the sum of the i-th
row and the k1-th row multiplied by −A
k1−1,0
n (δ)i,k1/A
k1−1,0
n (δ)k1,k1 , where i runs from k1 + 1
to n. Finally, let Ak1,k2n (δ) be the matrix obtained from A
k1,k2−1
n (δ) by replacing the i-th
row of Ak1,k2−1n (δ) with the sum of the i-th row and the (n − k2 + 1)-th row multiplied by
−Ak1,k2−1n (δ)i,n−k2+1/A
k1,k2−1
n (δ)n−k2+1,n−k2+1, where i runs from k1 + 1 to n − k2. Therefore,
each entry of Ak1,k2n (δ) may be expressed as
Ak1,k2n (δ)i,j =

δi,j + ξ
i−1
i,j (i ≤ k1 and i ≤ j)
δi,j + ξ
k1+k2
i,j (k1 + 1 ≤ i, j ≤ n− k2)
δi,j + ξ
k1+n−i
i,j (n− k2 + 1 ≤ i and k1 + 1 ≤ j ≤ i)
0 (otherwise),
where
δi,j =

δ − 2 (i = j)
−1 (i > j)
−δ (i < j),
and ξki,j is given inductively by
ξ0i,j = ci,j(δ), ξ
k+1
i,j =

ξki,j −
(1− ξki,k)(δ − ξ
k
k,j)
δ − 2 + ξkk,k
(k < k1)
ξki,j −
(δ − ξki,n−k+k1)(1− ξ
k
n−k+k1,j
)
δ − 2 + ξkn−k+k1,n−k+k1
(k ≥ k1).
Moreover, it is seen that ξki,j satisfies the estimates
−
(2k − 1)δ
δ − 2k
≤ ξki,j ≤ −ξk, ξk :=
(2k − 1)δ − (2kδ − 1)h(δ)
(δ − 2k) + (2k − 1)h(δ)
.
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Note that s satisfies Ak1,k2n (δ) s = 0 for any k1, k2 ≥ 0. In particular, one has A
i−1,n−i−1
n (δ) s = 0,
the i-th and (i+ 1)-th components of which are given by{
(δ − 2 + ξn−2i,i ) si + (−δ + ξ
n−2
i,i+1) si+1 = 0
(−1 + ξn−2i+1,i) si + (δ − 2 + ξ
n−2
i+1,i+1) si+1 = 0.
Therefore, we have
si+1
si
=
δ − 2 + ξn−2i,i
δ − ξn−2i,i+1
<
δ − 2− ξn−2
δ + ξn−2
=
2δ2 − (2n − 4)δ − (2n+1 − 6)
2(δ2 + 2δ + 3)
,
the righthand side of which is monotone increasing with respect to δ, and thus is less than z2(n)
since δ < 2n. In a similar manner, we have
si+1
si
=
1− ξn−2i+1,i
δ − 2 + ξn−2i+1,i+1
>
1 + ξn−2
δ − 2− ξn−2
=
2n−2(1− h(δ))
δ − 2n−1 + (2n−1 − 1)h(δ)
> z1(n).
Thus, the lemma is established. ✷
We remark that the functions z1(n) and z2(n) satisfy
0 < z1(n) <
1
2
< z2(n) < 1.
Proof of Proposition 4.15. Recall that δ satisfies 2n − 1 < δ < 2n from Lemma 6.3. Moreover,
it follows from Lemma 6.4 that sℓ 6= 0 for any ℓ. Thus Lemma 4.12 yields Γ1(τ)∩P (τ) = ∅. ✷
Next we prove Proposition 5.9.
Lemma 6.5 For any n ≥ 2, we have the following two inequalities:
(1) g1(n) < 0, where g1(n) :=
1
δ3 − 1
+ 1− δ · z1(n)
n−1,
(2) g2(n) > 0, where g2(n) := z1(n)
n−2 − z2(n)
n−1 −
1
δ3 − 1
.
Proof. First, we claim that the following inequality holds:
z1(n)
n−1 >
1
2n−1
− (n− 1)
( 1
23n−4
+
1
24n−3
)
. (38)
Indeed, since (
1−
1
2n−1
−
1
22n−1
)(
1 +
1
2n−1
+
6
22n
)
= 1−
1
24n−2
(2n+2 + 3) ≤ 1,
one has
z1(n) ≥
1
2
(
1+
1
2n−1
)(
1−
1
2n−1
−
1
22n−1
)
=
1
2
{
1−
( 3
22n−1
+
1
23n−2
)}
>
1
2
{
1−
( 1
22n−3
+
1
23n−2
)}
.
Therefore, the claim holds from the Bernoulli inequality, namely, (1 + x)n ≥ 1 + nx for any
x ≥ −1. By using inequality (38), we prove the two inequalities in the lemma.
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In order to prove assertion (1), we consider the function of n:
gˇ1(n) :=
1
(2n − 1)3 − 1
+ 1− (2n − 1) · z1(n)
n−1.
Then the inequality g1(n) < gˇ1(n) holds since δ > 2
n − 1. Moreover, as gˇ1(2) < 0, one has
g1(2) < 0. On the other hand, when n ≥ 3, inequality (38) yields
gˇ1(n) <
(2n − 1)3
(2n − 1)3 − 1
−
2n − 1
2n−1
{
1− (n− 1)
( 1
22n−3
+
1
23n−2
)}
<
2n − 1
2n−1
(
−1 +
2n−1(2n − 1)2
(2n − 1)3 − 1
+
n− 1
22n−3
+
n− 1
23n−2
)
.
Since the terms 2
n−1(2n−1)2
(2n−1)3−1
, n−1
22n−3
and n−1
23n−2
are monotone decreasing with respect to n, the
function −1+ 2
n−1(2n−1)2
(2n−1)3−1
+ n−1
22n−3
+ n−1
23n−2
is maximized when n = 3, which is negative. Therefore,
we have gˇ1(n) < 0, and thus g1(n) < 0.
Finally, in order to prove assertion (2), we consider the function of n:
gˇ2(n) := z1(n)
n−2 − z2(n)
n−1 −
1
(2n − 1)3 − 1
.
Then the inequality g2(n) > gˇ2(n) holds since δ > 2
n − 1. Moreover, as gˇ2(2), gˇ2(3) > 0, one
has g2(2), g2(3) > 0. On the other hand, when n ≥ 4, gˇ2(n) can be estimated as
gˇ2(n) = z1(n)
n−2
(
1− z1(n)
)
−
(
z2(n)
n−1 − z1(n)
n−1
)
−
1
(2n − 1)3 − 1
≥ z1(n)
n−2
(
1− z1(n)
)
− (n− 1)
(
z2(n)− z1(n)
)
z2(n)
n−2 −
1
(2n − 1)3 − 1
,
where the last inequality follows from the general inequality xn − yn ≤ n(x − y)xn−1 for any
x ≥ y ≥ 0. Since z2(n) − z1(n) =
9
2
22n+2n+1+4
(22n+2n+1+3)(22n+2n+1+6)
< 9
2
1
22n+2n+1+3
< 9
8
1
22(n−1)
, and
z2(n) =
1
2
+ 3
2
1
22n+2n+1+3
is monotone decreasing with respect to n, and thus is less than 13
24
, we
have
(n−1)
(
z2(n)−z1(n)
)
z2(n)
n−2 < (n−1)
9
8
(13
24
)n−2 1
22(n−1)
<
1
22(n−1)
,
where we use the fact that the function (n − 1)9
8
(
13
24
)n−2
is monotone decreasing and is less
than 1. Moreover, as 1− z1(n) > z1(n), one has
gˇ2(n) > z1(n)
n−1 −
1
22(n−1)
−
1
(2n − 1)3 − 1
>
1
2n−1
{
1− (n− 1)
( 1
22n−3
+
1
23n−2
)}
−
1
22(n−1)
−
1
(2n − 1)3 − 1
=
1
2n−1
(
1−
n− 1
22n−3
−
n− 1
23n−2
−
1
2n−1
−
2n−1
(2n − 1)3 − 1
)
.
Since the terms n−1
22n−3
, n−1
23n−2
, 1
2n−1
and 2
n−1
(2n−1)3−1
are monotone decreasing with respect to n,
the function 1 − n−1
22n−3
− n−1
23n−2
− 1
2n−1
− 2
n−1
(2n−1)3−1
is minimized when n = 4, which is positive.
Therefore, we have gˇ2(n) > 0 and thus g2(n) > 0, and so the proof is complete. ✷
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Proposition 6.6 Assume that vι′(δ) = δ
k ·vι(δ). Then we have k = 0, i
′
m = im and κ(σ
m(ι′)) =
κ(σm(ι)) for any m ≥ 0.
Proof. Viewing vι′(δ)/(δ− 1) and δ
k · vι(δ)/(δ− 1) as functions of δ (see (27)), we expand them
into Taylor series around infinity:
vι′(δ)
δ − 1
= −si′1 · δ
−ε1(ι′) − · · · − si′
|ι′|
· δ−ε|ι′|(ι
′) − si′
|ι′|+1
· δ−ε|ι′|+1(ι
′) − · · · ,
δk · vι(δ)
δ − 1
= −si1 · δ
−ε1(ι)+k − · · · − si|ι| · δ
−ε|ι|(ι)+k − si|ι|+1 · δ
−ε|ι|+1(ι)+k − · · · .
In view of these expressions, the coefficient of δ−l is either −s• or 0. Now assume the contrary
that vι′(δ)/(δ− 1) and δ
k · vι(δ)/(δ− 1) have different coefficients. Let l1 and l2 be the minimal
integers such that vι′(δ)/(δ − 1) and δ
k · vι(δ)/(δ − 1) have the coefficient −sm1 of δ
−l1 and
the coefficient −sm2 of δ
−l2 which are different from the coefficient of δ−l1 in δk · vι(δ)/(δ − 1)
and the coefficient of δ−l2 in vι′(δ)/(δ − 1) for some 1 ≤ m1 ≤ n and 1 ≤ m2 ≤ n respectively.
Note that s1 > s2 > · · · > sn and εm+1(ι
′′) − εm(ι
′′) ≥ 3 for any m ≥ 1 and ι′′ ∈ K(n). Thus,
vι′(δ)/(δ − 1)− δ
k · vι(δ)/(δ − 1) = 0 satisfies the estimates
sm1δ
−l1 − sm2δ
−l2 − s1
δ−l2
δ3 − 1
<
vι′(δ)
δ − 1
−
δk · vι(δ)
δ − 1
< sm1δ
−l1 − sm2δ
−l2 + s1
δ−l1
δ3 − 1
.
If l1 > l2, then it follows that
0 < sm1δ
−l1 − sm2δ
−l2 + s1
δ−l1
δ3 − 1
< s1δ
−l1 − s1z1(n)
n−1δ−l1+1 + s1
δ−l1
δ3 − 1
< s1δ
−l1g1(n),
which contradicts Lemma 6.5. On the other hand, if l1 = l2 and m1 > m2, then we have
0 < sm1δ
−l1−sm2δ
−l1+s1
δ−l1
δ3 − 1
< s1z2(n)
m1−1δ−l1−s1z1(n)
m1−2δ−l1+s1
δ−l1
δ3 − 1
< −s1δ
−l1g2(n),
where the last inequality is a consequence of the fact that z2(n)
m1−1− z1(n)
m1−2 = −z2(n)
m1−2(
( z1(n)
z2(n)
)m1−2 − z2(n)
)
is monotone increasing with respect to m1 since 0 < z2(n),
z1(n)
z2(n)
< 1 and
( z1(n)
z2(n)
)m1−2−z2(n) >
g2(n)
z2(n)m1−2
> 0. This contradicts Lemma 6.5. In a similar manner, if l1 < l2,
then it follows that
0 > sm1δ
−l1 − sm2δ
−l2 − s1
δ−l2
δ3 − 1
> s1z1(n)
n−1δ−l2+1 − s1δ
−l2 − s1
δ−l2
δ3 − 1
> −s1δ
−l2g1(n),
which is a contradiction. On the other hand, if l1 = l2 and m1 < m2, then we have
0 > sm1δ
−l2−sm2δ
−l2−s1
δ−l2
δ3 − 1
> s1z1(n)
m2−2δ−l2−s1z2(n)
m2−1δ−l2−s1
δ−l2
δ3 − 1
> s1δ
−l2g2(n),
which is also a contradiction. Thus, vι′(δ)/(δ−1) and δ
k ·vι(δ)/(δ−1) have the same coefficients.
In particular, we have i′m = im and εm(ι
′) = εm(ι) − k for any m ≥ 1. The relations εm(ι
′) =
εm(ι) − k yield κ(ι
′) = ε1(ι
′) = ε1(ι) − k = κ(ι) − k and κ(σ
m(ι′)) = κ(σm(ι)) for any m ≥ 1.
Now, L ≥ 1 is chosen so that σL = id. Then we have i′ = i′L = iL = i and κ(ι
′) = κ(σL(ι′)) =
κ(σL(ι)) = κ(ι), which shows that k = 0. Therefore, the proposition is established. ✷
Proof of Proposition 5.9. From Proposition 6.6, if the relation δk · vι(δ) = vι′(δ) holds, then one
has k = 0, im = i
′
m and κ(σ
m(ι)) = κ(σm(ι′)) for any m ≥ 0. Conversely, it is easily seen that
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if im = i
′
m and κ(σ
m(ι)) = κ(σm(ι′)) for any m ≥ 0 then vι(δ) = vι′(δ) holds. In particular, it
follows from Lemma 5.1 that Γ2(τ)∩P (τ) = {α
0
ι,ι′ | im = i
′
m, κ(σ
m(ι)) = κ(σm(ι′)), m ≥ 0} and
hence (Γ2(τ) ∩ P (τ)) ∩ Γ
1
2(τ) = ∅. Moreover, if τ satisfies condition (3) in Theorem 1.6, then
any element α0ι,ι′ ∈ Γ2(τ) ∩ P (τ) does not belong to Γ
2
2(τ), which shows that Γ2(τ) ∩ P (τ) = ∅.
Therefore we establish Proposition 5.9. ✷
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