In this paper, we present a hybrid approach for Word Sense Disambiguation of Arabic Language (called WSD-AL), that combines unsupervised and knowledge-based methods. Some pre-processing steps are applied to texts containing the ambiguous words in the corpus (1500 texts extracted from the web), and the salient words that affect the meaning of these words are extracted. After that a Context Matching algorithm is used, it returns a semantic coherence score corresponding to the context of use that is semantically closest to the original sentence. The Contexts of use are generated using the glosses of the ambiguous word and the corpus. The results found by the proposed system are satisfactory; we have achieved a precision of 79%.
Introduction
Word sense disambiguation (WSD) allows us to find the most appropriate sense of a given word. Majority of the approaches related to the WSD was applied to English. The benefit of WSD was exploited by many NLP applications such as Machine Translation (MT) (to translate a word in a different language, it would need to choose among the possible meanings of the translations of the word), or Information Retrieval (IR) systems (it would be useful to determine which is the sense of the word in the query in order to retrieve relevant documents).
The work presented in [1] describes many approaches which are classified using the source of knowledge adapted for the differentiation of the senses. The methods based on dictionaries, thesaurus and knowledge are called knowledge based methods. They were proposed in 1970, some of them determine the overlap between each sense definition and the current context [2] , and the others use the conceptual density [3] . The methods based on training sets, and using a non annotated corpus are called unsupervised methods. They are divided into type-based discrimination (which use algorithms to measure the similarities after the representation of the contexts) [4] , and token-based discrimination (which cluster the contexts that contain a specified word type) [5] . For the supervised systems, which use annotated training corpus, we can cite:
 Probabilistic methods, the majority of them use the naïve bayes algorithm and the maximum entropy approach.  Methods based on the similarity of the examples that uses a similarity metric to compare the set of learned vector prototypes (for each word sense).  Methods based on discriminating rules use selective rules associated with each word sense.  Methods based on rule combine heterogeneous learning modules for developing a complex and robust WSD system. In the WSD evaluation conference SemEval 2007, supervised methods achieved the best disambiguation quality: about 80% precision and recall [6] . Unfortunately, the resources required for this kind of approach are expensive to acquire and maintain [1] . SemCor is the largest single English corpus of sense tagged text, which includes 352 texts extracted from the Brown corpus and linked to around 234,000 senses [7] in the WordNet lexicon.
To overcome this problem, we propose to combine unsupervised and knowledge based methods. We use firstly the Web to collect the different contexts of use (examples) corresponding to the sense definition of each ambiguous word. These contexts are used then to extract the salient words (or signatures), which affect the meaning of each word. After that, we apply the rooting [8] for the glosses of the word to be disambiguated, then we apply the exact String-Matching algorithm [9] , to extract the contexts of use from our knowledge database (Corpus). Finally we apply the Context Matching algorithm that compares the original sentence with the generated contexts of use and returns a score that corresponds to the closest context of use. We note that the proposed system attributes a sense only for ambiguous words determined by the user. This paper is structured as follows. We describe in section two the related work, the ambiguity of the Arabic language, and the problems with developing systems for Arabic WSD. In section three we give a detailed account of the proposed method. After that, in section four we present the experimental results, and finally in section five, we summarize the result of our work and suggest some future work ideas.
Related work and sources of Ambiguity in Arabic Language

Related work
Majority of the approaches related to the WSD was applied to English. They achieve a disambiguation rate of around 90%. However, there are few approaches applied to Arabic. We can state:
 The unsupervised approach of Bootstrapping Arabic Sense Tagging [10] , which exploits translational correspondences between words in a parallel Arabic English corpus to annotate Arabic text using English WordNet taxonomy. The idea is that the translated words are grouped into clusters, after that WordNet is used to identify the appropriate senses in those clusters and a sense criterion is applied to choose the appropriate sense. The chosen senses tags for the words in the cluster are propagated back to their respective contexts in the parallel text. This approach is highly accurate in <90% of the evaluated data items based on Arabic native judgement ratings and annotations.  The Naïve Bayes Classifier for AWSD [11] , which uses a training corpus where each use of ambiguous words is labelled with its correct sense. A Bayes classifier applies the Bayes decision rule to choose a class. This step is preceded by some pre-processing steps (remove all stop words and getting stems from the original sentence containing the word to be disambiguated).  Achraf Chalabi, a Sakhr researcher, in 1998 had introduced a new word sense disambiguation algorithm that have been used in Sakhr ArabicEnglish computer aided translation system based on Thematic Words of a given context to choose the appropriate sense of an ambiguous word [12] .  Three information retrieval measures were applied, to measure the similarity between the context of use for each sense of the ambiguous word and the original sentence [13] . These measures were combined with the lesk algorithm to develop a system for Arabic word sense disambiguation.
Sources of ambiguity in Arabic Language
Word sense disambiguation is a difficult task. It has been described as AIcomplete problem [14] . In 1960, Bar-Hillel asserted that there was no means by which the sense of the word pen in the sentence the box is in the pen could be determined automatically. For Arabic language, the difficulty of WSD comes from several sources.
Miss of diacritics
A non vocalized Arabic word has several possible meanings. However, in modern editions, the texts in Arabic languages are not vocalized. We recall that vocalization in Arabic language is the addition of signs to consonants to precise pronunciation. Table 1 shows four of 16 vocalizations of the word  ‫‪‬كتب‬  (ktb) . Therefore, only the diacritics, the occurrence context, or in some cases the grammatical category of the ambiguous word (see table 2) can disambiguate its sense. The main approaches that are applied, for restoration of Arabic diacritics, are hidden Markov model (HMM) [15] , weighted finite-state [16] and maximum entropy model in combination with a character based classification transducers [17] . The last model achieves the lowest word error rate of 7.9%.
Agglutinative nature
The agglutinative nature of Arabic make it a difficult language to master. Table 3 shows the translation of some Arabic words to English. Thus the automatic understanding of such words requires a prior segmentation, a task that is not obvious. 
Lack of language ressources
Another source of problems is the lack of language resources such as dictionaries, thesaurus, and previously tagged corpora. The work presented in [18] gives a brief description of existing Arabic untagged corpora. These corpora are restricted to a specific source type and are not freely accessible over the World Wide Web. Considering this source of problem, we decided to use an incremental method based on training sets extracted from the web, for the determination of the salient words and the construction of our dictionnary.
Proposed Method
In this paper, we propose to combine unsupervised and knowledge based methods to assign the correct meaning of a word. Figure 1 below shows the principle of this method. At first we apply some preprocessing steps (segmentation and application of tfidf for the extraction of the signatures (salient words)), for the collected texts containing the word to be disambiguated and the original sentence. We apply the WSD algorithm using the glosses (definitions of the word to be disambiguated) and the original sentence. This algorithm will affiliate a score for the most relevant sense of the word. In what follows we describe with more details each step cited above.
Construction of databases
Considering the ambiguity of the Arabic language, we collected manually from the web sample sentences that contain instances of the ambiguous words. These instances cover all the possible senses of the ambiguous word. Table 4 below presents a sample set of use contexts for some senses of the ambiguous word ‫لمات‪‬‬ ّ ‫‪‬الظ‬ (athouloumat). In this work, each use context contains 130 sentences (examples). We develop a dictionary containing 10 ambiguous words. This dictionary contains all the definitions (glosses) of the most ambiguous words (words that have more than 10 senses). These glosses were extracted from the dictionary Al wasit * . A Hybrid Approach for Arabic Word Sense Disambiguation 7
Extraction of signatures
Contextual analysis is important in order to understand the exact meaning of some words. Word sense disambiguation and part-of-speech tagging problems are similar. Both involve disambiguating or tagging with words: senses or parts of speech. However, in the first problem the senses of ambiguous words can't be determined by only the immediately adjacent one to three words like in the partof-speech tagging problem. For this reason, we have used the salient words (signatures) occurring in the context of the word to disambiguate its sense. Intuitively, a salient word is one which appears significantly more often in the use context of an ambiguous word sense than at other use contexts. To identify and extract the salient words in each collective use context of an ambiguous word meaning, we have used the tf-idf measure [19] . The extraction of salient words for the determination of a word meaning S(W), corresponds to the selection of the k words with the biggest tf-idf in each considered use context of S(W), where 0 < k ≤ n-1 (n represents the number of words in the use context). In this work, 39 ≤ k ≤ 56. Table 5 below shows a sample set of salient words and the value of k for some senses of the ambiguous word ‫‪‬عين‪‬‬ (ayn). These salient words represent the most basic part of our model because they represent the words that affect the meaning of each ambiguous word. If we do not find these salient words in the current context, we extract from this context all the words that affect the word meaning, and we add them to our database. This will ameliorate the performance of the system. Thus, we propose an incremental method for the determination of the value of k (number of salient words describing a sense of an ambiguous word).
The proposed WSD-AL algorithm
We have developed an algorithm to choose the appropriate sense of the word to be disambiguated. This step of our work was inspired from an unsupervised word sense disambiguation method [6] . The different steps of this algorithm (figure 3, page 10) are:
Rooting
Arabic is a derivational and inflectional language. 85% of words are derived from tri-literal roots and there are around 10.000 independent roots [20] . Table 6 below shows some Arabic words created from the same simple tri-literal root ‫‪‬كتب‪‬‬ k-t-b: We have used Al-Shalabi et al. algorithm [8] to extract the roots of the words occurring in the glosses of the word to be disambiguated (line 8 and 9, figure 3 ). This algorithm assigns predefined weights and ranks following some heuristic rules to the letters that constitute a word. The determination of the word root by this algorithm corresponds to the selection of the three letters with the smallest product obtained by the multiplication of letter weights by the letter ranks. Table  7 below shows an example of root extraction of the word ‫‪‬الدراسة‪‬‬ (study) by this algorithm.
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Exact string matching algorithm
String-matching algorithms [9] play an important role in theoretical computer science. We use an implementation of the String-Matching algorithm of Boyer and moore to find the occurrences of a string in a text (see figure 2) . The search for a word w in a text using y, the algorithm uses: 1) Function ord: it returns the order for a given letter in the alphabet, eg, ord (c) = i means that the letter c is the i th element of the alphabet. 2) Table d 19, fig 9) . Due to the enormous amount of data in our corpus, this algorithm takes so much time in the execution process, for that we decide to generate a database that contains all the derived words from the same root. This algorithm will be applied only for the roots that we do not find in our database. We have used this algorithm to locate all occurrences of the generated roots from the last step (rooting). A list L(W i ) of derived words will be generated from the original root (line 10 and 11, Figure 3 ). For example, the generated list of the root ‫سقي(‬ (irrigation)) is L(W i ) = ‫,أسقي{‬ ‫,نسقي‬ ‫,تسقيان‬ ‫,تسقي‬ ‫.}إسقيا‬
Generate the contexts of use
Sense definitions in dictionary often do not have enough words. For resolving this problem, [10] employs for example the lexical database WordNet as a source of glosses. As a solution, we load from our corpus, the sentences (contexts) that contain the words generated by the exact String-Matching algorithm (line 13 and 14, figure 3 ). This step allows us to generate an extension of the glosses of the ambiguous words (line 1,2 and 3, figure 3 ).
Score measure
The generated contexts of use will be used to measure the similarity with the original sentence containing the word to be disambiguated (line 18 and 19 in Figure 3 below). For each word of the original sentence, we assign a weight p (line 6 and 7, figure 3 ) that corresponds to the position of this word, on the left or on the right of the ambiguous word. We multiply p by the tf-idf to calculate the similarity measure (line 19) between the context of use and the original sentence. We choose this factor of the position to calculate the score of similarity measure, (line 19, figure 3 ) because more the words of the sentences are closest to the ambiguous word more they have an influence on the meaning of these words. The tf-idf is a term weighting method and was used in the most of natural language processing works, to measure the importance of a term in a document. As a contribution in this work, we will use the tf-idf to measure the similarity relatedness between the sentence to be disambiguated and the contexts of use generated (line16 and 17, figure 3 ).
Where n i,j is the number of occurrences of the word w i in the context of use d j generated for the sense j of the ambiguous word. The denominator (in the first part of the equation 1) is the number of occurrences of all terms in d j . | D | is the total number of contexts of use generated for the ambiguous word |{dj : ti ϵ dj}|, the number of contexts of use, where the term t i appears.
The sense with highest score will be chosen as the correct sense (line 5, figure 3 ).
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The complexity of the WSD-AL algorithm
Assume that :
-j is the maximum number of ambiguous words in sentence to disambiguate; -k is the maximum number of gloss for an ambiguous word; -|G| is the maximum number of words in a gloss; -|S| is the number of words in the sentence to disambiguate; -|CU| is the maximum number of words in a context of use; -|C| is the total number of words in the corpus; -And T(f1), T(f2) and T(f3) are respectively the time complexity of the rooting, Exact String-Matching and tf-idf algorithms.
The time complexity T(WSD-AL) of the proposed algorithm is : The time complexity is then polynomial.
An example of execution of the WSD-AL algorithm
In what follows we give an example of the execution of our system, we try to disambiguate the word ‫"عين"‬ (ayn) in the sentence: After that we eliminate the few informative words from the original sentence ‫إال(‬ (only), ‫ال‬ (no), ‫الذي‬ (that)), we assign a weight (p) that indicates the position for each word. We choose this factor of the position to calculate the score of similarity measure (line 19, Fig. 3) , because more the words of the sentences are closest to the ambiguous word more they have an influence for the meaning of these words (an example is shown in table 8): We apply then Alshalabi-Kanaan algorithm to extract the roots for the words that constitute each gloss (we illustrate an example in table 9) : After that the exact String-Matching algorithm will be applied to search the derived words from the roots of each gloss, in our knowledge database (corpus). A context of use will be generated for each gloss, and the words with the highest tf-idf will be chosen.
The tf-idf measure is calculated in the pre-processing steps (see section 3.2). The size of the context of use has a positive impact on disambiguation quality, which is explained in the experimental results (see Section 4).
Finally we measure the coherence score of each gloss that corresponds to, the measure of the similarity between each context of use generated and the original sentence. For the context of use generated for the first gloss, we find an occurrence of the dependant word (‫-األزهار‬flowers), with a tf-idf = 0.004, so the coherence score of gloss 1 is calculated as (line 19, fig.3 ):
0.33 × 0.004 = 0.00132
The same process will be applied for the second gloss, we found some occurrences of the word ‫)بصر(‬ with a weight tf-idf = 0.004; and the dependant word ‫)األزهار(‬ with a weight tf-idf = 0.005, so the coherence score of gloss2 in the current context is: 0.5 × 0.004 + 0.33 × 0.005 = 0.00365 The sense 2 of the word ‫"عين"‬ (ayn) will be chosen, because it corresponds to the highest score.
The similarity measure indicates the closest sense of the ambiguous word between the different glosses proposed by our dictionary (the contexts of use are generated for each gloss to meet all possible events).
Experimental Results
Characteristics of the collected corpus
The input of our system WSD-AL is the sentence to be disambiguated and the knowledge database containing the contexts of use of each word sense and a dictionary which contains all the possible glosses of the ambiguous words generated (in paragraph 3.1). The output is the exact sense of the ambiguous word. Table 10 below describes the size of the corpus collected representing all contexts of use (texts) of ambiguous words considered in our experiments. Table 11 below presents the ten ambiguous words used in this paper and their most frequent sense (MFS) which will be used to calculate the baseline precision. This measure is based on always selecting the MFS. The frequency of word senses is calculated from their occurrences in corpus. We can deduce from the above table that the overage baseline precision is equal to 64.5%. Table 12 shows that combining the algorithm of exact string-matching (which allows us to match the glosses with the texts of our knowledge database) with the context matching algorithm, enhances the F-Score by 15% and the rooting enhances it by 23%. We remark that without using exact string-matching algorithm and lemmatization, the accuracy rate of the system is lower than the overage baseline precision (64.5%). We have also studied the influence of the size of use contexts on the accuracy of the system. Figure 4 below shows how the performance varies across the size of the use contexts of the words to be disambiguated. We conclude that the lowest accuracy rate of disambiguation is due to the insufficient size of contexts of use, which results in the failure to meet all possible events. For this reason, to ameliorate the performance of the system, we have proposed an incremental method for the determination of the number of salient words describing a sense of an ambiguous word (paragraph 3.2, page 6). 
Results
Comparison with others systems
Finally, we have compared (see table 13 ) the results obtained by the proposed approach with the Naïve Bayes Classifier for Arabic WSD developed by [11] , and the unsupervised approach for sense tagging parallel corpora [10] . Our system delivered better results in term of precision. Comparing the results obtained by these various works to our work is a difficult task, because we haven't worked on the same corpus. We note that for some languages, the evaluation is not a problem, since there are tools and platforms of evaluation like SemEval and Senseval.
Conclusion
In this paper, we have presented a hybrid system, WSD-AL, to perform word sense disambiguation for Arabic language. This system is based on extraction of signatures, rooting and applying the exact string matching algorithm for the words of the glosses. We apply the Context-Matching algorithm, which measures the similarity between the contexts of use corresponding to the glosses of the word to be disambiguated and the original sentence. This algorithm will affiliate a score for the most relevant sense of the ambiguous word. For a sample of 10 ambiguous Arabic words, that were chosen by their number of senses out of contexts, the proposed system achieved a precision of 79% and recall of 65%, using roots and signatures identifying each sense. The implications of this work could be that the results are dependent on the characteristics of the contexts of occurrence used for the evaluation and on the characteristics of glosses, which needs to be further investigated. We propose that in the future works we can test our system on a larger corpus (by integrating others resources like classical texts and Quran) and a bigger sample of ambiguous words, to build a robust WSD system for all the ambiguous Arabic words, and try to integrate others knowledge to disambiguate word sense, including part of speech of the ambiguous word.
