Structured, compactly supported Banach frame decompositions of
  decomposition spaces by Voigtlaender, Felix
ar
X
iv
:1
61
2.
08
77
2v
1 
 [m
ath
.FA
]  
27
 D
ec
 20
16
STRUCTURED, COMPACTLY SUPPORTED BANACH FRAME DECOMPOSITIONS
OF DECOMPOSITION SPACES
FELIX VOIGTLAENDER
Abstract. We present a very general framework for the construction of structured, possibly compactly sup-
ported Banach frames and atomic decompositions for a given decomposition space. Here, a decomposition space
D
(
Q, Lp, ℓqw
)
is defined essentially like a classical Besov space, but the usual dyadic covering is replaced by an (al-
most) arbitrary covering Q = (Qi)i∈I . Thus, if Φ = (ϕi)i∈I is a suitable partition of unity subordinate to Q, then
‖g‖
D(Q,Lp,ℓqw) :=
∥∥∥(∥∥F−1 (ϕiĝ)∥∥Lp)i∈I
∥∥∥
ℓ
q
w
. Special cases include the class of Besov spaces and (α-)modulation
spaces, as well as a large class of wavelet-type coorbit spaces and so-called shearlet smoothness spaces.
Assuming that the covering Q is of the regular form Q = (TiQ+ bi)i∈I , with Ti ∈ GL
(
Rd
)
, bi ∈ Rd, we fix a
prototype function γ ∈ L1
(
Rd
)
and consider the structured generalized shift invariant system
Ψδ :=
(
L
δ·T
−T
i k
γ[i]
)
i∈I,k∈Zd
with γ[i] := |det Ti|
1/2 ·Mbi
(
γ ◦ TTi
)
,
where Lx and Mξ denote translation and modulation, respectively. The main contribution of the paper is to
provide verifiable conditions on the prototype γ which ensure that Ψδ forms, respectively, a Banach frame or an
atomic decomposition for the space D
(
Q, Lp, ℓqw
)
, for sufficiently small sampling density δ > 0. Crucially, while
the decomposition space D
(
Q, Lp, ℓqw
)
is defined using the bandlimited family Φ, the construction presented here
usually allows for the prototype γ to be compactly supported in space. We emphasize that the theory presented here
can cover the whole range p, q ∈ (0,∞] and not only the case p, q ∈ [1,∞] of Banach spaces.
An important feature of our theory is that in many cases, the system Ψδ will simultaneously form a Banach
frame and an atomic decomposition for D
(
Q, Lp, ℓqw
)
. This implies that for frames of the form Ψδ, analysis sparsity
is equivalent to synthesis sparsity, i.e., the analysis coefficients
(〈
f, L
δ·T−Ti k
γ[i]
〉)
i∈I,k∈Zd
lie in ℓp
(
I × Zd
)
if
and only if f is an element of a certain decomposition space, if and only if f =
∑
i∈I,k∈Zd
[
c
(i)
k · Lδ·T−Ti k
γ[i]
]
for some sequence (c
(i)
k )i∈I,k∈Zd ∈ ℓ
p
(
I × Zd
)
. This is very convenient, since for many frame constructions—like
shearlets—one only knows that the analysis coefficients for a class of “nice” signals are sparse. This, however, only
entails synthesis sparsity with respect to the dual frame, about which often only limited knowledge is available.
Using the theory presented here, one can derive synthesis sparsity with respect to the primal frame, for which one
has an explicit formula and whose properties like smoothness and time-frequency localization are well understood.
As a sample application, we show that the developed theory applies to α-modulation spaces and to (inhomoge-
neous) Besov spaces. In a companion paper, we also show that the theory applies to shearlet smoothness spaces.
1. Introduction
In this section, we first motivate and describe our approach for the construction of structured Banach frame
decompositions for decomposition spaces and compare our results to the known literature. Then, we introduce
a few standard and non-standard conventions and standing assumptions which are used in the remainder of the
paper. Finally, we give a brief overview over the structure of the paper.
1.1. Motivation and comparison to known results. Given a Banach space X , a family Ψ = (ψi)i∈I in X
′ is
called a Banach frame[44] for X if there is a solid sequence space Y ≤ CI such that
• the analysis operator AΨ : X → Y, x 7→
(
〈x, ψi〉X,X′
)
i∈I
is well-defined and bounded,
• there is a bounded linear reconstruction operator R : Y → X satisfying R ◦AΨ = idX .
In particular, this implies ‖x‖X ≍ ‖AΨx‖Y uniformly over x ∈ X . Here, a Banach space Y ≤ CI is called solid
if for all sequences x = (xi)i∈I and y = (yi)i∈I with y ∈ Y and |xi| ≤ |yi| for all i ∈ I, it follows that x ∈ Y with
‖x‖Y ≤ ‖y‖Y .
Dual to the notion of a Banach frame, a family Φ = (ϕi)i∈I in X is called an atomic decomposition[44] for X
if there is a solid sequence space Z ≤ CI such that
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• the synthesis operator SΦ : Z → X, (xi)i∈I 7→
∑
i∈I xiϕi is well-defined and bounded, where convergence
of the series occurs in a suitable (weak) sense,
• there is a bounded linear coefficient operator C : X → Z satisfying SΦ ◦C = idX .
In particular, this implies that every x ∈ X can be written as x =∑i∈I ciϕi for a suitable sequence c = (ci)i∈I = Cx.
The existence of nice Banach frames and atomic decompositions for a given (family of) Banach space(s) is
extremely convenient, since the study of many properties like existence of embeddings, boundedness of operators
and description of interpolation spaces, etc., of the Banach spaces under consideration can be reduced to studying
these properties for the associated sequence spaces, which are often much easier to understand.
For this reason, much effort has been spent to derive existence of Banach frames and atomic decompositions for
many well-known spaces like Besov- and Sobolev spaces. The most well-known types of (Banach) frames are probably
the wavelet characterization of Besov spaces (see e.g. [74, Theorem 1.64]), the closely related characterization
of these spaces using the ϕ-transform [34, 33], as well as the existence of Gabor frames for modulation spaces[45].
1.1.1. Classical group-based coorbit theory. By generalizing the similarities between the theories of wavelet- and
Gabor frames, Feichtinger and Gröchenig initiated the study of so-called coorbit spaces[25, 26, 27, 44], which pro-
vide a systematic way of obtaining Banach frames and atomic decompositions for certain Banach spaces. Precisely,
one starts with an irreducible, (square)-integrable representation π : G→ U (H) of some locally compact Hausdorff
(LCH) topological group G. This representation induces for each g ∈ H an associated voice transform
Vg : H → C (G) , f 7→ Vgf where (Vgf) (x) = 〈f, π (x) g〉H .
For an admissible vector ψ ∈ H \ {0} (which means Vψψ ∈ L2 (G)), it follows[20] that Vψ : H → L2 (G) is (a
scalar multiple of) an isometry, so that (π (x)ψ)x∈G is a tight continuous frame for H, since
‖f‖2H = Cψ ·
∫
G
|(Vψf) (x)|2 dµ (x) ∀f ∈ H.
In particular, this identity implies H = {f ∣∣Vψf ∈ L2 (G)}. In generalization of this identity, coorbit theory shows
that for “good enough” analyzing windows ψ and each suitable, solid function space Y ≤ L1loc (G), one can define
the associated coorbit space as
Co (Y ) := {f ∈ R |Vψf ∈ Y } with norm ‖f‖Co(Y ) = ‖Vψf‖Y .
Here, R = RY is a suitable reservoir. Informally, R corresponds to the set of (tempered) distributions; but due
to the generality in which coorbit spaces are defined, one has to use a slightly different definition, intrinsic to the
group G, cf. [26, Section 4].
The main statement of coorbit theory is that one can discretize the (continuous, tight) frame (π (x)ψ)x∈G, to
obtain discrete Banach frames and atomic decompositions, simultaneously for all spaces Co (Y ), where Y ranges
over a suitable set of solid function spaces on Y . More precisely, the following are true:
• For each translation invariant, solid function space Y ≤ L1loc (G), there is a so-called control weight
w = wY : G→ (0,∞), cf. [26, equation (4.10)]. For the following statements, we always assume that w is a
control weight for Y .
• Associated to each control weight w, there is a class Bw ⊂ H of good (analyzing) vectors such that for
each two ψ1, ψ2 ∈ Bw \ {0}, the identity
{f ∈ R |Vψ1f ∈ Y } = Co (Y ) = {f ∈ R |Vψ2f ∈ Y }
holds, i.e., one has a consistency statement.
• For each control weight w and each ψ ∈ Bw \ {0}, there is a unit neighborhood U = U (ψ,w) ⊂ G, such
that for every U -dense and relatively separated family X = (xi)i∈I in G, the family (π (xi)ψ)i∈I forms
an atomic decomposition of Co (Y ), i.e., there is a solid, discrete sequence space Yd (X) ≤ CI associated
to Y such that the following hold (see [26, Theorem 6.1 and the associated remark]):
– the synthesis operator
S : Yd (X)→ Co (Y ) , (λi)i∈I 7→
∑
i∈I
λi · π (xi)ψ
is well-defined and bounded (with convergence in the weak-∗-topology of the reservoir R),
– there is a bounded linear operator C : Co (Y )→ Yd (X) satisfying S ◦ C = idCo(Y ).
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• For each control weight w and each ψ ∈ Bw \ {0}, there is a unit neighborhood V = V (ψ,w) ⊂ G such
that for every V -dense and relatively separated family X = (xi)i∈I in G, the family (π (xi)ψ)i∈I forms a
Banach frame for Co (Y ), i.e., with the same solid sequence space Yd (X) as above, the following hold (see
[44, Theorem 5.3]):
– the analysis operator
A : Co (Y )→ Yd (X) , f 7→ (〈f, π (xi)ψ〉)i∈I
is well-defined and bounded,
– there is a bounded linear operator R : Yd (X)→ Co (Y ) satisfying R ◦A = idCo(Y ).
Here, a family X = (xi)i∈I is called V -dense if G =
⋃
i∈I xiV and relatively separated if it is a finite union of
separated sets, where a family Z = (zj)j∈J is called separated if there is a unit neighborhood W ⊂ G satisfying
zjW ∩ zℓW = ∅ for j 6= ℓ.
Among other examples, this group-based coorbit theory can be used to obtain Banach frames and atomic de-
compositions for modulation spaces as well as for homogeneous Besov spaces. There are also several extensions, for
example to the setting of Quasi-Banach spaces[67], and to the setting of possibly reducible or non-integrable group
representations[10].
The main limitation of this theory, however, is that many relevant spaces like inhomogeneous Besov spaces are
not covered by it.
1.1.2. Generalized coorbit theory. To overcome this limitation, Fornasier, Rauhut and Ullrich[31, 69] developed what
is called generalized coorbit theory; see also [4] for some corrections and extensions and [53] for a generalization
to Quasi-Banach spaces. For generalized coorbit theory, one starts from a Hilbert space H, for which one is given
a continuous frame Ψ = (ψx)x∈X which is indexed by some locally compact measure space X , equipped with a
Radon measure µ. Formally, this means that for each f ∈ H, the function X → C, x 7→ 〈f, ψx〉H is measurable and
there are constants 0 < A ≤ B satisfying
A · ‖f‖2H ≤
∫
X
|〈f, ψx〉H|2 dµ (x) ≤ B · ‖f‖2H ∀f ∈ H.
In this case, the frame operator S : H → H, f 7→ ∫X 〈f, ψx〉H · ψx dµ (x) (with the integral understood in the
weak sense) is well-defined, self-adjoint and positive and thus invertible. Hence, one can form the canonical dual
frame Ψ˜ = (ψ˜x)x∈X =
(
S−1ψx
)
x∈X . If the frame Ψ is tight, one can choose A = B and the dual frame Ψ˜ is
simply a scalar multiple of Ψ, but in general, Ψ and Ψ˜ might be very different. For generalized coorbit theory to
be applicable at all, one requires the cross-gramian kernel
R : X ×X → C, (x, y) 7→ 〈ψy, S−1ψx〉 = 〈ψy, ψ˜x〉
to have certain decay/mapping properties; precisely, one requires R ∈ Am, where m = mY is a given control weight
associated to the solid function space Y ≤ L1loc (X) in which one is interested. Here, Am is a suitable algebra of
kernels, cf. [31, Section 3].
With these two frames Ψ, Ψ˜, there are two associated voice transforms, given by
VΨf (x) := 〈f, ψx〉H and WΨf (x) := 〈f, ψ˜x〉H =
(
VΨ
[
S−1f
])
(x) ,
and then (cf. [31, equation (3.8) and Definition 3.1]) also two reservoirs R1 :=
(K1v)¬ and R2 := (H1v)¬ and two
coorbit spaces
Co (Y ) := {f ∈ R1 |VΨf ∈ Y } and C˜o (Y ) := {f ∈ R2 |WΨf ∈ Y } .
Then, if the frame Ψ is “good enough” (the precise meaning of which depends on the space Y ), one can again
discretize the continuous frame Ψ to obtain atomic decompositions and Banach frames. However, one has to be a
bit careful; assuming that the family (xi)i∈I is “dense enough in X” (cf. [31, Theorem 5.7] for the details), we have
the following:
• the family (ψxi)i∈I is an atomic decomposition of C˜o (Y ) with corresponding sequence space Y ♮,
• the family (ψxi)i∈I is a Banach frame for Co (Y ) with corresponding sequence space Y ♭.
Thus, although generalized coorbit theory is immensely powerful and general, its main limitation is that one
essentially has to start from a tight continuous frame for a Hilbert space H, since in the non-tight case one faces
several limitations:
• In most cases of continuous non-tight frames, one knows very little about the properties of the (canonical)
dual frame Ψ˜, which makes it hard to verify that the kernel R (x, y) =
〈
ψy, ψ˜x
〉
satisfies R ∈ Am.
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• As seen above, one is faced with two distinct coorbit spaces Co (Y ) and C˜o (Y ) and obtains a Banach frame
for Co (Y ) and an atomic decomposition for C˜o (Y ). In many cases, however, it is desired to simultaneously
have a Banach frame and an atomic decomposition for one common space.
We mention that [31, Section 4] provides criteria which ensure Co (Y ) = C˜o (Y ), namely if Ψ and Ψ˜ are
Am-self-localized. To show that this is true, however, one again needs to know a lot about the dual frame
Ψ˜, which in general one does not. The most convenient way out (outlined in [31, Theorem 4.7 and the
comments afterward]) is to find a suitable spectral subalgebra A of Am and then to show that the kernel
K (x, y) = 〈ψy, ψx〉 satisfies K ∈ A. Once this is shown, [31, Theorem 4.7] yields Co (Y ) = C˜o (Y ) as well
as R ∈ A ⊂ Am, so that coorbit theory is applicable. The main limitation of this approach is that not too
many spectral algebras of kernels are known.
In total, there are two desirable use cases of (generalized) coorbit theory in which an actual application is difficult,
or even impossible:
(1) In the first case, one is given a (family of) Banach space(s) B and wants to find Banach frames and atomic
decompositions for B. To achieve this via (generalized) coorbit theory, one has to find a (preferably tight)
continuous frame Ψ = (ψx)x∈X and a (family of) solid Banach function space(s) Y ≤ L1loc (X) such that
B = Co (Y ) = {f |VΨf ∈ Y }. Furthermore, one has to verify that Ψ indeed satisfies all prerequisites for
the application of generalized coorbit theory. Finally, if Ψ is non-tight, one has to verify Co (Y ) = C˜o (Y ),
for example by using the approach using spectral algebras which we outlined above.
(2) In the second case, which occurs e.g. if one wants to study the approximation theoretic properties of
discrete, cone-adapted shearlet frames[54], one starts with a discrete frame Ψd = (ψi)i∈I (or with a family
of such discrete frames, e.g., parametrized by the sampling density) for a Hilbert space H and one wants
to understand the space of those functions which are analysis-sparse with respect to this frame, e.g., the
space
Bq :=
{
f ∈ H
∣∣ (〈f, ψi〉)i∈I ∈ ℓq (I)} for q < 2.
An important property one might be interested in is whether analysis sparsity is equivalent to synthesis
sparsity, i.e., whether every f ∈ Bq admits an expansion f =
∑
i∈I ciψi for a sequence c = (ci)i∈I ∈ ℓq (I).
To derive such a statement using coorbit theory, one needs to find a continuous (preferably tight) frame
Ψ = (ψx)x∈X for H such that the discretization (ψxi)i∈I of this frame (in the sense of generalized coorbit
theory) is equal to Ψd. Then, provided that Co (Y ) = C˜o (Y ) = Bq, coorbit theory will yield the desired
statement.
The main problem here—as witnessed by the example of discrete cone-adapted shearlets—is that it can
often be very hard or even impossible to find such a continuous frame Ψ, much less a tight one. There
are tight continuous shearlet frames, e.g. those related to shearlet coorbit spaces[14, 18, 17, 12], but a
discretization of these frames does not yield discrete cone-adapted shearlet systems.
As we will see now, our approach does not require to have a continuous frame which can then be discretized. Thus,
in this aspect, our approach improves upon (generalized) coorbit theory. As we will see in the companion paper
[66], we are in particular able to handle discrete cone-adapted shearlet frames; and for this case, our theory indeed
shows that analysis sparsity is equivalent to synthesis sparsity.
1.1.3. Our approach using decomposition spaces. For our approach, we start with a structured covering Q of
(an open subset O of) the frequency space Rd. More precisely (see Subsection 1.3 for the completely formal
assumptions), we assume that
Q = (Qi)i∈I = (TiQ+ bi)i∈I (1.1)
for a fixed open, precompact set Q ⊂ Rd and certain linear maps Ti ∈ GL
(
Rd
)
and translations bi ∈ Rd. Then,
given a suitable partition of unity Φ = (ϕi)i∈I subordinate to Q and a suitable weight w = (wi)i∈I on I, as well as
p, q ∈ (0,∞], one defines the decomposition space (quasi)-norm of a distribution g as
‖g‖D(Q,Lp,ℓqw) :=
∥∥∥(∥∥F−1 (ϕi · ĝ)∥∥Lp)i∈I∥∥∥ℓqw =
∥∥∥(∥∥(F−1ϕi) ∗ g∥∥Lp)i∈I∥∥∥ℓqw ,
while the decomposition space D (Q, Lp, ℓqw) consists of all distributions for which this (quasi)-norm is finite. For
the exact interpretation of “distribution” in this context, we refer to Subsection 1.3. In words, the decomposition
space norm is computed by first decomposing g in frequency according to the covering Q to obtain the pieces
gi = F−1 (ϕi · ĝ). Each of these pieces is then measured in Lp and the overall norm is a certain ℓqw-norm over all of
these contributions. In most of the paper, we will even consider the weighted Lp-spaces Lpv instead of L
p. But in
this introduction, we will mostly stick to the setting just described, for the sake of simplicity.
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Our general aim is to show that one can obtain compactly supported Banach frames and atomic decompositions
Ψ of a very special, structured form for the decomposition space D (Q, Lp, ℓqw). In fact, it will turn out that the
system Ψ can be taken to be a generalized shift invariant system generated by a single prototype function γ, similar
to the way in which a prototype function can generate Gabor, wavelet and shearlet systems.
To see exactly how such a system Ψ might look like, let us write Siξ := Tiξ + bi for i ∈ I. Note that if
supp γ̂ ⊂ Q, then supp [γ̂ ◦ S−1i ] ⊂ Qi. The same remains true in a weak sense if the strict inclusion supp γ̂ ⊂ Q
is replaced by requiring that γ̂ be essentially supported in Q, which can even hold if γ is not band-limited. Now,
note Fγ(i) = γ̂ ◦ S−1i for γ(i) := |detTi| ·Mbi
[
γ ◦ T Ti
]
. For consistency with the L2-setting, we also consider
γ[i] := |detTi|1/2 ·Mbi
[
γ ◦ T Ti
]
. (1.2)
In fact, we will even allow the generator γ to vary with i ∈ I, i.e., γ[i] = |detTi|1/2 ·Mbi
[
γi ◦ T Ti
]
. An example
where this is useful is an inhomogeneous wavelet system: If the generator γ is required to be independent of i ∈ I,
the “low-pass part” of the wavelet system needs to be obtained by a frequency shift (i.e., by a modulation) from the
mother wavelet γ. Indeed, since we consider only affine dilations of γ̂ and since any linear dilation of γ̂ will vanish
at the origin, this is the only way in which one can cover the origin of the frequency domain. In most cases, the
exact shape of the low-pass part is not important, so that taking a modulation of the mother wavelet is acceptable.
But in other cases, one might desire more specific properties of the low-pass part; for example, one could want
it to be real-valued. In this case, the added flexibility of allowing γ to depend on i ∈ I might be valuable. In
this introduction, however, we will only consider the case in which γi = γ is independent of i ∈ I, for the sake of
simplicity.
Now, since the family
(
γ̂(i)
)
i∈I
behaves similarly to the family (ϕi)i∈I (at least with respect to the (essential)
frequency support), one could be tempted to conjecture that
‖g‖D(Q,Lp,ℓqw) ≍
∥∥(‖γ(i) ∗ g‖Lp)i∈I∥∥ℓqw . (1.3)
For the special case of α-modulation spaces, this statement was established (for (almost) arbitrary γ ∈ S (Rd)) in
[52]. Our first result (cf. Section 3) will be to show that for p ∈ [1,∞], equation (1.3) is indeed valid under suitable
assumptions on γ. Furthermore, for p ∈ (0, 1), we have the slightly modified statement
‖g‖D(Q,Lp,ℓqw) ≍
∥∥∥∥(‖γ(i) ∗ g‖W
T
−T
i
[−1,1]d
(Lp)
)
i∈I
∥∥∥∥
ℓqw
, (1.4)
where WT−Ti [−1,1]d (L
p) is a so-called Wiener amalgam space (originally introduced by Feichtinger[22]). We
refer to the results (1.3)-(1.4) as stating that the family
(
γ(i)
)
i∈I forms a semi-discrete Banach frame for
D (Q, Lp, ℓqw). The reason for this nomenclature is that the index set of the family
((
γ(i) ∗ g) (x))
i∈I,x∈Rd has the
discrete part I, but also the continuous part Rd.
Our next results are concerned with a further discretization of this semi-discrete Banach frame. Indeed, under
more stringent assumptions on γ, we show in Section 4 for δ > 0 sufficiently small that the structured generalized
shift-invariant system
Ψδ :=
(
Lδ·T−Ti k γ˜
[i]
)
i∈I,k∈Zd
with f˜ (x) := f (−x) (1.5)
generates a Banach frame for D (Q, Lp, ℓqw), with the associated discrete sequence space
Y := ℓq(
|detTi|
1
2
− 1
p ·wi
)
i∈I
([
ℓp
(
Zd
)]
i∈I
)
where
∥∥∥(c(i)k )i∈I,k∈Zd∥∥∥
Y
=
∥∥∥∥(|detTi| 12− 1p ·wi ·∥∥(c(i)k )k∈Zd∥∥ℓp)i∈I
∥∥∥∥
ℓq
. (1.6)
Since the system Ψδ is generated in a very structured way—similar to the usual definition of Gabor, wavelet or
shearlet frames—from a single prototype function, we call Ψδ a structured Banach frame for D (Q, Lp, ℓqw).
Finally, we show in Section 5—again under slightly different assumptions on γ—that the family
(
Lδ·T−Ti k γ
[i]
)
i∈I,k∈Zd
forms an atomic decomposition for D (Q, Lp, ℓqw), with the same associated sequence space Y as above. As above,
we call this family a structured atomic decomposition. Hence, at least if γ is symmetric and fulfills certain
technical conditions, the family Ψδ will simultaneously form a Banach frame, as well as an atomic decomposition
for D (Q, Lp, ℓqw); in particular, this implies that analysis sparsity is equivalent to synthesis sparsity for Ψδ.
We remark that the assumptions placed on the prototype function γ are quite technical, even though we will
achieve a significant simplification of these conditions in Section 6. Indeed, a slightly simplified version of our main
theorem concerning Banach frames reads as follows:
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Theorem. (cf. Corollary 6.6 for the precise statement)
Recall from equation (1.1) that Q = (TiQ + bi)i∈I . Assume that there is an open set P ⊂ Rd with P ⊂ Q and
O = ⋃i∈I TiP + bi. Let p, q ∈ (0,∞]. Then there are explicitly given N ∈ N and σ, τ > 0, depending on d, p, q, with
the following property:
If w = (wi)i∈I is a Q-moderate1 weight and if γ ∈ L1
(
Rd
)
satisfies the following:
(1) We have γ̂ ∈ C∞ (Rd), where all partial derivatives of γ̂ are polynomially bounded.
(2) We have γ ∈ C1 (Rd) and ∂ℓγ ∈ L1 (Rd) ∩ L∞ (Rd) for all ℓ ∈ {1, . . . , d}.
(3) We have γ̂ (ξ) 6= 0 for all ξ ∈ Q.
(4) We have
C1 := sup
i∈I
∑
j∈I
Mj,i <∞ and C2 := sup
j∈I
∑
i∈I
Mj,i <∞ (1.7)
with
Mj,i :=
(
wj
wi
)τ
· (1 + ∥∥T−1j Ti∥∥)σ · max|β|≤1
(
|detTi|−1 ·
∫
Qi
max
|α|≤N
∣∣∣(∂α∂̂βγ)(T−1j (ξ − bj))∣∣∣d ξ)τ .
Then, for δ > 0 sufficiently small, the family Ψδ from equation (1.5) is a Banach frame for D (Q, Lp, ℓqw), with
associated sequence space Y as given in equation (1.6).
The conditions which ensure that γ generates an atomic decomposition are similar, but slightly more complicated,
cf. Corollary 6.7. For the sake of brevity, we omit them in this introduction.
Of course, condition (1.7) is quite technical. The main reason for this is that hugely different coverings Q
are treated using the same theory. Thus, given a specific covering (e.g. the ones used to define Besov spaces or
α-modulation spaces), the difficulty consists in reducing the general, abstract criteria provided by the theory to
readily verifiable criteria involving only the smoothness, decay and Fourier decay of γ. As we will see in Sections
7 and 8, this is indeed possible for Besov spaces and α-modulation spaces. In addition, in the companion paper
[66] we will show that the theory also applies to shearlet smoothness spaces. Furthermore, it turns out that in
each of these cases one can find compactly supported prototype functions γ which fulfill the relevant criteria. Thus,
although the decomposition spaces D (Q, Lp, ℓqw) are defined using the bandlimited partition of unity (ϕi)i∈I , it is
usually possible to give alternative characterizations in terms of compactly supported functions.
At a first glance, the difficulty pertaining to the technical conditions described above seems be a major drawback
of the theory presented here in comparison to coorbit theory. But in fact, coorbit theory faces the same problem:
In essentially every example where coorbit theory is applicable, one has a systematic way of assigning to each
“prototype” ψ a whole family Ψ = (ψx)x∈X . Then, one has to obtain a profound understanding of the mapping
ψ 7→ (ψx)x∈X in order to derive readily verifiable conditions on ψ which ensure that the family Ψ is suitable for
the application of coorbit theory, in particular to ensure that Ψ is a (Hilbert space) frame and that the kernel
R (x, y) =
〈
ψy, S
−1ψx
〉
belongs to Am. As examples for the effort one still has to put in to apply coorbit theory in
specific situations, we mention [37, 38, 36, 39, 69, 14, 18, 17, 13, 40, 35, 75]. We emphasize that this effort should
not be seen as a shortcoming of the mentioned papers or of (generalized) coorbit theory, but rather as showing
that despite the tremendous simplifications coorbit theory has to offer, one still has to put in work to apply it in
concrete situations. The same is true of the results in this paper.
In fact, there is an intimate connection between the decomposition space setting considered here and the coorbit
setting considered in [14, 17, 38, 39, 75]: In all of these papers, the authors consider coorbit spaces of a semi-
direct product Rd ⋊ H for suitable dilation groups H ≤ GL (Rd), where the associated unitary representation
π : Rd ⋊ H → U (L2 (Rd)) , (x, h) 7→ LxDh is the quasi-regular representation, i.e., the natural action of
Rd ⋊H on L2
(
Rd
)
in terms of the translations Lx and the dilations Dh with Dhf = |deth|−1/2 ·
(
f ◦ h−1). The
mentioned papers contain—typically somewhat technical and lengthy—sufficient criteria which ensure that a given
mother wavelet can serve as an atom in the coorbit scheme. These conditions heavily depend on the considered
dilation group H and also on the weight w : Rd⋊H → (0,∞) which is used for the weighted mixed Lebesgue space
Lp,qw
(
Rd ⋊H
)
. For a given mother wavelet g satisfying these criteria, the theory of coorbit spaces implies that each
sufficiently densely sampled family (π (xj , hj) g)j∈J yields an atomic decomposition, as well as a Banach frame for
the coorbit space Co
(
Lp,qw
(
Rd ⋊H
))
.
But as shown in [40] and in [76, Section 4], we have Co
(
Lp,qw
(
Rd ⋊H
))
= D (QH , Lp, ℓqw˜) up to canonical
identifications, at least if the weight w = w (x, h) only depends on the second factor, i.e., if w = w (h). Here, the
1cf. Section 1.3, equation (1.13) for the precise definition.
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so-called induced covering QH =
(
h−Ti Q
)
i∈I of the dual orbit O = HT ξ0 ⊂ Rd is determined by an arbitrary
well-spread family (hi)i∈I in H . Given this identification, one can then apply the theory developed in this paper to
derive conditions on the prototype γ which ensure that the family(
Lδ·hik γ
[i]
)
i∈I,k∈Zd
=
(
|dethi|−1/2 · Lδ·hik
[
γ ◦ h−1i
])
i∈I,k∈Zd
= (π (δhik, hi) γ)i∈I,k∈Zd
forms a Banach frame, or an atomic decomposition for the decomposition space D (QH , Lp, ℓqw˜) and thus also for the
coorbit space Co
(
Lp,qw
(
Rd ⋊H
))
. Note that the family [(δhik, hi)]i∈I,k∈Zd is well-spread in R
d ⋊H since (hi)i∈I
is well-spread in H . Hence, the theory developed in this paper yields Banach frames and atomic decompositions
which are of the same form as those obtained via coorbit theory. As future work, we plan a systematic comparison
of the conditions imposed on the prototype γ by coorbit theory (as in [14, 17, 38, 39, 75]) on the one hand and by
the theory developed in this paper on the other hand.
In spite of the strong connection between coorbit theory and the theory developed in this paper, they differ in
some important aspects:
As a first difference, we observe that coorbit theory requires to pass from the given continuous frame (ψx)x∈X to
a sufficiently densely sampled version (ψxi)i∈I . This will usually not only require a sufficiently dense sampling in
the space domain (which corresponds to δ in equation (1.5)), but also to a rather dense sampling in the frequency
domain. In contrast, for our approach only the sampling density in space needs to be sufficiently high. The
“frequency sampling density” is fixed a priori by choosing the covering Q = (TiQ+ bi)i∈I .
Next, the main advantage of our approach in comparison to coorbit theory is that one does not need to start
from a given continuous frame (ψx)x∈X which is then discretized. In fact, one can even start from a given discrete
frame which is of the form (1.5). As long as the family Q = (TiQ+ bi)i∈I forms a suitable covering, one can then
consider the associated decomposition spaces D (Q, Lp, ℓqw) and use the theory presented here to justify that the
discrete frame one started with forms a Banach frame and an atomic decomposition for D (Q, Lp, ℓqw), possibly after
adjusting the sampling density.
Probably, this intuition is what originally lead Labate et al. to the introduction of the shearlet smoothness
spaces[58], although they did not have the machinery to rigorously prove that the usual discrete, cone-adapted
shearlet systems indeed yield Banach frames and atomic decompositions for the shearlet smoothness spaces. Using
the theory developed here, we will see in the companion paper [66] that this is indeed the case. Furthermore, we
will employ our results to show that suitable discrete, cone-adapted shearlet systems achieve an almost optimal
approximation rate for the class of cartoon-like functions. At a first glance, this might appear to be a well-known
statement, but a closer inspection of the classical results about approximation of cartoon-like functions by shearlets
(see e.g. [56, 55, 57, 47]) reveals that these papers in fact only show that the N -term approximation fN with respect
to the dual frame of the shearlet frame satisfies the (almost optimal) rate ‖f − fN‖L2 . N−1 · (logN)θ for suitable
θ > 0.
1.1.4. Comparison to other constructions of Banach frame decompositions of decomposition spaces. One of the first
general constructions of atomic decompositions for decomposition spaces was given by Borup and Nielsen in [9].
The main difference between their approach and ours is that our frame elements γ[i] can be chosen to be compactly
supported, while Borup and Nielsen purely focus on bandlimited frame elements.
There is also a more recent paper by Nielsen and Rasmussen [63] in which they construct compactly supported
frames for certain decomposition spaces. In comparison to that paper, our assumptions concerning the covering Q
are more general, while our conclusions are more specific:
• In [63], the authors only consider coverings Q which are induced by considering Rd in a certain way as a space
of homogeneous type: More precisely, Q is assumed to satisfy Q = (Qk)k∈Zd = (BA (ξk, ̺ · h (ξk)))k∈Zd , where
the balls BA (ξ, r) =
{
ζ ∈ Rd
∣∣ |ζ − ξ|A < r} are defined using the quasi-metric |·|A, which is induced in a certain
way (cf. [63, Definition 2.1]) by the one-parameter group of dilations (δt)t>0 where δt = exp (A · ln t) for a fixed
matrix A ∈ Rd×d with positive eigenvalues. As shown between [63, Lemma 2.6] and [63, Definition 2.7], we have
Qk = δh(ξk) [BA (0, ̺)] + ξk ∀k ∈ Zd,
so that all sets Qk of the covering Q are affine images of a fixed set, where the linear parts of the affine maps
are all elements of the one-parameter family (δt)t>0. Note with ν := traceA > 0 that det δt = t
ν for all t > 0, so
that δt is uniquely determined by its determinant. Since the covering used to define shearlet smoothness spaces
uses affine transformations for which many different linear parts have the same determinant, this shows—or at
least very strongly indicates—that the covering used to define the shearlet smoothness spaces does not satisfy
the assumptions imposed in [63], while our theory is able to handle these spaces.
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Below, we will give another more rigorous argument which shows that the theory developed in [63] does in
fact neither apply to the usual dyadic covering which is used to define (inhomogeneous) Besov spaces, nor to
the covering used to define shearlet smoothness spaces.
• While each of the compactly supported Banach frames constructed in [63] is a union of generalized shift invariant
systems, it is not true that the frames are generated from a single prototype function in the same structured
way as in our paper. In contrast, the Banach frames constructed in [63] are of the form
(ψk,n)k,n∈Zd =
(
[h (ξk)]
ν/2 · τk
(
δTh(ξk) • −
π
a
n
)
ei〈·,ξk〉
)
k,n∈Zd
where τk =
K∑
i=1
a
(k)
i gm (•+ b(k)i ) ,
for suitable K,m ∈ N and with gm = Cgmν · g ◦ δTm. Hence, using notation as in eq. (1.2) with the covering Q
as defined above and with bk := ξk, as well as Tk := δh(ξk), we have (ψk,n)k,n∈Zd =
(
L π
aT
−T
k n
τ
[k]
k
)
k,n∈Zd
, while
the structured family Ψδ defined in equation (1.5) satisfies Ψδ =
(
Lδ·T−Tk n ψ˜
[k]
)
k,n∈Zd
. In other words, while
the structured Banach frames constructed in this paper arise from a single prototype function by translations,
modulations and dilations, the frames constructed in [63] do not satisfy this property.
In particular, if the coveringQ is the usual dyadic covering of Rd used to define (inhomogeneous) Besov spaces,
then Ψδ will be an (inhomogeneous) wavelet frame, while this is not in general true of the frame constructed in
[63]. Additionally, the results in [63] are not applicable in this setting, as we will see below.
This last defect—that the resulting Banach frame is not generated from a single prototype—is addressed in the
follow-up paper [62]. There, Morten Nielsen considers the same general setting as described above. He then
constructs a bandlimited Banach frame for the associated decomposition spaces which is generated by a single
prototype function in the same structured way as proposed in the present paper. Furthermore, Nielsen then uses a
distortion argument to show that one can also obtain a structured Banach frame with a single, compactly supported
generator. Hence, at a first glance, it might seem that all results of the present paper are already contained in [62].
This, however, is not true for the following reasons:
• As already observed above, the coverings considered in [62] and [63] are quite restricted. They have to be of the
form Q = (Qk)k∈Zd = (BA (ξk, ̺ · h (ξk)))k∈Zd , where the balls BA (ξ, r) =
{
ζ ∈ Rd
∣∣ |ζ − ξ|A < r} are defined
using the quasi-metric |·|A, which is determined by a suitable matrix A.
In particular, the setting considered in [62] does neither include the case of homogeneous or inhomogeneous
Besov spaces, nor the case of shearlet smoothness spaces. To see this, note that [62, Proposition 3.6] does not
impose any vanishing moment conditions on the prototype γ (which is called g in the notation of [62]). In fact,
it is even required that γ̂ (0) 6= 0. But it is folklore that the generator of an (inhomogeneous or homogeneous)
wavelet frame for L2 (R) has to satisfy certain vanishing moment conditions; the proof for homogeneous wavelet
frames is given in [19, Theorem 3.3.1]. A proof of the corresponding statement for discrete cone-adapted shearlet
frames is given in Appendix C.
In stark contrast, the theory developed in the present paper is able to handle Besov spaces (cf. Section 8), as
well as shearlet smoothness spaces (cf. the companion paper [66]).
• Since a distortion argument is used to obtain a compactly supported Banach frame from a bandlimited frame, the
choice of the generator γ in [62] is quite restricted; γ has to be close enough to the generator of the bandlimited
frame.
In contrast, the assumptions imposed on γ in the present paper are quite mild. In most concrete cases (in
particular for α-modulation spaces, Besov spaces and shearlet smoothness spaces), the conditions reduce to
suitable smoothness, decay and vanishing moment criteria, in conjunction with a certain nonvanishing condition
for the Fourier transform γ̂.
• In the present paper, we also consider the decomposition spaces D (Q, Lpv, ℓqw) where a weighted Lebesgue space
Lpv
(
Rd
)
is used. In contrast, [62] only considers the unweighted case.
We remark however that [62] jointly considers Triebel-Lizorkin type, as well as Besov type decomposition spaces.
In contrast, at least in its present state, the approach developed in this paper only applies to the Besov type
decomposition spaces.
Finally, we mention the recent paper [64] in which Ottosen and Nielsen take the “reverse” of the usual approach:
Instead of starting with a given function space X and then constructing Banach frames or atomic decompositions
for this space, the authors start with a given painless nonstationary Gabor frame (hi,k)i,k∈Zd satisfying
hi,k = Lai·k hi and supp ĥi ⊂
[
0, a−1i
]d
+ bi for certain ai > 0 and bi ∈ Rd.
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Under suitable assumptions on the (slightly enlarged) covering
Q = (Qi)i∈Zd with Qi = a−1i · (−δ, 1 + δ)d + bi,
Ottosen and Nielsen then show that the renormalized family
(
h
(p)
i,k
)
i,k∈Zd
defined by h
(p)
i,k = a
1
p− 12
i · hi,k forms a
Banach frame for the decomposition space D (Q, Lp, ℓqωs), where ωi = 1+ ‖ξi‖2 for suitable ξi ∈ Qi. In addition, it
is shown in [64, Theorem 6.1] for p, q ∈ (0,∞) that every f ∈ D (Q, Lp, ℓqωs) admits an expansion of the form
f =
∑
i,k∈Zd
〈h, hi,k〉 · h˜i,k, (1.8)
where (h˜i,k)i,k∈Zd is the canonical dual frame of the nonstationary Gabor frame (hi,k)i,k∈Zd .
In summary, the paper [64] starts with a given painless nonstationary Gabor frame and then shows that the
space of analysis-sparse signals w.r.t. the frame coincides with a suitably defined decomposition space. Note that
the painless nonstationary Gabor frames are always bandlimited. Using the theory developed in this paper, it should
be possible (perhaps with the cost of changing the sampling density in comparison to the original frame) to show
similar results for nonstationary Gabor frames with compactly supported generators. Furthermore, while the results
in [64] only show that each f ∈ D (Q, Lp, ℓqw) admits a sparse expansion in terms of the dual frame (h˜i,k)i,k∈Zd , our
results would yield a sparse expansion in terms of the frame itself, so that analysis sparsity is equivalent to synthesis
sparsity.
1.2. Notation and conventions. We write N = Z≥1 for the set of natural numbers and N0 = Z≥0 for the set
of natural numbers including 0. For a matrix A ∈ Cd×d, we denote by AT the transpose of A. The norm ‖A‖ of
A is the usual operator norm of A, acting on Rd equipped with the usual euclidean norm |·| = ‖·‖2. The open
euclidean ball of radius r > 0 around x ∈ Rd is denoted by Br (x). For a linear (bounded) operator T : X → Y
between (quasi)-normed spaces X,Y , we denote the operator norm of T by
|||T ||| := |||T |||X→Y := sup‖x‖X≤1
‖Tx‖Y .
For an arbitrary set M , we let |M | ∈ N0 ∪ {∞} denote the number of elements of the set. For n ∈ N0 = Z≥0, we
write n := {1, . . . , n}; in particular, 0 = ∅. For the closure of a subset M of some topological space, we write M .
The d-dimensional Lebesgue measure of a (measurable) set M ⊂ Rd is denoted by λ (M) or by λd (M).
Furthermore, for M ⊂ Rd, we define the indicator function (or characteristic function) 1M of the set M by
1M : Rd → {0, 1} , x 7→
{
1, if x ∈M,
0, otherwise.
For two subsets A,B ⊂ Rd, we define the Minkowski sum and the Minkowski difference of A,B by
A+B := {a+ b |a ∈ A, b ∈ B} and A−B := {a− b |a ∈ A, b ∈ B} .
The Minkowski difference A−B should be distinguished from the set-theoretic differenceA\B = {a ∈ A | a /∈ B}.
The translation and modulation of a function f : Rd → Ck by x ∈ Rd or ξ ∈ Rd are, respectively, denoted by
Lxf : Rd → Ck, y 7→ f (y − x) , and Mξf : Rd → Ck, y 7→ e2πi〈ξ,y〉f (y) .
For the Fourier transform, we use the convention f̂ (ξ) := (Ff) (ξ) := ∫
Rd
f (x) · e−2πi〈x,ξ〉 dx for f ∈ L1 (Rd).
It is well-known that the Fourier transform extends to a unitary automorphism F : L2 (Rd)→ L2 (Rd). The inverse
of this map is the continuous extension of the inverse Fourier transform, given by
(F−1f) (x) = ∫
Rd
f (ξ) e2πi〈x,ξ〉 d ξ
for f ∈ L1 (Rd). We will make frequent use of the space S (Rd) of Schwartz functions and its dual space S ′ (Rd),
the space of tempered distributions. For more details on these spaces, we refer to [29, Section 9]; in particular,
we note that the Fourier transform restricts to a linear homeomorphism F : S (Rd) → S (Rd); by duality, we can
thus define F : S ′ (Rd)→ S ′ (Rd) by Fϕ = ϕ ◦ F for ϕ ∈ S ′ (Rd).
Given an open subset U ⊂ Rd, we let D′ (U) denote the space of distributions on U , i.e., the topological dual
space of C∞c (U). For the precise definition of the topology on C
∞
c (U), we refer to [70, Chapter 6]. We remark that
the dual pairings 〈·, ·〉D′,D and 〈·, ·〉S′,S are always taken to be bilinear instead of sesquilinear.
We write vd := λd (B1 (0)) for the d-dimensional Lebesgue measure of the euclidean unit ball. An easy, but
sometimes useful estimate is that vd ≤ 2d, since B1 (0) ⊂ [−1, 1]d. Furthermore, we let sd := Hd−1
(
Sd−1
)
denote
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the surface measure of the unit sphere. It is well-known that sd = d · vd ≤ d · 2d ≤ 22d, since d ≤ 2d. Finally, we
have B
‖·‖∞
1 (0) ⊂ B√d (0) and thus 2d = λ
(
B
‖·‖∞
1 (0)
)
≤ λ (B√d (0)) = vd · dd/2, which implies vd ≥ (2/√d)d.
The constant sd be important for us due to the following: For p ∈ (0,∞) and N > d/p, we get using polar
coordinates that∥∥∥(1 + |•|)−N∥∥∥p
Lp
=
∫
Rd
(1 + |x|)−Np dx =
∫ ∞
0
rd−1
∫
Sd−1
(1 + |rξ|)−Np dHd−1 (ξ) d r
= Hd−1
(
Sd−1
) · ∫ ∞
0
rd−1 · (1 + r)−Np d r
≤ sd ·
∫ ∞
0
(1 + r)
d−Np−1
d r
(since d−Np<0) = sd · (1 + r)
d−Np
d−Np
∣∣∣∣∞
0
=
sd
Np− d,
and hence ∥∥∥(1− |•|)−N∥∥∥
Lp
≤
(
1
p
· sd
N − dp
)1/p
∀N > d/p, (1.9)
which also remains valid (with the interpretation x0 = 1 for arbitrary x ≥ 0) for p =∞.
1.3. Definition of decomposition spaces and standing assumptions. For the whole paper, we fix a semi-
structured admissible covering Q = (Qi)i∈I of an open subset O ⊂ Rd. Precisely this means that for each
i ∈ I there is a measurable subset Q′i ⊂ Rd, an invertible linear map Ti ∈ GL
(
Rd
)
and a translation bi ∈ Rd such
that Qi = SiQ
′
i = TiQ
′
i + bi for the affine transformation Si : R
d → Rd, ξ 7→ Tiξ + bi and such that the following
properties are fulfilled:
(1) Q covers O, i.e., O = ⋃i∈I Qi.
(2) Q is admissible, i.e., we have |i∗| ≤ NQ <∞ for all i ∈ I, where
i∗ := {ℓ ∈ I |Qℓ ∩Qi 6= ∅} . (1.10)
(3) There is some RQ > 0 satisfying Q′i ⊂ BRQ (0) for all i ∈ I.
(4) There is some CQ > 0 satisfying
∥∥T−1i Tℓ∥∥ ≤ CQ for all i ∈ I and all ℓ ∈ i∗.
The most common form of decomposition spaces uses a (quasi)-norm of the form
∥∥∥(∥∥F−1 (ϕi · ĝ)∥∥Lp)i∈I∥∥∥ℓqw , i.e.,
the frequency-localized pieces gi = F−1 (ϕi · ĝ) of g are measured in Lp
(
Rd
)
. To achieve even greater flexibility, we
will allow weighted Lebesgue spaces of the form Lpv
(
Rd
)
instead of Lp
(
Rd
)
. Here, we write
Lpv (R
d) :=
{
f : Rd → C
∣∣ f measurable and v · f ∈ Lp (Rd)} ,
equipped with the natural (quasi)-norm ‖f‖Lpv := ‖v · f‖Lp . In order to still obtain reasonable spaces and results,
we assume the following:
(5) The weights v, v0 : Rd → (0,∞) are measurable and satisfy the following:
(a) v0 ≥ 1 and2 v0 is symmetric, i.e., v0 (−x) = v0 (x) for all x ∈ Rd.
(b) v0 is submultiplicative, i.e., v0 (x+ y) ≤ v0 (x) · v0 (y) for all x, y ∈ Rd.
(c) v is v0-moderate, i.e., v (x+ y) ≤ v (x) · v0 (y) for all x, y ∈ Rd.
(d) There is some K ≥ 0 and some Ω1 ≥ 1 satisfying v0 (x) ≤ Ω1 · (1 + |x|)K for all x ∈ Rd.
(e) The constant K from the previous step satisfies K = 0 or there is a constant Ω0 ≥ 1 satisfying∥∥T−1i ∥∥ ≤ Ω0 for all i ∈ I.
(6) There is a Q-v0-BAPU (bounded admissible partition of unity) Φ = (ϕi)i∈I for Q, which means that:
(a) ϕi ∈ C∞c (O) for all i ∈ I and furthermore ϕi ≡ 0 on O \Qi.
(b)
∑
i∈I ϕi ≡ 1 on O.
(c) For each p ∈ (0,∞], the following expression (then a constant) is finite:
CQ,Φ,v0,p := sup
i∈I
[
|det Ti|max{
1
p ,1}−1 · ∥∥F−1ϕi∥∥Lmin{1,p}v0 ] .
2One can always assume v0 ≥ 1 without loss of generality, since all properties of v0 (including submultiplicativity) are also fulfilled
for v˜0 := 1 + v0 ≥ 1, where possibly Ω1 has to be enlarged, since v˜0 (x) ≤ 1 + Ω1 · (1 + |x|)
K ≤ (1 + Ω1) · (1 + |x|)
K . Likewise, by
switching to v˜0 (x) := v0 (x) + v0 (−x), one can always assume v0 to be symmetric.
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Clearly, if one chooses K = 0 and v = v0 ≡ 1, then one obtains the usual decomposition spaces, as considered e.g. in
[9, 76, 77, 78]. This will be the most common case. Note that in this case, we do not need to assume
∥∥T−1i ∥∥ ≤ Ω0
for all i ∈ I, i.e., the covering Q can be very general.
We observe for later use that the preceding assumptions imply
(1 + |x|)K ≤ ΩK0 ·
(
1 +
∣∣T Ti x∣∣)K ∀x ∈ Rd. (1.11)
Indeed, in case of K = 0, this is trivial. In case of K > 0, our assumptions imply
|x| = ∣∣T−Ti T Ti x∣∣ ≤ ∥∥T−Ti ∥∥ · ∣∣T Ti x∣∣ = ∥∥T−1i ∥∥ · ∣∣T Ti x∣∣ ≤ Ω0 · ∣∣T Ti x∣∣
and hence 1+ |x| ≤ 1+Ω0 ·
∣∣T Ti x∣∣ ≤ Ω0 · (1 + ∣∣T Ti x∣∣), where the last step used that Ω0 ≥ 1. This easily shows that
equation (1.11) remains valid also for K > 0.
Finally, we observe for later use the convolution relation L1v0
(
Rd
) ∗ Lpv (Rd) →֒ Lpv (Rd) for p ∈ [1,∞]. Indeed,
we have
v (x) · |(f ∗ g) (x)| ≤ v (x) ·
∫
Rd
|f (y)| · |g (x− y)| d y
(since v(x)=v(x−y+y)≤v(x−y)·v0(y)) ≤
∫
Rd
|(v0 · f) (y)| · |(v · g) (x− y)| d y,
so that Minkowski’s inequality for integrals (cf. [29, Theorem (6.19)]), together with the isometric translation
invariance of Lp
(
Rd
)
, yields
‖f ∗ g‖Lpv = ‖v · (f ∗ g)‖Lp ≤
∥∥∥∥x 7→ ∫
Rd
|(v0 · f) (y)| · |(v · g) (x− y)|d y
∥∥∥∥
Lp
≤
∫
Rd
‖x 7→ |(v0 · f) (y)| · |(v · g) (x− y)|‖Lp d y
=
∫
Rd
|(v0 · f) (y)| d y · ‖v · g‖Lp = ‖f‖L1v0 · ‖g‖Lpv <∞. (1.12)
We will call this estimate the weighted Young inequality. In particular, it shows that (|f | ∗ |g|) (x) < ∞ for
almost all x ∈ Rd.
Given a Q-v0-BAPU Φ = (ϕi)i∈I , we define the clustered version of Φ as Φ∗ = (ϕ∗i )i∈I , where ϕ∗i :=
∑
ℓ∈i∗ ϕℓ.
Because of
∑
i∈I ϕi ≡ 1 on O ⊃ Qi and since ϕℓ ≡ 0 on Qi for all ℓ ∈ I \ i∗, it is not hard to see ϕ∗i ≡ 1 on Qi, a
property which we will use frequently. In particular, since ϕ∗i ∈ C∞c (O) as a finite sum of elements of C∞c (O), we
see that Qi ⊂ O is compact.
Next, we fix a Q-moderate weight w = (wi)i∈I , which means that wi ∈ (0,∞) for each i ∈ I and that there is
a constant CQ,w > 0 such that
wi ≤ CQ,w · wℓ ∀ i ∈ I and ℓ ∈ i∗. (1.13)
Under these assumptions, it follows from [77, Lemma 4.13] that the Q-clustering map
ΓQ : ℓqw (I)→ ℓqw (I) , (ci)i∈I 7→ (c∗i )i∈I with c∗i :=
∑
ℓ∈i∗
cℓ (1.14)
is well-defined and bounded with
|||ΓQ||| ≤ CQ,w ·N1+
1
q
Q . (1.15)
Here, the weighted sequence space ℓqw (I) is given by
ℓqw (I) :=
{
c = (ci)i∈I ∈ CI
∣∣ ‖c‖ℓqw := ∥∥(wi · ci)i∈I∥∥ℓq <∞} ,
for arbitrary q ∈ (0,∞].
Given all of these assumptions, we define for p, q ∈ (0,∞] the Fourier-side decomposition space associated
to Q and the parameters p, q, v, w as
DF (Q, Lpv, ℓqw) :=
{
f ∈ D′ (O)
∣∣∣∣∣ ‖f‖DF (Q,Lpv,ℓqw) :=
∥∥∥∥(∥∥F−1 (ϕif)∥∥Lpv)i∈I
∥∥∥∥
ℓqw
<∞
}
.
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Finally, we set Z (O) := F (C∞c (O)), equipped with the unique topology which makes the Fourier transform
F : C∞c (O) → Z (O) a topological isomorphism. Then, with Z ′ (O) denoting the topological dual space of Z (O),
we define the (space-side) decomposition space associated to Q and the parameters p, q, v, w as
D (Q, Lpv, ℓqw) :=
{
g ∈ Z ′ (O)
∣∣∣ ‖g‖D(Q,Lpv,ℓqw) := ‖ĝ‖DF (Q,Lpv,ℓqw) <∞} ,
where Fg := ĝ := g◦F ∈ D′ (O) for g ∈ Z ′ (O). It is not hard to see that the Fourier transform F : Z ′ (O)→ D′ (O)
restricts to an isometric isomorphism F : D (Q, Lpv, ℓqw)→ DF (Q, Lpv, ℓqw) and that we have Z ′ (O) = F−1 (D′ (O)).
For an explanation for the choice of the reservoirs D′ (O) and Z ′ (O), we refer to [77, Remark 3.13]. Finally, we
mention that [77, Section 8] provides a convenient criterion which ensures that each f ∈ D (Q, Lp, ℓqw) extends to a
tempered distribution. In particular, if v & 1, then clearly D (Q, Lpv, ℓqw) →֒ D (Q, Lp, ℓqw). Hence, if the previously
mentioned criterion is fulfilled and if O = Rd, we have (up to trivial identifications) that
D (Q, Lpv, ℓqw) =
{
g ∈ S ′ (Rd)
∣∣∣∣∣ ‖g‖D(Q,Lpv ,ℓqw) =
∥∥∥∥(∥∥F−1 (ϕiĝ)∥∥Lpv)i∈I
∥∥∥∥
ℓqw
<∞
}
.
We remark that the usual papers treating general decomposition spaces (for general p, q ∈ (0,∞]) do usually
only consider the case v ≡ 1. Hence, it is not entirely clear that the spaces defined here are indeed well-defined
(Quasi)-Banach spaces for v 6≡ 1. We will see below (cf. Proposition 2.24 and Lemma 5.5) that this is indeed the
case.
1.4. Structure of the paper. The theory of decomposition spaces is highly dependent on convolutions, since the
very definition of the norm involves quantities of the form∥∥F−1 (ϕi · ĝ)∥∥Lpv = ∥∥(F−1ϕi) ∗ g∥∥Lpv .
For the range p ∈ [1,∞], Young’s inequality L1 ∗ Lp →֒ Lp is usually sufficient to handle such convolutions. But in
the range p ∈ (0, 1), Young’s inequality breaks down completely. For the usual theory of decomposition spaces, one
instead invokes the convolution relation
‖f ∗ g‖Lp ≤ Cp,d · Rd(
1
p−1) · ‖f‖Lp · ‖g‖Lp assuming supp f̂ ⊂ BR (ξ1) and supp ĝ ⊂ BR (ξ2)
for certain ξ1, ξ2 ∈ Rd. Note though that this convolution relation only applies to band-limited functions. But since
we are interested in characterizations of decomposition spaces using (possibly) compactly supported functions, this
is not of much use to us.
To overcome this problem, we will invoke the theory of the Wiener amalgam spaces WQ (L
∞, Lpv) which were
originally introduced by Feichtinger[22]. The main idea is to associate to a (measurable) function f : Rd → C the
local maximal function
MQf : Rd → [0,∞] , x 7→ ‖1x+Q · f‖L∞
and to define the Wiener amalgam (quasi)-norm of f as ‖f‖WQ(L∞,Lpv) = ‖MQf‖Lpv . Broadly speaking, functions
in WQ (L
∞, Lpv) are locally in L
∞ and globally in Lpv. For brevity, we will simply write WQ (L
p
v) := WQ (L
∞, Lpv).
For these spaces, convolution relations are known, cf. [68] and [76, Section 2.3]. For our purposes, however, these
results are not sufficient: They establish estimates of the form
‖f ∗ g‖WQ(Lpv) ≤ Cp,Q,v · ‖f‖WQ(Lpv0) · ‖g‖WQ(Lpv) ,
where the constant Cp,Q,v depends heavily—and in an unspecified way—on Q. But for our purposes, we will
consider the spaces WT−Ti [−1,1]d (L
∞, Lpv) where i ∈ I varies; see for example equation (1.4). Then, we will need
estimates of the form
‖f ∗ g‖W
T
−T
i
[−1,1]d
(Lpv)
≤ Ci,j,ℓ,p,v · ‖f‖W
T
−T
j
[−1,1]d
(Lpv0)
· ‖g‖W
T
−T
ℓ
[−1,1]d
(Lpv)
,
with precise control on the constant Ci,j,ℓ,p,v. Hence, in Section 2, we redevelop parts of the theory of Wiener
amalgam spaces, paying close attention to the dependence of certain constants on the base-set Q.
Next, in Section 3, we derive assumptions on the prototype function γ which ensure that the norm equivalences
given in equations (1.3) and (1.4) are true. More precisely, we will show that the map
D (Q, Lpv, ℓqw)→ ℓqw
(
[Vi]i∈I
)
, g 7→
(
γ(i) ∗ g
)
i∈I
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forms a Banach frame, where Vi := L
p
v
(
Rd
)
in case of p ∈ [1,∞] and Vi := WT−Ti [−1,1]d (L
p
v) in case of p ∈ (0, 1)
and where finally
ℓqw
(
[Vi]i∈I
)
=
{
(gi)i∈I
∣∣∣ (∀i ∈ I : gi ∈ Vi) and (‖gi‖Vi)i∈I ∈ ℓqw (I)} .
Part of the problem is to explain how the convolution γ(i) ∗ g can be interpreted, especially in case of O ( Rd, since
then each element g of the decomposition space D (Q, Lpv, ℓqw) is the inverse Fourier transform of the distribution
ĝ ∈ D′ (O), so that it is not obvious how γ(i) ∗ g can be understood.
In Section 4, we further discretize the Banach frame
(
γ(i)
)
i∈I from above: Under slightly more strict assumptions
on γ than before, we will be able to show that the family Ψδ =
(
Lδ·T−Ti k γ˜
[i]
)
i∈I,k∈Zd
forms a Banach frame for
D (Q, Lpv, ℓqw), once δ > 0 is chosen small enough. Our proof technique is similar to that of coorbit theory: We use
the partition of unity (ϕi)i∈I associated to the covering Q to obtain a kind of reproduction formula, which we then
discretize. The details, however, are quite technical.
Next, in Section 5 we establish the dual statement that the family
(
Lδ·T−Ti k γ
[i]
)
i∈I,k∈Zd
forms an atomic
decomposition for D (Q, Lpv, ℓqw). As above, this is based on a suitable discretization of a certain reproduction
formula.
Finally, since the varying assumptions placed on the prototype γ are quite technical and hard to verify, Section
6 is devoted to a considerable simplification of these conditions. While not exactly straightforward to verify,
these conditions can be verified in practice, where the degree of difficulty mainly depends on the given covering
Q = (TiQ′i + bi)i∈I .
As a litmus test of our theory, we show in Section 7 that it can be used to obtain compactly supported structured
Banach frames and atomic decompositions for the α-modulation spaces Mp,qα,s
(
Rd
)
, even for p, q < 1, thereby
extending the state of the art. Furthermore, in Section 8, we show that our theory can be used to establish that
certain compactly supported wavelet systems generate Banach frames and atomic decompositions for inhomogeneous
Besov spaces.
We emphasize that we consider these two specific examples since they can be handled with reasonably low effort,
but still indicate that—and how—the general theory can be filled with life for concrete special cases. The theory
presented here certainly has more interesting and more novel applications, in particular to the theory of shearlets.
But in order to keep the size of this paper somewhat manageable, we postpone these applications to the companion
paper [66].
Credit where credit is due.
“[...] virtually all of our techniques already exist
in some antecedent form. Nevertheless their
particular combination here leads to new
conclusions and to sharpened versions of known
results. Moreover, our presentation reveals a[...]
structure underlying a diverse range of topics in
harmonic analysis.”
M. Frazier and B. Jawerth, [33, Page 36]
The results and proof techniques employed in this paper were heavily inspired by a number of earlier results:
The first impulse for writing this paper was caused by my reading of the paper [52]. In that paper, the author
characterizes the existence of embeddings between α-modulation spaces and Sobolev spaces. As an intermediate
result, he also proves
‖g‖Mp,qα,s ≍
∥∥(‖γ(i) ∗ g‖Lp)i∈Zd∥∥ℓq
(〈k〉s)
k∈Zd
(1.16)
for arbitrary p, q ∈ (0,∞], α ∈ [0, 1) and s ∈ R, as well as g ∈ Mp,qα,s
(
Rd
)
, if the prototype function γ ∈ S (Rd)
is chosen suitably. Here, the functions γ(i) for i ∈ Zd are formed from γ as described before equation (1.2), where
Q = Q(α) =
(
〈k〉 α1−α ·BR (0) + 〈k〉
α
1−α k
)
k∈Zd
is the usual covering used to define α-modulation spaces; see also
Section 7. Note that—at least for p ∈ [1,∞]—this result is a special case of the results about semi-discrete Banach
frames from Section 3. Specifically, the paper [52] caused me to investigate whether a norm characterization as in
equation (1.16) was also possible in the more general setting of (essentially) arbitrary decomposition spaces and not
only for α-modulation spaces. In particular, it caused me to consider the structured families of the form
(
γ(i)
)
i∈I
with γ(i) = |det Ti| ·Mbi
[
γ ◦ T Ti
]
, where Q = (TiQ′i + bi)i∈I .
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Furthermore, an investigation of the proofs in [52] lead me to consider assumptions similar to those stated in
Assumption 3.1 below. Specifically, it caused me to impose boundedness of the operator associated to the infinite
matrix
(∥∥∥F−1 (ϕi · γ̂(j))∥∥∥
L1
)
j,i∈I
. In summary, at least for the case p ∈ [1,∞], the results about semi-discrete
Banach frames for decomposition spaces in this paper (cf. Section 3) can be seen as a slight generalization of the
results in [52].
For the case p ∈ (0, 1), however, I was not able to adapt the techniques used in [52] to the general setting of
decomposition spaces. In fact, for p ∈ (0, 1), the results derived in [52] differ from those in Section 3: While the
characterization from [52] (cf. equation (1.16)) considers the usual Lp norm of the convolutions γ(i) ∗ f , in Section
3 we show for p ∈ (0, 1) that
‖g‖D(Q,Lp,ℓqw) ≍
∥∥∥∥(‖γ(i) ∗ g‖W
T
−T
i
[−1,1]d
(Lp)
)
i∈I
∥∥∥∥
ℓqw
,
i.e., we use Wiener amalgam spaces instead of the spaces Lp themselves.
Here, again, I was inspired heavily by earlier results: The main limitation of the spaces Lp
(
Rd
)
for p ∈ (0, 1)
in the present setting is that there are no meaningful convolution relations for them, partly since we do not even
have Lp
(
Rd
) →֒ L1loc (Rd). Luckily, Holger Rauhut[67] had already observed—while generalizing coorbit theory
[25, 26, 27, 44] to the setting of Quasi-Banach spaces—that these limitations can be avoided by considering the
Wiener amalgam spaces WQ (L
p) instead of Lp itself. Rauhut had also already developed associated convolution
relations[68] for these spaces. Of course, all of this was based on the original invention of Wiener Amalgam spaces
which is due to Hans Feichtinger[21, 22].
All in all, given these earlier papers, it was natural to consider Wiener amalgam spaces. The (as far as I know)
novel idea was to consider these Wiener amalgam spaces WQ (L
p) with a definite choice of the base set Q, which
was allowed to heavily vary with i ∈ I. Further, it seems to be a new (or at least not completely well-known) fact
that suitably bandlimited Lp functions automatically belong to WQ (L
p), where this statement comes with a precise
estimate for the Wiener amalgam norm in terms of Q and the Fourier support of the function.
At this point, I had managed to generalize the results about semi-discrete Banach frames developed in [52]
to the setting of general decomposition spaces. One of my main goals, however, was a better understanding
of the approximation theoretic properties of discrete, cone-adapted shearlet systems. To achieve this, a further
discretization of these semi-discrete Banach frames was necessary. The inspiration for treating this additional
discretization step came from the theory of coorbit spaces as developed by Feichtinger and Gröchenig[25, 26, 27, 44]
and also (in more generalized form) by Rauhut, Fornasier and Ullrich[67, 31, 69]. The underlying important idea
of coorbit theory is to transfer the study of certain function spaces via a suitable transform to the study of certain
Banach spaces which have a reproducing property. Formally, one employs the so-called voice transform V to
establish an isomorphism between the coorbit space Co (Y ) and its image Z := V [Co (Y )] under the voice transform.
The crucial property of the space Z is that we have the reproducing formula
F = F ∗G ∀F ∈ Z
for a suitable kernel G. In fact, in the setting of generalized coorbit theory, the convolution with G needs to be
replaced by a more general integral operator.
If the kernel G is regular enough, the reproducing formula allows to show that a sufficiently dense sampling
of F ∈ Z suffices to reconstruct F uniquely. Proving this is based on a (suitable) notion of the oscillation of a
function. This sampling result can then be transferred to the coorbit space Co (Y ) to obtain Banach frames and
atomic decompositions. Similar techniques are also used in [2].
The new contribution was thus to derive a suitable reproducing formula in the general setting of decomposition
spaces, cf. Lemma 4.6. Once this was established, existing ideas and techniques could be used to obtain the desired
discrete Banach frames and atomic decompositions. We remark, however, that the established reproducing formula
for decomposition spaces is highly nontrivial.
In total, the present paper would not have been possible without inspiration from existing results, concepts
and techniques (Wiener amalgam spaces and their convolution relations, oscillation of a function, semi-discrete
Banach frames for α-modulation spaces, etc.). The contribution of the paper is that these results and techniques
are combined and refined to achieve novel and nontrivial results which—due to their generality—apply in a wide
variety of settings.
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A comment on constants. Instead of using only implied constants of the form C = C (d, p,Q, ...), in this paper
we try to provide explicit constants whenever possible. In principle, this allows one e.g. to determine an explicit
δ0 > 0 such that the family Ψδ defined in equation (1.5) yields a Banach frame for the decomposition space under
consideration for 0 < δ ≤ δ0. We make no effort, however, to produce the optimal (or even good) constants.
Occasionally, we even enlarge appearing constants just to make the expressions for the constants in question more
optically pleasing (i.e., shorter). Due to these reasons, the resulting sampling density δ0 will probably be of size
δ0 ≈ 2−1000 or even smaller.
Thus, our leading philosophy is that an arbitrarily bad explicit constant is still (much) better than an implicit
constant which one does not know at all.
2. Convolution in Lp, p ∈ (0, 1) and Wiener Amalgam spaces
The well-known Young inequality ‖f ∗ g‖Lp ≤ ‖f‖L1 · ‖g‖Lp fails for p ∈ (0, 1), cf. [77, Example 3.1]. One can
solve this in two ways: The first way is given in [73, Proposition 1.5.1], where it is shown that
‖f ∗ g‖Lp . ‖f‖Lp · ‖g‖Lp
if f and g are both bandlimited. This theorem, however, has two disadvantages:
• The restriction to bandlimited f, g is rather severe; in particular in our present setting, since we are interested
in compactly supported functions, which can never be bandlimited.
• The implicit constant in the estimate above depends in a nontrivial way on the frequency supports of f, g.
To overcome these limitations, we will develop an improved theory of convolution for Lp, p ∈ (0, 1) using the theory
of Wiener amalgam spaces. As a special case, we will recover the estimate from above.
Before developing the theory, we remark that essentially everything mentioned in this section is already known
in one form or another. In particular, Wiener amalgam spaces were originally invented by Feichtinger[21, 22]
and later generalized to Quasi-Banach spaces by Rauhut[67]. The use of these spaces—and of the oscillation of a
function—for obtaining Banach frames and atomic decompositions for certain spaces goes back to the theory of
coorbit spaces[25, 26, 27, 44, 31, 69] and was also exploited in [2]. Therefore, no originality is claimed.
The usual treatments, however, mostly ignore or suppress the dependence of the Wiener amalgam spaces on the
chosen unit neighborhood (see below for details), whereas this dependence is crucial for us. Hence, we provide full
proofs.
2.1. Definition of Wiener amalgam spaces. All of the theory of Wiener amalgam spaces is centered around
the notion of a certain maximal function:
Definition 2.1. (cf. [22], [51, Definition 2.2.2], [68] and [76, Definition 2.3.1]) Let Q ⊂ Rd be a Borel measurable
unit neighborhood and let f : Rd → Ck be Borel measurable. We then define the Q-maximal function of f as
MQf : Rd → [0,∞] , x 7→ ess sup
y∈x+Q
|f (y)| = ess sup
a∈Q
|f (x+ a)| = ‖L−xf‖L∞(Q) .
For a given p ∈ (0,∞] and a (measurable) weight u : Rd → (0,∞), we define the Wiener amalgam space with
window Q, local component L∞ and global component Lpu as
W kQ (L
p
u) := W
k
Q (L
∞, Lpu) :=
{
f : Rd → Ck ∣∣ f measurable and MQf ∈ Lpu (Rd)} ,
with the natural (quasi)-norm ‖f‖WkQ(Lpu) := ‖MQf‖Lpu . In the most common case k = 1, we omit the exponent
and write WQ (L
p
u) instead of W
1
Q (L
p
u). ◭
Remark. • One can show for suitable weights u (and we will do so in Lemma 2.7) that the space WQ (Lpu) is
independent of the choice of the bounded measurable unit neighborhood Q ⊂ Rd, with equivalent quasi-norms
for different choices. Hence, Q is often suppressed in the literature dealing with Wiener amalgam spaces. For
us, however, the precise choice of Q will be crucial, since we will choose Qi = T
−T
i [−1, 1]d, so that the sets Qi
vary wildly with i ∈ I. Since the constants appearing in the norm equivalences for different choices of Q depend
heavily on the actual choices of Q, we will almost never use the equivalence for different choices of Q, or only in
very carefully chosen ways.
• Note that MQf is always a Borel measurable function. Indeed, since L1
(
Rd
)
is separable, there is a countable
dense family (gn)n∈N in Γ :=
{
g ∈ L1 (Rd) ∣∣ g ≥ 0 and ‖g‖L1 ≤ 1}. Then, we have for an arbitrary measurable
function f that
‖f‖L∞ = sup
n∈N
∫
Rd
gn (x) · |f (x)| dx. (2.1)
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For f ∈ L∞ (Rd), this follows from the usual characterization of the L∞-norm by duality (cf. [29, Theorem
6.14]). In case of ‖f‖L∞ = ∞, the same theorem shows that for each M > 0, there is some g ∈ Γ satisfying∫
Rd
g (x) · |f (x)| dx ≥ M . But by density of the family (gn)n∈N, there is then a sequence (nk)k∈N such that
gnk → g in L1
(
Rd
)
. By switching to a subsequence, we can also assume gnk → g almost everywhere. Now,
Fatou’s Lemma yields
M ≤
∫
Rd
g (x) · |f (x)| dx =
∫
Rd
lim inf
k→∞
gnk (x) · |f (x)| dx ≤ lim inf
k→∞
∫
Rd
gnk (x) · |f (x)| dx.
Since M > 0 was arbitrary, this easily yields supn∈N
∫
Rd
gn (x) · |f (x)| dx =∞ = ‖f‖L∞ .
Now, as a consequence of equation (2.1), we get
(MQf) (x) = ‖1Q · L−xf‖L∞
= sup
n∈N
∫
Rd
gn (y) · 1Q (y) · |(L−xf) (y)| d y
= sup
n∈N
∫
Rd
gn (y) · 1Q (y) · |f (x+ y)| d y.
But the function (x, y) 7→ gn (y) · 1Q (y) · |f (x+ y)| is Borel measurable, so that measurability of the integrated
function x 7→ ∫
Rd
gn (y) · 1Q (y) · |f (x+ y)| d y follows from the Fubini-Tonelli theorem. Hence, MQf is Borel
measurable. 
It is easy to see that ‖·‖WQ(Lpu) satisfies the (quasi)-triangle inequality, since MQ (f + g) ≤ MQf +MQg. The
remaining properties of a (quasi)-norm are also easy to check, possibly with the exception of definiteness. But this
is a consequence of the following lemma:
Lemma 2.2. For each Borel measurable unit neighborhood Q and each measurable f : Rd → Ck, we have
|f (x)| ≤ (MQf) (x) for almost all x ∈ Rd.
In particular, ‖f‖Lpu ≤ ‖f‖WQ(Lpu) and hence f = 0 almost everywhere if ‖f‖WQ(Lpu) = 0. ◭
Proof. Since Q is a unit neighbhorhood, there is ε > 0 with B2ε (0) ⊂ Q. Since Rd is second countable and since
(x+Bε (0))x∈Rd is an open cover of R
d, there is a countable family (xn)n∈N satisfying R
d =
⋃
n∈N (xn +Bε (0)).
Now, for arbitrary x ∈ Rd and y ∈ x+Bε (0), we have y +Bε (0) ⊂ x+B2ε (0) ⊂ x+Q and hence(
MBε(0)f
)
(y) =
∥∥f · 1y+Bε(0)∥∥L∞ ≤ ‖f · 1x+Q‖L∞ =MQf (x) ∀x ∈ Rd ∀y ∈ x+Bε (0) .
Next, for each n ∈ N, there is a null-set Nn ⊂ xn +Bε (0) such that
|f (x)| ≤
∥∥f · 1xn+Bε(0)∥∥L∞ = (MBε(0)f) (xn) for all x ∈ [xn +Bε (0)] \Nn.
But for each such x, there is some γ ∈ Bε (0) such that x = xn + γ and thus xn = x − γ ∈ x + Bε (0), so
that the equation from above yields |f (x)| ≤ (MBε(0)f) (xn) ≤ MQf (x). Recall that this estimate holds for all
x ∈ [xn +Bε (0)] \ Nn. Since N :=
⋃
n∈NNn is a null-set and since R
d =
⋃
n∈N (xn +Bε (0)), this completes the
proof. 
Although easy to prove, the following lemma is frequently helpful, since it shows that Schwartz functions are
contained in arbitrary Wiener amalgam spaces.
Lemma 2.3. For arbitrary N ≥ 0, we have[
M[−1,1]d (1 + |•|)−N
]
(x) ≤
(
1 + 2
√
d
)N
· (1 + |x|)−N ∀x ∈ Rd.
In particular, if p ∈ (0,∞] is arbitrary and if we set ‖f‖N := supx∈Rd (1 + |x|)N · |f (x)| for measurable f : Rd → C,
then
‖f‖
W
[−1,1]d
(
Lp
(1+|·|)K
) ≤ (1 + 2√d)N ·(1
p
sd
N −K − dp
)1/p
· ‖f‖N as soon as N > K +
d
p
.
Hence, S (Rd) →֒ W[−1,1]d (Lpu) for all p ∈ (0,∞] and u ∈ {v, v0, (1 + |•|)K}. ◭
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Proof. To prove the first claim, we distinguish two cases. For |x| ≤ 2√d, note that (1 + |x+ a|)−N ≤ 1 for all
a ∈ [−1, 1]d, so that we get [
M[−1,1]d (1 + |•|)−N
]
(x) ≤ 1 ≤
(
1 + 2
√
d
)N
· (1 + |x|)−N .
Otherwise, if |x| ≥ 2
√
d, we have for a ∈ [−1, 1]d that
|x− a| ≥ |x| − |a| ≥ |x| −
√
d =
|x|
2
+
|x|
2
−
√
d ≥ |x|
2
and hence (1 + |x+ a|)−N ≤
(
1 + |x|2
)−N
≤ ( 12 (1 + |x|))−N = 2N (1 + |x|)−N . Since 2N ≤ (1 + 2√d)N =: C, we
get all in all that
(
M[−1,1]d (1 + |•|)−N
)
(x) ≤ C · (1 + |x|)−N for all x ∈ Rd, as claimed.
For the next claim, we can clearly assume ‖f‖N <∞. In this case, we have |f (x)| ≤ ‖f‖N · (1 + |x|)−N for all
x ∈ Rd and hence
(1 + |x|)K ·
(
M[−1,1]df
)
(x) ≤ ‖f‖N · (1 + |x|)K ·
(
M[−1,1]d (1 + |•|)−N
)
(x)
≤ C · ‖f‖N · (1 + |x|)−(N−K) ∀x ∈ Rd.
This yields the claim, since equation (1.9) shows
∥∥∥(1 + |•|)−(N−K)∥∥∥
Lp
≤
(
1
p
sd
N−K−dp
)1/p
<∞, as long N > K+ dp .
The embedding S (Rd) →֒W[−1,1]d (Lpu) for all p ∈ (0,∞] and u ∈ {v, v0, (1 + |•|)K} is now trivial, since the norm
‖•‖N is continuous with respect to the topology on S
(
Rd
)
and since we have
v (x) = v (0 + x) ≤ v (0) · v0 (x) ≤ Ω1v (0) · (1 + |x|)K ∀x ∈ Rd. 
Lemma 2.4. For k ∈ N, a measurable f : Rd → Ck, T ∈ GL (Rd) and a measurable Q ⊂ Rd, we have
MQ (f ◦ T ) = (MTQf) ◦ T
and hence
‖f ◦ T ‖WQ(Lp) = |detT |
−1/p · ‖f‖WTQ(Lp) . ◭
Proof. Since T and T−1 map null-sets to null-sets, we have
[MQ (f ◦ T )] (x) = ess sup
a∈Q
|(f ◦ T ) (x+ a)|
= ess sup
b∈TQ
|f (b+ Tx)|
= (MTQf) (Tx)
for all x ∈ Rd. The final identity is a consequence of the definitions and of ‖f ◦ T ‖Lp = |detT |−1/p · ‖f‖Lp , which
follows easily from the change-of-variables formula. 
Next, we show that iterated applications of MQ can be estimated using a single MQ′ .
Lemma 2.5. Let k ∈ N and assume that f : Rd → Ck and Q1, Q2 ⊂ Rd are measurable and that Q1 +Q2 is also
measurable. Then
MQ1 [MQ2f ] ≤MQ1+Q2f.
In particular, for any measurable u : Rd → (0,∞), we have
‖MQ2f‖WQ1 (Lpu) ≤ ‖f‖WkQ1+Q2(Lpu) . ◭
Proof. For a ∈ Q1, we have a+Q2 ⊂ Q1 +Q2 and hence
(MQ2f) (x+ a) = ‖f · 1x+a+Q2‖L∞ ≤ ‖f · 1x+Q1+Q2‖L∞ = (MQ1+Q2f) (x) .
Since this holds for all a ∈ Q1, we get (MQ1 [MQ2f ]) (x) = ess supa∈Q1 (MQ2f) (x+ a) ≤ (MQ1+Q2f) (x), as
claimed. 
The next three lemmas are important for us, since they imply ‖f‖W
T
−T
j
[−1,1]d
(Lpv)
≤Ci,j,p,v · ‖f‖W
T
−T
i
[−1,1]d
(Lpv)
,
where the constant Ci,j,p,v is explicitly known, cf. Corollary 2.9. We begin with an estimate for the norm of the
translation operators on Lpv
(
Rd
)
.
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Lemma 2.6. For each y ∈ Rd, the left-translation operator Ly : Lpv
(
Rd
) → Lpv (Rd) is well-defined and bounded
with
|||Ly||| ≤ v0 (y) ≤ Ω1 · (1 + |y|)K . ◭
Remark. The only property of v which is used in the proof is that v (x+ y) ≤ v (x) v0 (y). By submultiplicativity
of v0, the same estimate holds for v0 instead of v, so that the claim of the lemma also holds for v0 instead of v. 
Proof. Let f ∈ Lpv
(
Rd
)
be arbitrary and note
v (x) · |(Lyf) (x)| = v ((x− y) + y) · |f (x− y)|
≤ v0 (y) · |(v · f) (x− y)|
= v0 (y) · [Ly (v · f)] (x) .
By solidity and translation invariance of Lp
(
Rd
)
, this implies
‖Lyf‖Lpv = ‖v · Lyf‖Lp ≤ v0 (y) · ‖Ly (v · f)‖Lp = v0 (y) · ‖v · f‖Lp = v0 (y) · ‖f‖Lpv <∞. 
Now we can derive a first estimate which will allow us to switch from one “base set” Q to another one.
Lemma 2.7. Let Q1, Q2 ⊂ Rd and assume that there are x1, . . . , xN ∈ Rd such that Q1 ⊂
⋃N
i=1 (xi +Q2). Let
p ∈ (0,∞] and set s := min {1, p}. Then we have
‖f‖WkQ1 (Lpv) ≤
(
N∑
i=1
[v0 (−xi)]s
)1/s
· ‖f‖WkQ2 (Lpv) ≤ Ω1 ·
(
N∑
i=1
(1 + |xi|)sK
)1/s
· ‖f‖WkQ2 (Lpv) .
for all measurable f : Rd → Ck. ◭
Remark. • As for the previous lemma, the statement of the lemma remains true for v0 instead of v.
• Note that if Q1, Q2 ⊂ Rd are two (Borel measurable) bounded unit-neighborhoods, compactness of Q1 yields
finitely many x1, . . . , xN ∈ Rd satisfying Q1 ⊂ Q1 ⊂
⋃N
i=1 (xi +Q
◦
2) ⊂
⋃N
i=1 (xi +Q2), so that the preceding
lemma yields ‖f‖WkQ1 (Lpv) . ‖f‖WkQ2 (Lpv), where the implied constant is independent of f . By symmetry, this
argument shows W kQ1 (L
p
v) = W
k
Q2
(Lpv), with equivalent (quasi)-norms. But since the constants of the (quasi)-
norm equivalence depend heavily on Q1, Q2, this statement is not of too much value for us. 
Proof. We have for any measurable f : Rd → Ck that
(MQ1f) (x) = ‖f · 1x+Q1‖L∞ ≤
∥∥∥f · 1x+⋃Ni=1(xi+Q2)∥∥∥L∞
≤
N∑
i=1
‖f · 1x+xi+Q2‖L∞
=
N∑
i=1
(MQ2f) (x+ xi)
=
N∑
i=1
(L−xi [MQ2f ]) (x) .
For p ≥ 1, we can thus use the triangle inequality for Lp and the estimate for |||Ly||| from Lemma 2.6, as well as
solidity of Lp to derive
‖f‖WkQ1 (Lpv) = ‖MQ1f‖Lpv ≤
N∑
i=1
‖L−xi (MQ2f)‖Lpv ≤
[
N∑
i=1
v0 (−xi)
]
· ‖MQ2f‖Lpv =
[
N∑
i=1
v0 (−xi)
]
· ‖f‖WkQ2 (Lpv) .
Similarly, for p ∈ (0, 1), we use the p-triangle inequality (i.e., ‖∑ni=1 fi‖pLp ≤∑ni=1 ‖fi‖pLp) to derive
‖f‖p
WkQ1
(Lpv)
= ‖MQ1f‖pLpv ≤
N∑
i=1
‖L−xi (MQ2f)‖pLpv ≤
[
N∑
i=1
(v0 (−xi))p
]
·‖MQ2f‖pLpv =
[
N∑
i=1
(v0 (−xi))p
]
·‖f‖p
WkQ2
(Lpv)
.

In view of the preceding lemma, our next result becomes relevant:
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Lemma 2.8. Let ‖·‖ be any norm on Rd and let R > 0. For any r > 0 and N :=
⌊
(3 + 2r)
d
⌋
, there are
x1, . . . , xN ∈ B‖·‖(1+r)R (0) satisfying
B
‖·‖
(1+r)R (0) ⊂
N⋃
i=1
[
xi +B
‖·‖
R (0)
]
,
where B
‖·‖
s (0) =
{
x ∈ Rd
∣∣ ‖x‖ < s}. ◭
Proof. First of all, assume we are given x1, . . . , xM ∈ B‖·‖(1+r)R (0) such that
(
xi +B
‖·‖
R/2 (0)
)
i∈M
is pairwise disjoint.
Because of xi ∈ B‖·‖(1+r)R (0), we have xi +B
‖·‖
R/2 (0) ⊂ B
‖·‖
( 32+r)R
(0), so that additivity and translation invariance of
the Lebesgue-measure yields
M · (R/2)d · λ
(
B
‖·‖
1 (0)
)
=
M∑
i=1
λ
(
xi +B
‖·‖
R/2 (0)
)
= λ
(
M⊎
i=1
xi +B
‖·‖
R/2 (0)
)
≤ λ
(
B
‖·‖
( 32+r)R
(0)
)
=
[(
3
2
+ r
)
R
]d
· λ
(
B
‖·‖
1 (0)
)
and thus M ≤ (3 + 2r)d. Since M ∈ N, we even get M ≤ N . In particular, there can be at most a finite number of
such xi.
Now (e.g. using Zorn’s Lemma), we can find a maximal family (xi)i∈M in B
‖·‖
(1+r)R (0) such that the family of
sets
(
xi +B
‖·‖
R/2 (0)
)
i∈M
is pairwise disjoint. As seen above, M ≤ N .
It remains to show B
‖·‖
(1+r)R (0) ⊂
⋃M
i=1
[
xi +B
‖·‖
R (0)
]
=: Γ. Thus, let x ∈ B‖·‖(1+r)R (0) be arbitrary. In case of
x ∈ {x1, . . . , xM}, we clearly have x ∈ Γ. But for x /∈ {x1, . . . , xM}, we see by maximality of the family (xi)i∈M that
there is some i ∈M satisfying
(
x+B
‖·‖
R/2 (0)
)
∩
(
xi +B
‖·‖
R/2 (0)
)
6= ∅. But this easily yields x ∈ xi +B‖·‖R (0) ⊂ Γ,
as desired. 
As announced above, we can now derive a completely quantitative version of the (quasi)-norm equivalence between
WT−Tj [−R,R]d (L
p
v) and WT−Ti [−L,L]d (L
p
v).
Corollary 2.9. Let i, j ∈ I and p ∈ (0,∞], let R,L ∈ [1,∞) and let f : Rd → Ck be measurable. Then we have
‖f‖Wk
T
−T
j
[−R,R]d
(Lpv)
≤ ΩK0 Ω1 · (3d (L+ R))K+d·max{1,
1
p} · (1 + ∥∥T−1j Ti∥∥)K+d·max{1, 1p} · ‖f‖Wk
T
−T
i
[−L,L]d
(Lpv)
. ◭
Remark. As for the preceding results, the statement of the corollary remains valid if v is replaced by v0.
Finally, we explicitly state the two most important special cases of the preceding corollary:
• We have i = j and R = 2, as well as L = 1. In this case, the corollary yields
‖f‖Wk
T
−T
i
[−2,2]d
(Lpv)
≤ ΩK0 Ω1 · (18d)K+d·max{1,
1
p} · ‖f‖Wk
T
−T
i
[−1,1]d
(Lpv)
. (2.2)
• We have R = L = 1. In this case, the corollary yields
‖f‖Wk
T
−T
j
[−1,1]d
(Lpv)
≤ ΩK0 Ω1 · (6d)K+d·max{1,
1
p} · (1 + ∥∥T−1j Ti∥∥)K+d·max{1, 1p} · ‖f‖Wk
T
−T
i
[−1,1]d
(Lpv)
. (2.3)

Proof. For brevity, set R′ :=
∥∥∥(T−Ti )−1 T−Tj ∥∥∥
ℓ∞→ℓ∞
· R =
∥∥T−1j Ti∥∥ℓ1→ℓ1 ·R and note(
T−Ti
)−1
T−Tj [−R,R]d ⊂ [−R′, R′]d = B‖·‖∞R′ (0) ⊂ B
‖·‖∞
(1+R′L )L
(0) .
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But Lemma 2.8 yields certain x1, . . . , xN ∈ B‖·‖∞(1+R′L )L (0) satisfying
B
‖·‖∞
(1+R′L )L
(0) ⊂
N⋃
i=1
(
xi +B
‖·‖∞
L (0)
)
=
N⋃
i=1
(
xi + [−L,L]d
)
,
where
N ≤
(
3 + 2
R′
L
)d
=
(
3 + 2
R
L
∥∥T−1j Ti∥∥ℓ1→ℓ1
)d
≤ 3d
(
1 +
R
L
)d (
1 +
∥∥T−1j Ti∥∥ℓ1→ℓ1)d .
Next, note
∥∥T−1j Ti∥∥ℓ1→ℓ1 ≤ √d · ∥∥T−1j Ti∥∥ and hence N ≤ (3√d)d (1 + RL )d (1 + ∥∥T−1j Ti∥∥)d.
By putting together what we derived above, we get
T−Tj [−R,R]d ⊂
N⋃
i=1
(
T−Ti xi + T
−T
i [−L,L]d
)
.
Next, we set s := min {1, p}, note
‖xi‖∞ ≤
(
1 +
R′
L
)
L = (L+R′)
=
(
L+R ·
∥∥T−1j Ti∥∥ℓ1→ℓ1)
≤ (L+R)
(
1 +
∥∥T−1j Ti∥∥ℓ1→ℓ1)
≤
√
d · (L+R) (1 + ∥∥T−1j Ti∥∥)
and thus 1 + |xi| ≤ 1 + d · (L+R)
(
1 +
∥∥T−1j Ti∥∥) ≤ d · (1 + L+R) (1 + ∥∥T−1j Ti∥∥) and recall equation (1.11) to
derive [
N∑
i=1
(
1 +
∣∣T−Ti xi∣∣)sK
]1/s
≤ ΩK0 ·
[
N∑
i=1
(1 + |xi|)sK
]1/s
≤ [dΩ0 (1 + L+R) (1 + ∥∥T−1j Ti∥∥)]K ·N1/s
(since R,L≥1) ≤ 3K+ds dK+ d2s (L+R)K+ ds · ΩK0 ·
(
1 +
∥∥T−1j Ti∥∥)K+ ds
≤ ΩK0 · (3d (L+R))K+
d
s · (1 + ∥∥T−1j Ti∥∥)K+ ds .
All in all, Lemma 2.7 implies
‖f‖Wk
T
−T
j
[−R,R]d
(Lpv)
≤ ΩK0 Ω1 · (3d (L+R))K+
d
s · (1 + ∥∥T−1j Ti∥∥)K+ds · ‖f‖Wk
T
−T
i
[−L,L]d
(Lpv)
,
as desired. 
2.2. The oscillation of a function. Later in the paper, we will need to discretize certain reproducing formulas
involving convolutions. As observed in [25, 26, 27, 44, 2], a central tool for these discretizations is the oscillation of
a function and certain properties of and estimates for it. The goal of this subsection is to collect these properties
and estimates.
Definition 2.10. Let f : Rd → Ck and let ∅ 6= Q ⊂ Rd. We define the Q-oscillation of f by
oscQ f : Rd → [0,∞] , x 7→ sup
y,z∈x+Q
|f (y)− f (z)| = sup
a,b∈Q
|f (x+ a)− f (x+ b)| . ◭
Remark. Note that if f is continuous, then so is x 7→ |f (x+ a)− f (x+ b)|, so that oscQ f is lower semicontinuous
and hence measurable. 
As our first step, we investigate some elementary properties of the oscillation, in particular the behaviour of the
oscillation under a linear change of variables and under convolution.
Lemma 2.11. Let f : Rd → Ck, T ∈ GL (Rd) and let ∅ 6= Q ⊂ Rd. Then
oscQ (f ◦ T ) = (oscTQ f) ◦ T. ◭
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Proof. We have
[oscQ (f ◦ T )] (x) = sup
a,b∈Q
|(f ◦ T ) (x+ a)− (f ◦ T ) (x+ b)|
= sup
α,β∈TQ
|f (α+ Tx)− f (β + Tx)|
= (oscTQ f) (Tx) . 
Lemma 2.12. Let f, g : Rd → C be measurable, let ∅ 6= Q ⊂ Rd and assume that oscQ f is measurable and that
(|f | ∗ |g|) (x) <∞ for every x ∈ Rd. Then
[oscQ (f ∗ g)] (x) ≤ [(oscQ f) ∗ |g|] (x) ∀x ∈ Rd. ◭
Proof. Let x ∈ Rd and fix a, b ∈ Q. Then
|(f ∗ g) (x+ a)− (f ∗ g) (x+ b)| =
∣∣∣∣∫
Rd
f ((x+ a)− y) g (y) d y −
∫
Rd
f ((x+ b)− y) g (y) d y
∣∣∣∣
≤
∫
Rd
|f ((x− y) + a)− f ((x− y) + b)| · |g (y)| d y
≤
∫
Rd
(oscQ f) (x− y) · |g (y)| d y
= [(oscQ f) ∗ |g|] (x) ,
as claimed. 
Intuitively, it should be true that smooth functions have a small oscillation if their derivative is small. The next
two lemmas make this precise:
Lemma 2.13. Let f ∈ C1 (Rd;C). Then we have for every bounded, convex set Q ⊂ Rd with nonempty interior
that
oscQ f ≤ diam (Q) ·MQ (∇f) . ◭
Proof. For x ∈ Rd and a, b ∈ Q, the fundamental theorem of calculus yields
|f (x+ b)− f (x+ a)| =
∣∣∣∣∫ 1
0
d
d t
∣∣∣∣
t=s
f (x+ a+ t (b− a)) d s
∣∣∣∣
=
∣∣∣∣∫ 1
0
〈∇f (x+ a+ s (b− a)) , b− a〉d s
∣∣∣∣
≤ diam (Q) · sup
s∈[0,1]
|∇f (x+ sb+ (1− s) a)|
(Q convex) ≤ diam (Q) · sup
c∈Q
|∇f (x+ c)|
(†)
≤ diam(Q) · [MQ (∇f)] (x) .
Here, it only remains to justify the last step, i.e. that [MQ (∇f)] (x) = ess supc∈Q |∇f (x+ c)| != supc∈Q |∇f (x+ c)|.
Here, only “≥” is nontrivial. But by continuity of ∇f , and since nonempty open sets have positive measure, it is
not hard to see
ess sup
c∈Q
|∇f (x+ c)| ≥ sup
c∈Q◦
|∇f (x+ c)| ,
so that it suffices (by continuity) to show that Q◦ ⊃ Q. But for arbitrary a ∈ Q◦ and b ∈ Q, we have Bε (a) ⊂ Q
for some ε > 0. For t ∈ (0, 1), this implies
ta+ (1− t) b ∈ t ·Bε (a) + (1− t) b ⊂ Q
and hence ta+ (1− t) b ∈ Q◦. Because of ta+ (1− t) b −−−→
t→0
b, we conclude b ∈ Q◦, as desired. 
Lemma 2.14. Let f ∈ C1 (Rd;C) and N ≥ 0 and set C := (3√d)N+1. Then(
oscδ·[−1,1]d f
)
(x) ≤ C · ‖∇f‖N · δ · (1 + |x|)−N ∀x ∈ Rd ∀δ ∈ (0, 1] , (2.4)
where ‖∇f‖N := supx∈Rd (1 + |x|)N |∇f (x)|. ◭
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Proof. By Cauchy-Schwarz, we have diam
(
δ · [−1, 1]d
)
≤ 2
√
d · δ. We can clearly assume ‖∇f‖N < ∞. Since we
also have δ [−1, 1]d ⊂ [−1, 1]d, we get from Lemmas 2.13 and 2.3 that(
oscδ[−1,1]d f
)
(x) ≤ 2
√
d · δ ·
[
Mδ[−1,1]d (∇f)
]
(x)
≤ 2
√
d · δ ·
[
M[−1,1]d (∇f)
]
(x)
≤ 2
√
d · δ · ‖∇f‖N ·
[
M[−1,1]d (1 + |•|)−N
]
(x)
(Lemma 2.3) ≤ 2
√
d ·
(
1 + 2
√
d
)N
· δ · ‖∇f‖N · (1 + |x|)−N
(since 1≤
√
d) ≤
(
3
√
d
)N+1
· δ · ‖∇f‖N · (1 + |x|)−N
for all x ∈ Rd. 
2.3. Self-improving properties for bandlimited functions. Our next aim is to show that bandlimited Lp-
functions automatically belong to WQ (L
p). More precisely, we will show for supp f̂ ⊂ Ti [−R,R]d + ξ0 that
‖f‖W
T
−T
i
[−1,1]d
(Lp) ≤ Cd,p,R · ‖f‖Lp ,
which we call a “self-improving property”, since we can improve a simple Lp estimate to a Wiener-amalgam estimate,
at least for suitably bandlimited functions. In fact, we will develop a weighted version of the preceding estimate.
All of our results in this section are based on the following convolution relation for bandlimited Lp-functions,
which we take from [77, Theorem 3.4]. We remark that this pointwise estimate already appears in the proof of [73,
Proposition 1.5.1], but is not stated explicitly as a theorem.
Theorem 2.15. Let Q,Ω ⊂ Rd be compact and let p ∈ (0, 1]. Furthermore, let ψ ∈ L1 (Rd) with suppψ ⊂ Q and
such that F−1ψ ∈ Lp (Rd).
For each f ∈ Lp (Rd) ∩ S ′ (Rd) with supp f̂ ⊂ Ω, we have F−1 (ψ · f̂) = (F−1ψ) ∗ f ∈ Lp (Rd) with
(∣∣F−1ψ∣∣ ∗ |f |) (x) ≤ [λd (Q− Ω)] 1p−1 · [∫
Rd
∣∣(F−1ψ) (y)∣∣p · |f (x− y)|p d y]1/p
for all x ∈ Rd. ◭
In order to “circumvent” the assumption f ∈ Lp (Rd), we also need the following approximation result, a proof
of which can be found in [77, Lemma 3.2], or in [73, Theorem 1.4.1]. In fact, the proof given in [77] is based on that
in [73].
Lemma 2.16. Let Ω ⊂ Rd be compact and assume f ∈ S ′ (Rd) with supp f̂ ⊂ Ω. Then f is given by (integration
against) a smooth function g ∈ C∞ (Rd) with polynomially bounded derivatives of all orders.
Furthermore, there is a sequence of Schwartz functions (gn)n∈N with the following properties:
(1) |gn (x)| ≤ |g (x)| for all x ∈ Rd,
(2) gn (x) −−−−→
n→∞
g (x) for all x ∈ Rd,
(3) supp ĝn ⊂ B1/n (Ω), where B1/n (Ω) is the 1n -neighborhood of Ω, given by
B1/n (Ω) =
{
ξ ∈ Rd
∣∣∣∣dist (ξ,Ω) < 1n
}
.
In the following, we will identify the bandlimited distribution f with its “smooth version” g. ◭
Using the two preceding results, we can now establish our first “self-improving property”.
Theorem 2.17. For p ∈ (0,∞], ξ0 ∈ Rd and f ∈ S ′
(
Rd
)
with supp f̂ ⊂ Ti [−R,R]d + ξ0 for some i ∈ I, we have
‖f‖W
T
−T
i
[−1,1]d
(Lpv)
≤ C · ‖f‖Lpv
with s := min {1, p} and N := ⌈K + d+1s ⌉, as well as
C = 24(1+
d
s )s
1
s
d
(
192 · d3/2 ·N
)N+1
· ΩK0 Ω1 · (1 +R)
d
s . ◭
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Remark. The only specific property of v which is used in the proof is that v (x+ y) ≤ v (x) v0 (y). By submultiplica-
tivity of v0, the same remains true when v is replaced by v0. Hence, we also have ‖f‖W
T
−T
i
[−1,1]d
(Lpv0)
≤ C · ‖f‖Lpv0
for f ∈ S ′ (Rd) with supp f̂ ⊂ Ti [−R,R]d + ξ0. 
Proof. We can clearly assume ‖f‖Lpv < ∞, since otherwise the claim is trivial. Using Lemma 2.16, choose a
sequence of Schwartz functions (fn)n∈N satisfying |fn (x)| ≤ |f (x)|, as well as fn (x) −−−−→n→∞ f (x) and furthermore
supp f̂n ⊂ B1/n
(
Ti [−R,R]d + ξ0
)
for all n ∈ N. Note that Ti (− (R+ 1) , R+ 1)d + ξ0 is a neighborhood of the
compact(!) set Ti [−R,R]d + ξ0, so that there is some n0 ∈ N satisfying supp f̂n ⊂ Ti [− (R+ 1) , R+ 1]d + ξ0 for
all n ≥ n0. By dropping (or modifying) the first n0 terms of the sequence (fn)n∈N, we can assume that this holds
for all n ∈ N.
Let s = min {1, p} and N = ⌈K + d+1s ⌉ ≥ 2 as in the statement of the theorem. Using Lemma A.2 (with R + 1
instead of R and with s = 3) and Corollary A.3, we get a function ψ ∈ C∞c
(
Rd
)
satisfying 0 ≤ ψ ≤ 1, as well as
suppψ ⊂ [− (R+ 4) , R+ 4]d and ψ ≡ 1 on [− (R+ 1) , R+ 1]d which also satisfies∣∣(F−1ψ) (x)∣∣ ≤ 2π · 2d · (48d)N+1 (N + 2)! · (R + 4)d · (1 + |x|)−N
=: C1 · (1 + |x|)−N
for all x ∈ Rd. Note because of N ≥ 2 that (N + 2)! = ∏N+2ℓ=1 ℓ ≤ ∏N+2ℓ=2 (N + 2) = (N + 2)N+1 ≤ (2N)N+1 and
hence
C1 ≤ 23(1+d) (96d ·N)N+1 · (1 +R)d .
Next, define
̺ := F−1 (Lξ0 [ψ ◦ T−1i ]) = |det Ti| ·Mξ0 [(F−1ψ) ◦ T Ti ]
and note ̺̂ ≡ 1 on Ti [− (R+ 1) , R+ 1]d + ξ0, so that f̂n = ̺̂ · f̂n, which implies fn = fn ∗ ̺. Next, we note for
arbitrary x ∈ Rd and y ∈ T−Ti [−1, 1]d because of
1 +
∣∣T Ti x∣∣ ≤ 1 + ∣∣T Ti (x+ y)∣∣+ ∣∣−T Ti y∣∣
≤ 1 +
√
d+
∣∣T Ti (x+ y)∣∣
≤
(
1 +
√
d
) (
1 +
∣∣T Ti (x+ y)∣∣)
that
|̺ (x+ y)| = |detTi| ·
∣∣(F−1ψ) (T Ti (x+ y))∣∣
≤ C1 · |detTi| ·
(
1 +
∣∣T Ti (x+ y)∣∣)−N
≤
(
1 +
√
d
)N
C1 · |detTi| ·
(
1 +
∣∣T Ti x∣∣)−N . (2.5)
Now, we distinguish the two cases p ∈ [1,∞] and p ∈ (0, 1).
Case 1: We have p ∈ [1,∞] and hence s = 1. In this case, note because of
v (x) = v (z + x− z) ≤ v (z) v0 (x− z)
≤ Ω1 · v (z) (1 + |x− z|)K
(eq. (1.11)) ≤ ΩK0 Ω1 · v (z) ·
(
1 +
∣∣T Ti (x− z)∣∣)K (2.6)
that
v (x) ·
(
MT−Ti [−1,1]dfn
)
(x) ≤ v (x) · sup
y∈T−Ti [−1,1]d
|fn (x+ y)|
(since fn=fn∗̺) ≤ v (x) · sup
y∈T−Ti [−1,1]d
∫
Rd
|̺ ((x− z) + y)| · |fn (z)| d z
(eq. (2.5) with x−z instead of x) ≤
(
1 +
√
d
)N
C1 · |detTi| ·
∫
Rd
v (x) · (1 + ∣∣T Ti (x− z)∣∣)−N · |fn (z)| d z
(eq. (2.6)) ≤
(
1 +
√
d
)N
ΩK0 Ω1C1 · |detTi| ·
∫
Rd
(
1 +
∣∣T Ti (x− z)∣∣)K−N · |(v · fn) (z)| d z.
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Now, we simply use Young’s inequality ‖f ∗ g‖Lp ≤ ‖f‖L1 · ‖g‖Lp to conclude
‖fn‖W
T
−T
i
[−1,1]d
(Lpv)
=
∥∥∥v ·MT−Ti [−1,1]dfn∥∥∥Lp
≤
(
1 +
√
d
)N
ΩK0 Ω1C1 · |detTi| ·
∥∥∥(1 + ∣∣T Ti •∣∣)−(N−K)∥∥∥
L1
· ‖v · fn‖Lp
(N−K≥d+1, eq. (1.9) and |fn|≤|f |) ≤
(
1 +
√
d
)N
sdΩ
K
0 Ω1C1 · ‖f‖Lpv .
But because of fn → f pointwise, we get(
MT−Ti [−1,1]df
)
(x) =
∥∥∥1x+T−Ti [−1,1]d · f∥∥∥L∞ ≤ lim infn→∞ ∥∥∥1x+T−Ti [−1,1]d · fn∥∥∥L∞ = lim infn→∞ (MT−Ti [−1,1]dfn) (x) ,
so that an application of Fatou’s Lemma yields
‖f‖W
T
−T
i
[−1,1]d
(Lpv)
≤ lim inf
n→∞
‖fn‖W
T
−T
i
[−1,1]d
(Lpv)
≤
(
1 +
√
d
)N
sdΩ
K
0 Ω1C1 · ‖f‖Lpv ,
as desired.
Case 2: We have p ∈ (0, 1) and hence s = p. In this case, we first note
λd
(
supp f̂n − supp ̺̂) ≤ λd ([Ti [− (R+ 1) , R+ 1]d + ξ0]− [Ti [− (R+ 4) , R+ 4]d + ξ0])
≤ λd
(
Ti [− (2R+ 5) , 2R+ 5]d
)
= |det Ti| · (4R+ 10)d .
For brevity, set C2 :=
(
1 +
√
d
)N
(4R+ 10)
d( 1p−1) C1 and apply Theorem 2.15 to get
v (x) ·
(
MT−Ti [−1,1]dfn
)
(x) ≤ v (x) · sup
y∈T−Ti [−1,1]d
|fn (x+ y)|
(since fn=fn∗̺) ≤ v (x) · sup
y∈T−Ti [−1,1]d
(|fn| ∗ |̺|) (x+ y)
(Theorem 2.15) ≤
[
(4R+10)
d · |detTi|
] 1
p−1 · v (x) · sup
y∈T−Ti [−1,1]d
(∫
Rd
|̺ ((x− z) + y)|p · |fn (z)|p d z
)1/p
(eq. (2.5)) ≤ C2 · |detTi|1/p · v (x) ·
(∫
Rd
(
1 +
∣∣T Ti (x− z)∣∣)−Np · |fn (z)|p d z)1/p
(eq. (2.6)) ≤ C2ΩK0 Ω1 · |detTi|1/p ·
(∫
Rd
(
1 +
∣∣T Ti (x− z)∣∣)−p(N−K) · |(v · fn) (z)|p d z)1/p .
Finally, take the Lp-norm of the preceding estimate to conclude
‖fn‖pW
T
−T
i
[−1,1]d
(Lpv)
≤ (C2ΩK0 Ω1)p · |detTi| · ∫
Rd
∫
Rd
(
1 +
∣∣T Ti (x− z)∣∣)−p(N−K) · |(v · fn) (z)|p d z dx
(Fubini and y=x−z) =
(
C2Ω
K
0 Ω1
)p · ‖f‖pLpv · |det Ti| · ∫
Rd
(
1 +
∣∣T Ti y∣∣)−p(N−K) d y
=
(
C2Ω
K
0 Ω1
)p · ∥∥∥(1 + |•|)−(N−K)∥∥∥p
Lp
· ‖f‖pLpv(
eq. (1.9) and N−K−dp≥ 1p
) ≤ (C2ΩK0 Ω1)p · sd · ‖f‖pLpv .
The remainder of the proof is now as for p ∈ [1,∞], but with a slightly different constant. 
Now, we establish our second “self-improving property”, which yields an estimate for the Lpv-norm of the oscillation
of a band-limited function, only in terms of the Lpv-norm of the function.
Theorem 2.18. For each p ∈ [0,∞), i ∈ I, ξ0 ∈ Rd, R > 0 and f ∈ S ′
(
Rd
)
with supp f̂ ⊂ Ti [−R,R]d + ξ0, we
have ∥∥∥oscδ·T−Ti [−1,1]d [M−ξ0f ]∥∥∥W
T
−T
i
[−1,1]d
(Lpv)
≤ C · δ · ‖f‖Lpv
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with
C := Ω2K0 Ω
2
1 ·
(
23040 · d3/2 ·
(
K + 1 +
d+ 1
min {1, p}
))K+2+ d+1min{1,p}
· (1 +R)1+ dmin{1,p} . ◭
Remark. As usual, the claim remains valid when v is replaced by v0 throughout. 
Proof. As usual, since f is a bandlimited tempered distribution, it is actually given by integration against a smooth
function with polynomially bounded derivatives. Furthermore, suppF [M−ξ0f ] = suppL−ξ0 f̂ ⊂ Ti [−R,R]d, so
that we can assume ξ0 = 0 for the remainder of the proof.
The first part of the proof is now very similar to that of Theorem 2.17: We can clearly assume ‖f‖Lpv < ∞,
since otherwise the claim is trivial. Using Lemma 2.16, choose a sequence of Schwartz functions (fn)n∈N satisfying
|fn (x)| ≤ |f (x)|, as well as fn (x) −−−−→
n→∞
f (x) and furthermore supp f̂n ⊂ B1/n
(
Ti [−R,R]d
)
for all n ∈ N. Note
that Ti (− (R + 1) , R+ 1)d is a neighborhood of the compact(!) set Ti [−R,R]d, so that there is some n0 ∈ N
satisfying supp f̂n ⊂ Ti [− (R+ 1) , R+ 1]d for all n ≥ n0. By dropping (or modifying) the first n0 terms of the
sequence (fn)n∈N, we can assume that this holds for all n ∈ N.
Let s := min {1, p} and N := ⌈K + d+1s ⌉ ≥ 2. Using Lemma A.2 (with R + 1 instead of R and with s = 3) and
Corollary A.3, we get a function ψ ∈ C∞c
(
Rd
)
satisfying 0 ≤ ψ ≤ 1, as well as suppψ ⊂ [− (R+ 4) , R+ 4]d and
ψ ≡ 1 on [− (R + 1) , R+ 1]d which also satisfies∣∣(∂α [F−1ψ]) (x)∣∣ ≤ 2π · 2d · (48d)N+1 (N + 2)! · (R+ 5)|α| (R+ 4)d · (1 + |x|)−N
≤ 2π · 2d · (48d)N+1 (N + 2)! · (R+ 5)d+1 · (1 + |x|)−N
=: C1 · (1 + |x|)−N (2.7)
for all x ∈ Rd and α ∈ Nd0 with |α| ≤ 1. Using (N + 2)! =
∏N+2
ℓ=1 ℓ ≤
∏N+2
ℓ=2 (N + 2) = (N + 2)
N+1 ≤ (2N)N+1, we
get
C1 ≤ 40 · 10d · (96d ·N)N+1 · (1 +R)d+1 . (2.8)
Now, let gn := fn ◦ T−Ti for n ∈ N. Using Lemmas 2.11 and 2.13, we see
oscδ·T−Ti [−1,1]d fn = oscδ·T−Ti [−1,1]d
(
gn ◦ T Ti
)
(Lemma 2.11) =
(
oscδ·[−1,1]d gn
)
◦ T Ti
(Lemma 2.13) ≤ 2
√
d · δ ·
(
Mδ[−1,1]d [∇gn]
)
◦ T Ti .
Based on this estimate, Lemmas 2.4 and 2.5 show
MT−Ti [−1,1]d
[
oscδ·T−Ti [−1,1]d fn
]
≤ 2
√
d · δ ·MT−Ti [−1,1]d
[(
Mδ[−1,1]d [∇gn]
)
◦ T Ti
]
(Lemma 2.4) = 2
√
d · δ ·
[
M[−1,1]d
(
Mδ[−1,1]d [∇gn]
)]
◦ T Ti
(Lemma 2.5 and δ≤1) ≤ 2
√
d · δ ·
(
M[−2,2]d [∇gn]
)
◦ T Ti
(Lemma 2.4) = 2
√
d · δ ·MT−Ti [−2,2]d
[
(∇gn) ◦ T Ti
]
. (2.9)
Next, observe supp ĝn = supp
[
|detTi| · f̂n ◦ Ti
]
= T−1i supp f̂n ⊂ [− (R+ 1) , R+ 1]d for all n ∈ N, so that we
see ĝn = ĝn · ψ. Hence, gn = gn ∗ F−1ψ. Because of gn,F−1ψ ∈ S
(
Rd
)
, this easily implies ∇gn = gn ∗ ∇
(F−1ψ).
But for arbitrary Schwartz functions f, g and T ∈ GL (Rd), we have
(f ∗ g) (Tx) =
∫
Rd
f (Tx− y) g (y) d y
(y=Tz) = |detT | ·
∫
Rd
f (Tx− Tz) g (Tz) d z
= |detT | · [(f ◦ T ) ∗ (g ◦ T )] (x) ,
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so that, if we understand the following equation componentwise,
(∇gn)
(
T Ti x
)
= |detTi| ·
[(
gn ◦ T Ti
) ∗ ([∇ (F−1ψ)] ◦ T Ti )] (x)(
with ηj :=∂j(F−1ψ)
)
= |detTi| ·
[(
fn ∗
[
ηj ◦ T Ti
])
(x)
]
j∈d . (2.10)
Now, we divide the proof into the two cases p ∈ [1,∞] and p ∈ (0, 1). In the (easier) case p ∈ [1,∞], we get
v (x) ·
∣∣(∂jgn) (T Ti x)∣∣ = |detTi| · v (x) · ∣∣(fn ∗ [ηj ◦ T Ti ]) (x)∣∣
≤ |detTi| ·
∫
Rd
v (x) · |fn (y)| ·
∣∣ηj (T Ti (x− y))∣∣ d y(
eq. (2.7) and ηj=∂j[F−1ψ]
) ≤ C1 · |det Ti| · ∫
Rd
v (x) · |fn (y)| ·
(
1 +
∣∣T Ti (x− y)∣∣)−N d y
(since v(x)=v(x−y+y)≤v(y)v0(x−y)) ≤ C1 · |det Ti| ·
∫
Rd
|(v · fn) (y)| · v0 (x− y) ·
(
1 +
∣∣T Ti (x− y)∣∣)−N d y
(assumption on v0 and eq. (1.11)) ≤ ΩK0 Ω1C1 · |detTi| ·
∫
Rd
|(v · fn) (y)| ·
(
1 +
∣∣T Ti (x− y)∣∣)K−N d y
for arbitrary x ∈ Rd.
But for z ∈ T−Ti [−2, 2]d, we have
1 +
∣∣T Ti x∣∣ ≤ 1 + ∣∣T Ti (x+ z)∣∣+ ∣∣−T Ti z∣∣(
|TTi z|≤2√d since TTi z∈[−2,2]d
) ≤ 1 + 2√d+ ∣∣T Ti (x+ z)∣∣
≤
(
1 + 2
√
d
) (
1 +
∣∣T Ti (x+ z)∣∣) (2.11)
and
v (x) = v (x+ z − z) ≤ v (x+ z) · v0 (−z)
≤ Ω1 · v (x+ z) · (1 + |−z|)K
(eq. (1.11)) ≤ ΩK0 Ω1 · v (x+ z) ·
(
1 +
∣∣T Ti z∣∣)K
≤ ΩK0 Ω1
(
1 + 2
√
d
)K
· v (x+ z) . (2.12)
By applying these two estimates and noting K −N < 0, we get
v (x) ·
∣∣[(∂jgn) ◦ T Ti ] (x+ z)∣∣ ≤ ΩK0 Ω1 · (1 + 2√d)K · v (x+ z) · ∣∣[(∂jgn) ◦ T Ti ] (x+ z)∣∣
≤ Ω2K0 Ω21C1 ·
(
1 + 2
√
d
)K
· |detTi| ·
∫
Rd
|(v · fn) (y)| ·
(
1 +
∣∣T Ti (x− y + z)∣∣)K−N d y
(eq. (2.11) with x−y instead of x) ≤ Ω2K0 Ω21C1 ·
(
1 + 2
√
d
)N
· |detTi| ·
∫
Rd
|(v · fn) (y)| ·
(
1 +
∣∣T Ti (x− y)∣∣)K−N d y.
Noting that this holds for arbitrary z ∈ T−Ti [−2, 2]d and by taking the ℓ2-norm over j ∈ d, we conclude
v (x) ·
[
MT−Ti [−2,2]d
(
[∇gn] ◦ T Ti
)]
(x) ≤ C2 · |detTi| ·
∫
Rd
|(v · fn) (y)| ·
(
1 +
∣∣T Ti (x− y)∣∣)K−N d y
= C2 · |detTi| ·
(
|v · fn| ∗
[
(1 + |•|)K−N ◦ T Ti
])
(x) ,
where C2 := Ω
2K
0 Ω
2
1 · C1
√
d
(
1 + 2
√
d
)N
.
By taking the Lp-norm and using Young’s theorem for convolutions, we conclude∥∥∥MT−Ti [−2,2]d ([∇gn] ◦ T Ti )∥∥∥Lpv ≤ C2 · |detTi| · ‖v · fn‖Lp ·
∥∥∥(1 + |•|)K−N ◦ T Ti ∥∥∥
L1
= C2 · ‖fn‖Lpv ·
∥∥∥(1 + |•|)K−N∥∥∥
L1
(eq. (1.9) and K−N=K−⌈K+d+1⌉≤−(d+1)) ≤ sdC2 · ‖fn‖Lpv
(since |fn|≤|f |) ≤ sdC2 · ‖f‖Lpv <∞.
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In view of equation (2.9), we have thus shown∥∥∥oscδ·T−Ti [−1,1]d fn∥∥∥W
T
−T
i
[−1,1]d
(Lpv)
≤ 2
√
d · δ ·
∥∥∥MT−Ti [−2,2]d [(∇gn) ◦ T Ti ]∥∥∥Lpv
≤ 2sd
√
dC2 · δ · ‖f‖Lpv <∞.
Now, we note
2sd
√
dC2 = Ω
2K
0 Ω
2
1 · C1 · 2sd · d ·
(
1 + 2
√
d
)N
(eq. (2.8)) ≤ Ω2K0 Ω21 · 2sd · d ·
(
1 + 2
√
d
)N
· 40 · 10d · (96d ·N)N+1 · (1 +R)d+1
(since sd≤4d and d≤2d) ≤ Ω2K0 Ω21 · 2 · 4d2d
(
1 + 2
√
d
)N
· 40 · 10d · (96d ·N)N+1 · (1 +R)d+1
≤ Ω2K0 Ω21 ·
(
1 + 2
√
d
)N
· 80d+1 · (96d ·N)N+1 · (1 +R)d+1
≤ Ω2K0 Ω21 ·
(
3
√
d
)N
· 80d+1 · (96d ·N)N+1 · (1 +R)d+1
≤ Ω2K0 Ω21 · 80d+1 ·
(
288 · d3/2 ·N
)N+1
· (1 +R)d+1
(since N≥d+1) ≤ Ω2K0 Ω21 ·
(
23040 · d3/2 ·N
)N+1
· (1 +R)d+1
(def. of N) ≤ Ω2K0 Ω21 ·
(
23040 · d3/2 · (K + d+ 2)
)K+d+3
· (1 +R)d+1 .
All that remains is to extend this estimate to f instead of fn. But for x ∈ Rd and arbitrary y, z ∈ δ ·T−Ti [−1, 1]d,
we have
|f (x+ y)− f (x+ z)| = lim inf
n→∞
|fn (x+ y)− fn (x+ z)| ≤ lim inf
n→∞
(
oscδ·T−Ti [−1,1]d fn
)
(x)
and thus
(
oscδ·T−Ti [−1,1]d f
)
(x) ≤ lim infn→∞
(
oscδ·T−Ti [−1,1]d fn
)
(x) for all x ∈ Rd. A similar estimate holds for
the maximal function MT−Ti [−1,1]d instead of the oscillation. All in all, an application of Fatou’s Lemma yields∥∥∥oscδ·T−Ti [−1,1]d f∥∥∥W
T
−T
i
[−1,1]d
(Lpv)
≤ lim inf
n→∞
∥∥∥oscδ·T−Ti [−1,1]d fn∥∥∥W
T
−T
i
[−1,1]d
(Lpv)
≤ 2sd
√
dC2 · δ · ‖f‖Lpv <∞,
as desired.
Now, we consider the case p ∈ (0, 1). Here, we recall ηj = ∂j
(F−1ψ) and observe
suppF [ηj ◦ T Ti ] = supp [|detTi|−1 · η̂j ◦ T−1i ]
= Ti supp η̂j
= Ti supp
(
ξ 7→ 2πiξj · F
[F−1ψ] (ξ))
⊂ Ti suppψ ⊂ Ti [− (R + 4) , R+ 4]d
and supp f̂n ⊂ Ti [− (R+ 1) , R+ 1]d, so that equation (2.10) and Theorem 2.15 yield∣∣(∂jgn) (T Ti x)∣∣p
≤ |det Ti|p ·
[
λd
(
Ti
(
[− (R+4) , R+4]d − [− (R+1) , R+1]d
))]1−p
·
∫
Rd
|fn (y)|p ·
∣∣(ηj ◦ T Ti ) (x− y)∣∣p d y
(eq. (2.7)) ≤ |det Ti| · Cp1 [2 · (2R+ 5)]d(1−p) ·
∫
Rd
|fn (y)|p ·
(
1 +
∣∣T Ti (x− y)∣∣)−Np d y.
Similar to the case p ∈ [1,∞], this implies[
v (x)·∣∣(∂jgn) (T Ti x)∣∣]p ≤ |detTi|· Cp1 [2 · (2R+ 5)]d(1−p) ·∫
Rd
|(v ·fn) (y)|p ·
[
v0 (x− y)·
(
1+
∣∣T Ti (x− y)∣∣)−N]p d y
(assump. on v0 and eq. (1.11)) ≤
[
ΩK0 Ω1
]p · |det Ti| · Cp1 [4R+ 10]d(1−p) ·∫
Rd
|(v ·fn) (y)|p ·
[(
1+
∣∣T Ti (x− y)∣∣)K−N]p d y.
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As above, equations (2.11) and (2.12) show for arbitrary z ∈ T−Ti [−2, 2]d that[
v (x) · ∣∣[(∂jgn) ◦ T Ti ] (x+ z)∣∣]p
(eq. (2.12)) ≤
[
ΩK0 Ω1
(
1 + 2
√
d
)K]p
· ∣∣(v · [(∂jgn) ◦ T Ti ]) (x+ z)∣∣p
≤
[
Ω2K0 Ω
2
1
(
1 + 2
√
d
)K]p
·|detTi| · Cp1 (10 + 4R)d(1−p) ·
∫
Rd
|(v ·fn) (y)|p ·
[(
1+
∣∣T Ti (x+ z − y)∣∣)K−N]p d y
(eq. (2.11)) ≤
[
Ω2K0 Ω
2
1
(
1 + 2
√
d
)N]p
·|detTi| · Cp1 (10 + 4R)d(1−p) ·
∫
Rd
|(v ·fn) (y)|p ·
(
1+
∣∣T Ti (x− y)∣∣)p(K−N) d y.
Since this holds for arbitrary z ∈ T−Ti [−2, 2]d and j ∈ d and since∣∣[(∇gn) ◦ T Ti ] (x+ z)∣∣ ≤ √d ·max
j∈d
∣∣[(∂jgn) ◦ T Ti ] (x+ z)∣∣ ,
we conclude[
v ·MT−Ti [−2,2]d
(
[∇gn] ◦ T Ti
)]p≤[Ω2K0 Ω21√d(1+2√d)N]p·|detTi|·Cp1 (10+4R)d(1−p)·|v ·fn|p∗[(1 + |•|)p(K−N) ◦ T Ti ] ,
so that Young’s inequality L1 ∗ L1 →֒ L1 yields∥∥[∇gn]◦T Ti ∥∥pW
T
−T
i
[−2,2]d
(Lpv)
≤
[
C1Ω
2K
0 Ω
2
1
√
d
(
1+2
√
d
)N]p
(10+4R)
d(1−p) ·|detTi| ·‖|v ·fn|p‖L1 ·
∥∥∥(1+|•|)p(K−N)◦T Ti ∥∥∥
L1
=
[
Ω2K0 Ω
2
1
√
d
(
1+2
√
d
)N]p
· Cp1 (10+4R)d(1−p) · ‖fn‖pLpv ·
∥∥∥(1 + |•|)p(K−N)∥∥∥
L1
(eq. (1.9) and p(K−N)≤−(d+1)) ≤
[
Ω2K0 Ω
2
1
√
d
(
1+2
√
d
)N]p
· Cp1 (10+4R)d(1−p) · ‖fn‖pLpv · sd
(since |fn|≤|f | and sd≤4d) ≤
[
Ω2K0 Ω
2
1
√
d
(
1+2
√
d
)N
4d/pC1 (10+4R)
d( 1p−1)
]p
· ‖f‖pLpv .
In view of equation (2.9), we arrive at∥∥∥oscδ·T−Ti [−1,1]d fn∥∥∥W
T
−T
i
[−1,1]d
(Lpv)
≤ 2
√
d · δ ·
∥∥(∇gn) ◦ T Ti ∥∥W
T
−T
i
[−2,2]d
(Lpv)
≤ δ · 2d · Ω2K0 Ω21
(
1 + 2
√
d
)N
4d/pC1 (10 + 4R)
d( 1p−1) · ‖f‖Lpv .
The remainder of the proof is now as for p ∈ [1,∞], noting that
2d · Ω2K0 Ω21
(
1 + 2
√
d
)N
4d/p · C1 (10 + 4R)d(
1
p−1)
(eq. (2.8)) ≤ 2d · Ω2K0 Ω21
(
1 + 2
√
d
)N
4d/p · 40 · 10d · (96d ·N)N+1 · 10d( 1p−1) (1 +R)1+ dp
(since d≤2d≤2d/p) ≤ Ω2K0 Ω21 ·
(
3
√
d
)N
· (96d ·N)N+1 · 801+dp (1 +R)1+ dp(
since N+1≥d+1p +1≥ dp+1
) ≤ Ω2K0 Ω21 · (23040 · d3/2 ·N)N+1 · (1 +R)1+ dp(
since N≤K+d+1p +1
) ≤ Ω2K0 Ω21 · (23040 · d3/2 · (K + 1 + d+ 1p
))K+2+ d+1p
· (1 +R)1+ dp . 
2.4. Convolution relation for Wiener amalgam spaces. Finally, we come to the convolution relation for the
Wiener Amalgam spaces. The theorem stated here is a slight variation (and specialization) of [76, Theorem 2.3.24],
which originally appeared in [68].
Theorem 2.19. Let Q1, Q2 ⊂ Rd be bounded, Borel measurable unit neighborhoods and assume that Q1 − Q1
and Q2 −Q1 are measurable. Let p ∈ (0,∞] and set r := min {1, p}.
Assume that there is a countable family (xi)i∈I in R
d satisfying Rd =
⋃
i∈I (xi +Q1) and
N := sup
x∈Rd
|{i ∈ I |x ∈ xi +Q1}| <∞.
Then we have for every f ∈WQ1−Q1
(
Lrv0
)
and every g ∈WQ2−Q1 (Lpv) that
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• f ∈ L1v0
(
Rd
)
with ‖f‖L1v0 . ‖f‖WQ1−Q1(Lrv0), where the implied constant only depends on N,Q1, r, v0.
• g ∈ L∞v
(
Rd
)
with ‖g‖L∞v . ‖g‖WQ2−Q1 (Lpv), where the implied constant only depends on N,Q1, Q2, p, v0.
In particular,
WQ2−Q1 (L
p
v) →֒ L∞v (Rd) →֒ L∞(1+|•|)−K (Rd) →֒ S ′ (Rd) .
• The convolution f ∗ g : Rd → C is a well-defined continuous function.
• We have
‖f ∗ g‖WQ2 (Lpv) ≤ N
1
r ·
[
sup
x∈Q1
v0 (x)
]
· [λd (Q1)]1−
1
r · ‖f‖WQ1−Q1(Lrv0) · ‖g‖WQ2−Q1(Lpv) . ◭
Remark 2.20. Since one can always choose a compact unit neighborhood Q1 for which the assumptions of the
theorem are satisfied (choose e.g. Q1 =
[− 12 , 12 ]d and xi := i for i ∈ I := Zd), we see in view of Lemma 2.7 that
WQ (L
p
v) →֒ L∞v (Rd) →֒ L∞(1+|•|)−K (Rd) →֒ S ′ (Rd) (2.13)
holds for every bounded unit-neighborhood Q ⊂ Rd. The same also holds with v instead of v0, since v0 satisfies all
properties that v has. 
Proof. In the following, we will frequently use the discrete weights vdisci := v (xi) and
(
vdisc0
)
i
:= v0 (xi), as well
as the constant C1 := supx∈Q1 v0 (x) ≤ Ω1 · supx∈Q1 (1 + |x|)K < ∞, which is finite since Q1 is bounded. These
quantities are important, since we have for y = xi + q ∈ xi +Q1 the estimates
v (y) = v (xi + q) ≤ v (xi) v0 (q) ≤ C1 · vdisci and similarly v0 (y) ≤ C1 ·
(
vdisc0
)
i
.
Likewise, by symmetry and submultiplicativity of v0, we also have(
vdisc0
)
i
= v0 (xi) = v0 (y − q) ≤ v0 (y) · v0 (−q) = v0 (y) · v0 (q) ≤ C1 · v0 (y) .
Completely similar, we also get vdisci ≤ C1 · v (y) for all y ∈ xi +Q1.
Now, we first show that we can write each h ∈ WQ1−Q1
(
Lrv0
)
as h =
∑
i∈I hi, where
3 supphi ⊂ xi + Q1 and
where ∥∥(‖hi‖L∞)i∈I∥∥ℓr
vdisc
0
≤ C1 · N
1/r
[λd (Q1)]
1/r
· ‖h‖WQ1−Q1(Lrv0) . (2.14)
Indeed, since I is countable (and necessarily infinite, since Rd =
⋃
i∈I (xi +Q1), with Q1 bounded), we can assume
I = N. Then, define hi := h · 1(xi+Q1)\⋃i−1j=1(xj+Q1). Because of Rd = ⋃i∈I (xi +Q1), this easily yields h =∑i∈I hi
and supphi ⊂ xi +Q1 is trivial, so that we only need to verify estimate (2.14).
To this end, first note for x ∈ xi +Q1 that xi ∈ x−Q1 and hence xi +Q1 ⊂ x+Q1 −Q1, which yields
‖hi‖L∞ ≤ ‖h · 1xi+Q1‖L∞ ≤ ‖h · 1x+Q1−Q1‖L∞ = (MQ1−Q1h) (x) .
Now, take the r-th power of this estimate, multiply both sides with vr0 (x) · 1xi+Q1 (x) and sum over i ∈ I to arrive
at ∑
i∈I
[‖hi‖rL∞ · vr0 (x) · 1xi+Q1 (x)] ≤ [v0 (x) · (MQ1−Q1h) (x)]r ·
∑
i∈I
1xi+Q1 (x) ≤ N · [v0 (x) · (MQ1−Q1h) (x)]r .
As observed at the beginning of the proof, we have 1xi+Q1 ·
(
vdisc0
)
i
≤ C1 · v0 · 1xi+Q1 . By combining this with the
preceding estimate and integrating, we get
λd (Q1) ·
∥∥(‖hi‖L∞)i∈I∥∥rℓr
vdisc0
=
∑
i∈I
‖hi‖rL∞ ·
(
vdisc0
)r
i
· λd (xi +Q1)
=
∫
Rd
∑
i∈I
(‖hi‖L∞ · (vdisc0 )i · 1xi+Q1 (x))r dx
≤ Cr1N ·
∫
Rd
[v0 (x) · (MQ1−Q1h) (x)]r dx
= Cr1N · ‖h‖rWQ1−Q1(Lrv0) <∞.
Rearranging shows that equation (2.14) is indeed satisfied.
3In this proof and the next, but not elsewhere in the paper, we write supp f :=
{
x ∈ Rd
∣∣ f (x) 6= 0}, which is different from the
usual meaning supp f :=
{
x ∈ Rd
∣∣ f (x) 6= 0}.
Structured, compactly supported Banach frame decompositions of decomposition spaces — Felix Voigtlaender 30
Now, since ℓr (I) →֒ ℓ1 (I) and because of supphi ⊂ xi +Q1, so that
v0 · |hi| ≤ C1 ·
(
vdisc0
)
i
· |hi| ≤ C1 ·
(
vdisc0
)
i
· ‖hi‖L∞ · 1xi+Q1 almost everywhere,
we get
‖h‖L1v0 ≤
∑
i∈I
‖hi‖L1v0 ≤
[∑
i∈I
‖hi‖rL1v0
]1/r
≤ C1 ·
[∑
i∈I
(
vdisc0
)r
i
· ‖hi‖rL∞ · [λ (xi +Q1)]r
]1/r
≤ C1 · λd (Q1) ·
∥∥(‖hi‖L∞)i∈I∥∥ℓr
vdisc
0
(eq. (2.14)) ≤ C21 · [λd (Q1)]1−
1
r ·N1/r · ‖h‖WQ1−Q1(Lrv0) <∞,
which proves the first part of the theorem.
Now, we want to prove the second part of the theorem. For p = ∞, we have ‖g‖L∞v = ‖g‖Lpv ≤ ‖g‖WQ2−Q1(Lpv)
by Lemma 2.2, so that we can assume p ∈ (0,∞).
Next, we define gi := g · 1xi+Q1 for i ∈ I and note for x ∈ xi +Q1 as above that xi +Q1 ⊂ x+Q1 −Q1, so that
‖gi‖L∞ ≤ ‖g · 1x+Q1−Q1‖L∞ = (MQ1−Q1g) (x) .
Hence,
1
C1
· vdisci · ‖gi‖L∞ · [λd (Q1)]1/p =
1
C1
·
[∫
xi+Q1
(
vdisci · ‖gi‖L∞
)p
dx
]1/p
≤
[∫
Rd
(v (x) · ‖gi‖L∞ · 1xi+Q1 (x))p dx
]1/p
≤
(∫
Rd
[(v ·MQ1−Q1g) (x)]p dx
)1/p
= ‖g‖WQ1−Q1 (Lpv)
(Lemma 2.7) ≤ C2 · ‖g‖WQ2−Q1(Lpv) .
Here, the last step used that Q1 − Q1 and Q2 − Q1 are both measurable, bounded unit-neighborhoods, so that
Lemma 2.7 yields a constant C2 = C2 (Q1, Q2, v0, p) > 0 satisfying ‖g‖WQ1−Q1(Lpv) ≤ C2 · ‖g‖WQ2−Q1(Lpv).
But there is a null-set Ni ⊂ xi +Q1 satisfying |g (x)| = |gi (x)| ≤ ‖gi‖L∞ for all x ∈ (xi +Q1) \Ni. Hence,
v (x) · |g (x)| ≤ C1 · vdisci · ‖gi‖L∞ ≤
C21C2
[λd (Q1)]
1/p
· ‖g‖WQ2−Q1 (Lpv)
for all x ∈ (xi +Q1) \ Ni. But since N :=
⋃
i∈I Ni ⊂ Rd is a null-set and since Rd =
⋃
i∈I (xi +Q1), we get
‖g‖L∞v ≤
C21C2
[λd(Q1)]
1/p · ‖g‖WQ2−Q1 (Lpv), which proves the main part of the second part of the theorem for p ∈ (0,∞).
To establish the embedding WQ2−Q1 (L
p
v) →֒ L∞v
(
Rd
) →֒ L∞
(1+|•|)−K
(
Rd
) →֒ S ′ (Rd), we first observe that
L∞
(1+|•|)−K
(
Rd
) →֒ S ′ (Rd) is trivial. Furthermore,
v (0) = v (x+ (−x)) ≤ v (x) · v0 (−x) ≤ Ω1 (1 + |−x|)K · v (x) ∀x ∈ Rd, (2.15)
so that v (x) ≥ v(0)Ω1 · (1 + |x|)
−K
and hence WQ2−Q1 (L
p
v) →֒ L∞v
(
Rd
) →֒ L∞
(1+|•|)−K
(
Rd
)
, as desired.
Now, note for f ∈ L1v0
(
Rd
)
and g ∈ L∞v
(
Rd
)
because of v (x) = v (y + (x− y)) ≤ v (y) · v0 (x− y) that
v (x) ·
∫
Rd
|f (x− y)| · |g (y)| d y ≤
∫
Rd
|(v0 · f) (x− y)| · |(v · g) (y)| d y
≤ ‖g‖L∞v · ‖f‖L1v0 <∞ ∀x ∈ R
d. (2.16)
Hence, (f ∗ g) (x) is well-defined for all x ∈ Rd and ‖f ∗ g‖L∞
(1+|•|)−K
. ‖f ∗ g‖L∞v ≤ ‖f‖L1v0 · ‖g‖L∞v . Now, note
that the subspace C
(
Rd
) ∩ L∞
(1+|•|)−K
(
Rd
)
of continuous functions in L∞
(1+|•|)−K
(
Rd
)
is a closed subspace of
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L∞
(1+|•|)−K
(
Rd
)
. Furthermore, Cc
(
Rd
) ⊂ L1v0 (Rd) is dense and L∞v (Rd) →֒ L∞(1+|•|)−K (Rd) →֒ L∞loc (Rd). But for
f ∈ Cc
(
Rd
)
and g ∈ L∞loc
(
Rd
)
, it is not hard to see that f ∗ g is continuous.
Altogether, the preceding properties show that f ∗ g ∈ C (Rd) ∩ L∞
(1+|•|)−K
(
Rd
)
is well-defined and continuous
for all f ∈ L1v0
(
Rd
)
and g ∈ L∞v
(
Rd
)
. But in the setting of the theorem, we have f ∈ WQ1−Q1
(
Lrv0
) →֒ L1v0 (Rd)
and g ∈ WQ2−Q1 (Lpv) →֒ L∞v
(
Rd
)
, so that the third part of the theorem is established.
It remains to prove the last part of the theorem. To this end, recall from equation (2.14) that we can write
f =
∑
i∈I fi, where supp fi ⊂ xi +Q1 and such that equation (2.14) is fulfilled, with fi instead of hi and f instead
of h.
Next, we estimate MQ2 (fi ∗ g) for each i ∈ I as follows: For x ∈ Rd and q ∈ Q2, we have
|(fi ∗ g) (x+ q)| ≤ (|fi| ∗ |g|) (x+ q) =
∫
Rd
|fi (y)| · |g (x+ q − y)| d y
≤ ‖fi‖L∞ ·
∫
Rd
1xi+Q1 (y) · |g (x+ q − y)| d y
(z=x+q−y) = ‖fi‖L∞ ·
∫
Rd
1xi+Q1 (x+ q − z) · |g (z)| d z
(x+q−z∈xi+Q1 implies z∈x−xi+q−Q1⊂x−xi+Q2−Q1) ≤ ‖fi‖L∞ ·
∫
Rd
1xi+Q1 (x+ q − z) d z · ‖g · 1x−xi+Q2−Q1‖L∞
= ‖fi‖L∞ · λd (x+ q − xi −Q1) · (MQ2−Q1g) (x− xi)
= λd (Q1) · ‖fi‖L∞ · (Lxi [MQ2−Q1g]) (x) .
Since this holds for all q ∈ Q2, we get
[MQ2 (|fi| ∗ |g|)] (x) ≤ λd (Q1) · ‖fi‖L∞ · (Lxi [MQ2−Q1g]) (x) ∀x ∈ Rd.
In view of Lemma 2.6 and by solidity of Lpv
(
Rd
)
, this implies
‖MQ2 [|fi| ∗ |g|]‖Lpv ≤ ‖fi‖L∞ · λd (Q1) · ‖Lxi [MQ2−Q1g]‖Lpv
≤ (vdisc0 )i · ‖fi‖L∞ · λd (Q1) · ‖g‖WQ2−Q1(Lpv) .
Next, it is not hard to see MQ2
(∑
i∈I hi
) ≤∑i∈I MQ2hi, so that we get because of
|(f ∗ g) (x)| ≤ (|f | ∗ |g|) (x) ≤
∑
i∈I
(|fi| ∗ |g|) (x)
that
‖MQ2 (f ∗ g)‖rLpv ≤ ‖MQ2 [|f | ∗ |g|]‖
r
Lpv
≤
∥∥∥∥∥∑
i∈I
MQ2 [|fi| ∗ |g|]
∥∥∥∥∥
r
Lpv
(Lpv satisfies the r−triangle inequality) ≤
∑
i∈I
‖MQ2 [|fi| ∗ |g|]‖rLpv
≤
[
λd (Q1) · ‖g‖WQ2−Q1 (Lpv)
]r
·
∑
i∈I
(
vdisc0
)r
i
· ‖fi‖rL∞
(eq. (2.14)) ≤
[
λd (Q1) · ‖g‖WQ2−Q1 (Lpv)
]r
·
(
C1 · N
1/r
[λd (Q1)]
1/r
· ‖f‖WQ1−Q1(Lrv0)
)r
,
which finally yields
‖f ∗ g‖WQ2 (Lpv) ≤ N
1
rC1 · [λd (Q1)]1−
1
r · ‖f‖WQ1−Q1(Lrv0) · ‖g‖WQ2−Q1 (Lpv) <∞,
as desired. 
With a very slight variant of the above proof, one can also show the following modification of the theorem. For
completeness, we provide the proof, but with slightly less details than above.
Proposition 2.21. Under the assumptions of Theorem 2.19, if p ∈ (0, 1], then
‖f ∗ g‖WQ2 (Lpv) ≤ N
1
p ·
[
sup
x∈Q1
v0 (x)
]
· [λd (Q1)]1−
1
p · ‖f‖WQ2−Q1(Lpv0) · ‖g‖WQ1−Q1 (Lpv) . ◭
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Proof. As in the proof of Theorem 2.19, let C1 := supx∈Q1 v0 (x). Also as in that proof, we can assume I = N,
so that we have g =
∑
i∈I gi with supp gi ⊂ xi +Q1 for gi := g · 1(xi+Q1)\⋃i−1j=1(xj+Q1). Furthermore, for arbitrary
x ∈ xi +Q1, we have xi +Q1 ⊂ x+Q1 −Q1 and thus
‖gi‖L∞ ≤ ‖g · 1xi+Q1‖L∞ ≤ ‖g · 1x+Q1−Q1‖L∞ = (MQ1−Q1g) (x) .
Now, multiply both sides with v (x), take the pth power, multiply with 1xi+Q1 (x) and sum over i ∈ I to obtain∑
i∈I
[v (x) · ‖gi‖L∞ ]p 1xi+Q1 (x) ≤
∑
i∈I
[v (x) · (MQ1−Q1g) (x)]p 1xi+Q1 (x)
≤ N · [v (x) · (MQ1−Q1g) (x)]p .
But for x ∈ xi +Q1, i.e., x = xi + q with q ∈ Q1, we have
v (xi) = v (x− q) ≤ v (x) · v0 (−q) = v (x) · v0 (q) ≤ C1 · v (x) ,
so that we arrive at ∑
i∈I
[v (xi) · ‖gi‖L∞ ]p 1xi+Q1 (x) ≤ Cp1 ·N · [v (x) · (MQ1−Q1g) (x)]p .
Integrating this estimate over x ∈ Rd finally yields
λd (Q1) ·
∑
i∈I
[v (xi) · ‖gi‖L∞ ]p ≤ Cp1 ·N · ‖g‖pWQ1−Q1 (Lpv) <∞. (2.17)
Now, let x ∈ Rd and q ∈ Q2 be arbitrary. Since supp gi ⊂ xi +Q1, we have
(|f | ∗ |gi|) (x+ q) ≤ ‖gi‖L∞ ·
∫
Rd
1xi+Q1 (y) · |f (x+ q − y)| d y
(z=x+q−y) = ‖gi‖L∞ ·
∫
Rd
1xi+Q1 (x+ q − z) · |f (z)| d z
(x+q−z∈xi+Q1 implies z∈x+q−xi−Q1⊂x−xi+Q2−Q1) ≤ ‖gi‖L∞ ·
∫
Rd
1xi+Q1 (x+ q − z) d z · ‖f · 1x−xi+Q2−Q1‖L∞
≤ ‖gi‖L∞ · λd (x+ q − xi −Q1) · ‖f · 1x−xi+Q2−Q1‖L∞
= λd (Q1) · ‖gi‖L∞ · (MQ2−Q1f) (x− xi) .
Since this holds for arbitrary q ∈ Q2, we have shown
[MQ2 (|f | ∗ |gi|)] (x) ≤ λd (Q1) · ‖gi‖L∞ · (MQ2−Q1f) (x− xi) .
Hence,
v (x) · [MQ2 (|f | ∗ |gi|)] (x) ≤ λd (Q1) · ‖gi‖L∞ · v (x) · (MQ2−Q1f) (x− xi)
(since v(x)=v(x−xi+xi)≤v0(x−xi)v(xi)) ≤ λd (Q1) · v (xi) ‖gi‖L∞ · [v0 ·MQ2−Q1f ] (x− xi) .
Taking the Lp norm on both sides, and using the isometric translation invariance of Lp, we conclude
‖|f | ∗ |gi|‖WQ2 (Lpv) ≤ λd (Q1) · v (xi) ‖gi‖L∞ · ‖f‖WQ2−Q1(Lpv0) .
Now, we finally combine the estimate |(f ∗ g) (x)| ≤ (|f | ∗ |g|) (x) ≤ ∑i∈I (|f | ∗ |gi|) (x) with solidity of WQ2 (Lpv)
and with the p-triangle inequality for WQ2 (L
p
v) (which holds sine p ∈ (0, 1]) to deduce
‖f ∗ g‖pWQ2(Lpv) ≤ [λd (Q1)]
p · ‖f‖p
WQ2−Q1(L
p
v0)
·
∑
i∈I
[v (xi) ‖gi‖L∞ ]p
(eq. (2.17)) ≤ [λd (Q1)]p−1 · Cp1 ·N · ‖f‖pWQ2−Q1(Lpv0) · ‖g‖
p
WQ1−Q1(L
p
v)
,
which easily yields the claim. 
We now formulate an important special case of Theorem 2.19 as a corollary:
Corollary 2.22. Let i, j ∈ I, p ∈ (0,∞], f ∈ WT−Tj [−1,1]d
(
Lrv0
)
for r := min {1, p} and g ∈ WT−Tj [−1,1]d (L
p
v).
Then the convolution f ∗ g is pointwise defined and continuous and we have
‖f ∗ g‖W
T
−T
j
[−1,1]d
(Lpv)
≤ Ω3K0 Ω31C · |detTj |
1
r−1 · ‖f‖W
T
−T
j
[−1,1]d
(Lrv0)
· ‖g‖W
T
−T
j
[−1,1]d
(Lpv)
for C := d−
d
2r · (972 · d5/2)K+ dr . ◭
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Proof. We apply Theorem 2.19 with Q1 = Q2 = T
−T
j [−1, 1]d. Note that we have
R =
⋃
k∈Z
(2k + [−1, 1]) and hence Rd =
⋃
k∈Zd
(
2k + [−1, 1]d
)
.
Furthermore, if x ∈
(
2k + [−1, 1]d
)
∩
(
2ℓ+ [−1, 1]d
)
, we get 2k + µ = x = 2ℓ + ν for certain µ, ν ∈ [−1, 1]d and
thus ‖k − ℓ‖∞ =
∥∥ν−µ
2
∥∥
∞ ≤ 1. Thus, we see (by fixing k ∈ Zd with x ∈ 2k + [−1, 1]
d
) that x ∈ 2ℓ + [−1, 1]d can
hold for at most 3d values of ℓ, namely for ℓ ∈∏dj=1 {kj − 1, kj , kj + 1}. Since T−Tj : Rd → Rd is bijective, we see
Rd =
⋃
k∈Zd
(
2T−Tj k + T
−T
j [−1, 1]d
)
and N := sup
x∈Rd
∣∣∣{ℓ ∈ Zd ∣∣∣x ∈ 2T−Tj ℓ+ T−Tj [−1, 1]d}∣∣∣ ≤ 3d. (2.18)
Furthermore, equation (1.11) yields
sup
x∈Q1
v0 (x) = sup
y∈[−1,1]d
v0
(
T−Tj y
) ≤ Ω1 · sup
y∈[−1,1]d
(
1 +
∣∣T−Tj y∣∣)K
(eq. (1.11)) ≤ ΩK0 Ω1 · sup
y∈[−1,1]d
(1 + |y|)K
≤
(
2
√
d
)K
ΩK0 Ω1.
All in all, Theorem 2.19 shows
‖f ∗ g‖W
T
−T
j
[−1,1]d
(Lpv)
= ‖f ∗ g‖WQ2 (Lpv)
≤ 3 dr ·
(
2
√
d
)K
ΩK0 Ω1 · [λd (Q1)]1−
1
r · ‖f‖WQ1−Q1(Lrv0) · ‖g‖WQ2−Q1(Lpv)(
Q2−Q1=Q1−Q1=T−Tj [−2,2]d
) ≤ 2K3 dr · dK2 · 2d(1− 1r ) · ΩK0 Ω1 ·∣∣detT−Tj ∣∣1− 1r · ‖f‖W
T
−T
j
[−2,2]d
(Lrv0)
· ‖g‖W
T
−T
j
[−2,2]d
(Lpv)
(eq. (2.2)) ≤ Ω3K0 Ω31 · d−
d
2r ·
(
972·d 52
)K+ dr · |det Tj| 1r−1 · ‖f‖W
T
−T
j
[−1,1]d
(Lrv0)
· ‖g‖W
T
−T
j
[−1,1]d
(Lpv)
.
Next, we establish a more quantitative—and weighted—version of the convolution relation for (suitably) ban-
dlimited functions given in [77, Corollary 3.14], which is in turn a specialized version of [73, Proposition in §1.5.1].
The following proposition uses the notation Qn∗i :=
⋃
ℓ∈in∗ Qℓ, where i
1∗ := i∗ and i(n+1)∗ :=
⋃
ℓ∈in∗ ℓ
∗. For the
definition of i∗, cf. equation (1.10).
Proposition 2.23. Let p ∈ (0, 1] and n ∈ N0. If i ∈ I and
• if ψ ∈ C∞c
(
Rd
)
with suppψ ⊂ Qn∗i and
• if f ∈ D′ (O) with supp f ⊂ Qn∗i and F−1f ∈ Lpv
(
Rd
)
,
then F−1 (ψf) = (F−1ψ) ∗ (F−1f) ∈ Lpv (Rd) with∥∥F−1 (ψf)∥∥
Lpv
≤ [4RQ · (3CQ)n]d(
1
p−1) · |detTi|
1
p−1 · ∥∥F−1ψ∥∥
Lpv0
· ∥∥F−1f∥∥
Lpv
and ∥∥F−1 (ψf)∥∥
W
T
−T
i
[−1,1]d
(Lpv)
≤ C · |det Ti|
1
p−1 ·
∥∥F−1ψ∥∥
Lpv0
·
∥∥F−1f∥∥
Lpv
,
where C := ΩK0 Ω1 ·
(
214 ·d 32 ·
⌈
K+ d+1p
⌉)K+ d+1p +2
[1+4RQ (3CQ)
n]
d( 2p−1). ◭
Remark. • Again, the only property of v which we use is that v is measurable and v (x+ y) ≤ v (x) v0 (y) for all
x, y ∈ Rd. Since this also holds for v0 instead of v, the claim also holds with v replaced by v0 everywhere.
• Since Qj ⊂ O is compact for each j ∈ I, the same is true of Qn∗i ⊂ O. Hence, the distribution f ∈ D′ (O) extends
to a tempered distribution f ∈ S ′ (Rd), so that F−1f is well-defined and such that ψf ∈ S ′ (Rd) is a tempered
distribution with compact support, since ψ ∈ C∞c
(
Rd
)
. Finally, it follows from [41, Proposition 2.3.22(11)] that
F−1 (ψf) = F−1ψ ∗ F−1f . 
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Proof. First, we note that [77, Lemma 2.7] yields
Qj ⊂ Ti
[
B(1+2CQ)nRQ (0)
]
+ bi ∀j ∈ in∗.
Hence, setting R := (1 + 2CQ)
n
RQ, we have
Qn∗i ⊂ TiBR (0) + bi ⊂ Ti [−R,R]d + bi =: Ω. (2.19)
Note that, once we have proved the first claimed estimate, the second one is a consequence of Theorem 2.17
(and some simple estimates of the resulting constant, using CQ ≥
∥∥T−1i Ti∥∥ = 1 and sd ≤ 22d), since we have
suppF [F−1 (ψf)] ⊂ suppψ ⊂ Qn∗i ⊂ Ω.
As seen in the remark following the proposition, we have F−1f ∈ S ′ (Rd) with suppF [F−1f] ⊂ Qn∗i ⊂ Ω and
likewise F−1ψ ∈ S (Rd) ⊂ S ′ (Rd) with suppF [F−1ψ] ⊂ Qn∗i ⊂ Ω. In view of Theorems 2.17 and 2.19, we thus
get F−1ψ ∈WT−Ti [−1,1]d
(
Lpv0
) →֒ L1v0 (Rd) (cf. Lemmas 2.3 and 2.7) and F−1f ∈WT−Ti [−1,1]d (Lpv) →֒ L∞v (Rd), so
that F−1ψ ∗ F−1f is pointwise well-defined by Corollary 2.22.
Now, Lemma 2.16 ensures existence of a sequence (hn)n∈N of Schwartz functions satisfying |hn (x)| ≤
∣∣(F−1f) (x)∣∣,
as well as hn (x) −−−−→
n→∞
(F−1f) (x) for all x ∈ Rd and finally supp ĥn ⊂ B1/n (Ω) for all n ∈ N. It is not hard to
see Ω − B1/n (Ω) ⊂ B1/n (Ω− Ω). Furthermore, by compactness of Ω − Ω—and using continuity of the Lebesgue
measure from above, cf. [29, Theorem 1.8(d)]—we get
λd
(
B1/n (Ω− Ω)
) −−−−→
n→∞
λd (Ω− Ω) = λd
([
Ti [−R,R]d + bi
]
−
[
Ti [−R,R]d + bi
])
≤ λd
(
Ti [−2R, 2R]d
)
= (4R)
d · |detTi| .
Now, since hn,F−1ψ ∈ S
(
Rd
) ⊂ Lp (Rd), Theorem 2.15 yields
v (x) · (∣∣F−1ψ∣∣ ∗ |hn|) (x) ≤ [λd (suppF [F−1ψ]− supp ĥn)] 1p−1 · [∫
Rd
[v (x)]
p ·
∣∣F−1ψ (x− y)∣∣p · |hn (y)|p d y]1/p
(since v(x)≤v0(x−y)v(y)) ≤
[
λd
(
B1/n (Ω− Ω)
)] 1
p−1 ·
[∫
Rd
∣∣(v0 · F−1ψ) (x− y)∣∣p · |(v · hn) (y)|p d y]1/p(
since |hn|≤|F−1f|
) ≤ [λd (B1/n (Ω− Ω))] 1p−1 · [(∣∣v0 · F−1ψ∣∣p ∗ ∣∣v · F−1f ∣∣p) (x)]1/p .
Taking the limes inferior on both sides, we get
lim inf
n→∞
[
v (x) · (∣∣F−1ψ∣∣ ∗ |hn|) (x)] ≤ [(4R)d · |detTi|] 1p−1 · [(∣∣v0 · F−1ψ∣∣p ∗ ∣∣v · F−1f ∣∣p) (x)]1/p .
Next, since hn → F−1f pointwise, and since we saw above that F−1ψ ∗ F−1f is pointwise well-defined, we get
by Fatou’s Lemma that∣∣(F−1ψ ∗ F−1f) (x)∣∣ ≤ ∫
Rd
∣∣(F−1ψ) (y)∣∣ · ∣∣(F−1f) (x− y)∣∣d y
=
∫
Rd
lim inf
n→∞
[∣∣(F−1ψ) (y)∣∣ · |hn (x− y)|]d y
≤ lim inf
n→∞
∫
Rd
∣∣(F−1ψ) (y)∣∣ · |hn (x− y)| d y = lim inf
n→∞
(∣∣F−1ψ∣∣ ∗ |hn|) (x)
for all x ∈ Rd. Hence, we finally see∥∥F−1 (ψf)∥∥
Lpv
=
∥∥F−1ψ ∗ F−1f∥∥
Lpv
≤
∥∥∥x 7→ lim inf
n→∞
v (x) · (∣∣F−1ψ∣∣ ∗ |hn|) (x)∥∥∥
Lp
≤
[
(4R)
d · |detTi|
] 1
p−1 ·
∥∥∥∥x 7→ [(∣∣v0 · F−1ψ∣∣p ∗ ∣∣v · F−1f ∣∣p) (x)]1/p∥∥∥∥
Lp
=
[
(4R)d · |detTi|
] 1
p
−1
·
∥∥∥∣∣v0 · F−1ψ∣∣p ∗ ∣∣v · F−1f ∣∣p∥∥∥1/p
L1
(Young’s inequality) ≤
[
(4R)
d · |detTi|
] 1
p−1 ·
∥∥∥∣∣v0 · F−1ψ∣∣p∥∥∥1/p
L1
·
∥∥∥∣∣v · F−1f ∣∣p∥∥∥1/p
L1
=
[
(4R)
d · |detTi|
] 1
p−1 · ∥∥F−1ψ∥∥
Lpv0
· ∥∥F−1f∥∥
Lpv
<∞.
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Since we have CQ ≥
∥∥T−1i Ti∥∥ = 1, we get R = (1 + 2CQ)nRQ ≤ (3CQ)nRQ, which easily yields the claim. 
As our last result in this section, we show—as a consequence of our developed convolution relations—that the
decomposition space D (Q, Lpv, ℓqw) is well-defined, even if v 6≡ 1.
Proposition 2.24. Let Φ = (ϕi)i∈I and Ψ = (ψi)i∈I be two Q-v0-BAPUs. Then we have∥∥∥∥(∥∥F−1 (ϕif)∥∥Lpv)i∈I
∥∥∥∥
ℓqw
≍
∥∥∥∥(∥∥F−1 (ψif)∥∥Lpv)i∈I
∥∥∥∥
ℓqw
uniformly over f ∈ D′ (O). In particular, the decomposition space D (Q, Lpv, ℓqw) is independent of the choice of the
Q-v0-BAPU. ◭
Proof. By symmetry, it suffices to establish the estimate “.”. We can clearly assume
∥∥∥∥(∥∥F−1 (ψif)∥∥Lpv)i∈I
∥∥∥∥
ℓqw
<∞.
Since Lpv
(
Rd
)
is a quasi-normed space and since we have the uniform estimate |i∗| ≤ NQ for all i ∈ I, we have
di :=
∥∥F−1 (ψ∗i f)∥∥Lpv ≤ C ·∑
ℓ∈i∗
∥∥F−1 (ψℓf)∥∥Lpv = C · (ΓQe)i ,
for a suitable constant C = C (p,NQ), where e = (ei)i∈I is defined by ei :=
∥∥F−1 (ψif)∥∥Lpv and where ΓQ is theQ-clustering map, as defined in Section 1.3, equation (1.14).
Now, as seen in Section 1.3, we have ψ∗i ≡ 1 on Qi and thus ϕi = ψ∗i ϕi for all i ∈ I. Hence,
ci :=
∥∥F−1 (ϕif)∥∥Lpv = ∥∥F−1 (ϕiψ∗i f)∥∥Lpv = ∥∥[F−1ϕi] ∗ F−1 (ψ∗i f)∥∥Lpv .
In case of p ∈ [1,∞], we can now use the weighted Young inequality (equation (1.12)) to derive
ci ≤
∥∥F−1ϕi∥∥L1v0 · ∥∥F−1 (ψ∗i f)∥∥Lpv ≤ C · CQ,Φ,v0,p · (ΓQe)i .
Otherwise, if p ∈ (0, 1), we use Proposition 2.23 (with n = 1, since suppϕi ⊂ Q∗i and suppψ∗i ⊂ Q∗i ) to derive
ci =
∥∥F−1 (ϕiψ∗i f)∥∥Lpv ≤ [12RQCQ]d( 1p−1) · |detTi| 1p−1 · ∥∥F−1ϕi∥∥Lpv0 · ∥∥F−1 [ψ∗i f ]∥∥Lpv
≤ C · [12RQCQ]d(
1
p−1) CQ,Φ,v0,p · (ΓQe)i .
In summary, there is for arbitrary p ∈ (0,∞] a constant C′ = C′ (Q, p,Φ, v0) > 0 satisfying ci ≤ C′ · (ΓQe)i <∞
for all i ∈ I. By solidity of ℓqw (I) and by boundedness of ΓQ, this implies∥∥∥∥(∥∥F−1 (ϕif)∥∥Lpv)i∈I
∥∥∥∥
ℓqw
≤ C′ · ‖ΓQe‖ℓqw ≤ C′ · |||ΓQ||| · ‖e‖ℓqw = C′ · |||ΓQ||| ·
∥∥∥∥(∥∥F−1 (ψif)∥∥Lpv)i∈I
∥∥∥∥
ℓqw
. 
3. Semi-discrete Banach Frames
Assumption 3.1. In the remainder of the paper, we will use the following assumptions and notations:
(1) We are given a family Γ = (γi)i∈I of functions γi : R
d → C with the following additional properties:
(a) We have γi ∈ L1(1+|•|)K
(
Rd
) →֒ L1v0 (Rd) →֒ L1 (Rd) for all i ∈ I.
(b) We have γ̂i ∈ C∞
(
Rd
)
for all i ∈ I, where all partial derivatives of γ̂i are polynomially bounded, i.e.,
|(∂αγ̂i) (ξ)| ≤ Cα,i · (1 + |ξ|)Nα,i ∀ ξ ∈ Rd ∀α ∈ Nd0 ∀ i ∈ I, for suitable Cα,i > 0 and Nα,i ∈ N0.
(2) For i ∈ I, we define
γ(i) := F−1 (γ̂i ◦ S−1i )
= F−1 (Lbi (γ̂i ◦ T−1i ))
=Mbi
[F−1 (γ̂i ◦ T−1i )]
= |detTi| ·Mbi
[
γi ◦ T Ti
]
,
(3.1)
as well as the L2-normalized version
γ[i] := |detTi|1/2 ·Mbi
[
γi ◦ T Ti
]
= |detTi|−1/2 · γ(i). (3.2)
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(3) For i ∈ I, we set
Vi :=
{
Lpv
(
Rd
)
, if p ∈ [1,∞] ,
WT−Ti [−1,1]d (L
p
v) , if p ∈ (0, 1) .
Furthermore, we will occasionally make use of the space
V := ℓqw
(
[Vi]i∈I
)
:=
{
(fi)i∈I
∣∣∣ (∀i ∈ I : fi ∈ Vi) and (‖fi‖Vi)i∈I ∈ ℓqw (I)} ,
equipped with the quasi-norm
∥∥(fi)i∈I∥∥ℓqw([Vi]i∈I) := ∥∥∥(‖fi‖Vi)i∈I∥∥∥ℓqw .
(4) Finally, we set
r := max
{
q,
q
p
}
=
{
q, if p ∈ [1,∞] ,
q
p , if p ∈ (0, 1)
and
Aj,i :=

∥∥∥F−1 (ϕi · γ̂(j))∥∥∥
L1v0
, if p ∈ [1,∞] ,(
1 +
∥∥T−1j Ti∥∥)d · |detTi|1−p · ∥∥∥F−1 (ϕi · γ̂(j))∥∥∥p
Lpv0
, if p ∈ (0, 1)
for i, j ∈ I and we assume that −→A is a bounded operator −→A : ℓr
wmin{1,p}
(I)→ ℓr
wmin{1,p}
(I), where
−→
A (ci)i∈I :=
(∑
i∈I
Aj,i ci
)
j∈I
. ◭
Remark 3.2. (1) The most common case will be to have γi = γ for all i ∈ I, for a fixed prototype γ. The added
flexibility of allowing γi to vary with i ∈ I is only rarely needed. In the cases where it is, we usually have
γi = γni with a given (finite) list of prototypes γ1, . . . , γN .
(2) The assumption that ∂αγ̂i is polynomially bounded for all α ∈ Nd0 is satisfied if γi ∈ L1
(
Rd
)
has compact
support, say supp γi ⊂ [−R,R]d with R ≥ 1, since then differentiation under the integral yields
|∂αγ̂i (ξ)| =
∣∣∣∣∫
Rd
γi (x) · ∂αξ e−2πi〈x,ξ〉 dx
∣∣∣∣
≤
∫
[−R,R]d
|γi (x)| · (2π |x|)|α| dx ≤ (2πR)|α| · ‖γi‖L1 <∞
for all ξ ∈ Rd and arbitrary α ∈ Nd0.
(3) Under the above assumptions, the chain rule implies∣∣∣(∂αγ̂(i)) (x)∣∣∣ = ∣∣(∂α [γ̂i ◦ T−1i ]) (x− bi)∣∣
≤ C(α) ·
∥∥T−1i ∥∥|α| · max|β|≤|α| ∣∣(∂β γ̂i) (T−1i (x− bi))∣∣
≤
(
max
|β|≤|α|
Cβ,i
)
· C(α) ·
∥∥T−1i ∥∥|α| · max|β|≤|α| (1 + ∣∣T−1i (x− bi)∣∣)Nβ,i
(with N ′α,i:=max|β|≤|α| Nβ,i) ≤ C′α,i ·
(
1 +
∣∣T−1i (x− bi)∣∣)N ′α,i
(for suitable C′′α,i>0) ≤ C′′α,i · (1 + |x|)N
′
α,i ,
where the last step used
1 +
∣∣T−1i (x− bi)∣∣ ≤ 1 + ∥∥T−1i ∥∥ |x− bi|
≤ 1 +
∥∥T−1i ∥∥ |bi|+ ∥∥T−1i ∥∥ |x|
≤ (1 + ∥∥T−1i ∥∥ |bi|+ ∥∥T−1i ∥∥) · (1 + |x|) .
Hence, all partial derivatives of each γ̂(i) are polynomially bounded.
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(4) Using γi ∈ L1(1+|•|)K
(
Rd
)
, we also get∥∥∥γ(i)∥∥∥
L1
(1+|•|)K
= |detTi| ·
∥∥∥(1 + |•|)K · (γi ◦ T Ti )∥∥∥
L1
=
∥∥∥(1 + ∣∣T−Ti •∣∣)K · γi∥∥∥
L1
(eq. (1.11)) ≤ ΩK0 ·
∥∥∥(1 + |•|)K · γi∥∥∥
L1
= ΩK0 · ‖γi‖L1
(1+|•|)K
<∞
and thus γ(i) ∈ L1
(1+|•|)K
(
Rd
) →֒ L1v0 (Rd) →֒ L1 (Rd), where the last embedding uses v0 ≥ 1.
(5) Point (3) from above shows γ̂(i) · f̂ ∈ S ′ (Rd) for arbitrary f ∈ S ′ (Rd), so that γ(i) ∗ f := F−1 (γ̂(i) · f̂) is
a well-defined tempered distribution. Of course, the same also holds for γ[i] ∗ f := F−1
(
γ̂[i] · f̂
)
.
(6) Since Rd is σ-compact, it follows from [76, Lemma 2.3.7] (see also [68, Theorem 2.6]) that for p ∈ (0, 1),
each of the spaces Vi = WT−Ti [−1,1]d (L
p
v) is complete (and thus a Quasi-Banach space) for each i ∈ I.
Furthermore, [76, Lemma 2.3.4] and [41, Exercise 1.1.5(c)] show ‖f + g‖Vi ≤ 2
1
p−1 · [‖f‖Vi + ‖g‖Vi] for all
f, g ∈ Vi. In case of p ∈ [1,∞], it is clear that Vi = Lpv
(
Rd
)
is a Banach space. 
Note that in the preceding remark, we defined γ(i) ∗ f := F−1
(
γ̂(i) · f̂
)
. We needed to do so, since the usual
results about convolution in S ′ (Rd) only define f ∗ ϕ for ϕ ∈ S ′ (Rd) if f ∈ S (Rd) (cf. [29, Proposition (8.44)]) or
if f is a distribution with compact support. (cf. [29, Chapter 8, Exercise 35]). But note that if we not only know
ϕ ∈ S ′ (Rd), but the stronger property ϕ ∈ (L1 + L∞) (Rd) and if f ∈ L1 (Rd), then f ∗ ϕ ∈ (L1 + L∞) (Rd)
is already defined. Our next result shows that in this (and in a slightly more general) case, the new definition is
consistent.
Lemma 3.3. Assume ϕ ∈ L1v
(
Rd
)
+ L∞v
(
Rd
)
and assume that f ∈ L1v0
(
Rd
)
is such that f̂ ∈ C∞ (Rd) and such
that all partial derivatives of f̂ have at most polynomial growth. Then f ∗ ϕ ∈ L1v
(
Rd
)
+ L∞v
(
Rd
) →֒ S ′ (Rd) and
f ∗ ϕ = F−1
[
f̂ · ϕ̂
]
.
The assumption on ϕ is in particular fulfilled if ϕ ∈ Vi for some i ∈ I. More precisely,
Vi →֒ L1v (Rd) + L∞v (Rd) →֒ S ′ (Rd) . (3.3)
◭
Remark 3.4. We saw in the proof of Theorem 2.19 (cf. equation (2.15)) that v (x) & (1 + |x|)−K . Furthermore,
v0 ≥ 1, and thus Lpv
(
Rd
) →֒ S ′ (Rd) and Lpv0 (Rd) →֒ Lp (Rd) →֒ S ′ (Rd) for all p ∈ [1,∞]. Hence, the expressions
f̂ and ϕ̂ above are well-defined tempered distributions.
Since f̂ ∈ C∞ (Rd) with all derivatives of f̂ of at most polynomial growth, we also see f̂ · ϕ̂ ∈ S ′ (Rd) and thus
also F−1
[
f̂ · ϕ̂
]
∈ S ′ (Rd). 
Proof. From the weighted Young inequality (equation (1.12)), we know L1v0
(
Rd
) ∗ L∞v (Rd) →֒ L∞v (Rd). Likewise,
the same inequality also yields ‖f ∗ g‖L1v ≤ ‖f‖L1v0 · ‖g‖L1v < ∞ and thus in particular (|f | ∗ |g|) (x) < ∞ for
almost all x ∈ Rd for f ∈ L1v0
(
Rd
)
and g ∈ L1v
(
Rd
)
. Hence, together with Remark 3.4, we see indeed that
f ∗ ϕ ∈ L1v
(
Rd
)
+ L∞v
(
Rd
) →֒ S ′ (Rd).
Now, let ψ ∈ S (Rd) be arbitrary. We have〈
F−1
[
f̂ · ϕ̂
]
, ψ
〉
S′,S
=
〈
f̂ · ϕ̂, F−1ψ
〉
S′,S
=
〈
ϕ̂, f̂ · F−1ψ
〉
S′,S
=
〈
ϕ, F
[
f̂ · F−1ψ
]〉
S′,S
=
〈
ϕ,
(
F−1
[
f̂ · F−1ψ
])
(−•)
〉
S′,S
.
Recall that v0 ≥ 1, so that f ∈ L1v0
(
Rd
) →֒ L1 (Rd). Hence, h := f ∗ ψ˜ ∈ L1 (Rd) ∗ L1 (Rd) ⊂ L1 (Rd), where
ψ˜ (x) := ψ (−x). Thus, the convolution theorem yields ĥ = f̂ · ̂˜ψ = f̂ · ˜̂ψ = f̂ · F−1ψ ∈ S (Rd) ⊂ L1 (Rd), since
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F−1ψ ∈ S (Rd) and since all partial derivatives of f̂ are polynomially bounded. By the Fourier inversion theorem,
this implies f ∗ ψ˜ = h = F−1ĥ = F−1
[
f̂ · F−1ψ
]
, so that we can continue the calculation from above as follows:〈
F−1
[
f̂ · ϕ̂
]
, ψ
〉
S′,S
=
〈
ϕ,
(
f ∗ ψ˜
)
(−•)
〉
S′,S
=
∫
Rd
ϕ (x) ·
∫
Rd
f (−x− y) · ψ˜ (y) d y dx
(z=−y) =
∫
Rd
ϕ (x) ·
∫
Rd
f (z − x) · ψ (z) d z dx
(Fubini) =
∫
Rd
∫
Rd
ϕ (x) · f (z − x) dx · ψ (z) d z
= 〈f ∗ ϕ, ψ〉S′,S ,
which proves the claim.
All that remains is to justify the application of Fubini’s theorem. To this end, we can assume ϕ ∈ L1v
(
Rd
)
or
ϕ ∈ L∞v
(
Rd
)
, since then the general case follows by linearity. But for ϕ ∈ L∞v
(
Rd
)
, we have because of
v (0) = v (x+ (−x))
≤ v (x) · v0 (−x)
= v (x) · v0 (z − x+ (−z))
≤ v (x) · v0 (z − x) · v0 (−z)
≤ Ω1 · v (x) · v0 (z − x) · (1 + |z|)K
that∫
Rd
∫
Rd
|ϕ (x) · f (z − x) · ψ (z)| dxd z ≤ Ω1
v (0)
·
∫
Rd
∫
Rd
|(v · ϕ) (x)| · |(v0 · f) (z − x)| · (1 + |z|)K |ψ (z)| dxd z
≤ Ω1
v (0)
· ‖ϕ‖L∞v ·
∫
Rd
(1 + |z|)K |ψ (z)|
∫
Rd
|(v0 · f) (z − x)| dxd z
(y=z−x) =
Ω1
v (0)
· ‖ϕ‖L∞v ‖f‖L1v0
∫
Rd
(1 + |z|)K |ψ (z)| d z <∞.
Furthermore, in case of ϕ ∈ L1v
(
Rd
)
, we get with a similar estimate that∫
Rd
∫
Rd
|ϕ (x) · f (z − x) · ψ (z)| dxd z ≤ Ω1
v (0)
·
∫
Rd
∫
Rd
|(v · ϕ) (x)| · |(v0 · f) (z − x)| · (1 + |z|)K |ψ (z)| dxd z
≤ Ω1
v (0)
·
[
sup
z∈Rd
(1 + |z|)K |ψ (z)|
]
·
∫
Rd
|(v · ϕ) (x)|
∫
Rd
|(v0 · f) (z − x)| d z dx
=
Ω1
v (0)
·
[
sup
z∈Rd
(1 + |z|)K |ψ (z)|
]
· ‖ϕ‖L1v · ‖f‖L1v0 <∞.
For the proof of equation (3.3), note for p ∈ [1,∞] that Vi = Lpv
(
Rd
) →֒ L1v (Rd)+L∞v (Rd), because of the well-
known (cf. [29, Proposition (6.9)]) embedding Lp
(
Rd
) →֒ L1 (Rd) + L∞ (Rd). But in case of p ∈ (0, 1), Theorem
2.19 and the ensuing remark yield Vi = WT−Ti [−1,1]d (L
p
v) →֒ L∞v
(
Rd
) →֒ L1v (Rd)+ L∞v (Rd), as desired. 
One of our aims in this section is to show under the conditions of Assumption 3.1 (and certain additional
assumptions, cf. Assumption 3.6) on Q,Γ = (γi)i∈I and p, q, v, w that we have
‖f‖D(Q,Lpv,ℓqw) ≍
∥∥∥∥(∥∥∥γ(i) ∗ f∥∥∥Vi
)
i∈I
∥∥∥∥
ℓqw
=
∥∥∥∥(γ(i) ∗ f)i∈I
∥∥∥∥
V
(3.4)
for all f ∈ D (Q, Lpv, ℓqw). Note though, that it is not a priori clear how the convolution γ(i) ∗ f can be interpreted,
since we have f ∈ D (Q, Lpv, ℓqw) ≤ F−1 (D′ (O)) * S ′
(
Rd
)
. The purpose of the following result is to clarify how
γ(i) ∗ f can be interpreted and to establish the estimate “&” in equation (3.4). We remark that the theorem uses
the notion of normal convergence of a series. In our context, we say that a series
∑
i∈I gi converges normally in
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Vj if {∑
i∈I ‖gi‖Vj <∞, if p ∈ [1,∞] ,∑
i∈I ‖gi‖pVj <∞, if p ∈ (0, 1) .
Theorem 3.5. If Assumption 3.1 is fulfilled, the following hold:
For every f ∈ D (Q, Lpv, ℓqw) and j ∈ I, the distribution γ̂(j) · f̂ ∈ D′ (O) extends to a tempered distribution
fj ∈ F (Vj) ⊂ S ′
(
Rd
)
, given by
fj : S
(
Rd
)→ C, φ 7→∑
i∈I
〈
γ̂(j) · f̂ , ϕiφ
〉
D′(O),C∞c (O)
.
Furthermore, the inverse Fourier transform F−1fj ∈ Vj is given by(F−1fj) (x) =∑
i∈I
[
F−1
(
ϕiγ̂(j)f̂
)]
(x) , (3.5)
where the series converges normally in Vj and absolutely almost everywhere.
Finally, the linear map
AnaΓ : D (Q, Lpv, ℓqw)→ ℓqw
(
[Vi]i∈I
)
, f 7→ (F−1fj)j∈I
is well-defined and bounded, with
|||AnaΓ||| ≤ C · |||ΓQ||| · |||−→A |||max{1,
1
p}
ℓr
wmin{1,p}
(I)→ℓr
wmin{1,p}
(I),
where
C :=
1, if p ∈ [1,∞] ,N 1p−1Q · (12288 · d3/2 · ⌈K + d+1p ⌉)⌈K+d+1p ⌉+1 · (1 +RQ)d/p (12RQCQ)d( 1p−1) · ΩK0 Ω1, if p ∈ (0, 1)
and where ΓQ : ℓqw (I)→ ℓqw (I) is the Q-clustering map, i.e., ΓQ (ci)i∈I = (c∗i )i∈I , with c∗i :=
∑
ℓ∈i∗ cℓ. ◭
Remark. In the following, we will use the notation γ(j) ∗ f instead of F−1fj , so that we have
AnaΓ f =
(
γ(j) ∗ f
)
j∈I
.
Likewise, because of γ[j] = |detTj|−1/2 · γ(j), it is natural to define
γ[j] ∗ f := |detTj |−1/2 · γ(j) ∗ f.
This new notation γ(j) ∗ f (and thus also γ[j] ∗ f) is consistent in the following sense: If we have O = Rd
and D (Q, Lpv, ℓqw) →֒ S ′
(
Rd
)
(i.e., if every f ∈ D (Q, Lpv, ℓqw) ⊂ Z ′
(
Rd
)
=
[F (C∞c (Rd))]′ extends to a tempered
distribution fS), then our new definition of the convolution γ(j) ∗ f := F−1fj agrees with the usual interpretation
of γ(j) ∗ f := F−1
(
γ̂(j) · f̂
)
for f ∈ S ′ (Rd) ⊃ D (Q, Lpv, ℓqw), as we will see now.
First note f̂S |C∞c (Rd) = f̂ , where f̂ = f ◦ F ∈ D′
(
Rd
)
. Thus, we have for arbitrary φ ∈ F (C∞c (Rd)) that〈F−1fj , φ〉S′,S = 〈fj , F−1φ〉S′,S
=
∑
i∈I
〈
γ̂(j)f̂ , ϕi · F−1φ
〉
D′(Rd),C∞c (Rd)
(since F−1φ∈C∞c (Rd) and
∑
i∈I ϕi≡1 with a locally finite sum) =
〈
γ̂(j) · f̂ , F−1φ
〉
D′(Rd),C∞c (Rd)
=
〈
f̂ , γ̂(j) · F−1φ
〉
D′(Rd),C∞c (Rd)
(γ̂(j)·F−1φ∈C∞c (Rd)⊂S(Rd), since γ̂(j)∈C∞(Rd) and F−1φ∈C∞c (Rd)) =
〈
f̂S , γ̂(j) · F−1φ
〉
S′,S
(γ̂(j)·f̂S∈S′(Rd), since f̂S∈S′(Rd) and all derivatives of γ̂(j) pol. bounded) =
〈
γ̂(j) · f̂S , F−1φ
〉
S′,S
=
〈
F−1
[
γ̂(j) · f̂S
]
, φ
〉
S′,S
=
〈
γ(j) ∗ fS , φ
〉
S′,S
.
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Here, the last step uses the definition γ(j) ∗ fS := F−1
[
γ̂(j) · f̂S
]
from above. This definition coincides with the
usual one if γi ∈ S
(
Rd
)
for all i ∈ I (so that γ(j) ∈ S (Rd)) or (by Lemma 3.3 and since γ(j) ∈ L1v0 (Rd) as seen in
Remark 3.2) if fS ∈
(
L1v + L
∞
v
) (
Rd
)
, which is satisfied in many cases.
Now, since F (C∞c (Rd)) is dense in S (Rd) (cf. [29, Proposition 9.9]) and since we have F−1fj ∈ Vj ⊂ S ′ (Rd)
and γ(j) ∗ fS = F−1
(
γ̂(j) · f̂S
)
∈ S ′ (Rd), we conclude γ(j) ∗ fS = F−1fj , as claimed. 
Proof of Theorem 3.5. Let f ∈ D (Q, Lpv, ℓqw) be arbitrary and let ci :=
∥∥∥F−1 (ϕ∗i · f̂)∥∥∥
Lpv
for i ∈ I. Using the
(quasi)-triangle inequality for Lp
(
Rd
)
and the uniform estimate |i∗| ≤ NQ, we obtain a constant C1 = C1 (p,Q) > 0
satisfying
ci =
∥∥∥F−1(ϕ∗i · f̂)∥∥∥
Lpv
≤ C1 ·
∑
ℓ∈i∗
∥∥∥F−1(ϕℓ · f̂)∥∥∥
Lpv
= C1 · (ΓQd)i for d = (di)i∈I , with di :=
∥∥∥F−1(ϕi · f̂)∥∥∥
Lpv
.
In fact, as shown in [41, Exercise 1.1.5(c)], we can choose
C1 =
{
1, if p ∈ [1,∞] ,
N
1
p−1
Q , if p ∈ (0, 1) .
Since d ∈ ℓqw (I) with ‖d‖ℓqw = ‖f‖D(Q,Lpv ,ℓqw), we get c ∈ ℓqw (I) as well, and ‖c‖ℓqw ≤ C1 · |||ΓQ||| · ‖f‖D(Q,Lpv ,ℓqw).
Now, we distinguish the two cases p ∈ [1,∞] and p ∈ (0, 1).
In case of p ∈ [1,∞], we have Vj = Lpv
(
Rd
)
. Here, the weighted Young inequality (equation (1.12)) yields∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
Lpv
=
∥∥∥F−1 (γ̂(j) · ϕi · ϕ∗i · f̂)∥∥∥
Lpv
=
∥∥∥F−1 (γ̂(j) · ϕi) ∗ F−1 (ϕ∗i · f̂)∥∥∥
Lpv
≤
∥∥∥F−1 (γ̂(j) · ϕi)∥∥∥
L1v0
·
∥∥∥F−1 (ϕ∗i · f̂)∥∥∥
Lpv
= Aj,i · ci,
with Aj,i as in Assumption 3.1. Hence, we get∑
i∈I
∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
Lpv
≤
∑
i∈I
[Aj,i · ci] =
(−→
A · c
)
j
<∞, (3.6)
since we have c ∈ ℓqw (I) and since Assumption 3.1 includes (for p ∈ [1,∞]) the assumption that
−→
A : ℓqw (I)→ ℓqw (I)
is well-defined and bounded. This implies that the function
Fj :=
∑
i∈I
F−1
(
γ̂(j) · ϕi · f̂
)
∈ Lpv (Rd) = Vj
is well-defined, with normal convergence in Vj and with absolute convergence a.e. of the defining series and such
that ‖Fj‖Lpv ≤
(−→
A · c
)
j
for all j ∈ I.
Next, in case of p ∈ (0, 1), define ei := cpi for i ∈ I and note e = (ei)i∈I ∈ ℓq/pwp (I) = ℓrwmin{1,p} (I), with
‖e‖ℓr
wmin{1,p}
(I) =
∥∥(wpi · cpi )i∈I∥∥ℓq/p = ∥∥(wi · ci)i∈I∥∥pℓq = ‖c‖pℓqw(I) .
Next, we note
supp
(
γ̂(j) · ϕi · f̂
)
⊂ suppϕi ⊂ Qi ⊂ TiBRQ (0) + bi
⊂ Tj
[
T−1j TiBRQ (0)
]
+ bi
⊂ Tj
[∥∥T−1j Ti∥∥BRQ (0)]+ bi
⊂ Tj
[− ∥∥T−1j Ti∥∥RQ, ∥∥T−1j Ti∥∥RQ]d + bi,
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so that Theorem 2.17 yields for C2 := 2
4(1+ dp )s
1
p
d
(
192 · d 32 ·
⌈
K+ d+1p
⌉)⌈K+ d+1p ⌉+1·ΩK0 Ω1 and C3 := C2·(1 +RQ)d/p
that∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
Vj
=
∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
W
T
−T
j
[−1,1]d
(Lpv)
≤ C2
(
1 +
∥∥T−1j Ti∥∥RQ)d/p · ∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
Lpv
(1+ab≤(1+a)(1+b) for a,b≥0) ≤ C3 ·
(
1 +
∥∥T−1j Ti∥∥)d/p · ∥∥∥F−1 (γ̂(j) · ϕi) ∗ F−1 (ϕ∗i · f̂)∥∥∥
Lpv
(Prop. 2.23 with n=1) ≤ C3 ·(12RQCQ)d(
1
p−1) ·(1+∥∥T−1j Ti∥∥)d/p |detTi| 1p−1 ∥∥∥F−1 (ϕi γ̂(j))∥∥∥
Lpv0
∥∥∥F−1 (ϕ∗i f̂)∥∥∥
Lpv
≤ C3 · (12RQCQ)d(
1
p−1) · A1/pj,i · ci
=: C4 · A1/pj,i · ci.
Here, Proposition 2.23 is applicable, since ϕi ∈ C∞c
(
Rd
)
and γ̂(j) ∈ C∞ (Rd), so that ϕi · γ̂(j) ∈ C∞c (Rd) and since
clearly supp
[
ϕiγ̂(j)
]
⊂ Q∗i and supp
[
ϕ∗i f̂
]
⊂ Q∗i .
Consequently, we arrive at∑
i∈I
∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥p
Vj
≤ Cp4 ·
∑
i∈I
[Aj,i · cpi ] = Cp4 ·
(−→
A · e
)
j
<∞, (3.7)
since
−→
A : ℓr
wmin{1,p}
(I)→ ℓr
wmin{1,p}
(I) is well-defined and bounded and e ∈ ℓr
wmin{1,p}
(I).
Finally, we use the p-triangle inequality for Lp
(
Rd
)
(yielding the p-triangle inequality for Vj = WT−Tj [−1,1]d (L
p
v))
to conclude that Fj :=
∑
i∈I F−1
(
γ̂(j) · ϕi · f̂
)
∈ Vj is well-defined, with normal convergence in Vj and a.e. absolute
convergence of the defining series and with ‖Fj‖Vj ≤ C4 · (
−→
A · e)1/pj .
Our next goal is to show that the previous results imply that fj ∈ S ′
(
Rd
)
yields a well-defined tempered
distribution. To this end, recall from Lemma 3.3 that Vj →֒ S ′
(
Rd
)
for all p ∈ (0,∞]. Consequently, we get
Fj ∈ S ′
(
Rd
)
and Fj =
∑
i∈I F−1
(
γ̂(j) · ϕi · f̂
)
with unconditional convergence in Vj →֒ S ′
(
Rd
)
, which implies for
φ ∈ S (Rd) that 〈FFj , F−1φ〉S′,S = 〈Fj , φ〉S′,S =∑
i∈I
〈
F−1
(
γ̂(j) · ϕi · f̂
)
, φ
〉
S′,S
,
=
∑
i∈I
〈
γ̂(j) · f̂ , ϕi · F−1φ
〉
D′(O),C∞c (O)
=
〈
fj , F−1φ
〉
S′,S ,
where the right-hand side is well-defined (with absolute convergence of the series), since the left-hand side is. This
shows that fj = FFj ∈ FVj ⊂ S ′
(
Rd
)
is a well-defined tempered distribution, as claimed. Finally, we have
F−1fj = Fj =
∑
i∈I F−1
(
γ̂(j) · ϕi · f̂
)
, where the series converges normally in Vj and absolutely a.e., as claimed.
It remains to verify boundedness of AnaΓ. But for p ∈ [1,∞], we have by solidity of ℓqw (I) and by the triangle
inequality for Lp
(
Rd
)
, and since C1 = 1 for p ∈ [1,∞], that∥∥∥∥∥
(∥∥∥γ(j) ∗ f∥∥∥
Vj
)
j∈I
∥∥∥∥∥
ℓqw
=
∥∥∥∥(‖Fj‖Lpv)j∈I
∥∥∥∥
ℓqw
≤
∥∥∥∥∥∥
(∑
i∈I
∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
Lpv
)
j∈I
∥∥∥∥∥∥
ℓqw
(eq. (3.6)) ≤
∥∥∥∥∥
[(−→
A · c
)
j
]
j∈I
∥∥∥∥∥
ℓqw
≤ |||−→A ||| · ‖c‖ℓqw
≤ |||ΓQ||| · |||−→A ||| · ‖f‖D(Q,Lpv,ℓqw) <∞,
as desired.
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Finally, in case of p ∈ (0, 1), the p-triangle inequality for WT−Tj [−1,1]d (L
p
v) yields∥∥∥γ(j) ∗ f∥∥∥
Vj
= ‖Fj‖W
T
−T
j
[−1,1]d
(Lpv)
≤
[∑
i∈I
∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥p
W
T
−T
j
[−1,1]d
(Lpv)
]1/p
(eq. (3.7)) ≤ C4 ·
(−→
A · e
)1/p
j
.
By solidity of ℓqw (I), this implies∥∥∥∥∥
(∥∥∥γ(j) ∗ f∥∥∥
Vj
)
j∈I
∥∥∥∥∥
ℓqw
≤ C4 ·
∥∥∥∥(−→A · e)1/p∥∥∥∥
ℓqw
= C4 ·
∥∥∥∥(wp · [−→A · e])1/p∥∥∥∥
ℓq
= C4 ·
∥∥∥wmin{1,p} · [−→A · e]∥∥∥1/p
ℓq/p
= C4 ·
∥∥∥−→A · e∥∥∥1/p
ℓr
wmin{1,p}
≤ C4 · |||−→A |||1/p · ‖e‖1/pℓr
wmin{1,p}
= C4 · |||−→A |||1/p · ‖c‖ℓqw
≤ C1C4 · |||ΓQ||| · |||−→A |||1/p · ‖f‖D(Q,Lpv,ℓqw) <∞,
which completes the proof. 
Next, we establish the estimate “.” in equation (3.4), under suitable assumptions on (γi)i∈I . Notice that up to
now we have not excluded the case γi ≡ 0 for all i ∈ I. But if equation (3.4) was true, we would need at least that
the family of frequency supports supp γ̂(i), with i ∈ I, covers all of O. To ensure this, we introduce the following
additional assumption:
Assumption 3.6. We assume that for each i ∈ I there is some function θ♮i ∈ C∞c
(
Rd
)
such that the family
θ = (θ♮i)i∈I satisfies the following properties:
(1) We have θ♮i · γ̂i ≡ 1 on Q′i (and thus on Q′i) for all i ∈ I.
(2) For each p ∈ (0,∞], the constant
Ω
(p,K)
2 := Ω
(p,K)
2 (θ) :=

supi∈I
∥∥∥F−1θ♮i∥∥∥
W
[−1,1]d
(
Lp
(1+|•|)K
) , if p ∈ (0, 1) ,
supi∈I
∥∥∥F−1θ♮i∥∥∥
L1
(1+|•|)K
, if p ∈ [1,∞]
is finite.
We fix such a family θ = (θ♮i)i∈I and the constant Ω
(p,K)
2 for the remainder of the paper. Finally, we recall
Siξ = Tiξ + bi and define
θi := θ
♮
i ◦ S−1i ∈ C∞c (Rd) ∀i ∈ I. ◭
At least in the case where the set of prototypes {γi | i ∈ I} is finite, the preceding assumption can be heavily
simplified, as we show now:
Lemma 3.7. Assume that there are N functions γ
(0)
1 , . . . , γ
(0)
N such that for each i ∈ I we have γi = γ(0)ni for a
suitable ni ∈ N . For n ∈ N let
Q(n) :=
⋃
{Q′i | i ∈ I and ni = n} .
If there is some c > 0 satisfying |(Fγ(0)n ) (ξ)| ≥ c for all ξ ∈ Q(n), then the family (γi)i∈I satisfies Assumption 3.6.
In fact, for arbitrary p0 ∈ (0, 1] and K(0) ≥ 0, there is a constant Ω3 = Ω3
(
Q, γ(0)1 , . . . , γ(0)N , p0,K(0), d
)
> 0
satisfying
Ω
(p,K)
2 ≤ Ω3 ∀p ≥ p0 and K ≤ K(0). ◭
Remark. If γi = γ for all i ∈ I, then the above assumptions reduce to |γ̂ (ξ)| ≥ c > 0 for all ξ ∈ Q :=
⋃
i∈I Q
′
i. 
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Proof. Recall from Assumption 3.1 that we always have γ̂i ∈ C∞
(
Rd
)
. Now, by possibly dropping some elements
of the family γ
(0)
1 , . . . , γ
(0)
N , we can assume that for each n ∈ N , there is some i ∈ I satisfying ni = n and thus
γ
(0)
n = γi. In particular, this implies γ̂
(0)
n ∈ C∞
(
Rd
)
for all n ∈ N .
By continuity of Fγ(0)n , we get |(Fγ(0)n ) (ξ)| ≥ c for all ξ ∈ Q(n). Furthermore, recall from Subsection 1.3 that
we have Q′i ⊂ BRQ (0) for all i ∈ I, so that each of the sets Q(n) is bounded. Hence, Q(n) is compact. Again by
continuity of Fγ(0)n , each of the sets
Un :=
{
ξ ∈ Rd
∣∣∣ |(Fγ(0)n ) (ξ)| > c2}
is open with Q(n) ⊂ Un. Thus, the C∞-Urysohn-Lemma (cf. [29, Lemma 8.18]) yields some ηn ∈ C∞c (Un) with
ηn|Q(n) ≡ 1.
Now, note that ηn/γ̂
(0)
n ∈ C∞c (Un) is well-defined, since γ̂(0)n 6= 0 on Un. Thus, the function
θ(n) : Rd → C, ξ 7→

ηn(ξ)
γ̂
(0)
n (ξ)
, if ξ ∈ Un,
0, if ξ /∈ Un
is a smooth function θ(n) ∈ C∞c
(
Rd
)
with supp θ(n) ⊂ Un and with θ(n) · γ̂(0)n = ηn ≡ 1 on Q(n).
Now, define θ♮i := θ
(ni) ∈ C∞c
(
Rd
)
for i ∈ I. Then, for each i ∈ I, we have θ♮i · γ̂i = θ(ni) · γ̂(0)ni ≡ 1 on Q(ni) ⊃ Q′i,
cf. the definition of Q(n).
Finally, Lemma 2.3 (with N = K(0) + dp0 + 1) yields for p ≥ p0 and K ≤ K(0) the estimate∥∥∥F−1θ♮i∥∥∥
Lp
(1+|·|)K
≤
∥∥∥F−1θ♮i∥∥∥
W
[−1,1]d
(
Lp
(1+|·|)K
) ≤ (1 + 2√d)N ·(1
p
sd
N −K − dp
)1/p
·
∥∥∥F−1θ♮i∥∥∥
N
≤
(
1 + 2
√
d
)N
·
(
1 +
sd
p0
)1/p0
·max
n∈N
∥∥∥F−1θ(n)∥∥∥
N
=: Ω3.
Since N only depends on K(0), d, p0 and since θ
(1), . . . , θ(N) only depend on Q and on γ(0)1 , . . . , γ(0)N , Ω3 is as
claimed in the lemma. Note that each of the norms
∥∥F−1θ(n)∥∥
N
is finite, since θ(n) ∈ C∞c
(
Rd
)
, from which we get
F−1θ(n) ∈ S (Rd). 
Now, instead of just establishing equation (3.4), we will actually show that the “coefficient map” AnaΓ from
Theorem 3.5 yields a semi-discrete Banach frame for D (Q, Lpv, ℓqw). By this we mean that there exists a bounded
linear “reconstruction” map R : V → D (Q, Lpv, ℓqw) satisfying R ◦ AnaΓ = idD(Q,Lpv,ℓqw). For the construction of R,
the following result will turn out to be helpful:
Lemma 3.8. Assume that Γ = (γi)i∈I satisfies Assumption 3.6 and let (θi)i∈I be defined as in that assumption.
Then γ̂(i) · θi ≡ 1 on Qi for each i ∈ I and each of the maps
Ii : Vi → Vi, f 7→
(F−1θi) ∗ f
is well-defined and bounded, with supi∈I |||Ii||| ≤ C <∞, where
C :=
{
Ω4K0 Ω
4
1Ω
(p,K)
2 · d−
d
2p · (972 · d5/2)K+ dp , if p ∈ (0, 1) ,
ΩK0 Ω1Ω
(p,K)
2 , if p ∈ [1,∞] .
Hence, the map
mθ :=
⊗
i∈I
Ii : V → V, (fi)i∈I 7→
((F−1θi) ∗ fi)i∈I
is well-defined and bounded as well, with |||mθ||| ≤ C. ◭
Proof. First, observe
γ̂(i) · θi =
(
γ̂i ◦ S−1i
) · (θ♮i ◦ S−1i ) = (γ̂i · θ♮i)︸ ︷︷ ︸
≡1 on Q′i
◦S−1i ≡ 1 on SiQ′i = Qi,
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so that it remains to show that each of the maps Ii is well-defined and bounded, with the claimed estimate for the
operator norm.
In case of p ∈ [1,∞], this is a consequence of equation (1.12), once we show that
∥∥F−1θi∥∥L1v0 is uniformly
bounded. But we simply have
θi = θ
♮
i ◦ S−1i = Lbi
(
θ♮i ◦ T−1i
)
and hence F−1θi = |detTi| ·Mbi
[(
F−1θ♮i
)
◦ T Ti
]
, (3.8)
which implies ∥∥F−1θi∥∥L1v0 = |det Ti| ·
∥∥∥v0 · [(F−1θ♮i) ◦ T Ti ]∥∥∥
L1
=
∥∥∥(v0 ◦ T−Ti ) · (F−1θ♮i)∥∥∥
L1
(assumption on v0) ≤ Ω1 ·
∥∥∥x 7→ (1 + ∣∣T−Ti x∣∣)K · (F−1θ♮i) (x)∥∥∥
L1
(eq. (1.11)) ≤ ΩK0 Ω1 ·
∥∥∥(1 + |•|)K · F−1θ♮i∥∥∥
L1
≤ ΩK0 Ω1 · Ω(p,K)2 .
Finally, for p ∈ (0, 1), we get from Corollary 2.22 for C1 := Ω3K0 Ω31 · d−
d
2p · (972 · d5/2)K+ dp that∥∥(F−1θi) ∗ f∥∥W
T
−T
i
[−1,1]d
(Lpv)
≤ C1 · |detTi|
1
p−1 ·
∥∥F−1θi∥∥W
T
−T
i
[−1,1]d
(Lpv0)
· ‖f‖W
T
−T
i
[−1,1]d
(Lpv)(
eq. (3.8) and ‖Mbf‖
WQ(Lpv0)
=‖f‖
WQ(Lpv0)
)
= C1 · |detTi|
1
p−1 · |detTi| ·
∥∥∥(F−1θ♮i) ◦ T Ti ∥∥∥
W
T
−T
i
[−1,1]d
(Lpv0)
· ‖f‖Vi
(Lemma 2.4) = C1 · |detTi|
1
p ·
∥∥∥(M[−1,1]d [F−1θ♮i]) ◦ T Ti ∥∥∥
Lpv0
· ‖f‖Vi
= C1 ·
∥∥∥(v0 ◦ T−Ti ) ·M[−1,1]d [F−1θ♮i]∥∥∥
Lp
· ‖f‖Vi
(asusmption on v0 and eq. (1.11)) ≤ ΩK0 Ω1C1 ·
∥∥∥(1 + |•|)K ·M[−1,1]d [F−1θ♮i]∥∥∥
Lp
· ‖f‖Vi
≤ ΩK0 Ω1Ω(p,K)2 · C1 · ‖f‖Vi . 
Our final ingredient for the construction of the “reconstruction map” R : V → D (Q, Lpv, ℓqw) is the following
lemma.
Lemma 3.9. The map
SynthD : V → D (Q, Lpv, ℓqw), (fi)i∈I 7→
∑
i∈I
[(F−1ϕi) ∗ fi] Lemma 3.3= ∑
i∈I
[
F−1
(
ϕi · f̂i
)]
is well-defined and bounded with unconditional convergence of the series in Z ′ (O) and with |||SynthD||| ≤ |||ΓQ||| ·C,
where
C =
 (768/
√
d)
d/p
59049·12d·d5 ·
(
186624 ·d4 ·
⌈
K+ d+1p
⌉)1+⌈K+d+1p ⌉ ·(1+RQCQ)d( 2p−1) ·Ω4K0 Ω41 ·N 1p−1Q C2Q,Φ,v0,p, if p ∈ (0, 1) ,
C2Q,Φ,v0,p, if p ∈ [1,∞]
and where ΓQ : ℓqw (I)→ ℓqw (I) , c 7→ c∗ denotes the Q-clustering map, i.e., c∗i =
∑
ℓ∈i∗ cℓ. ◭
Proof. Recall that the Fourier transform F : Z ′ (O) → D′ (O) is an isomorphism that restricts to an isometric
isomorphism F : D (Q, Lpv, ℓqw)→ DF (Q, Lpv, ℓqw). Hence, it suffices to show that the map
Θ := F ◦ SynthD : V → DF (Q, Lpv, ℓqw), (fi)i∈I 7→
∑
i∈I
ϕif̂i
is well-defined and bounded, with unconditional convergence of the series in D′ (O). Since the (ϕi)i∈I form a locally
finite partition of unity on O, the series does converge unconditionally in D′ (O), given that each term is a well-
defined element of D′ (O). But this is an easy consequence of the embedding Vi →֒ S ′
(
Rd
)
, which holds for each
i ∈ I, according to Lemma 3.3.
Now, define
ci := ‖fi‖Vi =
‖fi‖Lpv , if p ∈ [1,∞] ,‖fi‖W
T
−T
i
[−1,1]d
(Lpv)
, if p ∈ (0, 1) .
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By definition of V , we have c := (ci)i∈I ∈ ℓqw (I) and
∥∥(fi)i∈I∥∥V = ‖c‖ℓqw . Furthermore, since the Q-clustering map
ΓQ is bounded, it suffices to show
∥∥F−1 (ϕj ·Θ(fi)i∈I)∥∥Lpv ≤ C1 · c∗j for all j ∈ I and a suitable constant C1 > 0,
since this implies∥∥Θ(fi)i∈I∥∥DF (Q,Lpv ,ℓqw) =
∥∥∥∥(∥∥F−1(ϕj ·Θ(fi)i∈I)∥∥Lpv)j∈I
∥∥∥∥
ℓqw
≤ C1·‖c∗‖ℓqw ≤ C1|||ΓQ|||·‖c‖ℓqw = C1|||ΓQ|||·
∥∥(fi)i∈I∥∥V .
To show
∥∥F−1 (ϕj · Γ (fi)i∈I)∥∥Lpv ≤ C1 · c∗j , we distinguish two cases regarding p:
Let us start with the case p ∈ [1,∞]. Since ϕjϕℓ ≡ 0 unless ℓ ∈ j∗, we have∥∥F−1 [ϕj ·Θ(fℓ)ℓ∈I]∥∥Lpv =
∥∥∥∥∥F−1
[
ϕj ·
∑
ℓ∈I
ϕℓf̂ℓ
]∥∥∥∥∥
Lpv
=
∥∥∥∥∥∥
∑
ℓ∈j∗
F−1
[
ϕjϕℓf̂ℓ
]∥∥∥∥∥∥
Lpv
≤
∑
ℓ∈j∗
∥∥(F−1ϕj) ∗ (F−1ϕℓ) ∗ fℓ∥∥Lpv
(eq. (1.12)) ≤
∑
ℓ∈j∗
∥∥F−1ϕj∥∥L1v0 ∥∥F−1ϕℓ∥∥L1v0 · ‖fℓ‖Lpv
≤ C2Q,Φ,v0,p ·
∑
ℓ∈j∗
‖fℓ‖Lpv = C2Q,Φ,v0,p · c∗j ,
so that we can choose C1 := C
2
Q,Φ,v0,p.
Now, we consider the case p ∈ (0, 1). Here, we can first argue as before:
∥∥F−1 [ϕj ·Θ(fℓ)ℓ∈I]∥∥Lpv =
∥∥∥∥∥∥
∑
ℓ∈j∗
F−1
[
ϕjϕℓf̂ℓ
]∥∥∥∥∥∥
Lpv
(quasi-triangle inequality and |j∗|≤NQ) ≤ N
1
p−1
Q ·
∑
ℓ∈j∗
∥∥F−1 (ϕjϕℓ) ∗ fℓ∥∥Lpv
(Lemma 2.2) ≤ N
1
p−1
Q ·
∑
ℓ∈j∗
∥∥F−1 (ϕjϕℓ) ∗ fℓ∥∥W
T
−T
ℓ
[−1,1]d
(Lpv)
.
Then, we set C2 := Ω
3K
0 Ω
3
1 · d−
d
2p · (972 · d5/2)K+ dp and use Corollary 2.22 to estimate each summand as follows:∥∥F−1 (ϕjϕℓ) ∗ fℓ∥∥W
T
−T
ℓ
[−1,1]d
(Lpv)
(Corollary 2.22) ≤ C2 · |det Tℓ|
1
p−1 ·
∥∥F−1 (ϕjϕℓ)∥∥W
T
−T
ℓ
[−1,1]d
(Lpv0)
‖fℓ‖W
T
−T
ℓ
[−1,1]d
(Lpv)
= C2 · |det Tℓ|
1
p−1 · ∥∥F−1 (ϕjϕℓ)∥∥W
T
−T
ℓ
[−1,1]d
(Lpv0)
· cℓ.
Now, note
supp (ϕjϕℓ) ⊂ Qℓ = TℓQ′ℓ + bℓ ⊂ Tℓ [−RQ, RQ]d + bℓ,
so that Theorem 2.17 (with v0 instead of v) shows for
C3 := 2
4(1+ dp )s
1
p
d
(
192 · d3/2 ·
⌈
K +
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· ΩK0 Ω1 · (1 +RQ)
d
p
that ∥∥F−1 (ϕjϕℓ)∥∥W
T
−T
ℓ
[−1,1]d
(Lpv0)
≤ C3 ·
∥∥F−1 (ϕjϕℓ)∥∥Lpv0(
Proposition 2.23 and suppϕj⊂Qj⊂Q∗j and suppϕℓ⊂Qℓ⊂Q∗j
) ≤ C3 (12RQCQ)d( 1p−1) ·|detTj | 1p−1 ·∥∥F−1ϕj∥∥Lpv0 ·∥∥F−1ϕℓ∥∥Lpv0
≤ C4 ·
∥∥F−1ϕℓ∥∥Lpv0
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for C4 := C3 · (12RQCQ)d(
1
p−1) · CQ,Φ,v0,p. In total, we conclude∥∥F−1 (ϕjϕℓ) ∗ fℓ∥∥W
T
−T
ℓ
[−1,1]d
(Lpv)
≤ C2 · |detTℓ|
1
p−1 · ∥∥F−1 (ϕjϕℓ)∥∥W
T
−T
ℓ
[−1,1]d
(Lpv0)
· cℓ
≤ C2C4 · |detTℓ|
1
p−1 ·
∥∥F−1ϕℓ∥∥Lpv0 · cℓ
≤ C2C4CQ,Φ,v0,p · cℓ
and hence ∥∥F−1 [ϕj ·Θ(fℓ)ℓ∈I]∥∥Lpv ≤ N 1p−1Q ·∑
ℓ∈j∗
∥∥F−1 (ϕjϕℓ) ∗ fℓ∥∥W
T
−T
ℓ
[−1,1]d
(Lpv)
≤ N
1
p−1
Q C2C4CQ,Φ,v0,p ·
∑
ℓ∈j∗
cℓ
= N
1
p−1
Q C2C4CQ,Φ,v0,p · c∗j ,
so that the desired estimate from the start of the proof holds with C1 := N
1
p−1
Q C2C4CQ,Φ,v0,p. Now, we finally set
N :=
⌈
K + d+1p
⌉
and observe because of N ≥ K + dp + 1 ≥ dp + 1 and sd ≤ 4d, as well as CQ ≥
∥∥T−1i Ti∥∥ ≥ 1 that
C1 = d
− d2p ·
(
972 · d 52
)K+ dp
24(1+
d
p )s
1
p
d
(
192·d 32 ·N
)N+1
· (1+RQ)
d
p (12RQCQ)
d( 1p−1) · Ω4K0 Ω41 ·N
1
p−1
Q C
2
Q,Φ,v0,p
≤ 24 ·
(
26/
√
d
)d/p (
972 · d 52
)K+ dp (
192·d 32 ·N
)N+1
· 12d( 1p−1) (1+RQCQ)d(
2
p−1) · Ω4K0 Ω41 ·N
1
p−1
Q C
2
Q,Φ,v0,p
≤
(
768/
√
d
)d/p
59049 · 12d · d5 ·
(
186624 · d4 ·N)N+1 · (1 +RQCQ)d( 2p−1) · Ω4K0 Ω41 ·N 1p−1Q C2Q,Φ,v0,p. 
Now, we can finally show existence of the reconstruction map R and thus also derive the estimate “.” in equation
(3.4).
Theorem 3.10. Assume that the family Γ = (γi)i∈I satisfies Assumptions 3.1 and 3.6.
Then, with mθ as in Lemma 3.8, with SynthD as in Lemma 3.9 and with AnaΓ as in Theorem 3.5, the map
R := SynthD ◦mθ : V → D (Q, Lpv, ℓqw)
is well-defined and bounded with |||R||| ≤ |||ΓQ|||C2Q,Φ,v0,p · C for
C :=
 (768/d)
d/p
235·12d·d10 ·
(
228 ·d 132 ·
⌈
K+ d+1p
⌉)1+⌈K+ d+1p ⌉·(1+RQCQ)d( 2p−1) · Ω8K0 Ω81Ω(p,K)2 ·N 1p−1Q , if p < 1,
ΩK0 Ω1Ω
(p,K)
2 , if p ≥ 1,
where as usual ΓQ : ℓqw (I)→ ℓqw (I) denotes the Q-clustering map.
Furthermore, R satisfies
R ◦AnaΓ = idD(Q,Lpv,ℓqw) . (3.9)
In particular, equation (3.4) is satisfied, i.e., we have
‖f‖D(Q,Lpv ,ℓqw) ≍
∥∥(γ(i) ∗ f)i∈I∥∥V ∀f ∈ D (Q, Lpv, ℓqw). ◭
Proof. Boundedness of SynthD and mθ and thus of R is a consequence of Lemmas 3.9 and 3.8, respectively, so that
it suffices to prove equation (3.9).
To see this, we again use the isomorphism F : D (Q, Lpv, ℓqw)→ DF (Q, Lpv, ℓqw). Recall from Lemma 3.9 that we
have
(F ◦ SynthD) (fi)i∈I =
∑
i∈I
(
ϕi · f̂i
)
for (fi)i∈I ∈ V = ℓqw
(
[Vi]i∈I
)
,
where it is used that fi ∈ Vi →֒ S ′
(
Rd
)
for all i ∈ I.
Structured, compactly supported Banach frame decompositions of decomposition spaces — Felix Voigtlaender 47
Hence, for f ∈ D (Q, Lpv, ℓqw), we have
(F ◦R ◦AnaΓ) f =
∑
i∈I
[ϕi · F [(mθ ◦AnaΓ) f ]i]
=
∑
i∈I
[
ϕi · F
[(F−1θi) ∗ (γ(i) ∗ f)]]
(Lemma 3.3) =
∑
i∈I
[
ϕi · θi · γ̂(i) ∗ f
]
(Special Def. of γ(i)∗f=F−1fi, cf. Theorem 3.5) =
∑
i∈I
[ϕi · θi · fi] ,
where
fi : S
(
Rd
)→ C, φ 7→∑
ℓ∈I
〈
γ̂(i) · f̂ , ϕℓφ
〉
D′(O),C∞c (O)
.
Thus, we have for arbitrary φ ∈ C∞c (O) that
〈(F ◦R ◦AnaΓ) f, φ〉D′(O),C∞c (O) =
∑
i∈I
〈fi, ϕi · θi · φ〉S′,S
=
∑
i∈I
∑
ℓ∈I
〈
γ̂(i) · f̂ , ϕℓϕi · θi · φ
〉
D′(O),C∞c (O)
=
∑
i∈I
∑
ℓ∈I
〈
f̂ , ϕℓϕi · γ̂(i) · θi · φ
〉
D′(O),C∞c (O)
(γ̂(i)·θi≡1 on Qi⊃suppϕi, cf. Lemma 3.8) =
∑
i∈I
∑
ℓ∈I
〈
f̂ , ϕℓϕi · φ
〉
D′(O),C∞c (O)
(φ∈C∞c (O) and (ϕi)i∈I loc. finite part. of unity on O) =
∑
i∈I
〈
f̂ , ϕi · φ
〉
D′(O),C∞c (O)
(as above) =
〈
f̂ , φ
〉
D′(O),C∞c (O)
.
Hence, we have shown F ◦ R ◦ AnaΓ = F on D (Q, Lpv, ℓqw). Since F : D (Q, Lpv, ℓqw) → DF (Q, Lpv, ℓqw) is an
isomorphism, this implies R ◦AnaΓ = idD(Q,Lpv,ℓqw), as desired. 
4. Fully Discrete Banach Frames
In the previous section, we obtained semi-discrete Banach frames for D (Q, Lpv, ℓqw); in particular, we showed
‖f‖D(Q,Lpv ,ℓqw) ≍
∥∥∥(‖γ(i) ∗ f‖Vi)i∈I∥∥∥ℓqw .
We call such a frame semi-discrete, because while the index set I is discrete, the convolutions γ(i) ∗ f are treated
as genuine functions, which are defined on the continuous (non-discrete) index set Rd.
In this section, our aim is a further discretization of these frames, so that we will in the end obtain a (quasi)-norm
equivalence of the form
‖f‖D(Q,Lpv,ℓqw) ≍
∥∥∥∥∥∥
(∥∥∥∥[(γ[j] ∗ f)(δ · T−Tj k)]k∈Zd
∥∥∥∥
C
(δ)
j
)
j∈I
∥∥∥∥∥∥
ℓquq
for a suitable weight uq on I, (4.1)
where for each δ ∈ (0, 1] and j ∈ I, the coefficient space C(δ)j is given by
C
(δ)
j := ℓ
p
v(j,δ)
(Zd) with v(j,δ)k = v
(
δ · T−Tj k
)
for k ∈ Zd. (4.2)
For simplicity, the reader should keep in mind the important special case v ≡ 1, for which C(δ)j = ℓp
(
Zd
)
, indepen-
dently of j, δ.
To ensure that equation (4.1) holds, we will introduce suitable assumptions on (γi)i∈I and δ > 0. In particular,
for the formula above to make sense, we also have to establish (at least) continuity of γ(j) ∗ f (and thus of γ[j] ∗ f),
so that the pointwise evaluations
(
γ[j] ∗ f) (δ · T−Tj k) are meaningful; note that up to now, we only know (for
p ∈ [1,∞]) that γ[j] ∗ f ∈ Lpv
(
Rd
)
.
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To ensure this continuity, we introduce a new set of additional assumptions and notations. In these assumptions,
the Lpv0 (quasi)-norm of certain vector valued functions g : R
d → Ck is considered. This has to be understood as
‖g‖Lpv0 := ‖ |g| ‖Lpv0 , where as usual |g| (x) := |g (x)| = ‖g (x)‖2 denotes the euclidean norm of g (x). Furthermore,
for such a function g = (g1, . . . , gk), expressions as the (inverse) Fourier transform F−1g :=
(F−1g1, . . . ,F−1gk)
are always understood in a coordinatewise sense.
Assumption 4.1. In addition to Assumption 3.1, we assume the following:
(1) We have γi ∈ C1
(
Rd
)
for all i ∈ I and the gradient φi := ∇γi satisfies the following:
(a) φi is bounded for each i ∈ I,
(b) We have φi ∈ L1v0
(
Rd;Cd
) →֒ L1 (Rd;Cd) for all i ∈ I,
(c) We have φ̂i ∈ C∞
(
Rd;Cd
)
for all i ∈ I.
(2) For j ∈ I, we define
φ(j) := F−1
(
φ̂j ◦ S−1j
)
= |detTj | ·Mbj
[
φj ◦ T Tj
]
,
so that φ(j) is to φj as γ
(j) is to γj .
(3) For j, i ∈ I, set
Bj,i :=

(
1 +
∥∥T−1j Ti∥∥)K+d · ∥∥∥F−1 (ϕi · φ̂(j))∥∥∥
L1v0
, if p ∈ [1,∞] ,(
1 +
∥∥T−1j Ti∥∥)pK+d · |detTi|1−p · ∥∥∥F−1 (ϕi · φ̂(j))∥∥∥p
Lpv0
, if p ∈ (0, 1) .
(4) With
r := max
{
q,
q
p
}
=
{
q, if p ∈ [1,∞] ,
q
p , if p ∈ (0, 1)
as in Assumption 3.1, we assume that the operator
−→
B induced by (Bj,i)j,i∈I , i.e.
−→
B (ci)i∈I :=
(∑
i∈I
Bj,i ci
)
j∈I
defines a well-defined, bounded operator
−→
B : ℓr
wmin{1,p}
(I)→ ℓr
wmin{1,p}
(I).
(5) For j ∈ I and δ ∈ (0, 1], we let the j-th coefficient space C(δ)j be defined as in equation (4.2) and set
Wj :=
{
f : Rd → C
∣∣∣ f continuous and ‖f‖Wj <∞} ,
where
‖f‖Wj := ‖f‖Vj + sup
0<δ≤1
1
δ
∥∥∥oscδ·T−Tj [−1,1]d [M−bjf]∥∥∥Vj .
(6) Finally, we define
ℓqw ([Wj ]j∈I) :=
{
(fj)j∈I
∣∣∣ (∀j ∈ I : fj ∈Wj) and (‖fj‖Wj )j∈I ∈ ℓqw (I)} ,
equipped with the natural (quasi)-norm ‖(fj)j∈I‖ℓqw([Wj ]j∈I) :=
∥∥∥(‖fj‖Wj )j∈I∥∥∥ℓqw . ◭
Remark. Note that ϕi · φ̂(j) ∈ C∞c
(
Rd
)
for all i, j ∈ I, since ϕi ∈ C∞c
(
Rd
)
and since φ̂(j) = φ̂j ◦ S−1j is smooth,
because φ̂j is. Hence, F−1
(
ϕi · φ̂(j)
)
∈ S (Rd), so that Bj,i <∞ for all i, j ∈ I, cf. Lemma 2.3.
Although we again stated the assumption in the general case where the prototype γi may depend on i ∈ I, the
reader should keep in mind the most important special case where γi = γ is independent of i ∈ I. 
Given these assumptions, we now want to show in particular that γ[j] ∗f is continuous for each f ∈ D (Q, Lpv, ℓqw).
The following lemma makes an important step in that direction.
Lemma 4.2. Assume that Γ = (γi)i∈I satisfies Assumption 4.1. Then the following hold:
For p ∈ [1,∞] and
C :=
26d√
d
·
(
1152 · d5/2 · ⌈K + d+ 1⌉
)⌈K⌉+d+2
· Ω2K0 Ω21 · (1 +RQ)d ,
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we have∥∥∥oscδ·T−Tj [−1,1]d [M−bjF−1 (γ̂(j) · ϕif̂)]∥∥∥Lpv ≤ C · δ · (1 + ∥∥T−1j Ti∥∥)K+d · ∥∥F−1 (ϕi · φ̂(j))∥∥L1v0 · ∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
for all 0 < δ ≤ 1, all f ∈ Z ′ (O) and all i, j ∈ I.
Likewise, for p ∈ (0, 1) and
C :=
216
d
p · (1 + CQRQ)
2d
p
370 · d11/2 · dd/2p ·
(
4032 · d3 ·
⌈
K +
d+ 1
p
⌉)2⌈K+ d+1p ⌉+2
· Ω5K0 Ω51,
we have ∥∥∥oscδ·T−Tj [−1,1]d[M−bjF−1(ϕiγ̂(j)f̂)]∥∥∥W
T
−T
j
[−1,1]d
(Lpv)
≤ C · δ · |detTi|
1
p−1 · (1 + ∥∥T−1j Ti∥∥)K+ dp · ∥∥F−1(ϕiφ̂(j))∥∥Lpv0 · ∥∥F−1(ϕ∗i f̂ )∥∥Lpv
for all 0 < δ ≤ 1, all f ∈ Z ′ (O) and all i, j ∈ I. ◭
Proof. First of all, note that f̂ ∈ D′ (O) for f ∈ Z ′ (O). Because of ϕi ∈ C∞c (O), this implies that ϕi·f̂ ∈ S ′
(
Rd
)
is a
well-defined tempered distribution with compact support, so that the same holds for ϕi·γ̂(j) ·f̂ , since γ̂(j) ∈ C∞
(
Rd
)
.
Hence, by the Paley-Wiener theorem, F−1
(
γ̂(j) · ϕi · f̂
)
is a smooth (even analytic) function with polynomially
bounded derivatives of all orders. In particular, expressions like
(
oscδ·T−Tj [−1,1]d
[
M−bjF−1
(
ϕiγ̂(j)f̂
)])
(x) are
well-defined for every x ∈ Rd.
Let f ∈ Z ′ (O) be arbitrary. We can clearly assume
∥∥F−1 (ϕ∗i · f̂ )∥∥Lpv <∞, since otherwise, the claim is trivial.
Now, note that γ̂(j) · ϕi ∈ C∞c
(
Rd
) ⊂ S (Rd) and ϕ∗i f̂ ∈ S ′ (Rd), as well as
M−bj
[
F−1
(
γ̂(j) · ϕi · f̂
)]
= F−1
[
L−bj
(
γ̂(j)ϕi · ϕ∗i f̂
)]
= F−1
[
L−bj
(
γ̂(j) · ϕi
)]
∗ F−1 [L−bj (ϕ∗i f̂ )] .
In particular, the convolution is pointwise well-defined, so that Lemma 2.12 shows
oscδ·T−Tj [−1,1]dM−bj
[
F−1
(
γ̂(j) · ϕif̂
)]
≤
(
oscδ·T−Tj [−1,1]d F
−1 [L−bj (γ̂(j) · ϕi)]) ∗ ∣∣F−1 [L−bj (ϕ∗i f̂ )]∣∣ . (4.3)
Now, for p ∈ (0, 1), we want to apply Proposition 2.21 with Q1 = T−Ti [−1, 1]d, Q2 = T−Tj [−1, 1]d and
g =
∣∣∣F−1 [L−bj (ϕ∗i f̂)]∣∣∣ , as well as f = oscδ·T−Tj [−1,1]d F−1 [L−bj (γ̂(j) · ϕi)] .
To this end, first note just as in the proof of Corollary 2.22 (cf. equation (2.18)) that with this choice of Q1 and
suitable choices of (xi)i∈Zd , the constant N from Theorem 2.19 satisfies N ≤ 3d.
Next, we use the identities Q1−Q1 = T−Ti [−2, 2]d and
∣∣F−1 [Lbh]∣∣ = ∣∣Mb [F−1h]∣∣ = ∣∣F−1h∣∣ and equation (2.2),
as well as Theorem 2.17 to get∥∥ ∣∣F−1 [L−bj (ϕ∗i f̂ )]∣∣ ∥∥WQ1−Q1(Lpv) = ∥∥F−1 (ϕ∗i f̂ )∥∥WT−T
i
[−2,2]d
(Lpv)
(eq. (2.2)) ≤ ΩK0 Ω1 · (18d)K+
d
p · ∥∥F−1 (ϕ∗i f̂ )∥∥W
T
−T
i
[−1,1]d
(Lpv)
(Theorem 2.17) ≤ ΩK0 Ω1 · (18d)K+
d
p C1 ·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
for
C1 := 2
4(1+ dp )s
1
p
d
(
192 · d3/2 ·
⌈
K +
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· ΩK0 Ω1 · (1 + (1 + 2CQ)RQ)
d
p ,
since [77, Lemma 2.7] shows supp
(
ϕ∗i f̂
)
⊂ Q∗i ⊂ Ti
[
BR (0)
]
+ bi ⊂ Ti [−R,R]d + bi for R = (1 + 2CQ)RQ.
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All in all, we now set C2 := Ω
K
0 Ω1 · (18d)K+
d
p C1 and use equation (4.3), Proposition 2.21, and the identity
γ̂(j) = Lbj
(
γ̂j ◦ T−1j
)
to conclude because of
sup
x∈Q1
v0 (x) ≤ Ω1 · sup
x∈T−Ti [−1,1]d
(1 + |x|)K
(eq. (1.11)) ≤ ΩK0 Ω1 · sup
x∈T−Ti [−1,1]d
(
1 +
∣∣T Ti x∣∣)K
= ΩK0 Ω1 · sup
y∈[−1,1]d
(1 + |y|)K
≤ ΩK0 Ω1
(
1 +
√
d
)K
that ∥∥∥oscδ·T−Tj [−1,1]d [M−bjF−1 (γ̂(j) · ϕif̂)]∥∥∥W
T
−T
j
[−1,1]d
(Lpv)
≤ 3 dpΩK0 Ω1
(
1 +
√
d
)K
· [λd (Q1)]1−
1
p ·
∥∥∣∣F−1 [L−bj (ϕ∗i f̂ )]∣∣∥∥WQ1−Q1(Lpv)
·
∥∥∥oscδ·T−Tj [−1,1]d (F−1 [L−bj (γ̂(j) · ϕi)])∥∥∥W
T
−T
j
[−1,1]d−T
−T
i
[−1,1]d
(Lpv0)
≤ 3 dpΩK0 Ω1
(
1 +
√
d
)K
C2 · 2d(1−
1
p) |detTi|
1
p−1 ·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
·
∥∥∥oscδ·T−Tj [−1,1]d (F−1 [L−bj (Lbj (γ̂j ◦ T−1j ) · ϕi)])∥∥∥W
T
−T
j
[−1,1]d−T
−T
i
[−1,1]d
(Lpv0)
≤
(
2
√
d
)K
3
d
pC2 · ΩK0 Ω1 · |detTi|
1
p−1 · ∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
·
∥∥∥oscδ·T−Tj [−1,1]d (F−1 [(γ̂j · [(L−bjϕi) ◦ Tj]) ◦ T−1j ])∥∥∥W
T
−T
j
[−1,1]d−T
−T
i
[−1,1]d
(Lpv0)
.
Now, we recall φj = ∇γj and estimate∥∥∥oscδ·T−Tj [−1,1]d (F−1 [(γ̂j · [(L−bjϕi) ◦ Tj]) ◦ T−1j ])∥∥∥W
T
−T
j
[−1,1]d−T
−T
i
[−1,1]d
(Lpv0)
= |detTj | ·
∥∥∥oscδ·T−Tj [−1,1]d [(F−1 [γ̂j · ([L−bjϕi] ◦ Tj)]) ◦ T Tj ]∥∥∥W
T
−T
j
[−1,1]d−T
−T
i
[−1,1]d
(Lpv0)
(Lem. 2.11,2.4) = |detTj | ·
∥∥∥(M[−1,1]d−TTj T−Ti [−1,1]d [oscδ[−1,1]d (F−1 [γ̂j · ([L−bjϕi] ◦ Tj)])]) ◦ T Tj ∥∥∥Lpv0
= |detTj |1−
1
p
∥∥∥(v0 ◦ T−Tj ) ·M[−1,1]d−TTj T−Ti [−1,1]d [oscδ[−1,1]d (F−1 [γ̂j · ([L−bjϕi] ◦ Tj)])]∥∥∥Lp
(Lem. 2.13) ≤ 2
√
d · δ · |detTj|1−
1
p ·
∥∥∥(v0 ◦ T−Tj )·M[−1,1]d−TTj T−Ti [−1,1]d[Mδ[−1,1]d∇ (F−1[γ̂j ·([L−bjϕi]◦Tj)])]∥∥∥Lp.
Since we have δ ≤ 1, Lemma 2.5 allows us to continue the estimate as follows:
. . . ≤ 2
√
d · δ · |detTj |1−
1
p ·
∥∥∥(v0 ◦ T−Tj )·M[−2,2]d−TTj T−Ti [−1,1]d [∇ (γj ∗ F−1 [(L−bjϕi) ◦ Tj])]∥∥∥Lp
(∇(f∗g)=(∇f)∗g)
(∗)
= 2
√
d · δ · |det Tj|1−
1
p ·
∥∥∥(v0 ◦ T−Tj )·M[−2,2]d−TTj T−Ti [−1,1]d (φj ∗ F−1 [(L−bjϕi) ◦ Tj])∥∥∥Lp
= 2
√
d · δ · |detTj |1−
1
p ·
∥∥∥(v0 ◦ T−Tj )·M[−2,2]d−TTj T−Ti [−1,1]d[F−1([(φ̂j ◦ T−1j )·(L−bjϕi)] ◦ Tj)]∥∥∥Lp
= 2
√
d · δ · |detTj |−
1
p ·
∥∥∥(v0 ◦ T−Tj )·M[−2,2]d−TTj T−Ti [−1,1]d[(F−1[(φ̂j ◦ T−1j )·(L−bjϕi)])◦ T−Tj ]∥∥∥Lp
(Lemma 2.4) = 2
√
d · δ · |detTj |−
1
p ·
∥∥∥[v0 ·MT−Tj [−2,2]d−T−Ti [−1,1]d (F−1 [(φ̂j ◦ T−1j ) · (L−bjϕi)])] ◦ T−Tj ∥∥∥Lp
= 2
√
d · δ ·
∥∥∥F−1 [(φ̂j ◦ T−1j ) · (L−bjϕi)]∥∥∥
Wd
T
−T
j
[−2,2]d−T
−T
i
[−1,1]d
(Lpv0)
(4.4)
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Here, the step marked with (∗) is justified, since F−1 [(L−bjϕi) ◦ Tj] ∈ S (Rd) and since γj ∈ L1 (Rd) ∩ C1 (Rd),
where φj = ∇γj is bounded by Assumptions 3.1 and 4.1.
Next, we observe
T−Tj [−2, 2]d − T−Ti [−1, 1]d = T−Ti
(
T Ti T
−T
j [−2, 2]d − [−1, 1]d
)
⊂ T−Ti
(
2
∥∥∥(T−1j Ti)T ∥∥∥
ℓ∞→ℓ∞
[−1, 1]d − [−1, 1]d
)
⊂ T−Ti
[
−
(
1 + 2
∥∥T−1j Ti∥∥ℓ1→ℓ1) , 1 + 2 ∥∥T−1j Ti∥∥ℓ1→ℓ1]d .
Consequently, if we set R := 1 + 2
∥∥T−1j Ti∥∥ℓ1→ℓ1 for brevity, then Corollary 2.9 (with v0 instead of v, with i = j
and with L = 1) yields for arbitrary measurable h : Rd → Ck the estimate
‖h‖Wk
T
−T
j
[−2,2]d−T
−T
i
[−1,1]d
(Lpv0)
≤ ‖h‖Wk
T
−T
i
[−R,R]d
(Lpv0)
≤ ΩK0 Ω1 ·
[
3d
(
1 + 1 + 2
∥∥T−1j Ti∥∥ℓ1→ℓ1)]K+ dp · (1 + 1)K+dp · ‖h‖Wk
T
−T
i
[−1,1]d
(Lpv0)
(since ‖A‖ℓ1→ℓ1≤
√
d‖A‖) ≤ ΩK0 Ω1 ·
[
12 · d 32 (1 + ∥∥T−1j Ti∥∥)]K+dp · ‖h‖Wk
T
−T
i
[−1,1]d
(Lpv0)
.
Now, we use this estimate and standard properties of the Fourier transform to further estimate the right-hand
side of equation (4.4) as follows:
r.h.s.(4.4) = 2
√
d · δ ·
∥∥∥F−1 (L−bj [ϕi · Lbj (φ̂j ◦ T−1j )])∥∥∥
Wd
T
−T
j
[−2,2]d−T
−T
i
[−1,1]d
(Lpv0)(
φ̂(j)=Lbj (φ̂j◦T−1j )
)
= 2
√
d · δ ·
∥∥∥F−1 (L−bj [ϕi · φ̂(j)])∥∥∥
Wd
T
−T
j
[−2,2]d−T
−T
i
[−1,1]d
(Lpv0)(
|F−1[Lbh]|=|F−1h|
)
= 2
√
d · δ ·
∥∥∥F−1 [φ̂(j) · ϕi]∥∥∥
Wd
T
−T
j
[−2,2]d−T
−T
i
[−1,1]d
(Lpv0)
≤ 2
√
d · ΩK0 Ω1 ·
[
12 · d 32 (1 + ∥∥T−1j Ti∥∥)]K+ dp · δ · ∥∥∥F−1 [φ̂(j) · ϕi]∥∥∥
Wd
T
−T
i
[−1,1]d
(Lpv0)
. (4.5)
Recall that we are in the case p ∈ (0, 1). In particular, we have |y| ≤ ‖y‖ℓp for each y ∈ Rd. For a vector-valued
function f : Rd → Rk and any (measurable) weight u : Rd → (0,∞), this implies
‖f‖p
WkQ(L
p
u)
=
∫
Rd
[u (x) · |(MQf) (x)|]p dx
=
∫
Rd
[u (x)]p · ess sup
y∈x+Q
|f (y)|p dx
≤
∫
Rd
[u (x)]
p · ess sup
y∈x+Q
‖f (y)‖pℓp dx
=
∫
Rd
[u (x)]
p · ess sup
y∈x+Q
k∑
ℓ=1
|fℓ (y)|p dx
≤
k∑
ℓ=1
∫
Rd
[u (x)]
p · ess sup
y∈x+Q
|fℓ (y)|p dx
≤ k ·max
ℓ∈k
‖fℓ‖pWQ(Lpu) .
In other words, we have shown
‖f‖WkQ(Lpu) ≤ k
1/p ·max
ℓ∈k
‖fℓ‖WQ(Lpu) . (4.6)
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Using this inequality (with k = d), we can further estimate the right-hand side of equation (4.5) as follows:
r.h.s.(4.5) ≤ 2d 12+ 1p · ΩK0 Ω1 ·
[
12 · d 32 (1 + ∥∥T−1j Ti∥∥)]K+dp · δ ·max
ℓ∈d
∥∥∥F−1 ([φ̂(j)]
ℓ
· ϕi
)∥∥∥
W
T
−T
i
[−1,1]d
(Lpv0)
(Theorem 2.17) ≤ 2d 12+ 1p · ΩK0 Ω1 ·
[
12 · d 32 (1 + ∥∥T−1j Ti∥∥)]K+dp C3 · δ ·max
ℓ∈d
∥∥∥F−1 ([φ̂(j)]
ℓ
· ϕi
)∥∥∥
Lpv0
(since d≤2d) ≤ 2d 12 2 dp · ΩK0 Ω1 ·
[
12 · d 32 (1 + ∥∥T−1j Ti∥∥)]K+ dp C3 · δ · ∥∥∥F−1 [φ̂(j) · ϕi]∥∥∥
Lpv0
=: C4 · δ ·
(
1 +
∥∥T−1j Ti∥∥)K+ dp · ∥∥∥F−1 [φ̂(j) · ϕi]∥∥∥
Lpv0
.
Here,
C3 = 2
4(1+ dp )s
1
p
d
(
192 · d3/2 ·
⌈
K +
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· ΩK0 Ω1 · (1 +RQ)
d
p ,
cf. Theorem 2.17, since we have for arbitrary ℓ ∈ d that
supp
([
φ̂(j)
]
ℓ
· ϕi
)
⊂ Qi ⊂ Ti
[
BRQ (0)
]
+ bi ⊂ Ti [−RQ, RQ]d + bi.
Putting everything together, we arrive at
∥∥∥oscδ·T−Tj [−1,1]d [M−bjF−1 (γ̂(j) · ϕif̂ )]∥∥∥W
T
−T
j
[−1,1]d
(Lpv)
≤
(
2
√
d
)K
3
d
pC2Ω
K
0 Ω1 · |detTi|
1
p−1 · ∥∥F−1(ϕ∗i f̂ )∥∥Lpv
·
∥∥∥oscδ·T−Tj [−1,1]d (F−1[(γ̂j · [(L−bjϕi) ◦ Tj])◦T−1j ])∥∥∥W
T
−T
j
[−1,1]d−T
−T
i
[−1,1]d
(Lpv0)
≤
(
2
√
d
)K
3
d
pC2C4 · ΩK0 Ω1 · |detTi|
1
p−1 · δ · (1 + ∥∥T−1j Ti∥∥)K+ dp · ∥∥F−1 (ϕ∗i f̂ )∥∥Lpv · ∥∥∥F−1 [φ̂(j) · ϕi]∥∥∥Lpv0 .
This establishes the claim for p ∈ (0, 1), since we have CQ ≥
∥∥T−1i Ti∥∥ ≥ 1 and sd ≤ 22d and hence
(
2
√
d
)K
3
d
pC2C4 · ΩK0 Ω1
= C1 · 25d1/2 ·
(
2
√
d
)K
96
d
p ·
(
216 · d 52
)K+ dp · s 1pd (192 · d3/2 · ⌈K+ d+ 1p
⌉)⌈K+ d+1p ⌉+1
· Ω4K0 Ω41 · (1+RQ)
d
p
≤ 29d 12 · 215 dp
(
2
√
d
)− dp · (432 · d3)K+ dp ·(192 · d3/2 · ⌈K+ d+ 1
p
⌉)2⌈K+ d+1p ⌉+2
· Ω5K0 Ω51 · (1+RQ)
d
p (1+3CQRQ)
d
p
≤ 29d1/2 · 217dp
(
2
√
d
)− dp · (21 · d3/2)−4 ·(4032 · d3 · ⌈K+ d+ 1
p
⌉)2⌈K+ d+1p ⌉+2
· Ω5K0 Ω51 · (1+CQRQ)
2d
p
≤ 2
16 dp · (1 + CQRQ)
2d
p
370 · d11/2 · dd/2p ·
(
4032 · d3 ·
⌈
K +
d+ 1
p
⌉)2⌈K+ d+1p ⌉+2
· Ω5K0 Ω51.
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For p ∈ [1,∞], the proof is simpler: We use the weighted Young inequality (equation (1.12)) and equation (4.3)
to derive ∥∥∥oscδ·T−Tj [−1,1]d (M−bj [F−1 (γ̂(j) · ϕif̂)])∥∥∥Lpv
(eqs. (4.3),(1.12)) ≤
∥∥∥oscδ·T−Tj [−1,1]d F−1 [L−bj (γ̂(j) · ϕi)]∥∥∥L1v0 ·
∥∥F−1 [L−bj (ϕ∗i f̂ )]∥∥Lpv(
γ̂(j)=Lbj (γ̂j◦T−1j )
)
=
∥∥∥oscδ·T−Tj [−1,1]d F−1 [(γ̂j ◦ T−1j ) · (L−bjϕi)]∥∥∥L1v0 ·
∥∥F−1 [L−bj (ϕ∗i f̂ )]∥∥Lpv(
|F−1[Lbh]|=|F−1h|
)
=
∥∥∥oscδ·T−Tj [−1,1]d F−1 ([γ̂j · ([L−bjϕi] ◦ Tj)] ◦ T−1j )∥∥∥L1v0 ·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
= |detTj | ·
∥∥∥oscδ·T−Tj [−1,1]d [(F−1 [γ̂j · ([L−bjϕi] ◦ Tj)]) ◦ T Tj ]∥∥∥L1v0 ·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
(Lemma 2.11) = |detTj | ·
∥∥∥(oscδ·[−1,1]d F−1 [γ̂j · ([L−bjϕi] ◦ Tj)]) ◦ T Tj ∥∥∥
L1v0
·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
=
∥∥∥(v0 ◦ T−Tj ) · oscδ·[−1,1]d [γj ∗ F−1 ([L−bjϕi] ◦ Tj)]∥∥∥
L1
·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
(Lemma 2.13) ≤ 2δ
√
d ·
∥∥∥(v0 ◦ T−Tj ) ·Mδ[−1,1]d (∇ [γj ∗ F−1 ([L−bjϕi] ◦ Tj)])∥∥∥
L1
·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
(since δ≤1) ≤ 2δ
√
d ·
∥∥∥(v0 ◦ T−Tj ) ·M[−1,1]d (∇ [γj ∗ F−1 ([L−bjϕi] ◦ Tj)])∥∥∥
L1
·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
(∇(γ∗h)=(∇γ)∗h) = 2δ
√
d ·
∥∥∥(v0 ◦ T−Tj ) ·M[−1,1]d [(∇γj) ∗ (F−1 [(L−bjϕi) ◦ Tj])]∥∥∥
L1
· ∥∥F−1 (ϕ∗i f̂ )∥∥Lpv .
Here, the last step is justified just as for p ∈ (0, 1). Now, we recall φj = ∇γj and continue our estimate:
. . . = 2δ
√
d ·
∥∥∥(v0 ◦ T−Tj ) ·M[−1,1]d [F−1 (φ̂j · [(L−bjϕi) ◦ Tj])]∥∥∥
L1
· ∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
= 2δ
√
d ·
∥∥∥(v0 ◦ T−Tj ) ·M[−1,1]d [F−1 ([(φ̂j ◦ T−1j ) · (L−bjϕi)] ◦ Tj)]∥∥∥
L1
· ∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
= 2δ
√
d · |detTj |−1
∥∥∥(v0◦T−Tj )·M[−1,1]d[(F−1[L−bj[ϕi · Lbj(φ̂j ◦ T−1j )]])◦T−Tj ]∥∥∥
L1
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
(Lem. 2.4) = 2δ
√
d · |detTj |−1
∥∥∥[v0 ·MT−Tj [−1,1]d (F−1[L−bj [ϕi · Lbj(φ̂j ◦ T−1j )]])] ◦ T−Tj ∥∥∥L1 ∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
= 2δ
√
d ·
∥∥∥F−1(L−bj [ϕi · φ̂(j)])∥∥∥
Wd
T
−T
j
[−1,1]d
(L1v0)
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
= 2δ
√
d ·
∥∥∥F−1 [ϕi · φ̂(j)]∥∥∥
Wd
T
−T
j
[−1,1]d
(L1v0)
·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv .
Here, the last step used that
∣∣F−1 [Lbh]∣∣ = ∣∣F−1h∣∣.
Now, we need an analog of equation (4.6) for the case p ∈ [1,∞]. But for an arbitrary (measurable) weight
u : Rd → (0,∞) and any q ∈ [1,∞], the solidity of WQ (Lqu) and the triangle inequality for the associated norm
yield for any measurable vector-valued function f = (f1, . . . , fk) : Rd → Ck that
‖f‖WkQ(Lqu) = ‖|f |‖WQ(Lqu) ≤
∥∥∥∥∥
k∑
ℓ=1
|fℓ|
∥∥∥∥∥
WQ(L
q
u)
≤
k∑
ℓ=1
‖fℓ‖WQ(Lqu) ≤ k ·maxℓ∈k ‖fℓ‖WQ(Lqu) . (4.7)
We now use this estimate (with k = d), as well as equation (2.3) and Theorem 2.17 (both with v0 instead of v) to
conclude∥∥∥F−1 [ϕi · φ̂(j)]∥∥∥
Wd
T
−T
j
·[−1,1]d
(L1v0)
≤ ΩK0 Ω1 · (6d)K+d ·
(
1+
∥∥T−1j Ti∥∥)K+d · ∥∥∥F−1 [ϕi · φ̂(j)]∥∥∥
Wd
T
−T
i
[−1,1]d
(L1v0)
≤ d · ΩK0 Ω1 · (6d)K+d ·
(
1+
∥∥T−1j Ti∥∥)K+d ·max
ℓ∈d
∥∥∥F−1 [ϕi · (φ̂(j))
ℓ
]∥∥∥
W
T
−T
i
[−1,1]d
(L1v0)
(Thm. 2.17) ≤ C5 · d · ΩK0 Ω1 · (6d)K+d ·
(
1+
∥∥T−1j Ti∥∥)K+d · ∥∥∥F−1 [ϕi · φ̂(j)]∥∥∥
L1v0
.
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Here, Theorem 2.17 is applicable, since we have supp
(
ϕi ·
(
φ̂(j)
)
ℓ
)
⊂ Qi ⊂ Ti [−RQ, RQ]d + bi. Hence, that
theorem justifies the last step in the estimate above, with constant
C5 := 2
4(1+d)sd
(
192 · d3/2 · ⌈K + d+ 1⌉
)⌈K+d+1⌉+1
· ΩK0 Ω1 · (1 +RQ)d .
It is not hard to see that this implies the claim for p ∈ [1,∞]. 
Next, we show that the map AnaΓ considered in Theorem 3.5 is not merely bounded as a map into ℓ
q
w
(
[Vj ]j∈I
)
,
but even as a map into the smaller space ℓqw
(
[Wj ]j∈I
)
. In particular, this establishes continuity of γ(j) ∗f for every
j ∈ I and arbitrary f ∈ D (Q, Lpv, ℓqw).
Lemma 4.3. Let p, q ∈ (0,∞] and assume that Γ = (γi)i∈I fulfills Assumption 4.1.
Then, the map
Anaosc : D (Q, Lpv, ℓqw)→ ℓqw
(
[Wj ]j∈I
)
, f 7→
(
γ(j) ∗ f
)
j∈I
is well-defined and bounded, with
|||Anaosc||| ≤ C · 2max{0,
1
q−1}|||ΓQ||| ·
(
|||−→A |||max{1, 1p} + |||−→B |||max{1, 1p}
)
,
where ΓQ : ℓqw (I)→ ℓqw (I) , c 7→ c∗ denotes the Q-clustering map, i.e., c∗i =
∑
ℓ∈i∗ cℓ and where
C :=
N
1
p−1
Q · 2
16 d
p ·(1+CQRQ)
2d
p
370·d11/2·dd/2p ·
(
4032 · d3 ·
⌈
K + d+1p
⌉)2⌈K+ d+1p ⌉+2 · Ω5K0 Ω51, if p ∈ (0, 1) ,
26d√
d
· (1152 · d5/2 · ⌈K + d+ 1⌉)⌈K⌉+d+2 · Ω2K0 Ω21 · (1 +RQ)d , if p ∈ [1,∞] .
Furthermore, we have(
γ(j) ∗ f
)
(x) =
∑
i∈I
F−1
(
γ̂(j) · ϕi · f̂
)
(x) ∀x ∈ Rd ∀f ∈ D (Q, Lpv, ℓqw), (4.8)
with locally uniform convergence of the series. ◭
Proof. Recall from Theorem 3.5 and from the ensuing remark (which contains the definition of γ(j) ∗ f) that(
γ(j) ∗ f
)
(x) =
∑
i∈I
F−1
(
γ̂(j) · ϕi · f̂
)
(x) ∀f ∈ D (Q, Lpv, ℓqw), (4.9)
where we already know that the series converges absolutely almost everywhere. Next, note that each of the
summands of the series above is a smooth function; this follows from the Paley-Wiener theorem, since γ̂(j) ·ϕi · f̂ is
a (tempered) distribution with compact support. Thus, to prove continuity of γ(j) ∗ f , it suffices to show that the
series actually converges locally uniformly; by continuity of the summands, for this it suffices to have convergence in
L∞
(1+|•|)−K
(
Rd
)
. We will prove this convergence in L∞
(1+|•|)−K
(
Rd
)
simultaneously with the boundedness of Anaosc.
Let us first consider the case p ∈ [1,∞]. Here, we let C1 > 0 be the constant provided by Lemma 4.2 (for
p ∈ [1,∞]), so that we get for arbitrary 0 < δ ≤ 1 the estimate
1
δ
∑
i∈I
∥∥∥oscδ·T−Tj [−1,1]d (M−bj [F−1 (γ̂(j) · ϕi · f̂)])∥∥∥Lpv
(Lemma 4.2) ≤ C1 ·
∑
i∈I
[(
1 +
∥∥T−1j Ti∥∥)K+d · ∥∥∥F−1 [ϕi · φ̂(j)]∥∥∥
L1v0
·
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv
]
= C1 ·
∑
i∈I
[Bj,i · ci] = C1 ·
(−→
Bc
)
j
, (4.10)
where we defined ci :=
∥∥F−1 (ϕ∗i f̂ )∥∥Lpv for all i ∈ I.
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Setting di :=
∥∥F−1 (ϕif̂ )∥∥Lpv for i ∈ I and using the triangle inequality for Lpv, we get ci ≤ (ΓQ d)i for i ∈ I. By
solidity of ℓqw (I), this allows us to conclude
C1 ·
∥∥∥−→Bc∥∥∥
ℓqw
≤ C1 · |||−→B ||| · ‖c‖ℓqw
≤ C1 · |||−→B ||| · ‖ΓQ d‖ℓqw
≤ C1 · |||ΓQ||| · |||−→B ||| · ‖d‖ℓqw
= C1 · |||ΓQ||| · |||−→B ||| · ‖f‖D(Q,Lpv,ℓqw) <∞. (4.11)
In particular, we get (
−→
Bc)j <∞ for all j ∈ I, so that the right-hand side of equation (4.10) is finite. We now use
this estimate for δ = 1: For arbitrary x ∈ Rd and a ∈ T−Tj [−1, 1]d, we have x, x+ a ∈ x+ T−Tj [−1, 1]d and hence∣∣∣[F−1 (γ̂(j) · ϕi · f̂)] (x+ a)∣∣∣
≤
∣∣∣(M−bj [F−1 (γ̂(j) · ϕi · f̂)]) (x+ a)− (M−bj [F−1 (γ̂(j) · ϕi · f̂)]) (x)∣∣∣+ ∣∣∣(M−bj [F−1 (γ̂(j) · ϕi · f̂)]) (x)∣∣∣
≤
[
oscT−Tj [−1,1]d
(
M−bj
[
F−1
(
γ̂(j) · ϕi · f̂
)])]
(x) +
∣∣∣[F−1 (γ̂(j) · ϕi · f̂)] (x)∣∣∣ ,
which yields
MT−Tj [−1,1]d
[
F−1
(
γ̂(j) · ϕi · f̂
)]
≤ oscT−Tj [−1,1]d
(
M−bj
[
F−1
(
γ̂(j) · ϕi · f̂
)])
+
∣∣∣F−1 (γ̂(j) · ϕi · f̂)∣∣∣ .
Using the triangle inequality for Lpv
(
Rd
)
and solidity of Lpv
(
Rd
)
, this yields∑
i∈I
∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
W
T
−T
j
[−1,1]d
(Lpv)
=
∑
i∈I
∥∥∥MT−Tj [−1,1]d [F−1 (γ̂(j) · ϕi · f̂)]∥∥∥Lpv
≤
∑
i∈I
(∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
Lpv
+
∥∥∥oscT−Tj [−1,1]d (M−bj [F−1 (γ̂(j) · ϕi · f̂)])∥∥∥Lpv
)
<∞.
Here, finiteness of the right-hand side follows from equation (4.10) (with δ = 1) and from Theorem 3.5, where we
saw that the series
∑
i∈I F−1
(
γ̂(j) · ϕi · f̂
)
converges normally in Lpv.
But it follows from equation (2.13) that WT−Tj [−1,1]d (L
p
v) →֒ L∞(1+|•|)−K
(
Rd
)
, where the norm of the embedding
might heavily depend on j. Setting ‖h‖∗ := supx∈Rd (1 + |x|)−K |h (x)|, this allows us to conclude by continuity
that∑
i∈I
∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥∗ =∑
i∈I
∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
L∞
(1+|•|)−K
.j
∑
i∈I
∥∥∥F−1 (γ̂(j) · ϕi · f̂)∥∥∥
W
T
−T
j
[−1,1]d
(Lpv)
<∞,
so that the series in equation (4.9) indeed converges locally uniformly. Hence, γ(j) ∗ f is continuous for every j ∈ I
and arbitrary f ∈ D (Q, Lpv, ℓqw).
Now, it is not hard to see oscQ
(∑
i∈I fi
) ≤∑i∈I (oscQ fi) for each pointwise convergent series ∑i∈I fi. Hence,
equation (4.9) and the triangle inequality for Lpv
(
Rd
)
imply
1
δ
∥∥∥oscδ·T−Tj [−1,1]d [M−bj (γ(j) ∗ f)]∥∥∥Lpv ≤ 1δ∑
i∈I
∥∥∥oscδ·T−Tj [−1,1]d (M−bj [F−1 (γ̂(j) · ϕi · f̂)])∥∥∥Lpv
(eq. (4.10)) ≤ C1 ·
(−→
Bc
)
j
<∞
for all j ∈ I and δ ∈ (0, 1]. By equation (4.11) and by solidity of ℓqw (I), this yields∥∥∥∥∥
(
sup
0<δ≤1
1
δ
∥∥∥oscδ·T−Tj [−1,1]d [M−bj (γ(j) ∗ f)]∥∥∥Lpv
)
j∈I
∥∥∥∥∥
ℓqw
≤ C1 ·
∥∥∥−→Bc∥∥∥
ℓqw
≤ C1 · |||ΓQ||| · |||−→B ||| · ‖f‖D(Q,Lpv,ℓqw) <∞.
Finally, Theorem 3.5 shows∥∥∥∥∥
(∥∥∥γ(j) ∗ f∥∥∥
Lpv
)
j∈I
∥∥∥∥∥
ℓqw
≤ |||ΓQ||| · |||−→A ||| · ‖f‖D(Q,Lpv,ℓqw) <∞.
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It is not hard to see that this implies boundedness of Anaosc, with a bound for the operator norm as in the statement
of the lemma, since 2max{0, 1q−1} is a valid triangle constant for ℓqw (I) and since C1 ≥ 1.
In case of p ∈ (0, 1), we first note that equation (2.13) yields Vj = WT−Tj [−1,1]d (L
p
v) →֒ L∞(1+|•|)−K
(
Rd
)
, where
again the norm of the embedding might depend heavily on the choice of j ∈ I. But as seen in Theorem 3.5, the
series in equation (4.9) converges in Vj and hence in L
∞
(1+|•|)−K
(
Rd
)
, which yields locally uniform convergence, since
each summand of the series is continuous. In particular, we get continuity of γ(j) ∗ f for each j ∈ I.
The remainder of the argument is similar as that for p ∈ [1,∞]. Nevertheless, it needs to be modified slightly,
since for p ∈ (0, 1), Lpv
(
Rd
)
does not satisfy the triangle inequality, but instead the so-called p-triangle inequality,
i.e., ‖f + g‖pLpv ≤ ‖f‖
p
Lpv
+ ‖g‖pLpv . Precisely, using equation (4.9) and the estimates oscQ
(∑
i∈I fi
) ≤∑i∈I (oscQ fi)
and MQ
(∑
i∈I fi
) ≤∑i∈I (MQfi), as well as the p-triangle inequality for Lpv (Rd), we get for arbitrary 0 < δ ≤ 1
that (
1
δ
∥∥∥oscδ·T−Tj [−1,1]d [M−bj (γ(j) ∗ f)]∥∥∥W
T
−T
j
[−1,1]d
(Lpv)
)p
≤ 1
δp
∑
i∈I
∥∥∥oscδ·T−Tj [−1,1]d (M−bj [F−1 (γ̂(j) · ϕi · f̂ )])∥∥∥pW
T
−T
j
[−1,1]d
(Lpv)
(Lemma 4.2) ≤ Cp2 ·
∑
i∈I
[
|detTi|1−p ·
(
1 +
∥∥T−1j Ti∥∥)pK+d · ∥∥F−1 (ϕ∗i f̂ )∥∥pLpv · ∥∥∥F−1 [φ̂(j) · ϕi]∥∥∥pLpv0
]
(
with θi:=c
p
i=‖F−1(ϕ∗i f̂ )‖pLpv
)
= Cp2 ·
∑
i∈I
[Bj,iθi] = C
p
2 ·
(−→
Bθ
)
j
,
where the constant C2 > 0 is provided by Lemma 4.2.
We conclude using the solidity of ℓqw (I) that∥∥∥∥∥∥
(
sup
0<δ≤1
1
δ
∥∥∥oscδ·T−Tj [−1,1]d [M−bj (γ(j) ∗ f)]∥∥∥W
T
−T
j
[−1,1]d
(Lpv)
)
j∈I
∥∥∥∥∥∥
ℓqw
≤ C2 ·
∥∥∥∥(−→Bθ)1/p∥∥∥∥
ℓqw
= C2 ·
∥∥∥∥(wp · −→Bθ)1/p∥∥∥∥
ℓq
= C2 ·
∥∥∥wp · −→Bθ∥∥∥1/p
ℓq/p
= C2 ·
∥∥∥−→Bθ∥∥∥1/p
ℓr
wmin{1,p}
≤ C2 ·
(
|||−→B ||| · ‖θ‖ℓr
wmin{1,p}
)1/p
= C2 · |||−→B |||1/p · ‖wp · θ‖1/pℓq/p
= C2 · |||−→B |||1/p ·
∥∥∥w · θ1/p∥∥∥
ℓq
= C2 · |||−→B |||1/p · ‖c‖ℓqw .
Finally, using the quasi-triangle inequality
∥∥∥∑Ni=1 fi∥∥∥
Lp
≤ N 1p−1 ·∑Ni=1 ‖fi‖Lp (cf. [41, Exercise 1.1.5(c)]) and
the estimate |i∗| ≤ NQ for all i ∈ I, we also get ci ≤ N
1
p−1
Q · (ΓQ d)i for all i ∈ I and di :=
∥∥∥F−1 (ϕi · f̂)∥∥∥
Lpv
. Hence,
∥∥∥∥∥∥
(
sup
0<δ≤1
1
δ
∥∥∥oscδ·T−Tj [−1,1]d [M−bj (γ(j) ∗ f)]∥∥∥W
T
−T
j
[−1,1]d
(Lpv)
)
j∈I
∥∥∥∥∥∥
ℓqw
≤ C2 ·N
1
p−1
Q · |||ΓQ||| · |||
−→
B |||1/p · ‖d‖ℓqw .
Because of ‖d‖ℓqw = ‖f‖D(Q,Lpv ,ℓqw) and in combination with Theorem 3.5, we can now derive the claim using the
same arguments as for p ∈ [1,∞]. Here, we use that CQ ≥
∥∥T−1i Ti∥∥ = 1, so that the constant C3 > 0 provided by
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Theorem 3.5 (for p ∈ (0, 1)) satisfies
C3 = N
1
p−1
Q ·
(
12288 · d3/2 ·
⌈
K +
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· (1 +RQ)d/p (12RQCQ)d(
1
p−1) · ΩK0 Ω1
(since Ω0,Ω1≥1) ≤ N
1
p−1
Q · 12d(
1
p−1)
(
12288 · d3/2 ·
⌈
K +
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· (1 + CQRQ)d(
2
p−1) · Ω5K0 Ω51,
≤ N
1
p−1
Q · 12d(
1
p−1)
(
12288 · d3/2 ·
⌈
K +
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· (1 + CQRQ)
2d
p · Ω5K0 Ω51,
so that
C3
N
1
p−1
Q C2
≤ 370 · d11/2 · dd/2p ·
12d(
1
p−1)
(
12288 · d3/2 ·
⌈
K + d+1p
⌉)⌈K+ d+1p ⌉+1
216
d
p ·
(
4032 · d3 ·
⌈
K + d+1p
⌉)2⌈K+ d+1p ⌉+2
=
370 · d11/2 · dd/2p · 12d( 1p−1)
216
d
p
(
4032 · d3 ·
⌈
K + d+1p
⌉)⌈K+ d+1p ⌉+1 ·
(
12288 · d3/2
4032 · d3
)⌈K+d+1p ⌉+1
≤ 370 · d
11/2 · dd/2p · 12 dp
216
d
p
·
(
4
4032 · d9/2
)⌈K+ d+1p ⌉+1
(
since ⌈K+ d+1p ⌉≥ d+1p ≥ dp+1
) ≤ 370 · d11/2 · dd/2p
212
d
p
·
(
1
1000 · d9/2
) d
p+2
≤ 370
1000000
d11/2 · dd/2p
212
d
p
· d− 92 dp d−9 = 370
1000000
1
212
d
p
· d−4 dp d−7/2 ≤ 1. 
In view of the preceding lemma, we know that (if Γ = (γi)i∈I fulfills Assumption 4.1) each of the functions γ
(j) ∗f
and hence also γ[j] ∗ f = |detTj|−1/2 · γ(j) ∗ f is continuous, so that the coefficient mapping
D (Q, Lpv, ℓqw) ∋ f 7→
[(
γ[j] ∗ f
)(
δ · T−Tj k
)]
j∈I, k∈Zd
∈ CI×Zd
is well-defined. But eventually, we want to show that this map yields a Banach frame for D (Q, Lpv, ℓqw), so that
we also need to construct a suitable “reconstruction mapping”, which can recover f from these coefficients. The
following lemma is an important ingredient for the construction of this reconstruction map.
Lemma 4.4. For i ∈ I and 0 < δ ≤ 1, let
Synthδ,i : C
Z
d → {f : Rd → C ∣∣ f measurable} , (ck)k∈Zd 7→Mbi
∑
k∈Zd
ck · e−2πi〈bi,δ·T
−T
i k〉1δ·T−Ti (k+[0,1)d)
 .
Then Synthδ,i is well-defined and yields a bounded operator Synthδ,i : C
(δ)
i → Vi, where the i-th coefficient space
C
(δ)
i is defined as in equation (4.2). More precisely, we have
δd/p
ΩK0 Ω1 ·
(
1 +
√
d
)K · |detTi|−1/p · ‖c‖C(δ)i ≤ ∥∥Synthδ,i c∥∥Vi ≤ Cd,p,δ,K · |detTi|−1/p · ‖c‖C(δ)i ∀c ∈ CZd ,
with
Cd,p,δ,K =

(
1 +
√
d
)K
· ΩK0 Ω1 · δd/p, if p ∈ [1,∞] ,
4d/p ·
(
1 + 2
√
d
)K
· ΩK0 Ω1, if p ∈ (0, 1) .
◭
Proof. First note that Synthδ,i is well-defined, since the sets
(
δ · T−Ti
(
k + [0, 1)
d
))
k∈Zd
are pairwise disjoint. Also,
we can ignore the modulationMbi in the following, since ‖Mbif‖Vi = ‖f‖Vi , because of ‖f‖Vi = ‖g‖Vi for measurable
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f, g satisfying |f | = |g|. Furthermore, since we have for x ∈ δ · T−Ti
(
k + [0, 1)
d
)
, i.e., for x = δ · T−Ti k + δT−Ti q
with q ∈ [0, 1)d that
v
(i,δ)
k = v
(
δ · T−Ti k
)
= v
(
x− δT−Ti q
) ≤ v (x) · v0 (−δT−Ti q)
(assump. on v0) ≤ Ω1 ·
(
1 +
∣∣δT−Ti q∣∣)K · v (x)
(eq. (1.11)) ≤ ΩK0 Ω1 · (1 + |δq|)K · v (x)
(since δ≤1) ≤ ΩK0 Ω1 ·
(
1 +
√
d
)K
· v (x) ,
Lemma 2.2 implies∥∥Synthδ,i (ck)k∈Zd∥∥Vi ≥ ∥∥Synthδ,i (ck)k∈Zd∥∥Lpv
(pairwise disjointness) =
∑
k∈Zd
|ck|p
∫
δ·T−Ti (k+[0,1)d)
[v (x)]
p
dx
1/p
≥ 1
ΩK0 Ω1 ·
(
1 +
√
d
)K ·
∑
k∈Zd
∣∣∣v(i,δ)k · ck∣∣∣p · λd (δ · T−Ti [k + [0, 1)d])
1/p
=
δd/p · |detTi|−1/p
ΩK0 Ω1 ·
(
1 +
√
d
)K · ∥∥(ck)k∈Zd∥∥C(δ)i .
(4.12)
This proves the lower bound.
Now, we establish the reverse inequality for p ∈ [1,∞]: For x = δ · T−Ti k+ δT−Ti q ∈ δ · T−Ti
(
k + [−L,L]d
)
with
L ≥ 1, we have as above that
v (x) = v
(
δ · T−Ti k + δ · T−Ti q
)
≤ v (δ · T−Ti k) · v0 (δ · T−Ti q)
(assump. on v0 and eq. (1.11)) ≤ ΩK0 Ω1 · v(i,δ)k · (1 + |δ · q|)K
(since δ≤1) ≤
(
1 + L
√
d
)K
· ΩK0 Ω1 · v(i,δ)k . (4.13)
Furthermore, since p ∈ [1,∞], the first inequality in estimate (4.12) from above is actually an equality, so that
∥∥Synthδ,i (ck)k∈Zd∥∥Vi =
∑
k∈Zd
|ck|p
∫
δ·T−Ti (k+[0,1)d)
[v (x)]
p
dx
1/p
≤
(
1 +
√
d
)K
· ΩK0 Ω1 ·
∑
k∈Zd
∣∣∣v(i,δ)k ck∣∣∣p · λd (δ · T−Ti [k + [0, 1)d])
1/p
=
(
1 +
√
d
)K
· ΩK0 Ω1 · δd/p · |detTi|−1/p ·
∥∥(ck)k∈Zd∥∥C(δ)i .
Finally, for p ∈ (0, 1), we use the estimate MQ
(∑
i∈I fi
) ≤∑i∈I MQfi and the p-triangle inequality for Lpv (Rd)
to deduce ∥∥Synthδ,i (ck)k∈Zd∥∥pVi ≤
∥∥∥∥∥∥
∑
k∈Zd
MT−Ti [−1,1]d
(
ck · e−2πi〈bi,δ·T
−T
i k〉1δ·T−Ti (k+[0,1)d)
)∥∥∥∥∥∥
p
Lpv
≤
∑
k∈Zd
[
|ck|p ·
∥∥∥MT−Ti [−1,1]d1δ·T−Ti (k+[0,1)d)∥∥∥pLpv
]
.
Next, observe (
MT−Ti [−1,1]d1δ·T−Ti (k+[0,1)d)
)
(x) =
∥∥∥1δ·T−Ti (k+[0,1)d) · 1x+T−Ti [−1,1]d∥∥∥L∞ ≤ 1.
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Furthermore, if the function inside the ‖•‖L∞ norm does not vanish identically, we have
x ∈ δT−Ti k + T−Ti
(
δ [0, 1)d − [−1, 1]d
)
⊂ δT−Ti k + T−Ti [−2, 2]d .
Hence, equation (4.13) yields v (x) ≤
(
1 + 2
√
d
)K
ΩK0 Ω1 · v(i,δ)k and thus∥∥∥MT−Ti [−1,1]d1δ·T−Ti (k+[0,1)d)∥∥∥pLpv ≤
((
1 + 2
√
d
)K
ΩK0 Ω1
)p
·
[
v
(i,δ)
k
]p
· λd
(
δT−Ti k + T
−T
i [−2, 2]d
)
= 4d ·
((
1 + 2
√
d
)K
ΩK0 Ω1
)p
· |detTi|−1 ·
[
v
(i,δ)
k
]p
,
so that we get ∥∥Synthδ,i (ck)k∈Zd∥∥pVi ≤ 4d ·
((
1 + 2
√
d
)K
ΩK0 Ω1
)p
· |detTi|−1 ·
∥∥(ck)k∈Zd∥∥pC(δ)i ,
as claimed. 
Below, we will employ a Neumann series argument to construct the reconstruction operator R. To this end, we
need to know that the space ℓqw
(
[Vi]i∈I
)
is a Quasi-Banach space.
Lemma 4.5. Let (Xi)i∈I be a sequence of Quasi-Banach spaces, each with ‖x+ y‖Xi ≤ Ci ·
(‖x‖Xi + ‖y‖Xi) for all
x, y ∈ Xi and suitable Ci ≥ 1. Assume that C := supi∈i Ci is finite and that each quasi-norm ‖•‖Xi is continuous.
Define
ℓqw
(
[Xi]i∈I
)
:=
{
x = (xi)i∈I ∈
∏
i∈I
Xi
∣∣∣∣∣ ‖x‖ := ∥∥∥(‖xi‖Xi)i∈I∥∥∥ℓqw(I) <∞
}
.
Then
(
ℓqw
(
[Xi]i∈I
)
, ‖•‖) is a Quasi-Banach space. ◭
Remark. The lemma applies in particular with the choice Xi = Vi. Indeed, ‖•‖Lpv is an s-norm for s := min {1, p};
since MQ (f + g) ≤ MQf +MQg, we get ‖f + g‖sWQ(Lpv) ≤ ‖f‖
s
WQ(L
p
v)
+ ‖g‖sWQ(Lpv), so that ‖•‖WQ(Lpv) is also an
s-norm and hence continuous, since |‖xn‖s − ‖x‖s| ≤ ‖xn − x‖s −−−−→
n→∞
0 for any s-norm ‖•‖ if ‖xn − x‖ −−−−→
n→∞
0.
Furthermore, in case of p ∈ [1,∞], one can choose Ci = 1 for all i ∈ I. Finally, for p ∈ (0, 1), Remark 3.2 shows
that each Vi is a Quasi-Banach space and that we can choose Ci = 2
1
p−1 for all i ∈ I. Hence, V = ℓqw
(
[Vi]i∈I
)
is a
Quasi-Banach space. 
Proof. For brevity, let X := ℓqw
(
[Xi]i∈I
)
. It is clear that X is closed under multiplication with scalars and that
‖α · x‖ = |α| ·‖x‖ for α ∈ K (with K ∈ {R,C}) and x ∈ X . Furthermore, if ‖x‖ = 0 for x = (xi)i∈I , then ‖xi‖Xi = 0
for all i ∈ I, so that x = 0. Finally, for x, y ∈ X , we have by solidity of ℓqw (I) that
‖x+ y‖ =
∥∥∥(‖xi + yi‖Xi)i∈I∥∥∥ℓqw ≤
∥∥∥(C · [‖xi‖Xi + ‖yi‖Xi])i∈I∥∥∥ℓqw
≤ C · Cq ·
[∥∥∥(‖xi‖Xi)i∈I∥∥∥ℓqw +
∥∥∥(‖yi‖Xi)i∈I∥∥∥ℓqw
]
= C · Cq · [‖x‖+ ‖y‖] <∞,
where Cq is a triangle constant for ℓ
q
w (I). Hence, X is closed under addition (and thus a vector space as a subspace
of
∏
i∈I Xi) and ‖•‖ is a quasi-norm on X .
Now, let
(
x(n)
)
n∈N =
[
(x
(n)
i )i∈I
]
n∈N be a Cauchy sequence in X . It is not hard to see that each of the projections
πi : X → Xi, (xj)j∈I 7→ xi is a bounded linear map, so that each sequence (x
(n)
i )n∈N is Cauchy in Xi and hence
convergent to some xi ∈ Xi. Now, let ε > 0 be arbitrary. There is some N0 ∈ N satisfying
∥∥x(n) − x(m)∥∥ ≤ ε for all
n,m ≥ N0. By Fatou’s lemma and by continuity of ‖•‖Xi , this implies for m ≥ N0 that∥∥∥(‖xi − x(m)i ‖Xi)i∈I∥∥∥ℓqw =
∥∥∥∥(lim infn→∞ ‖x(n)i − x(m)i ‖Xi)i∈I
∥∥∥∥
ℓqw
≤ lim inf
n→∞
∥∥∥(‖x(n)i − x(m)i ‖Xi)i∈I∥∥∥ℓqw
= lim inf
n→∞
‖x(n) − x(m)‖ ≤ ε <∞.
Since X is a vector space, this implies x = (xi)i∈I = (x− x(m)) + x(m) ∈ X , as well as ‖x− x(m)‖ −−−−→m→∞ 0. 
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The next lemma is our final preparation for proving that the coefficient map
f 7→
[(
γ[j] ∗ f
)(
δ · T−Tj k
)]
j∈I, k∈Zd
indeed yields a Banach frame forD (Q, Lpv, ℓqw). This lemma essentially yields a replacement for the usual reproducing
kernel property which is used in the theory of coorbit spaces (cf. [25, 26, 27, 67] and [76, Section 2]).
Lemma 4.6. Assume that Γ = (γi)i∈I satisfies Assumptions 4.1 and 3.6. We clearly have a norm-decreasing
embedding Wj →֒ Vj and hence also ι : ℓqw
(
[Wj ]j∈I
)
→֒ ℓqw
(
[Vj ]j∈I
)
.
Let
Anaosc : D (Q, Lpv, ℓqw)→ ℓqw
(
[Wj ]j∈I
)
, f 7→
(
γ(j) ∗ f
)
j∈I
as in Lemma 4.3, let
SynthD : ℓ
q
w
(
[Vj ]j∈I
)
→ D (Q, Lpv, ℓqw), (fi)i∈I 7→
∑
i∈I
[
F−1
(
ϕi · f̂i
)]
be defined as in Lemma 3.9 and let
mθ : ℓ
q
w
(
[Vj ]j∈I
)
→ ℓqw
(
[Vj ]j∈I
)
, (fj)j∈I 7→
[(F−1θj) ∗ fj]j∈I
be defined as in Lemma 3.8.
Then, the map
F : ℓqw
(
[Vj ]j∈I
)
→ ℓqw
(
[Vj ]j∈I
)
, F := ι ◦Anaosc ◦ SynthD ◦mθ
is well-defined and bounded and satisfies the following additional properties:
(1) F
[(
γ(j) ∗ f)
j∈I
]
=
(
γ(j) ∗ f)
j∈I for all f ∈ D (Q, Lpv, ℓqw).
(2) SynthD ◦mθ ◦ ι ◦Anaosc = idD(Q,Lpv ,ℓqw).
(3) F ◦ F = F .
(4) The space  :=
{
(fi)i∈I ∈ ℓqw
(
[Vi]i∈I
) ∣∣F (fi)i∈I = (fi)i∈I} is a closed subspace of ℓqw ([Vi]i∈I).
(5) For each f = (fi)i∈I ∈ , we have that each fi : Rd → C is continuous and furthermore∥∥∥∥[oscδ·T−Ti [−1,1]d (M−bifi)]i∈I
∥∥∥∥
ℓqw([Vi]i∈I)
≤ |||F0||| · δ · ‖f‖ℓqw([Vi]i∈I) ∀δ ∈ (0, 1] (4.14)
for F0 := Anaosc ◦ SynthD ◦mθ : ℓqw
(
[Vi]i∈I
)→ ℓqw ([Wi]i∈I). Here, we have
|||F0||| ≤ 2
1
qC2Q,Φ,v0,p · |||ΓQ|||2 ·
(
|||−→A |||max{1, 1p} + |||−→B |||max{1, 1p}
)
· C,
for N :=
⌈
K + d+1min{1,p}
⌉
and
C :=

(
216·768/d 32
) d
p
242·12d·d15 ·
(
252 ·d 252 ·N3
)N+1
·N2(
1
p−1)
Q (1+RQCQ)
d( 4p−1)· Ω13K0 Ω131 Ω(p,K)2 , if p < 1,
1√
d·212+6⌈K⌉ ·
(
217 · d5/2 ·N)⌈K⌉+d+2 · (1 +RQ)d · Ω3K0 Ω31Ω(p,K)2 , if p ≥ 1. ◭
Proof. As a consequence of Lemmas 3.9, 3.8 and 4.3, we see that F0 : ℓ
q
w
(
[Vi]i∈I
) → ℓqw ([Wi]i∈I) is bounded with
|||F0||| ≤ |||Anaosc||| · |||SynthD||| · |||mθ|||. By plugging in the estimates for the norms of these operators which were
obtained in the respective lemmas and using elementary estimates, we easily get the stated estimate for |||F0|||. With
F0, also F = ι ◦ F0 is bounded. We now verify the different claims individually.
(1) The assumptions of the current lemma include those of Theorem 3.10, where it was shown (cf. equation
(3.9)) that idD(Q,Lpv,ℓqw) = SynthD ◦mθ ◦AnaΓ, where AnaΓ = ι ◦Anaosc. Hence,
SynthD ◦mθ ◦ ι ◦Anaosc = idD(Q,Lpv,ℓqw), (4.15)
which proves the second part of the current lemma.
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Furthermore, for f ∈ D (Q, Lpv, ℓqw), we have
(
γ(j) ∗ f)
j∈I = Anaoscf ∈ ℓqw
(
[Wi]i∈I
) ⊂ ℓqw ([Vi]i∈I), so
that F
([
γ(j) ∗ f]
j∈I
)
∈ ℓqw
(
[Vi]i∈I
)
is well-defined. Finally, we get
F
[(
γ(j) ∗ f
)
j∈I
]
= (ι ◦Anaosc)
[
(SynthD ◦mθ)
[
γ(j) ∗ f
]
j∈I
]
= (ι ◦Anaosc) [(SynthD ◦mθ ◦ ι ◦Anaosc) f ]
(eq. (4.15)) = ι (Anaoscf) = ι
[(
γ(j) ∗ f
)
j∈I
]
=
(
γ(j) ∗ f
)
j∈I
,
as claimed in the first part.
(2) This was proved just above.
(3) As a consequence of equation (4.15) (i.e., of the second part of the lemma), we get
F ◦ F = ι ◦Anaosc ◦ SynthD ◦mθ ◦ ι ◦Anaosc︸ ︷︷ ︸
=idD(Q,Lpv,ℓ
q
w)
◦SynthD ◦mθ = ι ◦Anaosc ◦ SynthD ◦mθ = F.
(4) This trivially follows from continuity and linearity of F .
(5) For (fi)i∈I ∈ , we have (fi)i∈I = F (fi)i∈I = ι ◦ F0 (fi)i∈I and hence (fi)i∈I = F0 (fi)i∈I , where—strictly
speaking—on the left-hand side, (fi)i∈I is interpreted as an element of ℓ
q
w
(
[Wj ]j∈I
)
and on the right-hand
side as an element of ℓqw
(
[Vi]i∈I
)
. In particular, since Wj ≤ C
(
Rd
)
, we see that each fi : Rd → C is
continuous. Finally, using boundedness of F0, we get
sup
0<δ≤1
1
δ
∥∥∥∥(oscδ·T−Ti [−1,1]d [M−bifi])i∈I
∥∥∥∥
ℓqw([Vi]i∈I)
≤ ∥∥(fi)i∈I∥∥ℓqw([Wi]i∈I)
=
∥∥F0 (fi)i∈I∥∥ℓqw([Wi]i∈I)
≤ |||F0||| ·
∥∥(fi)i∈I∥∥ℓqw([Vi]i∈I) ,
which easily yields the claim. 
Given all of these preparations, we can finally show that we obtain Banach frames for D (Q, Lpv, ℓqw) in the
expected way:
Theorem 4.7. Assume that Γ = (γi)i∈I satisfies Assumptions 4.1 and 3.6. Then there is some δ0 > 0 such that for
every 0 < δ ≤ δ0, the family
(
Lδ·T−Ti kγ˜
[i]
)
i∈I,k∈Zd
forms a Banach frame for D (Q, Lpv, ℓqw), with γ˜[i] (x) = γ[i] (−x)
and
γ[i] = |detTi|1/2 ·Mbi
[
γi ◦ T Ti
] ∀i ∈ I.
In fact, one can choose δ0 =
1
1+2|||F0|||2 , with F0 as in Lemma 4.6.
Precisely, the Banach frame property has to be understood as follows:
• The analysis operator
Aδ :D (Q, Lpv, ℓqw)→ ℓq(|detTi| 12− 1p ·wi)
i∈I
([
C
(δ)
i
]
i∈I
)
,f 7→
([
γ[i] ∗ f
] (
δ · T−Ti k
))
k∈Zd,i∈I
is well-defined and bounded for each δ ∈ (0, 1].
• As long as 0 < δ ≤ δ0, there is a bounded linear reconstruction operator
Rδ : ℓ
q(
|detTi|
1
2
− 1
p ·wi
)
i∈I
([
C
(δ)
i
]
i∈I
)
→ D (Q, Lpv, ℓqw)
satisfying Rδ ◦Aδ = idD(Q,Lpv,ℓqw).
Finally, we also have the following consistency property: If p1, p2, q1, q2 ∈ (0,∞], if w(1) = (w(1)i )i∈I and
w(2) = (w
(2)
i )i∈I are Q-moderate weights and if v(1), v(2) : Rd → C are weights such that the assumptions of the
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current theorem are satisfied for D (Q, Lpi
v(i)
, ℓqi
w(i)
)
for i ∈ {1, 2} and if 0 < δ ≤ min {δ1, δ2}, where the constant δi
is equal to the constant δ0 for the choices p = pi, q = qi, w = w
(i) and v = v(i), then we have
∀f ∈ D (Q, Lp2
v(2)
, ℓq2
w(2)
)
: f ∈ D (Q, Lp1
v(1)
, ℓq1
w(1)
)⇐⇒ [(γ[j]∗ f)(δ · T−Tj k)]
k∈Zd,j∈I
∈ℓq1(
|detTj |
1
2
− 1
p1 w
(1)
j
)
j∈I
([
C
(1,δ)
j
]
j∈I
)
,
with C
(1,δ)
j = ℓ
p
(v(1))
(j,δ)
(
Zd
)
and
(
v(1)
)(j,δ)
k
= v(1)
(
δ · T−Tj k
)
for j ∈ I and k ∈ Zd. ◭
Remark. • The statement of the theorem that the family
(
Lδ·T−Ti kγ˜
[i]
)
i∈I,k∈Zd
forms a Banach frame for the
decomposition space D (Q, Lpv, ℓqw) has to be taken with a grain of salt (i.e., as saying that Aδ, Rδ as in the
statement of the theorem are bounded and Rδ◦Aδ = idD(Q,Lpv,ℓqw)). But if we haveO = Rd, γi ∈ S
(
Rd
)
for all i ∈ I
and D (Q, Lpv, ℓqw) →֒ S ′
(
Rd
)
, then this statement can be taken literally: As seen in the remark after Theorem
3.5, the definition of γ[i] ∗ f given there coincides with the usual interpretation for f ∈ S ′ (Rd) ⊃ D (Q, Lpv, ℓqw),
so that we indeed have
Aδf =
((
γ[i] ∗ f
) (
δ · T−Ti k
))
k∈Zd,i∈I
=
(〈
f, Lδ·T−Ti kγ˜
[i]
〉
S′,S
)
k∈Zd,i∈I
.
• For the consistency statement, note that we only claim that an equivalence of the form
f ∈ D (Q, Lp1
v(1)
, ℓq1
w(1)
)⇐⇒ [(γ[j]∗ f)(δ · T−Tj k)]
k∈Zd,j∈I
∈ℓq1(
|detTj |
1
2
− 1
p1 w
(1)
j
)
j∈I
([
C
(1,δ)
j
]
j∈I
)
holds under the assumption that we already know f ∈ D (Q, Lp2
v(2)
, ℓq2
w(2)
)
for suitable p2, q2, v
(2), w(2). In other
words, we require that we already know that f has a certain minimal amount of regularity. This is quite natural,
since for an arbitrary f ∈ Z ′ (O), there is no reason why γ[j] ∗ f should be defined at all.
• As the proof will show, the action of Rδ on a given sequence (c(i)k )i∈I,k∈Zd ∈ ℓq(|detTi| 12− 1p ·wi)
i∈I
(
[C
(δ)
i ]i∈I
)
is actually
independent of p, q, v, w. The only thing which depends on these quantities is δ0, so that Rδ (c
(i)
k )i∈I,k∈Zd is only
defined for 0 < δ ≤ δ0 = δ0 (p, q, v, w, γ). But once this is satisfied, the definition is independent of p, q, v, w. 
Proof. First of all, we remark that the L2-normalized functions γ[i] yield a nice statement of the theorem, while
the proof can be formulated easier in terms of the L1-normalized functions γ(i). Hence, we introduce the isometric
isomorphism
J : ℓq(
|detTi|
1
2
− 1
p ·wi
)
i∈I
([
C
(δ)
i
]
i∈I
)
→ ℓq
(|detTi|−1/p·wi)
i∈I
([
C
(δ)
i
]
i∈I
)
, (c
(i)
k )k∈Zd,i∈I 7→
(
|det Ti|1/2 · c(i)k
)
k∈Zd,i∈I
.
Then, we define A
(0)
δ := J ◦Aδ and note
A
(0)
δ f =
((
γ(i) ∗ f
) (
δ · T−Ti k
))
k∈Zd,i∈I
∀f ∈ D (Q, Lpv, ℓqw),
so it suffices to show that A
(0)
δ : D (Q, Lpv, ℓqw)→ ℓq(|detTi|−1/p·wi)
i∈I
(
[C
(δ)
i ]i∈I
)
is well-defined and bounded. Further, if
there is a bounded operator R
(0)
δ : ℓ
q
(|detTi|−1/p·wi)
i∈I
(
[C
(δ)
i ]i∈I
)→ D (Q, Lpv, ℓqw) satisfying R(0)δ ◦A(0)δ = idD(Q,Lpv ,ℓqw),
then a suitable definition of the reconstruction operatorRδ in the statement of the theorem is given by Rδ := R
(0)
δ ◦J ,
because of Rδ ◦Aδ = R(0)δ ◦ J ◦ J−1 ◦A(0)δ = R(0)δ ◦A(0)δ .
These considerations also apply to the consistency statement at the end of the theorem. All in all, we can
thus replace γ[i] by γ(i) in the proof, as long as we replace all occurrences of ℓq(
|detTi|
1
2
− 1
p ·wi
)
i∈I
(
[C
(δ)
i ]i∈I
)
by
ℓq
(|detTi|−1/p·wi)
i∈I
(
[C
(δ)
i ]i∈I
)
.
In the whole proof, we will use the nomenclature introduced in Lemma 4.6. As noted in that lemma, every
function fi is continuous if (fi)i∈I ∈ . Hence, for each i ∈ I, the operator
Sampδ,i :  → CZ
d
, (fj)j∈I 7→
[
fi
(
δ · T−Ti k
)]
k∈Zd
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is well-defined. Now, note with Synthδ,i as in Lemma 4.4 that∣∣∣fi (x)− [(Synthδ,i ◦ Sampδ,i) (fj)j∈I] (x)∣∣∣
=
∣∣∣∣∣∣fi (x)−
Mbi
∑
k∈Zd
fi
(
δ · T−Ti k
) · e−2πi〈bi,δ·T−Ti k〉1δ·T−Ti (k+[0,1)d)
 (x)
∣∣∣∣∣∣
=
∣∣∣∣∣∣(M−bifi) (x)−
∑
k∈Zd
(M−bifi)
(
δ · T−Ti k
) · 1δ·T−Ti (k+[0,1)d) (x)
∣∣∣∣∣∣
(
R
d=
⊎
k∈Zd
δT−Ti (k+[0,1)
d)
)
=
∣∣∣∣∣∣
∑
k∈Zd
1δ·T−Ti (k+[0,1)d) (x) ·
[
(M−bifi) (x)− (M−bifi)
(
δ · T−Ti k
)]∣∣∣∣∣∣
≤
∑
k∈Zd
1δ·T−Ti (k+[0,1)d) (x) ·
∣∣(M−bifi) (x)− (M−bifi) (δ · T−Ti k)∣∣ .
Now, note that 1δ·T−Ti (k+[0,1)d) (x) 6= 0 implies δ · T
−T
i k ∈ x− δT−Ti [0, 1)d ⊂ x+ δT−Ti [−1, 1]d. Since we trivially
have x ∈ x+ δT−Ti [−1, 1]d, we obtain∣∣(M−bifi) (x)− (M−bifi) (δ · T−Ti k)∣∣ ≤ (oscδT−Ti [−1,1]d [M−bifi]) (x) .
Using again that Rd =
⊎
k∈Zd δT
−T
i
(
k + [0, 1)
d
)
, we conclude∣∣∣fi (x)− [(Synthδ,i ◦ Sampδ,i) (fj)j∈I] (x)∣∣∣ ≤ (oscδT−Ti [−1,1]d [M−bifi]) (x) ∀i ∈ I ∀x ∈ Rd ∀ (fj)j∈I ∈ .
Consequently, using the solidity of Vi, we get for
Sampδ :=
∏
i∈I
Sampδ,i :  →
(
CZ
d
)I
, (fj)j∈I 7→
(
Sampδ,i (fj)j∈I
)
i∈I
,
Synthδ :=
⊗
i∈I
Synthδ,i : (C
Z
d
)
I→ {(fi)i∈I ∣∣ fi : Rd → C measurable ∀i ∈ I} , (c(i)k )k∈Zd,i∈I 7→ (Synthδ,i (c(i)k )k∈Zd)i∈I
that∥∥(fi)i∈I − (Synthδ ◦ Sampδ) (fi)i∈I∥∥ℓqw([Vi]i∈I) =
∥∥∥∥(∥∥∥fi − Synthδ,i ◦ Sampδ,i (fj)j∈I∥∥∥Vi
)
i∈I
∥∥∥∥
ℓqw
≤
∥∥∥∥(∥∥∥oscδT−Ti [−1,1]d [M−bifi]∥∥∥Vi
)
i∈I
∥∥∥∥
ℓqw
(eq. (4.14)) ≤ |||F0||| · δ ·
∥∥(fi)i∈I∥∥ℓqw([Vi]i∈I) ∀ (fi)i∈I ∈  ∀δ ∈ (0, 1] . (4.16)
Using the (quasi)-triangle inequality for ℓqw
(
[Vi]i∈I
)
(where 2
1
p+
1
q is a valid triangle constant, thanks to [41, Exercise
1.1.5(c)] and to (the proof of) Lemma 4.5), we conclude that
T
(δ)
0 := Synthδ ◦ Sampδ :  → ℓqw
(
[Vi]i∈I
)
is well-defined and bounded, with
∣∣∣∣∣∣∣∣∣T (δ)0 ∣∣∣∣∣∣∣∣∣ ≤ 2 1p+ 1q · (1 + |||F0|||δ) ≤ 2 1p+ 1q (1 + |||F0|||) for all δ ∈ (0, 1].
Boundedness of T
(δ)
0 —together with estimate (4.16)—is almost sufficient for our purposes, but not quite: In
general, it need not be the case that T
(δ)
0 maps  into . But since Lemma 4.6 shows F ◦ F = F , it is easy to see
F : ℓqw
(
[Vi]i∈I
)→ , so that T (δ) := F ◦ T (δ)0 :  → . Furthermore, since F | = id, we get∥∥∥(fi)i∈I − T (δ) (fi)i∈I∥∥∥
ℓqw([Vi]i∈I)
=
∥∥∥F (fi)i∈I − FT (δ)0 (fi)i∈I∥∥∥
ℓqw([Vi]i∈I)
≤ |||F ||| ·
∥∥∥(fi)i∈I − T (δ)0 (fi)i∈I∥∥∥
ℓqw([Vi]i∈I)
(eq. (4.16)) ≤ |||F0|||2 · δ ·
∥∥(fi)i∈I∥∥ℓqw([Vi]i∈I) ∀ (fi)i∈I ∈  ∀δ ∈ (0, 1] . (4.17)
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But for 0 < δ ≤ δ0 = 11+2|||F0|||2 , we have |||F0|||
2 · δ ≤ 12 and hence
∣∣∣∣∣∣id−T (δ)∣∣∣∣∣∣ ≤ 12 . Using a Neumann-series
argument (which is also valid for Quasi-Banach spaces, cf. e.g. [76, Lemma 2.4.11] and thus for the closed subspace 
of the Quasi-Banach space ℓqw
(
[Vi]i∈I
)
thanks to Lemmas 4.5 and 4.6), we conclude that T (δ) :  →  is boundedly
invertible, as long as 0 < δ ≤ δ0.
Now, for arbitrary f ∈ D (Q, Lpv, ℓqw), Lemma 4.6 shows that (SynthD ◦mθ ◦ ι ◦Anaosc) f = f . The same lemma
also shows F
[(
γ(j) ∗ f)
j∈I
]
=
(
γ(j) ∗ f)
j∈I , i.e., (ι ◦Anaosc) f =
(
γ(j) ∗ f)
j∈I ∈ . Hence,
f = (SynthD ◦mθ ◦ ι ◦Anaosc) f
=
[
(SynthD ◦mθ) ◦
(
T (δ)
)−1
◦ T (δ) ◦ ι ◦Anaosc
]
f
(def. of T (δ)) =
[(
[SynthD ◦mθ] ◦
(
T (δ)
)−1
◦ F ◦ Synthδ
)
◦ Sampδ ◦ ι ◦Anaosc
]
f.
Now, note
[([Sampδ ◦ ι ◦Anaosc] f)i]k =
([
Sampδ
(
γ(j) ∗ f
)
j∈I
]
i
)
k
=
(
γ(i) ∗ f
) (
δ · T−Ti k
)
and hence Sampδ◦ι◦Anaosc = A(0)δ on D (Q, Lpv, ℓqw). Thus, if we define R(0)δ := [SynthD ◦mθ]◦
(
T (δ)
)−1◦F ◦Synthδ,
we have shown idD(Q,Lpv,ℓqw) = R
(0)
δ ◦ A(0)δ , as claimed. All that remains to show is that R(0)δ , A(0)δ are indeed well-
defined and bounded with domains and codomains as stated at the beginning of the proof.
To this end, note that Lemma 4.4 easily implies that Synthδ : ℓ
q
(|detTi|−1/p·wi)
i∈I
(
[C
(δ)
i ]i∈I
) → ℓqw ([Vi]i∈I) is
well-defined and bounded. In fact, the lemma even shows that
(c
(i)
k )k∈Zd,i∈I ∈ ℓq(|detTi|−1/p·wi)
i∈I
(
[C
(δ)
i ]i∈I
)⇐⇒ Synthδ (c(i)k )k∈Zd,i∈I ∈ ℓqw ([Vi]i∈I)
and ∥∥∥Synthδ (c(i)k )k∈Zd,i∈I∥∥∥
ℓqw([Vi]i∈I)
≍
∥∥∥(c(i)k )k∈Zd,i∈I∥∥∥
ℓq
(|det Ti|−1/p·wi)
i∈I
([C(δ)i ]i∈I)
,
where the implied constant may depend on δ. Consequently, R
(0)
δ : ℓ
q
(|detTi|−1/p·wi)
i∈I
(
[C
(δ)
i ]i∈I
) → D (Q, Lpv, ℓqw) is
indeed well-defined and bounded for 0 < δ ≤ δ0. Furthermore, we see (now for arbitrary δ ∈ (0, 1]) that
‖A(0)δ f‖ℓq
(|det Ti|−1/p·wi)
i∈I
([C(δ)i ]i∈I)
= ‖(Sampδ ◦ ι ◦Anaosc) f‖ℓq
(|det Ti|−1/p·wi)
i∈I
([C(δ)i ]i∈I)
≍δ ‖(Synthδ ◦ Sampδ ◦ ι ◦Anaosc) f‖ℓqw([Vi]i∈I)
= ‖(T (δ)0 ◦ ι ◦Anaosc) f‖ℓqw([Vi]i∈I)
(ι◦Anaosc:D(Q,Lpv,ℓqw)→, as seen above) . |||T (δ)0 |||→ℓqw([Vi]i∈I) · |||ι ◦Anaosc|||D(Q,Lpv ,ℓqw)→ℓqw([Vi]i∈I) · ‖f‖D(Q,Lpv,ℓqw) <∞
for all f ∈ D (Q, Lpv, ℓqw). This finally shows that A(0)δ : D (Q, Lpv, ℓqw)→ ℓq(|detTi|−1/p·wi)
i∈I
(
[C
(δ)
i ]i∈I
)
is well-defined
and bounded for each δ ∈ (0, 1] and thus completes the proof of the Banach frame property.
It remains to verify the consistency property stated above. To this end, first define
V
(i)
j :=
{
Lpi
v(i)
(Rd) , if pi ∈ [1,∞] ,
WT−Tj [−1,1]d
(
Lpi
v(i)
)
, if pi ∈ (0, 1) ,
as well as C
(i,δ)
j = ℓ
pi
(v(i))
(j,δ)
(
Zd
)
with
(
v(i)
)(j,δ)
k
= v(i)
(
δ · T−Tj k
)
for k ∈ Zd, i ∈ {1, 2} and j ∈ I. Next, we observe
that the domain and codomain of the reconstruction/analysis operators
R
(0,i)
δ : ℓ
qi(
|detTj |−1/pi ·w(i)j
)
j∈I
(
[C
(i,δ)
j ]j∈I
)
→ D (Q, Lpi
v(i)
, ℓqi
w(i)
)
and
A
(0,i)
δ : D
(Q, Lpi
v(i)
, ℓqi
w(i)
)→ ℓqi(
|detTj |−1/pi ·w(i)j
)
j∈I
(
[C
(i,δ)
j ]j∈I
)
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do depend on i ∈ {1, 2}, but the actual action of these mappings do not: We always have
A
(0,i)
δ f =
[(
γ(j) ∗ f
) (
δ · T−Tj k
)]
k∈Zd,j∈I
eq. (4.8)
=
[∑
ℓ∈I
F−1
(
γ̂(j) · ϕℓ · f̂
) (
δ · T−Tj k
)]
k∈Zd,j∈I
and
R
(0,i)
δ
(
c
(j)
k
)
k∈Zd,j∈I
=
(
[SynthD ◦mθ] ◦
(
T (δ)
)−1
◦ F ◦ Synthδ
)(
c
(j)
k
)
k∈Zd,j∈I
=
(
[SynthD ◦mθ] ◦
(
T (δ)
)−1
◦ ι ◦Anaosc ◦ SynthD ◦mθ ◦ Synthδ
)(
c
(j)
k
)
k∈Zd,j∈I
,
where
SynthD (fj)j∈I =
∑
j∈I
[
F−1
(
ϕj · f̂j
)]
with unconditional convergence in Z ′ (O) ,
mθ (fj)j∈I =
[(F−1θj) ∗ fj]j∈I ,
ι (fj)j∈I = (fj)j∈I ,
Anaoscf =
(
γ(j) ∗ f
)
j∈I
with γ(j) ∗ f as in equation (4.8),
Synthδ (c
(j)
k )k∈Zd,j∈I =
Mbj
∑
k∈Zd
c
(j)
k · e−2πi〈bj ,δ·T
−T
j k〉1δ·T−Tj (k+[0,1)d)

j∈I
for all (fj)j∈I ∈ ℓqiw(i)
(
[V
(i)
j ]j∈I
)
, all (c
(j)
k )k∈Zd,j∈I ∈ ℓqi(|detTj |−1/pi ·w(i)j )
j∈I
(
[C
(i,δ)
j ]j∈I
)
, and all f ∈ D (Q, Lpi
v(i)
, ℓqi
w(i)
)
.
Finally, we also have (since
(
T (δ)
)−1
can be computed by a Neumann series, as shown above)(
T (δ)
)−1
(fj)j∈I =
(
id−
[
id−T (δ)
])−1
(fj)j∈I =
∞∑
n=0
(
id−T (δ)
)n
(fj)j∈I ,
where
T (δ) (fj)j∈I =
(
F ◦ T (δ)0
)
(fj)j∈I = (ι ◦Anaosc ◦ SynthD ◦mθ) ◦ (Synthδ ◦ Sampδ) (fj)j∈I
for
(fj)j∈I ∈ i :=
{
(gj)j∈I ∈ ℓqiw(i)
(
[V
(i)
j ]j∈I
) ∣∣∣F (gj)j∈I = (gj)j∈I} .
In summary, we have shown R
(0,1)
δ (c
(j)
k )k∈Zd,j∈I = R
(0,2)
δ (c
(j)
k )k∈Zd,j∈I and A
(0,1)
δ f = A
(0,2)
δ f , as long as both
sides of the respective equations are defined. Now, let f ∈ D (Q, Lp2
v(2)
, ℓq2
w(2)
)
be arbitrary. The implication “⇒” of
the consistency statement follows immediately from the main statement of the theorem, so that we only need to
show “⇐”. Hence, assume
c := A
(0,2)
δ f =
[(
γ(j) ∗ f
) (
δ · T−Tj k
)]
k∈Zd,j∈I
∈ ℓq1(
|detTj |−1/p1 ·w(1)j
)
j∈I
(
[C
(1,δ)
j ]j∈I
)
.
We know from above that f = R
(0,2)
δ A
(0,2)
δ f = R
(0,2)
δ c. But we have c ∈ ℓqi(|detTj |−1/pi ·w(i)j )
j∈I
(
[C
(i,δ)
j ]j∈I
)
for both
i = 1 and i = 2, so that we get f = R
(0,2)
δ c = R
(0,1)
δ c. Since
R
(0,1)
δ : ℓ
q1(
|detTj |−1/p1 ·w(1)j
)
j∈I
(
[C
(1,δ)
j ]j∈I
)
→ D (Q, Lp1
v(1)
, ℓq1
w(1)
)
is well-defined and bounded, we get f ∈ D (Q, Lp1
v(1)
, ℓq1
w(1)
)
, as claimed. 
The main limitation of Theorem 4.7 is its somewhat opaque set of assumptions regarding Γ = (γi)i∈I . In
Section 6 (see in particular Corollary 6.6), we will derive more transparent criteria which ensure that Theorem 4.7
is applicable.
But before that, we first consider the “dual” problem to the Banach frame property, i.e., we show that the family(
Lδ·T−Ti k γ
[i]
)
k∈Zd,i∈I
forms an atomic decomposition for the decomposition space D (Q, Lpv, ℓqw), under suitable
assumptions on Γ = (γi)i∈I . Proving this is the main goal of the next section.
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5. Atomic decompositions
In this section, we show the dual statement to the preceding section, i.e., we show that the (discretely translated)
γ[j] not only form a Banach frame for D (Q, Lpv, ℓqw), but also an atomic decomposition. For this, we introduce still
another set of assumptions:
Assumption 5.1. We assume that for each i ∈ I, we are given functions γi, γi,1, γi,2 with the following properties:
(1) We have γi,1, γi,2 ∈ L1(1+|•|)K
(
Rd
) →֒ L1v0 (Rd) →֒ L1 (Rd) for all i ∈ I.
(2) We have γi = γi,1 ∗ γi,2 for all i ∈ I.
(3) We have γ̂i,1, γ̂i,2 ∈ C∞
(
Rd
)
for all i ∈ I and all partial derivatives of γ̂i,1, γ̂i,2 have at most polynomial
growth.
(4) We have γi,2 ∈ C1
(
Rd
)
with ∇γi,2 ∈ L1v0
(
Rd
)
for all i ∈ I.
(5) The constant
Ω
(p,K)
4 := sup
i∈I
‖γi,2‖K0 + sup
i∈I
‖∇γi,2‖K0 (5.1)
is finite. Here, K0 := K +
d
min{1,p} + 1 and
‖f‖K0 := sup
x∈Rd
(1 + |x|)K0 |f (x)| ∈ [0,∞] .
(6) We have ‖γi‖K0 <∞ for all i ∈ I.
(7) For ℓ ∈ {1, 2} and i ∈ I, define
γ
(i)
ℓ := F−1
(
γ̂i,ℓ ◦ S−1i
)
= |detTi| ·Mbi
[
γi,ℓ ◦ T Ti
]
, (5.2)
so that γ
(i)
ℓ is to γi,ℓ as γ
(i) is to γi.
(8) For i, j ∈ I set
Ci,j :=

∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥
L1v0
, if p ∈ [1,∞] ,
(
1 +
∥∥T−1j Ti∥∥)pK+d · |detTj |1−p · ∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥p
Lpv0
, if p ∈ (0, 1) .
(5.3)
(9) With r := max
{
q, qp
}
, we assume that the operator
−→
C induced by (Ci,j)i,j∈I , i.e.
−→
C (cj)j∈I :=
∑
j∈I
Ci,jcj

i∈I
defines a well-defined, bounded operator
−→
C : ℓr
wmin{1,p}
(I)→ ℓr
wmin{1,p}
(I). ◭
Remark. In the following, we will often use Γℓ as a short notation for the family Γℓ = (γi,ℓ)i∈I (ℓ ∈ {1, 2}), similar
to the notation Γ = (γi)i∈I .
The assumptions above are slightly redundant. In particular, since v0 (x) ≤ Ω1 · (1 + |x|)K , it is an easy conse-
quence of equation (1.9) that ‖γi,2‖K0 < ∞ and ‖∇γi,2‖K0 < ∞ already imply γi,2 ∈ L1(1+|•|)K
(
Rd
) →֒ L1v0 (Rd)
and ∇γi,2 ∈ L1(1+|•|)K
(
Rd
) →֒ L1v0 (Rd), respectively.
Exactly as in Remark 3.2, we see that γi,1, γi,2 ∈ L1(1+|•|)K
(
Rd
)
entails γ
(j)
1 , γ
(j)
2 ∈ L1(1+|•|)K
(
Rd
) →֒ L1v0 (Rd)
for all j ∈ I. 
Part of the definition of an atomic decomposition (θℓ)ℓ∈L is that the synthesis map (cℓ)ℓ∈L 7→
∑
ℓ∈L cℓθℓ is
bounded, when defined on a suitable sequence space. Our next lemma establishes a variant of this property for a
certain continuous (as opposed to discrete) synthesis operator. This lemma should be compared to Lemma 3.9.
Lemma 5.2. Assume that the family Γ1 = (γi,1)i∈I satisfies Assumption 5.1. Then, the operator
SynthΓ1 : ℓ
q
w
(
[Vj ]j∈I
)
→ D (Q, Lpv, ℓqw) ≤ Z ′ (O) , (gj)j∈I 7→
∑
j∈I
γ
(j)
1 ∗ gj Lem. 3.3=
∑
j∈I
F−1
(
γ̂
(j)
1 · ĝj
)
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is well-defined and bounded with
∣∣∣∣∣∣SynthΓ1 ∣∣∣∣∣∣ ≤ C · |||−→C |||max{1, 1p} with C =
1, if p ≥ 1(26/√d) dp
221·d7 ·
(
221 ·d5 ·
⌈
K+ d+1p
⌉)⌈K+d+1p ⌉+1·(1+RQ) dp ·Ω5K0 Ω51, if p < 1.
Here, SynthΓ1 (gj)j∈I is the linear functional
Z (O)→ C, f 7→
∑
j∈I
〈
γ̂
(j)
1 · ĝj, F−1f
〉
S′,S
=
∑
j∈I
〈
F−1
(
γ̂
(j)
1 · ĝj
)
, f
〉
S′,S
Lem. 3.3
=
∑
j∈I
〈
γ
(j)
1 ∗ gj, f
〉
S′,S
, (5.4)
where each of the series converges absolutely for each f ∈ Z (O). ◭
Proof. First of all, recall from Lemma 3.3 that Vj →֒ S ′
(
Rd
)
for all j ∈ I. Thus, for (gj)j∈I ∈ ℓqw
(
[Vj ]j∈I
)
, we see
that ĝj ∈ S ′
(
Rd
)
is a well-defined tempered distribution for all j ∈ I. In view of the inclusion Z (O) →֒ S (Rd),
we thus see that every individual term of each of the series in equation (5.4) is well-defined. Here, we use that
γ̂j,1 ∈ C∞
(
Rd
)
with all derivatives of at most polynomial growth, so that the same holds for γ̂
(j)
1 = γ̂j,1 ◦ S−1j . We
still have to show, however, that (each of) the series in equation (5.4) converges (absolutely) for every f ∈ Z (O)
and defines a continuous linear functional.
Since Z (O) = F (C∞c (O)), this is equivalent to showing for arbitrary (gj)j∈I ∈ ℓqw
(
[Vj ]j∈I
)
that the series
defining the functional
φ : C∞c (O)→ C, f 7→
∑
j∈I
〈
γ̂
(j)
1 · ĝj , f
〉
S′,S
converges absolutely for each f ∈ C∞c (O) and that φ ∈ D′ (O). With the same reasoning as above, we see at least
that each term in the series is well-defined. In the following, we will show that φ ∈ D′ (O) is indeed well-defined,
with absolute convergence of the series.
But first, let us assume that this is the case. Then we have, for fixed i ∈ I (by the usual formula for the (inverse)
Fourier transform of a compactly supported distribution, see e.g. [70, Theorem 7.23])∣∣[F−1 (ϕiφ)] (x)∣∣ = ∣∣∣∣〈φ, ϕi · e2πi〈x,·〉〉D′(O),C∞c (O)
∣∣∣∣
=
∣∣∣∣∣∣
∑
j∈I
〈
γ̂
(j)
1 · ĝj , ϕi · e2πi〈x,·〉
〉
S′,S
∣∣∣∣∣∣
≤
∑
j∈I
∣∣∣∣∣
〈
γ̂
(j)
1 · ĝj , ϕi · e2πi〈x,·〉
〉
S′,S
∣∣∣∣∣
=
∑
j∈I
∣∣∣∣[F−1(ϕi · γ̂(j)1 · ĝj)] (x)∣∣∣∣
(Lemma 3.3) =
∑
j∈I
∣∣∣∣[F−1(ϕi · γ̂(j)1 ) ∗ gj] (x)∣∣∣∣ ∀x ∈ Rd, (5.5)
where all but the first three terms always make sense (as elements of [0,∞]), even without assuming that φ is a
well-defined distribution.
Now, we invoke Theorem 2.17 to obtain for all f ∈ S ′ (Rd) with supp f̂ ⊂ Qi ⊂ Ti [−RQ, RQ]d + bi that
‖f‖W
T
−T
i
[−1,1]d
(Lpv)
. ‖f‖Lpv , where the implied constant depends on p, d and on K,RQ, which are fixed throughout.
In combination with the embedding WT−Ti [−1,1]d (L
p
v) →֒ L∞v
(
Rd
) →֒ L∞
(1+|•|)−K
(
Rd
)
from equation (2.13) (where
now the norm of the embedding depends on i (and on p, d,K, v)), we thus get for every i ∈ I some constant
C(i) = C(i) (p, d,K, v,RQ) > 0 such that ‖f‖∗ ≤ C(i) · ‖f‖Lpv for all f ∈ S ′
(
Rd
)
satisfying supp f̂ ⊂ Qi, with
‖f‖∗ := supx∈Rd (1 + |x|)−K |f (x)|. Since suppF
[
F−1
(
ϕi · γ̂(j)1
)
∗ gj
]
= supp
(
ϕi · γ̂(j)1 · ĝj
)
⊂ Qi, this yields∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥
∗
≤ C(i) ·
∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥
Lpv
∀j ∈ I.
Now, we distinguish two cases:
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Case 1: We have p ∈ [1,∞]. In this case, we can simply use the weighted Young inequality (equation (1.12)) to
derive ∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥
Lpv
≤
∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥
L1v0
· ‖gj‖Lpv = Ci,j · ‖gj‖Vj .
But since we have c = (cj)j∈I ∈ ℓqw (I) = ℓrwmin{1,p} (I) for cj := ‖gj‖Vj , we get by boundedness of
−→
C that
−→
C c ∈ ℓqw (I). In particular,
1
C(i)
·
∑
j∈I
∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥
∗
≤
∑
j∈I
∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥
Lpv
≤
∑
j∈I
Ci,j ‖gj‖Vj = (
−→
C c)i <∞, (5.6)
from which it follows that the series
∑
j∈I
[
F−1
(
ϕi · γ̂(j)1
)
∗ gj
]
(x) converges absolutely for all x ∈ Rd (even
locally uniformly in x).
Furthermore, for arbitrary θ ∈ C∞c (O), we have
∑
j∈I
∣∣∣∣∣
〈
γ̂
(j)
1 · ĝj , ϕiθ
〉
S′,S
∣∣∣∣∣ =∑
j∈I
∣∣∣∣∣
〈
F−1
(
ϕi · γ̂(j)1 · ĝj
)
, θ̂
〉
S′,S
∣∣∣∣∣
≤
∑
j∈I
∥∥∥∥F−1(ϕi · γ̂(j)1 )∗gj∥∥∥∥
∗
‖θ̂‖L1
(1+|•|)K
≤ C(i) · (−→C c)i · ‖θ̂‖L1
(1+|•|)K
<∞,
so that the series
∑
j∈I
〈
γ̂
(j)
1 · ĝj, ϕiθ
〉
defining φ (ϕiθ) converges absolutely. The same estimate also shows that
θ 7→ φ (ϕiθ) is a distribution on O, since θ 7→ ‖θ̂‖L1
(1+|•|)K
is a continuous seminorm on C∞c (O) →֒ S ′
(
Rd
)
.
But since (ϕi)i∈I is a locally finite partition of unity on O, we have θ =
∑
i∈IΥ ϕiθ for every θ ∈ C∞c (O) with
supp θ ⊂ Υ, where Υ ⊂ O is an arbitrary compact set and where IΥ ⊂ I is finite. Hence, θ 7→ φ (θ) =
∑
i∈IΥ φ (ϕiθ)
is a continuous linear functional on {θ ∈ C∞c (O) | supp θ ⊂ Υ} for arbitrary compact Υ ⊂ O and the defining series
converges absolutely (as a finite sum of absolutely convergent series). This shows that φ ∈ D′ (O) is well-defined
(with absolute convergence of the defining series), so that equation (5.5) is valid.
As a consequence of equations (5.5) and (5.6) and of the triangle inequality for Lpv
(
Rd
)
, we finally get
∥∥F−1 (ϕiφ)∥∥Lpv ≤∑
j∈I
∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥
Lpv
≤ (−→C c)i ∀i ∈ I,
so that solidity of ℓqw (I) yields
‖φ‖DF (Q,Lpv,ℓqw) =
∥∥∥∥(∥∥F−1 (ϕiφ)∥∥Lpv)i∈I
∥∥∥∥
ℓqw
≤ ‖−→C c‖ℓqw ≤ |||
−→
C ||| · ‖c‖ℓqw = |||
−→
C ||| ·
∥∥∥(gj)j∈I∥∥∥
ℓqw([Vi]i∈I)
<∞.
All in all, we see that φ ∈ DF (Q, Lpv, ℓqw) ≤ D′ (O) is well-defined. But by definition of SynthΓ1 , we have
SynthΓ1 (gj)j∈I = F−1φ for the isometric isomorphism F−1 : DF (Q, Lpv, ℓqw) → D (Q, Lpv, ℓqw), ψ 7→ ψ ◦ F−1.
As a consequence, SynthΓ1 (gj)j∈I ∈ D (Q, Lpv, ℓqw) is well-defined and∥∥∥SynthΓ1 (gj)j∈I∥∥∥D(Q,Lpv,ℓqw) = ‖φ‖DF (Q,Lpv ,ℓqw) ≤ |||−→C ||| ·
∥∥∥(gj)j∈I∥∥∥
ℓqw([Vi]i∈I)
,
as desired.
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Case 2: We have p ∈ (0, 1). In this case, we replace the application of the weighted Young inequality (equation
(1.12)) by an application of Corollary 2.22 to get for C1 := d
− d2p · (972 · d5/2)K+ dp · Ω3K0 Ω31 that∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥
Lpv
(Lemma 2.2) ≤
∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥
W
T
−T
j
[−1,1]d
(Lpv)
(Cor. 2.22) ≤ C1 · |detTj |
1
p−1 ·
∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥
W
T
−T
j
[−1,1]d
(Lpv0)
· ‖gj‖W
T
−T
j
[−1,1]d
(Lpv)
(eq. (2.3)) ≤ C1 (6d)K+
d
p · ΩK0 Ω1 ·
(
1 +
∥∥T−1j Ti∥∥)K+ dp · |detTj | 1p−1 · ∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥
W
T
−T
i
[−1,1]d
(Lpv0)
· ‖gj‖Vj
(Thm. 2.17)
(†)
≤ C1C2 (6d)K+
d
p · ΩK0 Ω1 ·
(
1 +
∥∥T−1j Ti∥∥)K+ dp · |det Tj| 1p−1 · ∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥
Lpv0
· ‖gj‖Vj
= C1C2 (6d)
K+dp · ΩK0 Ω1 · C1/pi,j · ‖gj‖Vj =: C3 · C
1/p
i,j · ‖gj‖Vj , (5.7)
where the step marked with (†) used that
supp
(
ϕi · γ̂(j)1
)
⊂ Qi ⊂ Ti
[
BRQ (0)
]
+ bi ⊂ Ti [−RQ, RQ]d + bi,
so that Theorem 2.17 (with v0 instead of v) yields
∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥
W
T
−T
i
[−1,1]d
(Lpv0)
≤ C2 ·
∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥
Lpv0
for
C2 := 2
4(1+ dp)s
1
p
d
(
192 · d3/2 ·
⌈
K +
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· ΩK0 Ω1 · (1 +RQ)
d
p .
Next, set cj := ‖gj‖pVj for j ∈ I and note that (gj)j∈I ∈ ℓqw
(
[Vj ]j∈I
)
yields c = (cj)j∈I ∈ ℓ
q/p
wp (I) = ℓ
r
wmin{1,p}
(I).
Hence, we get because of ℓp →֒ ℓ1 that
1
C(i)
·
∑
j∈I
∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥
∗
≤
∑
j∈I
∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥p
Lpv
1/p
≤ C3 ·
∑
j∈I
Ci,j · cj
1/p
= C3 · (−→C · c)1/pi <∞,
which is a slight variation of equation (5.6). Now, we see exactly as in case of p ∈ [1,∞] that φ is a well-defined
distribution φ ∈ D′ (O), so that equation (5.5) is valid.
Using this equation and the p-triangle inequality for Lpv
(
Rd
)
, we derive
∥∥F−1 (ϕiφ)∥∥Lpv ≤
∑
j∈I
∥∥∥∥F−1(ϕi · γ̂(j)1 ) ∗ gj∥∥∥∥p
Lpv
1/p
(eq. (5.7)) ≤ C3 ·
∑
j∈I
Ci,j · ‖gj‖pVj
1/p
= C3 · (−→C · c)1/pi <∞
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and hence
‖φ‖DF (Q,Lpv ,ℓqw) =
∥∥∥∥(∥∥F−1 (ϕiφ)∥∥Lpv)i∈I
∥∥∥∥
ℓqw
≤ C3 ·
∥∥∥(−→C · c)1/p∥∥∥
ℓqw
= C3 · ‖wp · [−→C · c]‖1/pℓq/p
= C3 · ‖−→C · c‖1/pℓr
wmin{1,p}
≤ C3 · |||−→C |||1/p · ‖c‖1/pℓr
wmin{1,p}
= C3 · |||−→C |||1/p ·
∥∥∥∥(wj · ‖gj‖Vj)j∈I
∥∥∥∥
ℓq
= C3 · |||−→C |||1/p ·
∥∥∥(gj)j∈I∥∥∥
ℓqw([Vj ]j∈I)
<∞.
Now, we see as for p ∈ [1,∞] that SynthΓ1 is a bounded linear operator with
∣∣∣∣∣∣SynthΓ1 ∣∣∣∣∣∣ ≤ C3 · |||−→C |||1/p.
Finally, we observe, using sd ≤ 22d, that
C3 = C1C2 (6d)
K+dp · ΩK0 Ω1
= d−
d
2p ·
(
972 · d5/2
)K+dp
(6d)
K+ dp · 24(1+ dp)s
1
p
d
(
192 · d3/2 ·
⌈
K +
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· (1 +RQ)
d
p · Ω5K0 Ω51
≤ d− d2p ·
(
5832 · d7/2
)K+ dp · 24+6dp (192 · d3/2 · ⌈K + d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· (1 +RQ)
d
p · Ω5K0 Ω51
≤ d− d2p ·
(
5832 · d7/2
)−2
· 24+6 dp
(
221 · d5 ·
⌈
K +
d+ 1
p
⌉)⌈K+d+1p ⌉+1
· (1 +RQ)
d
p · Ω5K0 Ω51
≤
(
26/
√
d
)d/p
221 · d7 ·
(
221 · d5 ·
⌈
K +
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
· (1 +RQ)
d
p · Ω5K0 Ω51,
which completes the proof. 
In order to switch from the continuous synthesis operator from the preceding lemma to a discrete one, our next
technical result is helpful.
Lemma 5.3. Let p ∈ (0,∞] and assume that ̺ : Rd → C is measurable and satisfies ‖̺‖K0 < ∞ with K0 and
‖•‖K0 as in Assumption 5.1. Let i ∈ I and δ ∈ (0, 1] and let Vi be defined as in Assumption 3.1. Furthermore, let
the coefficient space C
(δ)
i be defined as in equation (4.2).
Then, the maps
Ψ
(i,δ)
|̺| : C
(δ)
i → Vi, (ck)k∈Zd 7→
∑
k∈Zd
ck · Lδ·k |̺|
 ◦ T Ti = ∑
k∈Zd
ck · Lδ·T−Ti k
∣∣̺ ◦ T Ti ∣∣
and
Ψ(i,δ)̺ : C
(δ)
i → Vi, (ck)k∈Zd 7→
∑
k∈Zd
ck · Lδ·k̺
 ◦ T Ti = ∑
k∈Zd
ck · Lδ·T−Ti k
[
̺ ◦ T Ti
]
are well-defined and bounded, with pointwise absolute convergence of the series and with∣∣∣∣∣∣∣∣∣Ψ(i,δ)̺ ∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣Ψ(i,δ)|̺| ∣∣∣∣∣∣∣∣∣ ≤
ΩK0 Ω1 ·
(
1 + 2
√
d
)K0 (
sd
p
)1/p
· ‖̺‖K0 · |detTi|
− 1p , if p < 1,
ΩK0 Ω1 · 12d+1 · δ−(1−
1
p )(d+1) · ‖̺‖K0 · |detTi|
− 1p , if p ≥ 1.
In particular, if g ∈ L1v0
(
Rd
)
, then
g ∗
[
Ψ(i,δ)̺ (ck)k∈Zd
]
=
∑
k∈Zd
(
ck ·
[
g ∗ Lδ·T−Ti k
[
̺ ◦ T Ti
]])
. (5.8)
◭
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Proof. Clearly, since Vi and C
(δ)
i are solid, boundedness of Ψ
(i,δ)
|̺| implies that of Ψ
(i,δ)
̺ , with
∣∣∣∣∣∣∣∣∣Ψ(i,δ)̺ ∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣Ψ(i,δ)|̺| ∣∣∣∣∣∣∣∣∣.
Furthermore, again by solidity and since |̺ (x)| ≤ ‖̺‖K0 · (1 + |x|)
−K0 for all x ∈ Rd, it suffices to prove the claim
(except for equation (5.8)) for the special case ̺ (x) = (1 + |x|)−K0 , so that ‖̺‖K0 = 1.
Recall from equation (4.2) that v
(j,δ)
k = v
(
δ · T−Tj k
)
. Now, we first observe
v (x) = v
(
δ · T−Ti k + x− δ · T−Ti k
) ≤ v (δ · T−Ti k) · v0 (x− δ · T−Ti k) = v(i,δ)k · v0 (x− δ · T−Ti k) , (5.9)
so that
0 ≤ v (x)
v
(i,δ)
k
·
(
Lδ·T−Ti k
[
̺ ◦ T Ti
])
(x) ≤ v0
(
x− δ · T−Ti k
) · (̺ ◦ T Ti ) (x− δ · T−Ti k) .
By translation invariance of ‖•‖L1 , this implies for p ∈ [1,∞] (which entails K0 = K + d+ 1) that∥∥∥∥∥Lδ·T−Ti k
[
̺ ◦ T Ti
]
v
(i,δ)
k
∥∥∥∥∥
L1v
≤
∥∥x 7→ v0 (x− δ · T−Ti k) · (̺ ◦ T Ti ) (x− δ · T−Ti k)∥∥L1
=
∥∥v0 · (̺ ◦ T Ti )∥∥L1
(standard change of variables) =
∣∣detT Ti ∣∣−1 · ∥∥(v0 ◦ T−Ti ) · ̺∥∥L1
(assumptions on v0) ≤ Ω1 · |det Ti|−1 ·
∥∥∥x 7→ (1 + ∣∣T−Ti x∣∣)K · ̺ (x)∥∥∥
L1
(eq. (1.11)) ≤ ΩK0 Ω1 · |det Ti|−1 ·
∥∥∥x 7→ (1 + |x|)K · ̺ (x)∥∥∥
L1
(K0=K+d+1 since p∈[1,∞]) = ΩK0 Ω1 · |det Ti|−1 ·
∥∥∥x 7→ (1 + |x|)−(d+1)∥∥∥
L1
(eq. (1.9)) ≤ ΩK0 Ω1sd · |detTi|−1 .
Hence, we get in case of p = 1 that∥∥∥Ψ(i,δ)|̺| (ck)k∈Zd∥∥∥
L1v
≤
∑
k∈Zd
v
(i,δ)
k |ck| ·
∥∥∥∥∥Lδ·T−Ti k
[
̺ ◦ T Ti
]
v
(i,δ)
k
∥∥∥∥∥
L1v
≤ ΩK0 Ω1sd · |detTi|−1 ·
∑
k∈Zd
v
(i,δ)
k |ck|
= ΩK0 Ω1sd · |detTi|−1 ·
∥∥(ck)k∈Zd∥∥C(δ)i <∞.
This establishes boundedness of Ψ
(i,δ)
|̺| for p = 1.
As our next step, we first note
[MQ (Lxf)] (y) = ‖1y+Q · Lxf‖L∞ = ‖(L−x1y+Q) · f‖L∞ = ‖1y−x+Q · f‖L∞ = (MQf) (y − x) = (Lx [MQf ]) (y)
for arbitrary measurable f : Rd → C and Q ⊂ Rd. Hence,
g
(δ)
i (x) := v (x) ·
[
MT−Ti [−1,1]d
(
Lδ·T−Ti k
[
̺ ◦ T Ti
]
v
(i,δ)
k
)]
(x)
=
v (x)
v
(i,δ)
k
·
[
MT−Ti [−1,1]d
(
̺ ◦ T Ti
)] (
x− δ · T−Ti k
)
(eq. (5.9)) ≤
[
v0 ·MT−Ti [−1,1]d
(
̺ ◦ T Ti
)] (
x− δ · T−Ti k
)
(Lemma 2.4) =
(
v0 ·
[(
M[−1,1]d̺
)
◦ T Ti
]) (
x− δ · T−Ti k
)
(assumptions on v0 and eq. (1.11)) ≤ ΩK0 Ω1 ·
[
(1 + |•|)K ·
(
M[−1,1]d̺
)] (
T Ti x− δ · k
)
(Lemma 2.3) ≤ ΩK0 Ω1 ·
(
1 + 2
√
d
)K0 · [(1 + |•|)K−K0] (T Ti x− δk) .
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But this implies for p ∈ (0, 1) that∥∥∥∥∥Lδ·T−Ti k
[
̺ ◦ T Ti
]
v
(i,δ)
k
∥∥∥∥∥
Vi
=
∥∥∥g(δ)i ∥∥∥
Lp
≤ ΩK0 Ω1 ·
(
1 + 2
√
d
)K0 · ∥∥∥[Lδk (1 + |•|)K−K0] ◦ T Ti ∥∥∥
Lp
= ΩK0 Ω1 ·
(
1 + 2
√
d
)K0 · ∣∣detT Ti ∣∣−1/p · ∥∥∥(1 + |•|)K−K0∥∥∥
Lp(
eq. (1.9) and K−K0=−( dp+1) since p∈(0,1)
) ≤ ΩK0 Ω1 · (1 + 2√d)K0 (sdp
)1/p
· |detTi|−1/p .
Now, we recall that for p ∈ (0, 1), we have the p-triangle inequality ‖f + g‖pLp ≤ ‖f‖pLp + ‖g‖pLp . By solidity and
because of MQ (f + g) ≤MQf +MQg, this also yields ‖f + g‖pVi ≤ ‖f‖
p
Vi
+ ‖g‖pVi , so that we get∥∥∥Ψ(i,δ)|̺| (ck)k∈Zd∥∥∥pVi ≤ ∑
k∈Zd
[
v
(i,δ)
k |ck|
]p
·
∥∥∥∥∥Lδ·T−Ti k
[
̺ ◦ T Ti
]
v
(i,δ)
k
∥∥∥∥∥
p
Vi
≤
[
ΩK0 Ω1 ·
(
1 + 2
√
d
)K0 (sd
p
)1/p
· |detTi|−1/p
]p
·
∥∥(ck)k∈Zd∥∥pC(δ)i ,
which yields the desired boundedness for p ∈ (0, 1).
Next, we consider the case p =∞. Here, we note because of |̺ (x)| = ̺ (x) = (1 + |x|)−K0 that
v (x) ·
∣∣∣[Ψ(i,δ)|̺| (ck)k∈Zd] (x)∣∣∣ =
∣∣∣∣∣∣
∑
k∈Zd
ckv
(i,δ)
k ·
v (x)
v
(i,δ)
k
· (̺ ◦ T Ti ) (x− δ · T−Ti k)
∣∣∣∣∣∣
(for c=(ck)k∈Zd and since p=∞) ≤ ‖c‖C(δ)i ·
∑
k∈Zd
[
v (x)
v
(i,δ)
k
· (̺ ◦ T Ti ) (x− δ · T−Ti k)
]
(eq. (5.9) and assumption on v0) ≤ Ω1 · ‖c‖C(δ)i ·
∑
k∈Zd
[(
1 +
∣∣x− δ · T−Ti k∣∣)K · (̺ ◦ T Ti ) (x− δ · T−Ti k)]
(eq. (1.11) and ̺(x)=(1+|x|)−K0) ≤ ΩK0 Ω1 · ‖c‖C(δ)i ·
∑
k∈Zd
[(
1 +
∣∣T Ti (x− δ · T−Ti k)∣∣)K−K0]
= ΩK0 Ω1 · ‖c‖C(δ)i · h
(
T Ti x
)
,
where we introduced h (y) :=
∑
k∈Zd
[
(1 + |y − δ · k|)K−K0
]
for y ∈ Rd in the last step. Now, we recall 0 < δ ≤ 1
and K −K0 ≤ − (d+ 1) < 0, so that
h (y) ≤
∑
k∈Zd
(
1 +
∣∣∣δ · (y
δ
− k
)∣∣∣)−(d+1)
≤ δ−(d+1) ·
∑
k∈Zd
(
1 +
∣∣∣y
δ
− k
∣∣∣)−(d+1)
(since |x|≥‖x‖∞) ≤ δ−(d+1) ·
∑
k∈Zd
(
1 +
∥∥∥y
δ
− k
∥∥∥
∞
)−(d+1)
=: δ−(d+1) · h˜
(y
δ
)
.
Now, we note that h˜ is Zd-periodic, so that ‖h˜‖sup = ‖h˜‖sup,[0,1). But for arbitrary x ∈ [0, 1)d, we have
1 + ‖k‖∞ ≤ 1 + ‖k − x‖∞ + ‖x‖∞ ≤ 2 + ‖x− k‖∞ ≤ 2 (1 + ‖x− k‖∞)
and thus
h˜ (x) =
∑
k∈Zd
(1 + ‖x− k‖∞)−(d+1) ≤ 2d+1 ·
∑
k∈Zd
(1 + ‖k‖∞)−(d+1) .
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Next, we use the layer-cake formula (cf. [29, Proposition (6.24)]) with the counting measure µ on Zd to estimate
for θ (k) := (1 + ‖k‖∞)−(d+1) the series∑
k∈Zd
(1 + ‖k‖∞)−(d+1) =
∫
Zd
θ (k) dµ (k) =
∫ ∞
0
µ
({
k ∈ Zd
∣∣ θ (k) > λ}) dλ
(
since θ(k)>λ⇐⇒‖k‖∞<λ
−1
d+1−1 can only hold for λ<1
)
≤
∫ 1
0
µ
([
−λ− 1d+1 , λ− 1d+1
]d
∩ Zd
)
dλ
≤
∫ 1
0
µ
({
−
⌊
λ−
1
d+1
⌋
, . . . ,
⌊
λ−
1
d+1
⌋}d)
dλ
=
∫ 1
0
(
1 + 2
⌊
λ−
1
d+1
⌋)d
dλ
≤ 3d ·
∫ 1
0
λ−
d
d+1 dλ = (d+ 1) · 3d · λ 1d+1
∣∣∣∣1
0
(since 1+d≤2d) ≤ 6d.
(5.10)
Hence, we get h˜ (x) ≤ 2d+1 · 6d ≤ 2 · 12d for all x ∈ [0, 1)d and thus for all x ∈ Rd, by Zd-periodicity. In view of the
estimates from above, this entails for c = (ck)k∈Zd that
v (x) ·
∣∣∣[Ψ(i,δ)|̺| (ck)k∈Zd] (x)∣∣∣ ≤ ΩK0 Ω1 · ‖c‖C(δ)i · h (T Ti x) ≤ δ−(d+1) · 2 · 12d · ΩK0 Ω1 · ‖c‖C(δ)i <∞
for all x ∈ Rd. In particular, the series defining Ψ(i,δ)|̺| converges pointwise absolutely in case of p =∞. But since we
have ℓp
v(i,δ)
(
Zd
) →֒ ℓ∞
v(i,δ)
(
Zd
)
for all p ∈ (0,∞], this implies absolute pointwise convergence for arbitrary p ∈ (0,∞].
Next, for p ∈ [1,∞], it is easy to see that the operator
Λ
(i,δ)
|̺| : ℓ
p (Zd)→ Lp (Rd) , (ζk)k∈Zd 7→ v ·
∑
k∈Zd
ζk
v
(i,δ)
k
· Lδ·T−Ti k
[|̺| ◦ T Ti ]
is well-defined and bounded if and only if Ψ
(i,δ)
|̺| is, with
∣∣∣∣∣∣∣∣∣Λ(i,δ)|̺| ∣∣∣∣∣∣∣∣∣ = ∣∣∣∣∣∣∣∣∣Ψ(i,δ)|̺| ∣∣∣∣∣∣∣∣∣. Hence, since we have already shown
boundedness for p ∈ {1,∞}, we can use complex interpolation (the Riesz-Thorin theorem, [29, Theorem (6.27)]) to
derive for p ∈ [1,∞] that Ψ(i,δ)|̺| is bounded, with∣∣∣∣∣∣∣∣∣Ψ(i,δ)|̺| ∣∣∣∣∣∣∣∣∣ ≤ [ΩK0 Ω1sd · |det Ti|−1] 1p · [δ−(d+1) · 2 · 12d · ΩK0 Ω1]1− 1p
(since sd≤4d) ≤ ΩK0 Ω1 · 12d+1 · δ−(1−
1
p )(d+1) · |detTi|−
1
p .
Finally, for g ∈ L1v0
(
Rd
)
and c = (ck)k∈Zd ∈ C(δ)i = ℓpv(i,δ)
(
Zd
) →֒ ℓ∞
v(i,δ)
(
Zd
)
, our previous considerations,
in combination with v (x) = v (x− y + y) ≤ v (x− y) v0 (y), show for arbitrary measurable ̺ : Rd → C with
‖̺‖K0 <∞ that∫
Rd
|g (y)|·
∑
k∈Zd
|ck|·
∣∣∣(Lδ·T−Ti k [̺ ◦ T Ti ])(x− y)∣∣∣ d y ≤ 1v (x) ·
∫
Rd
|v0 (y)·g (y)| · v (x−y) ·
[
Ψ
(i,δ)
|̺| (|ck|)k∈Zd
]
(x− y) d y
≤ 1
v (x)
·
∥∥∥Ψ(i,δ)|̺| (|ck|)k∈Zd∥∥∥L∞v · ‖g‖L1v0 <∞
for all x ∈ Rd, so that the interchange of summation and integration in[
g ∗Ψ(i,δ)̺ (ck)k∈Zd
]
(x) =
∫
Rd
g (y) ·
∑
k∈Zd
ck · Lδ·T−Ti k
[
̺ ◦ T Ti
] (x− y) d y
=
∑
k∈Zd
ck ·
∫
Rd
g (y) ·
(
Lδ·T−Ti k
[
̺ ◦ T Ti
])
(x− y) d y
=
∑
k∈Zd
ck ·
(
g ∗ Lδ·T−Ti k
[
̺ ◦ T Ti
])
(x)
is justified by the dominated convergence theorem. 
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As a further ingredient, we will need the following “sampling theorem” for bandlimited functions. A very similar
statement already appears in [73, Proposition in §1.3.3], so no originality at all is claimed. Note, however, that in
[73], it is assumed that ϕ ∈ S (Rd) instead of ϕ ∈ S ′ (Rd) and furthermore, the statement in [73] is restricted to
the unweighted case.
Lemma 5.4. For each i ∈ I, R > 0 and p ∈ (0,∞], as well as
C := 2max{1, 1p} · Ω3K0 Ω31 ·
(
1 +
√
d
)K
·
(
23040 · d3/2 ·
(
K + 1 +
d+ 1
min {1, p}
))K+2+ d+1
min{1,p}
· (1 +R)1+ dmin{1,p}
we have ∥∥∥[ϕ (δ · T−Ti k)]k∈Zd∥∥∥C(δ)i ≤ C · δ−d/p · |detTi|1/p · ‖ϕ‖Lpv
for all δ ∈ (0, 1] and all ϕ ∈ S ′ (Rd) with supp ϕ̂ ⊂ Ti [−R,R]d + ξ0, for arbitrary ξ0 ∈ Rd. ◭
Proof. Clearly, we can assume without loss of generality that ‖ϕ‖Lpv <∞.
Let us first consider the case p = ∞. Since we have v (x) · |ϕ (x)| ≤ ‖ϕ‖L∞v for almost all x ∈ R
d, and thus for
a dense subset of Rd, there is for arbitrary k ∈ Zd a sequence (xn)n∈N satisfying xn −−−−→n→∞ δ · T
−T
i k as well as
v (xn) · |ϕ (xn)| ≤ ‖ϕ‖L∞v . But since ϕ is given by (integration against) a continuous function by the Paley-Wiener
theorem, this implies
v
(
δ · T−Ti k
) · ∣∣ϕ (δ · T−Ti k)∣∣ = limn→∞ v (δ · T−Ti k) · |ϕ (xn)|
≤ lim inf
n→∞
v
(
xn + δ · T−Ti k − xn
) · |ϕ (xn)|
≤ lim inf
n→∞ v (xn) · |ϕ (xn)| · v0
(
δ · T−Ti k − xn
)
≤ Ω1 · ‖ϕ‖L∞v · lim infn→∞
(
1 +
∣∣δ · T−Ti k − xn∣∣)K
= Ω1 · ‖ϕ‖L∞v <∞.
Since C ≥ Ω1, since δ−d/p · |detTi|1/p = 1 for p =∞ and since k ∈ Zd was arbitrary, this establishes the claim for
p =∞. Hence, we can assume p ∈ (0,∞) in what follows.
Let C > 0 as in the statement of the theorem and C1 := 2
−max{1, 1p}·
[
ΩK0 Ω1 ·
(
1 +
√
d
)K]−1
·C. Let ̺ := M−ξ0ϕ
and note |̺| = |ϕ|. Now, Theorem 2.18 shows∥∥∥oscδ·T−Ti [−1,1]d ̺∥∥∥W
T
−T
i
[−1,1]d
(Lpv)
=
∥∥∥oscδ·T−Ti [−1,1]d [M−ξ0ϕ]∥∥∥W
T
−T
i
[−1,1]d
(Lpv)
≤ C1 · δ · ‖ϕ‖Lpv
for all δ ∈ (0, 1] and ϕ as in the statement of the lemma.
Now, notice for arbitrary k ∈ Zd and x ∈ δT−Ti
(
k + [0, 1)
d
)
that δT−Ti k ∈ x− δT−Ti [0, 1)d ⊂ x+ δT−Ti [−1, 1]d
and hence ∣∣ϕ (δ · T−Ti k)∣∣ = ∣∣̺ (δ · T−Ti k)∣∣ ≤ |̺ (x)|+ ∣∣̺ (x)− ̺ (δ · T−Ti k)∣∣
≤ |ϕ (x)|+
(
oscδ·T−Ti [−1,1]d ̺
)
(x) .
By multiplying this estimate with 1δT−Ti (k+[0,1)
d) (x), summing over k ∈ Zd and using Rd =
⊎
k∈Zd δT
−T
i (k + [0, 1)
d),
we obtain ∑
k∈Zd
(
1δT−Ti (k+[0,1)
d) (x) ·
∣∣ϕ (δT−Ti k)∣∣) ≤ |ϕ (x)|+ (oscδ·T−Ti [−1,1]d ̺) (x) ∀x ∈ Rd.
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By solidity of Lpv
(
Rd
)
, we conclude ∥∥∥∥∥∥
∑
k∈Zd
(
1δT−Ti (k+[0,1)
d) ·
∣∣ϕ (δT−Ti k)∣∣)
∥∥∥∥∥∥
Lpv
≤
∥∥∥|ϕ|+ oscδ·T−Ti [−1,1]d ̺∥∥∥Lpv(
C2:=2
max{0, 1p−1} is triangle const. for Lpv
)
≤ C2 ·
(
‖ϕ‖Lpv +
∥∥∥oscδ·T−Ti [−1,1]d ̺∥∥∥Lpv
)
≤ C2 ·
(‖ϕ‖Lpv + C1 · δ · ‖ϕ‖Lpv)
(since δ≤1) ≤ C2 (1 + C1) · ‖ϕ‖Lpv
(since C1≥1) ≤ 2max{1, 1p} · C1 · ‖ϕ‖Lpv .
Finally, we note for x ∈ δ · T−Ti
(
k + [0, 1)
d
)
, i.e., for x = δT−Ti k + δT
−T
i q with q ∈ [0, 1)d that
v
(i,δ)
k = v
(
δ · T−Ti k
)
= v
(
x− δT−Ti q
) ≤ v (x) · v0 (δ · T−Ti q)
(assump. on v0 and eq. (1.11)) ≤ Ω1 · v (x) ·
(
1 +
∣∣δ · T−Ti q∣∣)K ≤ ΩK0 Ω1 · v (x) · (1 + |δ · q|)K
(since δ≤1) ≤ ΩK0 Ω1 ·
(
1 +
√
d
)K
· v (x) .
Using this estimate and the pairwise disjointness of
(
δ · T−Ti
(
k + [0, 1)
d
))
k∈Zd
, we conclude∥∥∥∥∥∥
∑
k∈Zd
(
1δT−Ti (k+[0,1)
d) ·
∣∣ϕ(δT−Ti k)∣∣)
∥∥∥∥∥∥
Lpv
=
∑
k∈Zd
∣∣ϕ (δ · T−Ti k)∣∣p∫
δT−Ti (k+[0,1))
d
[v (x)]p dx
1/p
≥
[
ΩK0 Ω1 ·
(
1+
√
d
)K]−1
·
∑
k∈Zd
[
v
(i,δ)
k ·
∣∣ϕ(δT−Ti k)∣∣]p·λd (δT−Ti (k+[0, 1)d))

1
p
=
[
ΩK0 Ω1 ·
(
1 +
√
d
)K]−1
· δd/p · |det Ti|−1/p ·
∥∥∥[ϕ (δ · T−Ti k)]k∈Zd∥∥∥C(δ)i .
Putting everything together, we conclude∥∥∥[ϕ (δ · T−Ti k)]k∈Zd∥∥∥C(δ)i ≤ δ− dp · |det Ti| 1p · ΩK0 Ω1 ·
(
1 +
√
d
)K
·
∥∥∥∥∥∥
∑
k∈Zd
(
1δT−Ti (k+[0,1)
d) ·
∣∣ϕ (δT−Ti k)∣∣)
∥∥∥∥∥∥
Lpv
≤ δ− dp · |det Ti|
1
p · ΩK0 Ω1 ·
(
1 +
√
d
)K
· 2max{1, 1p} · C1 · ‖ϕ‖Lpv
= δ−
d
p · |det Ti|
1
p · C · ‖ϕ‖Lpv <∞,
as desired. 
In the proof of Theorem 5.6, we will employ a Neumann series argument for an operator defined on D (Q, Lpv, ℓqw).
For this to be justified, we need to know that this space is a Quasi-Banach space, i.e., complete. For v ≡ 1, this
was already shown in [77, Theorem 3.21], but for v 6≡ 1 and general p, q ∈ (0,∞], it seems that the following lemma
is a novel (though not too surprising) result:
Lemma 5.5. The decomposition space D (Q, Lpv, ℓqw) is a Quasi-Banach space. ◭
Proof. Verifying the quasi-norm properties of ‖•‖D(Q,Lpv,ℓqw) is relatively straightforward (and essentially identical
to the verification in [77, Theorem 3.21]), so we only prove completeness.
Instead of verifying completeness directly, we use a slightly more abstract approach, employing other results from
the paper. The main new ingredient that we need to provide is boundedness of
Ana∗ : D (Q, Lpv, ℓqw)→ V = ℓqw
(
[Vi]i∈I
)
, f 7→
[
F−1
(
ϕ∗i f̂
)]
i∈I
.
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To this end, let f ∈ D (Q, Lpv, ℓqw) be arbitrary and define ci :=
∥∥∥F−1 (ϕif̂)∥∥∥
Lpv
for i ∈ I. Note c = (ci)i∈I ∈ ℓqw (I)
and ‖c‖ℓqw = ‖f‖D(Q,Lpv,ℓqw). Recall that the clustering map ΓQ : ℓqw (I) → ℓqw (I) with ΓQ (ei)i∈I = (e∗i )i∈I and
e∗i =
∑
ℓ∈i∗ eℓ is bounded.
Now, we distinguish the cases p ∈ [1,∞] and p ∈ (0, 1). In case of p ∈ [1,∞], the triangle inequality for Lpv
(
Rd
)
yields because of Vi = L
p
v
(
Rd
)
for all i ∈ I that
‖Ana∗f‖V =
∥∥∥∥(∥∥F−1 (ϕ∗i · f̂ )∥∥Vi)i∈I
∥∥∥∥
ℓqw
≤
∥∥∥∥∥∥
(∑
ℓ∈i∗
∥∥F−1 (ϕℓ · f̂ )∥∥Lpv
)
i∈I
∥∥∥∥∥∥
ℓqw
= ‖ΓQ c‖ℓqw ≤ |||ΓQ||| · ‖c‖ℓqw = |||ΓQ||| · ‖f‖D(Q,Lpv,ℓqw) <∞.
Now, we consider the case p ∈ (0, 1). We observe that [77, Lemma 2.7] yields some R = R (RQ, CQ) > 0 satisfying
Q∗i ⊂ TiBR (0) + bi ⊂ Ti [−R,R]d + bi for all i ∈ I. Because of supp
(
ϕ∗i f̂
)
⊂ Q∗i , Theorem 2.17 thus yields a
constant C1 = C1 (d, p, R,Ω0,Ω1,K) > 0 such that∥∥F−1 (ϕ∗i · f̂ )∥∥Vi = ∥∥F−1 (ϕ∗i · f̂ )∥∥W
T
−T
i
[−1,1]d
(Lpv)
≤ C1 ·
∥∥F−1 (ϕ∗i · f̂ )∥∥Lpv ∀i ∈ I.
Next, since Lpv
(
Rd
)
is a Quasi-Banach space and since we have the uniform estimate |i∗| ≤ NQ for all i ∈ I,
there is a constant C2 = C2 (NQ, p) > 0 satisfying∥∥F−1 (ϕ∗i · f̂ )∥∥Lpv ≤ C2 ·∑
ℓ∈i∗
∥∥F−1 (ϕℓ · f̂ )∥∥Lpv = C2 · (ΓQ c)i ∀i ∈ I.
All in all, this entails by solidity of ℓqw (I) that
‖Ana∗f‖V =
∥∥∥∥(∥∥F−1 (ϕ∗i · f̂ )∥∥Vi)i∈I
∥∥∥∥
ℓqw
≤ C1C2 · ‖ΓQ c‖ℓqw ≤ C1C2|||ΓQ||| · ‖f‖D(Q,Lpv,ℓqw) <∞,
as above. In summary, Ana∗ is well-defined and bounded for all p ∈ (0,∞].
Now, using the map SynthD from Lemma 3.9, we have because of ϕ
∗
iϕi = ϕi that
(SynthD ◦Ana∗) f =
∑
i∈I
F−1 (ϕi · F [Ana∗f ]i) =
∑
i∈I
F−1 (ϕiϕ∗i · f̂ ) =
∑
i∈I
F−1 (ϕi · f̂ ) = f
for all f ∈ D (Q, Lpv, ℓqw). Finally, recall from (the remark after) Lemma 4.5 that V = ℓqw
(
[Vi]i∈I
)
is complete.
Now, let (fn)n∈N be Cauchy in D (Q, Lpv, ℓqw). Since Ana∗ is bounded, the sequence (gn)n∈N with gn := Ana∗fn
is Cauchy in V . Hence, gn → g for some g ∈ V . Define f := SynthDg ∈ D (Q, Lpv, ℓqw) and observe
‖fn − f‖D(Q,Lpv ,ℓqw) = ‖SynthDAna∗fn − SynthDg‖D(Q,Lpv,ℓqw) ≤ |||SynthD||| · ‖gn − g‖V −−−−→n→∞ 0. 
Using all of the technical lemmata collected in this section, we can finally prove that the family
(
Lδ·T−Tj kγ
[j]
)
k∈Zd,j∈I
yields an atomic decomposition of D (Q, Lpv, ℓqw), if δ > 0 is chosen small enough.
Theorem 5.6. Assume that the families Γ = (γi)i∈I and Γℓ = (γi,ℓ)i∈I with ℓ ∈ {1, 2} satisfy Assumption 5.1 and
that Γ = (γi)i∈I satisfies Assumption 3.6. Define δ0 > 0 by
δ−10 :=

2sd√
d
· (217 ·d2 ·(K+2+d))K+d+3· (1+RQ)d+1 · Ω4K0 Ω41Ω(p,K)2 Ω(p,K)4 · |||−→C ||| , if p ≥ 1,(
214/d
3
2
)d
p
245·d17 ·
(
sd
p
)1
p
(
268 ·d14 ·
(
K+1+ d+1p
)3)K+2+ d+1p
·(1+RQ)1+
3d
p ·Ω16K0 Ω161 Ω(p,K)2 Ω(p,K)4 · |||
−→
C ||| 1p , if p < 1.
Then, for each 0 < δ ≤ min {1, δ0}, the family
(
Lδ·T−Tj k γ
[j]
)
j∈I,k∈Zd
forms an atomic decomposition of
D (Q, Lpv, ℓqw). Precisely, this means the following:
(1) The synthesis map
S(δ) : ℓq(
|detTj |
1
2
− 1
pwj
)
j∈I
(
[C
(δ)
j ]j∈I
)
→ D (Q, Lpv, ℓqw),
(c
(j)
k )j∈I,k∈Zd 7→
∑
j∈I
∑
k∈Zd
(
|det Tj|−
1
2 c
(j)
k · Lδ·T−Tj kγ
(j)
)
=
∑
j∈I
∑
k∈Zd
(
c
(j)
k · Lδ·T−Tj kγ
[j]
)
is well-defined and bounded for each δ ∈ (0, 1].
Structured, compactly supported Banach frame decompositions of decomposition spaces — Felix Voigtlaender 77
(2) For 0 < δ ≤ min {1, δ0}, there is a bounded linear coefficient map
C(δ) : D (Q, Lpv, ℓqw)→ ℓq(|detTj | 12− 1pwj)
j∈I
(
[C
(δ)
j ]j∈I
)
satisfying S(δ) ◦ C(δ) = idD(Q,Lpv ,ℓqw). ◭
Remark. As the proof shows, convergence of the series
∑
j∈I
∑
k∈Zd
(
|det Tj|−
1
2 c
(j)
k · Lδ·T−Tj kγ
(j)
)
has to be under-
stood as follows: Each of the series ∑
k∈Zd
(
|detTj |−
1
2 c
(j)
k · Lδ·T−Tj kγ
(j)
)
converges pointwise absolutely to a function gj ∈ Vj →֒ S ′
(
Rd
)
and the series
∑
j∈I gj converges in the weak-
∗-sense in Z ′ (O), i.e., for every φ ∈ Z (O), the series ∑j∈I 〈gj, φ〉S′,S converges absolutely and the functional
φ 7→∑j∈I 〈gj , φ〉S′,S is continuous on Z (O).
Furthermore, the proof shows that the definition of C(δ) is independent of the precise choice of p, q, v, w, as long
as δ > 0 is chosen small enough that C(δ) is defined at all. In fact, the proof shows that C(δ) = D(δ) ·(T (δ))−1 where
T (δ) = S(δ) ◦ D(δ) : D (Q, Lpv, ℓqw) → D (Q, Lpv, ℓqw) is invertible (using a Neumann series) for 0 < δ ≤ min {1, δ0},
with
D(δ) : D (Q, Lpv, ℓqw)→ ℓq(|detTj | 12− 1pwj)
j∈I
(
[C
(δ)
j ]j∈I
)
,
f 7→
[(
δd · |detTj |−1/2 ·
[
F−1
(
θjϕj · f̂
)](
δ · T−Tj k
))
k∈Zd
]
j∈I
,
where θj for j ∈ I is defined as in Assumption 3.6. 
Proof. We first study for arbitrary j ∈ I and δ ∈ (0, 1] boundedness (and well-definedness) of the map
S
(δ,j)
Γ2
: C
(δ)
j → Vj , (ck)k∈Zd 7→ |detTj |−1/2 ·
∑
k∈Zd
ck · Lδ·T−Tj k γ
(j)
2 .
Recall γ
(j)
2 = |detTj| ·Mbj
[
γj,2 ◦ T Tj
]
, so that[
S
(δ,j)
Γ2
(ck)k∈Zd
]
(x) = |detTj|−1/2 ·
∑
k∈Zd
ck · γ(j)2
(
x− δ · T−Tj k
)
= |detTj|1/2 ·
∑
k∈Zd
e2πi〈bj ,x−δ·T−Tj k〉 · ck · γj,2
(
T Tj x− δ · k
)
= |detTj|1/2 · e2πi〈bj ,x〉 ·
∑
k∈Zd
e−2πi〈bj ,δ·T−Tj k〉ck · Lδ·kγj,2
(T Tj x)
(
with Ψ(j,δ)γj,2
as in Lemma 5.3
)
= |detTj|1/2 · e2πi〈bj ,x〉 ·Ψ(j,δ)γj,2
[(
e−2πi〈bj ,δ·T−Tj k〉ck
)
k∈Zd
]
. (5.11)
Thus, in terms of the isometric isomorphism m
(δ)
j : C
(δ)
j → C(δ)j , (ck)k∈Zd 7→
(
e−2πi〈bj ,δ·T−Tj k〉 · ck
)
k∈Zd
and of the
map Ψ
(j,δ)
γj,2 defined in Lemma 5.3, the preceding calculations show
S
(δ,j)
Γ2
c = |detTj|1/2 ·Mbj
[
Ψ(j,δ)γj,2
(
m
(δ)
j c
)]
∀c ∈ C(δ)j .
As a consequence of the solidity of Vj and of Lemma 5.3 (which is applicable, since ‖γj,2‖K0 ≤ Ω
(p,K)
4 <∞ for all
j ∈ I, cf. Assumption 5.1), we thus get∣∣∣∣∣∣∣∣∣S(δ,j)Γ2 ∣∣∣∣∣∣∣∣∣ ≤ CK,δ,d,p,Γ2 · |det Tj| 12− 1p <∞ ∀j ∈ I (5.12)
for a suitable constant CK,δ,d,p,Γ2 > 0 which is independent of j ∈ I. In particular, each map S(δ,j)Γ2 is well-defined
with pointwise absolute convergence of the defining series.
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Now, we can establish boundedness of the synthesis map S(δ) as follows: In view of equation (5.12), it follows
that ⊗
j∈I
S
(δ,j)
Γ2
: ℓq(
|detTj |
1
2
− 1
p ·wj
)
j∈I
(
[C
(δ)
j ]j∈I
)
→ ℓqw
(
[Vj ]j∈I
)
, (c
(j)
k )j∈I,k∈Zd 7→
[
S
(δ,j)
Γ2
(c
(j)
k )k∈Zd
]
j∈I
is well-defined and bounded, with
∣∣∣∣∣∣∣∣∣⊗j∈I S(δ,j)Γ2 ∣∣∣∣∣∣∣∣∣ ≤ CK,δ,d,p,Γ2 . Furthermore, using γj = γj,1 ∗ γj,2, it follows easily
that Lxγ
(j) = γ
(j)
1 ∗ Lxγ(j)2 for arbitrary x ∈ Rd and j ∈ I, from which it follows (with SynthΓ1 as in Lemma 5.2)
that SynthΓ1 ◦⊗
j∈I
S
(δ,j)
Γ2
 (c(j)k )j∈I,k∈Zd =∑
j∈I
[
γ
(j)
1 ∗ S(δ,j)Γ2 (c
(j)
k )k∈Zd
]
=
∑
j∈I
|detTj |−1/2 · γ(j)1 ∗ ∑
k∈Zd
c
(j)
k · Lδ·T−Tj kγ
(j)
2

(
γ
(j)
1 ∈L1v0(R
d) and (proof of) Lemma 5.3
)
=
∑
j∈I
|detTj |−1/2 · ∑
k∈Zd
c
(j)
k · Lδ·T−Tj k
(
γ
(j)
1 ∗ γ(j)2
)
=
∑
j∈I
∑
k∈Zd
|detTj |−1/2 · c(j)k · Lδ·T−Tj kγ
(j)

= S(δ) (c
(j)
k )j∈I,k∈Zd . (5.13)
This shows for arbitrary δ ∈ (0, 1] that S(δ) = SynthΓ1 ◦
⊗
j∈I S
(δ,j)
Γ2
is bounded, as a composition of bounded maps.
Finally, we prove that convergence of the series defining S(δ) (c
(j)
k )j∈I,k∈Zd occurs in the sense described in the
remark following the theorem: First of all, we get exactly as in equation (5.11) (but with γj instead of γj,2) that
gj :=
∑
k∈Zd
(
|detTj |−
1
2 c
(j)
k · Lδ·T−Tj kγ
(j)
)
= |detTj |1/2 ·Mbj
[
Ψ(j,δ)γj
(
m
(δ)
j (c
(j)
k )k∈Zd
)]
.
Here, it is worth mentioning that the conditions in Assumption 5.1 imply that Lemma 5.3 is applicable with ̺ = γj,2,
as well as with ̺ = γj . Hence, that lemma shows that the series defining gj converges pointwise absolutely and
that gj ∈ Vj →֒ S ′
(
Rd
)
, where the last embedding is justified by Lemma 3.3.
Finally, Lemma 5.2 shows that for (hj)j∈I :=
(⊗
j∈I S
(δ,j)
Γ2
)
(c
(j)
k )j∈I,k∈Zd ∈ ℓqw
(
[Vj ]j∈I
)
and each φ ∈ Z (O),
the series 〈
SynthΓ1 (hj)j∈I , φ
〉
Z′(O),Z(O)
=
∑
j∈I
〈
γ
(j)
1 ∗ hj , φ
〉
S′,S
=
∑
j∈I
〈
γ
(j)
1 ∗
|detTj|−1/2 · ∑
k∈Zd
c
(j)
k Lδ·T−Tj kγ
(j)
2
 , φ〉
S′,S
(cf. eq. (5.13)) =
∑
j∈I
〈
|det Tj|−1/2 ·
∑
k∈Zd
c
(j)
k Lδ·T−Tj kγ
(j), φ
〉
S′,S
=
∑
j∈I
〈gj, φ〉S′,S
converges absolutely and defines a continuous functional on Z (O).
Next, we want to show existence of the coefficient map C(δ), for 0 < δ ≤ min {1, δ0}. To this end, first note that
Theorem 2.17 shows for
C1 :=
1, if p ≥ 1,24(1+ dp )s 1pd (192 · d3/2 · ⌈K + d+1p ⌉)⌈K+ d+1p ⌉+1 · ΩK0 Ω1 · (1 +RQ) dp , if p < 1
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that ∥∥∥F−1 (ϕj · f̂)∥∥∥
Vj
≤ C1 ·
∥∥∥F−1 (ϕj · f̂)∥∥∥
Lpv
∀j ∈ I ∀f ∈ Z ′ (O) ,
since we have supp
(
ϕj · f̂
)
⊂ Qj ⊂ Tj
[
BRQ (0)
]
+ bj ⊂ Tj [−RQ, RQ]d + bj . This easily shows that the map
Anaϕ : D (Q, Lpv, ℓqw)→ ℓqw
(
[Vj ]j∈I
)
, f 7→
(
F−1
[
ϕj · f̂
])
j∈I
is well-defined and bounded, with |||Anaϕ||| ≤ C1.
Furthermore, Lemma 3.8 shows that the map
mθ : ℓ
q
w
(
[Vj ]j∈I
)
→ ℓqw
(
[Vj ]j∈I
)
, (fj)j∈I 7→
[(F−1θj) ∗ fj]j∈I Lem. 3.3= [F−1 (θj · f̂j)]j∈I
is well-defined and bounded, with |||mθ||| ≤ C2 <∞ for
C2 :=
{
Ω4K0 Ω
4
1Ω
(p,K)
2 · d−
d
2p · (972 · d5/2)K+ dp , if p ∈ (0, 1) ,
ΩK0 Ω1Ω
(p,K)
2 , if p ∈ [1,∞] .
Next, it follows from Lemma 5.2 that the map
SynthΓ1 : ℓ
q
w
(
[Vj ]j∈I
)
→ D (Q, Lpv, ℓqw), (gj)j∈I 7→
∑
j∈I
γ
(j)
1 ∗ gj =
∑
j∈I
F−1
(
γ̂
(j)
1 · ĝj
)
is well-defined and bounded with
∣∣∣∣∣∣SynthΓ1∣∣∣∣∣∣ ≤ C3 · |||−→C |||max{1,1/p}, with
C3 :=
1, if p ≥ 1(26/√d) dp
221·d7 ·
(
221 ·d5 ·
⌈
K+ d+1p
⌉)⌈K+ d+1p ⌉+1·(1+RQ) dp ·Ω5K0 Ω51, if p < 1.
Finally, we will show below that the map
mΓ2 : ℓ
q
w
(
[Vj ]j∈I
)
→ ℓqw
(
[Vj ]j∈I
)
, (fj)j∈I 7→
(
γ
(j)
2 ∗ fj
)
j∈I
is also well-defined and bounded. Once this is shown, note that we have(
SynthΓ1 ◦mΓ2 ◦mθ ◦Anaϕ
)
f =
∑
j∈I
(
γ
(j)
1 ∗ γ(j)2 ∗ F−1θj ∗ F−1
(
ϕj · f̂
))
(Lemma 3.3) =
∑
j∈I
F−1
(
γ̂
(j)
1 · γ̂(j)2 · θj · ϕj · f̂
)
(easy consequence of γj=γj,1∗γj,2) =
∑
j∈I
F−1
(
γ̂(j) · θj · ϕj · f̂
)
(since γ̂(j)·θj≡1 on Qj⊃suppϕj) =
∑
j∈I
F−1
(
ϕj · f̂
)
(
since f̂∈D′(O) and (ϕj)j∈I is locally finite part. of unity on O
)
= f (5.14)
for all f ∈ D (Q, Lpv, ℓqw). Thus, our goal in the remainder of the proof—once we have shown boundedness of
mΓ2—will be to discretize this reproducing formula.
But first of all, let us verify boundedness of mΓ2 . To this end, it suffices to show that each map
Jj : Vj → Vj , f 7→ γ(j)2 ∗ f
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is bounded, with supj∈I |||Jj ||| < ∞. But for p ∈ [1,∞], this simply follows from the weighted Young inequality
(equation (1.12)), since in this case, we have K0 = K + d+ 1 and thus (cf. equation (5.2))
∥∥∥γ(j)2 ∥∥∥
L1v0
=
∥∥v0 · |detTj | ·Mbj [γj,2 ◦ T Tj ]∥∥L1
=
∥∥(v0 ◦ T−Tj ) · γj,2∥∥L1
(assump. on v0 and eq. (1.11)) ≤ ΩK0 Ω1 ·
∥∥∥(1 + |•|)K · γj,2∥∥∥
L1
≤ ΩK0 Ω1 · ‖γj,2‖K0 ·
∥∥∥(1 + |•|)K−K0∥∥∥
L1
(eq. (1.9)) ≤ ΩK0 Ω1Ω(p,K,1)4 · sd <∞. (5.15)
Here, we defined Ω
(p,K,1)
4 := supj∈I ‖γj,2‖K0 in the last step. Note that Ω
(p,K,1)
4 ≤ Ω(p,K)4 , cf. Assumption 5.1,
equation (5.1).
Likewise, for p ∈ (0, 1), we can simply use Corollary 2.22 to derive for C4 := Ω3K0 Ω31d−
d
2p · (972 · d5/2)K+ dp that
∥∥∥γ(j)2 ∗ f∥∥∥
Vj
=
∥∥∥γ(j)2 ∗ f∥∥∥
W
T
−T
j
[−1,1]d
(Lpv)
(Cor. 2.22) ≤ C4 · |detTj|
1
p−1 ·
∥∥∥γ(j)2 ∥∥∥
W
T
−T
j
[−1,1]d
(Lpv0)
· ‖f‖W
T
−T
j
[−1,1]d
(Lpv)
(eq. (5.2)) = C4 · |detTj|
1
p ·
∥∥Mbj [γj,2 ◦ T Tj ]∥∥W
T
−T
j
[−1,1]d
(Lpv0)
· ‖f‖Vj
= C4 · |detTj|
1
p ·
∥∥∥v0 ·MT−Tj [−1,1]d [γj,2 ◦ T Tj ]∥∥∥Lp · ‖f‖Vj
(Lemma 2.4) = C4 · |detTj|
1
p ·
∥∥∥v0 · ([M[−1,1]dγj,2] ◦ T Tj )∥∥∥
Lp
· ‖f‖Vj
= C4 ·
∥∥∥(v0 ◦ T−Tj ) ·M[−1,1]dγj,2∥∥∥
Lp
· ‖f‖Vj
(assump. on v0 and eq. (1.11)) ≤ ΩK0 Ω1 · C4 ·
∥∥∥(1 + |•|)K ·M[−1,1]dγj,2∥∥∥
Lp
· ‖f‖Vj
(Lemma 2.3) ≤ ΩK0 Ω1 · C4 ·
(
1 + 2
√
d
)K0 · ‖γj,2‖K0 · ∥∥∥(1 + |•|)K−K0∥∥∥Lp · ‖f‖Vj(
eq. (1.9) and K−K0=−( dp+1)
) ≤ ΩK0 Ω1Ω(p,K,1)4 · C4 · (1 + 2√d)K0 ·(sdp
)1/p
· ‖f‖Vj .
Here, we used the same definition of Ω
(p,K,1)
4 as above. We have thus established boundedness of mΓ2 in all cases.
In order to discretize the reproducing formula from equation (5.14), we define for δ ∈ (0, 1] the map
D(δ) : D (Q, Lpv, ℓqw)→ ℓq(|detTj | 12− 1pwj)
j∈I
(
[C
(δ)
j ]j∈I
)
,
f 7→
[(
δd · |detTj |−1/2 ·
[
F−1
(
θjϕj · f̂
)](
δ · T−Tj k
))
k∈Zd
]
j∈I
.
This map is indeed well-defined and bounded, since Lemma 5.4 yields for
C5 := 2
max{1, 1p} · Ω3K0 Ω31 ·
(
1 +
√
d
)K
·
(
23040 · d3/2 ·
(
K + 1 +
d+ 1
min {1, p}
))K+2+ d+1
min{1,p}
· (1 +RQ)1+
d
min{1,p}
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that ∥∥∥D(δ)f∥∥∥
ℓq(
|det Tj |
1
2
− 1
p wj
)
j∈I
(C
(δ)
j )
= δd ·
∥∥∥∥∥∥
(
|detTj|−1/p ·
∥∥∥∥([F−1(θjϕj · f̂)](δ · T−Tj k))k∈Zd
∥∥∥∥
C
(δ)
j
)
j∈I
∥∥∥∥∥∥
ℓqw(I)
(
since supp(θjϕj ·f̂)⊂Qj⊂Tj [−RQ,RQ]d+bj
) ≤ C5 · δd(1− 1p ) ·
∥∥∥∥∥
(∥∥∥F−1 (θjϕj · f̂)∥∥∥
Lpv
)
j∈I
∥∥∥∥∥
ℓqw(I)
≤ C5 · δd(1−
1
p ) ·
∥∥∥∥∥
(∥∥∥F−1 (θjϕj · f̂)∥∥∥
Vj
)
j∈I
∥∥∥∥∥
ℓqw(I)
= C5 · δd(1−
1
p ) · ‖(mθ ◦Anaϕ) f‖ℓqw([Vj ]j∈I)
≤ C5 · |||mθ||| · |||Anaϕ||| · δd(1−
1
p) · ‖f‖D(Q,Lpv,ℓqw) <∞.
Now, our goal is to show for
E(δ) := (mΓ2 ◦mθ ◦Anaϕ)−
([⊗
j∈I
S
(δ,j)
Γ2
]
◦D(δ)
)
: D (Q, Lpv, ℓqw)→ ℓqw
(
[Vj ]j∈I
)
that we have
∣∣∣∣∣∣SynthΓ1 ∣∣∣∣∣∣ · ∣∣∣∣∣∣E(δ)∣∣∣∣∣∣ ≤ 12 for all 0 < δ ≤ min {1, δ0}.
To this end, let f ∈ D (Q, Lpv, ℓqw) be arbitrary and for brevity, let
fj := F−1
(
θjϕj f̂
)
= [(mθ ◦Anaϕ) f ]j ∈ Vj ,
as well as f
(2)
j := M−bjfj and γ
(j,2)
2 := M−bjγ
(j)
2 = |detTj| · γj,2 ◦ T Tj . Note that since fj ∈ Vj is bandlimited with
supp f̂j ⊂ Qj ⊂ Tj [−RQ, RQ]d + bj , Theorem 2.17 and equation (2.13) yield fj ∈ WT−Tj [−1,1]d (L
p
v) →֒ L∞v
(
Rd
)
.
Since γ
(j)
2 ∈ L1v0
(
Rd
)
, this implies that the integral defining
(
γ
(j)
2 ∗ fj
)
(x) exists for every x ∈ Rd, cf. equation
(2.16). Hence, using our newly introduced notation, we have∣∣∣∣[E(δ)f]j (x)
∣∣∣∣
=
∣∣∣∣∣∣
[
γ
(j)
2 ∗ F−1
(
θjϕj · f̂
)]
(x) − |detTj|−
1
2
∑
k∈Zd
δd |detTj |−
1
2 ·
[
F−1
(
θjϕj · f̂
)](
δ · T−Tj k
) · (Lδ·T−Tj kγ(j)2 ) (x)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
k∈Zd
[∫
δT−Tj (k+[0,1)
d)
γ
(j)
2 (x− y) · fj (y) d y − δd
∣∣detT−Tj ∣∣ · fj (δ · T−Tj k) · γ(j)2 (x− δ · T−Tj k)
]∣∣∣∣∣∣
≤
∑
k∈Zd
∫
δT−Tj (k+[0,1)
d)
∣∣∣γ(j)2 (x− y) · fj (y)− fj (δ · T−Tj k) · γ(j)2 (x− δ · T−Tj k)∣∣∣ d y
(∗)
=
∑
k∈Zd
∫
δT−Tj (k+[0,1)
d)
∣∣∣γ(j,2)2 (x− y) · f (2)j (y)− γ(j,2)2 (x− δ · T−Tj k) f (2)j (δ · T−Tj k)∣∣∣ d y
≤
∑
k∈Zd
∫
δT−Tj (k+[0,1)
d)
∣∣∣γ(j,2)2 (x−y) [f (2)j (y)− f (2)j (δT−Tj k)]∣∣∣+ ∣∣∣f (2)j (δT−Tj k) [γ(j,2)2 (x−y)− γ(j,2)2 (x− δT−Tj k)]∣∣∣ d y.
In this calculation, we used at (∗) the easily verifiable identity (Mbf) (x− y) · (Mbg) (y) = e2πi〈b,x〉 · f (x− y) g (y).
Next, note for arbitrary y ∈ δT−Tj
(
k + [0, 1)
d
)
that y = δT−Tj k + δT
−T
j u for some u ∈ [−1, 1]d. This implies
δT−Tj k = y − δT−Tj u ∈ y + δT−Tj [−1, 1]d and hence∣∣∣f (2)j (y)− f (2)j (δ · T−Tj k)∣∣∣ ≤ (oscδT−Tj [−1,1]d f (2)j ) (y) .
Likewise, we have x− δT−Tj k = x−
(
y − δT−Tj u
) ∈ x− y + δT−Tj [−1, 1]d, which yields∣∣∣γ(j,2)2 (x− y)− γ(j,2)2 (x− δ · T−Tj k)∣∣∣ ≤ (oscδT−Tj [−1,1]d γ(j,2)2 ) (x− y) .
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Finally, we also have ∣∣∣f (2)j (δ · T−Tj k)∣∣∣ ≤ ∣∣∣f (2)j (δ · T−Tj k)− f (2)j (y)∣∣∣+ ∣∣∣f (2)j (y)∣∣∣
≤
∣∣∣f (2)j (y)∣∣∣+ (oscδT−Tj [−1,1]d f (2)j ) (y)
=: ej (y) ,
so that we see∣∣∣∣[E(δ)f]j (x)
∣∣∣∣
≤
∑
k∈Zd
∫
δT−Tj (k+[0,1)
d)
∣∣∣γ(j,2)2 (x− y)∣∣∣ · [oscδT−Tj [−1,1]d f (2)j ] (y) + ej (y) · [oscδT−Tj [−1,1]d γ(j,2)2 ] (x− y) d y
=
(∣∣∣γ(j,2)2 ∣∣∣ ∗ [oscδT−Tj [−1,1]d f (2)j ]) (x) + (ej ∗ [oscδT−Tj [−1,1]d γ(j,2)2 ]) (x) . (5.16)
We now distinguish two cases: For p ∈ [1,∞], first note |γ(j,2)2 | = |γ(j)2 | and hence, thanks to equation (5.15),
‖γ(j,2)2 ‖L1v0 = ‖γ
(j)
2 ‖L1v0 ≤ Ω
K
0 Ω1Ω
(p,K,1)
4 · sd =: C6. Hence, we get using the triangle inequality, the weighted Young
inequality (equation (1.12)), the definition of ej and since K0 = K + d+ 1 that∥∥∥∥[E(δ)f]j
∥∥∥∥
Vj
=
∥∥∥∥[E(δ)f]j
∥∥∥∥
Lpv
(def. of ej) ≤
∥∥∥γ(j,2)2 ∥∥∥
L1v0
·
∥∥∥oscδT−Tj [−1,1]d f (2)j ∥∥∥Lpv +
∥∥∥oscδT−Tj [−1,1]d γ(j,2)2 ∥∥∥L1v0 ·
(∥∥∥f (2)j ∥∥∥
Lpv
+
∥∥∥oscδT−Tj [−1,1]d f (2)j ∥∥∥Lpv
)
≤ C6
∥∥∥oscδT−Tj [−1,1]d[M−bjfj]∥∥∥Lpv+
∥∥∥oscδT−Tj [−1,1]d[M−bjγ(j)2 ]∥∥∥L1v0
(
‖fj‖Lpv+
∥∥∥oscδT−Tj [−1,1]d[M−bjfj]∥∥∥Lpv
)
(Thm. 2.18) ≤ C6C7 · δ · ‖fj‖Lpv +
∥∥∥oscδT−Tj [−1,1]d [M−bjγ(j)2 ]∥∥∥L1v0 ·
(
‖fj‖Lpv + C7 · δ · ‖fj‖Lpv
)
(eq. (5.2)) = C6C7 · δ · ‖fj‖Lpv + |detTj| ·
∥∥∥oscδT−Tj [−1,1]d [γj,2 ◦ T Tj ]∥∥∥L1v0 ·
(
‖fj‖Lpv + C7 · δ · ‖fj‖Lpv
)
(Lem. 2.11) = C6C7 · δ · ‖fj‖Lpv + |detTj| ·
∥∥∥v0 · ([oscδ[−1,1]d γj,2] ◦ T Tj )∥∥∥
L1
·
(
‖fj‖Lpv + C7 · δ · ‖fj‖Lpv
)
(†)
≤ C6C7 · δ · ‖fj‖Lpv +Ω
K
0 Ω1 ·
∥∥∥(1 + |•|)K · oscδ[−1,1]d γj,2∥∥∥
L1
·
(
‖fj‖Lpv + C7 · δ · ‖fj‖Lpv
)
(Lem. 2.14) ≤ C6C7 · δ · ‖fj‖Lpv +Ω
K
0 Ω1 ·
(
3
√
d
)K0+1 · δ · ‖∇γj,2‖K0 · ∥∥∥(1 + |•|)K−K0∥∥∥L1 · (‖fj‖Lpv + C7 · δ · ‖fj‖Lpv)
(eq. (1.9)) ≤ C6C7 · δ · ‖fj‖Lpv +Ω
K
0 Ω1 · sd
(
3
√
d
)K0+1 · δ · ‖∇γj,2‖K0 · (‖fj‖Lpv + C7 · δ · ‖fj‖Lpv)
(since δ≤1) ≤ δ · ‖fj‖Lpv ·
(
C6C7 +Ω
K
0 Ω1 · sd
(
3
√
d
)K0+1 · Ω(p,K,2)4 · (1 + C7))
=: C8 · δ · ‖fj‖Lpv = C8 · δ · ‖fj‖Vj .
Here, we defined Ω
(p,K,2)
4 := supj∈I ‖∇γj,2‖K0 , which is finite thanks to equation (5.1). The step marked with
(†) used a simple change of variables and our assumption v0 (x) ≤ Ω1 · (1 + |x|)K in combination with estimate
(1.11). Furthermore, our application of Theorem 2.18 is justified, since we have fj = F−1
(
θjϕj f̂
)
, which implies
supp f̂j ⊂ suppϕj ⊂ Qj ⊂ Tj [−RQ, RQ]d + bj , so that Theorem 2.18 yields∥∥∥oscδT−Tj [−1,1]d [M−bjfj]∥∥∥Vj ≤ C7 · δ · ‖fj‖Lpv (5.17)
for
C7 := Ω
2K
0 Ω
2
1 ·
(
23040·d 32 ·
(
K+1+
d+ 1
min {1, p}
))K+2+ d+1
min{1,p}
·(1+RQ)1+
d
min{1,p} =
[
2max{1, 1p}ΩK0 Ω1
(
1+
√
d
)K]−1
·C5.
In case of p ∈ (0, 1), we let C9 := 2
1
p−1, so that C9 is a triangle constant for Lp
(
Rd
)
. Furthermore, we set
V ♮j := WT−Tj [−1,1]d
(
Lpv0
)
for brevity. Then, we use Corollary 2.22 to get for C10 := C9 ·Ω3K0 Ω31 ·d−
d
2p ·(972 · d5/2)K+ dp
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that ∥∥∥∥[E(δ)f]j
∥∥∥∥
Vj
(eq. (5.16)) ≤ C9 ·
[∥∥∥∣∣∣γ(j,2)2 ∣∣∣ ∗ oscδT−Tj [−1,1]d f (2)j ∥∥∥Vj +
∥∥∥ej ∗ [oscδT−Tj [−1,1]d γ(j,2)2 ]∥∥∥Vj
]
(Cor. 2.22) ≤ C10 ·|det Tj|
1
p−1
(∥∥∥γ(j,2)2 ∥∥∥
V ♮j
·
∥∥∥oscδT−Tj [−1,1]d f (2)j ∥∥∥Vj + ‖ej‖Vj ·
∥∥∥oscδT−Tj [−1,1]d γ(j,2)2 ∥∥∥V ♮j
)
(eq. (5.2), def. of ej) ≤ C10 ·|det Tj|
1
p ·
(∥∥γj,2 ◦ T Tj ∥∥V ♮j · ∥∥∥oscδT−Tj [−1,1]d [M−bjfj]∥∥∥Vj
+C9
[
‖fj‖Vj+
∥∥∥oscδT−Tj [−1,1]d [M−bjfj]∥∥∥Vj
]
·
∥∥∥oscδT−Tj [−1,1]d [γj,2◦T Tj ]∥∥∥V ♮j
)
(Lem. 2.11, eq. (5.17)) ≤ C10 ·|det Tj|
1
p ·
(∥∥∥v0 ·MT−Tj [−1,1]d [γj,2 ◦ T Tj ]∥∥∥Lp · C7 · δ · ‖fj‖Vj
+C9
[
‖fj‖Vj+C7 · δ · ‖fj‖Vj
]
·
∥∥∥v0 ·MT−Tj [−1,1]d [(oscδ[−1,1]d γj,2)◦T Tj ]∥∥∥Lp)
(Lem. 2.4) = C10 ·
(∥∥∥(v0 ◦ T−Tj ) ·M[−1,1]dγj,2∥∥∥
Lp
· C7 · δ · ‖fj‖Vj
+C9
[
‖fj‖Vj + C7 · δ · ‖fj‖Vj
]
·
∥∥∥(v0 ◦ T−Tj ) ·M[−1,1]d [oscδ[−1,1]d γj,2]∥∥∥
Lp
)
(since δ≤1) ≤ C10ΩK0 Ω1 ·
(∥∥∥(1 + |•|)K ·M[−1,1]dγj,2∥∥∥
Lp
· C7 · δ · ‖fj‖Vj
+C9 ‖fj‖Vj (1 + C7) ·
∥∥∥(1 + |•|)K ·M[−1,1]d [oscδ[−1,1]d γj,2]∥∥∥
Lp
)
.
Here, the last step used as usual our assumption v0 (x) ≤ Ω1 · (1 + |x|)K , in combination with equation (1.11). We
now combine Lemmas 2.14 and 2.3 to obtain∥∥∥(1 + |•|)K ·M[−1,1]d [oscδ[−1,1]d γj,2]∥∥∥
Lp
≤
(
3
√
d
)K0+1 · δ · ‖∇γj,2‖K0 · ∥∥∥(1 + |•|)K ·M[−1,1]d (1 + |•|)−K0∥∥∥Lp
≤
(
1 + 2
√
d
)K0 (
3
√
d
)K0+1 · δ · ‖∇γj,2‖K0 · ∥∥∥(1 + |•|)K−K0∥∥∥Lp
(eq. (1.9)) ≤
(
3
√
d
)2K0+1
Ω
(p,K,2)
4 · δ ·
(
sd
p
)1/p
.
Likewise, Lemma 2.3 also yields∥∥∥(1 + |•|)K ·M[−1,1]dγj,2∥∥∥
Lp
≤ ‖γj,2‖K0 ·
∥∥∥(1 + |•|)K ·M[−1,1]d (1 + |•|)−K0∥∥∥
Lp
≤ ‖γj,2‖K0 ·
(
1 + 2
√
d
)K0 · ∥∥∥(1 + |•|)K−K0∥∥∥
Lp
≤
(
3
√
d
)K0
Ω
(p,K,1)
4 ·
(
sd
p
)1/p
.
Combining these estimates with our estimate for
∥∥∥[E(δ)f]j∥∥∥Vj , we arrive at∥∥∥∥[E(δ)f]j
∥∥∥∥
Vj
≤ C10
(
sd
p
)1/p (
3
√
d
)2K0+1 · ΩK0 Ω1 · (C7Ω(p,K,1)4 + C9 (1 + C7)Ω(p,K,2)4 ) · δ · ‖fj‖Vj
=: C11 · δ · ‖fj‖Vj ,
where C11 is independent of δ and j.
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All in all, if we set C12 := C8 for p ∈ [1,∞] and C12 := C11 for p ∈ (0, 1), we have
∥∥∥[E(δ)f]j∥∥∥Vj ≤ C12 · δ · ‖fj‖Vj
for all j ∈ I and δ ∈ (0, 1]. But this entails∥∥∥E(δ)f∥∥∥
ℓqw([Vj ]j∈I)
≤ C12 · δ ·
∥∥∥(fj)j∈I∥∥∥
ℓqw([Vj ]j∈I)(
since fj=[(mθ◦Anaϕ)f ]j
)
= C12 · δ · ‖(mθ ◦Anaϕ) f‖ℓqw([Vj ]j∈I)
≤ C12 · |||mθ||| · |||Anaϕ||| · δ · ‖f‖D(Q,Lpv,ℓqw)
≤ C1C2C12 · δ · ‖f‖D(Q,Lpv,ℓqw) .
But since
∣∣∣∣∣∣SynthΓ1 ∣∣∣∣∣∣ ≤ C3 · |||−→C |||max{1, 1p}, this means in view of equation (5.14) that∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣idD(Q,Lpv,ℓqw)−SynthΓ1 ◦
⊗
j∈I
S
(δ,j)
Γ2
◦D(δ)
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣SynthΓ1 ◦mΓ2 ◦mθ ◦Anaϕ − SynthΓ1 ◦
⊗
j∈I
S
(δ,j)
Γ2
◦D(δ)
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
≤
∣∣∣∣∣∣SynthΓ1∣∣∣∣∣∣ · |||E(δ)|||
≤ C1C2C3C12 · |||−→C |||max{1,
1
p} · δ.
Now, we estimate the constant C1C2C3C12 to see that δ ≤ δ0 implies C1C2C3C12 · |||−→C |||max{1,
1
p} · δ ≤ 12 . First,
in case of p ∈ [1,∞], we have because of C7 ≥ 1 and max
{
1, 1p
}
= 1, as well as K0 = K + d+ 1 that
C1C2C3C12 = Ω
K
0 Ω1Ω
(p,K)
2 · C8
=
(
C6C7 +Ω
K
0 Ω1 · sd
(
3
√
d
)K0+1 · Ω(p,K,2)4 · (1 + C7)) · ΩK0 Ω1Ω(p,K)2
(since Ω0,Ω1≥1) ≤ C7sd
(
Ω
(p,K,1)
4 + 2 ·
(
3
√
d
)K0+1
Ω
(p,K,2)
4
)
· Ω2K0 Ω21Ω(p,K)2
≤ (217 ·d2 ·(K+2+d))K+d+3· 2sd · (3·d 12)−1·(1+RQ)d+1 ·(Ω(p,K,1)4 +Ω(p,K,2)4 )·Ω4K0 Ω41Ω(p,K)2
≤ sd√
d
· (217 ·d2 ·(K+2+d))K+d+3· (1+RQ)d+1 · Ω4K0 Ω41Ω(p,K)2 Ω(p,K)4 .
Next, for p ∈ (0, 1), we get because of max
{
1, 1p
}
= 1p and sd ≤ 22d that
C1C3 =
(
210/d
1
2
) d
p
221 · d7 · 2
4s
1
p
d
(
192· d 32 ·
⌈
K+
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
·
(
221 ·d5 ·
⌈
K+
d+ 1
p
⌉)⌈K+ d+1p ⌉+1
·(1+RQ)
2d
p ·Ω6K0 Ω61
≤ 24 ·
(
212/
√
d
) d
p
221 · d7 ·
(
229 · d 132 ·
⌈
K +
d+ 1
p
⌉2)⌈K+d+1p ⌉+1
·(1+RQ)
2d
p ·Ω6K0 Ω61
and thus, since
⌈
K + d+1p
⌉
+ 1 ≥ K + dp + 2,
C1C2C3 ≤ d−
d
2p ·
(
972 · d 52
)−2
·24 ·
(
212/
√
d
) d
p
221 · d7 ·
(
239 ·d9 ·
⌈
K+
d+ 1
p
⌉2)⌈K+d+1p ⌉+1
·(1+RQ)
2d
p ·Ω10K0 Ω101 Ω(p,K)2
≤
(
212/d
)d
p
236 · d12 ·
(
239 · d9 ·
⌈
K +
d+ 1
p
⌉2)⌈K+d+1p ⌉+1
·(1+RQ)
2d
p ·Ω10K0 Ω101 Ω(p,K)2 .
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Now, recall that C7 ≥ 1 and K0 = K + dp + 1, so that
C12 = C11 = C10
(
sd
p
)1/p (
3
√
d
)2K0+1 · ΩK0 Ω1 · (C7Ω(p,K,1)4 + C9Ω(p,K,2)4 (1 + C7))
≤ C7 · 2
1
p−1 · d− d2p ·
(
972 · d5/2
)K+ dp · (sd
p
)1/p
(9d)
K0+1 · Ω4K0 Ω41 ·
(
Ω
(p,K,1)
4 + 2
1
pΩ
(p,K,2)
4
)
≤ 1
2
C7 · 4
1
p · d− d2p ·
(
972 · d5/2
)−2
·
(
8748 · d7/2
)K0+1 · (sd
p
)1/p
· Ω4K0 Ω41Ω(p,K)4
and hence because of K0 + 1 = K +
d
p + 2 ≤
⌈
K + d+1p
⌉
+ 1,
2C1C2C3C12
≤ C7 ·
(
214/d
3
2
) d
p
245 · d17 ·
(
sd
p
) 1
p
·
(
253 ·d 252 ·
⌈
K+
d+ 1
p
⌉2)⌈K+ d+1p ⌉+1
·(1+RQ)
2d
p ·Ω14K0 Ω141 Ω(p,K)2 Ω(p,K)4
≤
(
214/d
3
2
) d
p
245 · d17 ·
(
sd
p
) 1
p
·
(
268 ·d14 ·
[
K+1+
d+ 1
p
]3)K+ d+1p +2
·(1+RQ)1+
3d
p ·Ω16K0 Ω161 Ω(p,K)2 Ω(p,K)4 .
These considerations easily show that δ ≤ δ0 indeed implies C1C2C3C12 · |||−→C |||max{1,
1
p} · δ ≤ 12 .
All in all, our considerations show for
T (δ) := SynthΓ1 ◦
⊗
j∈I
S
(δ,j)
Γ2
◦D(δ) eq. (5.13)= S(δ) ◦D(δ) : D (Q, Lpv, ℓqw)→ D (Q, Lpv, ℓqw)
that
∣∣∣∣∣∣idD(Q,Lpv,ℓqw)−T (δ)∣∣∣∣∣∣ ≤ 12 for all 0 < δ ≤ min {1, δ0}. Hence, since D (Q, Lpv, ℓqw) is a Quasi-Banach space by
Lemma 5.5, a Neumann series argument (which is also valid for Quasi-Banach spaces, cf. e.g. [76, Lemma 2.4.11]),
shows that T (δ) is invertible for all 0 < δ ≤ min {1, δ0}.
But then, C(δ) := D(δ) ◦ (T (δ))−1 : D (Q, Lpv, ℓqw)→ ℓq(|detTj | 12− 1pwj)
j∈I
(
[C
(δ)
j ]j∈I
)
is well-defined and bounded and
we have for arbitrary f ∈ D (Q, Lpv, ℓqw) that
f =
[
T (δ) ◦
(
T (δ)
)−1]
f =
([
S(δ) ◦D(δ)
]
◦
(
T (δ)
)−1)
f =
[
S(δ) ◦ C(δ)
]
f,
as desired. 
6. Simplified Criteria
In this section, we will derive simplified conditions which ensure boundedness of the operators
−→
A,
−→
B and
−→
C ,
mentioned in Assumptions 3.1, 4.1 and 5.1, respectively.
One such general criterion is given by Schur’s test, which we state below. Afterwards, we will provide a
convenient standard estimate for the main term
∥∥∥F−1 (ϕi · γ̂(j))∥∥∥
Lpv0
occurring in the entries of
−→
A,
−→
B and
−→
C .
Then we use these results to formulate simplified criteria which allow to apply Theorems 4.7 (leading to Banach
frames) and 5.6 (leading to atomic decompositions).
But first of all, we introduce certain additional assumptions regarding the partition of unity Φ = (ϕi)i∈I . Recall
that in the preceding sections, we only assumed Φ to be a Q-v0-BAPU, but in this section we will make the following
stronger assumption:
Assumption 6.1. We assume that Φ = (ϕi)i∈I is a regular partition of unity for Q. This means
(1) ϕi ∈ C∞c (O) with suppϕi ⊂ Qi for all i ∈ I,
(2)
∑
i∈I ϕi ≡ 1 on O,
(3) the normalized family Φ♮ := (ϕ♮i)i∈I—given by ϕ
♮
i := ϕi ◦ Si for Siξ := Tiξ + bi—satisfies
C(α) := sup
i∈I
‖∂αϕ♮i‖sup <∞ for all α ∈ Nd0. (6.1)
◭
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Remark. As seen in [77, Lemma 2.5], every regular partition of unity is also a Q-v0-BAPU, as long as v0 . 1. As
we will see in Corollary 6.5, the same also remains true for general v0.
Furthermore, it was shown in [78, Theorem 2.8] that every structured admissible covering Q admits a regular
partition of unity. Here, the semi-structured covering Q = (TiQ′i + bi)i∈I is called structured if Q′i = Q for all
i ∈ I and some fixed open set Q ⊂ Rd and if additionally, there is an open set P ⊂ Rd, compactly contained in Q,
such that the family (TiP + bi)i∈I covers all of O. 
Now that we have clarified our assumptions for this section, we state a version of Schur’s test which is suitable
for our setting. We remark that this lemma is in no way new; for example, it already appears in [46, Lemma 4.4].
Lemma 6.2. Let I, J 6= ∅ be two nonempty sets and let A = (Ai,j)(i,j)∈I×J ∈ CI×J . Let p ∈ (1,∞) and assume
that
C1 := sup
i∈I
∑
j∈J
|Ai,j | and C2 := sup
j∈J
∑
i∈I
|Ai,j |
are finite. Then the operator
−→
A : ℓp (J)→ ℓp (I) , (cj)j∈J 7→
∑
j∈J
Ai,jcj

i∈I
is well-defined and bounded with |||−→A ||| ≤ max {C1, C2}.
In case of p ∈ (0, 1], it suffices if
C
(p)
3 := sup
j∈J
∑
i∈I
|Ai,j |p
is finite. In this case, |||−→A ||| ≤
(
C
(p)
3
)1/p
.
Finally, in case of p =∞, it suffices if
C4 := sup
i∈I
∑
j∈J
|Ai,j |
is finite. In this case, |||−→A ||| ≤ C4. ◭
Proof. The statement for p ∈ (1,∞) follows from the more general form of Schur’s test as given e.g. in [29, Theorem
6.18], by considering I and J as measure spaces by equipping them with the counting measure. Strictly speaking,
that lemma assumes the underlying measure spaces to be σ-finite (i.e., I, J have to be countable), but since Tonelli’s
theorem is applicable to uncountable sets equipped with the counting measure, the proof given in [29] still works
even for uncountable I, J .
Now, let us assume p ∈ (0, 1]. In this case, we have
∥∥∥−→A (cj)j∈J∥∥∥p
ℓp
=
∑
i∈I
∣∣∣(−→A (cj)j∈J)
i
∣∣∣p =∑
i∈I
∣∣∣∣∣∣
∑
j∈J
Ai,j · cj
∣∣∣∣∣∣
p
(
since (
∑
aj)
p≤∑ apj for p∈(0,1] and aj≥0) ≤∑
i∈I
∑
j∈J
|Ai,j |p |cj |p
=
∑
j∈J
(
|cj |p
∑
i∈I
|Ai,j |p
)
≤ C(p)3 ·
∑
j∈J
|cj|p
= C
(p)
3 ·
∥∥∥(cj)j∈J∥∥∥p
ℓp
<∞,
so that
−→
A : ℓp (J)→ ℓp (I) is bounded with |||−→A |||ℓp→ℓp ≤
(
C
(p)
3
)1/p
.
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Finally, let p =∞. For arbitrary i ∈ I, we have∣∣∣(−→A (cj)j∈J)
i
∣∣∣ =
∣∣∣∣∣∣
∑
j∈J
Ai,j · cj
∣∣∣∣∣∣
≤
∑
j∈J
(|Ai,j | · |cj |)
≤
∥∥∥(cj)j∈J∥∥∥
ℓ∞
·
∑
j∈J
|Ai,j |
≤ C4 ·
∥∥∥(cj)j∈J∥∥∥
ℓp
.
As a further remark, we observe that the case p ∈ (1,∞) can be obtained by complex interpolation (i.e., by the
Riesz-Thorin Theorem [29, Theorem 6.27]) from the cases p = 1 and p =∞, since C1 = C4 and C2 = C(1)3 . 
In Lemma 6.4 below, we will derive a convenient estimate for the main term of the “infinite matrices” A,B,C
from Assumptions 3.1, 4.1 and 5.1, namely for the term
∥∥∥F−1 (ϕiγ̂(j))∥∥∥
Lpv0
. To derive this estimate, the following
lemma will be useful. It makes precise the notion that smoothness of f yields decay of f̂ . The statement itself is
probably folklore, so no originality is claimed.
Lemma 6.3. Let N ∈ N0 and g ∈ WN,1
(
Rd
)
. Then
(1 + |x|)N ·
∣∣F−1g (x)∣∣ ≤ (1 + d)N ·(∣∣F−1g (x)∣∣+ d∑
m=1
∣∣[F−1 (∂Nmg)] (x)∣∣
)
∀x ∈ Rd. (6.2)
◭
Remark. Here,WN,1
(
Rd
)
is the Sobolev space of all functions g ∈ L1 (Rd) for which all weak derivatives ∂αg with
|α| ≤ N satisfy ∂αg ∈ L1 (Rd). It is a Banach space when equipped with the norm ‖g‖WN,1 := ∑|α|≤N ‖∂αg‖L1 .
For N = 0, we use the convention WN,1
(
Rd
)
= L1
(
Rd
)
. 
Proof. It is well-known (see e.g. [1, Corollary 3.23]) that C∞c
(
Rd
) ⊂ WN,1 (Rd) is dense. Furthermore, since
F−1 : L1 (Rd)→ C0 (Rd) is well-defined and bounded, where the space C0 (Rd) of continuous functions vanishing at
infinity is equipped with the norm ‖h‖sup := supx∈Rd |h (x)|, it is not hard to see that F−1g (x) and
[F−1 (∂Nmg)] (x)
all depend continuously on g ∈WN,1 (Rd), for arbitrary x ∈ Rd and m ∈ d. Hence, we can without loss of generality
assume g ∈ C∞c
(
Rd
)
.
But under this assumption, we have (see e.g. [29, Theorem 8.22]) the standard identity[F−1 (∂Nmg)] (x) = (−2πixm)N · (F−1g) (x) ∀x ∈ Rd.
In particular, since (
k∑
i=1
ai
)N
≤ (k ·max {ai | i ∈ k})N ≤ kN ·
k∑
i=1
aNi
holds for arbitrary a1, . . . , ak ≥ 0 and because of |x| ≤ ‖x‖1, we get
(1 + |x|)N ·
∣∣(F−1g) (x)∣∣ ≤ (1 + d∑
m=1
|xm|
)N
·
∣∣(F−1g) (x)∣∣
≤ (d+ 1)N ·
∣∣(F−1g) (x)∣∣ ·(1 + d∑
m=1
∣∣xNm∣∣
)
= (d+ 1)N ·
(∣∣(F−1g) (x)∣∣+ d∑
m=1
∣∣∣∣∣
[F−1 (∂Nmg)] (x)
(2π)
N
∣∣∣∣∣
)
≤ (1 + d)N ·
(∣∣(F−1g) (x)∣∣+ d∑
m=1
∣∣[F−1 (∂Nmg)] (x)∣∣
)
for arbitrary x ∈ Rd, as desired. 
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Now, we are finally in a position to derive the promised estimate for
∥∥∥F−1 (ϕiγ̂(j))∥∥∥
Lpv0
.
Lemma 6.4. Suppose that (ϕi)i∈I satisfies Assumption 6.1. Let γ ∈ L1
(
Rd
)
and assume that γ̂ ∈ C∞ (Rd). For
j ∈ I, define
γJjK := F−1 (γ̂ ◦ S−1j ) = |detTj | ·Mbj [γ ◦ T Tj ] .
Then we have for arbitrary ε > 0, i, j ∈ I and p ∈ (0,∞) the estimate∥∥∥F−1 (γ̂JjK · ϕi)∥∥∥
Lpv0
≤ C0 ·
(
1+
∥∥T−1j Ti∥∥)⌈K+ d+εp ⌉ · |det Ti|− 1p ·∫
Qi
max
|α|≤⌈K+ d+εp ⌉
∣∣(∂αγ̂)(S−1j η)∣∣ d η
(ξ=S−1i η) ≤ C0 ·
(
1+
∥∥T−1j Ti∥∥)⌈K+ d+εp ⌉ · |det Ti|1− 1p ·∫
Q′i
max
|α|≤⌈K+ d+εp ⌉
∣∣(∂αγ̂)(S−1j Siξ)∣∣d ξ,
with
C0 := Ω
K
0 Ω1 · (4 · d)1+2⌈K+
d+ε
p ⌉ ·
(sd
ε
)1/p
· max
|α|≤⌈K+d+εp ⌉
C(α),
where the constants C(α) are defined in Assumption 6.1, equation (6.1). ◭
Remark. With the notation γJjK, the usual notation γ(j) for a family Γ = (γi)i∈I takes the form γ
(j) = γ
JjK
j . 
Proof. Set N :=
⌈
K + d+εp
⌉
. Now, recall from [78, Lemma 2.6] the identity
(∂α [f ◦A]) (x) =
∑
ℓ1,...,ℓk∈d
[Aℓ1,i1 · · ·Aℓk,ik · (∂ℓ1 · · · ∂ℓkf) (Ax)] ∀x ∈ Rd
for arbitrary A ∈ GL (Rd), k ∈ N, f ∈ Ck (Rd) and α = ∑km=1 eim ∈ Nd0, where (e1, . . . , ed) is the standard basis
of Rd. In particular, this implies for arbitrary k ∈ N that
|(∂α [f ◦A]) (x)| ≤ dk · ‖A‖k · max
|β|=k
∣∣(∂βf) (Ax)∣∣ ∀x ∈ Rd ∀α ∈ Nd0 with |α| = k and f ∈ Ck (Rd)
and this estimate obviously also holds for k = 0.
Thus, using the notation h♥ (ξ) := max|α|≤N |(∂αh) (ξ)| for ξ ∈ Rd and h ∈ C∞
(
Rd
)
, we get for arbitrary i ∈ I,
m ∈ d and ℓ ∈ {0} ∪N =
{
0, . . . ,
⌈
K + d+εp
⌉}
as well as T ∈ GL (Rd) that∣∣[∂ℓm (h ◦ S−1i ◦ T )] (ξ)∣∣ = ∣∣[∂ℓm (η 7→ h (T−1i Tη − T−1i bi))] (ξ)∣∣
≤ dℓ · ∥∥T−1i T∥∥ℓ · max|α|≤ℓ ∣∣(∂αh) (T−1i Tξ − T−1i bi)∣∣
(since ℓ≤N) ≤ dℓ ·
∥∥T−1i T∥∥ℓ · (h♥ ◦ S−1i ◦ T ) (ξ) .
Now, set g := ϕi · γ̂JjK ∈ C∞c
(
Rd
)
and apply Leibniz’s rule to the product
g ◦ T =
(
γ̂JjK ◦ T
)
· (ϕi ◦ T ) =
(
γ̂ ◦ S−1j ◦ T
) · (ϕ♮i ◦ S−1i ◦ T) ,
to see using the binomial theorem that
∣∣∂Nm (g ◦ T )∣∣ =
∣∣∣∣∣
N∑
ℓ=0
(
N
ℓ
)
· ∂ℓm
(
γ̂ ◦ S−1j ◦ T
) · ∂N−ℓm (ϕ♮i ◦ S−1i ◦ T)
∣∣∣∣∣
≤ [γ̂♥ ◦ S−1j ◦ T ] · [(ϕ♮i)♥ ◦ S−1i ◦ T ] · N∑
ℓ=0
[(
N
ℓ
)
· dN · ∥∥T−1j T∥∥ℓ ∥∥T−1i T∥∥N−ℓ]
= dN · (∥∥T−1j T∥∥+ ∥∥T−1i T∥∥)N · [γ̂♥ ◦ S−1j ◦ T ] · [(ϕ♮i)♥ ◦ S−1i ◦ T ] .
Now, set C2 := max|α|≤N C(α), with C(α) as in Assumption 6.1, equation (6.1). Because of suppϕ
♮
i ⊂ Q′i, this
yields (ϕ♮i)
♥ ≤ C2 · 1Q′i and thus
(ϕ♮i)
♥ ◦ S−1i ◦ T ≤ C2 · 1T−1(Qi) = C2 · 1Qi ◦ T.
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Hence, ∣∣∂Nm (g ◦ T )∣∣ ≤ dNC2 · (∥∥T−1j T∥∥+ ∥∥T−1i T∥∥)N · [γ̂♥ ◦ S−1j ◦ T ] · (1Qi ◦ T )
= dNC2 ·
(∥∥T−1j T∥∥+ ∥∥T−1i T∥∥)N · [(γ̂♥ ◦ S−1j ) · 1Qi] ◦ T,
as well as
|g ◦ T | =
∣∣∣(γ̂ ◦ S−1j ◦ T ) · (ϕ♮i ◦ S−1i ◦ T)∣∣∣ ≤ C2 · [(γ̂♥ ◦ S−1j ) · 1Qi] ◦ T.
By combining Lemma 6.3, equation (6.2) (with g ◦ T instead of g) with the preceding estimates, we arrive at
(1 + |x|)N · ∣∣[F−1 (g ◦ T )] (x)∣∣ ≤ (1 + d)N ·(∣∣[F−1 (g ◦ T )] (x)∣∣+ d∑
m=1
∣∣[F−1 (∂Nm (g ◦ T ))] (x)∣∣
)
≤ (1 + d)N ·
(
‖g ◦ T ‖L1 +
d∑
m=1
∥∥∂Nm (g ◦ T )∥∥L1
)
≤ (1+d)N C2 ·
∥∥[(γ̂♥ ◦ S−1j ) · 1Qi] ◦ T∥∥L1 ·
(
1+
d∑
m=1
dN · (∥∥T−1j T∥∥+∥∥T−1i T∥∥)N
)
(†)
≤ dN+1 (1 + d)N C2 ·
(
1 +
∥∥T−1j T∥∥+ ∥∥T−1i T∥∥)N · |det T |−1 · ∥∥(γ̂♥ ◦ S−1j ) · 1Qi∥∥L1
≤ (1 + d)1+2N · C2 ·
(
1 +
∥∥T−1j T∥∥+ ∥∥T−1i T∥∥)N · |detT |−1 · ∥∥(γ̂♥ ◦ S−1j ) · 1Qi∥∥L1
=: |detT |−1 · C(i,j,T )3 ,
where the step marked with (†) used that 1+ aN ≤ (1 + a)N for a ≥ 0, as can be seen by expanding the right-hand
side using the binomial theorem.
Now, we choose T = Ti and note
[F−1 (g ◦ Ti)] (x) = |detTi|−1 · (F−1g) (T−Ti x), so that we have shown∣∣(F−1g) (T−Ti x)∣∣ ≤ C(i,j,Ti)3 · (1 + |x|)−N and thus ∣∣(F−1g) (y)∣∣ ≤ C(i,j,Ti)3 · (1 + ∣∣T Ti y∣∣)−N for all y ∈ Rd. In
conjunction with equation (1.11) and because of v0 (y) ≤ Ω1 · (1 + |y|)K , we arrive at
v0 (y) ·
∣∣(F−1g) (y)∣∣ ≤ Ω1 · (1 + |y|)K · ∣∣(F−1g) (y)∣∣
(eq. (1.11)) ≤ ΩK0 Ω1 · C(i,j,Ti)3 ·
(
1 +
∣∣T Ti y∣∣)K−N .
By taking the Lp-quasi-norm of this estimate, we arrive at∥∥F−1g∥∥
Lpv0
≤ ΩK0 Ω1 · C(i,j,Ti)3 ·
∥∥∥(1 + ∣∣T Ti •∣∣)K−N∥∥∥
Lp
= ΩK0 Ω1 · C(i,j,Ti)3 · |detTi|−1/p ·
∥∥∥(1 + |•|)−(N−K)∥∥∥
Lp
(eq. (1.9)) ≤ ΩK0 Ω1 · C(i,j,Ti)3 · |detTi|−1/p ·
(sd
ε
)1/p
,
where the last step used our choice of N =
⌈
K + d+εp
⌉
.
This proves the claim, since
C
(i,j,Ti)
3 = (1 + d)
1+2N · C2 ·
(
2 +
∥∥T−1j Ti∥∥)N · ∥∥(γ̂♥ ◦ S−1j ) · 1Qi∥∥L1
≤ (4d)1+2N · C2 ·
(
1 +
∥∥T−1j Ti∥∥)N · ∫
Qi
max
|α|≤⌈K+ d+εp ⌉
∣∣(∂αγ̂) (S−1j ξ)∣∣ d ξ. 
As a consequence of the preceding estimate, we see in particular that every regularQ-BAPU is also a Q-v0-BAPU,
even for v0 6≡ 1.
Corollary 6.5. Every regular Q-BAPU Φ = (ϕi)i∈I is a Q-v0-BAPU.
In fact, there is some ̺ ∈ C∞c
(
Rd
)
, depending only on Q :=
⋃
i∈I Q
′
i (and thus only on Q), such that
CQ,Φ,v0,p ≤ ΩK0 Ω1 · (4 · d)1+2⌈K+
d+ε
p ⌉ ·
(sd
ε
)1/p
· 2⌈K+ d+εp ⌉ · λd (Q) · max
|α|≤⌈K+d+εp ⌉
‖∂α̺‖sup · max|α|≤⌈K+ d+εp ⌉
C(α),
where ε > 0 can be chosen arbitrarily. ◭
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Proof. The set Q ⊂ Rd is compact, so that there is some γ ∈ S (Rd) satisfying γ̂ ∈ C∞c (Rd) and γ ≡ 1 on Q. In
the notation of Lemma 6.4, this entails γ̂JjK = γ̂ ◦ S−1j ≡ 1 on SjQ ⊃ SjQ′j = Qj . But because of ϕj ≡ 0 outside of
Qj , this implies γ̂JjK · ϕj = ϕj , so that Lemma 6.4 yields (with C0 as in that lemma) that∥∥F−1ϕj∥∥Lpv0 = ∥∥∥F−1 (γ̂JjK · ϕj)∥∥∥Lpv0
≤ C0 ·
(
1+
∥∥T−1j Tj∥∥)⌈K+d+εp ⌉· |detTj |1− 1p ·∫
Q′j
max
|α|≤⌈K+ d+εp ⌉
∣∣(∂αγ̂)(S−1j Sjξ)∣∣d ξ
≤ C0 · 2⌈K+
d+ε
p ⌉ · |detTj |1−
1
p ·λd
(
Q′j
) · max
|α|≤⌈K+ d+εp ⌉
‖∂αγ̂‖sup
≤ C0 · 2⌈K+
d+ε
p ⌉ · λd (Q) · max
|α|≤⌈K+ d+εp ⌉
‖∂αγ̂‖sup · |detTj|1−
1
p
=: C · |detTj|1−
1
p ,
where C > 0 is independent of j ∈ I. Recalling the definition of a Q-v0-BAPU from Subsection 1.3, this yields the
claim, with ̺ := γ̂. 
Using Schur’s test as well as the estimates given in Lemma 6.4, we can now derive simplified sufficient criteria
which ensure that a given family Γ = (γi)i∈I of prototypes indeed generates a Banach frame (as in Theorem 4.7)
or an atomic decomposition (as in Theorem 5.6). We start with a simplified criterion for Banach frames.
Corollary 6.6. Assume that (ϕi)i∈I satisfies Assumption 6.1. Then, for each p, q ∈ (0,∞], there are
N ∈ N, σ > 0, and τ > 0
with the following property: If the family Γ = (γi)i∈I satisfies the following:
(1) We have γi ∈ L1(1+|•|)K
(
Rd
)
and γ̂i ∈ C∞
(
Rd
)
for all i ∈ I, where all partial derivatives of γ̂i are
polynomially bounded.
(2) We have γi ∈ C1
(
Rd
)
and ∂ℓγi ∈ L1v0
(
Rd
) ∩ L∞ (Rd) for all ℓ ∈ d and i ∈ I.
(3) The family Γ = (γi)i∈I satisfies Assumption 3.6.
(4) We have
C1 := sup
i∈I
∑
j∈I
Mj,i <∞ and C2 := sup
j∈I
∑
i∈I
Mj,i <∞
with
Mj,i :=
(
wj
wi
)τ
· (1 + ∥∥T−1j Ti∥∥)σ · max|β|≤1
(
|detTi|−1 ·
∫
Qi
max
|α|≤N
∣∣∣(∂α∂̂βγj)(S−1j ξ)∣∣∣d ξ)τ .
Then Γ fulfills Assumptions 4.1 and 3.6 and thus all assumptions of Theorem 4.7.
In fact, the following choices are possible, for an arbitrary ε > 0:
N =
⌈
K +
d+ ε
min {1, p}
⌉
,
τ = min {1, p, q} =
{
min {1, q} , if p ∈ [1,∞] ,
min {q, p} , if p ∈ (0, 1) ,
σ = τ ·
(
d
min {1, p} +K +
⌈
K +
d+ ε
min {1, p}
⌉)
=
{
min {1, q} · (d+K + ⌈K + d+ ε⌉) , if p ∈ [1,∞] ,
min {p, q} ·
(
d
p +K +
⌈
K + d+εp
⌉)
, if p ∈ (0, 1) .
With these choices, we even have |||−→A |||max{1, 1p} ≤ C ·
(
C
1/τ
1 + C
1/τ
2
)
and |||−→B |||max{1, 1p} ≤ C ·
(
C
1/τ
1 + C
1/τ
2
)
for
C := ΩK0 Ω1 · d1/min{1,p} · (4 · d)1+2⌈K+
d+ε
min{1,p}⌉ ·
(sd
ε
)1/min{1,p}
· max
|α|≤⌈K+ d+εmin{1,p}⌉
C(α). ◭
Remark. As usual, the most important special case is when γi = γ is independent of i ∈ I. In this case, validity
of Assumption 3.6 can be verified easily using Lemma 3.7. The same lemma is also highly helpful if {γi | i ∈ I} is
finite, i.e., if only a finite number of different prototypes is used. 
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Proof. Since our assumptions clearly include those of Assumption 3.6, we only need to verify Assumption 4.1. This
means the following:
• We have γi ∈ C1
(
Rd
)
and the gradient φi := ∇γi is bounded and satisfies φi ∈ L1v0
(
Rd;Cd
)
, as well as
φ̂i ∈ C∞
(
Rd;Cd
)
. All of these properties except the last are included in our assumptions. But standard
properties of the Fourier transform show ∂̂ℓγi (ξ) = 2πiξℓ · γ̂i (ξ) for ξ ∈ Rd, so that ∂̂ℓγi ∈ C∞
(
Rd
)
, since
γ̂i ∈ C∞
(
Rd
)
.
• Assumption 3.1 is satisfied. For this, it remains—in view of our present assumptions—to check that the
operator
−→
A : ℓr
wmin{1,p}
(I) → ℓr
wmin{1,p}
(I) is bounded, where r := max
{
q, qp
}
and A = (Aj,i)j,i∈I is given
by
Aj,i :=

∥∥∥F−1 (ϕi · γ̂(j))∥∥∥
L1v0
, if p ∈ [1,∞] ,(
1 +
∥∥T−1j Ti∥∥)d · |detTi|1−p · ∥∥∥F−1 (ϕi · γ̂(j))∥∥∥p
Lpv0
, if p ∈ (0, 1) .
• The infinite matrix B = (Bj,i)j,i∈I defines a bounded linear operator
−→
B : ℓr
wmin{1,p}
(I) → ℓr
wmin{1,p}
(I),
where r = max
{
q, qp
}
as above, φi = ∇γi for i ∈ I and
Bj,i :=

(
1 +
∥∥T−1j Ti∥∥)K+d · ∥∥∥F−1 (ϕi · φ̂(j))∥∥∥
L1v0
, if p ∈ [1,∞] ,(
1 +
∥∥T−1j Ti∥∥)pK+d · |detTi|1−p · ∥∥∥F−1 (ϕi · φ̂(j))∥∥∥p
Lpv0
, if p ∈ (0, 1) .
Here, φ(j) is defined as in equation (3.1), with γj replaced by φj .
Hence, in the following, we verify boundedness of
−→
A and
−→
B .
We first make the auxiliary observation that a matrix operator
−→
C : ℓqv (I)→ ℓqv (I) is bounded if and only if the
operator
−→
Cv : ℓ
q (I)→ ℓq (I) is bounded, where
(Cv)j,i =
vj
vi
· Cj,i.
This simply comes from the fact that mv : ℓ
q
v (I)→ ℓq (I) , (xi)i∈I 7→ (vixi)i∈I is an isometric isomorphism and that[−→
C : ℓqv (I)→ ℓqv (I)
]
= m−1v ◦
(
mv ◦ −→C ◦m−1v
)
◦mv,
where a direct calculation shows mv ◦ −→C ◦m−1v =
−→
Cv. Since mv is isometric, we also get |||−→Cv||| = |||−→C |||.
Now, let us first consider the case p ∈ [1,∞]. Here, we want to have −→A : ℓqw (I) → ℓqw (I) and likewise for
−→
B .
Recall γ(j) = γ
JjK
j in the notation of Lemma 6.4. Hence, an application of that lemma (with p = 1) yields, with C
as in the statement of the present corollary,
(Aw)j,i =
wj
wi
·Aj,i ≤ C
d
· wj
wi
· [1 + ∥∥T−1j Ti∥∥]⌈K+d+ε⌉ · |detTi|−1 · ∫
Qi
max
|α|≤⌈K+d+ε⌉
∣∣(∂αγ̂j) (S−1j ξ)∣∣d ξ
≤ C · wj
wi
· [1 + ∥∥T−1j Ti∥∥]K+d+⌈K+d+ε⌉ · |detTi|−1 · max|β|≤1
∫
Qi
max
|α|≤N
∣∣∣(∂α∂̂βγj) (S−1j ξ)∣∣∣ d ξ
≤ C ·M1/min{1,q}j,i .
Likewise, using |φj | =
∣∣∣∇̂γj∣∣∣ ≤∑dℓ=1 ∣∣∣∂̂ℓγj∣∣∣, we get
(Bw)j,i =
wj
wi
·Bj,i ≤ d · wj
wi
· (1 + ∥∥T−1j Ti∥∥)K+d · max|β|=1
∥∥∥∥F−1(ϕi · ̂(∂βγj)JjK)∥∥∥∥
L1v0
(Lemma 6.4 with ∂βγj instead of γ) ≤ C ·wj
wi
·(1+∥∥T−1j Ti∥∥)K+d+⌈K+d+ε⌉max|β|=1
[
|detTi|−1
∫
Qi
max
|α|≤N
∣∣∣(∂α∂̂βγj)(S−1j ξ)∣∣∣ d ξ]
≤ C ·M1/min{1,q}j,i .
But Lemma 6.2 shows that
−→
Aw : ℓ
q (I)→ ℓq (I) is bounded as soon as we have K1 := supi∈I
∑
j∈I (Aw)
min{1,q}
j,i <∞
andK2 := supj∈I
∑
i∈I (Aw)
min{1,q}
j,i <∞. Further, that lemma also shows |||
−→
Aw||| ≤ max
{
K
1/min{1,q}
1 ,K
1/min{1,q}
2
}
.
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Since we have by assumption that C1 = supi∈I
∑
j∈I Mj,i < ∞ and C2 = supj∈I
∑
i∈I Mj,i < ∞, we get
K
1/min{1,q}
1 ≤ C · C1/min{1,q}1 = C · C1/τ1 and likewise K1/min{1,q}2 ≤ C · C1/min{1,q}2 = C · C1/τ2 , so that
|||−→Aw||| ≤ C · max
{
C
1/τ
1 , C
1/τ
2
}
. The same arguments show that
−→
Bw : ℓ
q (I) → ℓq (I) is bounded and satisfies
|||−→Bw||| ≤ C ·max
{
C
1/τ
1 , C
1/τ
2
}
. In view of the auxiliary observation from above, this completes the proof in case
of p ∈ [1,∞].
Now, let p ∈ (0, 1). In this case, we want to have −→A : ℓq/pwp (I) → ℓq/pwp (I) and likewise for
−→
B . But Lemma 6.4
yields, because of γ(j) = γ
JjK
j ,
(Awp)j,i =
(
wj
wi
)p
·Aj,i
=
(
wj
wi
)p
· (1 + ∥∥T−1j Ti∥∥)d · |det Ti|1−p · ∥∥∥F−1 (ϕi · γ̂(j))∥∥∥p
Lpv0
≤ (C/d)p ·
(
wj
wi
)p (
1 +
∥∥T−1j Ti∥∥)d+p⌈K+ d+εp ⌉ |detTi|1−p |detTi|−1
(∫
Qi
max
|α|≤⌈K+ d+εp ⌉
∣∣(∂αγ̂j)(S−1j ξ)∣∣d ξ
)p
= (C/d)
p ·
(
wj
wi
)p (
1 +
∥∥T−1j Ti∥∥)d+p⌈K+ d+εp ⌉(|detTi|−1 ∫
Qi
max
|α|≤N
∣∣(∂αγ̂j) (S−1j ξ)∣∣ d ξ)p
≤ (C/d)p ·M1/min{1,
q
p}
j,i ,
where the last step used
min
{
1,
q
p
}
·
(
d+ p
⌈
K +
d+ ε
p
⌉)
= min {p, q} ·
(
d
p
+
⌈
K +
d+ ε
p
⌉)
≤ σ.
Furthermore, since p ∈ (0, 1), we have
(∑d
ℓ=1 aℓ
)p
≤ ∑dℓ=1 apℓ for a1, . . . , ad ≥ 0, so that the Lp-norm of a vector
valued (measurable) function f : Rd → Cd can be estimated as follows:
‖(f1, . . . , fd)‖pLp =
∫
Rd
|(f1, . . . , fd) (x)|p dx ≤
∫
Rd
(
d∑
ℓ=1
|fℓ (x)|
)p
dx
≤
∫
Rd
d∑
ℓ=1
|fℓ (x)|p dx =
d∑
ℓ=1
‖fℓ‖pLp ≤ d ·max
ℓ∈d
‖fℓ‖pLp .
Consequently,
(Bwp)j,i =
(
wj
wi
)p
· Bj,i
=
(
wj
wi
)p
· (1 + ∥∥T−1j Ti∥∥)pK+d · |detTi|1−p · ∥∥∥F−1 (ϕi · φ̂(j))∥∥∥p
Lpv0
(since φj=∇γj) ≤ d ·
(
wj
wi
)p
· (1 + ∥∥T−1j Ti∥∥)pK+d · |det Ti|1−p · max|β|=1
∥∥∥∥F−1(ϕi · ̂(∂βγj)JjK)∥∥∥∥p
Lpv0
(Lem. 6.4 /w ∂βγj inst. of γj) ≤ d ·
(
C/d
1
p
)p
·
(
wj
wi
)p (
1 +
∥∥T−1j Ti∥∥)pK+d · |detTi|1−p
· max
|β|≤1
[(
1 +
∥∥T−1j Ti∥∥)⌈K+d+εp ⌉ |detTi|− 1p ∫
Qi
max
|α|≤⌈K+d+εp ⌉
∣∣∣(∂α∂̂βγj)(S−1j ξ)∣∣∣d ξ
]p
= Cp ·
(
wj
wi
)p(
1+
∥∥T−1j Ti∥∥)p( dp+K+⌈K+ d+εp ⌉)
· max
|β|≤1
[
|detTi|−1
∫
Qi
max
|α|≤N
∣∣∣(∂α∂̂βγj)(S−1j ξ)∣∣∣ d ξ]p
= Cp ·M1/min{1,
q
p}
j,i .
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Now, the remainder of the proof is similar to the case p ∈ [1,∞]: Lemma 6.2 shows that −−→Awp : ℓq/p (I)→ ℓq/p (I)
is bounded as soon as we have K3 := supi∈I
∑
j∈I (Awp)
min{1, qp}
j,i <∞ and K4 := supj∈I
∑
i∈I (Awp)
min{1, qp}
j,i <∞.
Further, that lemma also shows |||−−→Awp ||| ≤ max
{
K
1/min{1,q/p}
3 ,K
1/min{1,q/p}
4
}
. Since we have by assumption that
C1 = supi∈I
∑
j∈I Mj,i <∞ and C2 = supj∈I
∑
i∈I Mj,i <∞, we get
|||−−→Awp |||max{1,
1
p} = |||−−→Awp |||1/p
≤ max
{
K
1
p · 1min{1,q/p}
3 , K
1
p · 1min{1,q/p}
4
}
= max
{
K
1/min{p,q}
3 ,K
1/min{p,q}
4
}
≤ max

sup
i∈I
∑
j∈I
[
Cp·min{1, qp} ·Mj,i
]1/min{p,q} , (sup
j∈I
∑
i∈I
[
Cp·min{1, qp} ·Mj,i
])1/min{p,q}
≤ max
{
C · C1/τ1 , C · C1/τ2
}
= C ·max
{
C
1/τ
1 , C
1/τ
2
}
.
Exactly the same arguments also yield |||−−→Bwp |||max{1,
1
p} ≤ C ·max
{
C
1/τ
1 , C
1/τ
2
}
. 
Our next result yields simplified criteria for the application of Theorem 5.6, which yields atomic decompositions
for D (Q, Lpv, ℓqw).
Corollary 6.7. Assume that (ϕi)i∈I satisfies Assumption 6.1. Then, for each p, q ∈ (0,∞], there are
N ∈ N, σ > 0, ϑ ≥ 0 and τ > 0
with the following property: If the families Γ = (γi)i∈I and Γℓ = (γi,ℓ)i∈I (with ℓ ∈ {1, 2}) satisfy the following
properties:
(1) All γi, γi,1, γi,2 are measurable functions Rd → C,
(2) We have γi,1 ∈ L1(1+|•|)K
(
Rd
)
for all i ∈ I.
(3) We have γi,2 ∈ C1
(
Rd
)
for all i ∈ I.
(4) With K0 := K +
d
min{1,p} + 1, we have
Ω
(p,K)
4 := sup
i∈I
‖γi,2‖K0 + sup
i∈I
‖∇γi,2‖K0 <∞,
where ‖f‖K0 := supx∈Rd (1 + |x|)
K0 |f (x)|.
(5) We have ‖γi‖K0 <∞ for all i ∈ I.
(6) We have γi = γi,1 ∗ γi,2 for all i ∈ I.
(7) We have γ̂i,1, γ̂i,2 ∈ C∞
(
Rd
)
and all partial derivatives of γ̂i,1, γ̂i,2 are polynomially bounded for all i ∈ I.
(8) Γ = (γi)i∈I satisfies Assumption 3.6.
(9) We have
K1 := sup
i∈I
∑
j∈I
Ni,j <∞ and K2 := sup
j∈I
∑
i∈I
Ni,j <∞
with
Ni,j :=
(
wi
wj
· (|detTj |/ |det Ti|)ϑ)τ · (1 + ∥∥T−1j Ti∥∥)σ · (|detTi|−1 · ∫
Qi
max
|α|≤N
∣∣(∂αγ̂j,1) (S−1j ξ)∣∣ d ξ)τ .
Then the families Γ,Γ1,Γ2 fulfill Assumption 5.1 and the family Γ satisfies Assumption 3.6, so that Theorem 5.6
is applicable to Γ.
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In fact, the following choices are possible, for an arbitrary ε > 0:
N =
⌈
K +
d+ ε
min {1, p}
⌉
,
τ = min {1, p, q} =
{
min {1, q} , if p ∈ [1,∞] ,
min {p, q} , if p ∈ (0, 1) ,
σ =
{
min {1, q} · ⌈K + d+ ε⌉ , if p ∈ [1,∞] ,
min {p, q} ·
(
d
p +K +
⌈
K + d+εp
⌉)
, if p ∈ (0, 1) ,
ϑ =
{
0, if p ∈ [1,∞] ,
1
p − 1, if p ∈ (0, 1) .
With these choices, we even have |||−→C |||max{1, 1p} ≤ Ω ·
(
K
1/τ
1 +K
1/τ
2
)
, where
−→
C : ℓ
max{q,q/p}
wmin{1,p}
(I) → ℓmax{q,q/p}
wmin{1,p}
(I)
is defined as in Assumption 5.1 and where
Ω := ΩK0 Ω1 · (4 · d)1+2⌈K+
d+ε
min{1,p}⌉ ·
(sd
ε
)1/min{1,p}
· max
|α|≤N
C(α) ◭
Proof. First, our assumptions clearly imply that Assumption 3.6 is satisfied. Hence, we only need to verify As-
sumption 5.1, which means the following:
• We have γi,1, γi,2 ∈ L1(1+|•|)K
(
Rd
)
for all i ∈ I. For γi,1, this is part of our assumptions. But for γi,2, we
have ‖γi,2‖K0 <∞, which implies
∥∥∥(1 + |•|)K · γi,2∥∥∥
K0−K
<∞. Because of K0−K = dmin{1,p} +1 ≥ d+1,
this easily implies γi,2 ∈ L1(1+|•|)K
(
Rd
)
; see also the remark after Assumption 5.1.
• We have γi = γi,1 ∗ γi,2 for all i ∈ I, which is part of our assumptions.
• We have γ̂i,1, γ̂i,2 ∈ C∞
(
Rd
)
, with all partial derivatives of γ̂i,1, γ̂i,2 being polynomially bounded. Again,
this is part of our assumptions.
• We have γi,2 ∈ C1
(
Rd
)
with ∇γi,2 ∈ L1v0
(
Rd
)
. The first of these properties is part of our assumptions and
the second property follows easily from ‖∇γi,2‖K0 ≤ Ω
(p,K)
4 <∞, cf. the remark after Assumption 5.1.
• We have Ω(p,K)4 <∞, where the constant Ω(p,K)4 is defined as in the present corollary. Hence, this prereq-
uisite is part of our assumptions.
• We have ‖γi‖K0 <∞ for all i ∈ I, which is again part of our assumptions.
• The operator −→C : ℓr
wmin{1,p}
(I)→ ℓr
wmin{1,p}
(I) is bounded, where r = max
{
q, qp
}
and where
Ci,j :=

∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥
L1v0
, if p ∈ [1,∞] ,
(
1 +
∥∥T−1j Ti∥∥)pK+d · |detTj |1−p · ∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥p
Lpv0
, if p ∈ (0, 1) .
Thus, in the remainder of the proof, we only need to verify boundedness of
−→
C . First of all, we recall from the proof
of Corollary 6.6 that we have |||−→C ||| =
∣∣∣∣∣∣∣∣∣−−−−−−→Cwmin{1,p}∣∣∣∣∣∣∣∣∣
ℓr→ℓr
, where
(Cwmin{1,p})i,j :=
wi
wj
· Ci,j .
To prove boundedness of
−−−−−−→
Cwmin{1,p} , we distinguish the cases p ∈ [1,∞] and p ∈ (0, 1).
For p ∈ [1,∞], we want to have −→Cw : ℓq (I) → ℓq (I). But Lemma 6.4 (with p = 1 and with γj,1 instead of γ)
yields because of γ
(j)
1 = γ
JjK
j,1 that
(Cw)i,j =
wi
wj
· Ci,j = wi
wj
·
∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥
L1v0
≤ Ω · wi
wj
· (1 + ∥∥T−1j Ti∥∥)⌈K+d+ε⌉ · |detTi|−1 · ∫
Qi
max
|α|≤N
∣∣(∂αγ̂j,1) (S−1j η)∣∣ d η
= Ω ·N1/min{1,q}i,j .
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Finally, Lemma 6.2 shows that
|||−→Cw|||ℓq→ℓq ≤ max

sup
i∈I
∑
j∈I
∣∣∣(Cw)i,j∣∣∣min{1,q}
1/min{1,q} , (sup
j∈I
∑
i∈I
∣∣∣(Cw)i,j∣∣∣min{1,q}
)1/min{1,q}
≤ Ω ·max

sup
i∈I
∑
j∈I
Ni,j
1/min{1,q} , (sup
j∈I
∑
i∈I
Ni,j
)1/min{1,q}
= Ω ·max
{
K
1/τ
1 , K
1/τ
2
}
,
as desired.
In case of p ∈ (0, 1), we want to have −−→Cwp : ℓq/p (I)→ ℓq/p (I). But Lemma 6.4 (with γj,1 instead of γ) yields
(Cwp)i,j =
(
wi
wj
)p
· Ci,j =
(
wi
wj
)p
· (1 + ∥∥T−1j Ti∥∥)pK+d · |detTj |1−p · ∥∥∥∥F−1(ϕi · γ̂(j)1 )∥∥∥∥p
Lpv0
≤ Ωp ·
(
wi
wj
)p (
1+
∥∥T−1j Ti∥∥)p( dp+K+⌈K+d+εp ⌉) |detTj |1−p |detTi|−1(∫
Qi
max
|α|≤N
∣∣(∂αγ̂j,1)(S−1j η)∣∣ d η)p
= Ωp ·
(
wi
wj
·
( |detTj |
|detTi|
) 1
p−1 (
1 +
∥∥T−1j Ti∥∥) dp+K+⌈K+d+εp ⌉ |detTi|−1 ∫
Qi
max
|α|≤N
∣∣(∂αγ̂j,1) (S−1j η)∣∣ d η
)p
≤ Ωp ·N1/min{1,
q
p}
i,j .
Finally, Lemma 6.2 shows that
|||−−→Cwp |||1/pℓq/p→ℓq/p ≤
max

sup
i∈I
∑
j∈I
(Cwp)
min{1, qp}
i,j
1/min{1,
q
p}
,
(
sup
j∈I
∑
i∈I
(Cwp)
min{1, qp}
i,j
)1/min{1, qp}

1/p
≤ Ω ·max

sup
i∈I
∑
j∈I
Ni,j
1/min{p,q} ,(sup
j∈I
∑
i∈I
Ni,j
)1/min{p,q}
= Ω ·max
{
K
1/τ
1 ,K
1/τ
2
}
,
as desired. 
One remaining limitation of Corollary 6.7 is the assumption γi = γi,1 ∗ γi,2 with certain assumptions on γi,1 and
γi,2. For a given function γ (or γi), it can be cumbersome to verify that it can be factorized as the convolution
product of two such functions.
Hence, we close this section by providing more readily verifiable criteria which ensure that such a factorization
is possible. For reasons that will become clear later, we begin with the following technical result:
Lemma 6.8. For ξ ∈ Rd, set {ξ} := 1 + |ξ|2. Then, for each θ ∈ R and each α ∈ Nd0, there is a polynomial
Pθ,α ∈ R [ξ1, . . . , ξd] of degree degPθ,α ≤ |α| satisfying
∂α {ξ}θ = {ξ}θ−|α| · Pθ,α (ξ) ∀ξ ∈ Rd,
as well as |Pθ,α (ξ)| ≤ C · (1 + |ξ|)|α| for all ξ ∈ Rd, where
C = |α|! · [2 · (1 + d+ |θ|)]|α| .
In particular, we have∣∣∣∂α {ξ}θ∣∣∣ ≤ 2|θ|+|α|C · (1 + |ξ|)2θ−|α| ≤ 2|θ|+|α|C · (1 + |ξ|)2θ ∀ξ ∈ Rd. ◭
Proof. We prove existence of the polynomial Pθ,α by induction on N = |α| ∈ N0. But to do this, we need a slightly
different formulation of the claim: For P =
∑
σ∈Nd0 cσξ
σ ∈ R [ξ1, . . . , ξd], we define ‖P‖∗ :=
∑
σ∈Nd0 |cσ|. Below,
we will prove by induction on N = |α| ∈ N0 that the polynomial Pθ,α satisfying ∂α {ξ}θ={ξ}θ−|α| · Pθ,α (ξ) can
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be chosen to satisfy ‖Pθ,α‖∗ ≤ C with C as in the statement of the lemma. This will imply the claim, since, for
suitable coefficients cσ = cσ (Pθ,α), we have
|Pθ,α (ξ)| ≤
∑
|σ|≤|α|
|cσ| · |ξσ| ≤
∑
|σ|≤|α|
|cσ| · (1 + |ξ|)|σ|
≤ (1 + |ξ|)|α| · ‖Pθ,α‖∗ ≤ C · (1 + |ξ|)|α|
for all ξ ∈ Rd.
It remains to prove the modified claim by induction on N . For N = 0, all properties are trivially satisfied for
Pθ,α ≡ 1.
For the induction step, we observe that each α ∈ Nd0 with |α| = N + 1 can be written as α = β + ej for some
j ∈ d, where ej is the j-th standard basis vector and where β ∈ Nd0 with |β| = N . Now, a direct calculation yields
∂α {ξ}θ = ∂j∂β {ξ}θ = ∂j
[
{ξ}θ−|β| · Pθ,β (ξ)
]
= {ξ}θ−|β| · ∂jPθ,β (ξ) + Pθ,β (ξ) · (θ − |β|) · {ξ}θ−|β|−1 · ∂j {ξ}
= {ξ}θ−|α| [{ξ} · ∂jPθ,β (ξ) + 2 (θ − |β|) · ξj · Pθ,β (ξ)]
=: {ξ}θ−|α| · Pθ,α (ξ) .
Since deg [{ξ} · ∂jPθ,β] ≤ 2 + degPθ,β − 1 ≤ |β|+ 1 = |α|, it is not hard to see that degPθ,α ≤ |α|.
Next, observe for σ ∈ Nd0 with σj ≥ 1 that
∂jξ
σ =
∏
ℓ 6=j
ξσℓℓ · ∂jξσjj = σj · ξσ−ej ∀ξ ∈ Rd.
Furthermore, ∂jξ
σ ≡ 0 in case of σj = 0. For Pθ,β (ξ) =
∑
|σ|≤|β| cσξ
σ, this implies
‖∂jPθ,β‖∗ ≤
∑
|σ|≤|β|
|cσ| · ‖∂jξσ‖∗ ≤
∑
|σ|≤|β|
σj≥1
σj · |cσ| ≤ |β| · ‖Pθ,β‖∗ .
Furthermore, since ‖ξσ · P‖∗ = ‖P‖∗ for each polynomial P ∈ R [ξ1, . . . , ξd] and each σ ∈ Nd0 and since we have
{ξ} = 1 +∑dℓ=1 ξ2eℓ , we get
‖Pθ,α‖∗ ≤ ‖∂jPθ,β‖∗ +
d∑
ℓ=1
∥∥ξ2eℓ · ∂jPθ,β∥∥∗ + 2 |θ − |β|| · ‖ξj · Pθ,β‖∗
≤ (1 + d) · ‖∂jPθ,β‖∗ + 2 (|θ|+ |β|) · ‖Pθ,β‖∗
≤ ‖Pθ,β‖∗ [(1 + d) · |β|+ 2 (|θ|+ |β|)]
≤ ‖Pθ,β‖∗ [(1 + d) · (1 + |β|) + 2 (1 + |θ|) (1 + |β|)]
≤ |α| · [(1 + d) + 2 (1 + |θ|)] · ‖Pθ,β‖∗
(since d≥1) ≤ |α| · 2 (1 + d+ |θ|) · ‖Pθ,β‖∗ .
Since ‖Pθ,β‖∗ ≤ |β|! · [2 (1 + d+ |θ|)]|β| by induction and since |α| = |β|+ 1, the induction is complete.
It remains to verify the final statement of the lemma. To this end, note
1
2
(1 + |ξ|)2 ≤ {ξ} = 1 + |ξ|2 ≤ (1 + |ξ|)2 ≤ 2 · (1 + |ξ|)2 ,
so that {ξ}̺ ≤ 2|̺| · (1 + |ξ|)2̺ for all ̺ ∈ R and ξ ∈ Rd. Hence,∣∣∣∂α {ξ}θ∣∣∣ = ∣∣∣{ξ}θ−|α| · Pθ,α (ξ)∣∣∣ ≤ 2|θ−|α|| · (1 + |ξ|)2θ−2|α| · |Pθ,α (ξ)|
≤ 2|θ|+|α|C · (1 + |ξ|)2θ−|α| ,
as claimed. 
Lemma 6.9. Let ̺ ∈ L1 (Rd) with ̺ ≥ 0. Let N ≥ d+ 1 and assume that γ ∈ L1 (Rd) satisfies γ̂ ∈ CN (Rd) with
|∂αγ̂ (ξ)| ≤ ̺ (ξ) · (1 + |ξ|)−(d+1+ε) ∀ξ ∈ Rd ∀α ∈ Nd0 with |α| ≤ N
for some ε ∈ (0, 1].
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Then there are functions γ1 ∈ C0
(
Rd
) ∩ L1 (Rd) and γ2 ∈ C1 (Rd) ∩W 1,1 (Rd) with γ = γ1 ∗ γ2 and with the
following additional properties:
(1) We have ‖γ2‖K ≤ sd · 21+d+3K ·K! · (1 + d)1+2K and ‖∇γ2‖K ≤ sdε · 24+d+3K · (1 + d)
2(1+K) · (K + 1)! for
all K ∈ N0, where as usual ‖g‖K := supx∈Rd (1 + |x|)K |g (x)|.
(2) We have γ̂2 ∈ C∞
(
Rd
)
with all partial derivatives of γ̂2 being polynomially bounded (even bounded).
(3) If γ̂ ∈ C∞ (Rd) with all partial derivatives being polynomially bounded, the same also holds for γ̂1.
(4) We have ‖γ1‖N ≤ (1 + d)1+2N · 21+d+4N ·N ! · ‖̺‖L1 and ‖γ‖N ≤ (1 + d)N+1 · ‖̺‖L1 .
(5) We have |∂αγ̂1 (ξ)| ≤ 21+d+4N ·N ! · (1 + d)N · ̺ (ξ) for all ξ ∈ Rd and α ∈ Nd0 with |α| ≤ N . ◭
Remark. For concrete special cases of Q, this lemma will be applied as follows: In most cases, one can find a
suitable function ̺ as above such that property (9) of Corollary 6.7 is satisfied as soon as all γj,1 ∈ L1
(
Rd
)
satisfy
|∂αγ̂j,1 (ξ)| . ̺ (ξ) uniformly in |α| ≤ N , j ∈ I and ξ ∈ Rd.
In this case, the preceding lemma shows that if we instead assume |∂αγ̂j (ξ)| ≤ ̺ (ξ) · (1 + |ξ|)−(d+1+ε) for all
α, j, ξ as above, then we can write γj = γj,1 ∗ γj,2 such that |∂αγ̂j,1 (ξ)| . ̺ (ξ) uniformly in α, j, ξ as above, so that
the family (γj,1)j∈I satisfies property (9). Furthermore, the family (γj,2)j∈I satisfies all assumptions of Corollary
6.7.
By possibly enlarging N for the application of the lemma, it is then not hard to ensure that all prerequisites of
Corollary 6.7 are satisfied. Hence, Lemma 6.9 essentially solves the factorization problem mentioned before Lemma
6.8. 
Proof. We will use the notation {ξ} = 1 + |ξ|2 from Lemma 6.8, as well as 〈ξ〉 := {ξ}1/2. With this notation,
define g ∈ C∞ (Rd) by g : Rd → (0,∞) , ξ 7→ {ξ}−d+1+ε2 = 〈ξ〉−(d+1+ε). In view of equation (1.9) and since
〈ξ〉 ≥ 12 (1 + |ξ|), it is not hard to see g ∈ L1
(
Rd
)
, so that γ2 := F−1g ∈ C0
(
Rd
)
is well-defined.
Next, let K ∈ N0 be arbitrary. For α ∈ Nd0 with |α| ≤ K, Lemma 6.8 (with θ = − d+1+ε2 ) shows
|∂αg (ξ)| ≤ 21+d+K ·K! · [4 · (1 + d)]K · (1 + |ξ|)−(d+1+ε) =: Cd,K · (1 + |ξ|)−(d+1+ε) ∀ξ ∈ Rd. (6.3)
In particular, this implies g ∈WK,1 (Rd). In view of Lemma 6.3, we thus get
(1 + |x|)K · |γ2 (x)| = (1 + |x|)K ·
∣∣F−1g (x)∣∣ ≤ (1 + d)K ·(∣∣(F−1g) (x)∣∣+ d∑
m=1
∣∣[F−1 (∂Kmg)] (x)∣∣
)
(
since |F−1h|≤‖h‖L1
) ≤ (1 + d)K · Cd,K · ∥∥∥(1 + |•|)−(d+1)∥∥∥
L1
· (1 + d)
(eq. (1.9)) ≤ sd · 21+d+3K ·K! · (1 + d)1+2K
for all x ∈ Rd, and thus ‖γ2‖K ≤ sd ·21+d+3K ·K! · (1 + d)1+2K <∞ for arbitrary K ∈ N0, as desired. In particular,
γ2 ∈ L1
(
Rd
)
, so that γ̂2 = FF−1g = g by Fourier inversion. Hence, equation (6.3) shows that all partial derivatives
of γ̂2 = g are bounded.
Next, we want to estimate ‖∇γ2‖K . To this end, we observe for arbitrary j ∈ d that
|ξj · g (ξ)| ≤ {ξ}1/2 · |g (ξ)| = {ξ}−
d+ε
2 = 〈ξ〉−(d+ε) ∈ L1 (Rd) ,
so that we can differentiate under the integral in the definition of γ2 (x) =
(F−1g) (x) to conclude for gj (ξ) := ξj ·g (ξ)
that γ2 ∈ C1
(
Rd
)
with derivative
∂jγ2 (x) = 2πi ·
∫
Rd
ξj · g (ξ) · e2πi〈x,ξ〉 d ξ = 2πi ·
(F−1gj) (x) .
Now, we want to apply Lemma 6.3 again to derive a bound for ∂jγ2 (x), which requires us to bound the derivatives
∂αgj . To this end, we observe ∂
αξj ≡ 0 unless α = 0, in which case we have ∂αξj = ξj , or unless α = ej, in which
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case we have ∂αξj = 1. In combination with Leibniz’s rule, this yields for |α| ≤ K the estimate
|∂αgj (ξ)| ≤
∑
β≤α
(
α
β
) ∣∣∂βξj∣∣ ∣∣∂α−βg (ξ)∣∣
=
{
|ξj | · |∂αg (ξ)| , if αj = 0,
|ξj | · |∂αg (ξ)|+
(
α
ej
) · |∂α−ejg (ξ)| , if αj ≥ 1
(eq. (6.3)) ≤
{
Cd,K · (1 + |ξ|)−(d+1+ε) · |ξj | , if αj = 0,
Cd,K ·
(
|ξj |+
(
α
ej
)) · (1 + |ξ|)−(d+1+ε) , if αj ≥ 1(
since (αej)=(
αj
1 )=αj≤|α|≤K
)
≤ Cd,K · (1 +K) · (1 + |ξ|)−(d+ε) .
In particular, this implies gj ∈WK,1
(
Rd
)
. Hence, another application of Lemma 6.3 and equation (1.9) yields
(1 + |x|)K · |∂jγ2 (x)| = 2π · (1 + |x|)K ·
∣∣F−1gj (x)∣∣
(eq. (6.2)) ≤ 8 · (1 + d)K ·
(∣∣(F−1gj) (x)∣∣+ d∑
m=1
∣∣[F−1 (∂Kmgj)] (x)∣∣
)
≤ 8 · (1 + d)K · Cd,K · (1 +K) · (1 + d) ·
∥∥∥(1 + |•|)−(d+ε)∥∥∥
L1
(eq. (1.9)) ≤ sd
ε
· 24+d+3K · (1 + d)1+2K · (K + 1)!
and hence ‖∇γ2‖K ≤ sdε · 24+d+3K · (1 + d)2(1+K) · (K + 1)! for arbitrary K ∈ N0, as claimed. In particular,
∇γ2 ∈ L1
(
Rd
)
, so that γ2 ∈ C1
(
Rd
) ∩W 1,1 (Rd), as claimed.
It remains to construct γ1 with the desired properties. To this end, define h : Rd → C, ξ 7→ γ̂ (ξ) · {ξ}
d+1+ε
2 , note
h ∈ CN (Rd) and observe that Lemma 6.8 shows for arbitrary β ∈ Nd0 with |β| ≤ N that∣∣∣∂β {ξ} d+1+ε2 ∣∣∣ ≤ Cd,N · (1 + |ξ|)d+1+ε (6.4)
with the same constant Cd,N (with N = K) as in equation (6.3). In combination with Leibniz’s rule and the
d-dimensional binomial theorem (cf. [29, Section 8.1, Exercise 2.b]), this yields for arbitrary α ∈ Nd0 with |α| ≤ N
that
|∂αh (ξ)| ≤
∑
β≤α
(
α
β
)
·
∣∣∣∂β {ξ} d+1+ε2 ∣∣∣ · ∣∣∂α−βγ̂ (ξ)∣∣
(assump. on γ̂ and eq. (6.4)) ≤ ̺ (ξ) · (1 + |ξ|)−(d+1+ε) Cd,N (1 + |ξ|)d+1+ε ·
∑
β≤α
(
α
β
)
≤ 2NCd,N · ̺ (ξ) ∈ L1 (Rd) . (6.5)
In particular, h ∈ L1 (Rd), so that γ1 := F−1h ∈ C0 (Rd) is well-defined. Furthermore, we get h ∈WN,1 (Rd).
Hence, we can invoke Lemma 6.3 once again to derive
(1 + |x|)N · |γ1 (x)| = (1 + |x|)N ·
∣∣(F−1h) (x)∣∣
(eq. (6.2)) ≤ (1 + d)N ·
(∣∣F−1h (x)∣∣+ d∑
m=1
∣∣[F−1 (∂Nmh)] (x)∣∣
)
≤ (1 + d)N+1 · 2NCd,N · ‖̺‖L1
≤ (1 + d)1+2N · 21+d+4N ·N ! · ‖̺‖L1 <∞
for all x ∈ Rd, so that ‖γ1‖N ≤ (1 + d)1+2N · 21+d+4N · N ! · ‖̺‖L1 , as claimed. Since N ≥ d + 1 by assumption,
equation (1.9) implies in particular that γ1 ∈ L1
(
Rd
)
. Hence, Fourier inversion yields γ̂1 = FF−1h = h, so that
equation (6.5) yields the claimed estimate for |∂αγ̂1|.
Next, the convolution theorem yields
F [γ1 ∗ γ2] (ξ) = γ̂1 (ξ) · γ̂2 (ξ) = h (ξ) · g (ξ) = γ̂ (ξ) ∀ξ ∈ Rd
and thus γ = γ1 ∗ γ2, by injectivity of the Fourier transform.
Structured, compactly supported Banach frame decompositions of decomposition spaces — Felix Voigtlaender 99
Next, note that if γ̂ ∈ C∞ (Rd)with all derivatives being polynomially bounded, we clearly get γ̂1 = h ∈ C∞ (Rd),
again with all derivatives being polynomially bounded, thanks to Lemma 6.8 and the Leibniz rule.
It remains to establish the estimate for ‖γ‖N . But since |γ̂| ≤ ̺ ∈ L1
(
Rd
)
, we get γ = F−1γ̂ by Fourier inversion.
Furthermore, our assumptions easily yield ∂αγ̂ ∈ L1 (Rd) for all α ∈ Nd0 with |α| ≤ N . Hence, a final application of
Lemma 6.3, together with our assumptions on γ̂, yields
(1 + |x|)N · |γ (x)| = (1 + |x|)N ·
∣∣(F−1γ̂) (x)∣∣
≤ (1 + d)N ·
(∣∣(F−1γ̂) (x)∣∣+ d∑
m=1
∣∣[F−1 (∂Nm γ̂)] (x)∣∣
)
≤ (1 + d)N ·
(
‖γ̂‖L1 +
d∑
m=1
∥∥∂Nm γ̂∥∥L1
)
≤ (1 + d)N+1 · ‖̺‖L1 <∞,
which easily yields the claim. 
7. Existence of compactly supported Banach frames and atomic decompositions for
α-modulation spaces
In this section, we show that the general theory developed in this paper can be used to prove existence of
compactly supported, structured Banach frames for α-modulation spaces. A brief discussion of the history and the
applications of α-modulation spaces, as well as a comparison of our results with the established literature will be
given at the end of the section.
We begin our considerations by recalling the definition of α-modulation spaces, as given by Borup and Nielsen[6].
First of all, we have to define the associated covering. Its admissibility was established in [6, Theorem 2.6]; precisely,
the following was shown:
Theorem 7.1. (cf. [6, Theorem 2.6]) Let d ∈ N and α ∈ [0, 1) be arbitrary. Define α0 := α1−α . Then there is a
constant r1 = r1 (d, α) such that the family
Q(α) := Q(α)r :=
(
Q
(α)
r,k
)
k∈Zd\{0}
:=
(
Br·|k|α0 (|k|α0 k)
)
k∈Zd\{0} (7.1)
is an admissible covering of Rd for every r > r1. The covering Q(α)r is called the α-modulation covering of Rd.
If the values of r and α are clear from the context, we also write Qk := Q
(α)
r,k . ◭
The associated weight is defined in our next lemma. There, and in the remainder of this section, we use the
notation 〈ξ〉 := (1 + |ξ|2)1/2 for ξ ∈ Rd.
Lemma 7.2. (cf. [77, Lemma 9.2]) Let d ∈ N and α ∈ [0, 1) and let r > 0 be chosen such that the α-modulation
covering Q(α)r =
(
Q
(α)
r,k
)
k∈Zd\{0}
is an admissible covering of Rd. We then have
〈ξ〉 ≍ 〈k〉 11−α for all k ∈ Zd \ {0} and ξ ∈ Q(α)r,k ,
where the implied constant only depends on r, α.
Now, for s ∈ R, we define the weight w(s) on Zd \ {0} by
w
(s)
k := 〈k〉s for k ∈ Zd \ {0} .
Then w(s) is Q(α)r -moderate (cf. equation (1.13)). ◭
Note that Theorem 7.1 only claims that Q(α)r is an admissible covering of Rd. The next result shows that it
is actually a structured admissible covering of Rd (cf. the remark after Assumption 6.1) and thus in particular a
semi-structured covering.
Lemma 7.3. Let d ∈ N and α ∈ [0, 1) and let r1 = r1 (d, α) be as in Theorem 7.1 and let r > r1. For k ∈ Zd \ {0},
set Tk := |k|α0 · id and bk := |k|α0 k and let Q := Br (0). Then we have
Q(α)r = (TkQ+ bk)k∈Zd\{0}
and with these choices, Q(α)r is a semi-structured admissible covering of Rd.
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Finally, Q(α)r admits a regular partition of unity (ϕk)k∈Zd\{0} (which thus fulfills Assumption 6.1) and Q(α)r
fulfills the standing assumptions from Section 1.3; in particular,
∥∥T−1k ∥∥ ≤ 1 =: Ω0 for all k ∈ Zd \ {0}. ◭
Proof. The fact that Q(α)r is a structured admissible covering of Rd for r > r1 was shown in [77, Lemma 9.3]. Since
this is the case, [78, Theorem 2.8] shows that there is a regular partition of unity Φ = (ϕk)k∈Zd\{0} for Q(α)r . In view
of Corollary 6.5, Φ is thus also a Q(α)r -v0-BAPU for every weight v0 satisfying the general assumptions of Section
1.3.
Finally, we clearly have
∥∥T−1k ∥∥ = ∥∥∥|k|−α0 id∥∥∥ = |k|−α0 ≤ 1 for all k ∈ Zd\{0}, since |k| ≥ 1 and α0 = α1−α ≥ 0. 
Finally, we introduce the weights v = v(µ) that we will use for the weighted Lp spaces Lpv
(
Rd
)
.
Lemma 7.4. For µ ∈ R let
v(µ) :Rd → (0,∞) , x 7→ 〈x〉µ =
(
1 + |x|2
)µ/2
,
v0 :Rd → (0,∞) , x 7→ [2 · (1 + |x|)]|µ|
and set K := |µ| and Ω1 := 2|µ|. With these choices, v = v(µ) satisfies the standing assumptions of Section 1.3. ◭
Proof. First of all, assume µ = 1. In this case, we get
v(µ) (x+ y) =
∣∣∣∣( 1x+ y
)∣∣∣∣ ≤ 1 + |x+ y|
≤ 1 + |x|+ |y| ≤ (1 + |x|) (1 + |y|)
≤ 2 ·
∣∣∣∣(1x
)∣∣∣∣ · (1 + |y|) = v(µ) (x) · v0 (y) ,
where the last step used µ = 1. Now, for arbitrary µ ≥ 0, we likewise get v(µ) (x+ y) ≤ v(µ) (x) · v0 (y) by taking
the µ-th power of the preceding estimate.
Finally, if µ < 0, we have
v(−µ) (x) = v(−µ) (x+ y + (−y)) ≤ v(−µ) (x+ y) · [2 · (1 + |−y|)]|−µ| .
Rearranging yields
v(µ) (x+ y) =
[
v(−µ) (x+ y)
]−1
≤
[
v(−µ) (x)
]−1
· [2 · (1 + |y|)]|µ| = v(µ) (x) · v0 (y) .
Hence, we have shown for all µ ∈ R that v(µ) is v0-moderate.
It is clear that v0 ≥ 1 and that v0 is symmetric. Furthermore, v0 (x) = 2|µ| · (1 + |x|)|µ| = Ω1 · (1 + |x|)K for all
x ∈ Rd. We do not necessarily have K = 0, but in Lemma 7.3, we already saw
∥∥T−1k ∥∥ ≤ 1 = Ω0 for all k ∈ Zd \ {0}.
The only thing which remains to be verified is that v0 is submultiplicative. But we have
2 · (1 + |x+ y|) ≤ 2 · (1 + |x|+ |y|) ≤ 2 · (1 + |x|) (1 + |y|) ≤ 2 · (1 + |x|) · 2 · (1 + |y|) .
Taking the |µ|-th power of this estimate yields v0 (x+ y) ≤ v0 (x) · v0 (y), as desired. 
Having verified all these assumptions, we conclude from Proposition 2.24 and Lemma 5.5 that the α-modulation
spaces defined below are indeed well-defined Quasi-Banach spaces.
Definition 7.5. For d ∈ N and α ∈ [0, 1), choose some r > r1 (d, α) with r1 (d, α) as in Theorem 7.1. Then, for
p, q ∈ (0,∞] and s, µ ∈ R, we define the associated (weighted) α-modulation space as
Mp,q(s,µ),α (R
d) := D
(
Q(α)r , Lpv(µ) , ℓ
q
w(s/(1−α))
)
with w(s/(1−α)) and v(µ) as in Lemmas 7.2 and 7.4, respectively.
Furthermore, we define the classical α-modulation space as Mp,qs,α
(
Rd
)
:= Mp,q(s,0),α
(
Rd
)
. ◭
Remark. • The classical α-modulation spaces Mp,qs,α
(
Rd
)
defined above coincide with the α-modulation spaces
defined in [6, Definition 2.4], up to trivial identifications: The quasi-norms used in the two definitions are
precisely the same; the only difference between the two definitions is that in [6, Definition 2.4], the α-modulation
spaces are defined as subspaces of S ′ (Rd). In contrast, with our definition as a decomposition space, Mp,qs,α (Rd)
is a subspace of Z ′
(
Rd
)
=
[F (C∞c (Rd))]′, cf. Section 1.3. But [77, Lemma 9.15] and [77, Theorem 9.13] show
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that each f ∈ Mp,qs,α
(
Rd
)
extends to a (uniquely determined) tempered distribution, which implies that the two
different definitions of α-modulation spaces indeed yield the same spaces, up to trivial identifications.
• Observe that the parameter r > r1 (d, α) is suppressed on the left-hand side of the definition above. This is justi-
fied, as we show now: Since any two coverings Q(α)r ,Q(α)t (with r, t > r1 (d, α)) use the same families (Tk)k∈Zd\{0}
and (bk)k∈Zd\{0}, it follows that every regular partition of unity Φ = (ϕk)k∈Zd\{0} (cf. Assumption 6.1) for Q(α)r
is also a regular partition of unity for Q(α)t , at least for t ≥ r, which we can always assume by symmetry. Thus,
by choosing the same BAPU Φ for both coverings, we see D
(
Q(α)r , Lpv(µ) , ℓ
q
w(s∗)
)
= D
(
Q(α)t , Lpv(µ) , ℓ
q
w(s∗)
)
, with
equivalent quasi-norms. Here, s∗ := s/ (1− α).
We finally note that this argument implicitly uses that different choices of the BAPU yield the same space
(with equivalent quasi-norms), cf. Proposition 2.24. 
In the remainder of this section, we will determine conditions on the prototype γ which ensure that Corollary
6.6 (leading to Banach frames) or Corollary 6.7 (leading to atomic decompositions) is applicable to γ. We will see
that this is the case for arbitrary Schwartz functions γ, as long as γ̂ fulfills a certain non-vanishing condition. To
be precise, recall that in Corollaries 6.6 and 6.7, we allowed the prototype to depend on i ∈ I, i.e., we used a family
(γi)i∈I of prototypes. But in this section, we will only consider the case where γi = γ is independent of i ∈ I.
To begin with, we recall that in Corollary 6.6, we are imposing certain summability conditions on
Mj,i :=
(
w
(s/(1−α))
j
w
(s/(1−α))
i
)τ
· (1 + ∥∥T−1j Ti∥∥)σ · max|β|≤1
(
|detTi|−1 ·
∫
Qi
max
|α|≤N
∣∣∣(∂α∂̂βγ)(S−1j ξ)∣∣∣d ξ)τ
for suitable values of τ, σ > 0 and N ∈ N. To slightly simplify this expression, we will use the following notation
for the remainder of the section:
s∗ := s/ (1− α) . (7.2)
For our application of Corollary 6.6, we will assume γ ∈ L1 (Rd) ∩ C1 (Rd) with ∂ℓγ ∈ L1 (Rd) for all ℓ ∈ d and
with γ̂ ∈ C∞ (Rd). Under these assumptions, elementary properties of the Fourier transform yield for β = eℓ (the
ℓ-th unit vector) that
∂̂βγ (ξ) = 2πiξℓ · γ̂ (ξ) ∀ξ ∈ Rd.
Since we clearly have
∣∣∣ ∂θ∂ηθ ηℓ∣∣∣ ≤ 1 + |η| for all η ∈ Rd and θ ∈ Nd0, the Leibniz rule and the d-dimensional binomial
theorem (cf. [29, Section 8.1, Exercise 2.b]) yield∣∣∣(∂α∂̂βγ) (η)∣∣∣ =
∣∣∣∣∣∣2πi ·
∑
θ≤α
(
α
θ
)
· ∂θηℓ ·
(
∂α−θγ̂
)
(η)
∣∣∣∣∣∣
≤ 2π · (1 + |η|) ·
∑
θ≤α
(
α
θ
)
·
∣∣(∂α−θγ̂) (η)∣∣
(eq. (7.4)) ≤ (1 + |η|)1−N0 · 2πC ·
∑
θ≤α
(
α
θ
)
≤ 2N+1π · C · (1 + |η|)1−N0 , (7.3)
where we used |α− θ| ≤ |α| ≤ N and assumed that there is some N0 ∈ R satisfying
max
|α|≤N
|(∂αγ̂) (η)| ≤ C · (1 + |η|)−N0 ∀η ∈ Rd. (7.4)
Recall that equation (7.3) holds for β = eℓ, with arbitrary ℓ ∈ d. But for β = 0, we simply have∣∣∣(∂α∂̂βγ) (η)∣∣∣ = |(∂αγ̂) (η)| ≤ C · (1 + |η|)−N0 ≤ 2N+1π · C · (1 + |η|)1−N0 ,
so that we have verified equation (7.3) for arbitrary α, β ∈ Nd0 with |β| ≤ 1 and |α| ≤ N .
Hence, we have shown for C′ := 2N+1π · C that
Mj,i ≤ (C′)τ ·
(
w
(s∗)
j
w
(s∗)
i
)τ
· (1 + ∥∥T−1j Ti∥∥)σ ·(|detTi|−1 · ∫
Qi
(
1 +
∣∣S−1j ξ∣∣)1−N0 d ξ)τ =: (C′)τ ·M (0)j,i (7.5)
for all i, j ∈ Zd \ {0}. In view of this estimate, the following lemma is crucial:
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Lemma 7.6. Let d ∈ N and α ∈ [0, 1) and set α0 := α1−α . With Q = Q
(α)
r and with M
(0)
j,i as in equation (7.5),
assume
N0 ≥ d+ 2 + d+ 1
τ
+max
{
|s∗ + dα0| ,
∣∣∣s∗ + (d− σ
τ
)
α0
∣∣∣} .
Then we have
sup
i∈Zd\{0}
∑
j∈Zd\{0}
M
(0)
j,i ≤ Ω and sup
j∈Zd\{0}
∑
i∈Zd\{0}
M
(0)
j,i ≤ Ω
for
Ω := 6d21+σ+τ |s
∗| ·max
{
4α0(σ+dτ)+τ |s
∗| · (12N0sd)τ , (2+4r)τ |s∗|+α0[σ+τ(d+N0)] ·2τd ·(1+(2+4r)α0 · r)τ(N0+d)} . ◭
Proof. For brevity, set M := N0 − 1. Recall Tj = |j|α0 · id and bj = |j|α0 j, so that
S−1j ξ = T
−1
j (ξ − bj) = |j|−α0 (ξ − |j|α0 j) = |j|−α0 ξ − j.
Hence, ∫
Qi
(
1 +
∣∣S−1j ξ∣∣)1−N0 d ξ = ∫
B|i|α0r(|i|α0 i)
(
1 +
∣∣∣|j|−α0 ξ − j∣∣∣)−M d ξ
(with η=|j|−α0ξ) = |j|dα0 ·
∫
B(|i|/|j|)α0 ·r((|i|/|j|)α0 i)
(1 + |η − j|)−M d η
(with ξ=η−j) = |j|dα0 ·
∫
B(|i|/|j|)α0 ·r((|i|/|j|)α0 i−j)
(1 + |ξ|)−M d ξ
= |j|dα0 ·
∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ,
where we defined
ξi,j :=
( |i|
|j|
)α0
i− j and Ri,j :=
( |i|
|j|
)α0
· r
for i, j ∈ I = Zd \ {0}. Here, r > r1 (d, α) comes from the covering Q(α)r .
All in all, since
∥∥T−1j Ti∥∥ = ‖|i|α0 / |j|α0 · id‖ = (|i| / |j|)α0 and |detTi| = |det |i|α0 id| = |i|dα0 , and because of
|i| ≤ 〈i〉 ≤ 1 + |i| ≤ 2 |i| for i ∈ Zd, so that 12 |j||i| ≤ 〈j〉〈i〉 ≤ 2 |j||i| , we get the following estimate for M
(0)
j,i :
M
(0)
j,i =
(
w
(s∗)
j
w
(s∗)
i
)τ
· (1 + ∥∥T−1j Ti∥∥)σ · (|detTi|−1 · ∫
Qi
(
1 +
∣∣S−1j ξ∣∣)1−N0 d ξ)τ
=
( 〈j〉
〈i〉
)s∗·τ
·
(
1 +
( |i|
|j|
)α0)σ
·
[( |j|
|i|
)dα0
·
∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ
]τ
(since (1+a)σ≤2σ ·(1+aσ)) ≤ 2σ+τ |s∗| ·
( |j|
|i|
)τ(s∗+dα0)
·
(
1 +
( |j|
|i|
)−σα0)
·
(∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ
)τ
= 2σ+τ |s
∗| ·
∑
λ∈{0,1}
[( |j|
|i|
)kλ
·
(∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ
)τ ]
, (7.6)
where we defined kλ := τ (s
∗ + dα0)− λσα0 for λ ∈ {0, 1}.
Thus, our main goal is to estimate the term
Ξ
(k)
i,j :=
( |j|
|i|
)k
·
(∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ
)τ
for arbitrary i, j ∈ Zd \ {0}, k ∈ R and τ > 0. To this end, we will distinguish three cases concerning i, j below.
But before that, we introduce a useful notation and some related estimates that will be used in several of the cases:
For x ∈ Rd, we set [x] := 1 + |x|. We then have
[x]
z ≤ [y]z · [x− y]|z| ∀z ∈ R ∀x, y ∈ Rd. (7.7)
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Indeed, since [x] = 1 + |x| ≤ 1 + |y| + |x− y| ≤ (1 + |y|) (1 + |x− y|) = [y] · [x− y], we get the claim for z ≥ 0.
Finally, for z < 0, we have
[x]
z
= [x]
−|z|
=
(
[x]
−|z|
[x− y]−|z|
)
· [x− y]|z|
(eq. (7.7) rearranged, with x,y interchanged and |z| instead of z) ≤ [y]−|z| · [x− y]|z| = [y]z · [x− y]|z| ,
as desired. Now, note for i, j ∈ Zd \ {0} that |i| ≤ [i] ≤ 2 |i| and likewise for j, so that
|i|z ≤ 2|z| · [i]z ≤ 2|z| · [j]z · [i− j]|z| ≤ 4|z| · |j|z · [i− j]|z| . (7.8)
We will also need the following estimate, which I learned from [52]:
|β · x− y| ≥ |x− y| if β ∈ R≥1 and x, y ∈ Rd with |x| ≥ |y| . (7.9)
For β = 1, this estimate is trivial, so that we can assume β > 1. Next, note that both sides are nonnegative, so
that the estimate is equivalent to |β · x− y|2 ≥ |x− y|2 and thus to
β2 |x|2 − 2β · 〈x, y〉+ |y|2 !≥ |x|2 − 2 〈x, y〉+ |y|2
⇐⇒|x|2 · (β2 − 1) !≥ 2 · 〈x, y〉 · (β − 1)
(since β−1>0)⇐⇒|x|2 · (β + 1) !≥ 2 · 〈x, y〉 .
But the Cauchy-Schwarz inequality yields 2 · 〈x, y〉 ≤ 2 · |〈x, y〉| ≤ 2 · |x| |y| ≤ 2 · |x|2 ≤ (1 + β) · |x|2, since |y| ≤ |x|
and since β ≥ 1. Hence, we have established equation (7.9). We remark that for this estimate, it is crucial to use a
norm which is induced by a scalar product. For other norms, equation (7.9) can fail.
Now, we distinguish three cases depending on i, j:
Case 1: We have |i| ≥ 2 |j|+ 4r. In this case, we get∣∣∣∣( |i||j|
)α0
i
∣∣∣∣ ≤ ∣∣∣∣( |i||j|
)α0
i− j
∣∣∣∣+ |j|
≤ |ξi,j |+ |i|
2(
since |i|
|j|
≥2≥1 and α0≥0
) ≤ |ξi,j |+ 1
2
∣∣∣∣( |i||j|
)α0
i
∣∣∣∣
and thus, since |i| ≥ 4r,
|ξi,j | ≥ 1
2
∣∣∣∣( |i||j|
)α0
i
∣∣∣∣ ≥ 2r · ( |i||j|
)α0
= 2 · Ri,j . (7.10)
Hence, for arbitrary ξ ∈ BRi,j (ξi,j), we have |ξ| ≥ |ξi,j | − |ξ − ξi,j | ≥ |ξi,j | −Ri,j ≥ 12 |ξi,j | and thus∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ ≤
[
sup
ξ∈BRi,j (ξi,j)
(1 + |ξ|)d+1−M
]
·
∫
BRi,j (ξi,j)
(1 + |ξ|)−(d+1) d ξ
(since d+1−M≤0) ≤
(
1 +
1
2
|ξi,j |
)d+1−M
·
∫
Rd
(1 + |ξ|)−(d+1) d ξ
(eq. (1.9)) ≤ 2M · sd · |ξi,j |d+1−M
(eq. (7.10) and d+1−M≤0) ≤ 4M · sd ·
∣∣∣∣( |i||j|
)α0
i
∣∣∣∣d+1−M(
since d+1−M≤0 and |i|
|j|
≥1
) ≤ 4M · sd · |i|d+1−M .
(7.11)
Next, we observe |i| ≥ 2 |j|+ 4r ≥ |j| and i ∈ Zd \ {0}, so that |i| ≥ 1. This implies
[i− j] = 1 + |i− j| ≤ 1 + |i|+ |j| ≤ 1 + 2 |i| ≤ 3 |i| ,
so that we finally arrive, again using d+ 1−M ≤ 0, at∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ ≤ 12M · sd · [i− j]d+1−M .
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Thus, using equation (7.8), we conclude
Ξ
(k)
i,j =
( |j|
|i|
)k
·
(∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ
)τ
≤ 4|k| · (12M · sd)τ · [j − i]|k|+τ(d+1−M) . (7.12)
Case 2: We have |j| ≥ 2 |i|+ 4r. Here, we first observe |j − i| ≥ |j| − |i| ≥ |i|+ 4r ≥ 4r. Hence, we get
|ξi,j | =
( |i|
|j|
)α0
·
∣∣∣∣( |j||i|
)α0
j − i
∣∣∣∣
(eq. (7.9) and (|j|/|i|)α0≥1, as well as |j|≥|i|) ≥
( |i|
|j|
)α0
· |j − i|
≥ 4 ·
( |i|
|j|
)α0
r = 4 ·Ri,j .
Further, |j| ≥ 2 |i|+ 4r ≥ 2 |i| implies |i| ≤ |j|2 and thus |j| − |i| ≥ 12 |j|. Consequently,
|j − i| ≤ |j|+ |i| ≤ 2 |j| ≤ 4 · (|j| − |i|) ,
so that we get
|ξi,j | =
∣∣∣∣( |i||j|
)α0
i− j
∣∣∣∣
≥ |j| −
( |i|
|j|
)α0
|i|
(since |i|/|j|≤1) ≥ |j| − |i| ≥ |j − i|
4
.
Now, for arbitrary ξ ∈ BRi,j (ξi,j), the two preceding displayed estimates yield |ξ| ≥ |ξi,j |−Ri,j ≥ 34 |ξi,j | ≥ 316 ·|j − i|
and hence 1 + |ξ| ≥ 316 · [j − i]. With an estimate entirely analogous to that in equation (7.11), this implies∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ ≤
[
sup
ξ∈BRi,j (ξi,j)
(1 + |ξ|)d+1−M
]
·
∫
BRi,j (ξi,j)
(1 + |ξ|)−(d+1) d ξ
(eq. (1.9) and d+1−M≤0) ≤ sd ·
(
16
3
)M
· [j − i]d+1−M .
In view of equation (7.8) and since 163 ≤ 12, we conclude
Ξ
(k)
i,j =
( |j|
|i|
)k
·
(∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ
)τ
≤ 4|k| · (12M · sd)τ · [j − i]|k|+τ(d+1−M) ,
as in the previous case.
Case 3: The remaining case, i.e., |i| < 2 |j|+ 4r and |j| < 2 |i|+ 4r. Since i, j ∈ Zd \ {0}, we have |i| , |j| ≥ 1
and thus |i| ≤ |j| · (2 + 4r) and |j| ≤ |i| · (2 + 4r). In particular, we have
Ri,j =
( |i|
|j|
)α0
· r ≤ r · (2 + 4r)α0 =: Cr,α0 ,
so that every ξ ∈ BRi,j (ξi,j) satisfies
1 + |ξi,j | ≤ 1 + |ξi,j − ξ|+ |ξ| ≤ 1 +Ri,j + |ξ|
≤ (1 +Ri,j) (1 + |ξ|) ≤ (1 + Cr,α0) (1 + |ξ|) .
Consequently,∫
BRi,j (ξi,j)
(1 + |ξ|)−M d ξ ≤ (1 + Cr,α0)M · λd
(
BRi,j (ξi,j)
) · (1 + |ξi,j |)−M(
since λd(B1(0))≤λd([−1,1]d)=2d
) ≤ 2d · (1 + Cr,α0)M Rdi,j · (1 + |ξi,j |)−M
(since Ri,j≤Cr,α0) ≤ 2d · (1 + Cr,α0)M+d · (1 + |ξi,j |)−M =: Cd,M,r,α0 · (1 + |ξi,j |)−M .
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Furthermore, since 12+4r ≤ |j||i| ≤ 2 + 4r, we get
(
|j|
|i|
)k
≤ (2 + 4r)|k| and thus
Ξ
(k)
i,j ≤ (2 + 4r)|k| · Cτd,M,r,α0 · (1 + |ξi,j |)−τM .
To further estimate the right-hand side, we distinguish two sub-cases:
(1) We have |i| ≥ |j|. In this case, equation (7.9) yields
|ξi,j | =
∣∣∣∣( |i||j|
)α0
i− j
∣∣∣∣ ≥ |i− j|
and hence
Ξ
(k)
i,j ≤ (2 + 4r)|k| · Cτd,M,r,α0 · [i− j]
−τM
≤ (2 + 4r)|k| · Cτd,M,r,α0 · [i− j]
|k|+τ(d+1−M)
.
(2) We have |j| ≥ |i|. In this case, we can again—after some rearranging—use equation (7.9) to obtain
|ξi,j | =
∣∣∣∣( |i||j|
)α0
i− j
∣∣∣∣ = ( |i||j|
)α0 ∣∣∣∣( |j||i|
)α0
j − i
∣∣∣∣
(eq. (7.9)) ≥ (2 + 4r)−α0 · |j − i|
and hence
Ξ
(k)
i,j ≤ (2 + 4r)|k| · Cτd,M,r,α0 ·
(
1 + (2 + 4r)−α0 · |j − i|
)−τM
≤ (2 + 4r)|k|+α0τM · Cτd,M,r,α0 · [j − i]−τM
≤ (2 + 4r)|k|+α0τM · Cτd,M,r,α0 · [j − i]|k|+τ(d+1−M) .
All in all, the preceding case distinction has established the bound
Ξ
(k)
i,j ≤ max
{
4|k| · (12M · sd)τ , (2 + 4r)|k|+α0τM · Cτd,M,r,α0} · [j − i]|k|+τ(d+1−M)
=: Cd,M,r,α0,k,τ · [j − i]|k|+τ(d+1−M) (7.13)
for all i, j ∈ Zd \ {0} and all k ∈ R, with Cd,M,r,α0 = 2d · (1 + Cr,α0)M+d and Cr,α0 = r · (2 + 4r)α0 .
Now, we want to utilize this estimate for k = kλ = τ (s
∗ + dα0) − λσα0 for λ ∈ {0, 1}, cf. equation (7.6). Note
the equivalence
|kλ|+ τ (d+ 1−M) = |kλ|+ τ (d+ 2−N0)
!≤ − (d+ 1)
⇐⇒N0
!≥ d+ 2 + |kλ|+ d+ 1
τ
,
where the last condition is satisfied for λ ∈ {0, 1} by definition of kλ and our assumptions regarding N0. Hence, we
get—in view of equations (5.10) and (7.13) and because of |j − i| ≥ ‖j − i‖∞—that∑
j∈Zd\{0}
Ξ
(kλ)
i,j ≤
[
max
λ∈{0,1}
Cd,M,r,α0,kλ,τ
]
·
∑
j∈Zd
[j − i]−(d+1)
(with ℓ=j−i) ≤
[
max
λ∈{0,1}
Cd,M,r,α0,kλ,τ
]
·
∑
ℓ∈Zd
(1 + ‖ℓ‖∞)−(d+1) ≤ 6d · max
λ∈{0,1}
Cd,M,r,α0,kλ,τ .
The same estimate also holds when taking the sum over i ∈ Zd \{0} instead of over j ∈ Zd \{0}. In view of equation
(7.6), we thus get
sup
i∈Zd\{0}
∑
j∈Zd\{0}
M
(0)
j,i ≤ 21+σ+τ |s
∗| · 6d · max
λ∈{0,1}
Cd,M,r,α0,kλ,τ
and the same estimate also holds for supj∈Zd\{0}
∑
i∈Zd\{0}M
(0)
j,i . This easily yields the claim. 
Now, we can derive readily verifiable conditions which ensure that the structured family generated by γ yields a
Banach frame for a given α-modulation space.
Theorem 7.7. Let d ∈ N, α ∈ [0, 1) and choose r > r1 (d, α) with r1 (d, α) as in Theorem 7.1.
Let s0, µ0 ≥ 0 and p0, q0 ∈ (0, 1], as well as ε ∈ (0, 1). Assume that γ : Rd → C satisfies the following:
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(1) We have γ ∈ L1(1+|•|)µ0
(
Rd
)
and γ̂ ∈ C∞ (Rd), where all partial derivatives of γ̂ are polynomially bounded.
(2) We have γ ∈ C1 (Rd) and ∂ℓγ ∈ L1(1+|•|)µ0 (Rd) ∩ L∞ (Rd) for all ℓ ∈ d.
(3) We have |γ̂ (ξ)| ≥ c > 0 for all ξ ∈ Br (0).
(4) We have ∣∣(∂β γ̂) (ξ)∣∣ . (1 + |ξ|)−N0
for all ξ ∈ Rd and all β ∈ Nd0 with |β| ≤
⌈
µ0 +
d+ε
p0
⌉
, where
N0 = d+ 2 +
d+ 1
min {p0, q0} +
1
1− α ·max
{
s0 + αd, s0 + α
(
d
p0
− d+ µ0 +
⌈
µ0 +
d+ ε
p0
⌉)}
.
Then there is some δ0 > 0 such that for all 0 < δ ≤ δ0, the family
Γ(δ) :=
(
Lδ·k/|i|α0 γ˜[i]
)
i∈Zd\{0},k∈Zd
, with γ[i] = |i|
d·α0
2 ·M|i|α0 ·i [γ ◦ |i|α0 id] and g˜ (x) := g (−x)
forms a Banach frame for Mp,q(s,µ),α
(
Rd
)
for all |s| ≤ s0, |µ| ≤ µ0 and all p, q ∈ (0,∞] with p ≥ p0 and q ≥ q0.
Precisely, this means the following: Define the coefficient space
C
(α)
p,q,s,µ := ℓ
q[
|i|
1
1−α (s+αd( 12− 1p))
]
i∈Zd\{0}
([
ℓp[(1+|k|/|i|α0)µ]
k∈Zd
(
Zd
)]
i∈Zd\{0}
)
.
Then the following hold:
(1) The analysis map
A(δ) :Mp,q(s,µ),α (R
d)→ C (α)p,q,s,µ, f 7→
[(
γ[i] ∗ f
)
(δ · k/ |i|α0)
]
i∈Zd\{0},k∈Zd
is well-defined and bounded for all 0 < δ ≤ 1. Here, the convolution (γ[i] ∗ f) (x) has to be understood
similar to equation (4.8).
(2) For 0 < δ ≤ δ0, there is a bounded linear map reconstruction map R(δ) : C (α)p,q,s,µ → Mp,q(s,µ),α
(
Rd
)
satisfying R(δ) ◦ A(δ) = idMp,q
(s,µ),α
(Rd). Furthermore, the action of R
(δ) on a given sequence is independent
of the precise choice of p, q, s, µ.
(3) We have the following consistency statement: If f ∈ Mp,q(s,µ),α
(
Rd
)
and if p0 ≤ p˜ ≤ ∞ and q0 ≤ q˜ ≤ ∞
and if furthermore |s˜| ≤ s0 and |µ˜| ≤ µ0, then the following equivalence holds:
f ∈M p˜,q˜(s˜,µ˜),α (Rd) ⇐⇒ A(δ)f ∈ C
(α)
p˜,q˜,s˜,µ˜. ◭
Proof. First of all, we remark that it is comparatively easy to show that the family Γ(δ) forms a Banach frame for
Mp,q(s,µ),α
(
Rd
)
if 0 < δ ≤ δ0, where δ0 might depend on p, q, s, µ. About half of the proof will be spent on showing
that δ0 can actually be chosen independently of p, q, s, µ, as long as these satisfy the restrictions mentioned in the
statement of the theorem.
Recall from Lemma 7.3 that there is a family Φ = (ϕi)i∈Zd\{0} associated to Q = Q(α)r satisfying Assumption
6.1. Furthermore, Corollary 6.5 yields a function ̺ ∈ C∞c
(
Rd
)
such that, for v0 (x) = [2 · (1 + |x|)]|µ| as in Lemma
7.4, with K = |µ| ≤ µ0 and Q = Br (0), as well as p ≥ p0, we have
CQ(α)r ,Φ,v0,p ≤ Ω
K
0 Ω1 · (4 · d)1+2⌈K+
d+ε
p ⌉ ·
(sd
ε
)1/p
· 2⌈K+ d+εp ⌉ · λd (Q) · max
|β|≤⌈K+d+εp ⌉
∥∥∂β̺∥∥
sup
· max
|β|≤⌈K+d+εp ⌉
C(β)
≤ 2µ0λd (Q)·(8 · d)1+2
⌈
µ0+
d+ε
p0
⌉
·
(
1+
sd
ε
) 1
p0 · max
|β|≤
⌈
µ0+
d+ε
p0
⌉ ∥∥∂β̺∥∥sup · max|β|≤⌈µ0+ d+εp0 ⌉C(β) =: L0. (7.14)
Now, assume that γ satisfies all the stated properties and let |s| ≤ s0, |µ| ≤ µ0 and p, q ∈ (0,∞] with p ≥ p0
and q ≥ q0. We want to verify the assumptions of Corollary 6.6 for the family (γi)i∈Zd\{0}, with γi := γ for
all i ∈ Zd \ {0} and with Q = Q(α)r . To this end, let γ(0)1 := γ and set ni := 1, so that γi = γ = γ(0)ni for all
i ∈ Zd \ {0}. In the notation of Lemma 3.7, we then have Q(1) = ⋃{Q′i ∣∣ i ∈ Zd \ {0} and ni = 1} = Br (0), since
Qi = Ti [Br (0)] + bi and thus Q
′
i = Br (0) for all i ∈ Zd \ {0}. In view of part (3) of our assumptions, we thus see
that Lemma 3.7 is applicable, so that the family (γi)i∈Zd\{0} satisfies Assumption 3.6, with Ω
(p,K)
2 ≤ L1 for some
constant L1 = L1 (γ, µ0, p0, r, α, d) > 0, all p ≥ p0 and all K ≤ µ0. Recall from Lemma 7.4 that we can choose
K = |µ| ≤ µ0 in our present setting.
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Finally, recall from part (4) of our assumptions that there is some L2 > 0 (independent of p, q, s, µ) satisfying∣∣∂β γ̂ (ξ)∣∣ ≤ L2 · (1 + |ξ|)−N0 for all ξ ∈ Rd and all β ∈ Nd0 with |β| ≤ ⌈µ0 + d+εp0 ⌉.
With these preparations, we can now verify the prerequisites of Corollary 6.6:
(1) As we have seen at the beginning of this section, the covering Q = Q(α)r , the weight v = v(µ) (with
v0 (x) = [2 · (1 + |x|)]|µ|, Ω0 = 1 and Ω1 = 2|µ| ≤ 2µ0 , as well as K = |µ| ≤ µ0) satisfy all standing
assumptions of Section 1.3. Furthermore, the family Φ satisfies Assumption 6.1.
(2) By our assumptions, we have γi = γ ∈ L1(1+|•|)µ0
(
Rd
) →֒ L1
(1+|•|)K
(
Rd
)
and γ̂i = γ̂ ∈ C∞
(
Rd
)
for all
i ∈ Zd \ {0}, where all partial derivatives of γ̂i = γ̂ are polynomially bounded.
(3) By our assumptions, we have γi = γ ∈ C1
(
Rd
)
and ∂ℓγ ∈ L1(1+|•|)µ0
(
Rd
) ∩L∞ (Rd) and consequently also
∂ℓγi = ∂ℓγ ∈ L1(1+|•|)K
(
Rd
) ∩ L∞ (Rd) for all ℓ ∈ d and i ∈ Zd \ {0}.
(4) As seen above, the family (γi)i∈Zd\{0} = (γ)i∈Zd\{0} satisfies Assumption 3.6.
(5) Let
C1 := sup
i∈Zd\{0}
∑
j∈Zd\{0}
Mj,i ∈ [0,∞] and C2 := sup
j∈Zd\{0}
∑
i∈Zd\{0}
Mj,i ∈ [0,∞]
as in Corollary 6.6, i.e., with
Mj,i :=
(
w
(s∗)
j
w
(s∗)
i
)τ
· (1 + ∥∥T−1j Ti∥∥)σ · max|β|≤1
(
|detTi|−1 ·
∫
Qi
max
|θ|≤N
∣∣∣(∂θ∂̂βγ)(S−1j ξ)∣∣∣d ξ)τ ,
where, s∗ = s1−α and, since K = |µ|,
N =
⌈
|µ|+ d+ ε
min {1, p}
⌉
,
τ = min {1, p, q} ,
σ = τ ·
(
d
min {1, p} + |µ|+
⌈
|µ|+ d+ ε
min {1, p}
⌉)
.
Note min {1, p} ≥ min {1, p0} = p0 and |µ| ≤ µ0, so that N ≤
⌈
µ0 +
d+ε
p0
⌉
. Hence, we see that equation
(7.4) (with C = L2) and hence also equation (7.5) is satisfied, i.e., we have
Mj,i ≤
(
2N+1π · L2
)τ ·M (0)j,i ∀i, j ∈ Zd \ {0} ,
with M
(0)
j,i as in equation (7.5). We now want to apply Lemma 7.6. To this end, we have to verify that
N0 ≥ d+ 2 + d+ 1
τ
+max
{
|s∗ + dα0| ,
∣∣∣s∗ + (d− σ
τ
)
α0
∣∣∣} .
But we have τ = min {1, p, q} ≥ min {1, p0, q0} = min {p0, q0} =: τ0. Furthermore, with s∗0 := s0/ (1− α),
we have |s∗ + dα0| ≤ s∗0 + dα0 = 11−α (s0 + αd) and
σ
τ
=
d
min {1, p} + |µ|+
⌈
|µ|+ d+ ε
min {1, p}
⌉
≥ d
min {1, p} ≥ d,
so that ∣∣∣s∗ + (d− σ
τ
)
α0
∣∣∣ ≤ s∗0 + α0 ∣∣∣d− στ ∣∣∣ = s∗0 + α0 (στ − d)
=
1
1− α
[
s0 + α
(
d
min {1, p} + |µ|+
⌈
|µ|+ d+ ε
min {1, p}
⌉
− d
)]
≤ 1
1− α
[
s0 + α
(
d
p0
− d+ µ0 +
⌈
µ0 +
d+ ε
p0
⌉)]
.
Hence, our assumptions easily yield
N0 = d+ 2 +
d+ 1
τ0
+
1
1− α ·max
{
s0 + αd, s0 + α
(
d
p0
− d+ µ0 +
⌈
µ0 +
d+ ε
p0
⌉)}
≥ d+ 2 + d+ 1
τ
+max
{
|s∗ + dα0| ,
∣∣∣s∗ + (d− σ
τ
)
α0
∣∣∣} ,
as desired.
Structured, compactly supported Banach frame decompositions of decomposition spaces — Felix Voigtlaender 108
For brevity, set L3 := 2
d · (1 + r · (2 + 4r)α0)N0+d. Since Lemma 7.6 is applicable, and since τ0 ≤ τ ≤ 1,
we get
C
1/τ
1 ≤ 2N+1π · L2 ·
 sup
i∈Zd\{0}
∑
j∈Zd\{0}
M
(0)
j,i
1/τ
≤ 2N+1πL2 · 2|s
∗|+ 1+στ 6
d
τ ·max
{
4α0(
σ
τ +d)+|s∗| · 12N0 · sd, (2 + 4r)|s
∗|+α0[ στ +d+N0] L3
}
(∗)
≤ 6 dτ0 21+
⌈
µ0+
d+ε
p0
⌉
πL2 · 2
s0
1−α+
1
τ0
+
σ0
τ0 ·max
{
4
1
1−α
[
s0+α
(
σ0
τ0
+d
)]
· 12N0sd, (2+4r)
1
1−α
[
s0+α
(
σ0
τ0
+d+N0
)]
L3
}
=: L4.
Here, we recall τ0 = min {p0, q0} and observe that the step marked with (∗) used the estimate
σ
τ
=
d
min {1, p} + |µ|+
⌈
|µ|+ d+ ε
min {1, p}
⌉
≤ d
p0
+ µ0 +
⌈
µ0 +
d+ ε
p0
⌉
=:
σ0
τ0
and σ = στ · τ ≤ στ ≤ σ0τ0 . Hence, we have shown C
1/τ
1 ≤ L4, where L4 is independent of p, q, s, µ. Exactly
the same argument also shows C
1/τ
2 ≤ L4, with the same constant L4. In particular, C1 <∞ and C2 <∞,
which was the last part of Corollary 6.6 that we needed to verify.
All in all, Corollary 6.6 shows that the family (γi)i∈Zd\{0} = (γ)i∈Zd\{0} satisfies all assumptions of Theorem 4.7
and also that |||−→A |||max{1, 1p} ≤ 2L(0)5 · L4, as well as |||
−→
B |||max{1, 1p} ≤ 2L(0)5 · L4, where
−→
A and
−→
B are defined as in
Assumptions 3.1 and 4.1 and where
L
(0)
5 = Ω
K
0 Ω1 · d1/min{1,p} · (4 · d)1+2⌈K+
d+ε
min{1,p}⌉ ·
(sd
ε
)1/min{1,p}
· max
|β|≤⌈K+ d+εmin{1,p}⌉
C(β)
≤ 2µ0 · d1/p0 · (4 · d)1+2
⌈
µ0+
d+ε
p0
⌉
·
[
1 +
sd
ε
] 1
p0 · max
|β|≤
⌈
µ0+
d+ε
p0
⌉C(β) =: L5,
where the constants C(β) = C(β) (Φ) are defined as in Assumption 6.1.
Now, Theorem 4.7 shows that the family Γ(δ) is a Banach frame for Mp,q(s,µ),α
(
Rd
)
= D
(
Q(α)r , Lpv(µ) , ℓ
q
w(s∗)
)
, as
soon as 0 < δ ≤ 1
1+2|||F0|||2 with F0 as in Lemma 4.6. But that lemma yields the estimate
|||F0||| ≤ 2
1
qC2Q(α)r ,Φ,v0,p
· |||ΓQ(α)r |||
2 ·
(
|||−→A |||max{1, 1p} + |||−→B |||max{1, 1p}
)
· L(0)6
(eqs. (1.15) and (7.14)) ≤ 2 1q0 · C2Q(α)r ,w(s∗) ·N
2(1+ 1q )
Q(α)r
· 4L20L4L5 · L(0)6
for
L
(0)
6 =

(
216·768/d 32
) d
p
242·12d·d15 ·
(
252 ·d 252 ·N3
)N+1
·N2(
1
p−1)
Q(α)r
(
1+RQ(α)r CQ(α)r
)d( 4p−1)· Ω13K0 Ω131 Ω(p,K)2 , if p < 1,
1√
d·212+6⌈K⌉ ·
(
217 · d5/2 ·N)⌈K⌉+d+2 · (1 +RQ(α)r )d · Ω3K0 Ω31Ω(p,K)2 , if p ≥ 1.
But above we saw Ω
(p,K)
2 ≤ L1 since K = |µ| ≤ µ0 and p ≥ p0. Using this estimate and the bounds N ≤
⌈
µ0 +
d+ε
p0
⌉
and 0 ≤ K = |µ| ≤ µ0, as well as Ω0 = 1 and Ω1 = 2|µ| ≤ 2µ0 , we see L(0)6 ≤ L6, where L6 is independent of
p, q, s, µ.
Finally, it is not hard to see—because of w(s
∗) =
(
w(1/(1−α))
)s
—that
NQ(α)r ,w(s∗) ≤ N
|s|
Q(α)r ,w(1/(1−α))
≤ Ns0Q(α)r ,w(1/(1−α)) =: L7,
where L7 > 0 is independent of p, q, s, µ. By putting everything together, we get |||F0||| ≤ L8, with L8 independent of
p, q, s, µ. Hence, Γ(δ) is a Banach frame forMp,q(s,µ),α
(
Rd
)
in the sense of Theorem 4.7 as soon as 0 < δ ≤ δ0 := 11+2L28 ,
with δ0 independent of p, q, s, µ.
All that remains to verify is that the space ℓq(
|detTi|
1
2
− 1
p ·wi
)
i∈I
(
[C
(δ)
i ]i∈I
)
(with wi = w
(s∗)
i = 〈i〉s
∗
) appearing in
Theorem 4.7 coincides with the space C
(α)
p,q,s,µ from the statement of the current theorem. To this end, first note
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that |i| ≍ 〈i〉 for all i ∈ Zd \ {0}, so that
|detTi|
1
2− 1p · wi = |i|dα0(
1
2− 1p ) · 〈i〉s∗ ≍s |i|
1
1−α [s+αd(
1
2− 1p )] ∀i ∈ Zd \ {0} .
Finally, recall from equation (4.2) that
C
(δ)
i = ℓ
p
v(j,δ)
(Zd) with v(j,δ)k = v
(
δ · T−Tj k
)
where v = v(µ) with v(µ) (x) = 〈x〉µ ≍µ (1 + |x|)µ for all x ∈ Rd. Furthermore, since 0 < δ ≤ 1, we have
δ · (1 + |x|) ≤ 1 + |δ · x| ≤ 1 + |x| ∀x ∈ Rd,
which yields
v
(j,δ)
k = v
(
δ · T−Tj k
) ≍µ (1 + ∣∣δ · T−Tj k∣∣)µ ≍µ,δ (1 + ∣∣T−Tj k∣∣)µ = (1 + |k| / |j|α0)µ
for all k ∈ Zd and j ∈ Zd \ {0}. Here, the implied constant might depend on µ, δ, but not on j, k. Combining these
facts, we conclude ℓq(
|detTi|
1
2
− 1
p ·wi
)
i∈I
(
[C
(δ)
i ]i∈I
)
= C
(α)
p,q,s,µ, with equivalent quasi-norms, as desired. Now all claims
follow from Theorem 4.7. 
Having established convenient criteria for the existence of Banach frames, we finally consider nice criteria which
ensure that a prototype γ generates an atomic decomposition for a given α-modulation space.
Theorem 7.8. Let d ∈ N, α ∈ [0, 1) and choose r > r1 (d, α) with r1 (d, α) as in Theorem 7.1.
Let s0, µ0 ≥ 0 and p0, q0 ∈ (0, 1], as well as ε ∈ (0, 1). Assume that γ : Rd → C is measurable and satisfies the
following conditions:
(1) We have ‖γ‖µ0+ dp0+1 <∞, where as usual ‖g‖M = supx∈Rd (1 + |x|)
M |g (x)|. In particular, γ ∈ L1 (Rd).
(2) We have γ̂ ∈ C∞ (Rd) and all partial derivatives of γ̂ are polynomially bounded.
(3) We have |γ̂ (ξ)| ≥ c > 0 for all ξ ∈ Br (0).
(4) We have ∣∣(∂β γ̂) (ξ)∣∣ . (1 + |ξ|)−M0
for all ξ ∈ Rd and all β ∈ Nd0 with |β| ≤
⌈
µ0 +
d+ε
p0
⌉
, where
M0 = (d+ 1) ·
(
2 + ε+
1
min {p0, q0}
)
+ Λ,
with
Λ =
{
1
1−α max {s0 + dα, s0 + α (⌈µ0 + d+ ε⌉ − d)} , if p0 = 1,
1
1−α
[
s0 + α
(
µ0 +
⌈
µ0 + p
−1
0 · (d+ ε)
⌉)]
, if p0 ∈ (0, 1) .
Then there is some δ0 > 0 such that for all 0 < δ ≤ δ0, the family
Γ(δ) :=
(
Lδ·k/|i|α0 γ[i]
)
i∈Zd\{0},k∈Zd
, with γ[i] = |i|
d·α0
2 ·M|i|α0 ·i [γ ◦ |i|α0 id]
forms an atomic decomposition for Mp,q(s,µ),α
(
Rd
)
for all |s| ≤ s0, |µ| ≤ µ0 and all p, q ∈ (0,∞] with p ≥ p0 and
q ≥ q0.
Precisely, this means the following: Define the coefficient space
C
(α)
p,q,s,µ := ℓ
q[
|i|
1
1−α (s+αd( 12− 1p))
]
i∈Zd\{0}
([
ℓp[(1+|k|/|i|α0)µ]
k∈Zd
(
Zd
)]
i∈Zd\{0}
)
.
Then the following hold:
(1) For arbitrary δ ∈ (0, 1], the synthesis map
S(δ) : C (α)p,q,s,µ →Mp,q(s,µ),α (Rd) , (c
(i)
k )i∈Zd\{0},k∈Zd 7→
∑
i∈Zd\{0}
∑
k∈Zd
[
c
(i)
k · Lδ·k/|i|α0 γ[i]
]
is well-defined and bounded. Convergence of the series has to be understood as described in the remark
following Theorem 5.6.
(2) For 0 < δ ≤ δ0, there is a bounded linear coefficient map C(δ) : Mp,q(s,µ),α (Rd) → C
(α)
p,q,s,µ satisfying
S(δ) ◦ C(δ) = idMp,q
(s,µ),α
(Rd). Furthermore, the action of C
(δ) on a given f ∈ Mp,q(s,µ),α
(
Rd
)
is independent of
the precise choice of p, q, s, µ. ◭
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Remark. Choose M0 as in the theorem above. If γ ∈ C⌈M0⌉c
(
Rd
)
, then γ̂ ∈ C∞ (Rd) with all partial derivatives
being polynomially bounded. Furthermore, for arbitrary α ∈ Nd0, we have γα ∈ C⌈M0⌉c
(
Rd
) →֒ W ⌈M0⌉,1 (Rd) for
γα : Rd → C, x 7→ (−2πix)α · γ (x) .
But by differentiation under the integral, it is not hard to see ∂αγ̂ (ξ) = γ̂α (ξ) for all ξ ∈ Rd. Hence, Lemma 6.3
yields |∂αγ̂ (ξ)| = ∣∣(F−1γα) (−ξ)∣∣ . (1 + |ξ|)−⌈M0⌉ ≤ (1 + |ξ|)−M0 . Finally, we clearly have ‖γ‖µ0+ dp0+1 <∞, since
γ has compact support.
All in all, these considerations show that every prototype γ ∈ C⌈M0⌉c
(
Rd
)
with γ̂ (ξ) 6= 0 for all ξ ∈ Br (0)
generates an atomic decomposition for Mp,q(s,µ),α
(
Rd
)
, where M0 = M0 (d, p, q, s, µ, α, ε) has to be chosen suitably.
Very similar considerations apply for the case of Banach frames: Here, it suffices to have γ ∈ C⌈N0⌉c
(
Rd
)
with
γ̂ (ξ) 6= 0 for all ξ ∈ Br (0), where N0 = N0 (d, p, q, s, µ, α, ε) is chosen as in Theorem 7.7. 
Proof. First of all, we remark as in the proof of Theorem 7.7 that it is comparatively easy to show that the family
Γ(δ) forms an atomic decomposition for Mp,q(s,µ),α
(
Rd
)
if 0 < δ ≤ δ0, where δ0 might depend on p, q, s, µ. About
half of the proof will be spent on showing that δ0 can actually be chosen independently of p, q, s, µ, as long as these
satisfy the restrictions mentioned in the statement of the theorem.
Our assumptions yield L0 > 0 satisfying
∣∣∂βγ̂ (ξ)∣∣ ≤ L0 · (1 + |ξ|)−M0 for all ξ ∈ Rd and all multiindices β ∈ Nd0
with |β| ≤
⌈
µ0 +
d+ε
p0
⌉
=: N0. As our first step, we invoke Lemma 6.9 with N = N0 and
̺ : Rd → (0,∞) , ξ 7→ L0 · (1 + |ξ|)−[M0−(d+1)(1+ε)] .
To this end, we observe N0 ≥ ⌈(d+ ε) /p0⌉ ≥ ⌈d+ ε⌉ = d+ 1 and furthermore
M0 − (d+ 1) (1 + ε) ≥ (d+ 1) · (2 + ε)− (d+ 1) (1 + ε) = d+ 1 > d,
so that ̺ ∈ L1 (Rd). Finally, as we just saw, we indeed have∣∣∂βγ̂ (ξ)∣∣ ≤ L0 · (1 + |ξ|)−M0 = ̺ (ξ) · (1 + |ξ|)−(d+1)(1+ε) ≤ ̺ (ξ) · (1 + |ξ|)−(d+1+ε)
for all ξ ∈ Rd and all β ∈ Nd0 with |β| ≤ N0, so that all assumptions of Lemma 6.9 are satisfied. Hence, there are
functions γ1, γ2 ∈ L1
(
Rd
)
with the following properties:
(1) We have γ = γ1 ∗ γ2.
(2) We have γ2 ∈ C1
(
Rd
)
with L
(M)
1 := ‖γ2‖M + ‖∇γ2‖M <∞ for arbitrary M ∈ N0.
(3) We have γ̂1, γ̂2 ∈ C∞
(
Rd
)
, where all partial derivatives of these functions are polynomially bounded.
(4) We have ‖γ1‖N0 <∞ and ‖γ‖N0 <∞.
(5) We have
∣∣∂β γ̂1 (ξ)∣∣ ≤ L2 · ̺ (ξ) = L0L2 · (1 + |ξ|)−M00 for all ξ ∈ Rd and all β ∈ Nd0 with |β| ≤ N0. Here,
L2 := 2
1+d+4N0 ·N0! · (1 + d)N0 and
M00 := M0 − (d+ 1) (1 + ε) = (d+ 1) ·
(
1 +
1
min {p0, q0}
)
+ Λ.
Next, recall from Lemma 7.3 that there is a family Φ = (ϕi)i∈Zd\{0} associated to Q = Q(α)r satisfying Assumption
6.1. As in the proof of Theorem 7.7 (cf. equation (7.14)), we get as a consequence of Corollary 6.5 a constant L3 > 0
satisfying
CQ(α)r ,Φ,v0,p ≤ L3, ∀p ≥ p0 ∀K = |µ| ≤ µ0, (7.15)
where v0 (x) = [2 · (1 + |x|)]|µ| is as in Lemma 7.4.
Now, let p, q, s, µ as in the statement of the Theorem. We want to show that the family (γi)i∈Zd\{0} with γi := γ
for all i ∈ Zd \ {0} satisfies all assumptions of Corollary 6.7, for Q = Q(α)r . To this end, let γ(0)1 := γ and ni := 1,
so that γi = γ = γ
(0)
ni for all i ∈ Zd \ {0}. As in the proof of Theorem 7.7, we then see that all assumptions of
Lemma 3.7 are satisfied. Hence, the family (γi)i∈Zd\{0} satisfies Assumption 3.6 and we also get Ω
(p,K)
2 ≤ L4 for
some constant L4 = L4 (γ, µ0, p0, r, α, d) > 0, all p ≥ p0 and all K ≤ µ0.
Set γi,1 := γ1 and γi,2 := γ2 for i ∈ Zd \ {0}. Let us verify the assumptions of Corollary 6.7 for these choices:
(1) As we have seen at the beginning of this section, the covering Q = Q(α)r , the weight v = v(µ) (with
v0 (x) = [2 · (1 + |x|)]|µ|, Ω0 = 1 and Ω1 = 2|µ| ≤ 2µ0 , as well as K = |µ| ≤ µ0) satisfy all standing
assumptions of Section 1.3. Furthermore, the family Φ = (ϕi)i∈I from above satisfies Assumption 6.1.
(2) Our choice of γ1, γ2 from above ensures that all γi = γ, γi,1 = γ1 and γi,2 = γ2 are measurable functions.
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(3) As seen above, we have ‖γ1‖N0 <∞. Since N0 =
⌈
µ0 +
d+ε
p0
⌉
≥ µ0+ d+εp0 ≥ µ0+d+ ε, equation (1.9) easily
yields γi,1 = γ1 ∈ L1(1+|•|)µ0
(
Rd
) →֒ L1
(1+|•|)K
(
Rd
)
for all i ∈ Zd \ {0}.
(4) As seen above, we have γi,2 = γ2 ∈ C1
(
Rd
)
for all i ∈ Zd \ {0}.
(5) With K0 := K +
d
min{1,p} + 1, we have
Ω
(p,K)
4 = sup
i∈Zd\{0}
‖γi,2‖K0 + sup
i∈Zd\{0}
‖∇γi,2‖K0(
since γi,2=γ2 and K0≤µ0+ dp0+1
) ≤ 2 · sup
i∈Zd\{0}
(
‖γ2‖⌈µ0+ dp0+1⌉ + ‖∇γ2‖⌈µ0+ dp0+1⌉
)
= 2 · L
(⌈
µ0+
d
p0
+1
⌉)
1 =: L5 <∞.
(6) By our assumptions, we have ‖γi‖K0 = ‖γ‖K0 ≤ ‖γ‖µ0+ dp0+1 <∞ for all i ∈ Z
d \ {0}.
(7) By choice of γ1, γ2, we have γi = γ = γ1 ∗ γ2 = γi,1 ∗ γi,2 for all i ∈ Zd \ {0}.
(8) By the properties of γ1, γ2 from above, we have γ̂i,ℓ = γ̂ℓ and all partial derivatives of this function are
polynomially bounded, for arbitrary i ∈ Zd \ {0} and ℓ ∈ {1, 2}.
(9) As seen above, the family (γi)i∈Zd\{0} satisfies Assumption 3.6.
(10) Let
K1 := sup
i∈Zd\{0}
∑
j∈Zd\{0}
Ni,j ∈ [0,∞] and K2 := sup
j∈Zd\{0}
∑
i∈Zd\{0}
Ni,j ∈ [0,∞]
as in Corollary 6.7, i.e., with
Ni,j =
[
w
(s∗)
i
w
(s∗)
j
· (|detTj | / |detTi|)ϑ
]τ
· (1 + ∥∥T−1j Ti∥∥)σ ·(|det Ti|−1 · ∫
Qi
max
|β|≤N
∣∣(∂βγ̂1) (S−1j ξ)∣∣d ξ)τ ,
where s∗ = s1−α and, since K = |µ|,
N =
⌈
|µ|+ d+ ε
min {1, p}
⌉
,
τ = min {1, p, q} ,
ϑ =
{
0, if p ∈ [1,∞] ,
1
p − 1, if p ∈ (0, 1) ,
σ =
{
τ · ⌈|µ|+ d+ ε⌉ , if p ∈ [1,∞] ,
τ ·
(
d
p + |µ|+
⌈
|µ|+ d+εp
⌉)
, if p ∈ (0, 1) .
Note that ϑ ≥ 0 and τ > 0. Furthermore, since α0 ≥ 0 and since |j| ≥ 1 for all j ∈ Zd \ {0}, we have
(2 〈j〉)dα0 ≥ 〈j〉dα0 ≥ |detTj | = |j|dα0 ≥
(
1
2
〈j〉
)dα0
and thus[
w
(s∗)
i
w
(s∗)
j
·
( |detTj|
|detTi|
)ϑ ]τ
≤
[
w
(s∗)
i
w
(s∗)
j
·
(
2 〈j〉
1
2 〈i〉
)ϑdα0]τ
≤ 4τϑdα0 ·
[
w
(s∗−ϑdα0)
i
w
(s∗−ϑdα0)
j
]τ
= 4τϑdα0 ·
[
w
(ϑdα0−s∗)
j
w
(ϑdα0−s∗)
i
]τ
for all i, j ∈ Zd \ {0}. Moreover, N ≤
⌈
µ0 +
d+ε
p0
⌉
= N0 and hence
∣∣(∂β γ̂1) (ξ)∣∣ ≤ L0L2 · (1 + |ξ|)−M00 for
all |β| ≤ N . Combining these estimates and noting ϑ ≤ 1p0 , we arrive at
Ni,j ≤
(
L0L2 · 4
dα0
p0
)τ
·
[
w
(ϑdα0−s∗)
j
w
(ϑdα0−s∗)
i
]τ
· (1 + ∥∥T−1j Ti∥∥)σ · (|detTi|−1 · ∫
Qi
(
1 +
∣∣S−1j ξ∣∣)−M00 d ξ)τ
for all i, j ∈ Zd \ {0}. For brevity, set L6 :=
(
L0L2 · 4
dα0
p0
)τ
. Note that with this notation, the preceding
estimate shows Ni,j ≤ N6 · M (0)j,i , where M (0)j,i is defined as in equation (7.5), but with s∗ replaced by
s♮ := ϑdα0 − s∗ and with N0 replaced by M00 + 1.
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Now, we want to apply Lemma 7.6 to estimate M
(0)
j,i . To this end, we have to verify
M00 + 1
!≥ d+ 2 + d+ 1
τ
+max
{∣∣s♮ + dα0∣∣ , ∣∣∣s♮ + (d− σ
τ
)
α0
∣∣∣}
= d+ 2 +
d+ 1
τ
+max
{
|s∗ − dα0 (1 + ϑ)| ,
∣∣∣s∗ + (σ
τ
− d (1 + ϑ)
)
α0
∣∣∣}
= d+ 2 +
d+ 1
τ
+max
{∣∣∣∣s∗ − dα0min {1, p}
∣∣∣∣ , ∣∣∣∣s∗ + α0(στ − dmin {1, p}
)∣∣∣∣} ,
where the last line used that
1 + ϑ =
{
1 = 1min{1,p} , if p ∈ [1,∞] ,
1 + 1p − 1 = 1p = 1min{1,p} , if p ∈ (0, 1) .
But we have τ = min {1, p, q} ≥ min {1, p0, q0} = min {p0, q0} =: τ0 and furthermore
σ
τ
=
{
⌈|µ|+ d+ ε⌉ , if p ∈ [1,∞] ,
d
p + |µ|+
⌈
|µ|+ d+εp
⌉
, if p ∈ (0, 1)
≤
{
⌈µ0 + d+ ε⌉ , if p0 = 1,
d
p0
+ µ0 +
⌈
µ0 +
d+ε
p0
⌉
, if p0 ∈ (0, 1)
=:
σ0
τ0
.
Hence, in case of p ∈ [1,∞], we have
|s∗ − dα0 (1 + ϑ)| =
∣∣∣∣s∗ − dα0min {1, p}
∣∣∣∣ ≤ 11− α (s0 + αd) ≤ Λ,
as well as∣∣∣s∗ + (σ
τ
− d (1 + ϑ)
)
α0
∣∣∣ = ∣∣∣∣s∗ + α0 (στ − dmin {1, p}
)∣∣∣∣ ≤ 11− α (s0 + α · |⌈|µ|+ d+ ε⌉ − d|)
(since ⌈|µ|+d+ε⌉≥d) =
1
1− α [s0 + α · (⌈|µ|+ d+ ε⌉ − d)] ≤ Λ,
as can be easily verified by distinguishing the cases p0 = 1 and p0 ∈ (0, 1).
Similarly, in case of p ∈ (0, 1), we necessarily have p0 ∈ (0, 1) and thus∣∣∣∣στ − dmin {1, p}
∣∣∣∣ = ∣∣∣∣dp + |µ|+
⌈
|µ|+ d+ ε
p
⌉
− d
p
∣∣∣∣ ≤ µ0 + ⌈µ0 + d+ εp0
⌉
,
which easily implies
|s∗ − dα0 (1 + ϑ)| =
∣∣∣∣s∗ − dα0min {1, p}
∣∣∣∣ ≤ 11− α
(
s0 +
αd
p0
)
≤ Λ,
as well as ∣∣∣s∗ + (σ
τ
− d (1 + ϑ)
)
α0
∣∣∣ = ∣∣∣∣s∗ + α0(στ − dmin {1, p}
)∣∣∣∣
≤ 1
1− α
(
s0 + α
∣∣∣∣στ − dmin {1, p}
∣∣∣∣)
≤ 1
1− α
[
s0 + α
(
µ0 +
⌈
µ0 +
d+ ε
p0
⌉)]
≤ Λ.
All in all, our assumptions on M0 thus yield
M00 + 1 = d+ 2 +
d+ 1
min {p0, q0} + Λ
≥ d+ 2 + d+ 1
τ
+max
{
|s∗ − dα0 (1 + ϑ)| ,
∣∣∣s∗ + (σ
τ
− d (1 + ϑ)
)
α0
∣∣∣}
= d+ 2 +
d+ 1
τ
+max
{∣∣s♮ + dα0∣∣ , ∣∣∣s♮ + (d− σ
τ
)
α0
∣∣∣} .
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Hence, Lemma 7.6 is applicable. For brevity, set L7 := 2
d · (1 + (2 + 4r)α0 · r)M00+1+d. Using Lemma 7.6
and the estimate
∣∣s♮∣∣ ≤ |s∗|+ dα0 |ϑ| ≤ 11−α (s0 + α dp0) and setting L8 := σ0τ0 + d(1 + 1p0), we now get
K
1
τ
1 ≤ L0L2 · 4
dα0
p0 ·
 sup
i∈Zd\{0}
∑
j∈Zd\{0}
M
(0)
j,i
1/τ
≤ L0L2 · 4
dα0
p0 · 2 1τ+στ +|s♮|6d/τ ·max
{
4α0(
σ
τ +d)+|s♮| · 12M00+1sd, (2 + 4r)|s
♮|+α0[στ +d+1+M00] L7
}
≤ L0L2 · 6
d
τ0 2
1
τ0
+
σ0
τ0
+ 11−α
(
s0+3α
d
p0
)
·max
{
4α0L8+
s0
1−α · 12M00+1sd, (2+4r)
s0
1−α+α0[L8+M00+1] L7
}
.
Hence, K
1/τ
1 ≤ L9, for a constant L9 which is independent of p, q, s, µ. Completely similar, we also get
K
1/τ
2 ≤ L9, with the same constant. In particular, K1,K2 <∞.
Having verified all prerequisites of Corollary 6.7, we get |||−→C |||max{1, 1p} ≤ Ω ·
(
K
1/τ
1 +K
1/τ
2
)
≤ 2Ω · L9, where
−→
C : ℓr
[w(s∗)]
min{1,p}
(
Zd \ {0}) → ℓr
[w(s∗)]
min{1,p}
(
Zd \ {0}) is defined as in Assumption 5.1 (with r := max{q, qp})
and where
Ω = ΩK0 Ω1 · (4 · d)1+2⌈K+
d+ε
min{1,p}⌉ ·
(sd
ε
)1/min{1,p}
· max
|β|≤⌈K+ d+εmin{1,p}⌉
C(β)
≤ 2µ0 · (4 · d)1+2
⌈
µ0+
d+ε
p0
⌉
·
(
1 +
sd
ε
)1/p0 · max
|β|≤
⌈
µ0+
d+ε
p0
⌉C(β) =: L10,
where the constants C(β) = C(β) (Φ) are defined as in Assumption 6.1. Note again that L10 is independent of
p, q, s, µ. Finally, Corollary 6.7 shows that the families (γi)i∈Zd\{0} , (γi,1)i∈Zd\{0} and (γi,2)i∈Zd\{0} fulfill Assump-
tion 5.1 and that (γi)i∈Zd\{0} satisfies Assumption 3.6, so that Theorem 5.6 is applicable.
This theorem shows that Γ(δ) indeed forms an atomic decomposition for Mp,q(s,µ),α
(
Rd
)
= D
(
Q(α)r , Lpv(µ) , ℓ
q
w(s∗)
)
,
as soon as 0 < δ ≤ min {1, δ00}, with
δ−100 :=

2sd√
d
·(217 ·d2 ·(K+2+d))K+d+3 · (1+RQ(α)r )d+1 ·Ω4K0 Ω41Ω(p,K)2 Ω(p,K)4 · |||−→C ||| , if p ≥ 1,(
214/d
3
2
)d
p
245·d17 ·
(
sd
p
)1
p
(
268 ·d14 ·
(
K+1+ d+1p
)3)K+2+ d+1p
·
(
1+RQ(α)r
)1+ 3dp ·Ω16K0 Ω161 Ω(p,K)2 Ω(p,K)4 ·|||−→C ||| 1p , if p < 1.
Thus, to establish the claim of the current theorem, it suffices to show that δ−100 can be bounded independently
of p, q, s, µ. Strictly speaking, we then still have to verify that the coefficient space used in Theorem 5.6 is just
C
(α)
p,q,s,µ, but this can be done precisely as in the proof of Theorem 7.7.
Now, for p ≥ 1, we have because of K = |µ| ≤ µ0 and Ω0 = 1, as well as Ω1 = 2µ0 and Ω(p,K)4 ≤ L5, as well as
Ω
(p,K)
2 ≤ L4 that
δ−100 ≤
2sd√
d
· (217 ·d2 ·(µ0+2+d))µ0+d+3· (1+RQ(α)r )d+1 · L4L5 · 16µ0 · 2L9L10,
which is independent of p, q, s, µ.
Finally, in case of p ∈ (0, 1), we get similarly that
δ−100 ≤
(
214
) d
p0
245 · d17 ·
(
1 +
sd
p0
) 1
p0
(
268 ·d14 ·
(
µ0 + 1 +
d+ 1
p0
)3)µ0+2+ d+1p0
·
(
1+RQ(α)r
)1+ 3dp0 ·216µ0 ·L4L5 ·2L9L10,
which is independent of p, q, s, µ, as desired. 
We close this section with an overview over the history and applications of α-modulation spaces and with a
comparison of our results to the established literature.
Remark 7.9. α-modulation spaces were originally introduced in Gröbner’s PhD. thesis [43], see also [24]. The
definition of these spaces was motivated by the realization that both modulation spaces and (inhomogeneous)
Besov spaces fit into the common framework of decomposition spaces, which Feichtinger and Gröbner developed
at the time[24, 23]. The underlying frequency coverings are the uniform covering for the modulation spaces and
Structured, compactly supported Banach frame decompositions of decomposition spaces — Felix Voigtlaender 114
the dyadic covering for the Besov spaces. Given these two “end-point” types of spaces, the α-modulation spaces
provide a continuous family of smoothness spaces which “lie between” modulation and Besov spaces in the sense
that the associated α-modulation coverings Q(α)r form a continuously indexed family of coverings which yields the
uniform covering for α = 0 and the (inhomogeneous) dyadic covering in the limit α ↑ 1. Note though that the
β-modulation space Mp,qs,β
(
Rd
)
can not be obtained by complex interpolation between two α-modulation spaces
Mpi,qisi,αi
(
Rd
)
with α1 6= α2, except in a few trivial special cases[48]. We also remark that the frequency covering
associated to the α-modulation spaces was independently introduced by Päivärinta and Somersalo[65, Lemma 2.1],
in order to generalize the Calderón-Vaillancourt boundedness result for pseudodifferential operators to the local
Hardy spaces hp.
As for the classical modulation spaces, one application of α-modulation spaces is that they are suitable domains
for the study of pseudodifferential operators: For the one-dimensional case, it was shown in [5] that if T ∈ OPSs0α,δ,
then T : Mp,qs,α (R) → Mp,qs+α−s0−1,α (R) is continuous, if p, q ∈ (1,∞), 0 < α ≤ 1, 0 ≤ δ ≤ α and δ < 1. The
multivariate case was considered in [7], where it was shown for symbols σ ∈ Sm̺,0 and for 0 ≤ α ≤ ̺ ≤ 1 that
σ (x,D) :Mp,qs,α
(
Rd
)→Mp,qs−m,α (Rd) is continuous for p, q ∈ (1,∞). For related results, see also [60].
The embeddings between α-modulation spaces and other function spaces have been considered by a number of
authors: Already in Gröbner’s PhD. thesis [43], embeddings betweenMp,qs1,α1
(
Rd
)
andMp,qs2,α2
(
Rd
)
for α1, α2 ∈ [0, 1]
are considered, but the resulting criteria are not sharp. These non-sharp conditions were improved by Toft and
Wahlberg[72], shortly before the question was completely solved by Han and Wang[50]. Note, however, that the
preceding results only considered the embeddingMp,qs1,α1
(
Rd
) →֒Mp,qs2,α2 (Rd), where the exponents p, q are the same
on both sides. The existence of the completely general embedding Mp1,q1s1,α1
(
Rd
) →֒ Mp2,q2s2,α2 (Rd) was characterized
completely in my PhD. thesis [76, Theorems 6.1.7 and 6.2.8]. The same results also appear in my recent paper
[77, Theorems 9.7, 9.13, 9.14 and Corollary 9.16]. We finally remark that the complete characterization of the
embedding Mp1,q1s1,α1
(
Rd
) →֒Mp2,q2s2,α2 (Rd) was also obtained independently in [49].
The existence of embeddings Mp,qs1,α
(
Rd
) →֒ Lps2 (Rd) and Lps1 (Rd) →֒Mp,qs2,α (Rd) between α-modulation spaces
and Sobolev spaces (or Bessel potential spaces) has been fully characterized in [52]; in the same paper, the author
also considers these embeddings when the Sobolev spaces Lps
(
Rd
)
are replaced by the local hardy spaces hp
(
Rd
)
,
for p ∈ (0, 1). Embeddings between α-modulation spaces Mp1,qs,α
(
Rd
)
and the classical Sobolev spaces W k,p2
(
Rd
)
are also considered in [78, Example 7.3], as an application of a more general theory: For p2 ∈ [1, 2]∪{∞}, a complete
characterization of the existence of this embedding is obtained, but for p2 ∈ (2,∞), the given sufficient criteria are
strictly stronger than the given necessary criteria.
Finally, we discuss the existing results concerning Banach frames and atomic decompositions for α-modulation
spaces. A large number of results in this direction were obtained by Borup and Nielsen: In [8], they showed that
certain brushlet orthonormal bases of L2 (R) form unconditional bases for the α-modulation spaces Mp,qs,α (R),
for p, q ∈ (1,∞). Furthermore, a characterization of the α-modulation (quasi)-norm in terms of the brushlet
coefficients is obtained for arbitrary p, q ∈ (0,∞]. In fact, Borup and Nielsen showed that brushlet bases even yield
greedy bases (i.e., they are unconditional bases which satisfy the so-called democracy condition), which was
then used to characterize the associated approximation spaces. As a further application of these brushlet bases for
α-modulation spaces, Borup and Nielsen derived boundedness results for certain pseudodifferential operators, as
briefly discussed above. In [61], Nielsen generalized the results concerning brushlet bases from the one-dimensional
case to the case d = 2. Despite their great utility, we remark that brushlet bases are not generated by a single
prototype function; furthermore, brushlets are bandlimited and can thus not be compactly supported.
In addition to these brushlet bases for α-modulation spaces in dimensions d = 1 and d = 2, Borup and Nielsen
also proved existence of Banach frames for α-modulation spaces for the general case d ∈ N. A first construction of a
non-tight frame with explicitly given dual was obtained in [6] and then generalized in [9, Section 6.1] to obtain tight
Banach frames, even for the case of general decomposition spaces, not just for α-modulation spaces. But again, the
frames constructed in these two papers are not generated by a single prototype function and are bandlimited.
These limitations were partly overcome in later papers: In [63, Theorem 1.1], Nielsen and Rasmussen obtained
compactly supported Banach frames for α-modulation spaces. These frames (ψk,n)k∈Zd\{0},n∈Zd , however, are not
of the same structured form as in Theorems 7.7 and 7.8. Instead, ψk,n (x) = e
i〈x,dk〉∑K
ℓ=1 ak,ℓ · g (ckx+ bk,n,ℓ) for
suitable (but unknown) K ∈ N, ak,ℓ ∈ C, dk, bk,n,ℓ ∈ Rd and ck ∈ R∗, which makes it hard to say anything about
e.g. the time-frequency concentration of the family (ψk,n)k,n. This limitation was finally removed by Nielsen in [62],
where it was shown—for a special class of coverings Q, which includes the α coverings Q(α)r for 0 ≤ α < 1, cf. [62,
Lemma 2.9]—that one can choose a single, compactly supported generator (or prototype) γ such that the resulting
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family Γ(δ) defined as in Theorem 7.7 yields a Banach frame for the α-modulation space Mp,qs,α
(
Rd
)
. The main
difference in comparison to Theorems 7.7 and 7.8 is that [62] merely establishes existence of a suitable generator
γ; it does not provide readily verifiable conditions on γ which allow to decide if γ is suitable. This is due to the
employed proof technique: Nielsen first shows that a certain bandlimited generator γ0 generators a Banach frame
and then uses a perturbation argument to show that γ generates a Banach frame, provided that γ is close enough
to γ0 in a certain sense. The most concrete criterion in [62] concerning γ is that under certain readily verifiable
conditions on a “prototypical prototype” g (cf. [62, equations (3.13), (3.14)]), one can always obtain a suitable γ
by taking linear combinations of translations of g. In stark contrast, Theorems 7.7 and 7.8 (plus the associated
remark) show that any compactly supported prototype γ generates Banach frames and atomic decompositions for
the α-modulation spaces, assuming that γ is sufficiently smooth and has nonvanishing Fourier transform on a certain
neighborhood of the origin.
In addition to the constructions by Borup, Nielsen and Rasmussen, Banach frames for α-modulation spaces have
also been considered by Fornasier[30], by Dahlke et al.[11] and finally by Speckbacher et al.[71], all for the case
d = 1 and p, q ∈ [1,∞]. The idea in [30] is to show that a family Γ(δ)α similar to Γ(δ) from Theorem 7.7 is intrinsicly
self-localized, under suitable readily verifiable assumptions on the generator γ, so that, for a sufficiently small
sampling density, the family Γ
(δ)
α forms a Banach frame and an atomic decomposition for the α-modulation space
Mp,qs,α (R). In particular, γ can be taken to have compact support, since any Schwartz function with γ̂ (ξ) 6= 0 on
[−1, 1] is suitable, cf. [30, Theorem 3.4]. Hence, Fornasier’s results are very similar to Theorems 7.7 and 7.8; the
main difference is that the results in this paper apply for the full range p, q ∈ (0,∞] and also for d > 1. In this
context, we remark that Fornasier notes that “We expect that the approach illustrated in this paper [i.e., in [30]]
can be useful also for a frame characterization of M s,αp,q
(
Rd
)
for d > 1, with major technical difficulties.” A further
difference is that Fornasier only requires decay of γ̂, not of ∂αγ̂, cf. [30, equation (29)].
The approach by Dahlke et al.[11] is still different: They consider coorbit spaces of certain quotients of the
affine Weyl-Heisenberg group, based on the general theory of coorbit spaces of homogeneous spaces developed
in [15, 16]. It is shown in [11] that the general theory applies in this setting and (for suitable quotients) that
the associated coorbit spaces coincide with certain α-modulation spaces. Precisely, [11, Theorem 6.1] shows that
Hp,vs−α(1/p−1/2),α = Mp,ps,α (R), up to trivial identifications. Note that this only includes α-modulation spaces with
p = q. The same theorem also shows—as a consequence of the general discretization theory for coorbit spaces—that
one obtains Banach frames and atomic decompositions for the spaces Hp,vs−α(1/p−1/2),α = Mp,ps,α (R) which are of a
similar form as the family Γ(δ) considered in Theorems 7.7 and 7.8. The main difference of these two theorems to
the results in [11] is that [11] is only applicable to bandlimited generators, only for p = q ∈ [1,∞] and only for d = 1.
Furthermore, while in Theorems 7.7 and 7.8 only the sampling density in the space domain has to be sufficiently
dense, in [11] one needs to adjust the sampling density in space and in frequency. Note though that the assumption
γ̂ (ξ) 6= 0 on Br (0) is not present in [11].
Finally, in [71], Speckbacher et al. extended the results of [11] by showing that the theory developed in [15, 16,
11] is also applicable for suitable compactly supported generators, only subject to certain decay and smoothness
conditions, cf. [71, Theorem 5.9]. Note though that this does not remove the assumptions p = q ∈ [1,∞] and d = 1.
Precisely, the condition on the generator γ ∈ L2 (R) imposed in [71] to generate a Banach frame and an atomic
decomposition for Hp,vs−α(1/p−1/2),α = Mp,ps,α (R) is that γ̂ ∈ C3 (R) with
∣∣∂j γ̂ (ξ)∣∣ . (1 + |ξ|)−r for j ∈ {0, 1, 2, 3}
and
r > 1 +
2 + 2 [s− α (1/p− 1/2)] + 7α− 4α2
2 (1− α)2 = 1 +
1 + s+ α
(
4− 1p
)
− 2α2
(1− α)2 ≥
2 + s+ α (1− α)
(1− α)2 .
In comparison, at least for γ ∈ C1c (R), Theorem 7.7 (with µ0 = 0, p0 = q0 = 1, s0 = s1 = s and ε = 12 ) only
requires
∣∣∂j γ̂ (ξ)∣∣ . (1 + |ξ|)−N0 for j ∈ {0, 1, 2} and
N0 = 5 +
1
1− α ·max {s+ α, s+ 2α} = 5 +
s+ 2α
1− α =
5+ s− 3α
1− α
and Theorem 7.8 requires the same, but with
N0 = 2 · (3 + ε) + s+ α
1− α = 6 + 2ε+
s+ α
1− α,
where ε ∈ (0, 1) can be chosen arbitrarily small. Hence, in particular for α ≈ 1 or for α > 0 and large s, the
prerequisites of Theorems 7.7 and 7.8 are easier to fulfill than those in [71]. We finally remark that Fornasier[30]
requires |γ̂ (ξ)| . (1 + |ξ|)−M0 where M0 satisfies M0 ≥ 5 + 12 + 2s+2α1−α , which is very close to the conditions in
Theorems 7.7 and 7.8.
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Hence, our very general theory yields results comparable to specialized treatments like [30] and (in many cases)
better results than those obtained by using general coorbit theory. Further, it is applicable for general d ∈ N and
also for general p, q ∈ (0,∞] instead of only for p = q ∈ [1,∞]. 
8. Existence of compactly supported Banach frames and atomic decompositions for
inhomogeneous Besov spaces
In this section, we investigate assumptions on the scaling function ϕ : Rd → C and the mother wavelet
ψ : Rd → C which ensure that the associated inhomogeneous wavelet system with sampling density c > 0,
W (ϕ, ψ; c) := (ϕ (• − c · k))k∈Zd ∪
(
2j
d
2 · ψ (2j • −c · k))
j∈N,k∈Zd
,
generates Banach frames or atomic decompositions for a subclass of the class of inhomogeneous Besov spaces.
The inhomogeneous Besov spaces are decomposition spaces which are defined using a certain dyadic covering of
Rd, which we introduce now.
Lemma 8.1. For j ∈ N, let Tj := 2j · id and bj := 0, as well as Q′j := B4 (0) \B1/4 (0). Furthermore, set T0 := id
and b0 := 0, as well as Q
′
0 := B2 (0). The (inhomogeneous) Besov covering of R
d is given by
B := (Qj)j∈N0 :=
(
TjQ
′
j + bj
)
j∈N0 .
This covering is a semi-structured admissible covering of Rd. Furthermore, B admits a regular partition of unity
Φ = (ϕj)j∈N0 (which thus fulfills Assumption 6.1), which we fix for the remainder of the section.
Finally, B fulfills the standing assumptions from Section 1.3; in particular,
∥∥T−1j ∥∥ ≤ 1 =: Ω0 for all j ∈ N0. ◭
Proof. It was shown in [78, Example 7.2] that B is a semi-structured covering of Rd. In the same example, it was
also shown that B is in fact a regular covering of Rd, i.e., B admits a regular partition of unity Φ, as claimed.
Thanks to Corollary 6.5, Φ is also a B-v0-BAPU for each weight v0 satisfying the assumptions from Section 1.3.
To verify the standing assumptions from Section 1.3 pertaining to the covering Q = B, we thus only have to
verify
∥∥T−1j ∥∥ ≤ 1 for all j ∈ N0. But since Tj = 2j · id for all j ∈ N0, we simply have ∥∥T−1j ∥∥ = 2−j ≤ 1, as
claimed. 
Now, we can define the inhomogeneous Besov spaces:
Definition 8.2. For p, q ∈ (0,∞] and s, µ ∈ R, we define the associated (weighted) inhomogeneous Besov
space as
Bp,qs,µ (Rd) := D
(
B, Lp
v(µ)
, ℓq(2js)j∈N0
)
,
with v(µ) as in Lemma 7.4. The classical inhomogeneous Besov spaces are given by Bp,qs
(
Rd
)
:= Bp,qs,0
(
Rd
)
. ◭
Remark. • It is not hard to see that the weight (2js)
j∈N0 is indeed B-moderate (cf. equation (1.13)). Furthermore,
we saw in Lemma 7.4 that the weight v(µ) satisfies all assumptions from Section 1.3, with K := |µ| and Ω1 := 2|µ|,
as well as v0 : Rd → (0,∞) , x 7→ [2 · (1 + |x|)]|µ|. All in all, we thus see that all standing assumptions from Section
1.3 are satisfied. In particular, Lemma 5.5 and Proposition 2.24 show that the spaces Bp,qs,µ
(
Rd
)
are well-defined
Quasi-Banach spaces.
• It is not hard to see that the usual inhomogeneous Besov spaces (e.g. as defined in [42, Definition 6.5.1]) coincide
with the spaces Bp,qs
(
Rd
)
defined above, up to trivial identifications. The main difference is that the usual
Besov spaces are defined as subspaces of the space of tempered distributions, while Bp,qs
(
Rd
)
is a subspace of
Z ′
(
Rd
)
=
[F (C∞c (Rd))]′, cf. Subsection 1.3. Claiming that the two spaces coincide amounts to claiming that
each f ∈ Bp,qs
(
Rd
)
extends to a (uniquely determined) tempered distribution. As shown in [77, Lemma 9.15],
this is indeed fulfilled. 
Note that if we define the family Γ = (γj)j∈N0 by γ0 := ϕ and γj := ψ for j ∈ N, where ϕ, ψ : Rd → C are given,
then the family Γ(δ) =
(
Lδ·T−Tj k γ
[j]
)
j∈N0,k∈Zd
considered in Theorem 5.6 (and in a slightly modified form also in
Theorem 4.7) satisfies
Γ(δ) = (ϕ (• − δk))k∈Zd ∪
(
2j
d
2 · ψ (2j • −δk)) = W (ϕ, ψ; δ) ,
at least up to an obvious re-indexing. Consequently, we can use Corollaries 6.6 and 6.7 to derive conditions on
ϕ, ψ which ensure that the wavelet system W (ϕ, ψ; δ) yields a Banach frame, or an atomic decomposition for the
(weighted) inhomogeneous Besov spaces Bp,qs,µ
(
Rd
)
. We begin with the case of Banach frames.
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Proposition 8.3. Let p0, q0 ∈ (0, 1], ε > 0, µ0 ≥ 0 and −∞ < s0 ≤ s1 < ∞. Assume that ϕ, ψ : Rd → C satisfy
the following conditions:
(1) We have ϕ, ψ ∈ L1(1+|•|)µ0
(
Rd
)
and ϕ̂, ψ̂ ∈ C∞ (Rd), where all partial derivatives of ϕ̂ and ψ̂ are polynomi-
ally bounded.
(2) We have ϕ, ψ ∈ C1 (Rd) and ∇ϕ,∇ψ ∈ L1(1+|•|)µ0 (Rd) ∩ L∞ (Rd).
(3) We have ϕ̂ (ξ) 6= 0 for all ξ ∈ B2 (0) and ψ̂ (ξ) 6= 0 for all ξ ∈ B4 (0) \B1/4 (0).
(4) We have
|∂αϕ̂ (ξ)| ≤ G1 · (1 + |ξ|)−L ,∣∣∣∂αψ̂ (ξ)∣∣∣ ≤ G2 · (1 + |ξ|)−L1 ·min{1, |ξ|L2}
for all ξ ∈ Rd and all α ∈ Nd0 with |α| ≤
⌈
µ0 +
d+ε
p0
⌉
for suitable G1, G2 > 0 and certain L2 ≥ 0 and
L,L1 ≥ 1 which satisfy
L > 1− s0 + ϑ, L1 > 1− s0 + ϑ, and L2 > s1,
where ϑ := dp0 + µ0 +
⌈
µ0 +
d+ε
p0
⌉
.
Then there is some δ0 = δ0 (p0, q0, s0, s1, µ0, ε, d, ϕ, ψ) > 0 such that for each 0 < δ ≤ δ0, the family
Γ(δ) =
(
2j
d
2 · γ˜j
(
2j • −δk))
j∈N0,k∈Zd
, with γ˜0 := ϕ (−•) and γ˜j := ψ (−•) for j ∈ N,
forms a Banach frame for Bp,qs,µ
(
Rd
)
, for arbitrary p, q ∈ (0,∞] and s, µ ∈ R satisfying p ≥ p0, q ≥ q0, s0 ≤ s ≤ s1
and |µ| ≤ µ0.
Precisely, this means the following: Define the coefficient space
Cp,q,s,µ := ℓ
q(
2
j(s+d( 12− 1p ))
)
j∈N0
([
ℓp[(1+|k|/2j)µ]
k∈Zd
(
Zd
)]
j∈N0
)
≤ CN0×Zd .
Then the following hold:
• The analysis operator
A(δ) : Bp,qs,µ (Rd)→ Cp,q,s,µ, f 7→
[([
2j
d
2 · γj
(
2j•)] ∗ f)(δ · k
2j
)]
j∈N0,k∈Zd
is well-defined and bounded for all 0 < δ ≤ 1. Here, γ0 := ϕ and γj := ψ for j ∈ N. The convolution
considered here is defined as in equation (4.8).
• For 0 < δ ≤ 1, there is a bounded linear reconstruction operator R(δ) : Cp,q,s,µ → Bp,qs,µ
(
Rd
)
satisfying
R(δ)◦A(δ) = idBp,qs,µ . Furthermore, the action of R(δ) on a given sequence is independent of the precise choice
of p, q, s, µ.
• We have the following consistency statement: If f ∈ Bp,qs,µ
(
Rd
)
and if p0 ≤ p˜ ≤ ∞ and q0 ≤ q˜ ≤ ∞ and
if furthermore s0 ≤ s˜ ≤ s1 and |µ˜| ≤ µ0, then the following equivalence holds:
f ∈ Bp˜,q˜s˜,µ˜ (Rd) ⇐⇒ A(δ)f ∈ Cp˜,q˜,s˜,µ˜. ◭
Proof. Let p, q, s, µ as in the statement of the proposition. Our first goal is to provide suitable estimates for the
quantity Mj,i which appears in Corollary 6.6, i.e.,
Mj,i =
(
wj
wi
)τ
· (1 + ∥∥T−1j Ti∥∥)σ · max|β|≤1
(
|detTi|−1 ·
∫
Qi
max
|α|≤N
∣∣∣(∂α∂̂βγj)(S−1j ξ)∣∣∣d ξ)τ ,
where K = |µ| (cf. the remark after Definition 8.2) and
N =
⌈
K +
d+ ε
min {1, p}
⌉
,
τ = min {1, p, q} ,
σ = τ ·
(
d
min {1, p} +K +
⌈
K +
d+ ε
min {1, p}
⌉)
.
We immediately observe N ≤ N0 :=
⌈
µ0 +
d+ε
p0
⌉
, so that our estimates regarding |∂αϕ̂ (ξ)| and
∣∣∣∂αψ̂ (ξ)∣∣∣ can be
applied.
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Indeed, since ϕ, ψ ∈ C1 (Rd) with ∇ϕ,∇ψ ∈ L1(1+|•|)µ0 (Rd) →֒ L1 (Rd) and since γj = ϕ for j = 0 and γj = ψ
otherwise, standard properties of the Fourier transform show
∂̂βγj (ξ) = (2πiξ)
β · γ̂j (ξ) ∀ξ ∈ Rd ∀β ∈ Nd0 with |β| ≤ 1.
Consequently, we get for i ∈ N that
Mj,i ≤ 2τs(j−i) ·
(
1 + 2i−j
)σ ·(2π · max
|β|≤1
2−i·d
∫
2i−2<|η|<2i+2
max
|α|≤N
∣∣(∂α [ξ 7→ ξβ · γ̂j (ξ)]) (η/2j)∣∣ d η)τ. (8.1)
Next, we observe for β ∈ Nd0 with |β| = 1, i.e., β = ej for some j ∈ d, that
∣∣∂νξβ∣∣ =

∣∣ξβ∣∣ ≤ |ξ| ≤ 1 + |ξ| , if ν = 0,
1 ≤ 1 + |ξ| , if ν = ej,
0 ≤ 1 + |ξ| otherwise.
Likewise, in case of β = 0, we have ∣∣∂νξβ∣∣ = {1 ≤ 1 + |ξ| , if ν = 0,
0 ≤ 1 + |ξ| , otherwise.
In connection with Leibniz’s rule and the d-dimensional binomial theorem (cf. [29, Section 8.1, Exercise 2.b]), this
yields for j = 0 and α ∈ Nd0 with |α| ≤ N ≤ N0 that∣∣∂α [ξ 7→ ξβ · γ̂0 (ξ)] (η)∣∣ ≤ ∑
ν≤α
(
α
ν
)
·
∣∣∂νηβ∣∣ · ∣∣∂α−ν γ̂0 (η)∣∣
(assumption for γ̂0=ϕ̂) ≤ G1 · (1 + |η|)1−L ·
∑
ν≤α
(
α
ν
)
≤ 2N0G1 · (1 + |η|)1−L .
(8.2)
Likewise, for j ∈ N and α ∈ Nd0 with |α| ≤ N ≤ N0, we get∣∣∂α [ξ 7→ ξβ · γ̂j (ξ)] (η)∣∣ ≤ ∑
ν≤α
(
α
ν
)
·
∣∣∂νηβ∣∣ · ∣∣∂α−ν γ̂j (η)∣∣
(assumption for γ̂j=ψ̂) ≤ G2 · (1 + |η|)1−L1 ·min
{
1, |η|L2
}
·
∑
ν≤α
(
α
ν
)
≤ 2N0G2 · (1 + |η|)1−L1 ·min
{
1, |η|L2
}
.
(8.3)
Now, we first consider the case i ∈ N and note
λd
({
η ∈ Rd
∣∣ 2i−2 < |η| < 2i+2}) = vd · (2d(i+2) − 2d(i−2))
= 2i·d · vd
(
4d − 4−d)
≤ 2i·d · 4dvd,
(8.4)
so that
2−i·d ·
∫
2i−2<|η|<2i+2
h (η) d η ≤ 4dvd · sup
2i−2<|η|<2i+2
h (η) (8.5)
for each nonnegative (measurable) function h. Now, we distinguish two subcases for estimating Mj,i.
Case 1: We have j ∈ N. In this case, we distinguish two additional subcases:
(1) We have j ≤ i. For 2i−2 < |η| < 2i+2, this implies
∣∣η/2j∣∣ ≥ 2i−2−j = 2i−j4 = 2|i−j|4 . Since we have L1 ≥ 1,
a combination of this estimate with equations (8.1), (8.3) and (8.5) yields
Mj,i ≤ 2σ · 2−τs|j−i| · 2σ|i−j| ·
(
2N0G2 · 2π · 4dvd · 4L1−1 · 2|i−j|(1−L1)
)τ
≤ 2σ · (2N0G2 · 2π · 4dvd · 4L1)τ · 2|i−j|[σ−τ(L1−1+s)]
=: 2σ ·Hτ1 · 2|i−j|[σ−τ(L1−1+s)].
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(2) We have i ≤ j. For 2i−2 < |η| < 2i+2, this implies because of L2 ≥ 0 that
min
{
1,
∣∣η/2j∣∣L2} ≤ (2i+2−j)L2 ≤ 4L2 · 2−L2|i−j|.
Furthermore,
(
1 +
∣∣η/2j∣∣)1−L1 ≤ 1, since L1 ≥ 1. Hence, as in the previous case, we can combine equations
(8.1), (8.3) and (8.5) to derive
Mj,i ≤ 2τs|j−i| · 2σ ·
(
2N0G2 · 2π · 4dvd · 4L2 · 2−L2|i−j|
)τ
=: 2σ ·Hτ2 · 2τ |j−i|(s−L2).
Case 2: We have j = 0. In this case, we have for 2i−2 < |η| < 2i+2 that
∣∣η/2j∣∣ = |η| ≥ 2i−2 and hence(
1 +
∣∣η/2j∣∣)1−L ≤ 4L−12−i(L−1) ≤ 4L · 2−(L−1)|i−j|. Here, we used L ≥ 1.
Now, a combination of equations (8.1), (8.2) and (8.5) yields
M0,i ≤ 2−τs|i−j| · 2σ2σ|i−j| ·
(
2N0G1 · 2π · 4dvd · 4L · 2−(L−1)|i−j|
)τ
=: 2σ ·Hτ3 · 2|i−j|[σ−τ(L−1+s)].
These are the desired estimates in case of i ∈ N. It remains to consider the case i = 0. Here, equation (8.1) takes
on the slightly modified form
Mj,0 ≤ 2τsj ·
(
1 + 2−j
)σ ·(2π · max
|β|≤1
∫
B2(0)
max
|α|≤N
∣∣(∂α [ξ 7→ ξβ · γ̂j (ξ)]) (η/2j)∣∣ d η)τ
≤ 2σ · 2τsj ·
(
2π · λd (B2 (0)) · max|β|≤1 sup|η|<2
∣∣(∂α [ξ 7→ ξβ · γ̂j (ξ)]) (η/2j)∣∣)τ .
(8.6)
Now, we again distinguish two cases:
Case 1: We have j ∈ N. Here, we observe for |η| < 2 that
min
{
1,
∣∣η/2j∣∣L2} ≤ 2(1−j)L2 = 2L2 · 2−L2|i−j|.
Since we also have L1 ≥ 1, a combination of equations (8.6) and (8.3) yields
Mj,0 ≤ 2σ · 2τs|i−j| ·
(
2N0G2 · 2π · λd (B2 (0)) · 2L2 · 2−L2|i−j|
)τ
=: 2σ ·Hτ4 · 2τ |i−j|(s−L2).
Case 2: We have j = 0. Because of L ≥ 1, we have (1 + ∣∣η/2j∣∣)1−L ≤ 1 for arbitrary η ∈ Rd, so that a
combination of equations (8.6) and (8.2) yields
M0,0 ≤ 2σ ·
(
2N0G1 · 2π · λd (B2 (0))
)τ
=: 2σ ·Hτ5
= 2σ ·Hτ5 · 2−|i−j|ζ ,
where ζ ∈ R can be chosen arbitrarily, since |i− j| = 0.
All in all, if we set H6 := max {H1, . . . , H5}, a combination of the preceding cases shows
Mj,i ≤ 2σ ·Hτ6 · 2−τ |i−j|min{1,L2−s, L−1+s−
σ
τ , L1−1+s− στ }. (8.7)
Note that H1, . . . , H5, and hence also H6, are all independent of p, q, µ, s.
Furthermore, we have
σ
τ
=
d
min {1, p} +K +
⌈
K +
d+ ε
min {1, p}
⌉
≤ d
p0
+ µ0 +
⌈
µ0 +
d+ ε
p0
⌉
= ϑ
and σ = τ · στ ≤ τϑ, as well as s0 ≤ s ≤ s1. Hence,
Mj,i ≤
(
2ϑ ·H6
)τ · 2−τ |i−j|min{1, L2−s1, L−1+s0−ϑ,L1−1+s0−ϑ}.
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But our assumptions on L,L1, L2 imply that the exponent λ := min {1, L2 − s1, L− 1 + s0 − ϑ, L1 − 1 + s0 − ϑ}
is positive. Hence, we get, for the constants C1, C2 defined in Corollary 6.6,
C
1/τ
1 =
sup
i∈N0
∑
j∈N0
Mj,i
1/τ ≤ 2ϑ ·H6 · sup
i∈N0
∑
j∈N0
2−τλ|i−j|
1/τ
(for ℓ=i−j) ≤ 2ϑ ·H6 ·
(∑
ℓ∈Z
2−τλ|ℓ|
)1/τ
≤ 2ϑ ·H6 ·
(
2 ·
∞∑
ℓ=0
2−τλℓ
)1/τ
(since ℓτ0 →֒ℓτ is norm-decreasing for τ0:=min{p0,q0}) ≤ 2ϑ ·H6 · 21/τ ·
( ∞∑
ℓ=0
2−τ0λℓ
)1/τ0
≤ 2ϑ+ 1τ0 ·H6 ·
(
1
1− 2−τ0λ
)1/τ0
=: H7 <∞.
Observe again that H7 is independent of p, q, µ, s. Exactly the same estimate also yields C
1/τ
2 ≤ H7.
Next, we set γ
(0)
1 := ϕ and γ
(0)
2 := ψ. Furthermore, we set nj := 2 for j ∈ N and n0 := 1, so that γj = γ(0)nj for
all j ∈ N0. In the notation of Lemma 3.7, these definitions entail
Q(1) =
⋃
{Q′i | i ∈ N0 and ni = 1} = Q′0 = B2 (0) ,
Q(2) =
⋃
{Q′i | i ∈ N0 and ni = 2} =
⋃
j∈N
Q′j = B4 (0) \B1/4 (0) .
But the prerequisites of the current proposition include the assumptions γ̂
(0)
1 (ξ) = ϕ̂ (ξ) 6= 0 for all ξ ∈ Q(1) and
γ̂
(0)
2 (ξ) = ψ̂ (ξ) 6= 0 for all ξ ∈ Q(2). By continuity of ϕ̂, ψ̂ and by compactness of Q(1), Q(2), we thus see that all
assumptions of Lemma 3.7 are satisfied. Consequently, the family Γ = (γi)i∈I satisfies Assumption 3.6 and there
is a constant Ω3 = Ω3 (B, ϕ, ψ, p0, µ0, d) > 0 satisfying Ω
(p,K)
2 ≤ Ω3 for all K ≤ µ0 and p ≥ p0, with Ω(p,K)2 as in
Assumption 3.6. Recall that in our case, we indeed have K = |µ| ≤ µ0.
In view of the assumptions of the proposition, it is now not hard to see that all prerequisites for Corollary
6.6 are satisfied. Hence, that corollary implies that Γ(δ) forms a Banach frame (in the sense of Theorem 4.7) for
Bp,qs,µ
(
Rd
)
= D
(
Q, Lp
v(µ)
, ℓq(2js)j
)
, as soon as 0 < δ ≤ δ00, where (cf. Lemma 4.6 for the definition of F0 and the
estimate for |||F0||| used here)
δ00 =
1
1 + 2|||F0|||2
and, with w =
(
2js
)
j∈N0 ,
|||F0||| ≤ 2
1
qC2B,Φ,v0,p · |||ΓB|||
2
ℓqw→ℓqw ·
(
|||−→A |||max{1, 1p} + |||−→B |||max{1, 1p}
)
· C3
(Corollary 6.6) ≤ 2 1q0C2B,Φ,v0,p · |||ΓB|||2ℓqw→ℓqw · 4H7 · C3C4
(eq. (1.15)) ≤ 4 · 2 1q0 C2B,Φ,v0,p ·
[
CB,(2js)j∈N0
·N1+
1
q
B
]2
·H7 · C3C4
≤ 4 · 2 1q0 C2B,Φ,v0,p ·
[
C
|s|
B,(2j)j∈N0
·N1+
1
q0
B
]2
·H7 · C3C4
≤ 4 · 2 1q0 C2B,Φ,v0,p ·
[
C
max{s1,−s0}
B,(2j)j∈N0
·N1+
1
q0
B
]2
·H7 · C3C4,
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where
C3 =

(
216·768/d 32
) d
p
242·12d·d15 ·
(
252 ·d 252 ·N˜3
)N˜+1
·N2(
1
p−1)
B
(1+RBCB)
d( 4p−1)· Ω13K0 Ω131 Ω(p,K)2 , if p < 1,
1√
d·212+6⌈K⌉ ·
(
217 · d5/2 · N˜
)⌈K⌉+d+2
· (1 +RB)d · Ω3K0 Ω31Ω(p,K)2 , if p ≥ 1,
with N˜ =
⌈
K + d+1min{1,p}
⌉
≤
⌈
µ0 +
d+1
p0
⌉
and
C4 = Ω
K
0 Ω1 · d1/min{1,p} · (4 · d)1+2⌈K+
d+ε
min{1,p}⌉ ·
(sd
ε
)1/min{1,p}
· max
|α|≤⌈K+ d+εmin{1,p}⌉
C(α),
where the constants C(α) = C(α) (Φ) are as in Assumption 6.1.
To establish that δ0 can be chosen independently of p, q, s, µ, it thus suffices to estimate C3C4 and CB,Φ,v0,p
independently of these quantities. But above, we estimated Ω
(p,K)
2 ≤ Ω3 with Ω3 independent of p, q, s, µ. Since we
also have K = |µ| ≤ µ0 and 0 ≤ 1p ≤ 1p0 , as well as Ω0 = 1 and Ω1 = 2|µ| ≤ 2µ0 , it is straightforward to see that
C3 can be estimated independently of p, q, s, µ. The same arguments also allow us to estimate C4 independently of
these quantities.
Finally, Corollary 6.5 shows that there is a suitable ̺ ∈ C∞c
(
Rd
)
(depending only on B) satisfying
CB,Φ,v0,p ≤ ΩK0 Ω1 · (4 · d)1+2⌈K+
d+ε
p ⌉ ·
(sd
ε
)1/p
· 2⌈K+ d+εp ⌉ · λd (Q) · max
|α|≤⌈K+ d+εp ⌉
‖∂α̺‖sup · max|α|≤⌈K+ d+εp ⌉
C(α),
where Q :=
⋃
i∈N0 Q
′
i ⊂ B4 (0). As above, since 0 ≤ 1p ≤ 1p0 and K = |µ| ≤ µ0, it is then not hard to see that
CB,Φ,v0,p can be estimated independently of p, q, s, µ.
It remains to show that the sequence space Cp,q,s,µ is identical to the coefficient space ℓ
q(
|detTi|
1
2
− 1
p ·wi
)
i∈I
(
[C
(δ)
i ]i∈I
)
mentioned in Theorem 4.7. To this end, recall from equation (4.2) that C
(δ)
j = ℓ
p
v(j,δ)
(Zd) with v = v(µ) and
v
(j,δ)
k = v
(µ)
(
δ · T−Tj k
)
=
(
1 +
∣∣δ · T−Tj k∣∣)µ
=
(
1 +
∣∣δ · k/2j∣∣)µ .
But since 0 < δ ≤ 1, we have δ · (1 + ∣∣k/2j∣∣) ≤ 1 + ∣∣δ · k2j ∣∣ ≤ 1 + ∣∣k/2j∣∣, which implies
δµ0 · (1 + ∣∣k/2j∣∣)µ ≤ δ|µ| · (1 + ∣∣k/2j∣∣)µ ≤ v(j,δ)k ≤ δ−|µ| · (1 + ∣∣k/2j∣∣)µ ≤ δ−µ0 · (1 + ∣∣k/2j∣∣)µ
for all k ∈ Zd, j ∈ N0 and 0 < δ ≤ 1. Finally, since wi = 2si and |detTi| = 2i·d for i ∈ N0, we see
|detTi|
1
2− 1p · wi = 2i(s+d(
1
2− 1p )).
Taken together, these considerations easily show ℓq(
|detTi|
1
2
− 1
p ·wi
)
i∈I
(
[C
(δ)
i ]i∈I
)
= Cp,q,s,µ with equivalent quasi-norms.
Here, the implicit constant is allowed to depend on δ. 
Next, we derive concrete conditions on ϕ, ψ which ensure that the generated wavelet system yields atomic
decompositions for the (weighted) Besov spaces Bp,qs,µ
(
Rd
)
.
Proposition 8.4. Let p0, q0 ∈ (0, 1], ε > 0, µ0 ≥ 0 and −∞ < s0 ≤ s1 < ∞. Assume that ϕ, ψ ∈ L1
(
Rd
)
satisfy
the following conditions:
(1) We have ‖ϕ‖K00 <∞ and ‖ψ‖K00 <∞ for K00 := µ0 + dp0 + 1, where ‖g‖M = supx∈Rd (1 + |x|)
M · |g (x)|.
(2) We have ϕ̂, ψ̂ ∈ C∞ (Rd), with all partial derivatives of ϕ̂, ψ̂ being polynomially bounded.
(3) We have ϕ̂ (ξ) 6= 0 for all ξ ∈ B2 (0) and ψ̂ (ξ) 6= 0 for all ξ ∈ B4 (0) \B1/4 (0).
(4) We have
|∂αϕ̂ (ξ)| ≤ G1 · (1 + |ξ|)−L ,∣∣∣∂αψ̂ (ξ)∣∣∣ ≤ G2 · (1 + |ξ|)−L1 ·min{1, |ξ|L2}
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for all α ∈ Nd0 with |α| ≤ N0 :=
⌈
µ0 +
d+ε
p0
⌉
, all ξ ∈ Rd, suitable G1, G2 > 0 and certain L,L1 ≥ 2d+1+2ε
and L2 ≥ 0 which furthermore satisfy
L > s1 + κ+ d+ 1 + ε, L1 > s1 + κ+ d+ 1 + ε, and L2 > ϑ0d− s0
for
ϑ0 :=
{
0, if p0 = 1
1
p0
− 1, if p0 ∈ (0, 1) ,
and κ :=
{
⌈µ0 + d+ ε⌉ , if p0 = 1,
d+ µ0 +
⌈
µ0 +
d+ε
p0
⌉
, if p0 ∈ (0, 1) .
Then there is some δ0 = δ0 (d, p0, q0, ε, µ0, s0, s1, ϕ, ψ) > 0 such that for each 0 < δ ≤ δ0, the family
Γ(δ) =
(
2j
d
2 · γj
(
2j • −δk))
j∈N0,k∈Zd
, with γ0 := ϕ and γj := ψ for j ∈ N,
forms an atomic decomposition for Bp,qs,µ
(
Rd
)
, for arbitrary p, q ∈ (0,∞] and s, µ ∈ R satisfying p ≥ p0, q ≥ q0 as
well as s0 ≤ s ≤ s1 and |µ| ≤ µ0.
Precisely, this means the following: With the space Cp,q,s,µ ≤ CN0×Zd as in Proposition 8.3, the following are
true:
(1) The synthesis map
S(δ) : Cp,q,s,µ → Bp,qs,µ (Rd) , (c(i)k )i∈N0,k∈Zd 7→
∑
i∈N0
∑
k∈Zd
[
c
(i)
k · 2i
d
2 · γi
(
2i • −δk)]
is well-defined and bounded for each 0 < δ ≤ 1.
Convergence of the series has to be understood as described in the remark after Theorem 5.6.
(2) For 0 < δ ≤ δ0, there is a bounded linear coefficient map
C(δ) : Bp,qs,µ (Rd)→ Cp,q,s,µ
satisfying S(δ) ◦ C(δ) = idBp,qs,µ . Furthermore, the action of C(δ) on a given f ∈ Bp,qs,µ
(
Rd
)
is independent of
the precise choice of p, q, s, µ. ◭
Proof. Define L˜ := L − (d+ 1 + ε) and L˜1 := L1 − (d+ 1 + ε). Now, an application of Lemma 6.9 (with γ = ψ,
N = N0 ≥
⌈
d+ε
p0
⌉
≥ ⌈d+ ε⌉ ≥ d+1 and ̺ (ξ) := G2 ·(1 + |ξ|)−L˜1 ·min
{
1, |ξ|L2
}
, where ̺ ∈ L1 (Rd) since L˜1 ≥ d+ε)
yields functions ψ1, ψ2 ∈ L1
(
Rd
)
with the following properties:
(1) We have ψ = ψ1 ∗ ψ2.
(2) We have ψ2 ∈ C1
(
Rd
)
with H
(M)
1 := ‖ψ2‖M + ‖∇ψ2‖M <∞ for all M ∈ N0.
(3) We have ψ̂1, ψ̂2 ∈ C∞
(
Rd
)
, where all partial derivatives of these functions are polynomially bounded.
(4) We have ‖ψ1‖N0 < ∞ and ‖ψ‖N0 < ∞. In particular, since N0 ≥ µ0 + d+εp0 ≥ µ0 + d + ε, we have
ψ1 ∈ L∞(1+|•|)µ0+d+ε
(
Rd
) →֒ L1(1+|•|)µ0 (Rd) →֒ L1(1+|•|)K (Rd) for all K = |µ| ≤ µ0.
(5) We have ∣∣∣∂αψ̂1 (ξ)∣∣∣ ≤ 21+d+4N0 ·N0! · (1 + d)N0 · ̺ (ξ)
≤ H2 · (1 + |ξ|)−L˜1 ·min
{
1, |ξ|L2
} (8.8)
with H2 := G2 · 21+d+4N0 ·N0! · (1 + d)N0 for all ξ ∈ Rd and all α ∈ Nd0 with |α| ≤ N0.
Likewise, another application of Lemma 6.9 (this time with γ = ϕ, N = N0 ≥ d + 1 and ̺ (ξ) := G1 · (1 + |ξ|)−L˜,
where ̺ ∈ L1 (Rd), since L˜ ≥ d+ ε) yields certain functions ϕ1, ϕ2 ∈ L1 (Rd) with the following properties:
(1) We have ϕ = ϕ1 ∗ ϕ2.
(2) We have ϕ2 ∈ C1
(
Rd
)
with H
(M)
3 := ‖ϕ2‖M + ‖∇ϕ2‖M <∞ for all M ∈ N0.
(3) We have ϕ̂1, ϕ̂2 ∈ C∞
(
Rd
)
, where all partial derivatives of these functions are polynomially bounded.
(4) We have ‖ϕ1‖N0 < ∞ and ‖ϕ‖N0 < ∞. As for ψ1, this implies ϕ1 ∈ L1(1+|•|)µ0
(
Rd
) →֒ L1
(1+|•|)K
(
Rd
)
for
all K = |µ| ≤ µ0.
(5) We have
|∂αϕ̂1 (ξ)| ≤ 21+d+4N0 ·N0! · (1 + d)N0 · ̺ (ξ)
≤ H4 · (1 + |ξ|)−L˜
(8.9)
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with H4 := G1 · 21+d+4N0 ·N0! · (1 + d)N0 for all ξ ∈ Rd and all α ∈ Nd0 with |α| ≤ N0.
Now, set γ0 := ϕ and γ0,ℓ := ϕℓ, as well as γj := ψ and γj,ℓ := ψℓ for ℓ ∈ {1, 2} and j ∈ N.
As a further preparation, set γ
(0)
1 := ϕ and γ
(0)
2 := ψ, as well as n0 := 1 and nj := 2 for j ∈ N, so that γj = γ(0)nj
for all j ∈ N0. Then, in the notation of Lemma 3.7, we have Q(1) = B2 (0) and Q(2) = B4 (0) \ B1/4 (0), cf. the
proof of Proposition 8.3. Exactly as in that proof, we see that all prerequisites of Lemma 3.7 are satisfied, so that
the family Γ = (γi)i∈N0 satisfies Assumption 3.6, where we furthermore have Ω
(p,K)
2 ≤ Ω3 for all K ≤ µ0 and all
p ≥ p0, for a suitable constant Ω3 = Ω3 (B, ϕ, ψ, p0, µ0, d) > 0. Observe that indeed K = |µ| ≤ µ0 in the cases
which are of interest to us.
Now, let p, q, s, µ be as in the statement of the proposition. We want to verify the prerequisites of Corollary 6.7
for the choices which we just made. For most of these assumptions, this is not hard:
(1) All γi, γi,1, γi,2 are measurable functions, as required.
(2) Since K = |µ| ≤ µ0, we have γi,1 = ψ1 ∈ L1(1+|•|)K
(
Rd
)
for any i ∈ N and also γ0,1 = ϕ1 ∈ L1(1+|•|)K
(
Rd
)
,
as seen above.
(3) We have γi,2 = ψ2 ∈ C1
(
Rd
)
for any i ∈ N and also γ0,2 = ϕ2 ∈ C1
(
Rd
)
, as noted above.
(4) With K0 := K +
d
min{1,p} + 1 ≤ µ0 + dp0 + 1 = K00, we have
Ω
(p,K)
4 = sup
i∈I
‖γi,2‖K0 + sup
i∈I
‖∇γi,2‖K0
≤ max{‖ϕ2‖K00 , ‖ψ2‖K00}+max{‖∇ϕ2‖K00 , ‖∇ψ2‖K00}
≤ H(⌈K00⌉)1 +H(⌈K00⌉)3 =: H5 <∞.
(8.10)
(5) We have ‖γi‖K0 ≤ ‖γi‖K00 <∞ for all i ∈ N0, since ‖ϕ‖K00 <∞ and ‖ψ‖K00 <∞ by assumption.
(6) We have γi = ψ = ψ1 ∗ ψ2 = γi,1 ∗ γi,2 for all i ∈ N and likewise γ0 = ϕ = ϕ1 ∗ ϕ2 = γ0,1 ∗ γ0,2.
(7) We have γ̂i,1, γ̂i,2 ∈ C∞
(
Rd
)
for all i ∈ N0, and all partial derivatives of these functions are polynomially
bounded.
(8) As we showed above, the family Γ = (γi)i∈N0 satisfies Assumption 3.6.
Hence, the only prerequisite of Corollary 6.7 which still needs to be verified is that
K1 := sup
i∈N0
∑
j∈N0
Ni,j <∞ and K2 := sup
j∈N0
∑
i∈N0
Ni,j <∞,
where
Ni,j :=
(
wi
wj
· (|detTj|/ |detTi|)ϑ)τ · (1 + ∥∥T−1j Ti∥∥)σ · (|detTi|−1 · ∫
Qi
max
|α|≤N
∣∣(∂αγ̂j,1) (S−1j ξ)∣∣ d ξ)τ ,
with
N =
⌈
K +
d+ ε
min {1, p}
⌉
,
τ = min {1, p, q} ,
σ =
{
min {1, q} · ⌈K + d+ ε⌉ , if p ∈ [1,∞] ,
min {p, q} ·
(
d
p +K +
⌈
K + d+εp
⌉)
, if p ∈ (0, 1) ,
ϑ =
{
0, if p ∈ [1,∞] ,
1
p − 1, if p ∈ (0, 1) .
To prove this, we begin with several auxiliary observations: First of all, we observe N ≤ N0. Furthermore, we
have ϑ ≤ ϑ0, since p0 = 1 implies p ∈ [1,∞]. Finally, we also have
σ
τ
− ϑd =
{⌈K + d+ ε⌉ , if p ∈ [1,∞] ,
d
p +K +
⌈
K + d+εp
⌉
− d
(
1
p − 1
)
, if p ∈ (0, 1)
≤
{⌈µ0 + d+ ε⌉ , if p0 = 1,
d+ µ0 +
⌈
µ0 +
d+ε
p0
⌉
, if p0 ∈ (0, 1)
= κ,
(8.11)
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where we used that K = |µ| ≤ µ0 and also that p0 = 1 entails p ∈ [1,∞].
We divide our estimates of Ni,j into two main cases. The first case is i ∈ N. Here, we recall from the proof of
Proposition 8.3 (cf. equation (8.4)) for Qi =
{
ξ ∈ Rd
∣∣ 2i−2 < |ξ| < 2i+2} that λd (Qi) ≤ 2i·d · 4dvd. Since we also
have N ≤ N0, we conclude
Ni,j ≤
[
2s(i−j)+ϑd(j−i)
]τ
· (1 + 2i−j)σ ·(4dvd · sup
2i−2<|ξ|<2i+2
max
|α|≤N0
∣∣(∂αγ̂j,1) (ξ/2j)∣∣)τ . (8.12)
To further estimate this term, we consider two subcases:
Case 1: We have j ∈ N. Here, we again consider two subcases:
(1) We have i ≤ j. For 2i−2 < |ξ| < 2i+2, equation (8.8) implies because of L˜1 ≥ 0 and L2 ≥ 0 that
max
|α|≤N0
∣∣(∂αγ̂j,1) (ξ/2j)∣∣ = max|α|≤N0
∣∣∣(∂αψ̂1) (ξ/2j)∣∣∣ ≤ H2 ·min{1, ∣∣ξ/2j∣∣L2}
≤ H2 · 4L2 · 2L2(i−j)
= 4L2H2 · 2−L2|i−j|.
In combination with equation (8.12), we get
Ni,j ≤ 2σ ·
(
4d+L2vd ·H2
)τ · 2−τ |i−j|(L2+s−ϑd).
(2) We have j ≤ i. Here, equation (8.8) implies for 2i−2 < |ξ| < 2i+2 that
max
|α|≤N0
∣∣(∂αγ̂j,1) (ξ/2j)∣∣ = max|α|≤N0
∣∣∣(∂αψ̂1) (ξ/2j)∣∣∣ ≤ H2 · (1 + ∣∣ξ/2j∣∣)−L˜1
≤ H2 ·
(
2i−j/4
)−L˜1
= 4L˜1H2 · 2−L˜1|i−j|.
In combination with equation (8.12), we get
Ni,j ≤ 2σ ·
(
4d+L˜1vd ·H2
)τ
· 2−τ |i−j|(− στ −s+ϑd+L˜1).
Case 2: We have j = 0. Here, equation (8.9) shows for 2i−2 < |ξ| < 2i+2 that
max
|α|≤N0
∣∣(∂αγ̂j,1) (ξ/2j)∣∣ = max|α|≤N0 |∂αϕ̂1 (ξ)| ≤ H4 · (1 + |ξ|)−L˜
≤ H4 ·
(
2i/4
)−L˜
= 4L˜H4 · 2−iL˜.
In combination with equation (8.12), this implies
Ni,j ≤ 2σ ·
(
4d+L˜vd ·H4
)τ
· 2−τi(L˜−s+ϑd− στ ) = 2σ ·
(
4d+L˜vd ·H4
)τ
· 2−τ |i−j|(L˜−s+ϑd− στ ).
These are the desired estimates for the case i ∈ N.
If otherwise i = 0, so that Qi = T0Q
′
0 + b0 = Q
′
0 = B2 (0), estimate (8.12) takes the modified form
Ni,j ≤ 2τj(ϑd−s) ·
(
1 + 2−j
)σ ·(∫
B2(0)
max
|α|≤N
∣∣(∂αγ̂j,1) (S−1j ξ)∣∣ d ξ
)τ
≤ 2σ · [λd (B2 (0))]τ · 2τj(ϑd−s) · sup
|ξ|<2
(
max
|α|≤N0
∣∣(∂αγ̂j,1) (ξ/2j)∣∣)τ . (8.13)
To further estimate this quantity, we again distinguish two cases:
Case 1: We have j ∈ N. In this case, equation (8.8) shows for |ξ| < 2 that
max
|α|≤N0
∣∣(∂αγ̂j,1) (ξ/2j)∣∣ = max|α|≤N0
∣∣∣(∂αψ̂1) (ξ/2j)∣∣∣ ≤ H2 ·min{1, ∣∣ξ/2j∣∣L2}
≤ 2L2H2 · 2−jL2 .
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In combination with equation (8.13), we get
Ni,j ≤ 2σ ·
[
2L2+dvd ·H2
]τ · 2τj(ϑd−s−L2)
= 2σ · [2L2+dvd ·H2]τ · 2−τ |i−j|(L2+s−ϑd).
Case 2: We have j = 0. In this case, equation (8.9) shows for |ξ| < 2 that
max
|α|≤N0
∣∣(∂αγ̂j,1) (ξ/2j)∣∣ = max|α|≤N0 |(∂αϕ̂1) (ξ)| ≤ H4,
since L˜ ≥ 0. In combination with equation (8.13), this yields
Ni,j ≤ 2σ ·
[
2dvd ·H4
]τ
= 2σ · [2dvd ·H4]τ · 2−τ |i−j|ζ
for arbitrary ζ ∈ R, since |i− j| = 0.
All in all, our considerations show that there is some constant H6 which is independent of p, q, s, µ, such that
Ni,j ≤ 2σ ·Hτ6 · 2−τ |i−j|λ where λ := min
{
1, L2 + s− ϑd, L˜− s+ ϑd− σ
τ
, L˜1 − s+ ϑd− σ
τ
}
.
But in view of equation (8.11) and since s0 ≤ s ≤ s1, as well as ϑ ≤ ϑ0, we have
λ ≥ min
{
1, L2 + s0 − ϑ0d, L˜− s1 − κ, L˜1 − s1 − κ
}
=: λ0 > 0,
by our assumptions regarding L,L1, L2. Note that λ0 is independent of p, q, s, µ.
All in all, we thus get, for K1,K2 as in Corollary 6.7,
K
1/τ
1 = sup
i∈N0
∑
j∈N0
Ni,j
1/τ ≤ 2σ/τ ·H6 · sup
i∈N0
∑
j∈N0
2−τλ|i−j|
1/τ
(since ℓτ0 →֒ℓτ is norm-decreasing for τ0:=min{1,p0,q0}≤τ) ≤ 2σ/τ ·H6 · sup
i∈N0
∑
j∈N0
2−τ0λ|i−j|
1/τ0
(since λ≥λ0 and with ℓ=i−j) ≤ 2σ/τ ·H6 ·
(∑
ℓ∈Z
2−τ0λ0|ℓ|
)1/τ0
≤ 2 στ + 1τ0 ·H6 ·
( ∞∑
ℓ=0
2−τ0λ0ℓ
)1/τ0
(since στ ≤κ+ϑd≤κ+ϑ0d by eq. (8.11)) ≤ 2κ+ϑ0d+
1
τ0 ·H6 ·
(
1
1− 2−τ0λ0
)1/τ0
=: H7,
where H7 is independent of p, q, s, µ. Precisely the same estimate also yields K
1/τ
2 ≤ H7.
All in all, we see that Corollary 6.7 is applicable, so that the operator
−→
C from Assumption 5.1 satisfies
|||−→C |||max{1, 1p} ≤ Ω ·
(
K
1/τ
1 +K
1/τ
2
)
≤ 2ΩH7 for Ω = ΩK0 Ω1 · (4 · d)1+2⌈K+
d+ε
min{1,p}⌉ · ( sdε )1/min{1,p} ·max|α|≤N C(α),
where the constants C(α) are as in Assumption 6.1. Since N ≤ N0, K = |µ| ≤ µ0 and 1min{1,p} ≤ 1p0 , as well as
Ω0 = 1 and Ω1 = 2
|µ| ≤ 2µ0 , it is not hard to see Ω ≤ H8, where H8 is independent of p, q, s, µ.
Corollary 6.7 ensures that Theorem 5.6 is applicable, i.e., the family Γ(δ) from the statement of the current propo-
sition is indeed an atomic decomposition for Bp,qs,µ
(
Rd
)
= D
(
B, Lp
v(µ)
, ℓq(2js)j∈N0
)
as soon as 0 < δ ≤ min {1, δ00},
where δ00 is defined by
δ−100 :=

2sd√
d
· (217 ·d2 ·(K+2+d))K+d+3· (1+RB)d+1 · Ω4K0 Ω41Ω(p,K)2 Ω(p,K)4 · |||−→C ||| , if p ≥ 1,(
214/d
3
2
)d
p
245·d17 ·
(
sd
p
)1
p
(
268 ·d14 ·
(
K+1+ d+1p
)3)K+2+ d+1p
·(1+RB)1+
3d
p ·Ω16K0 Ω161 Ω(p,K)2 Ω(p,K)4 · |||
−→
C ||| 1p , if p < 1.
The verification that the discrete sequence space from Theorem 5.6 coincides with Cp,q,s,µ is exactly as in the proof
of Proposition 8.3. Hence, to complete the proof, we only have to verify δ−100 ≤ δ−10 , where δ0 > 0 is independent of
p, q, s, µ.
But above, we showed Ω
(p,K)
2 ≤ Ω3, with Ω3 independent of p, q, s, µ, since K = |µ| ≤ µ0 and p ≥ p0. Fur-
thermore, equation (8.10) shows Ω
(p,K)
4 ≤ H5 for K = |µ| ≤ µ0 and with H5 independent of p, q, s, µ. Using these
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estimates, the estimate for |||−→C ||| from above, and the straightforward inequalities 0 ≤ 1p ≤ 1p0 and K = |µ| ≤ µ0, as
well as Ω0 = 1 and Ω2 = 2
|µ| ≤ 2µ0 , we see that indeed δ−100 ≤ δ−10 for some δ0 > 0 independent of p, q, s, µ. 
Remark 8.5. We close this section by showing that our results indeed imply the existence of compactly supported
Banach frames and atomic decompositions for Besov spaces. Finally, we compare our results with the literature.
• The conditions in Propositions 8.3 and 8.4 are still not completely straightforward to verify. Thus, let k,N ∈ N
and L1, L2 ≥ 0 be arbitrary. We will show how one can construct a compactly supported function ψ ∈ Ckc
(
Rd
)
satisfying ψ̂ (ξ) 6= 0 for ξ ∈ B4 (0) \B1/4 (0) as well as∣∣∣∂αψ̂ (ξ)∣∣∣ . (1 + |ξ|)−L1 ·min{1, |ξ|L2} ∀α ∈ Nd0 with |α| ≤ N.
To this end, let ℓ := max {k, ⌈L1⌉} and L3 := max {0, ⌈(L2 −N − 1) /2⌉} and choose ψ0 ∈ Cℓ+2(L3+N+1)c
(
Rd
)
with ψ0 ≥ 0 and ψ0 6≡ 0. This implies ψ̂0 (0) = ‖ψ0‖L1 > 0. By continuity of ψ̂0, there is thus some c0 > 0 and
some ε > 0 satisfying |ψ̂0 (ξ)| ≥ c0 for |ξ| ≤ ε.
Define ψ1 := ψ0 ◦ 4ε id and note |ψ̂1 (ξ)| = (ε/4)d ·
∣∣ψ̂0 ( ε4ξ)∣∣ ≥ c0 · (ε/4)d =: c1 as long as |ξ| ≤ 4. Next, set
ψ := ∆L3+N+1ψ1 ∈ Cℓc (Rd) ⊂ Ckc (Rd) ,
where ∆ =
∑d
j=1
∂2
∂x2j
denotes the Laplace operator. An easy calculation using partial integration shows
F [∆g] (ξ) = −4π2 · |ξ|2 · ĝ (ξ) for g ∈ C2c
(
Rd
)
, so that we get
ψ̂ (ξ) =
(−4π2)L3+N+1 · |ξ|2(L3+N+1) · ψ̂1 (ξ) ∀ξ ∈ Rd. (8.14)
In particular, ψ̂ (ξ) ∈ o (|ξ|2(L3+N)+1) as ξ → 0. Furthermore, since ψ ∈ Cc
(
Rd
)
, we have ψ̂ ∈ C∞ (Rd), so
that Lemma B.2 shows ∂αψ̂ (ξ) ∈ o (|ξ|2(L3+N)+1−|α|) ⊂ o (|ξ|2L3+N+1) ⊂ o (|ξ|L2) as ξ → 0, for |α| ≤ N . By
continuity of ∂αψ̂, this implies that there is a constant C > 0 satisfying∣∣∣∂αψ̂ (ξ)∣∣∣ ≤ C · |ξ|L2 ≤ 2L1C · (1 + |ξ|)−L1 ·min{1, |ξ|L2}
for all |ξ| ≤ 1 and all α ∈ Nd0 with |α| ≤ N .
Furthermore, since ψ ∈ Cℓc
(
Rd
)
and thus also ψ(α) := [x 7→ (−2πix)α · ψ (x)] ∈ Cℓc
(
Rd
)
, Lemma 6.3 and
elementary properties of the Fourier transform imply∣∣∣∂αψ̂ (ξ)∣∣∣ = ∣∣(F−1ψ(α)) (−ξ)∣∣ . (1 + |ξ|)−ℓ ≤ (1 + |ξ|)−L1 = (1 + |ξ|)−L1 ·min{1, |ξ|L2} for |ξ| ≥ 1
for arbitrary α ∈ Nd0. Hence, ∂αψ̂ satisfies the desired decay properties.
Finally, note that eq. (8.14) also yields |ψ̂ (ξ)| = (4π2)L3+N+1 · |ξ|2(L3+N+1) · |ψ̂1 (ξ)| ≥ c1 · (π2/4)L3+N+1 ≥ c1
for all ξ ∈ B4 (0) \ B1/4 (0). We have thus constructed ψ as desired. Similarly, but easier, one can construct
ϕ ∈ Ckc
(
Rd
)
satisfying ϕ̂ (ξ) 6= 0 for ξ ∈ B2 (0) and |∂αϕ̂ (ξ)| . (1 + |ξ|)−L for all α ∈ Nd0 with |α| ≤ N . It is
then straightforward to check that ϕ, ψ satisfy all assumptions of Propositions 8.3 and 8.4 (for proper choices
of N,L, L1, L2). Hence, our general theory indeed yields compactly supported wavelet systems that form atomic
decompositions and Banach frames for inhomogeneous Besov spaces.
• We observe that the assumptions of Propositions 8.3 and 8.4 are structurally very similar, but the precise values
of L,L1, L2 differ greatly. Indeed, in order to get a Banach frame for Bp,qs
(
Rd
)
using Proposition 8.3, the mother
wavelet ψ has to have at least L2 > s vanishing moments, which increases with the smoothness parameter s ∈ R.
In contrast, in order to obtain an atomic decomposition of Bp,qs
(
Rd
)
using Proposition 8.4, the mother wavelet ψ
only has to have L2 > ϑ0d − s vanishing moments, where ϑ0 =
(
p−1 − 1)
+
. In particular, once the smoothness
parameter s satisfies s > d
(
p−1 − 1)
+
, one can choose L2 = 0, so that it is possible for ψ to have no vanishing
moments at all, i.e., ψ̂ (0) 6= 0 is allowed.
In this case, one can even choose ϕ = ψ to show that the system
(
2j
d
2 · ϕ (2j • −δk))
j∈N0,k∈Zd
yields an
atomic decompositions of Bp,qs
(
Rd
)
. A peculiar property of this system is that it does not even form a frame for
L2
(
Rd
)
, due to the missing vanishing moments.
• Wavelet characterizations of inhomogeneous Besov spaces have already been considered by many other authors:
In [59, equations (10.1) and (10.2)], as well as in [74, Theorem 3.5(i)], it is shown that certain wavelet orthonormal
bases yield atomic decompositions and Banach frames for the Besov spaces Bp,qs
(
Rd
)
. We remark that of the two
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mentioned books, only Triebel’s book [74] covers the whole range p, q ∈ (0,∞], while Meyer[59] only considers
the case p, q ∈ [1,∞].
As explained in [74, Theorem 1.61(ii)], the wavelet bases considered by Triebel in [74, Theorem 3.5] are
compactly supported and are Ck, with k vanishing moments, where it is assumed that
k > max
{
s,
2d
p
+
d
2
− s
}
.
Hence, Triebel needs a large amount of vanishing moments if s is large, but also if −s is large. As observed in the
previous point, this is not needed for the theory developed in this paper, at least if one only wants to have either
Banach frames or atomic decompositions. But since Triebel uses wavelet orthonormal bases, he obtains atomic
decompositions and Banach frames simultaneously, which explains the dependence of k on s observed above.
In addition to orthonormal bases, Triebel also considers wavelet frames, cf. [74, Sections 1.8 and 3.2]. But for
these, Triebel restricts to the case p = q. Then, for s > σp = d
(
p−1 − 1)
+
, he derives atomic decomposition
results using certain compactly supported wavelet frames (cf. [74, Theorem 1.69]). As seen above, this is the
range in which Proposition 8.4 does not need any vanishing moments. Additional atomic decomposition results
are obtained in [74, Theorem 1.71], but these use bandlimited wavelets and require p > 1 as well as s < 0.
In a different approach, Rauhut and Ullrich showed [69] (based upon previous work by Ullrich[75]) that the
inhomogeneous Besov spaces Bp,qs
(
Rd
)
can be obtained as certain generalized coorbit spaces. Using the theory
of these spaces (cf. [31, 69]), they then again show that suitable wavelet orthonormal bases yield Banach frames
and atomic decompositions for the spaces Bp,qs
(
Rd
)
, cf. [69, Theorem 5.8 and Remark 5.9]. Their assumptions
on the scaling function ϕ and the mother wavelet ψ are very similar to the ones imposed in this paper: ψ needs
to have a suitable number of vanishing moments, and ϕ, ψ are required to have a suitable decay in space, as well
as in Fourier domain. Furthermore, the decay in Fourier domain also needs to hold for certain derivatives of ϕ̂, ψ̂,
cf. [69, Definition 1.1]. We remark, however, that in [69, Theorem 5.8], only the range p, q ∈ [1,∞] is considered.
Finally, Frazier and Jawerth[34, 33, 32] also obtained atomic decompositions for Besov spaces, cf. [34, Theorem
7.1]. In contrast to our approach, Frazier and Jawerth use a sampling density which is fixed a priori. This,
however, requires the mother wavelet ψ to be bandlimited to
{
ξ ∈ Rd ∣∣ |ξ| ≤ π} (cf. [34, between eq. (1.8) and
eq. (1.9)]); in particular, ψ can not be compactly supported. We remark that Frazier and Jawerth assume ψ
to have N vanishing moments with N ≥ max
{
−1, d (p−1 − 1)
+
− s
}
. This is very similar to the vanishing
moment condition which we impose in Proposition 8.4, cf. the preceding point. Finally, we mention the so-called
generalized ϕ-transform of Frazier and Jawerth (cf. [33, Section 4]) which yields results that are very similar
to Propositions 8.3 and 8.4, but for the case of (homogeneous) Triebel-Lizorkin spaces instead of inhomogeneous
Besov spaces, cf. [32, Theorem 4.5] and [33, Corollaries 4.5 and 4.3]. For the case of inhomogeneous Triebel-
Lizorkin spaces, see [33, Section 12, page 132].
In summary, we have seen that the description of (inhomogeneous) Besov spaces through wavelet systems—in
particular through wavelet orthonormal bases—was very well developed prior to this paper. Nevertheless, it seems
that in the case of compactly supported wavelet frames (as opposed to orthonormal bases), our results slightly
improve the state of the art: In [74], comparable results are only derived for p = q and s > d
(
p−1 − 1)
+
and in
[34], only bandlimited wavelet systems are considered. Finally, in [33], the authors allow compactly supported
wavelet frames, but consider Triebel-Lizorkin spaces instead of Besov spaces.
We close our comparison with the literature by comparing the advantages and disadvantages of wavelet or-
thonormal bases compared to more general wavelet systems. As noted in [44, Example 5.6(a)], “both types of
description are useful [...]: The orthogonal bases, when a concise characterization of a function without redun-
dancy is important, but the form of the basic wavelet g is not essential; the non-orthogonal expansions and frames,
when the basic function g is given by the problem and flexibility is required.” Indeed, if one is willing to sample
sufficiently densely, Propositions 8.3 and 8.4 allow a very wide variety of scaling functions ϕ and mother wavelets
ψ to be used. In contrast, to obtain an orthonormal wavelet basis, ϕ and ψ need to be selected very carefully.
However, using such an orthonormal basis has several advantages[74] that frames lack:
– the sampling density is known and fixed a priori,
– the synthesis coefficients are uniquely determined and equal to the analysis coefficients,
– the analysis map yields an isomorphism of Bp,qs
(
Rd
)
onto the associated sequence space bp,qs .
• Finally, we remark that we discussed inhomogeneous Besov spaces in the general framework presented here
mainly to indicate that—and how—the framework can be applied in concrete cases. More novel and interesting
applications of the general theory, in particular to shearlets, will be discussed in the companion paper [66]. 
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Appendix A. Lemmas needed to get explicit constants
Lemma A.1. For each N ∈ N, there is a polynomial pN ∈ R [X ] satisfying 0 ≤ pN (x) ≤ 1 for x ∈ [0, 1] and
pn (0) = 0, pN (1) = 1, as well as p
(ℓ)
N (0) = 0 = p
(ℓ)
N (1) ∀ ℓ ∈ N.
Furthermore, pN satisfies ‖p(ℓ)N ‖sup,[0,1] ≤ 24N+1 · (N + 1)! for all ℓ ∈ {0, . . . , N}. ◭
Proof. First, recall the well-known identity d
ℓ
d xℓ
xN = N !(N−ℓ)! ·xN−ℓ =
(
N
ℓ
) · ℓ! ·xN−ℓ for ℓ ∈ {0, . . . , N}. Now, define
qN (x) := x
N · (1− x)N = xN ·
N∑
m=0
(
N
m
)
(−x)m =
N∑
m=0
[(
N
m
)
· (−1)m · xN+m
]
and note for x ∈ (0, 1] and ℓ ∈ {0, . . . , N} that∣∣∣q(ℓ)N (x)∣∣∣ ≤ N∑
m=0
(
N
m
)(
N +m
ℓ
)
· ℓ! · xN+m−ℓ
(
since (ab)≤2a
) ≤ ℓ! · x−ℓ · N∑
m=0
((
N
m
)
· 2N+m · xN+m
)
= ℓ! · xN−ℓ · 2N ·
N∑
m=0
((
N
m
)
· (2x)m
)
= ℓ! · xN−ℓ · 2N · (1 + 2x)N
(since 0<x≤1 and N−ℓ≥0) ≤ ℓ! · 2N · 3N ≤ 6N ·N !.
By continuity, this also holds for x = 0.
Furthermore, since we have d
ℓ
d xℓ
∣∣∣∣
x=0
xN+m = 0 for all ℓ ≤ N − 1 and all m ≥ 0, we see q(ℓ)N (0) = 0 for all
ℓ ∈ {0, . . . , N − 1}. Likewise, note that
qN (x) = (−1)N · (x− 1)N · (1 + (x− 1))N
= (−1)N ·
N∑
m=0
(
N
m
)
· (x− 1)N+m ,
which implies q
(ℓ)
N (1) = 0 for all ℓ ∈ {0, . . . , N − 1}, since d
ℓ
dxℓ
∣∣∣∣
x=1
(x− 1)N+m = 0 for all ℓ ∈ {0, . . . , N − 1} and
m ≥ 0.
Next, note for x ∈ [ 12 (1− 12N ) , 12 (1 + 12N )] ⊂ [0, 1] that
xN ≥ 2−N ·
(
1− 1
2N
)N
= 2−N ·
√(
1− 1
2N
)2N
≥ 2−N ·
√(
1− 1
2
)2
= 2−(N+1),
where we used the well-known fact that the sequence
[(
1− 1n
)n]
n∈N is nondecreasing
4. Likewise, we get
(1− x)N ≥
[
1− 1
2
(
1 +
1
2N
)]N
=
[
1
2
(
1− 1
2N
)]N
≥ 2−(N+1)
and thus qN (x) ≥ 4−(N+1), which yields
CN :=
∫ 1
0
qN (t) d t ≥
∫ 1
2 (1+
1
2N )
1
2 (1− 12N )
4−(N+1) d t =
4−(N+1)
2N
=
2−(2N+3)
N
.
Now, we finally define for x ∈ [0, 1]
pN (x) :=
1
CN
·
∫ x
0
qN (t) d t =
1
CN
·
N∑
m=0
[(
N
m
)
· (−1)
m
N +m+ 1
· xN+m+1
]
4One way to see this is to note d
d x
(
1− 1
x
)x
=
(
1− 1
x
)x
·
[
ln
(
1− 1
x
)
+ 1
x−1
]
as well as d
dx
[
ln
(
1− 1
x
)
+ 1
x−1
]
= 1
x−1
(
1
x
− 1
x−1
)
< 0
for x ∈ (1,∞) and ln
(
1− 1
x
)
+ 1
x−1
−−−−→
x→∞
0. Together, these facts show d
d x
(
1− 1
x
)x
> 0 on (1,∞).
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and note pN (0) = 0, as well as pN (1) =
1
CN
·CN = 1, as desired. Also, the fundamental theorem of calculus shows
p
(ℓ)
N (x) =
1
CN
· q(ℓ−1)N (x) = 0 ∀ ℓ ∈ N and x ∈ {0, 1} .
Furthermore, since qN ≥ 0, we see that pN is nondecreasing and hence 0 = pN (0) ≤ pN (x) ≤ pN (1) = 1 for all
x ∈ [0, 1]. Finally, we get∥∥∥p(ℓ)N ∥∥∥
sup,[0,1]
=
1
CN
·
∥∥∥q(ℓ−1)N ∥∥∥
sup,[0,1]
≤ 22N+3 ·N · 6N ·N ! ≤ 24N · 8N ·N ! ≤ 24N+1 · (N + 1)!
for all ℓ ∈ N . For ℓ = 0, this estimate is trivially satisfied since ‖pN‖sup,[0,1] = 1. 
Lemma A.2. For all d,N ∈ N and R, s > 0 there is a function ψ ∈ C∞c
(
Rd
)
satisfying
• 0 ≤ ψ ≤ 1,
• suppψ ⊂ (− (R+ s) , R+ s)d,
• ψ ≡ 1 on [−R,R]d,
•
∥∥∥ ∂ℓ∂xℓi ψ∥∥∥sup ≤ max{1, ( 3s)ℓ} · 24N+1 · (N + 1)! for all i ∈ d and all ℓ ∈ {0, . . . , N}. ◭
Proof. Choose pN as in Lemma A.1 and define
ψ(0) : R→ [0, 1] , x 7→

0, if x ≤ − (R+ 23s) ,
pN
(
3
s ·
(
x+R+ 23s
))
, if − (R+ 23s) ≤ x ≤ − (R+ s3) ,
1, if − (R+ s3) ≤ x ≤ R+ s3 ,
pN
(
3
s ·
[
R+ 23s− x
])
, if R+ s3 ≤ x ≤ R+ 23s,
0, if x ≥ R+ 23s.
Since we have 0 ≤ pN ≤ 1 and pN (0) = 0, as well as pN (1) = 1, it follows that ψ(0) is well-defined and continuous.
Furthermore, it is well-known that if f, g : R→ R are differentiable with f ′ (a) = g′ (a) and f (a) = g (a), then so is
x 7→
{
f (x) , if x ≤ a,
g (x) , if x ≥ a.
By applying this inductively to higher derivatives and since p
(ℓ)
N (1) = 0 = p
(ℓ)
N (0) for all ℓ ∈ {1, . . . , N}, we
conclude ψ(0) ∈ CN (R), where the derivatives are obtained by differentiation of the individual “pieces” defining
ψ(0). In particular, we get
∥∥∥ dℓd xℓψ(0)∥∥∥sup ≤ max{1, (3s)ℓ} · 24N+1 · (N + 1)! for all ℓ ∈ {0, . . . , N}, cf. the estimate
for the derivatives of pN .
Now, let θ ∈ C∞c ((−1, 1)) be a standard mollifier, i.e., θ ≥ 0 with
∫
R
θ (t) d t = 1. As usual, for ε > 0, let
θε (x) :=
1
ε · θ
(
x
ε
)
and ψ1 := θs/3 ∗ ψ(0). Using standard properties of convolution products, we see ψ1 ∈ C∞c (R)
with 0 ≤ ψ1 ≤ 1, as well as
suppψ1 ⊂
(
−s
3
,
s
3
)
+ suppψ(0) ⊂ (− (R+ s) , R+ s)
and with ∥∥∥∥∥ dℓdxℓψ1
∥∥∥∥∥
sup
=
∥∥∥∥∥θs/3 ∗
[
dℓ
dxℓ
ψ(0)
]∥∥∥∥∥
sup
≤
∥∥∥∥∥ dℓdxℓψ(0)
∥∥∥∥∥
sup
≤ max
{
1,
(
3
s
)ℓ}
· 24N+1 · (N + 1)!
for all ℓ ∈ {0, . . . , N}.
Finally, for x ∈ [−R,R], we have
ψ1 (x) =
∫ ∞
−∞
θs/3 (y) · ψ(0) (x− y) d y
=
∫ s/3
−s/3
θs/3 (y) · ψ(0) (x− y) d y
(
ψ(0)(x−y)=1 since x−y∈[−(R+ s3 ),R+ s3 ]
)
=
∫ s/3
−s/3
θs/3 (y) d y
=
∫ ∞
−∞
θs/3 (y) d y = 1,
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as desired.
The preceding considerations establish the claim for d = 1. In case of d > 1, set ψ := ψ1 ⊗ · · · ⊗ ψ1 and note
∂ℓ
∂xℓi
ψ =
i−1⊗
j=1
ψ1 ⊗ ψ(ℓ)1 ⊗
d⊗
j=i+1
ψ1,
which yields the desired estimate for the derivative, since 0 ≤ ψ1 ≤ 1. 
Corollary A.3. The function ψ from Lemma A.2 satisfies∣∣(∂α [F−1ψ]) (x)∣∣ ≤ 2π · 2d ·max{1, (3/s)N} · (48d)N+1 (N + 2)! · (1 +R+ s)|α| (R+ s)d · (1 + |x|)−N ,
for all x ∈ Rd and all α ∈ Nd0 with |α| ≤ 1.
In particular, we have for N > d that∥∥∇ [F−1ψ]∥∥
L1
≤ 2π · sd
N − d ·
√
d · 2d ·max
{
1, (3/s)N
}
· (48d)N+1 (N + 2)! · (1 +R + s) (R+ s)d . ◭
Proof. We first recall the elementary identity(
∂α
[F−1ψ]) (x) = ∫
Rd
ψ (ξ) · ∂αx e2πi〈x,ξ〉 d ξ
=
∫
Rd
ψ (ξ) · (2πiξ)α · e2πi〈x,ξ〉 d ξ
=
(F−1 [ξ 7→ (2πiξ)α · ψ (ξ)]) (x) .
Hence, we let g : Rd → C, ξ 7→ (2πiξ)α · ψ (ξ), note g ∈ C∞c
(
Rd
)
and recall from Lemma 6.3, equation (6.2) that
∣∣(F−1g) (x)∣∣ ≤ (1 + |x|)−N · (1 + d)N ·(∣∣(F−1g) (x)∣∣ + d∑
m=1
∣∣[F−1 (∂Nmg)] (x)∣∣
)
(A.1)
for all x ∈ Rd. Thus, it remains to estimate the right-hand side.
But for the first term, we simply have because of supp g ⊂ suppψ ⊂ (− (R+ s) , R+ s)d and 0 ≤ ψ ≤ 1, which
entails |g (ξ)| ≤ [2π (R + s)]|α| for all ξ ∈ Rd, that∣∣(F−1g) (x)∣∣ ≤ ‖g‖L1 ≤ [2π (R + s)]|α| · [2 (R+ s)]d ≤ 2π · 2d · (1 +R+ s)|α| (R+ s)d .
For the second term, we have to work harder: In case of α = 0, we simply have g = ψ and hence—as above—that∣∣[F−1 (∂Nmg)] (x)∣∣ ≤ ∥∥∂Nmg∥∥L1 ≤ [2 (R+ s)]d · ∥∥∂Nmg∥∥L∞
≤ max
{
1,
(
3
s
)N}
· 24N+1 · (N + 1)! · [2 (R + s)]d
≤ 2π · 2d ·max
{
1,
(
3
s
)N}
· 24N+1 · (N + 2)! · (R+ s)d (1 +R+ s)|α| ,
cf. Lemma A.2 for the estimate regarding
∥∥∂Nmg∥∥L∞ = ∥∥∂Nmψ∥∥L∞ .
It remains to consider the case |α| = 1, i.e., α = ej for some j ∈ d. In this case, we have g (ξ) = 2πi · ξj · ψ (ξ),
so that Leibniz’s rule yields ∣∣(∂Nmg) (ξ)∣∣ = 2π ·
∣∣∣∣∣
N∑
ℓ=0
(
N
ℓ
)
· [∂ℓmξj] · (∂N−ℓm ψ) (ξ)
∣∣∣∣∣
(since |ξj |≤R+s on suppψ and ∂ℓmξj=δm,j ·δℓ,1 for ℓ≥1) ≤ 2π ·
[
(R+ s) · ∣∣(∂Nmψ) (ξ)∣∣ +N · ∣∣(∂N−1m ψ) (ξ)∣∣]
(cf. Lemma A.2) ≤ 2πN · (1 +R+ s) ·max
{
1,
(
3
s
)N}
· 24N+1 · (N + 1)!
(since |α|=1) ≤ 2π · (1 +R + s)|α| ·max
{
1,
(
3
s
)N}
· 24N+1 · (N + 2)! .
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Here, we used that max
{
1, (3/s)
ℓ
}
is nondecreasing with respect to ℓ ∈ {0, . . . , N}. In fact, for 3/s ≤ 1, we have
max
{
1, (3/s)
ℓ
}
= 1 for all ℓ ∈ {0, . . . , N} and for 3/s > 1, we have max
{
1, (3/s)
ℓ
}
= (3/s)
ℓ
, which is increasing
with respect to ℓ. All in all, we arrive at∣∣[F−1 (∂Nmg)] (x)∣∣ ≤ ∥∥∂Nmg∥∥L1 ≤ [2 (R+ s)]d · ∥∥∂Nmg∥∥L∞
≤ 2π ·max
{
1,
(
3
s
)N}
· 24N+1 · (N + 2)! · [2 (R+ s)]d · (1 +R + s)|α|
≤ 2π · 2d ·max
{
1,
(
3
s
)N}
· 24N+1 · (N + 2)! · (R+ s)d · (1 +R+ s)|α| .
Recalling equation (A.1), we conclude
(1 + |x|)N · ∣∣(F−1g) (x)∣∣
≤ (1 + d)N
(
2π · 2d (1 +R+ s)|α| (R+ s)d + d · 2π · 2dmax
{
1,
(
3
s
)N}
· 24N+1 (N + 2)! · (R+ s)d (1 +R+ s)|α|
)
≤ 2π · 2d (1 + d)N+1 ·max
{
1,
(
3
s
)N}
· 24N+1 (N + 2)! · (1 +R+ s)|α| (R+ s)d
≤ 2π · 2d ·max
{
1,
(
3
s
)N}
· (48d)N+1 (N + 2)! · (1 +R + s)|α| (R+ s)d ,
as claimed.
For the additional claim, recall from equation (1.9) for N > d that∥∥∇ [F−1ψ]∥∥
L1
≤ 2π
√
d · 2d ·max
{
1,
(
3
s
)N}
· (48d)N+1 (N + 2)! · (1 +R+ s) (R+ s)d ·
∥∥∥(1 + |·|)−N∥∥∥
L1
≤ 2π · sd
N − d ·
√
d · 2d ·max
{
1,
(
3
s
)N}
· (48d)N+1 (N + 2)! · (1 +R+ s) (R+ s)d ,
where the first step is justified by a combination of our previous estimates with the Cauchy-Schwarz inequality. 
Appendix B. Vanishing of a function implies vanishing of derivatives
In this section, we show that if a sufficiently smooth function f : U ⊂ Rd → R satisfies f (x) ∈ o (|x− a|N ) as
x→ a, then the partial derivatives of f also vanish to a suitable order at a, i.e., ∂αf (x) ∈ o (|x− a|N−|α|) as x→ a,
for |α| ≤ N . Our starting point is the following consequence of Taylor’s theorem:
Lemma B.1. Let a ∈ Rd, r > 0 and N ∈ N0. Assume that f ∈ CN (Br (a) ;R) satisfies f (x) ∈ o (|x− a|N ) as
x→ a, i.e.,
f (x)
|x− a|N
−−−→
x→a
0.
Then ∂αf (a) = 0 for all α ∈ Nd0 with |α| ≤ N . ◭
Proof. Let f as in the statement of the lemma. We will show by induction on ℓ = |α| ∈ {0, . . . , N} that ∂αf (a) = 0.
By translating everything, we can clearly assume a = 0.
For |α| = 0, we simply note by continuity of f at a = 0 that
f (0) = lim
x→0
f (x) = lim
x→0
f (x)
|x|N
· lim
x→0
|x|N = 0,
since limx→0 |x|N ∈ {0, 1} because of N ∈ N0.
Now, assume ∂αf (0) = 0 for all |α| < ℓ for some ℓ ∈ {1, . . . , N}. In view of Taylor’s theorem (cf. [3, Theorem
5.11] for the precise version used here), we get
f (x) =
∑
|α|≤N
∂αf (0)
α!
xα +RN (x) ∀x ∈ Br (0) ,
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where RN : Br (0)→ R satisfies RN (x) ∈ o (|x|N ), i.e., RN (x) / |x|N −−−→
x→0
0. By rearranging, and since ∂αf (0) = 0
for all |α| < ℓ, we get
p (x) :=
∑
|α|=ℓ
∂αf (0)
α!
xα = f (x)−
∑
ℓ+1≤|α|≤N
∂αf (0)
α!
xα −RN (x) =: g (x) ∀x ∈ Br (0) .
But we haveRN (x) ∈ o (|x|N ) ⊂ o (|x|ℓ) and likewise f (x) ∈ o (|x|N ) ⊂ o (|x|ℓ) as x→ 0. Also, |xα| ≤ |x||α| ≤ |x|ℓ+1
for |x| < 1 and ℓ + 1 ≤ |α| ≤ N , so that |xα||x|ℓ ≤ |x| −−−→x→0 0. All in all, we thus see g (x) ∈ o (|x|
ℓ) as x → 0 and
hence also p (x) ∈ o (|x|ℓ).
Next, if we can show p ≡ 0, it follows from standard properties of polynomials that ∂αf(0)α! = 0 for all |α| = ℓ and
hence ∂αf (0) = 0 for all |α| = ℓ. One possibility of proving this elementary fact is to note that
∂βxα =
{
0, if α 6= β,
cα > 0, if α = β,
for α, β ∈ Nd0 with |α| = |β|.
Thus, all we need to show is that if p (x) =
∑
|α|=ℓ cαx
α satisfies p ∈ o (|x|ℓ) as x → 0 then p ≡ 0. It is clear
that p (0) = 0, since ℓ ≥ 1. Now let x ∈ Rd \ {0} be arbitrary. Since p is homogeneous of degree ℓ, we have
p (rx) = rℓ · p (x) for all r > 0. Using this and p ∈ o (|x|ℓ), we get
0 = lim
r↓0
p (rx)
|rx|ℓ
= lim
r↓0
p (x)
|x|ℓ
=
p (x)
|x|ℓ
and hence p (x) = 0 for all x ∈ Rd, as desired. 
Lemma B.2. Let U ⊂ Rd be open, let N ∈ N0 and f ∈ CN (U ;R). If f satisfies f (x) / |x− a|N → 0 as x→ a for
some a ∈ U , then
∂αf (x)
|x− a|N−|α|
−−−→
x→a
0 ∀α ∈ Nd0 with |α| ≤ N. ◭
Remark. The lemma remains true for complex-valued functions, since one can simply apply it to the real- and
imaginary parts separately. 
Proof. Lemma B.1 shows ∂γf (a) = 0 for all γ ∈ Nd0 with |γ| ≤ N . Hence, for |α| = N we get by continuity of ∂αf
that
∂αf (x)
|x− a|N−|α|
= ∂αf (x) −−−→
x→a
∂αf (a) = 0,
as desired. Hence, we can assume |α| < N from now on. This implies g := ∂αf ∈ CN−|α| (U ;R), so that Taylor’s
theorem (see [3, Theorem 5.11] for the precise version used here) yields because of ∂βg (a) = ∂α+βf (a) = 0 for
|β| ≤ N − |α| that
g (x) =
∑
|β|≤N−|α|
∂βg (a)
β!
(x− a)β + o
(
|x− a|N−|α|
)
= o
(
|x− a|N−|α|
)
as x→ a,
as claimed. 
Appendix C. Necessity of vanishing moment conditions for discrete cone-adapted shearlet
frames
Proposition C.1. Let ϕ, γ, γ˜ ∈ L2 (R2) such that for some δ > 0, the (discrete, cone-adapted) shearlet
system (cf. [54, Definition 2.2]) with sampling density δ,
SH (ϕ, γ, γ˜; δ) = Φ (ϕ; δ) ∪Ψ(γ; δ) ∪ Ψ˜ (γ˜; δ)
with
Φ (ϕ; δ) =
{
φ (• − δm)
∣∣m ∈ Z2} ,
Ψ(γ; δ) =
{
γj,k,m = 2
3
4 j · γ (SkA2j • −δm)
∣∣∣ (j, k) ∈ I and m ∈ Z2}
Ψ˜ (γ˜; δ) =
{
γ˜j,k,m = 2
3
4 j · γ˜
(
STk A˜2j • −δm
) ∣∣∣ (j, k) ∈ I and m ∈ Z2}
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and I :=
{
(j, k) ∈ N0 × Z : |k| ≤
⌈
2j/2
⌉}
, as well as
Sk =
(
1 k
0 1
)
, Aa = diag
(
a,
√
a
)
, and A˜a = diag
(√
a, a
)
is a Bessel system in L2
(
R2
)
. Then we have∫
{ξ∈R2 | |ξ1|<1 and |ξ2|< 18 |ξ1|1/2}
|ξ1|−2 · |γ̂ (ξ)|2 d ξ <∞. ◭
Remark. • Here, a system (θi)i∈I in a Hilbert space H is called a Bessel system if there is a constant C > 0
satisfying
∑
i∈I |〈f, θi〉H|2 ≤ C · ‖f‖2H for all f ∈ H.
• Likewise, one can show ∫
{ξ∈R2 | |ξ2|<1 and |ξ1|< 18 |ξ2|1/2}
|ξ2|−2 · |(F γ˜) (ξ)|2 d ξ <∞.
• In particular, if γ̂ is continuous (e.g. if γ is compactly supported), then necessarily γ̂ (0) = 0, since otherwise
|γ̂ (ξ)| ≥ c for |ξ| < 2ε with c > 0 and ε ∈ (0, 1) suitable. But this yields∫
{ξ∈R2 | |ξ1|<1 and |ξ2|< 18 |ξ1|1/2}
|ξ1|−2 · |γ̂ (ξ)|2 d ξ ≥ c2 ·
∫
{ξ∈R2 | |ξ1|<ε2 and |ξ2|< 18 |ξ1|1/2}
|ξ1|−2 d ξ
(Fubini’s theorem) ≥ c2 ·
∫ ε2
0
|ξ1|−2 · 1
4
|ξ1|1/2 d ξ1
=
c2
4
·
∫ ε2
0
|ξ1|−
3
2 d ξ1 =∞. 
Proof. The following proof is heavily inspired by the proof of [19, Theorem 3.3.1], generalized from wavelets to
shearlets and from homogeneous systems to inhomogeneous systems.
In the following, we will consider the shearlet group
H =
{
ε
(
a b
0
√
a
) ∣∣∣∣ a > 0, b ∈ R, ε ∈ {±1}} = {(a b0 sgn (a) ·√|a|
) ∣∣∣∣ a ∈ R \ {0} , b ∈ R} ,
which contains all of the matrices Sk and Aa. We let µH denote the Haar measure (cf. [28, Section 2.2]) on the
locally compact topological group H . Based on µH , we define a new measure ν on the Borel σ-algebra of R2 ×H
by
ν (A) =
∫
H
∫
R2
1A (x, h)
|deth| dxdµH (h) for each Borel set A ⊂ R
2 ×H.
For f, ψ ∈ L2 (R2), the continuous shearlet transform Wψf is given by
Wψf : R2 ×H → C, (x, h) 7→ 〈f, π (x, h)ψ〉 ,
where π (x, h)ψ := LxDhψ, with Lxf (y) = g (y − x) and Dhf = |deth|−1/2 · f ◦ h−1. It is not hard to show
that the inverse of the operator π (x, h) = LxDh is given by [π (x, h)]
−1 = π
(−h−1x, h−1) and furthermore that
π (x, h)π (y, g) = π (x+ hy, hg) for arbitrary x, y ∈ R2 and g, h ∈ H .
Since we have |Wψf (x, h)| ≤ ‖f‖L2 · ‖ψ‖L2 and since ‖π (x, h)ψ‖L2 = ‖ψ‖L2 for all (x, h) ∈ R2 ×H , it is not
hard to see for F ∈ L1 (ν;C) that
TF f :=
∫
R2×H
F (x, h) ·Wψf (x, h) · π (x, h)ψ d ν (x, h) ∈ L2 (R2)
is well-defined with ‖TFf‖L2 ≤ ‖F‖L1(ν) · ‖ψ‖2L2 · ‖f‖L2 . Furthermore, in case of F ≥ 0, we have
〈TFf, f〉L2 =
∫
R2×H
F (x, h) ·Wψf (x, h) · 〈π (x, h)ψ, f〉L2 d ν (x, h)
(since 〈π(x,h)ψ, f〉L2=〈f, π(x,h)ψ〉L2=Wψf(x,h)) =
∫
R2×H
F (x, h) · |Wψf (x, h)|2 d ν (x, h) ≥ 0,
so that the operator TF : L
2
(
R2
)→ L2 (R2) is bounded and nonnegative and in particular self-adjoint.
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Finally, if F ∈ L1 (ν) is nonnegative and if (uℓ)ℓ is an arbitrary orthonormal basis of L2
(
R2
)
, then∑
ℓ
〈TFuℓ, uℓ〉L2 =
∫
R2×H
F (x, h) ·
∑
ℓ
|Wψuℓ (x, h)|2 d ν (x, h)
(since
∑
ℓ|Wψuℓ(x,h)|2=
∑
ℓ|〈uℓ, π(x,h)ψ〉|2=‖π(x,h)ψ‖2L2=‖ψ‖
2
L2
) = ‖ψ‖2L2 · ‖F‖L1(ν) <∞.
Thus, TF is a trace-class operator (cf. [28, Appendix 2]) and in particular a compact operator.
Hence, if F ∈ L1 (ν) and F ≥ 0, then the spectral theorem for compact self-adjoint operators yields an orthonor-
mal basis (uℓ)ℓ∈N of L
2
(
R2
)
satisfying TF =
∑∞
ℓ=1 cℓ · 〈•, uℓ〉 ·uℓ where cℓ ≥ 0 and
∑∞
ℓ=1 cℓ = ‖ψ‖2L2 · ‖F‖L1(ν) <∞.
Now, if (gi)i∈I is an arbitrary Bessel-sequence in L
2
(
R2
)
, i.e., if
∑
i∈I |〈f, gi〉|2 ≤ C · ‖f‖2L2 for each f ∈ L2
(
R2
)
,
then ∑
i∈I
〈TF gi, gi〉 =
∑
i∈I
∞∑
ℓ=1
cℓ · 〈gi, uℓ〉 〈uℓ, gi〉
=
∞∑
ℓ=1
cℓ
∑
i∈I
|〈uℓ, gi〉|2
(since ‖uℓ‖L2=1) ≤ C ·
∞∑
ℓ=1
cℓ = C · ‖F‖L1(ν) · ‖ψ‖2L2 <∞.
(C.1)
Next, choose an arbitrary compact set Λ ⊂ H+ :=
{(
a b
0
√
a
) ∣∣∣ a ∈ (0,∞) and b ∈ R} with nonempty interior. By
compactness, the constant C0 := supλ∈Λ
∥∥λ−1∥∥
ℓ∞→ℓ∞ is finite. Now, define ω := 1[−3δC0,3δC0]2 ∈ L1
(
R2
)
and let
F : R2 ×H → [0,∞) , (x, h) 7→ ω (h−1x) · 1Λ (h) .
With this definition, we have
‖F‖L1(ν) =
∫
Λ
∫
R2
|deth|−1 · ω (h−1x) dxdµH (h)
(for y=h−1x) =
∫
Λ
∫
R2
ω (y) d y dµH (h) = (6δC0)
2 · µH (Λ) <∞.
Next, we define
Q0 :=
{
ξ ∈ R∗ × R
∣∣∣∣ |ξ1| ∈ [2−1, 1) and ξ2ξ1 ∈ [−2−1, 2−1)
}
and set Q := ΛTQ0, where it is not hard to see that Q ⊂ R∗ × R is compact. Consequently, there is some
ψ ∈ S (R2) ⊂ L2 (R2) with ψ̂ ∈ C∞c (R∗ × R) and ψ̂ ≥ 0, as well as ψ̂ ≡ 1 on Q.
Now, we observe that the part Ψ(γ; δ) =
{
γj,k,m
∣∣ (j, k) ∈ I and m ∈ Z2} of the shearlet system SH (ϕ, γ, γ˜; δ)
satisfies
γj,k,m = 2
3
4 j · γ (SkA2j • −δm)
= 2
3
4 j · γ
(
SkA2j
[
• − (SkA2j )−1 δm
])
= Lxj,k,mD(SkA2j )
−1γ = π
(
xj,k,m, (SkA2j )
−1
)
γ with xj,k,m := (SkA2j )
−1
δm ∈ R2
for (j, k) ∈ I and m ∈ Z2. Consequently, since each map π (x, h) is unitary,
[Wψγj,k,m] (x, h) = 〈γj,k,m, π (x, h)ψ〉 =
〈
π
(
xj,k,m, (SkA2j )
−1
)
γ, π (x, h)ψ
〉
= 〈γ, π (−SkA2jxj,k,m, SkA2j )π (x, h)ψ〉
= 〈γ, π (SkA2jx− δm, SkA2j · h)ψ〉 ∀ (x, h) ∈ R2 ×H.
Since SH (ϕ, γ, γ˜; δ) is a Bessel system, so is Ψ(γ; δ). In view of equation (C.1), this implies∑
(j,k)∈I,m∈Z2
〈TF γj,k,m, γj,k,m〉 <∞.
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Now, let (j, k) ∈ I and m ∈ Z2 be arbitrary and note
〈TF γj,k,m, γj,k,m〉 =
∫
R2×H
F (x, h) · |Wψγj,k,m (x, h)|2 d ν (x, h)
=
∫
H
1Λ (h) ·
∫
R2
|deth|−1 · ω (h−1x) · |〈γ, π (SkA2jx− δm, SkA2j · h)ψ〉|2 dx dµH (h)
(for z=h−1x) =
∫
H
1Λ (h) ·
∫
R2
ω (z) · |〈γ, π (SkA2j · hz − δm, SkA2j · h)ψ〉|2 d z dµH (h)
(for g=SkA2jh) =
∫
H
1Λ
(
(SkA2j )
−1
g
)
·
∫
R2
ω (z) · |〈γ, π (g · z − δm, g)ψ〉|2 d z dµH (g)
(for x=g·z−δm) =
∫
H
1SkA2jΛ
(g) ·
∫
R2
ω
(
g−1 [x+ δm]
) · |〈γ, π (x, g)ψ〉|2 dx dµH (g)|det g| . (C.2)
Next, let (j, k) ∈ I and x ∈ R2 be fixed and let g ∈ SkA2jΛ, i.e., g = SkA2jλ for some λ ∈ Λ. Observe that
Z2 → Z2,m 7→ Skm is a bijection, so that∑
m∈Z2
ω
(
g−1 [x+ δm]
)
=
∑
m∈Z2
ω
(
λ−1A−12j
[
S−1k x+ δS
−1
k m
])
(with n=S−1k m) =
∑
n∈Z2
ω
(
λ−1A−12j
[
S−1k x+ δn
])
. (C.3)
But we have R2 =
⊎
n∈Z2 [n+ [0, 1)
2
], so that there is some n0 = n0 (x, k, δ) ∈ Z2 satisfying − 1δS−1k x ∈ n0 + [0, 1)2.
Hence,
∥∥S−1k x+ δn0∥∥∞ = δ ∥∥− 1δS−1k x− n0∥∥∞ ≤ δ. Now, let
Zj :=
{−2j, . . . , 2j}× {− ⌈2j/2⌉ , . . . , ⌈2j/2⌉}
and observe for n ∈ n0 + Zj that
S−1k x+ δn = S
−1
k x+ δn0 + δ (n− n0) ∈ δ
(
[−1, 1]2 + Zj
)
⊂ δ · ([− (1 + 2j) , 1 + 2j]× [− (1 + ⌈2j/2⌉) , 1 + ⌈2j/2⌉])
⊂ δ ·
([−21+j , 21+j]× [−3 · 2j/2, 3 · 2j/2]) ,
since 1 +
⌈
2j/2
⌉ ≤ 2 + 2j/2 ≤ 3 · 2j/2. Consequently, we get A−12j [S−1k x+ δn] ∈ δ · ([−2, 2]× [−3, 3]) ⊂ [−3δ, 3δ]2.
But by choice of C0 from above, we have
∥∥λ−1∥∥
ℓ∞→ℓ∞ ≤ C0 and thus λ−1A−12j
[
S−1k x+ δn
] ∈ [−3δC0, 3δC0]2,
so that ω
(
λ−1A−12j
[
S−1k x+ δn
])
= 1 for all n ∈ n0 + Zj. In combination with equation (C.3) and in view of
|Zj| =
(
1 + 2 · 2j) (1 + 2 · ⌈2j/2⌉) ≥ 2 32 j , we thus get∑
m∈Z2
ω
(
g−1 [x+ δm]
) ≥ 2 32 j ∀x ∈ R2, (j, k) ∈ I and g ∈ SkA2jΛ.
Hence, equation (C.2) yields the following estimate:
∑
m∈Z2
〈TFγj,k,m, γj,k,m〉 ≥ 2 32 j ·
∫
H
1SkA2jΛ
(g) ·
∫
R2
|〈γ, π (x, g)ψ〉|2 dx dµH (g)|det g|
= 2
3
2 j ·
∫
H
1SkA2jΛ
(g) · ‖〈γ, π (•, g)ψ〉‖2L2
dµH (g)
|det g| .
Now, with the modulation operator [Mxf ] (ξ) = e
2πi〈x,ξ〉 · f (ξ), Plancherel’s theorem yields
〈γ, π (x, g)ψ〉 = 〈γ, LxDgψ〉 = 〈γ̂, M−xF [Dgψ]〉 = F−1
[
γ̂ · F [Dgψ]
]
(x) ,
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where γ̂ ·F [Dgψ] ∈ L2
(
R2
)∩L1 (R2), since γ̂ ∈ L2 (R2) and F [Dgψ] = Dg−T ψ̂ ∈ C∞c (R2). Consequently, another
application of Plancherel’s theorem shows∑
m∈Z2
〈TF γj,k,m, γj,k,m〉 ≥ 2 32 j ·
∫
H
1SkA2jΛ
(g) · ‖〈γ, π (•, g)ψ〉‖2L2
dµH (g)
|det g|
= 2
3
2 j ·
∫
H
1SkA2jΛ
(g) ·
∫
R2
|γ̂ (ξ)|2 · ∣∣(Dg−T ψ̂ ) (ξ)∣∣2 d ξ dµH (g)|det g|
= 2
3
2 j ·
∫
H
1SkA2jΛ
(g) ·
∫
R2
|γ̂ (ξ)|2 ·
∣∣∣ψ̂ (gT ξ)∣∣∣2 d ξ dµH (g)
=
∫
R2
|γ̂ (ξ)|2
∫
H
2
3
2 j · 1SkA2jΛ (g) ·
∣∣∣ψ̂ (gT ξ)∣∣∣2 dµH (g) d ξ
for arbitrary (j, k) ∈ I. Now, set
G :=
{
ξ ∈ R2
∣∣∣ |ξ1| ∈ (0, 1) and |ξ2| ≤ 8−1 · |ξ1|1/2}
and Gj :=
{
ξ ∈ G
∣∣ |ξ1| ∈ [2−j−1, 2−j)} , for j ∈ N0
and observe G =
⊎∞
j=0Gj . In view of equation (C.1), the preceding estimate implies
∞ >
∑
(j,k)∈I
∫
G
|γ̂ (ξ)|2
∫
H
2
3
2 j · 1SkA2jΛ (g) ·
∣∣∣ψ̂ (gT ξ)∣∣∣2 dµH (g) d ξ. (C.4)
Now, we need the following auxiliary claim:
∀j ∈ N0 and k ∈ Z with |k| ≤ 1
4
2j/2 : Gj ⊂ (SkA2j )−T Q0. (C.5)
To see that this is true, first note for ξ ∈ R2 that ξ ∈ (SkA2j )−T Q0 is equivalent to (SkA2j )T ξ ∈ Q0. By computing
(SkA2j )
T ξ explicitly, we thus get the following equivalence:
ξ ∈ (SkA2j )−T Q0 ⇐⇒
(
2jξ1
2j/2 (ξ2 + kξ1)
)
∈ Q0
⇐⇒ 2j |ξ1| ∈
[
2−1, 1
)
and
2
j
2 (ξ2 + kξ1)
2jξ1
∈ [−2−1, 2−1)
⇐⇒ |ξ1| ∈
[
2−j−1, 2−j
)
and
ξ2
ξ1
∈
[
−2 j2−1, 2 j2−1
)
− k.
Hence, to prove the auxiliary claim (C.5), we only need to verify that this last condition is fulfilled for ξ ∈ Gj and
|k| ≤ 142j/2. But |ξ1| ∈
[
2−j−1, 2−j
)
simply holds by definition of Gj . For the second condition, we note from the
definition of G that ∣∣∣∣ξ2ξ1
∣∣∣∣ ≤ 18 · |ξ1|−1/2 ≤ 18 · (2−j−1)−1/2 = 18 · 2 j2+ 12 < 2 j2−2
and hence ξ2ξ1 ∈
(
−2 j2−2, 2 j2−2
)
⊂
[
−2 j2−1, 2 j2−1
)
− k. Here, the last inclusion is indeed valid, since we have
|k| ≤ 142j/2 and thus
−2 j2−1 − k ≤ −2 j2−1 + |k| ≤ −1
4
2
j
2 = −2 j2−2, as well as 2 j2−1 − k ≥ 2 j2−1 − |k| ≥ 1
4
· 2 j2 = 2 j2−2.
Finally, note that |k| ≤ 142j/2 in particular implies |k| ≤
⌈
2j/2
⌉
and thus (j, k) ∈ I. Hence, a combination of
equation (C.4) with the auxiliary claim (C.5) yields
∞ >
∑
(j,k)∈I
∫
G
|γ̂ (ξ)|2
∫
H
2
3
2 j · 1SkA2jΛ (g) ·
∣∣∣ψ̂ (gT ξ)∣∣∣2 dµH (g) d ξ
≥
∞∑
j=0
∫
Gj
2
3
2 j · |γ̂ (ξ)|2
∑
k∈Z, |k|≤2
j
2
−2
∫
Λ
∣∣∣ψ̂ ((SkA2jλ)T · ξ)∣∣∣2 dµH (λ) d ξ
≥ µH (Λ) ·
∞∑
j=0
∫
Gj
2
3
2 j · |γ̂ (ξ)|2 ·
∣∣∣{k ∈ Z : |k| ≤ 2 j2−2}∣∣∣ d ξ,
Structured, compactly supported Banach frame decompositions of decomposition spaces — Felix Voigtlaender 137
where the last step used that each ξ ∈ Gj satisfies ξ ∈ (SkA2j )−T Q0 and thus (SkA2jλ)T ξ ∈ ΛTQ0 ⊂ Q. Since
ψ̂ ≡ 1 on Q, this implies ψ̂
(
(SkA2jλ)
T
ξ
)
= 1 for all λ ∈ Λ and ξ ∈ Gj and k ∈ Z with |k| ≤ 142j/2.
Now, there are two cases: For 2
j
2−2 ≤ 1, we have
∣∣∣{k ∈ Z : |k| ≤ 2 j2−2}∣∣∣ ≥ 1 ≥ 2 j2−2. If otherwise 2 j2−2 > 1,
then 2
j
2−2 ≤ 1 + ⌊2 j2−2⌋ ≤ 2 · ⌊2 j2−2⌋, so that∣∣∣{k ∈ Z : |k| ≤ 2 j2−2}∣∣∣ ≥ |{− ⌊2 j2−2⌋ , . . . , ⌊2 j2−2⌋}| = 1 + 2 · ⌊2 j2−2⌋ ≥ 2 j2−2
as well. Finally, for ξ ∈ Gj , we have |ξ1| ≥ 2−j−1 = 2−(j+1) and thus
2
3
2 j · 2 j2−2 = 1
16
· 22(j+1) ≥ 1
16
· |ξ1|−2 .
Putting everything together, we arrive at
∞ > µH (Λ) ·
∞∑
j=0
∫
Gj
2
3
2 j · |γ̂ (ξ)|2 ·
∣∣∣{k ∈ Z : |k| ≤ 2 j2−2}∣∣∣ d ξ
≥ µH (Λ)
16
·
∞∑
j=0
∫
Gj
|ξ1|−2 · |γ̂ (ξ)|2 d ξ
=
µH (Λ)
16
·
∫
G
|ξ1|−2 · |γ̂ (ξ)|2 d ξ,
as desired. 
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