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Abstract
Cyber-physical systems promise a complete networking of all actors and resources involved in
production and thus an improved availability of information. In this context decision support systems
enable appropriate processing and presentation of the captured data. In particular, production
scheduling could benefit from this, since it is responsible for the short-term planning and control of
released orders. Since decision support systems and cyber-physical systems together are not yet widely
used in production scheduling, the aim of this research study is to analyze the adoption of these
technologies. In order to do so, we conducted a qualitative interview study with experts on production
scheduling. Thereby, we identified eleven influencing factors and 22 related challenges, which affect the
adoption of decision support systems in production scheduling in the context of cyber-physical systems.
The results help to explain the adoption and can serve as a starting point for the development of those
systems.
Keywords decision support system, production scheduling, cyber-physical systems, industry 4.0,
challenges.
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1 INTRODUCTION
"If you have to reschedule often, such a [decision support] system is worth its weight in gold!" (ExpG)
With this quotation, an expert, whom we talked to during our interview study, underlines the
importance of decision support systems in production scheduling. If deviations from the initially
generated production schedule occur (e.g., due to unplanned events like a machine break down), the
responsible production management needs to identify and take care of them promptly (Schuh et al.
2014b). The increasing emergence of cyber-physical systems, which, for example, record real-time data
from the shop floor, simplifies the identification of those deviations on the one hand. On the other hand,
as a result of a better information basis decisions on possible reactions can improve (Schuh et al. 2014b).
Nevertheless, the use of cyber-physical systems does not itself lead to an improvement of the initial
situation. On the contrary, the mass of sensor data leads to an information overload, so that it is hard to
identify the concrete problems or to make associated decisions. Therefore, there is a need for decision
support systems that provide the decision maker with an overview of the current situation and its
problem areas as well as the effects of all possible alternative reactions (Cupek et al. 2016). However, as
cyber-physical systems and decision support systems that work with real-time data are not yet in use
together in most industrial companies, research analyzing how the introduction of those systems in
production scheduling can be promoted is necessary. Therefore, the aim of our study presented in this
paper is to identify factors, which influence the adoption of decision support systems in the context of
cyber-physical systems and analyze corresponding challenges. This leads to the following research
questions that we intend to answer by presenting results from a qualitative interview study:
RQ1: Which factors influence the adoption of decision support systems in production scheduling in the
context of cyber-physical systems?
RQ2: What challenges impede the successful adoption of decision support systems in production
scheduling in the context of cyber-physical systems?
In order to answer these questions, the remainder of this research paper proceeds as follows: In the next
sections, we describe the basics and outline related research regarding production scheduling, decision
support systems, and cyber-physical systems. Thereafter, we explain the applied research design.
Afterwards, we present the findings of our study by describing the identified influencing factors and the
corresponding challenges. Following this, we state limitations and future research directions. Finally,
we briefly summarize our findings in the conclusion.

2 BACKGROUND
Since both production scheduling and decision support systems (DSS) are well-known and well
researched concepts, widely accepted definitions and explanations already exist. Therefore,
production scheduling is part of the production planning and control (PPC) and describes the
creation of a processing sequence for released orders, taking into account the underlying objectives (e.g.,
adherence to delivery dates or minimization of lead times; Schneeweiß 1999). Since sequencing is a
mathematically complex optimization problem, heuristics based on priority rules (e.g., due date rule,
shortest processing time rule, first-in-first-out) are often used to achieve the desired goals (Schneeweiß
1999). Furthermore, the fulfillment of the plan is monitored within the production scheduling and, in
the event of deviations, countermeasures such as rescheduling are taken (Schneeweiß 1999).
DSS in general can be defined as “computer technology solutions that can be used to support complex
decision making and problem solving” (Shim et al. 2002). They focus “on supporting and improving
managerial decision making” (Arnott and Pervan 2005). Therefore, they are primarily used to solve
semi-structured or unstructured problems (e.g., decisions between alternative schedules; Gorry and
Scott Morton 1971; Sprague and Carlson 1982). To support decision makers DSS are interactive systems
that utilize models, methods and problem-oriented data to provide and edit required information
(Sprague and Carlson 1982). DSS help to monitor business activities and processes (e.g., by using alerts
when metrics fall below predefined thresholds), analyze root causes of problems (e.g., by exploring
timely and relevant information), and manage processes as well as people in order to improve and
optimize decisions and the performance (Eckerson 2010). In the context of production scheduling, DSS
shall provide the decision makers with alerts and information on the effects of, for example, deviations
or (re-)planning options and support them in associated decisions. Cyber-physical systems (CPS) offer
possibilities of collecting the real-time data from production required for this application of DSS.
CPS emerged within the concept of industry 4.0 in the last few years and consequently are not well
researched yet. They form the technological basis for industry 4.0 and related concepts such as smart
factories and the Internet of Things (IoT; Frontoni et al. 2018). CPS are embedded systems that integrate
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physical objects, computation, communication, and networking processes (Lee 2015). “CPS can be
illustrated as a physical device, object, equipment that is translated into cyberspace as a virtual model”
(Lee 2015). They feature physical components like sensors and actuators to interact with their
surroundings as well as networking and processing capabilities to process and communicate
information. Therefore, they are able to monitor and control physical processes, usually with feedback
loops where physical processes affect computations and vice versa (Lee 2008).
While the topics of production scheduling and DSS themselves are subjects of research for several
decades, CPS is a young field of research. Although prior research in the area of production scheduling
in the context of CPS exists and already names or addresses some influencing factors and challenges of
the use of DSS to support production scheduling, a holistic overview is missing. In most cases, the
existing contributions neglect DSS and focus on the changes of production scheduling caused by CPS.
The authors primarily deal with the effects for the PPC systems and describe theoretical potentials as
well as the technical hurdles that have to be overcome (Krumeich et al. 2014a). Karner et al. (2019) for
example use real-time data to improve production planning based on machine conditions. Jiang et al.
(2018) and Dafflon et al. (2018) include decision-making of systems in their publications. The former
develop a decision model on the basis of which a multi-agent system can dynamically adapt the planning.
Dafflon et al. (2018), on the other hand, describe a comparable system that provides the decision-making
basis for a self-adaptive production system.
Only a few authors include DSS in their consideration. Those who do so, primarily deal with general
challenges for decision support in production planning (Schuh et al. 2013), the necessity of DSS in
production planning (Schuh et al. 2014b) or requirements for a prototypical implementation of a DSS
(Schuh et al. 2014a). Schuh and Fuß (2015) and Schreiber et al. (2019), who each present a DSS in the
context of CPS focus on its implementation. Schreiber et al. (2019) further limit their work mainly to
maintenance planning. Although some of these studies contain influencing factors or challenges, they
do not develop or present them in a structured manner. Moreover, many of the prior contributions only
refer to specific industry sectors (Krumeich et al. 2014b) or cases (Cupek et al. 2016). Thus it is not
possible to make general statements. Therefore, rigorous research that identifies influencing factors and
corresponding challenges of the adoption of DSS in production scheduling in the context of CPS is
missing.

3 RESEARCH DESIGN
In order to identify influencing factors (RQ1) and corresponding challenges (RQ2) of the adoption of
DSS in production scheduling in the context of CPS, we conducted a qualitative and exploratory
interview study among experts on production scheduling in the industrial sector. For this purpose, we
followed a three-stepped methodological approach.
First, we selected potential experts from industrial enterprises based on their work experience. We
selected experts, which either have experience with the practical application of production scheduling
or provide corresponding software solutions. Based on this, we contacted 60 experts in total. Nine of
those accepted our interview invitation. Table 1 displays the summarized characteristics of our sample.
Expert

Industry

Position

Duration

A
B
C
D
E
F
G
H
I

Automotive
Large electrical appliance
Large electrical appliance
Laboratory technology
Laboratory technology
Energy and automation technology
Printing
Automotive
Software supplier

IT Planer Logistic Systems
Head of Production Technology
Head of Process Management
Production Engineer
Production Engineer
Production Engineer
Head of IT
Plant Manager
Technical Distribution

~ 37 min
~ 36 min
~ 36 min
~ 37 min
~ 37 min
~ 46 min
~ 35 min
~ 45 min
~ 41 min

Table 1. Sample characteristics
In the second step, we conducted interviews via phone and face-to-face from November 2017 to April
2018. The interviews lasted between 36 and 46 minutes. In order to identify sufficient results regarding
our research questions as well as to leave the interviewees enough room for own ideas, we prepared a
semi-structured interview guideline that contains open questions about the use of CPS and DSS in
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production scheduling 1 (Myers 2013). To allow in-depth analysis of our interviews, we recorded and
transcribed all interviews. As the interviews were conducted in German, we translated relevant
quotations from German into English by using constant contextual comparison (Suh et al. 2009).
Third, we coded and analyzed the transcripts by using open and selective coding as well as the structured
content analysis approach (Mayring 2014). Therefore, we constantly double-checked and discussed the
coding during the analysis to minimize subjective influences, assigned the codes to the core topics of our
study (influencing factors and challenges) and classified them according to the dimensions of the
Technology-Organization-Environment Framework (TOE framework; Tornatzky and Fleischer 1990).
The TOE framework aids to explain which influencing factors affect the adoption of new technologies
for instance, by classifying them in environmental conditions, organizational characteristics and
technological attributes (Doolin and Al Haj Ali 2008). We use the TOE framework because prior studies
like Angeles (2013) and Doolin and Al Haj Ali (2008) show that this framework is suitable to explain the
implementation and adoption of innovations in enterprises in IS research.

4 FINDINGS
In this section, we present our findings regarding the influencing factors and the resulting challenges of
the adoption of DSS in production scheduling in the context of CPS. We subdivide our results according
to the three categories of the TOE framework. Figure 1 shows an overview of our results.
Organizational factors

Technological factors
T1: Network infrastructure

(56 %)

T2: System landscape

(67 %)

T3: Data availability

(67 %)

T4: Sensor equipment

(56 %)

Adoption of DSS in
Production
Scheduling in the
Context of CPS

O1: Expert knowledge

(44 %)

O2: Employee concerns

(67 %)

O3: Corporate culture

(67 %)

O4: Regional culture

(22 %)

O5: Age structure

(33 %)

Environmental factors
E1: IT-security

(44 %)

E2: Social compatibility

(11 %)

Figure 1: Influencing factors of the adoption of DSS in production scheduling in the context
of CPS

4.1 Technological Factors
Based on our study, we identified four technological factors. Technological factors encompass
characteristics of technologies, which are already in use as well as those, which are not yet present in
enterprises (Baker 2012). The first of which is the network infrastructure (T1), which was mentioned by
56 % of the surveyed experts. In this respect, the experts first cited the need for the existence of Wifi
coverage (TC1.1). A sufficient network connection is a prerequisite for connecting sensors. Although the
experts described that the implementation of factory-wide network coverage is technically no longer a
limit today, it does pose further challenges (see e.g., E1: IT-security). Furthermore, the experts describe
that it is currently not yet possible to simply integrate machines or sensors into the network
infrastructure according to the plug and produce principle (TC1.2). Table 2 shows exemplary statements
on this factor and the associated challenges.
T1: Network infrastructure
“As long as we have a network connection […], we can do that." (ExpA)
“In the long run interfaces need to be created, which simply minimize the effort, so that in the best case plug
and play is available for the most different solutions." (ExpI)
Challenges:

TC1.1: Existence of area-wide Wifi coverage
TC1.2: Integration of new nodes in the infrastructure

Table 2. Technological influencing factor (1/4)
In addition to the network infrastructure, 67 % of the experts also mentioned the system landscape (T2)
as a critical factor. The current situation in companies is described as a historically grown collection of

1

The full interview guideline can be found as an online appendix at: https://bit.ly/2Mr9Kl7
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information systems that communicate with each other via proprietary interfaces. According to the
interviewees, joint databases or integrated data processing are rarely to be found. Consequently, the
provision of interfaces to the systems (TC2.1) as well as a consistent database (TC2.2) are central challenges
for the adoption of a DSS in production scheduling. Furthermore, the experts described that the
connection of further systems is associated with considerable effort, which is why the connection of the
DSS to the existing system landscape (TC2.3) is also a challenge. Table 3 displays the challenges of the
influencing factor system landscape with exemplary quotations.
T2: System landscape
"Because I always experience in this whole discussion that a world is described, which we do not see from the
practical level at all yet. We do still have no interfaces, still have no databases, which can do the whole
evaluation. In principle, this is not yet available. And that's what makes it so difficult for us." (ExpC)
"Second, how is the signal processed? The signal must again intervene somewhere in the next system. Every
company not only has an ERP software package, but also a few others that are connected via interfaces. And
that, of course, results in a huge effort for the installation." (ExpH)
Challenges:

TC2.1: Providing interfaces
TC2.2: Providing a consistent database
TC2.3: Connecting the DSS to the existing system landscape

Table 3. Technological influencing factor (2/4)
Furthermore, 67 % of the interviewees indicated that data availability is another technological factor,
which needs to be considered. The experts referred to master data (e.g., machine or process master data)
that is currently not managed, known or even available (TC3.1). This challenge poses a major problem for
the development and introduction of a DSS, since accurate mapping and simulation of production is not
possible without the corresponding master data. Another challenge is the availability of machine or
sensor data and measured values (TC3.2). Although the experts stated that standard industrial machines
nowadays have sensors, these are either uninterpretable on their own or can only be accessed to a limited
extent by the company, as the manufacturer primarily uses the data for its own evaluations. Table 4
depicts exemplary quotations for data availability and the resulting challenges.
T3: Data availability
"If I want to point out such possibilities, then I must know the complete basics, the complete master data first. I
honestly couldn't say whether we know this master data at all at the moment." (ExpA)
"Of course, every reasonable machine you buy today, no matter for what, i.e. for the industrial sector, for
industrial production, will be equipped with sensors, will be equipped with control computers […]. The
manufacturers of such machines are more and more interested in it because they have recognized the potential
to access the data of their own machines, even if they are at the customer's site. […] But that does not mean that
the data is in the company, and that's where I see the big problem.” (ExpG)
Challenges:

TC3.1: Availability of master data
TC3.2: Availability of machine/sensor data

Table 4. Technological influencing factor (3/4)
As mentioned above, the possibility of collecting real-time data depends on the sensor equipment of the
machines. Since the service life of machines in industrial practice can be several decades, sensor
equipment is not inevitably available in industrial enterprises. This leads to the influencing factor of
existing sensor equipment (T4), which 56 % of the experts mentioned. The experts addressed both
technical and financial hurdles when retrofitting old machines (TC4.1). They furthermore addressed the
problem that the sensors and their measured values are by no means standardized (TC4.2). This can lead
to incompatibilities between new machines equipped with sensors and retrofitted machines as well as
between different new machines. Table 5 shows these challenges together with exemplary quotations on
the factor of sensor equipment.
T4: Sensor equipment
"In our investment strategy, we […] have old machines and new machines in combination. The fact that you can
buy new machines means you have to retrofit old machines. Then there is the question, how do the sensors
interact? How do you get the transfer to the platform?” (ExpC)
"Especially with older machines, the retrofitting, I imagine difficult." (ExpF)
Challenges:

TC4.1: Ensuring that old machines can be retrofitted
TC4.2: Ensuring the compatibility of different sensor data

Table 5. Technological influencing factor (4/4)
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4.2 Organizational Factors
With regard to the organizational aspects, we identified five factors relating to the structure of the
respective companies and the associated organizational aspects (Baker 2012). 44 % of the interviewees
named expert knowledge (O1) as the fundamental prerequisite for adopting CPS in production
scheduling. Accordingly, the employees must have the competences and abilities to retrofit the
equipment with production resources (e.g., equipping with sensors and actuators; OC1.1) and to connect
the resulting CPS to the IT infrastructure (OC1.2). The employees of the companies themselves do not
have sufficient expertise, but the external acquisition of knowledge is also problematic, since the
providers of the corresponding resources tend to strive for the sale of new devices. Table 6 provides an
exemplary quotation for this influencing factor and its corresponding challenges.
O1: Expert knowledge
"Everyone talks about it and thinks it is all great, but by saying, “I'd like to have such a system”, all these topics
start. You have to retrofit the available systems, where you stick sensors on engines for example, which then
report themselves. We actually have to say, we are not set up in respect of qualification of our employees and to
create the framework conditions in the IT.” (ExpC)
Challenges:

OC1.1: Low expertise in technical upgrading and retrofitting of machines
OC1.2: Low expertise about the connection to the system landscape

Table 6. Organizational influencing factor (1/5)
Furthermore, 67 % of the respondents mentioned employee concerns (O2) as an additional influencing
factor. On the one hand, they stated that employees could not use the DSS because they are afraid not
to understand it, do not want to learn it or do not trust it (OC2.1). The latter is also a possible reason for
employees doing double work (OC2.2), as they still use the original problem-solving paths in addition to
the new system. Furthermore, employees fear that the progressing automation will make them
increasingly less important for the company and that they will lose their jobs as a result of rationalization
measures (OC2.3). Table 7 presents a quotation on this influencing factor with the resulting challenges.
O2: Employee concerns
"You have to know that it's always a critical point. That is very individual, very employee-related. [...] One is
afraid of losing his job, the next one is afraid, he could not understand it, the next one simply does not want to
learn something new again, because he retires in three years and the other one does not trust in the system and
then perhaps makes duplicate work because of the new system, which he is supposed to use, instructed by the
management, but he also does everything on paper, because he has no trust in the IT, so there are manifold
reasons." (ExpG)
Challenges:

OC2.1: Non-use of the solution
OC2.2: Double work for employees who do not trust the DSS
OC2.3: Fear of losing their job

Table 7. Organizational influencing factor (2/5)
A further organizational factor we identified based on the study is the existing corporate culture (O3).
In this respect, both the support of the management (OC3.1) and the departments themselves (OC3.2) are
important factors for the realization of a DSS in the production scheduling. With regard to the
management support, it is necessary, on the one hand, that the management is open to innovative
technologies and, on the other hand, that it can be convinced of the potential benefits of the technology
despite any high investment costs. With regard to the department support, it is important to convince
the employees of the active use of the solution. In addition, some of the experts stated that enterprises
introduce new technologies in the production environment quite conservatively (OC3.3), since they only
expect small benefits of the technologies, which do not outweigh the investment costs. Table 8 shows an
exemplary quote for the influencing factor corporate culture and the corresponding challenges.
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O3: Corporate culture
"If I can get a production control system for 8 million Euro, which shows me whether my punch at the end of
my line is full or I just go there and see that there are three boxes on top of it. We keep things a bit simpler. We
are not that IT crazy. […] That is just how we work. That's why it's hard for us to imagine things like that to be
real beneficial." (ExpB)
“The best system will not work if people do not cooperate." (ExpD)
Challenges:

OC3.1: Lack of management support
OC3.2: Lack of support from departments
OC3.3: Conservative attitude in industrial enterprises

Table 8. Organizational influencing factor (3/5)
Two of the experts mentioned regional culture (O4) as another influencing factor. They indicated that
there are factors, both national and international that can inhibit the acceptance of DSS (OC4.1). On the
one hand, there is a different understanding of responsibility and self-initiative in different countries.
Thus, in some cases employees only follow direct instructions from the superior. This could also lead to
rejecting the use of a DSS, as it merely provides the basis for making a decision. Furthermore, especially
employees in economically underdeveloped regions seem to reject innovative solutions like DSS, as they
are afraid of rationalization measures (see O2 employee concerns). Table 9 depicts an exemplary
quotation for this challenge.
O4: Regional culture
"I notice, now that I am here in Mexico, the way of working, the understanding of how one works, is quite
different from what it is in Germany. We have a lot of personal responsibility and think, a skilled worker has
the courage to make his own decisions. In Mexico, someone decides at the top and passes on the order
downwards. E.g. the executive organ, the worker on the shop floor, or even a skilled worker, simply does not
make decisions, either because he does not dare, or because he simply is not used to it. [...] It's a different way
of working from ours and you have to take that into account when you talk about whether or not there can be
such a thing.” (ExpA)
Challenges:

OC4.1: Regional differences in acceptance

Table 9. Organizational influencing factor (4/5)
The last organizational factor we identified in the study is the age structure (O5). 33 % of the experts
cited this factor and described younger employees as more open to new technologies that would accept
and use a DSS faster, while older employees are less willing to accept new technologies (OC5.1).
Accordingly, the effort required to convince older employees to use a new system is higher than for
younger employees (OC5.2). The experts stated, however, that it is of central relevance to also convince
older employees of the benefits of the solutions. Table 10 shows the described challenges and exemplary
quotations for them.
O5: Age structure
"I believe that in the future, younger generations will be more likely to accept such an approach, so that a
system will evaluate something like this, perhaps also show connections that people do not even notice in the
first place. Our management is, on average, 40 years old, or even older. They made decisions for themselves all
their lives, from the gut, according to their feelings and experience, and I find it difficult to say to those people
that a system will do that now.” (ExpA)
“You often start with a team of young, dynamic people. You should better not start off with those who are
already at war with IT.” (ExpG)
Challenges:

OC5.1: Lower interest in new technologies on the part of older employees
OC5.2: More convincing effort required for older employees to use the system

Table 10. Organizational influencing factor (5/5)

4.3 Environmental Factors
The category of environmental factors includes conditions that originate outside the company like
guidelines and laws or attacks initiated by externals (Tornatzky and Fleischer 1990). In this category,
we identified two factors and, based on these, we derived two challenges. 44 % of the interviewees regard
IT security (E1) as the central factor in this category. By integrating various nodes (e.g., machines, work
pieces or products) into the corporate network, the number of potentially vulnerable connections rises
sharply. Therefore, the security measures in question for securing the network are considered essential
(EC1.1). The data and information as well as their transmission need protection as well as the individual
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nodes in the network (e.g., machines). Table 11 presents the influencing factor of IT security and an
associated quotation.
E1: IT security
“When machines in production are connected to the Internet, the issue of safety inevitably has a very high
priority.” (ExpI)
Challenges:

EC1.1: Security measures to protect against IT attacks

Table 11. Environmental influencing factor (1/2)
One of the experts sees a further environmental factor in the social compatibility (E2) of the new
solutions. The increasing automation of production and its planning and control potentially offers the
possibility of reducing the number of employees in production (EC2.1). When introducing a DSS,
enterprises must therefore consider social responsibility and rather use the DSS to increase the flexibility
and efficiency of the company. Table 12 shows an exemplary quotation on this influencing factor.
E2: Social responsibility
"Are we technically capable of building a system that can make all the decisions? I would almost say technically
yes. The question is do we want that at all? [...] We could build systems, which then decide for themselves. [...]
So you have not an ethically, but a social responsibility." (ExpG)
Challenges:

EC2.1: Automation enables rationalization

Table 12. Environmental influencing factor (2/2)

5 DISCUSSION
The findings we presented in this paper imply that four technological, five organizational and two
environmental factors influence the adoption of DSS in production scheduling in the context of CPS.
Altogether, we identified eleven influencing factors and derived 22 corresponding challenges. Although
in general all these factors are relevant for the adoption of a DSS in production scheduling, it emerged
from the discussions with the experts that a differentiated consideration of the challenges is necessary.
With regard to the technological factors, the challenges are to be assessed as less critical as
considering them at an early stage can help to overcome them. The challenges associated with the
network infrastructure (T1), such as the existence of comprehensive Wifi coverage (TC1.1), are currently
still existing problems in companies, but can already be solved technically, for example by setting up
additional access points. The challenges regarding the system landscape (T2) are also described as
solvable, although this is not easily possible for a single company. In this regard, progressive
standardization is particularly relevant, especially with regard to interfaces, which could also contribute
to mastering the TC1.2 challenge. The experts described the solutions in this area as feasible, but machine
manufacturers, for example, delay the solution process. The influencing factor of data availability (T3)
and the associated challenges are not critical for companies as well. To target the corresponding
challenges, it is necessary to maintain the existing master data (TC3.1), which does not encounter any
technical obstacles apart from the resulting maintenance effort. Ensuring the availability of machine
and sensor data (TC3.2) can be considered in combination with the influence factor sensor equipment
(T4). Although machines nowadays generally have the sensor equipment to record the machine data,
and retrofitting existing machines is technically feasible (TC4.1), the collected data differs in terms of both
quantity and quality (TC4.2), which leads to additional data maintenance or standardization efforts.
With respect to the organizational factors, the interviewees regard the challenges derived from the
influencing factors expert knowledge (O1) and age structure (O5) as uncritical, since, on the one hand,
the increasing research and dissemination of CPS and DSS is expected to lead to an increasing number
of experts. On the other hand, with regard to the age structure, they assume that in future an increasing
number of younger employees with a high affinity for technology will lead to a shift in the age structure
of the workforce, which will enable enterprises to meet the challenge of the age structure in mid to long
term. In contrast, the factors of corporate culture (O3) and regional culture (O4) must be regarded as
critical. A conservative attitude on the part of company management towards new technologies (OC3.3),
for example, represents a hurdle that is difficult to overcome when introducing CPS and DSS into
production scheduling. To overcome this challenge, possibilities must be created to quantify the benefits
of the solutions. However, even then there is no guarantee that the solution will be introduced and
accepted in the company. Furthermore, the experts stated that employee concerns (O2) are similarly
problematic. Here, too, protracted measures are necessary to reduce employees' concerns or to convince
them of the solution. Employees must be involved as early as possible in the planning and
implementation processes (e.g., in workshops) in order to create acceptance of the DSS. However, it
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cannot be guaranteed that employees will also use the application (OC2.1) or not do additional double
work (OC2.2) when implementing such measures, as the employees differ in their concerns.
With regard to the environmental factors, the experts stated that enterprises could overcome
corresponding challenges if they consider them at an early stage in the planning process. In order to
ensure adequate IT security (E1), appropriate security measures (EC1.1) must be included as early as
possible. In particular, the integration of CPS and the associated networking of production resources
leads to further risks for IT security. Security precautions must therefore be taken when designing and
implementing a DSS as well as for the individual production resources and their production. The social
compatibility (E2) of the solution can also be achieved by making it credibly clear to the users of the DSS
that the system is not intended to rationalize, but rather to relieve and support the users.
In summary, our study shows that the organizational influencing factors represent the greatest
challenges for the introduction and deployment of a CPS-based DSS in production scheduling. The
environmental and technological factors, however, are less critical or uncritical if they are taken into
account at an early stage. These results imply that for the successful adoption of DSS in production
scheduling in the context of CPS not only technical facts are decisive, but also that the companies as well
as all actors and stakeholders have to be considered.

6 LIMITATIONS AND FUTURE RESEARCH DIRECTIONS
As with any similar qualitative interview studies, we are aware that there exist several potential
limitations. First, our interview study is based on a relatively small sample size. Even though we were
trying to reach theoretical saturation, we cannot assure that our results are complete. Second, the results
of an interview study are dependent on the selection of interviewees. Although we carefully selected a
broad variety of experts from industrial enterprises as well as software suppliers, there might be
additional experts that would supply further results. Related thereto, we only interviewed German
experts. Thus, our results feature a limited generalizability. Hence, further research should investigate
whether they can confirm our results in other countries. Third, as the analysis of interviews is always
subjective, different researchers might come to different results interpreting our data. However, in order
to minimize subjective influences, we used, for instance, structured content analyses and doublechecked our codes and results. In order to address these limitations and further investigate our findings,
we are currently developing a prototypical DSS to support production scheduling in the context of CPS
to verify whether the identified and presented results occur in practice.

7 CONCLUSION
The goal of this research paper was to analyze the adoption of DSS in production scheduling in the
context of CPS by identifying influencing factors (RQ1). We further investigated which related
challenges (RQ2) result from those factors. Therefore, we conducted an empirical interview study
among nine domain experts. Based on the results of this study, we identified eleven influencing factors
and 22 related challenges and classified them in three context categories according to the TOE
framework (technological, organizational and environmental). Although all factors are relevant, it
emerged that especially organizational factors are critical, as short-term measures are not sufficient to
meet them.
The results of our research can contribute to both, research and practice: Our study expands the existing
knowledge base by contributing to the understanding of using DSS in production scheduling in the
context of CPS. Thus, the results may, on the one hand, help to improve the adoption of CPS-based DSS
in enterprises as they enable to explain and predict challenges. On the other hand, they can serve as a
starting point for further studies (e.g., regarding the overcoming of challenges) as well as for the
development of DSS for practical use in a CPS-based production scheduling.
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