The objective is to model the dominating speakerspecific source in the time-domain at different levels, namely, Subsegmental, segmental and supra-segmental. The speaker-specific source information contained in the LP residual. Hence, LP residual contains different speaker-specific information at different levels. At each level features are extracted using proposed method called Hidden Markov models (HMM) and it is compared with existing Gaussian Mixture model (GMM). The experimental results demonstrates that the performance of Subsegmental level is more than the other two levels. However, the evidences from all the three levels of processing seem to be different and combine well to provide improved performance than the state-of -art speaker recognition system and demonstrating different speaker information captured at each level of processing. Finally, the combined evidence from all the three levels of processing together with vocal tract information further improves the speaker recognition performance. Experiments were conducted on TIMIT database using Gaussian Mixture Models (GMM's) and Hidden Markov models (HMM's). Comparing both results the proposed model HMM is better than the existing model GMM.
INTRODUCTION
The speaker information in the speech signal is attributed to the physiological and behavioral aspects of a person [1] . The physiological aspects are due to the vocal tract and excitation source that involved in the speech production [1, 2] . The behavioral aspects involves factors like speaking rate accent etc., [2] . The shape, size and the dynamics associated with the vocal tract contribute to the speaker characteristics. On the similar lines, the shape, size and the dynamics associated with vocal folds contribute to the speaker characteristics. State of the art speaker recognition system mostly use vocal tract related speaker information represented by the spectral or Cepstral features like linear prediction Cepstral coefficients LPCC or MFCC [6, 8, 9] these features provides good recognition performance. The reason may be that, they nearly represent complete vocal tract information. However, under degraded conditions the spectral or Cepstral features give poor performance. Hence there is a need for deriving robust features for SR. The speech production and perception theory indicate that the source contains speaker information and also more robust due to its impulsive nature. Motivated us to explore methods for modeling the speaker-specific source information from the complete source [2, 17, 18, 20, 25, 26, 29, 31 ]. These attempts demonstrate that the source indeed significant speaker information .However, the recognition performance is far better than the vocal tract information. The reason may be that the methods employed in representing source information may not model all aspects of speaker information. By that we mean, LPCC or MFCC captures formants and their bandwidth information characterizing the vocal tract completely, pitch is only one aspect of speaker information due to source. Thus to improve the performance of source features, methods need to developed that tries to capture the complete source information. Source information contained in the LP residual of the speech signal [22 & 23] . The LP residual can be processed in time, frequency, Cepstral or timefrequency domains to extract and model information. [9, 22, 29] . Processing of LP residual in time-domain has the advantage that the artifacts of digital signal processing like block processing or windowing effect that creep in other domains of processing like will be negligible. Thus processing LP residual in time-domain is expected to model the speaker information in the best possible manner. Much work is not done on processing of LP residual at different levels. A unified frame work may be evolved where a given LP residual is processed at sub-segmental, segmental and supra-segmental levels. Extract features at each level and model the speaker information using Gaussian Mixture Models.
The rest of the paper is organized is as follows: Section 2 describes the proposed sub-segmental, segmental and supra-segmental analysis of LP residual approach for modeling speaker information from the LP residual .Section 3 results and discussions. The last section summarizes the present work with a mention on the scope for future work.
PROCESSING OF LP RESIDUAL IN TIME-DOMAIN
In LP residual of speech production, each sample of speech is predicted as a linear combination of the past 'p' samples, where p represents the order of prediction [12] . If s(n) is the present sample, then it is predicted by the past p samples as
Where, a k s are the LP coefficients (LPCs) computed by minimizing the mean square prediction error. The error between the actual and the predicted sample value is called as the prediction error or LP residual and is given by
The predicted samples Ŝ(n) model the vocal tract information in terms of (LPCs) [2, 3] . The suppression of this information from the speech signal s(n) that results in the LP residual r(n) is therefore mostly contains source information .The representation of source information in the LP residual depends upon the order of prediction. In prasanna et al [18] , it was shown that for a speech signal sampled at 8 kHz, the LP residual extracted using LP order in the range 8-20 best represents the speaker-specific source information. The example of speech signal and LP residual is shown in figs 1a and 1b. In this section, we describe the methods employed in processing the LP residual to extract speaker information. In extracting such information we consider subsegmental, segmental and suprasegmental level processing of LP residual. In subsegmental processing features are derived to represent the speaker information present mostly within one glottal cycle. In segmental processing, features are derived to represent the speaker information mostly related to pitch and energy of the excitation present across 2-3 glottal cycles. In suprasegmental level processing, features are derived to represent the prosodic aspects of the information present across about 25-50 glottal cycles.
Speaker information from sub segmental processing of LP residual.
At the subsegmental, speaker information present mostly within one glottal cycle is modeled. This information may be attributed to the activity like opening and closing glottal characteristics. To model this information, the LP residual is blocked into frames of 5 msec with a shift of 2.5 msec. The results of identification experiment are given in the Tables 1-2. In the tables the performance of the baseline system like vocal tract based features namely, MFCCs sampled at 8 kHz with frame size 20msec and frame shift 10 msec is given in the tables 1-2. Hence the performance of Subsegmental level is more compared to the state-of-the-art speaker recognition system.
The results show that subsegmental features provide good performance and it contains dominant speaker information. However the performance is comparatively better than the vocal tract features. The better performance demonstrated that the subsegmental features contain dominant speaker -
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specific source information comparing with the remaining two levels.
Speaker information from segmental processing of LP residual
At the segmental level, speaker information present in two to three glottal cycles is modeled. This information may be attributed mostly to pitch and energy. Speaker information represented by variations within a glottal cycle has already been modeled by sub segmental analysis. In segmental level processing of LP residual, other information that can be observed at the segmental level needs to be emphasized. For this we propose to decimate the LP residual by a factor 4 so that the sampling rate becomes 2 kHz and we may have source information up to 1 kHz. The decimated LP residual is shown in Fig. 2(a) . Even after decimation, the dominant speaker information at the segmental level, that is, pitch and energy information still can be preserved. Moreover, in segmental level processing, LP residual frames of 20 msec duration are used as the feature vectors. For 20 msec at 8 kHz, the feature vectors with 160 samples are of very large dimension for building the models. By decimating the LP residual by a factor 4, the dimension of the feature vectors is reduced to 40 samples per vector which is equal to the Subsegmental feature vectors length. Since the LP residual is decimated by a factor 4, we prefer to compute the feature vectors for every 2.5 msec frame shift so that the number of feature vectors will remain same as the subsegmental features. One such feature vector derived from the decimated LP residual is shown in Fig. 2(a) . It contains mainly the pitch and energy information. The fine variations within the glottal cycle are suppressed by smoothing. Similar observation can also be made from the spectrum of the feature vector shown Fig. 2(b) . The periodicity and the amplitude of the spectrum clearly represent the pitch and energy information. This observation indicates that segmental feature vectors reflect different aspect of source information compared to Subsegmental feature vectors. This will also be confirmed from the comparison study in Sect. 2.4. The effectiveness of these features is evaluated from the identification experiment. The results are given in the third column of the Table 1 and Table 2 , respectively. The high performance shows that segmental features contain good speaker information, even better than those contained at the sub segmental level. This shows that the pitch and energy may be dominating speaker-specific source information. Further, the recognition performance is comparatively poor than vocal tract features. The same reason of incomplete representation of speaker information may be attributed. The segmental source features are relatively more robust compared to both vocal tract as well as sub segmental features and also requires fewer databases. The experiments conducted on TIMIT database. 
Speaker information from suprasegmental processing of LP residual
Subsegmental processing models speaker information up to 4 kHz. Segmental processing models speaker information up to 1 kHz. Beyond that LP residual also contains some speaker information at very low frequency range, that is, may be less than 100 Hz. For example the variation in pitch and energy across several glottal cycles [2] . In capturing such information, we need to process the LP residual at the suprasegmental level, for example, with frames of 100-300 msec range. For the LP residual sampled at 8 kHz, the feature vectors from such frames will be of very large dimension for building models. We prefer to decimate the LP residual by a factor 50 so that the sampling rate becomes 160 Hz and we may have the source information up to 80 Hz. The dimension of the feature vector is also reduced by 50 factors. Further, the high frequency information that is already modeled by subsegmental and segmental level processing will be smoothed out. Therefore in suprasegmental level processing of LP residual, we decimate the LP residual by a factor of 50 and process in frames of 250 msec with shift of 6.25 msec. The frame size is decided so that the dimension of the feature vectors will remain same as in subsegmental and segmental processing. However, the minimum possible frame shift in this case is 6.25 msec which corresponds to one same shift. Figure 2.3(b) shows a suprasegmental feature derived from the decimated residual shown in Fig. 2.1(a) . The fast varying components of the original LP residual are eliminated and it mostly represents the long term variations. This can also be observed from the spectrum of the shown feature vector from Fig. 2.3(b) . Information present in the smoothed spectrum is up to 80 Hz. The periodicity and other high frequency related information are absent. The speaker information present in these features is verified from the recognition experiments as performed earlier.
The results of the identification experiments are given in the fourth column of the Table 1 and Table 2 , respectively. Results show that supra segmental level features contain some speaker information. Further, the recognition performance is significantly poor compared to sub segmental, segmental and vocal tract information. The poor result indicates that the supra segmental features may have large intra-speaker variability. The other major factor is text independent mode of operation. However, it may contain different aspect of speaker information (Long-term information) and hence may combine well with other features.
Combining evidences from Sub
segmental, segmental and suprasegmental levels of LP residual.
By the way of deriving each feature, the information present at sub segmental, segmental and supra segmental levels are different and hence may reflect different aspect of speaker specific source information. By comparing their recognition performance it can be observed that the sub segmental features provide best performance. Thus the sub segmental features may have more speakerspecific evidence compared to other level features. The different performances in the recognition experiments indicate the different nature of speaker information present. In this section we use confusion patterns explain the different nature of the speaker information present in the proposed features and their usefulness for combined use in speaker recognition. In case of identification, the confusion pattern of features is considered as an indication of the different nature of information present. In the confusion pattern, principal diagonal represents correct identification and the rest represents miss classification. Figure 3 shows the confusion patterns of the identification results conducted for all the proposed features using TIMIT databases, respectively. In each case, the confusion pattern is entirely different. The decisions for both true and false identification are different. This indicates that they reflect different aspect of source information. This may help in combining the evidences to further improve the recognition performance from the complete source perspective. 
RESULTS
The role of dominant speaker-specific source characteristics (Variety of speaker-specific information), pitch and energy and long-term characteristics means low frequency information represented at subsegmental, segmental and suprasegmental levels, respectively, are examined for the task of SR for training data and testing data and number of mixtures. Results demonstrated that the performance of SR for variety of speaker characteristics represented at subsegmental level is more than the baseline model (MFCCs 6 th and 8 th column of Table 1 ), segmental and supra segmental models using GMM (Table 1 ). Combing evidences from each level improves performance of speaker recognition system is far better than the SR with vocal tract features and this is compared with the proposed model called ergodic HMM since it is more robust to model temporal characteristics of speech signal. This is the motivation to use HMM for distributing the features of LP residual at subsegmental, segmental and suprasegmental levels. Hence, the improved speaker recognition is shown in Table 2 at 2 states and Figs 5(a) and (b) in which performance is maximum at 2 states and observed that performance is reduced to increase states. 
Summary and Conclusions:
In this paper, we described a method for the extraction of complete source information by the time-domain analysis of the LP residual. Speaker specific information in the LP residual includes those within one glottal cycle. Pitch and energy across two to three cycles and variation of the pitch and energy across several glottal cycles. In the proposed methods, speaker information within one glottal cycle is extracted by the sub segmental processing of the LP residual. Pitch and energy contour information is extracted from the suprasegmental processing of the LP residual. To model the speaker information effectively using HMM compared to GMM. The segmental and suprasegmental level information is decimated by a factor of 4 and 50, respectively. Experimental results shows that subsegmental, segmental and suprasegmental levels contain speaker -specific source information. Further combining the evidences from each level, the performance improvement indicates the different nature of speaker information at each level. The performance of the speaker recognition is improved using HMM compared to the existing model GMM. 
