Feature selection for genomic data sets through feature clustering.
A subset selected by a supervised feature selection method may not be a good one for unsupervised learning and vice versa. We propose a novel Feature Selection algorithm through Feature Clustering, FSFC. FSFC does not need the class label information in the data set and is suitable for both supervised learning and unsupervised learning. We test FSFC on some biological data sets for both clustering and classification analysis and the results indicates that FSFC algorithm can significantly reduce the original data sets without scarifying the quality of clustering and classification.