Absfrucf-Carrier phase and symbol timing synchronization performances are determined for QPSK transmission over the nonlinear communications satellite channel with several typical modem filtering configurations. A computer simulation is used that models conventional or offset QPSK transmission, the modem filters, the nonlinear satellite TWTA, and the receive modem synchronizers. These simulations are used to obtain errors in carrier phase and symbol timing estimates caused by both thermal noise and the modulation-pattern-induced jitter. The statistics of these errors are obtained for several channel filtering combinations and TWTA backoff levels. These experiments are extended to examine the overall effect of synchronization errors on bit-error probability for one particular implementation of the synchronizers.
I. INTRODUCTION
C URRENTLY, digital data transmission via communications satellite channels uses quaternary phase-shift keying (QPSK) almost exclusively. QPSK offers the advantage of relatively high bandwidth efficiency (approximately 1.5 bits/s/Hz) when operating with large earth stations. It is easily combined with various forms of error-control coding to provide bandwidth and power efficiency when small earth stations participate in the satellite network.
In the design of QPSK transmission links, several factors can affect transmission perqormance. These include the choice of modem filters and the effects on the transmitted signal-of the earth station high-power amplifier (HPA) nonlinearity, the satellite input and output filters, and the satellite final power amplifier nonlinearity. In addition to these "noise-free'' characteristics, there are the effects of thermal noise experienced on both the up-and downlink and potential interference due' to other signals that share the channel or occupy adjacent channels. A final effect depends on the implementation of the receiving demodulator including the means of synchronization to achieve coherent detection.
When modem filtering is selected to achieve the sometimes conflicting goals of minimizing intersymbol interference and maintaining acceptable adjacent channel (or adjacent transponder) interference levels, a remaining problem is the impact of filtering and the channel nonlinearity on synchronization errors. This paper primarily focuses on the latter area where the AM/AM and AM/PM characteristics of the helix-type traveling-wave tube amplifier (TWTA) in the satellite are the dominant channel nonlinearity. A secondary goal is to determine the effect of these synchronization errors on detection performance.
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The authors are with COMSAT Laboratories, Clarksburg, MD 20734. rier phase and symbol timing can be largesources of degradation for QPSK signaling over the nonlinear satellite channel. These fluctuations, or synchronizer jitter, come from two sources: thermal noise, which ultimately limits channel performance, and data-dependent self-interference caused by the fact that the channel is bandwidth limited and nonlinear. The latter would be present even for operation at very large Eb/No values. Fig. 1 shows the overall channel model used to study synchronizer errors. This model includes the type of modulation used (i.e., conventional or offset QPSK); the modem transmit filter, including modulating pulse shaping; channel nonlinearity; thermal noise experienced on the downlink; the receive modem filter; and synchronizers which extract carrier phase and symbol timing estimates from the received signals. .
THE CHANNEL MODEL

Both conventional and offset forms of
QPSK modulation were simulated. If the channel bandwidth is not too narrow, offset QPSK modulation experiences less spectral regrowth than conventional QPSK after passage through a channel nonlinearity [ l ] . This feature may be advantageous in certain applications.
Two types of channel filtering were used in the model. In the first, cosine rolloff Nyquist filtering [2] was used with binary modulation applied as plus o r minus impulses to the ideal square-root Nyquist filter shape at the transmitter. The same filter function was employed at the receiver, giving an overall (linear) channel filter response equal to the Nyquist response. For the second filter combination, delay-equalized Butterworth filters were used at both the transmitter and receiver, and the B3Ts product (product of 3-dB bandwidth and symbol duration) of the transmitter filter was varied from 1.25 to 1.5. (The receive B3Ts product was maintained at 1.1 .)
With Butterworth filters, only rectangular NRZ input waveform shapes were used.
Transmission over the communications satellite channel can encounter nonlinearities in both the earth station HPA and in the satellite TWTA. Generally, both elements are memoryless peak-power devices which can be characterized by curves of output envelope and output phase shift versus input envelope (AM/AM and AM/PM characteristics, respectively). For these investigations, only one of these nonlinearities, the satellite TWTA, has been included in the simulation model, with AM/ AM and AM/PM characteristics as shown in Fig. 2 . The operating point of the nonlinearity, as measured by the output backoff relative to saturation, was used as a variable in the sim- narrow-band filtering. For QPSK, modulation removal may be affected by frequency quadrupling, which rotates all four phase angles until they are coincident. Fig. 3 illustrates this form of carrier synchronizer.
A tuned filter centered at the fourth harmonic of the carrier frequency f, is used to average the noise so that a high signal-to-noise ratio (SNR) is achieved. Frequency division by a factor of four is then used to obtain a coherent reference from the filter output. The fourth-power nonlinearity (frequency quadrupling) creates intermodulation products between the signal and noise terms. For rectangular waveforms and additive white Gaussian noise, the degradation in SNR associated with the extra cross products can be shown to be [3] elements in the model of Fig. 1 are the synchronizers, which are described in the next section.
SYNCHRONIZER MODELS AND PREDICTED PERFORMANCE
The synchronizer models that have been used in the simulatins are described in this section. Theoretical performances of carrier phase and symbol timing synchronizers are also reviewed for a channel that is ideal except for additive white Gaussian noise. These performance estimates serve as useful bounds for comparing the simulation results. In the actual channel, bandwidth limitations and nonlinearities create self-interference that degrades synchronization relative to the ideal case. The computer simulation results given in Section IV show the effect of the channel on synchronizer performance.
These results are restricted to synchronizer implementations that are commonly used for conventional QPSK which requires rapid acquisition. However, since this acquisition was not examined, the results are applicable only to continuous systems. Also, although synchronizers for offset QPSK modulation could (ideally) be modified to optimize performance, the same models were used for both modulation formats. In the actual band-limited channel with nonlinearity, the phase angle of the transmission is disturbed by varying amounts from its steady-state value by the random modulation. Therefore, frequency quadrupling does not convert all of the signal energy into an unmodulated replica at 4fc. There are two effects of the failure to completely remove the modulation: a reduction in the average value of the in-phase component at 4fc, and generation of a quadrature component at 4fc with a magnitude that is modulation-sequence-dependent. The quadrature selfnoise at 4fc results in a random phase jitter at the input to the carrier phase estimator. Table I gives the theoretical tracking performances for a linear AWGN channel with E,/Nd values of 6, 9, and 12 dB, and Bin = R, for Nyquist filtering and 1.1 R, for Butterworth filtering. The synchronizer bandwidth BN is constant at R,/60. In terms of 3-dB bandwidth B3 and time constant 7, the noise bandwidth of the tuned single-pole filter is BN = (r/2)B3 = Although the phase jitter caused by white noise is seen to be proportional to noise bandwidth, this is not the case for the quadrature component at 4fc that results from intersymbol interference. This self-noise has a spectral density that may vanish at the center frequency. Gardner has investigated the quadrature spectrum for one specific pulse shape when carrier synchronization for QPSK was recovered by frequency quadrupling [4] . It was shown that the spectrum for the quadrature self-noise vanished at 4fc and peaked at approximately R, Hz away from the center frequency for the pulse shape considered. The output phase jitter caused by self-noise for this case would be proportional to BN2 for a simple tuned filter and to B N 3 for a filter with a sharp cutoff response.
A . Carrier Synchronization
B. Symbol Synchronization
/(2+
Symbol timing is required at the receiver to determine the appropriate sampling times for bit detection. The symbol synchronizer obtains the required timing reference from transitions in the symbol sequence. Because of self-interference resulting from the bandwidth restriction and nonlinearities of the channel, the zero crossings associated with these bit transitions are displaced from their mean locations as a function of the modulation. Additive noise in the channel also perturbs the transition points. The symbol synchronizer utilizes narrowband filtering to average the locations of zero crossings over a rather large number of transitions. As a result, the synchronizer provides a timing reference with only a small phase variance. A second-order nonlinearity suffices to obtain a timing signal from the modulated transmission. The QPSK transmission may be multiplied by a delayed version of itself, which is a method known as delay and multiply (D&M). Such a form would be appropriate for QPSK transmissions with rectangular pulses (i.e., no band limiting). A special D&M technique referred to as squaring can ais0 be employed with zero delay. Squaring is effective whenever a QPSK transmission has envelope variations, which is true for any band-limited signal.
Gardner [SI has shown that the clock component of the multiplier is maximized when zero delay is used with Nyquist pulses. For the simulation results in the following section, performance was insensitive to the delay value used.
In the computer simulations for the D&M symbol synchronizer, the delay chosen was T J 2 , which maiimizes the SNR for rectangular pulses. Usually, this synchronizer is implemented at IF (see Fig. 4 ) with a delay of approximately T,/2 that is finely adjusted to yield a phase shift 'of ?n; rad.
Equivalent baseband circuits may be employed to represent the IF operations of D&M and squaring. For multiplier inputs with subscripts 1 and 2 denoting undelayed and aelayed-components, respectively, the D&M operation yields a baseband voltage of w(t) = X 1 X 2 + Y , Y , where X and Y are the two quadrature components of the QPSK transmission. This baseband equivalent model for D&M and squaring (see Fig. 5 ) was used in the computer simulations. For offset QPSK, the staggering of binary components requires the use of the difference X , X 2 -Y , Y2 rather than the sum of these terms. Since there is no convenient method at-IF to obtain this difference, the low-pass implementation is a necessity for offset QPSK. For Butterworth filtering, timing performance is estimated under idealized conditions based upon the D&M synchronizer. Rectangular pulses (no band limiting) and additive white Gaussian noise are assumed.' For Nyquist filtering, it is possible to improve the theoretical prediction by including the bandwidth restriction in terms of the "excess bandwidth" factor r. In this Nyquist case, the synchronizer model employs squaring. Random bit patterns with transition probabilities of p t = 0.5 are assumed. for both cases.
For a symbol synchronizer with either D&M or squaring, the timing component at a frequency of R, is obtained from the product of the signal with itself. The major noise term out of the multiplier results from the cross products of signal and input noise. A small additional noise in the output results from the product of input noise with itself. This small noise output is responsible for a "squaring loss" in the expression for synchronizer SNR.
The output of either the D&M or the squarer i s input to a narrow-band tuned filter with a center frequency of R,. For this filter, the noise bandwidth BN is set at a value much smaller than R , to average the timing waveforms over many symbol intervals and thereby achieve a high SNR. Theoretical SNR expressions for the filter outputs have been derived for both the cases of D&M with rectangular pulses and squaring with Nyquist pulses. For brevity, only the results are included here and the lengthy derivations are omitted.
For rectangular pulses and no filtering. the D&M model for random bit patterns yields the following output SNR from the tuned filter:
where p1 is the squaringloss factor given by
In terms of the rolloff factor or excess bandwidth r, the output SNR for Nyquist filtering is S N -= P 2 ( ; ) ( $ ) ( 3 where
Timing error variance in radians squared is obtained from the inverse of 2S/N. The factor of r/4 in the timing SNR when Nyquist filtering is employed corresponds to a factor of 4/n2 for rectangular pulses. Hence, the bandwidth constraint of Nyquist filtering lowers the available SNR by a factor of 16/(n2r). The synchronizer SNR is lowered similarly for the bandwidth constraint imposed by Butterworth filtering; however, this loss is not included in ( 5 ) .
Theoretical predictions of symbol synchronization errors due to white noise were obtained using (5) and (6), and the results are given in Table 11 . These predictions do not include the jitter caused by the self-noise from intersymbol interference. Franks [ 6 ] and Bubrouski ' [7] have shown that the effect of this seif-noise can be reduced by using a compensating filter prior to the squarer that modifies the transfer function to yield even symmetry about R,/2. Gardner [8] has verified by computer simulations that such a prefilter will greatly reduce timing jitter from self-noise when the channel is linear. It was also shown that this compensation was not nearly as effective in reducing timing jitter when the channel contained a nonlinearity. This prefiltering was not employed in the computer simulations reported in Section V.
IV. SIMULATION RESULTS
A . Method of Simulation
The investigations of the effect of synchronization errors on channel performance have had two objectives. The first was to simulate specific 'synchronizer implementations and obtain experimental statistics on phase and symbol timing errors. A second, more difficult, objective was to determine the effect of these synchronizatian errors on overall channel performance as indicated by bit error probability. To achieve both of these goals, the approach has been to augment an existing time-domain channel simulation mogram r91 that was used to produce noise-free records of randomly modulated signals at the input to the receive-modem filter. This record was then used repeatedly, after noise was added in the form of Gaussian random numbers, in a separate simulation of the synchronizers themselves. Finally, the resultant statistics of phase and timing errors were used, along with an empirically derived function for the sensitivity of bit error rate to static synchronization errors, to obtain an overall average error probability. This technique has given accurate results when compared to hardware simulation results [ 101 .
B. General Conditions for the Experiments
The variables for the computer simulation experiments were the choice of modem filters, Eb/No, the operating point (i.e., input backoff) of the channel nonlinearity, and the type of modulation (conventional or offset QPSK). Other parameters in the model were kept fixed for all of the experiments; for example, the synchronizer bandwidths were kept constant at R,/60. For most runs, the symbol synchronizer utilized a delay of TJ2; however, additonal simulation runs were made with other delay values, including zero delay, to check the sensitivity to this value.
Four different transmit/receive modem filter combinations were used in the simulation model shown in Fig. 1 : 1) square-root, cosine rolloff Nyquist filters with 70-percent rolloff; impulse data 2) square-root, cosine rolloff Nyquist filters with 40-percent rolloff; impulse data 3) transmit filter six-pole Butterworth, B3Ts = 1.25; receive filter four-pole Butterworth, B3 Ts = 1 .I ; NRZ data 4) transmit filter six-pole Butterworth, B3Ts = 1.5; receive filter four-pole Butterworth, B,Ts = 1.1 ; NRZ data.
Simulations were made for Eb/N0 values of 6, 9, and 12 dB, and TWTA input backoff levels were varied from 0 (saturated), 4, 7, and 10 dB. Even at the latter value, the transponder still cannot be considered as a linear device because of significant AM/PM at this operating point.
C. Qualitative Indicators of Synchronization Errors
A general indicator of the magnitude of the pattern-induced phase and timing spread that appears at the input to the synchronization circuits can be obtained from the simulated eye These symbol-to-symbol variations are smoothed or averaged by the synchronizer filters. Table I11 summarizes the peak-to-peak magnitude of this input jitter. The timing errors are measured directly from the eye diagrams and represent the peak-to-peak spread in the zero-crossing jitter that results from self-interference caused by channel bandwidth restrictions and the TWTA nonlinearity. Note, for example, that this spread is quite small for the widebandwidth Butterworth transmit filter and is unaffected by the channel nonlinearity. In contrast, the peak-to-peak timing jitter is much larger for the narrower bandwidth, 40-percent rolloff Nyquist filters, and the extent of these variations tends to increase as the channel becomes more nonlinear.
The peak-to-peak input phase jitter 6, is read directly as the angular spread of points in the scatter diagrams shown at the right of Fig. 6 . It should be noted that the phase estimator processes the continuous waveforms. Nevertheless, the scatter in the pairs of samples on each symbol approximately indicates the raw phase fluctuations that must be smoothed by the phase synchronizer.
For offset QPSK, a sample point for either of the quadrature bit streams correspond to a point midway between samples for the other bit stream. Thus, zero crossings at bit transitions of one bit stream occur at the sample points for the other and cause a *7r/4 shift in phase. Hence, offset QPSK tends to have an eight-phase nature for scatter diagrams based upon the values of the staggered bit steams at the same time instants. The staggered bit streams have therefore been realigned in plotting the scatter diagrams for offset QPSK. Consequently, these diagrams evidence a four-phase nature similar to that for conventional QPSK. It should be noted that the synchronizer I : (7) would be independent of thermal noise (Eb/No), but would show some dependence on the synchronizer bandwidths. Because of the highly correlated nature of the raw input synchronization errors, u2 would not vary directly as bandwidth, but rather as a power of this bandwidth [5] , [ 6 ] . Also, these variances would be expected to show some proportionality to the raw input errors in Table 111 . For the simulation experiments, the synchronizer bandwidths were kept constant at R,/60. Thus, the functional dependence on bandwidth cannot be observed in the results. However, performance variations for the different filtering combinations and for the different backoff conditions should be observable.
Table IV summarizes the simulation results and gives rms phase and timing errors in degrees for the various cases. These results were obtained for different input backoffs from TWTA saturation. Also, the simulations were performed for .!?,/No values of 6 , 9, and 12 dB where E, is defined in terms of unmodulated carrier power C and modulation bit rate R b as Although each run consisted of many repetitions of the original data record with different random numbers added for each repetition, the resulting number of independent samples of the synchronizer outputs was not large enough to precisely estimate synchronizer errors. Confidence intervals in the estimated errors were perhaps 20-40 percent. However, the corresponding simulations for different backoffs and modulation types were made with identical bit and noise sequences so that relative results are meaningful, despite large uncertainties in the absolute results. Note, for example, the relatively small
inputs did not have this realignment because these devices must operate on the offset QPSK transmission with its staggered bit alignments. Both the raw zero-crossing range from the eye diagrams and the symbol-by-symbol phase jitter from the scatter diagrams are highly constrained processes with a strong dependence upon the modulation patterns. Consequently, the raw jitter may be highly correlated and cannot generally be treated as an equivalent "white noise" to be smoothed by the synchronizer filters.
D. Synchronizer Output Errors
Although the simulation results reveal qualitative evidence of varying degrees of raw input synchronization errors with different channel conditions, it is the output synchronization errors that actually degrade detection performance. These output errors in both phase and symbol timing would be expected to include two components: one resulting from thermal noise at the input to the receive modem, and another caused by the input pattern jitter. Each error component has been reduced in magnitude by averaging over many symbol intervals. For both the phase and timing estimates, the rms output error u would be governed by functional relationships of the general form variations in synchronizer errors that accompany variations of the TW.TA input backoff from power saturation. However, there is a clear correspondence between increasing Eb/No and a reduction in tracking errors for both carrier phase and symbol timing as shown in Fig. 7(a) and (b) . The rms errors for the case of 10-dB TWTA input backoff are plotted in Fig.  7(a) , and the rms errors for the case of TWTA power saturation or zero backoff is shown in Fig. 7(b) . Pattern-induced jitter from self-noise is proportional to a power of the noise bandwidth B N . Thus, the use of a narrow bandwidth of B N = RJ60 for the synchronizer filters caused the effect of self-noise to be relatively small compared to that of additive Gaussian noise.
The theoretical values obtained in Secti,on 111 for synchronization errors by thermal noise alone are also plotted in Fig. 7(a) and (b) as dotted lines. These predictions show rough quantitative agreement with the simulation results, although the pattern jitter appears to increase the synchronization errors. This increase is most evident for carrier phase errors at the higher Eb/No values with Nyquist filtering and for timing errors with 40-percent rolloff Nyquist filtering.
For the cases examined by simulation, differences in rms synchronization errors for the two modulation types were quite small under the same filtering conditions. Actually, the timing performances should have been identical for offset QPSK and QPSK if the channels were linear. Because of the AM/PM conversion characteristic (see Fig. 2 ), this linear condition was not obtained at the highest input backoff (10 dB) used in the simulations. For all of the synchronizer performance comparisons, the differences in performance are relatively small and are subject to statistical variations. In Table IV , certain simulation runs were repeated for a much longer duration to spotcheck problems with statistical convergence. No large discrepancies were noted.
An additional set of simulation runs was made for conventional QPSK at Eb/No = 6 dB where the delay element in the model of the symbol synchronizer was reduced to 3/16 T, and then to 0. The rms timing errors achieved for both delay values were extremely close to those obtained for a delay of TJ2; the largest difference was less than five percent.
Carrier synchronizer performance was not greatly affected by the channel bandwidth restriction. Thus, the rms synchronizer errors are only slightly worse for the narrower filtering cases. However, bandwidth restriction has two significant effects upon symbol synchronization. First, the clock component obtained from a second-order nonlinearity is related in magnitude to the spectral content of the filtered signal in the near region of ItrR,/2 away from the carrier frequency. Narrow filtering thus reduces the available clock component and.increases the self-noise from intersymbol interference. Because of these effects of bandwidth restriction, the rms jitter for symbol synchronization shown in Fig. 7(a) and (b) is much larger for Nyquist filtering with 40-percent rolloff than for 70-percent rolloff.
For certain pulse shapes, staggered timing results in a concentration of spectral energy at f, f R,/2 when bit transitions occur if the envelope is held constant. In fact, offset QPSK with envelope limiting will approximate three-tone digital FM, with tones at f, -R J 2 , f,, and f, + R,/2. The concentration of energy at the tones f, -R,/2 and f, + R,/2 results in a greater clock component at R,. Therefore, timing performance for offset QPSK improves slightly as the TWTA is operated closer to power saturation, which corresponds roughly to hard limiting of the envelope.
In a comparison of the phase estimation errors in Table IV, it is noted that for either QPSK format, a bit transition in only one of the quadrature bit streams results in a phase shift of n/2 rad. If the channel is tightly band-limited and has a hardlimiting nonlinearity, then this phase shift will occur at a fairly uniform rate, thus approximating a frequency shift. The fourth-order nonlinearity used to extract a carrier component at 4f, will multiply the phase and frequency shifts by a factor of 4. Therefore, the phase out of the fourth-order nonlinearity will be almost uniformly distributed over 27r rad in the region of a single bit transition under these conditions. It follows that the recovered carrier power is reduced for cases of tight filtering and operation of the TWTA near power saturation.
These phenomena are evidenced in Table IV by an increase in rms carrier phase errors as the TWTA backoff is reduced. Because of its staggered timing for the quadrature bit streams, offset QPSK has more n/2 phase transitions than QPSK. For many forms of filtering, the greater number of 7r/2 transitions results in larger synchronization errors in carrier phase, especially for operation of the TWTA near saturation. This is evidenced in Table   IV for the case of Butterworth filtering. However, the carrier synchronizer performance for Nyquist filtering are approximately the same for offset QPSK and QPSK. The reason for this equal performance for Nyquist pulse shapes is not well understood by the authors at this time.
E. Impact of Synchronization Errors on Pb
Detection results were obtained for all of the simulations to determine the effect of synchronization errors on bit error probability Pb. Results were obtained for coherent detection of the data bits for both perfect carrier and symbol timing references (i.e., with no jitter) and for references perturbed by the experimentally observed jitter. Table V lists Detection performance is perhaps best explained by comparing the results with ideal coherent QPSK detection. In this comparison, performance loss is defined as the necessary increase in Eb/No for detection over a nonideal channel to yield the same probability of bit error as ideal coherent detection. Table VI lists the losses for the simulated cases evaluated at three different bit error probabilities, and According to the table, detection with noisy references for carrier phase and symbol timing had a reasonably insignificant effect upon performance for the cases investigated. The additional detection loss caused by noisy, rather than perfect, references was at most only about 0.1 dB. Such a small degradation in performance caused by synchronizer jitter requires an exglanation. First, the phase synchronizer bandwidth used in the simulations was adjusted to yield an SNR in excess of 13 dB at the fourth harmonic of the carrier. This allows carrier synchronization with filtering centered at 4fc to have a long expected time between catastrophic failures such as cycle slips. Consequently, the SNR at the fundamental carrier frequency f, is very high (approximately 25 dB) for the carrier synchronizer. This same bandwidth was also used for the symbol synchronizer. Thus, both synchronizer references had very small rms errors, even at the lowest Eb/NO value used in the simulations.
Although the rms jitter was small for both carrier and symbol synchronization errors, it is possible for either synchronizer to experience significant biasing error. If such a bias exists, the synchronizers would ordinarily be adjusted to minimize the bit error rate. This manual adjustment compensates for the fact that the synchronizers do not necessarily select the reference phase or timing epoch that minimizes error rate. In the simulation results, any bias was removed by searching for the minimum error rate condition. Without such bias correction, however, significant degradation in detection performances might occur. For example, Fig. 8 depicts the increase in bit error probability for conventional QPSK detection for either a timing or carrier phase bias. Curves are given for all four filter configurations. The effect of a biasing error is much more pronounced at the lower bit error probabilities.
The detection results of Table VI are not intended to determine the best type of modulation or filtering. However, they do show detection trends for two types of modulation for different filter configurations. The detection results are restricted to single transmissions so that there is no adjacent channel interference. Consequently, results are uniformly better for the wider transmit filter bandwidths, Nyquist with 70-percent rolloff, and Butterworth with BT, = 1.5. With adjacent channel signals, the detection results for these wide bandwidth cases could be worse than those for the narrower bandwidths. The adjacent channel interferences would increase detection losses for all cases, but most significantly for those with wide transmit filter bandwidths.
These are some interesting trends that can be observed from the Pb results of Table VI . With Butterworth filtering, detection performance was improved by operating the satellite TWTA at power saturation. Apparently, this improvement was caused by an increase in downlink power with the pulse shapes being restored to almost rectangular by the envelope limiting at saturation. However, the same phenomenon is destructive with respect to the desired Nyquist shaping and, therefore, the detection performance was worse for the Nyquist cases when the TWTA was operated at power saturation. For most cases, there were no significant differences in detection performances for conventional QPSK and offset QPSK. However, the wider bandwidth requirement of offset QPSK under nonlinear conditions was evident from the greater detection losses for offset QPSK with Nyquist filtering that has only a 40-percent excess bandwidth. This increased loss of offset QPSK was most pronounced when the TWTA was operated at saturation.
V. CONCLUSIONS
This paper has presented computer simulation results of the synchronization errors experienced by QPSK and OQPSK signals transmitted over the nonlinear communications circuit. One set of synchronizer implementations was modeled along with several modem filtering configurations, and synchronization results were obtained for various backoff levels of the nonlinearity and Eb/No values.
In -addition to obtaining the statistics of synchronization errors, the simulation process has been extended further to determine the impact of synchronization errors on overall link performance as measured by bit error probability. This last step was the original motivation for this work; it was necessary to include synchronization errors with the other sources of overall communications link degradation to obtain good agreement between software and laboratory (hardware) simulations. Although this additional source of degradation can be large in certain situations, for the cases examined in this paper, the additional losses in detection performance are quite small.
A more sensitive indicator of synchronizer performances is provided by the rms errors in the carrier phase and symbol timing estimates. It was postulated that these errors would consist of two parts, one component due t o thermal noise, and a second due to modulation-pattern-induced waveform distortion. The latter would be expected to be dependent upon modulation type, modem filtering, the operating point (backoff) of the channel nonlinearity, and the exact syn- chronizer implementation. Some of these dependencies were observed in the simulation results, but in some cases, a relative insensitivity was noted.
