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ORTHOGONAL AND SYMPLECTIC n-LEVEL DENSITIES
A.M. MASON AND N.C. SNAITH
Abstract. In this paper we apply to the zeros of families of L-functions with orthogonal or sym-
plectic symmetry the method that Conrey and Snaith [27] used to calculate the n-correlation of
the zeros of the Riemann zeta function. This method uses the Ratios Conjectures [21] for averages
of ratios of zeta or L-functions. Katz and Sarnak [57] conjecture that the zero statistics of families
of L-functions have an underlying symmetry relating to one of the classical compact groups U(N),
O(N) and USp(2N). Here we complete the work already done with U(N) [27] to show how new
methods for calculating the n-level densities of eigenangles of random orthogonal or symplectic ma-
trices can be used to create explicit conjectures for the n-level densities of zeros of L-functions with
orthogonal or symplectic symmetry, including all the lower order terms. We show how the method
used here results in formulae that are easily modified when the test function used has a restricted
range of support, and this will facilitate comparison with rigorous number theoretic n-level density
results.
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1. Introduction
1.1. Motivation. Long-standing results in random matrix theory show that the n-point correlation
functions (in some situations these are also called n-level densities) of eigenvalues from ensembles
of random matrices such as U(N), SO(N) and USp(2N) can be written concisely as n-dimensional
determinants of matrices whose elements are the kernel belonging to the particular ensemble (see,
for example, [16] where the kernels and correlation functions are written down for these groups).
These results are elegant and exact, and their determinantal form is very useful for calculations
ORTHOGONAL AND SYMPLECTIC n-LEVEL DENSITIES 3
within random matrix theory (RMT). However, the corresponding quantity in number theory, the
n-point correlation function (or level density) of the complex zeros of an L-function, or of families of
L-functions, does not seem to take this concise determinantal form, except in a suitable asymptotic
limit where the statistics are expected to agree with RMT (see [15, 58, 83] for reviews on the
connection between number theory and random matrix theory). This leads us to a question: is there
a different, albeit less elegant, way to write the random matrix eigenvalue correlation functions that
might help to make precise conjectures about the form of the correlations of zeros? Furthermore,
given that the determinantal form is not available in the number theory case, is there a natural
form in which to write the n-correlations of the zeros that is useful for further applications?
The first question has been answered in the case of the Riemann zeta function, which has
zeros displaying the statistics of eigenvalues of matrices from U(N), with Haar measure, in the
appropriate limit. The n-point correlation functions of the Riemann zeros, including the lower order
correction terms to the limiting random matrix theory result, were first studied by Bogomolny and
Keating [6, 8] and then by Conrey and Snaith [29, 27]. In particular, Conrey and Snaith derive
the n-point correlation function of U(N) eigenvalues using average values of ratios of characteristic
polynomials in a method that is precisely reproducible in the number theory case using a conjecture
on average values of ratios of the Riemann zeta function (see [21] and also [26]).
It is this first question in the case of matrices from SO(2N) and from USp(2N) and the families of
L-functions associated with them that is the main focus of this current paper. The n-level density
functions of eigenvalues from matrices in SO(2N) are calculated in Section 2 using averages of
ratios of characteristic polynomials, with the final result appearing in Theorem 2.11. The steps
are mirrored in Section 4 using the Ratios Conjecture for a family of L-functions associated with
elliptic curves. The zeros of this family are expected to behave statistically like the eigenvalues of
SO(2N). The Ratios Conjecture is used to derive the n-level desities of zeros of the L-functions
in this family, complete with lower order terms. This result can be found in Theorem 5.11. In
Section 3 eigenvalues of matrices from USp(2N) are considered in the same way, see Theorem 3.7,
and Section 6 demonstrates the method with a family of L-functions showing symplectic symmetry.
The result can be found in Theorem 6.6.
As reflected in the second question, the motivation for this work is not simply to derive the
detailed conjectures for the n-correlation of zeros of families of L-functions, but to obtain formulae
that are useful for further applications. For the past 40 years, since Montgomery’s pioneering work
on the statistics of the two-point correlation function of the Riemann zeros [72], there has been a
catalogue of work where a rigorous result on n-correlation functions (often called n-level densities in
number theory literature) of the zeros of an L-function or family of L-functions is derived and then
an attempt is made to match it with either the limiting RMT correlation function (for example
[80, 79, 39, 89, 64, 34]), or a conjecture derived using a Ratios Conjecture that includes lower order
terms (for example [68, 69, 41, 70, 49]). For general n this comparison is difficult, and is made
more so by the fact that all the rigorous number theoretical results hold only for test functions with
restricted support (of their Fourier transform) and by the fact that if comparison is made with the
determinantal RMT form, this has nothing like the shape of the number theoretical results. By
test function we mean the function f in the definition of the n-level density (5.1), which is sampled
at the positions of an n-tuple of zeros. There is an equivalent test function in the definition of the
n-level density of eigenvalues, for example in (2.1), that is sampled at the positions of an n-tuple
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of eigenvalues. In [28] Conrey and Snaith demonstrate that in the U(N) random matrix theory
case, the form of the n-point correlation function resulting from the method using the average of
ratios of characteristic polynomials allows for immediate simplification when the support of the test
function is restricted - something that is certainly not true of the determinantal form. This allows
them to apply to the n-point correlation function for eigenvalues from U(N) the same restriction to
the support of the test function that was used by Rudnick and Sarnak in [80] when looking at the
n-point correlation function for zeros of a general L-function. Then the identical structure of the
two expressions reveals that they coincide in their respective asymptotic limits. This addresses the
second question above in the case of the zeros of the Riemann zeta function. The second question
in the case of SO(2N) or USp(2N) matrices is approached in Section 7 where it is shown that
the form of the random matrix theory n-level density given in this paper leads easily to a simpler
result when the support of the test function is restricted. It will be the subject of future work to
show whether this allows more straightforward confirmation of the limiting random matrix form
for rigorous calculations of the n-level density for associated families of L-functions.
1.2. Background to the Ratios Conjectures. The connection between RMT and number the-
ory became apparent in the 1970s when Montgomery [72], after a conversation with Dyson [32],
conjectured that in the appropriate scaling limit the pair correlation of the zeros of the Riemann
zeta function have the same form as the equivalent statistic for eigenvalues of unitary matrices
of large dimension drawn at random from the group U(N) endowed with Haar measure. There
followed work, both of an analytical and a numerical nature, that provided more evidence that
zeros of the Riemann zeta function high on the critical line and eigenvalues of large random unitary
matrices show the same local statistics when both sets of points are scaled to have a mean spacing
of unity (see for example [5, 7, 45, 73, 80]). Even decades later, Montgomery’s conjecture is proven
only for test functions with restricted support.
Katz and Sarnak [56, 57] then considered statistics of zeros of L-functions near the critical point
(the point at which the real axis crosses the critical line on which the complex zeros are expected to
lie). They predict that in a natural family of L-functions these zeros would, when averaged across
the family, display the same statistical behaviour as the eigenvalues near 1 of matrices chosen at
random with respect to Haar measure from the classical compact groups U(N), O(N) or USp(2N).
As in the case of the Riemann zeta function, this correspondence is expected to occur when the zeros
and eigenvalues being considered are scaled to have a mean spacing of unity and in an appropriate
asymptotic limit: normally the zero statistics tend to the eigenvalue statistics of large matrices as
a parameter intrinsic to the definition of the family tends to infinity. The correspondence with
random matrix theory has been proven for specific families and for test functions with restricted
support (see for example [31, 38, 39, 42, 46, 47, 53, 67, 71, 74, 76, 77, 79, 89]).
It is a long-standing conjecture that the moments of the Riemann zeta function grow asymptot-
ically like
(1.1)
1
T
∫ T
0
|ζ(1/2 + it)|2λdt ∼ aλ gλ
Γ(1 + λ2)
(log T )λ
2
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for large T , where we have chosen to write the coefficient in this way for ease of comparison later
on with random matrix theory. Here aλ is a product over primes
aλ =
∏
p
(
1− 1p
)λ2 ∞∑
m=0
(
Γ(m+ λ)
m!Γ(λ)
)2
p−m,(1.2)
but gλ is very difficult to calculate. Moments of the Riemann zeta function have been the subject
of study for one hundred years, but still g1 = 1 [43] and g2 = 2 [51] are the only proven values.
Conjectures have risen from number theoretical methods, for example [24, 25, 50], but at the start
of this millennium there was no viable conjecture for any values beyond k = 4 and random matrix
theory provided the only available method for predicting higher moments.
The characteristic polynomial, ΛA(s), of a random unitary matrix, A, is used to model the
Riemann zeta function. The analogous quantity to (1.1) is
(1.3) MN (λ) =
∫
U(N)
|ΛA(1)|2λdAHaar,
where the integration is with respect to Haar measure. This average can be computed using
Selberg’s integral (see [66]), giving
MN (λ) =
N∏
j=1
Γ(j)Γ(j + 2λ)
(Γ(j + λ))2
(1.4)
∼ f(λ)Nλ2 ,
where the final line is the asymptotic for large N . The Barnes double gamma function [4] can be
used to express f(λ) concisely:
(1.5) f(λ) =
(G(1 + λ))2
G(1 + 2λ)
.
It is conjectured [60] that
(1.6) f(λ) =
gλ
Γ(1 + λ2)
.
This conjecture agrees with established or independently conjectured results for gk for k = 1, 2, 3, 4.
We note that when we compare (1.1) and (1.4) we see N is playing the role of log T , an equivalence
that is also observed by equating the density of zeta zeros to the density of eigenvalues. This
observation is key, allowing comparison of random matrix results to number theoretic quantities
even when the limits N →∞ and T →∞ have not been reached.
For a family of L-functions, a similar quantity is the average, over the family, of the values of
the L-functions at the critical point. If we denote by F a family of L-functions Lf (s), indexed by
f , and F∗ is the number of members of the family, then the moment
(1.7)
1
F∗
∑
f∈F
(Lf (1/2))
λ
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can be modelled by a quantity similar to (1.3), only with the average performed over the appropriate
subgroup of U(N) comprised of unitary, orthogonal or symplectic matrices [17, 59]: e.g.
(1.8)
∫
SO(2N)
(ΛA(1))
λdAHaar, A ∈ SO(2N).
It was described in [19] that more precise conjectures for the moments of zeta and L-functions,
including lower-order terms, can be obtained from the “shifted” moments. These are quantities of
the form
1
T
∫ T
0
ζ(1/2 + it+ α1) · · · ζ(1/2 + it+ αk)
×ζ(1/2− it− αk+1) · · · ζ(1/2− it− α2k)dt.(1.9)
In that paper Conrey, Farmer, Keating, Rubinstein and Snaith propose a “recipe” for conjecturing
a precise expression for such moments and for similar averages over families of L-functions. One
argument in support of the validity of these conjectures, is that the expression produced has an
identical structure the analogous (and rigourous) moment calculation in random matrix theory for
a quantity such as [18] (see also [11]):
∫
U(N)
ΛA(e
−α1) · · ·ΛA(e−αk)ΛA∗(eαk+1)ΛA∗(eα2k)dAHaar.(1.10)
Here A∗ is the conjugate transpose of the matrix A ∈ U(N).
A further generalization was made by Conrey, Farmer and Zirnbauer to averages of ratios of the
Riemann zeta function,
(1.11)
1
T
∫ T
0
∏K
k=1 ζ(1/2 + it+ αk)
∏K+L
`=K+1 ζ(1/2− it− α`)∏Q
q=1 ζ(1/2 + it+ γq)
∏R
r=1 ζ(1/2− it− δr)
dt.
and to averages of ratios of L-functions
(1.12)
1
F∗
∑
f∈F
∏K
k=1 Lf (1/2 + αk)∏Q
q=1 Lf (1/2 + γq)
.
In [21] they develop conjectures for these ratios that are informed by analogous random matrix
ratio calculations [20, 12, 22].
The “recipe” for creating shifted moment or ratio conjectures involves several steps where we
neglect terms that may be of the same size as the main term that emerges at the end of the
procedure. The miracle is that these neglected terms appear to cancel out. The recipe appears to
produce a correct conjecture down the the level of the constant term or below.
The main steps of the recipe are as follows; these are reproduced from [21], although somewhat
simplified as we don’t need their full generality for the families with orthogonal or symplectic
symmetry considered here. For particular cases where a Ratios Conjecture is worked though, see
for example [26] or [48].
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The recipe: Here we assume we have a family F of L-functions, indexed by f ∈ F . Each
L-function in the family has a functional equation of the form (assuming we have normalised so
that the critical line has real part 1/2)
(1.13) Lf (s) = εfXf (s)Lf (1− s).
As described in [19], we measure the “size” of an L-function by c(f) = |X ′f (12)|. This is the logarithm
of the quantity which for certain families of L-functions is commonly referred to as the “conductor”,
and by the argument principle c(f)/(2pi) gives the density of zeroes near the critical point.
The L-function also has an approximate functional equation of the form
(1.14) Lf (s) =
∑ an(f)
ns
+ εfXf (s)
∑ an(f)
n1−s
+ remainder,
for appropriate ranges of summation over n. In addition, for each L-function we can write its
reciprocal as a Dirichlet series
(1.15)
1
Lf (s) =
∞∑
n=1
µf (n)
ns
,
for appropriate coefficients µf (n); for example, in the case of the Riemann zeta function the Dirichlet
series for the reciprocal of zeta features µ(n), the Mo¨bius function, which is multiplicative and is
equal to -1 when n = p is prime and is equal to 0 when n = p` with ` > 1.
We are interested in understanding the ratio
(1.16) Lf (s;αK ;γQ) =
Lf (s+ α1) · · · Lf (s+ αK)
Lf (s+ γ1) · · · Lf (s+ γQ) ,
averaged over f ∈ F . For the L-functions we encounter in this paper, Lf (s) = Lf (s).
The first step of the recipe is to replace each L-function in the numerator with the two terms from
its approximate functional equation (1.14), leaving out the remainder term. Then each L-function
in the denominator is replaced by the series (1.15). Multiplying out the K approximate functional
equations in the numerator results in 2K terms. Each of those terms can be written in the form
(1.17) (product of εf factors)(product of Xf factors)
∑
n1,...,nK+Q
(summand).
In this expression the recipe indicates we replace each product of εf ’s by its expected value when
averaged over the family. Similarly, the summand is replaced by its average over the family. The
summations that resulted from the approximate functional equation are over a restricted range of
integers. The next step is to extend the sums to the full range from 1 to infinity. If the result of
these steps is denoted as Mf (s;αK ;γQ), then the corresponding Ratio Conjecture can be written
as
(1.18)
1
F∗
∑
f∈F
Lf (
1
2 ;αK ;γQ) =
1
F∗
∑
f∈F
Mf (
1
2 ;αK ,γQ)(1 +O(e
−δc(f)))),
for some δ > 0. The exponent −δc(f) in the error term here indicates a power saving over the size
of the main term. There are specific instances in which more is known about this size of this error
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term for averages of ratios of L-functions in various families - these are described in Section 5.2,
where there is a full discussion of this error term.
In [27] Conrey and Snaith demonstrate how to extract information about the n-point correlation
function of zeros from the n-over-n ratio of the Riemann zeta function. They use Cauchy’s theorem
to express a sum over the heights of the zeros of the zeta function, γj , as
∑
0<γ1,...,γn≤T
f(γ1, . . . , γn)
=
1
(2pii)n
∫
C
. . .
∫
C
f(−iz1, . . . ,−izn)
n∏
j=1
ζ ′
ζ
(1/2 + zj) dz1 . . . dzn,(1.19)
where C is a positively oriented contour which encloses a subinterval of the imaginary axis from zero
to T . The product of logarithmic derivatives of the zeta function can be obtained from a Ratios
Conjecture by differentiating with respect to the α parameters in the numerator in an expression
like (1.11). This connection between ratios of L-functions and zero statistics is what we draw on
in the current paper. We will not go further into the details of [27] as all steps of the method are
covered explicitly in the present paper for matrices or L-functions with orthogonal or symplectic
symmetry.
We can see this brings us in a full circle back to the statistics of zeros of zeta and L-functions,
as information about correlations of zeros are encoded in these Ratios Conjectures. We will see
how this information is extracted in this present paper. First, in Section 2 we will use ratios of
characteristic polynomials to derive a new form of the n-level density for the orthogonal group
SO(2N). Section 3 follows, illustrating the same calculation for unitary symplectic matrices in
USp(2N). Then the Ratios Conjectures of Conrey, Farmer and Zirnbauer are used in Sections 5
and 6 to conjecture the n-level densities for zeros of specific families of L-functions. In Section 7 we
demonstrate why this new form of the random matrix theory n-level density simplifies immediately
when the support of the Fourier transform of the test function (the equivalent of f in (1.19)) is
restricted. Section 8 gives examples of 1- and 2-level densities explicitly.
2. Eigenvalue Statistics of Orthogonal Matrices
Let X be a 2N × 2N matrix with real entries X = (xjk). We define the transpose matrix,
X∗ = (xkj) and call X orthogonal if XX∗ = I. We let SO (2N) denote the group of all such
orthogonal matrices with DetX = 1. All the eigenvalues of a matrix X ∈ SO(2N) have absolute
value 1 and can be written as e±iθ1 , · · · , e±iθN with 0 ≤ θ1, · · · , θN ≤ pi.
The result we are proving in this section is:
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Theorem 2.1. The n-level density for eigenvalues of matrices from SO(2N) can be written as∫
SO(2N)
N∑
j1,··· ,jn=1
ji 6=jk∀i,k
f(θj1 , · · · , θjn)dX
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
(∫ pi
0
)n
J∗(−izK ∪ izL)
× f(z1, · · · , zn)dz1 · · · dzn,
(2.1)
where J∗(−izK ∪ izL) will be defined in (2.26) and the sum in the right hand side involving K, L
and M is over disjoint subsets of {1, . . . , n}.
2.1. Integral Theorem. In this section we will express the n-level density of eigenvalues of matri-
ces from SO(2N) as contour integrals on the complex plane. We will see in the subsequent sections
that moving the contours onto the imaginary axis (or, by a change of variables, the real axis) to
arrive at Theorem 2.1 is non-trivial and will take some work.
Theorem 2.2 (Integral theorem for SO(2N) matrices). Let C− denote the path from −δ − pii up
to −δ+pii and let C+ denote the path from δ−pii up to δ+pii. Let f be a 2pi-periodic, holomorphic
function of n variables such that
f (θj1 , · · · , θjn) = f (±θj1 , · · · ,±θjn)(2.2)
Then
2n
∫
SO(2N)
N∑
j1,··· ,jn=1
f (θj1 , · · · , θjn) dXSO(2N)
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
CK+
∫
CL∪M−
J (zK ∪ −zL) f (iz1, · · · , izn) dz1 · · · dzn
(2.3)
where zK = {zk : k ∈ K} and −zL = {−zl : l ∈ L},
∫
CK+
∫
CL∪M−
means we are integrating all the
variables in zK along the C+ path and all others up the C− path and
J (A) =
∫
SO(2N)
∏
α∈A
(−e−α)Λ
′
X
ΛX
(e−α)dXSO(2N).(2.4)
Here ΛX(e
α) = det(I − eαX∗) is the characteristic polynomial of X; K,L,M are finite sets of
distinct integers; A is a finite set of complex numbers; and dXSO(2N) indicates integration with
respect to the Haar measure.
Note that the sum over the eigenangles in (2.3) is not restricted to a sum over distinct indices.
These extra terms, which do not figure in Theorem 2.1, will cancel out the residues caused by
moving the contours onto the imaginary axis in Section 2.4.
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X is an orthogonal matrix, so it has 2N eigenvalues e±iθ1 , . . . , e±iθN such that 0 ≤ θ1, . . . , θN ≤ pi.
The proof follows by considering g(z) = ΛX(e
z), the characteristic polynomial of X. Using Cauchy’s
theorem we can show that
N∑
j1,··· ,jn=1
f (θj1 , · · · , θjn) =
1
(2pii)N
∫
Cn
g
′
g
(z1, · · · , zn)f(z1
i
, · · · zn
i
)dz1 · · · dzn(2.5)
where C is a positively oriented rectangular contour around a interval of the imaginary axis of
length 2pi e.g. with corners ±ipi ± δ. By the periodicity of f , the horizontal integrals cancel and
we use the functional equation and a change of variables from z → −z to get the result.
Proof of Theorem 2.2. The characteristic polynomial of X,
g (z) = ΛX (e
z)(2.6)
=
N∏
j=1
(1− ezeiθj )(1− eze−iθj ),(2.7)
has zeros at zj = ±iθj + 2pimi,m ∈ Z, 1 ≤ j ≤ N . Then by Cauchy’s Theorem g
′
(z)
g(z) f
(
z
i
)
has poles
at zj = ±iθj + 2pimi with residue
g
′
(zj)
g′ (zj)
f
(zj
i
)
= f
(zj
i
)
= f(θj).(2.8)
So let C be the positively-orientated rectangle with vertices ±δ ± pii, where δ is a small positive
number. We can express the sum
2n
N∑
j1,··· ,jn=1
f (θj1 , · · · , θjn)
=
N∑
j1,··· ,jn=1
∑
∈{1,−1}n
f (1θj1 , · · · , nθjn)
(2.9)
=
(
1
2pii
)n ∫
C
· · ·
∫
C
n∏
j=1
g
′
(zj)
g (zj)
f
(z1
i
, · · · , zn
i
)
dz1 · · · dzn.(2.10)
The 2n term in front of the sum comes from counting all the possible combinations of +θi and−θj .
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We average this over X ∈ SO (2N), and apply a change of variable from zj → −zj . Let dG
denote f (iz1, · · · , izn) dz1, · · · dzn
2n
∫
SO(2N)
N∑
j1,··· ,jn=1
f (θj1 , · · · , θjn) dX
=
1
(2pii)n
∫
Cn
J ({z1, · · · , zn}) dG
(2.11)
where
J (A) =
∫
SO(2N)
∏
α∈A
−e−αΛ
′
X
ΛX
(
e−α
)
dX.(2.12)
By the periodicity of the function f , the horizontal segments of the contour cancel. Only the
vertical paths need to be considered.
∫
Cn
J ({z1, · · · , zn}) dG =
(∫
C+
−
∫
C−
)n
J ({z1, · · · , zn}) dG.(2.13)
So the expression is a sum of 2n terms, where each term is a n-fold integral each variable being
integrated over C− or C+. Another way to write this is
∫
Cn
J ({z1, · · · , zn}) dG
=
∑
K∪L={1,··· ,n}
(−1)|L|
∫
CK+
∫
CL−
J ({z1, · · · , zn}) dG
(2.14)
=
∫
SO(2N)
∑
K∪L={1,··· ,n}
(−1)|L|
∏
j∈K
∫
C+
−ezj Λ
′
X
ΛX
(
e−zj
)
×
∏
j∈L
∫
C−
−ezj Λ
′
X
ΛX
(
e−zj
)
dGdX
(2.15)
where the sum over K ∪ L is a sum over disjoint sets.
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For each variable zj on C−, we replace −e−αΛ
′
X
ΛX
(e−α) with −2N + eαΛ
′
X
ΛX
(eα) (obtained by
differentiating the functional equation ΛX(e
z) = (ez)2NΛX(e
−z)).
∫
Cn
J ({z1, · · · , zn}) dG
=
∫
SO(2N)
∑
K∪L
={1,··· ,n}
(−1)|L|
∏
j∈K
∫
C+
−ezj Λ
′
X
ΛX
(
e−zj
)
×
∏
j∈L
∫
C−
(
−2N + ezj Λ
′
X
ΛX
(ezj )
)
dG
(2.16)
=
∫
SO(2N)
∑
K∪L∪M
={1,··· ,n}
(−1)|L∪M |
∏
j∈K
∫
C+
−ezj Λ
′
X
ΛX
(
e−zj
)
×
∏
j∈L
∫
C−
(
ezj
Λ
′
X
ΛX
(ezj )
) ∏
j∈M
∫
C−
(−2N) dGdX
(2.17)
=
∑
K∪L∪M
={1,··· ,n}
(2N)|M |
∫
CK+
∫
CL∪M−
J ({zK ∪ −zL}) dG(2.18)
where the sums over K ∪ L ∪M are sums over disjoint sets.
By the definition of J(A) in (2.12) this gives us the required result. 
We can then use the Ratios Theorem to find alternative ways of expressing J (A).
2.2. Ratios Theorem. Here we write down the average of ratios of characteristic polynomials of
the even orthogonal group. The following form is rewritten into set notation from the result of
Conrey, Forrester and Snaith [22] - they credit the original result to a preprint by Conrey, Farmer
and Zirnbauer [20].
Take finite sets A and B of complex numbers. Let N ≥ |B| and <(β) > 0∀β ∈ B and consider
R(A;B) =
∫
SO(2N)
∏
α∈A ΛX(e
−α)∏
β∈B ΛX(e−β)
dX(2.19)
=
∑
D⊆A
e
−2N ∑
δ∈D
δ
√
Z(D− ∪ (A\D), D− ∪ (A\D))Z(B,B)Y (B)
Z(D− ∪ (A\D), B)2Y (A\D)Y (D−)(2.20)
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where D− = {−α : α ∈ D}, A\D = {α ∈ A,α 6∈ D} and
z(x) =
1
1− e−x ,(2.21)
Y (A) =
∏
α∈A
z(2α),(2.22)
Z(A,B) =
∏
α∈A
β∈B
z(α+ β)(2.23)
We can express J(A) as defined in (2.12) in terms of R(A;B)
J(A) =
∏
α∈A
d
dα
R(A;B)
∣∣∣∣∣
B=A
.(2.24)
So by differentiating the Ratios Theorem we can obtain a theorem about averages of logarithmic
derivatives.
Theorem 2.3. Let A be a finite set of complex numbers where <(α) > 0 for α ∈ A and |A| ≤ N ,
then J(A) = J∗(A) where
J(A) =
∫
SO(2N)
∏
α∈A
(−e−α)Λ
′
X
ΛX
(e−α)dX(2.25)
J∗(A) =
∑
D⊆A
e
−2N ∑
δ∈D
δ
(−1)|D|
√
Z(D,D)Z(D−, D−)Y (D)
Y (D−)Z†(D−, D)2
×
∑
A\D=W1∪···∪WR
|Wr|≤2
R∏
r=1
HD(Wr)
(2.26)
where the sum over Wi is a sum over all distinct set partitions of A\D.
HD(W ) =

(∑
δ∈D
z
′
(α−δ)
z(α−δ) − z
′
(α+δ)
z(α+δ)
)
− z
′
z (2α) W = {α} ⊂ A\D(
z
′
z
)′
(α+ α̂) W = {α, α̂} ⊂ A\D
1 W = ∅
(2.27)
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and
z(x) =
1
1− e−x ,(2.28)
Y (A) =
∏
α∈A
z(2α),(2.29)
Z(A,B) =
∏
α∈A
β∈B
z(α+ β).(2.30)
The dagger adds a restriction that a factor z(x) is omitted if its argument is zero.
The main steps in the proof are pulling the differentiation inside the sum over subsets D ⊆ A,
and then separating the differentiations in cases by whether α ∈ D or α 6∈ D. The differentiation
by α ∈ D are relatively straightforward, but to do the remaining differentiations we need to use
logarithmic differentiation, as in the unitary case [26]. We do not include the details here as it is a
simpler case of the proof of Theorem 5.2 presented later.
2.3. Residue Lemma. In this section, we will locate the poles of J∗(A) and calculate the residue
of these poles.
It is clear the only possible poles of J∗(A) are when α = −β for some α, β ∈ A, or when α = 0.
We need to know what the residues are at these poles.
Theorem 2.4 (Residue Theorem for SO(2N) matrices). Let A be a finite set of complex numbers,
let α∗, β∗ ∈ A and A′ = A\{α∗, β∗} and let J∗(A) as defined in (2.26). Then there is a simple pole
when α∗ = −β∗ and the poles cancel at α∗ = 0.
Res
α∗=−β∗
(J∗(A)) = J∗
(
A
′ ∪ {β∗}
)
+ J∗
(
A
′ ∪ {−β∗}
)
+ 2NJ∗
(
A
′)
(2.31)
Res
α∗=0
(J∗(A)) = 0.(2.32)
We will consider the cases of (2.31) and (2.32) separately. First we will prove that the pole at
α∗ = −β∗ is simple and show that (2.31) holds.
Since proofs of this structure are going to come up again, we define
A
′
= A\{α∗, β∗}(2.33)
D
′
= D ∩A′(2.34)
(A\D)′ = (A\D) ∩A′(2.35)
where A\D = {a ∈ A, a 6∈ D}.
Definition 2.5. We say that the meromorphic functions Q and H of several variables have property
Pf if the following four conditions hold for a continuous single variable function f .
P1: If α∗, β∗ ∈ A\D, then Q(D) is independent of α∗ and β∗ and
H(D,W ) =
{ 1
(α∗+β∗)2 +O(1) if W = {α∗, β∗}
O(1) otherwise
(2.36)
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P2: If α∗ ∈ D and β∗ ∈ A\D, then Q(D) is regular when α∗ = −β∗ and
H(D,W ) =
{ 1
α∗+β∗ +O(1) if W = {β∗}
O(1) otherwise
(2.37)
P3: If α∗ ∈ A\D and β∗ ∈ D, then Q(D) is regular when α∗ = −β∗ and
H(D,W ) =
{ 1
α∗+β∗ +O(1) if W = {α∗}
O(1) otherwise
(2.38)
P4: If α∗ ∈ D and β∗ ∈ D, then Q(D) = ( −1
(α∗+β∗)2 +O(1)
)
Q1(D) where
Q1(D) = Q(D
′)
(
1− (α∗ + β∗)(f(β∗) +H(D′, {α∗})|α∗=−β∗ +H(D′, {β∗}))
+O(|α∗ + β∗|2))(2.39)
and
H(D,W ) = H(D′,W )− (α∗ + β∗)(H(D′,W ∪ {α∗})α∗=−β∗ +H(D′,W ∪ {β∗}))
+O(|α∗ + β∗|2).(2.40)
We will choose our f(x) dependant on what family of matrices we are considering.
Lemma 2.6. If Q(D) and H(D,W ) have property Pf and
J∗(A) =
∑
D⊆A
PD(A\D)(2.41)
=
∑
D⊆A
Q(D)
∑
A\D=⋃rWr
|Wr|≤2
∏
r
H(D,Wr),(2.42)
(where PD is defined by comparison with (2.42)), then
Res
α∗→β∗
(J∗(A)) = f(β∗)J∗
(
A
′)
+ J∗
(
A
′ ∪ {β∗}
)
+ J∗
(
A
′ ∪ {−β∗}
)
.(2.43)
Proof. If α∗, β∗ ∈ A\D then
PD(A\D) = Q(D)
∑
A\D=⋃rWr
|Wr|≤2
∏
r
H(D,Wr)(2.44)
=
1
(α∗ + β∗)2
Q(D)
 ∑
(A\D)′=⋃rWr
|Wr|≤2
∏
r
H(D,Wr)
+O(1)(2.45)
=
1
(α∗ + β∗)2
PD((A\D)′) +O(1),(2.46)
by P1. So Res
α∗→−β∗
(PD(A\D)) = 0.
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If α∗ ∈ D and β∗ ∈ A\D, then
PD(A\D) = Q(D)
∑
A\D=⋃rWr
|Wr|≤2
∏
r
H(D,Wr)(2.47)
=
1
α∗ + β∗
Q(D)
∑
(A\D)′=⋃rWr
|Wr|≤2
∏
r
H(D,Wr) +O(1)(2.48)
=
1
α∗ + β∗
PD′∪{−β∗}((A\D)
′
) +O(1),(2.49)
by P2. Thus
Res
α∗→β∗
(PD(A\D)) = PD′∪{−β∗}((A\D)
′
).(2.50)
If α∗ ∈ A\D and β∗ ∈ D, then, similarly to the previous case,
PD(A\D) = 1
α∗ + β∗
Q(D)
∑
(A\D)′=⋃rWr
|Wr|≤2
∏
r
H(D,Wr) +O(1)(2.51)
=
1
α∗ + β∗
PD((A\D)′) +O(1),(2.52)
by P3. This allows us to conclude that Res
α∗→−β∗
(PD(A\D)) = PD((A\D)′).
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If α∗ ∈ D and β∗ ∈ D, then
PD(A\D) = Q(D)
∑
A\D=⋃rWr
|Wr|≤2
∏
r
H(D,Wr)
= − Q(D
′
)
(α∗ + β∗)2
∑
A\D=⋃rWr
|Wr|≤2
∏
r
H(D
′
,W )
+
Q(D
′
)
α∗ + β∗
∑
A\D=⋃rWr
|Wr|≤2
∏
r
H(D
′
,Wr)
(
f(β∗) +H(D
′
, {β∗}) +H(D′ , {−β∗})
+
∑
r
H(D
′
,Wr ∪ {β∗}) +H(D′ ,Wr ∪ {−β∗})
H(D′ ,Wr)
)
+O(1).
(2.53)
= − 1
(α∗ + β∗)2
PD′ (A\D)
+
1
α∗ + β∗
(
f(β∗)PD (A\D) + PD′ ((A\D) ∪ {β∗}) + PD′ ((A\D) ∪ {−β∗})
)
+O(1),
(2.54)
by P4. Therefore
Res
α∗→β∗
(PD(A\D)) = f(β∗)PD (A\D) + PD′ ((A\D) ∪ {β∗}) + PD′ ((A\D) ∪ {−β∗}) .(2.55)
We obtain the result of this Lemma by combining the results for the four cases.
Res
α∗→β∗
(J∗(A)) =
∑
D⊆A
α∗,β∗∈D
f(β∗)PD(A\D) + PD′ ((A\D) ∪ {β∗}) + PD′ ((A\D) ∪ {−β∗})
+
∑
D⊆A
α∗∈D,β∗∈A\D
PD′∪{−β∗}
(
(A\D)′
)
+
∑
D⊆A
β∗∈D,α∗∈A\D
PD
(
(A\D)′
)(2.56)
= f(β∗)
∑
D⊆A′
PD(A\D) +
∑
D⊆A′∪{β∗}
PD(A\D)
+
∑
D⊆A′∪{−β∗}
PD(A\D)
(2.57)
= f(β∗)J∗
(
A
′)
+ J∗
(
A
′ ∪ {β∗}
)
+ J∗
(
A
′ ∪ {−β∗}
)
.(2.58)
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Note that the 1
(α∗+β∗)2 term in (2.54) features PD′ (A\D) which is equal to PD
(
(A\D)′
)
when
α∗, β∗ ∈ A\D, so the term cancels with the 1
(α∗+β∗)2 term from the first case, confirming that the
pole at α∗ → β∗ is simple.

It is straightforward to show that if f(β∗) = 2N ,
(2.59) Q(D) =
∑
D⊆A
e
−2N ∑
δ∈D
δ
(−1)|D|
√
Z(D,D)Z(D−, D−)Y (D)
Y (D−)Z†(D−, D)2
and
(2.60) H(D,W ) = HD(W ) =

(∑
δ∈D
z
′
(α−δ)
z(α−δ) − z
′
(α+δ)
z(α+δ)
)
− z
′
z (2α) W = {α} ⊂ A\D(
z
′
z
)′
(α+ α̂) W = {α, α̂} ⊂ A\D
1 W = ∅
then P1 to P4 hold, and so we have proved (2.31).
Now we will prove (2.32). Again we define a general property.
Definition 2.7. We say that the meromorphic functions Q and H of several variables have property
R if the following two conditions hold.
R1: If α∗ ∈ A\D, then Q(D) is independent of α∗ and
H(D,W ) =
{
1
2α∗ +O(1) if W = {α∗}
O(1) otherwise
(2.61)
R2: If α∗ ∈ D then
(2.62) H(D,A\D)|α∗=0 = H(D′ , A\D)
and
(2.63) Q(D) =
−1
2α∗
Q(D′) +O(1).
Lemma 2.8. If Q(D) and H(D,W ) satisfy these properties and
J∗(A) =
∑
D⊆A
PD(A\D)(2.64)
=
∑
D⊆A
Q(D)
∑
A\D=⋃rWr
|Wr|≤2
∏
r
H(D,Wr)(2.65)
(where PD is defined by the above equation), then
Res
α∗→0
(J∗(A)) = 0.(2.66)
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Proof. This is proved in a similar manner to Lemma 2.6. We have that if α∗ ∈ A\D then by R1
Res
α∗→0
(PD(A\D)) = 1
2
PD
(
(A\D)′
)
.(2.67)
If α∗ ∈ D then by R2
Res
α∗→0
(PD(A\D)) = −1
2
PD′ (A\D) .(2.68)
Combining the two cases gives us
Res
α∗→0
(J∗(A)) =
∑
D⊆A
α∗∈A\D
1
2
PD
(
(A\D)′
)
−
∑
D⊆A
α∗∈D
1
2
PD′ (A\D)(2.69)
=
∑
D⊆A′
1
2
PD
(
(A\D)′
)
−
∑
D⊆A′
1
2
PD′ (A\D)(2.70)
= 0.(2.71)

With the definitions (2.59) and (2.60) it is straightforward to show that properties R1 and R2
hold, thus proving (2.32).
2.4. n-level Density of Orthogonal Matrices. So far we have expressed the n-level density of
eigenangles of orthogonal matrices in terms of contour integrals. Recalling that C− denotes the
path from −δ − pii up to −δ + pii and C+ the path from δ − pii up to δ + pii, we take a f be a
2pi-periodic, holomorphic function of n variables such that
f (θj1 , · · · , θjn) = f (±θj1 , · · · ,±θjn)(2.72)
Then we have shown
2n
∫
SO(2N)
N∑
j1,··· ,jn=1
f (θj1 , · · · , θjn) dXSO(2N)
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
CK+
∫
CL∪M−
J (zK ∪ −zL) f (iz1, · · · , izn) dz1 · · · dzn
(2.73)
where zK = {zk : k ∈ K} and −zL = {−zl : l ∈ L} and
∫
CK+
∫
CL∪M−
means we are integrating all the
variables in zK along the C+ path and all others down the C− path. The sum over K ∪ L ∪M is
over disjoint unions and J(A) defined as in (2.4).
We can then deduce the following.
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Lemma 2.9. Let n ≤ N
2n
∫
SO(2N)
N∑
j1,··· ,jn=1
f (θj1 , · · · , θjn) dX
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
CK+
∫
CL∪M−
J∗ (zK ∪ −zL) f (iz1, · · · , izn) dz1 · · · dzn
(2.74)
Proof. We know that J(A) = J∗(A) when |A| ≤ N and <(α) > 0 ∀α ∈ A by Theorem 2.3. This
condition is clearly met by (zK ∪ −zL). 
The next step is to move these contour integrals onto the imaginary axis. In order to do this,
we first need some new notation.
For given n, 0 ≤ R ≤ n, let
∑n,R
=
N∑
j1,··· ,jn=1
ji 6=jk∀i,k>R
.(2.75)
For fixed sets K,L,M such that K ∪ L ∪M = {1, · · · , n} let In,Rf,K,L,M be the integral in Lemma
2.9 with N −R of the integrals shifted onto the imaginary axis. All the integrals on the imaginary
axis are principal value integrals.
In,Rf,K,L,M =
∫ ipi
−ipi
· · ·
∫ ipi
−ipi
∫
C
K∩{1,··· ,R}
+
∫
C
(L∪M)∩{1,··· ,R}
−
J∗(zK ∪ −zL)
× f(iz1, · · · , izn)dz1 · · · dzRdzR+1 · · · dzn.
(2.76)
We can express Lemma 2.9 in the new notation.
(2pii)n2n
∫
SO(2N)
∑n,n
f(θj1 , · · · , θjn)dX
=
∑
K∪L∪M={1,··· ,n}
(2N)|M |In,nf,K,L,M
(2.77)
We will be using Sokhotski-Plemelj Theorem [84] [75], which states that we can shift a contour of
integration onto line passing through a pole of the integrand. We interpret the resulting integral as
a principal value integral and gain half the residue of the pole. For further details see any standard
text on complex analysis, or a section on functions of a complex variable in a text such as [3].
We will now prove
ORTHOGONAL AND SYMPLECTIC n-LEVEL DENSITIES 21
Theorem 2.10. With the notation defined above, 0 ≤ R ≤ n
(2pii)n2n
∫
SO(2N)
∑n,R
f(θj1 , · · · , θjn)dX
=
∑
K∪L∪M={1,··· ,n}
(2N)|M |In,Rf,K,L,M .
(2.78)
Proof. We will prove this by induction, noting that we have already proved the case when R = n
for all values of n.
Firstly we will prove the base case when n = 1. We have already proven it is true for n = 1 and
R = 1, so we just need to show Equation (2.78) holds for n = 1 and R = 0
(2pii)2
∫
SO(2N)
∑1,0
f(θj1)dX
= (2pii)2
∫
SO(2N)
∑1,1
f(θj1)dX
(2.79)
=
∑
K∪L∪M={1}
(2N)|M |I1,1f,K,L,M(2.80)
=
∫
C+
J∗(θ)dθ −
∫
C−
J∗(−θ)dθ −
∫
C−
2Ndθ(2.81)
By Theorem 2.4 the only pole of J∗(θ) is at 0 and has residue 0.
=
∫ ipi
−ipi
J∗(θ) + J∗(−θ) + 2Ndθ(2.82)
=
∑
K∪L∪M={1}
(2N)|M |I1,0f,K,L,M .(2.83)
We now move on to the inductive step. Assume Equation (2.78) is true for n = p − 1 and
0 ≤ R ≤ p− 1 and consider the case when n = p, 0 ≤ R ≤ p.
We will proceed by induction on R. We have already proved that Equation (2.78) holds if R = p
so take that as the base case. Assume that Equation (2.78) holds if n = p, and R ≥ S so that
(2pii)p2p
∫
SO(2N)
∑p,S
f(θj1 , · · · , θjp)dX
=
∑
K∪L∪M={1,··· ,p}
(2N)|M |Ip,Sf,K,L,M
(2.84)
=
∑
K∪L∪M={1,··· ,p}
(2N)|M |
×
∫ ipi
−ipi
· · ·
∫ ipi
−ipi
∫
C
K∩{1,··· ,S}
+
∫
C
(L∪M)∩{1,··· ,S}
−
J∗(zK ∪ −zL)
× f(iz1, · · · , izp)dz1, · · · , dzS , dzS+1 · · · dzp.
(2.85)
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Consider moving the zS contour on the right hand side of this equation, from just off the imag-
inary axis onto the imaginary axis. It picks up residues from the variables whose contours have
already been moved to the imaginary axis. Take t > s = S, then there are residues when zS = −zt
and S, t ∈ K or S, t ∈ L and also residues when zS = zt if t > S and S ∈ L, t ∈ K or S ∈ K, t ∈ L.
Consider fixed K,L,M . If S ∈ K, then the residue of J∗(zK ∪ −zL)f(iz1, · · · , izp) at zS = ±zt
is
ipi
(
2NJ∗
(
zK′ ∪ −zL′
)
+ J∗
(
zK′ ∪ −zL′∪{t}
)
+ J∗
(
zK′∪{t} ∪ −zL′
))
× f(iz1, · · · , izS−1, izt, izS+1, · · · , izp)
(2.86)
where K
′
= K ∩ (A − {S, t}), L′ = L ∩ (A − {S, t}). The residue is multiplied by ipi rather than
2pii because the zS contour is moving precisely onto the imaginary axis, so it only gives half the
residue of a contour going completely around the pole by the Sokhotski-Plemelj Theorem [84] [75].
As f is symmetric in all its variables, the residue is the same when t ∈ L and t ∈ K as the residue
is symmetric in t.
The other residues are when S ∈ L. Then zS appears in J∗(zK ∪ −zL)f(iz1, · · · , izp) with an
additional minus sign and is on the C− contour and hence being integrated around the pole in a
clockwise direction. These two minus signs cancel leaving the same residue as in Equation (2.86).
Returning to our calculation in Equation (2.85), we note S is fixed and we split the sum into
three different cases: S ∈ K,S ∈ L and S ∈ M . We then consider the residues that result when
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t > S and t ∈M as t varies from S + 1 to p.∑
K∪L∪M={1,··· ,p}
(2N)|M |Ip,Sf,K,L,M
=
∑
K∪L∪M={1,··· ,p}
(2N)|M |Ip,S−1f,K,L,M
+
p∑
t=S+1
∑
K∪L∪M={1,··· ,p}
S∈K,t6∈M
(2N)|M |
∫ ipi
−ipi
· · ·
∫ ipi
−ipi
∫
C
K∩{1,··· ,S−1}
+
∫
C
(L∪M)∩{1,··· ,S−1}
−
ipi
(
2NJ∗(zK′ ∪ −zL′ )
+J∗(zK′ ∪ −zL′∪{t}) + J∗(zK′∪{t} ∪ −zL′ )
)
× f(iz1, · · · , izS−1, izt, izS+1, · · · , izp)dz1, · · · , dzS−1, dzS+1 · · · dzp
+
p∑
t=S+1
∑
K∪L∪M={1,··· ,p}
S∈L,t6∈M
(2N)|M |
∫ ipi
−ipi
· · ·
∫ ipi
−ipi
∫
C
K∩{1,··· ,S−1}
+
∫
C
(L∪M)∩{1,··· ,S−1}
−
−ipi (2NJ∗(zK′ ∪ −zL′ )
+J∗(zK′ ∪ −zL′∪{t}) + J∗(zK′∪{t} ∪ −zL′ )
)
× f(iz1, · · · , izS−1, izt, izS+1, · · · , izp)dz1, · · · , dzS−1, dzS+1 · · · dzp
(2.87)
This expression can then be simplified to∑
K∪L∪M={1,··· ,p}
(2N)|M |Ip,S−1f,K,L,M
+ 4pii
p∑
t=S+1
∑
K′∪L′∪M={1,··· ,p}−{S,t}
(2N)|M |
∫ ipi
−ipi
· · ·
∫ ipi
−ipi
∫
C
K
′∩{1,··· ,S−1}
+
∫
C
(L
′∪M)∩{1,··· ,S−1}
−
(
2NJ∗(zK′ ∪ −zL′ )
+J∗(zK′ ∪ −zL′∪{t}) + J∗(zK′∪{t} ∪ −zL′ )
)
× f(iz1, · · · , zS−1, zt, zS+1, · · · izp)dz1, · · · , dzS−1, dzS+1 · · · dzp
(2.88)
where the factor of four comes from the fact that there are 4 different combinations of S, t /∈ M
(i.e. S ∈ L and t ∈ K, S ∈ L and t ∈ L etc). All of the unions over sets are disjoint unions.
Notice that f(z1, · · · , zS−1, zt, zS+1, · · · , zt, · · · zp) has a repeated variable. It is one of the terms
we want to remove from 2.3 so that we have a sum over distinct indices. With this in mind we
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relabel the variables z1, · · · , zS−1, zS+1, · · · zp as ẑ1, · · · , ẑp−1. We define a function
gt,S(ẑ1, · · · , ẑp−1) = f(ẑ1, · · · , ẑS−1, ẑt−1, ẑS , · · · , ẑt−1, · · · , ẑp−1)(2.89)
= f(z1, · · · , zS−1, zt, zS+1, · · · , zt, · · · zp).(2.90)
It is obvious that gt,S is the function f with zS = zt, for some t > S.
We also note that for functions h of sets K,L and M∑
K∪L∪M={1,··· ,m−1}
h(K ∪ {m}, L,M) + h(K,L ∪ {m},M) + h(K,L,M ∪ {m})
=
∑
K∪L∪M={1,··· ,m}
h(K,L,M).
(2.91)
This allows us to rewrite Equation (2.88)∑
K∪L∪M={1,··· ,p}
(2N)|M |Ip,Sf,K,L,M
=
∑
K∪L∪M={1,··· ,p}
(2N)|M |Ip,S−1f,K,L,M
+ 4pii
p∑
t=S+1
∑
K∪L∪M={1,··· ,p−1}
(2N)|M |Ip−1,S−1gt,S ,K,L,M .
(2.92)
By our inductive hypothesis on n, Equation (2.85) holds for n = p− 1 and R = S − 1.∑
K∪L∪M={1,··· ,p}
(2N)|M |Ip,Sf,K,L,M
=
∑
K∪L∪M={1,··· ,p}
(2N)|M |Ip,S−1f,K,L,M
+ 4pii
p∑
t=S+1
(2pii)p−12p−1
∫
SO(2N)
∑p−1,S−1
gt,S(θj1 , · · · , θjp−1)dXSO(2N).
(2.93)
It is clear from the definition of
∑n,R in Equation (2.75) that∑n,R
f(θ1, · · · , θn) =
∑n,R−1
f(θ1, · · · , θn) +
n∑
t=R+1
∑n−1,R−1
gt,R(θ1, · · · , θn).(2.94)
Considering now the left hand side of Equation (2.85), we see that
(2pii)p2p
∫
SO(2N)
∑p,S
f(θj1 , · · · , θjp)dXSO(2N)
= (2pii)p2p
∫
SO(2N)
∑p,S−1
f(θ1, · · · , θp)dXSO(2N)
+ (2pii)p2p
∫
SO(2N)
p∑
t=S+1
∑p−1,S−1
gt,S(θ1, · · · , θp−1)dXSO(2N).
(2.95)
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Equating Equations (2.93) and (2.95), we see that∑
K∪L∪M={1,··· ,p}
(2N)|M |Ip,S−1f,K,L,M
= (2pii)p2p
∫
SO(2N)
∑p,S−1
f(θ1, · · · , θp)dXSO(2N).
(2.96)
Thus we have completed the inductive step in R by showing that Equation (2.78) holds for
n = p,R = S − 1 if it holds for n = p,R = S. As we have already shown Equation (2.78) holds for
n = p,R = p, we have now shown that it holds for all R when n = p.
This completes the inductive step in n, as we have shown that Equation (2.78) holds for all
0 ≤ R ≤ n when n = p if it holds for all 0 ≤ R ≤ n and n = p− 1. We already proved that it holds
for all 0 ≤ R ≤ 1 when n = 1, so by induction Equation (2.78) is true for all n and 0 ≤ R ≤ n. 
Using Theorem 2.10 we can prove our main theorem on n-level density for orthogonal random
matrices
Theorem 2.11 (n-level Density of Orthogonal Matrices).∫
SO(2N)
∑n,0
f(θj1 , · · · , θjn)dX
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
(∫ pi
0
)n
J∗(−izK ∪ izL)
× f(z1, · · · , zn)dz1 · · · dzn,
(2.97)
where J∗(−izK ∪ izL) is defined in (2.26) and the sum notation is defined at (2.75) and indicates
that the sum is over distinct indices.
Proof. We have proven that
(2pii)n2n
∫
SO(2N)
∑n,0
f(θj1 , · · · , θjn)dX
=
∑
K∪L∪M={1,··· ,n}
(2N)|M |In,0f,K,L,M
(2.98)
=
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
(∫ −ipi
ipi
)n
J∗(zK ∪ −zL)f(iz1, · · · , izn)
(2.99)
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where the integral here is a principal value integral. Changing variable to θ1 = iz1 etc
(2pii)n2n
∫
SO(2N)
∑n,0
f(θj1 , · · · , θjn)dX
=
∑
K∪L∪M={1,··· ,n}
(2N)|M |
(∫ pi
−pi
)n
J∗(−izK ∪ izL)f(z1, · · · , zn)
(2.100)
=
(∫ pi
−pi
)n ∑
K∪L∪M={1,··· ,n}
(2N)|M |J∗(−izK ∪ izL)f(z1, · · · , zn).(2.101)
Now ∑
K∪L∪M={1,··· ,n}
(2N)|M |J∗(−izK ∪ izL)
=
∑
K∪L∪M={1,··· ,n}
(2N)|M |J∗(izK ∪ −izL)
(2.102)
and f (θj1 , · · · , θjn) = f (±θj1 , · · · ,±θjn) so each integral from −pi to pi is double the integral from
0 to pi. We change into this form to allow easier comparison with other correlation functions in
other contexts.
(2pi)n2n
∫
SO(2N)
∑n,0
f(θj1 , · · · , θjn)dXSO(2N)
= 2n
(∫ pi
0
)n ∑
K∪L∪M={1,··· ,n}
(2N)|M |J∗(−izK ∪ izL)
× f(z1, · · · , zn)dz1 · · · dzn.
(2.103)
All that is now required is to show that there are no poles on the path of integration. As f is
holomorphic, we just need to check that∑
K∪L∪M={1,··· ,n}
(2N)|M |J∗(−izK ∪ izL)(2.104)
has no poles at z1 = z2 (this argument applies equally well to any other pair of z’s by symmetry).
We do not need to check for a pole at z1 = −z2 as zi ≥ 0, for 1 ≤ i ≤ n on the path of integration.
A given J∗(−izK ∪ izL) has a simple pole at z1 = z2 if 1 ∈ K, 2 ∈ L or 1 ∈ L, 2 ∈ K. So
Res
z1=z2
 ∑
K∪L∪M={1,··· ,n}
(2N)|M |J∗(−izK ∪ izL)

=
∑
K∪L∪M={3,··· ,n}
(2N)|M| Res
z1=z2
(
J∗
(−izK∪{z1} ∪ izL∪{z2})
+ J∗
(−izK∪{z2} ∪ izL∪{z1}))
(2.105)
= 0(2.106)
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as Resx=yf(x, y) = −Resx=yf(−x,−y). Therefore if
(∑
K∪L∪M={1,··· ,n}(2N)
|M |J∗(−izK ∪ izL)
)
has a singular set, it has complex dimension less than n− 1. However, this implies the singular set
is trivial (see Corollary 7.3.2 in [62]).

3. Eigenvalue Statistics of Symplectic Matrices
We also want to look at families of L-functions with symplectic symmetry, so we will repeat the
calculations we have done in Section 2 with USp(2N) .
Let Y = (yjk) be a 2N×2N matrix and define the transpose matrix Y t = (ykj). Y is a symplectic
matrix if Y ZY t = Z where
Z =
(
0 IN
−IN 0
)
(3.1)
and IN is the identity matrix of size N . The group of symplectic matrices USp(2N) is a subgroup
of U(2N) the group of unitary matrices, just like SO(2N), . All the eigenvalues of a matrix
X ∈ USp(2N) have absolute value 1 and can be written as e±iθ1 , · · · , e±iθN with 0 ≤ θ1, · · · , θN ≤ pi.
The result we are proving in this section is:
Theorem 3.1. The n-level density for eigenvalues of matrices from USp(2N) can be written as
2n
∫
USp(2N)
N∑
j1,··· ,jn=1
ji 6=jk∀i,k
f(θj1 , · · · , θjn)dX
=
1
(2pii)n
∑
K∪L∪M=
{1··· ,n}
(2N)|M |
(∫ pi
0
)n
J∗USp(2N)(−izK ∪ izL)
× f(z1, · · · , zn)dz1 · · · dzn,
(3.2)
where J∗USp(2N)(−izK ∪ izL) is defined at (3.12) and the sum in the right hand side involving K, L
and M is over disjoint subsets of {1, . . . , n}.
3.1. Integral Theorem. In this section we will proceed exactly analogously to the SO(2N) case
and express the n-level density of eigenvalues of matrices from USp(2N) as contour integrals on
the complex plane. We will perform exactly the same manipulations to move these contours onto
the imaginary axis in order to arrive at Theorem 3.1.
Theorem 3.2 (Integral Theorem for Symplectic Matrices). Let C− denote the path from −δ−pii up
to −δ+pii and let C+ denote the path from δ−pii up to δ+pii. Let f be a 2pi-periodic, holomorphic
function of n variables such that
f (θj1 , · · · , θjn) = f (±θj1 , · · · ,±θjn) .(3.3)
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Then
2n
∫
USp(2N)
N∑
j1,··· ,jn=1
f (θj1 , · · · , θjn) dXUSp(2N)
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
CK+
∫
CL∪M−
JUSp(2N) (zK ∪ −zL) f (iz1, · · · , izn) dz1 · · · dzn
(3.4)
where zK = {zk : k ∈ K} and −zL = {−zl : l ∈ L},
∫
CK+
∫
CL∪M−
means we are integrating all the
variables in zK along the C+ path and all others up the C− path and
JUSP (2N) (A) =
∫
USp(2N)
∏
α∈A
(−e−α)Λ
′
X
ΛX
(e−α)dXUSp(2N).(3.5)
Here K,L,M are finite sets of integers and A is a finite set of complex numbers and dXUSp(2N)
indicates integration with respect to the Haar measure.
The proof is identical to the proof for Theorem 2.2
3.2. Ratios Theorem. Here we rewrite the theorem of Conrey, Forrester and Snaith [22] in set
notation. Take finite sets A and B, where N ≥ |B| and consider
RUSp(2N)(A;B) =
∫
USp(2N)
∏
α∈A ΛX(e
−α)∏
β∈B ΛX(e−β)
dX(3.6)
=
∑
D⊆A
e−2N
∑
δ∈D δ
√
Y (A\D)Y (D)
Y (B)
×
√
Z(D− ∪ (A\D), D− ∪ (A\D))Z(B,B)
Z(D− ∪ (A\D), B)2
(3.7)
where D− = {−α : α ∈ D} and
z(x) =
1
1− e−x(3.8)
Y (A) =
∏
α∈A
z(2α)(3.9)
Z(A,B) =
∏
α∈A
β∈B
z(α+ β).(3.10)
Note that the main difference is the factor
√
Y (A\D)Y (D)
Y (B) compared with
√
Y (B)
Y (A\D)Y (D) in the
orthogonal case.
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As in the orthogonal case, it is clear that JUSp(2N) =
∏
α∈A
d
dαRUSp(2N)
∣∣
B=A
. So the next step
is differentiating RUSp(2N)(A;B).
Theorem 3.3. Let A be a finite set of complex numbers where <(α) > 0 for α ∈ A and |A| ≤ N ,
then JUSp(2N)(A) = J
∗
USp(2N)(A) where
JUSp(2N)(A) =
∫
USp(2N)
∏
α∈A
(−e−α)Λ
′
X
ΛX
(e−α)dXUSp(2N)(3.11)
J∗USp(2N)(A) =
∑
D⊆A
e
−2N ∑
δ∈D
δ
(−1)|D|
√
Z(D,D)Z(D−, D−)Y (D−)
Y (D)Z†(D−, D)2
×
∑
A\D=W1∪···∪WR
|Wr|≤2
R∏
r=1
HD(Wr)
(3.12)
where the sum over A\D is a sum over all set partitions and
HD(W ) =

(∑
δ∈D
z
′
(α−δ)
z(α−δ) − z
′
(α+δ)
z(α+δ)
)
+ z
′
z (2α) W = {α} ⊂ A\D
−
(
z
′
z
)′
(α+ α̂) W = {α, α̂} ⊂ A\D
1 W = ∅
(3.13)
and
z(x) =
1
1− e−x(3.14)
Y (A) =
∏
α∈A
z(2α)(3.15)
Z(A,B) =
∏
α∈A
β∈B
z(α+ β).(3.16)
The dagger adds a restriction that a factor z(x) is omitted if its argument is zero.
The proof is as in the orthogonal case.
3.3. Residue Theorem. We need to know what the residues are at the poles of J∗USP (2N)(A). It
is clear that the only possible poles are when α∗ = −β for some other β ∈ A, or when α∗ = 0.
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Theorem 3.4 (Residue Theorem for Symplectic Matrices). Let A be a finite set of complex num-
bers, let α∗, β∗ ∈ A and A′ = A− {α∗, β∗} and let J∗USp(2N)(A) as defined in Theorem 3.3. Then
Res
α∗=−β∗
(
J∗USp(2N)(A)
)
= J∗USp(2N)(A
′ ∪ {β∗}) + J∗USp(2N)(A
′ ∪ {−β∗})
+ 2NJ∗USp(2N)(A
′
)
(3.17)
Res
α∗=0
(
J∗USp(2N)(A)
)
= 0.(3.18)
Note that this residue formula is identical to that for J∗(A) in the orthogonal case.
Proof. The proof is very similar to that of Theorem 2.4. It follows by showing that the properties
P1 to P4 and R1 and R2 hold and then applying Lemma 2.6 and Lemma 2.8. 
3.4. n-level Density of Symplectic Matrices. Using Theorem 3.3, we can deduce
Lemma 3.5. Let n ≤ N . Then
2n
∫
USp(2N)
N∑
j1,··· ,jn=1
f (θj1 , · · · , θjn) dX
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
CK+
∫
CL∪M−
J∗USp(2N) (zK ∪ −zL) f (iz1, · · · , izn) dz1 · · · dzn.
(3.19)
Proof. We know that JUSp(2N)(A) = J
∗
USp(2N)(A) when |A| ≤ N and <(α) > 0 ∀α ∈ A by Theorem
3.3. This condition is clearly met by (zK ∪ −zL). 
Clearly as J∗USp(2N) has the same poles as J
∗(A) and an identical recursive formula for the
residue, we can immediately deduce the following theorem.
Theorem 3.6. Let 0 ≤ R ≤ n. Then
(2pii)n2n
∫
USp(2N)
∑n,R
f(θj1 , · · · , θjn)dX
=
∑
K∪L∪M={1,··· ,n}
(2N)|M | ̂In,Rf,K,L,M
(3.20)
where ∑n,R
=
n∑
j1,··· ,jn=1
ji 6=jk∀i,k>R
(3.21)
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and
̂
In,Rf,K,L,M =
∫ ipi
−ipi
· · ·
∫ ipi
−ipi
∫
C
K∩{1,··· ,R}
+
∫
C
(L∪M)∩{1,··· ,R}
−
J∗USp(2N)(zK ∪ −zL)
× f(iz1, · · · , izn)dz1 · · · dzRdzR+1 · · · dzn.
(3.22)
for fixed sets K,L,M such that the disjoint K ∪ L ∪M = {1, · · · , n}. Note: this is the integral in
Theorem 3.5 with N − R of the integrals shifted onto the imaginary axis and all the integrals on
the imaginary axis are principal value integrals.
The proof for this in the orthogonal case relies solely on the formula for the residue, so this result
follows immediately from the proof for Theorem 2.10.
We can now state the n-level density for symplectic random matrices.
Theorem 3.7 (n-level Density of Symplectic Random Matrices).
2n
∫
USp(2N)
∑n,0
f(θj1 , · · · , θjn)dX
=
1
(2pii)n
∑
K∪L∪M=
{1··· ,n}
(2N)|M |
(∫ pi
0
)n
J∗USp(2N)(−izK ∪ izL)
× f(z1, · · · , zn)dz1 · · · dzn,
(3.23)
where J∗USp(2N)(−izK ∪ izL) is defined at (3.12) and the sum notation is defined at (2.75) and
indicates that the sum is over distinct indices.
Proof. We follow exactly the proof for the equivalent theorem in the orthogonal case - Theorem 2.11.
Taking the result of Theorem 3.6, we use a change of variable to deduce
(2pii)n2n
∫
USp(2N)
∑n,0
f(θj1 , · · · , θjn)dX
=
(∫ pi
−pi
)n ∑
K∪L∪M={1,··· ,n}
(2N)|M |J∗USp(2N)(−izK ∪ izL)f(z1, · · · , zn).
(3.24)
Noting that ∑
K∪L∪M={1,··· ,n}
(2N)|M |J∗USp(2N)(−izK ∪ izL)
=
∑
K∪L∪M={1,··· ,n}
(2N)|M |J∗USp(2N)(izK ∪ −izL)
(3.25)
and f (θj1 , · · · , θjn) = f (±θj1 , · · · ,±θjn) gives the required result. Following precisely the same
steps as in the orthogonal case, it can be shown that there are no poles on the path of integration. 
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4. L-functions
4.1. L-functions: a definition. We begin by defining what we mean by L-function. We will use
a definition which is distinct from the “Selberg class”, but is conjectured to be equivalent to it [35].
Definition 4.1. Let s ∈ C. An L-function is a Dirichlet series
L(s) =
∞∑
n=1
an
ns
(4.1)
with an = O(n
) for every  > 0 (Ramanujan Hypothesis [23]) subject to three conditions: it has an
Euler product, an analytic continuation and a functional equation. We will define these properties
similarly to the definitions used by Farmer in [35] and Conrey et al. in [19].
(1) The Euler product is a product over primes, equal to the Dirichlet series defining the L-
function. Formally, for <(s) > 1 we have
L(s) =
∏
p
w∏
j=1
(1− γˆp,jp−s)−1,(4.2)
where the product is over the primes p, and each |γˆp,j | equals 1 or 0. w is called the degree
of the L-function.
(2) The functional equation is an equation relating the L-function in one half of the complex
plane to the other [58]. There exists , such that || = 1, and a function ΓL(s) of the form
ΓL(s) = P (s)Q
s
w∏
j=1
Γ(
s
2
+ µj),(4.3)
where Q > 0,<(µj) ≥ 0 and P is a polynomial whose only zeroes in Re(s) > 0 coincide
with the poles of L(s) such that
ξL(s) = ΓL(s)L(s)(4.4)
is entire and
ξL(s) = ξL(1− s).(4.5)
(3) The analytic continuation property means that L(s) continues to a meromorphic function
of finite order with at most finitely many poles.
It is worth noting that the Riemann Zeta function is an L-function with functional equation,
analytic continuation and Euler product.
4.2. Elliptic Curve L-functions. An elliptic curve, E, over a field K is a non-singular curve of
genus one, defined over K, with a K-rational point, O ∈ E. E has a algebraic group structure with
unit element O. For more on elliptic curves see [87], [61] [82].
E can be embedded in P2 as a cubic curve given by a global minimum Weierstrass equation[89]
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6(4.6)
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with coefficients a1, · · · , a6 ∈ K. Let E be an elliptic curve over Q, then the Weierstrass equation
can be re-written as
E : y2 = x3 +Ax+B(4.7)
with A,B ∈ Z and discriminant ∆ = −(A3 + 27B2). For prime p, we can look at the curve
y2 = x3 + Ax + B mod p. If p - ∆, then this is an elliptic curve over Fp and we say E has good
reduction mod p.
Ep : y
2 = x3 +Ax+B mod p(4.8)
is a curve over the finite field Fp. If p|∆, it is a prime of bad reduction. There are two types: mul-
tiplicative reduction if E/Fp has a node, and additive reduction if E/Fp has a cusp. Multiplicative
reduction is said to be split if the slopes of the tangent lines at the node are rational, and non-split
otherwise.
We define the conductor, M, of the elliptic curve as
M =
∏
p
pfp(4.9)
where
fp =

0 if E has good reduction at p,
1 if E has multiplicative reduction at p,
2 if E has additive reduction at p, p 6= 2, 3,
2 + δp if E has additive reduction at p = 2 or 3.
(4.10)
Here δp depends on wild ramification in the action of the inertia group at p of Gal(
Q
Q) on the Tate
module Tp(E). [82] We will consider only prime M .
Then for p of good reduction define the integer ap by
|E(Fp)| = p+ 1− ap,(4.11)
where |E(Fp)| is the number of points of Ep in a finite field of cardinality p, including the point at
infinity. We define ap for primes of bad reduction by
ap =

0 E has additive reduction at p,
1 E has split multiplicative reduction at p,
−1 E has non-split multiplication reduction at p.
(4.12)
We would like to use these ap to define an L-function in such a way that there is a L-function
associated with each elliptic curve E.
The Hasse-Weil L-function [82] of E/Q is defined as
L(E, s) =
∏
p|∆
(
1− ap
ps
)−1∏
p-∆
(
1− ap
ps
+ p1−2s
)−1
(4.13)
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where ∆ = −(A3 + 27B2). We define an for all n by expanding this into a Dirichlet series.
L(E, s) =
∞∑
n=1
an
ns
.(4.14)
Hasse proved this was holomorphic for Re(s) > 32 by showing |ap| ≤ 2
√
p (Riemann Hypothesis
for finite fields, proved by Hasse for elliptic curves in 1931 [13]). The Hasse-Weil conjecture says
that L(E, s) extends to a entire function. Eichler [33] and Shimura [81] proved that for elliptic
curves E/Q that have a modular parametrization, L(E, s) can be extended to a entire function
satisfying a functional equation
Λ(E, s) = ωEΛ(E, 2− s)(4.15)
where ωE = ±1 and
Λ(E, s) =
(√
M
2pi
)s
Γ(s)L(E, s).(4.16)
The Shimura-Taniyama-Weil conjecture says there is a cusp form whose L-function is equal to
L(E, s), and implies the Hasse-Weil conjecture. Wiles [88] and Taylor [86] showed that this is true
for all elliptic curves with square-free conductor.
In 2001, Breuil, Conrad, Diamond and Taylor [10] then showed this was true for all elliptic curves
over Q.
Theorem 4.2 (Iwaniec and Kowalski [52]). Let E/Q be any elliptic curve of conductor M. There
exists a primitive cusp form
f(z) =
∞∑
1
λ(n)n
1
2 e(nz) ∈ S2(Γ0(N))(4.17)
such that λ(n) = an
n
1
2
giving
L(E, s+
1
2
) = LE(s) =
∞∑
1
λ(n)
n−s
.(4.18)
From this it is clear that the Hasse-Weil L-function, L(E, s) meets all our conditions for an
L-function in Definition 4.1 except the normalization of the symmetry line to <(s) = 12 .
LE(s) = L(E, s +
1
2) gives a normalized L-function where the functional equation relates s to
1− s, giving
LE(s) =
∑
n
λ(n)
ns
(4.19)
=
∏
p|∆
(
1− λ(p)
ps
)−1∏
p-∆
(
1− λ(p)
ps
+
1
p2s
)−1
(4.20)
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with functional equation
LE(s) = ωE
(
2pi√
M
)2s−1 Γ (32 − s)
Γ
(
s+ 12
)LE (1− s) ,(4.21)
where ωE is +1 or −1 resulting in an odd or even functional equation for LE and
ξE(s) =
(
2pi√
M
)−s
Γ
(
3
2
− s
)
LE (s) = ω(E)ξE(1− s)(4.22)
is entire.
Clearly LE(s) meets all the conditions in Definition 4.1 for our definition of an L-function. We
have demonstrated that each elliptic curve gives rise to a well-defined L-function.
4.3. Dirichlet L-functions. We start by defining Dirichlet characters.
Definition 4.3. [44] Let q ∈ N. A Dirichlet character χ to modulus q is a function χ : Z → C
such that
(1) χ (mn) = χ (m)χ (n) for all m,n ∈ Z;
(2) χ (q) has period q;
(3) χ (n) = 0 whenever (n, q) 6= 1; and
(4) χ (1) = 1.
A character is called primitive if it cannot be induced by any character of smaller modulus. For
any Dirichlet character of modulus d, χd (n), we can define a function
L (s, χd) =
∞∑
n=1
χd (n)
ns
.(4.23)
L (s, χd) has a Euler product
L (s, χd) =
∏
p
(
1− χd(p)
ps
)−1
(4.24)
and if χd is primitive L (s, χd) has an analytic continuation to the whole complex plane and has a
function equation [44]. Setting
ξ (s, χd) =
(
d
pi
) s+a(χd)
2
Γ
(
s+ a (χd)
2
)
L (s, χd)(4.25)
where
a (χd) =
{
0 χd (−1) = 1
1 χd (−1) = −1.
(4.26)
Then the functional equation can be expressed as
ξ (1− s, χd) = i
a(χd)d
1
2∑d
t=1 χd (t) e
2piit
d
ξ (s, χd) .(4.27)
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Specifically note when χd is real and d > 0, the functional equation is
L (1− s, χd) =
(pi
d
)s− 1
2 Γ
(
s
2
)
Γ
(
1−s
2
)L (s, χd) .(4.28)
Thus if we assume χd is a real, primitive Dirichlet character L(s, χd) meets all our requirements
of an L-function in Definition 4.1.
4.4. Grand Riemann Hypothesis (GRH). We have shown that each of these L-functions asso-
ciated to an elliptic curve or Dirichlet character has a functional equation with a line of symmetry,
similar to the Riemann zeta function and its critical line.
Conjecture 4.4 (Grand Riemann Hypothesis [52]). All non-trivial zeroes of L-functions L(s) in
the critical strip 0 < <(s) < 1 lie on the critical line <(s) = 12 .
In this work, we will assume the Grand Riemann Hypothesis holds and that L-functions arising
from elliptic curves or Dirichlet characters have all of their nontrivial zeros on their lines of sym-
metry i.e. the zeros have the form 12 + iω with ω real.[9]
4.5. Twisting L-functions into Families.
4.5.1. Families of L-functions of Elliptic Curves. Starting with a primitive L-function generated
by an elliptic curve, we can create a family by twisting with real quadratic Dirichlet characters.
These characters can be described as follows. We first define the Legendre symbol for prime p, and
all integers d (
d
p
)
L
=

+1 if p - d and x2 ≡ d mod p solvable,
0 p|d,
−1 if p - d and x2 ≡ d mod p not solvable.
(4.29)
We then extend this to the Jacobi Symbol for positive odd integers m,(
d
m
)
J
=
(
d
p1
)k1
L
· · ·
(
d
pn
)kn
L
(4.30)
where m = pk11 · · · pknn .
The Kronecker symbol,
(
d
n
)
K
, is an extension of the Jacobi symbol for all integers d, n such that(
ab
cd
)
K
=
(
a
c
)
K
(
a
d
)
K
(
b
c
)
K
(
b
d
)
K
(4.31)
such that
(
d
m
)
K
=
(
d
m
)
J
for positive odd m,(
d
−1
)
K
=
{
1 d > 0,
−1 d < 0,(4.32)
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and (
d
2
)
K
=

1 d odd, d ≡ ±1 mod 8,
0 d even,
−1 d odd, d ≡ ±3 mod 8.
(4.33)
The Kronecker symbol is a real quadratic Dirichlet character. From now on we will use χd(n) =(
d
n
)
K
.
We construct our family of L-functions by twisting with these Dirichlet characters. We start with
a fixed primitive L-function LE(s) generated from an elliptic curves E as described in Theorem 4.2.
LE(s) =
∑
n
λ(n)
ns
.(4.34)
Using the quadratic Dirichlet characters we define a family parameterised by d.
LE(s, χd) =
∑
n
λ(n)χd(n)
ns
(4.35)
=
∏
p
(
1− λ(p)χd(p)
ps
+
ΨM (p)χd(p)
2
p2s
)−1
(4.36)
where
ΨM (p) =
{
1 if p -M,
0 otherwise.
(4.37)
Each L-function LE(s, χd) is actually the L-function associated with another elliptic curve Ed,
the twist of E by d [21]. Therefore it has a functional equation
LE(s, χd) = χd(−M)ωE
(
2pi√
M |d|
)2s−1 Γ (32 − s)
Γ
(
s+ 12
)LE (1− s, χd)(4.38)
= χd(−M)ωEψ(s, χd)LE (1− s, χd) .(4.39)
and all the other attributes we expect of L-functions. Of particular interest is that the Grand Rie-
mann Hypothesis in Conjecture 4.4 also applies to these twisted L-functions, so we are assuming
that all the nontrivial zeros are on the Re(s) = 12 line.
We will restrict our family of L-functions with the constraint χd(−M)ωE = 1, where M is the
conductor and ωE the sign of the functional equation of the initial elliptic curve LE(s). This then
gives us a family of L-functions with even functional equations:
E+ = {LE(s, χd) : χd (M)ωE = +1; d a fundamental discriminant, d > 0}.(4.40)
It is expected that the distribution of the zeros of any one of these L-functions infinitely high on
the critical line is like that of the eigenvalues of random unitary matrices. But rather than fixing
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the L-function and looking at the distribution up the critical line, we can fix a height on the line
and average through the family of E+ with even functional equations.
This way we can look at the distribution of the zeros on the critical line closest to the real axis
such as the distribution of the ith zero
J i(X,F )[a, b] =
∣∣∣∣{f ∈ FX ; tfi logcfKF ∈ [a, b]
}∣∣∣∣
|FX |(4.41)
where F is the family of L-functions with conductor cf , and KF is a constant depending on the
symmetry of the family. In the example above the conductor is the parameter d. FX are the
L-functions with cf < X and t
f
i is the ith zero of L-function f above the real axis.
Katz and Sarnak conjectured that the zero statistics of twisted elliptic curve L-functions with
even functional equation would behave like the eigenvalues of SO(2N) matrices and that zeros of
families of L-functions with odd functional equation should behave like eigenvalues of SO(2N +
1) [57]. For example, for the family F = E+ we expect
lim
X→∞
J i(X,F )[a, b] = lim
N→∞
meas
{
A ∈ SO(2N) : Nθi(A)
pi
∈ [a, b]
}
(4.42)
where meas
{
A ∈ SO(2N) : Nθi(A)pi ∈ [a, b]
}
is the distribution of the ith eigenvalue of a matrix A
varying over SO(2N).
4.5.2. Families of Dirichlet L-functions. Recall that we defined L (s, χd) for some real, primitive
Dirichlet character of modulus d, χd (n) as
L (s, χd) =
∞∑
n=1
χd (n)
ns
.(4.43)
We can then define a family of L-functions D+ = {L(s, χd) : d a fundamental discriminant, d > 0},
where d (the conductor of the L-function) is the ordering parameter of the family.
Katz and Sarnak [57] conjecture that the zero statistics of D+ behave like the eigenangles of
USp(2N) matrices, citing evidence from Ozluk and Snyder [74] and Rubinstein [78] to support this
conjecture.
5. Zero Statistics of Elliptic Curve L-functions
In this section we will consider a family of quadratic twists (with even functional equation) of an
elliptic curve L-function. Their zeros are conjectured to behave similarly to the eigenangle statistics
of matrices from SO(2N) with Haar measure. We will apply the method of [27] to conjecture the
n-level density of the zeros of these L-functions. We will see that the steps mirror the calculations
for orthogonal matrices in Section 2. The main result to be derived in this section (stated formally
in Theorem 5.10, and conditional on the Generalised Riemann Hypothesis for L-functions in this
family and the Ratios Conjecture discussed later in this section) is the following form of the n-level
density for zeros of elliptic curve L-functions in a family. For simplicity at this stage we denote the
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family by F , a member of the family is labelled E and γi,E is the ith zero of that L-function above
the real axis. We find the n-level density is:
∑
E∈F
∞∑
j1,··· ,jn=1
ji 6=jk∀i,k
f(γj1,E , · · · , γjn,E)
=
1
(2pi)n
∑
K∪L∪M
={1,··· ,n}
(−1)|M |
(∫ ∞
0
)n
J∗E(−izK ∪ izL,−izM )
× f(z1, · · · , zn)dz1 · · · dzn +O
(
X
1
2
+
)
,
(5.1)
where J∗E(−izK ∪ izL,−izM ) is defined in (5.93) for the family of quadratic twists that we are
interested in and the sum in the right hand side involving K, L and M is over disjoint subsets of
{1, . . . , n}. We note how the structure of this n-level density mirrors that of the equivalent statistic
for eigenvalues of matrices from SO(2N) given in Theorem 2.1.
5.1. Ratios of Elliptic Curve L-functions. Let A = {α1, · · · , αK} and B = {γ1, · · · , γQ} be
sets of complex numbers and  ∈ {1,−1}K . In order to derive the n-level density of the zeros near
the critical point s = 12 , we consider ratios of twisted L-functions with even functional equation
averaged over the family E+ defined at (4.40). All sums of the form 0 < d ≤ X in this section
include only fundamental discriminants.
RE (α1, · · · , αK , γ1, · · · , γQ)
=
∑
0<d≤X
χd(−M)ωE=+1
LE
(
1
2 + α1, χd
) · · ·LE (12 + αK , χd)
LE
(
1
2 + γ1, χd
) · · ·LE (12 + γQ, χd) .(5.2)
We use the expression given for this quantity in [21]; details of the derivation when K = Q = 1 can
also be found in [48].
This gives us the following conjecture, from “Autocorrelations of ratios of L-functions”[21], which
we have written in set notation as in the random matrix calculations.
Conjecture 5.1. (Ratios of L-functions of Elliptic Curves) Let A, B be sets of complex numbers
such that
−1
4
< < (α) < 1
4
∀α ∈ A
1
logX
 < (γ) < 1
4
∀γ ∈ B
Im (α) , Im (γ) X1− ∀α ∈ A, γ ∈ B
(5.3)
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Then
RE(A,B) :=
∑
0<d≤X
χd(−M)ωE=+1
∏
α∈A LE
(
1
2 + α, χd
)∏
γ∈B LE
(
1
2 + γ, χd
)
=
∑
0<d≤X
χd(−M)ωE=+1
∑
D⊆A
(√
M |d|
2pi
)−2∑δ∈D δ ∏
δ∈D
Γ (1− δ)
Γ (1 + δ)
× YE (A,B,D)AE (A,B,D) +O
(
X1/2+
)
(5.4)
where the sum over d is over fundamental discriminants, ζ(s) is the classical Riemann zeta function
and
Zζ (A,B) =
∏
α∈A,β∈B
ζ (1 + α+ β)(5.5)
Yζ (A) =
∏
α∈A
ζ (1 + 2α)(5.6)
U− (A) =
∏
α∈A
(
1− λ (p)
p1/2+α
+
1
p1+2α
)
(5.7)
U+ (A) =
∏
α∈A
(
1 +
λ (p)
p1/2+α
+
1
p1+2α
)
(5.8)
V (A) =
∏
α∈A
(
1− λ (p)
p1/2+α
)
(5.9)
For D ⊆ A we define D− = {−δ; δ ∈ D} and we can write
YE (A,B,D) =
√
Zζ ((A\D) ∪D−, (A\D) ∪D−)Zζ (B,B)Yζ (B)
Zζ ((A\D) ∪D−, B)2 Yζ (A\D)Yζ (D−)
(5.10)
AE,1 (A,B,D) =
1
YE (A,B,D)
(5.11)
AE,2 (A,B,D) =
∏
p-M
1
1 + 1p
(
U− (B)
2U− ((A\D) ∪D−)
+
U+ (B)
2U+ ((A\D) ∪D−) +
1
p
)(5.12)
AE,3 (A,B,D) =
∏
p|M
V (B)
V ((A\D) ∪D−)(5.13)
AE (A,B,D) = AE,1 (A,B,D)AE,2 (A,B,D)AE,3 (A,B,D) .(5.14)
5.2. Discussion of the Error Term. Little is known in general about the error term in the
Ratios Conjectures, although we list below cases where some specific instances of the conjecture
are better understood. It is clear that considerable error might arise in several steps of the ratios
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“recipe” described in Section 1.2, which may be of a size similar to that of the main term. The
conjecture is that these errors will cancel each other out and there are many situations where there
is evidence for an error of the form O
(
X1/2+
)
as stated in [21] and reproduced in Conjecture 5.1.
Note that in (5.4) the average over the family (the sum over d) is not divided by the number of
terms in the sum as was the case at (1.18). Also, for the family of quadratic twists of an elliptic
curve L-function, the log conductor c(f) defined in Section 1.2 is (asymptotically for large d) 2 log d
for the L-function LE(
1
2 + α, χd), so the general form of the error term given at (1.18) would here
correspond to O(X1−δ) for some δ > 0.
In several instances the error term in the Ratios Conjecture has been tested by assuming the
Ratios Conjecture and deducing from it the 1-level density: a result like (5.1) with n = 1. This is
then compared with a calculation of the 1-level density using rigourous methods. These rigourous
methods require a restriction on the support of the Fourier transform of the test function f .
Miller rigourously calculated the 1-level density for the symplectic family of quadratic Dirichlet
characters arising from even fundamental discriminants d ≤ X. He found agreement with the
1-level density computed using the Ratios Conjecture up to an error term of O(X1/2+) for test
functions supported in (−1, 1)[68].
Miller and Montague tested the accuracy of the Ratios Conjecture with an orthogonal family.
They considered the 1-level density of families of cuspidal newforms of constant sign and confirmed
the accuracy of the conjecture up to an error equivalent to O(X1/2+) when the test function has
support in (−1, 1). When the test function has support in (−2, 2) they can show a power savings
error [70].
Goes, Jackson and Miller et al. showed similar results for the unitary family of all Dirichlet L-
functions with prime conductor. They found agreement to the Ratios Conjecture predictions with
a square-root error if the support of the Fourier transform of the test function is in (−1, 1) and a
power saving error for support up to (−2, 2) [41]. Similarly Fiorilli and Miller [36] calculated the
1-level density for a family of Dirichlet L-functions and by explicitly computing lower order terms
showed that the error term of type O(X1/2+) was the best possible.
Huynh, Miller and Morrison tested the Ratios Conjecture prediction for the 1-level density of a
family of quadratic twists of a fixed elliptic curve with prime conductor. They found agreement up
to an error term of size X
1+σ
2 for test functions supported in (−σ, σ)[49].
In the case of moments (ratios with no denominator), for the family of real, quadratic Dirichlet
L-functions, a sequence of works [85, 50, 91, 90] indicate that in this case the third moment has
a term of size O(X3/4+ε) in place of the O(X1/2+ε) in (5.4). The size of this term was also
extensively investigated numerically by Alderson and Rubinstein [2]. Very recently Florea [37] has
found explicitly a term which in this notation would be equivalent to O(X1/3+ε) in the first moment
of quadratic Dirichlet L-functions in the function field setting.
Thus we have settings where there is support for the size of the error term being the square
root of the size of the main term, as stated in the original Moment and Ratios Conjectures, such
as (5.4), and there are instances where the square root error term seems too optimistic. As we
still lack a complete understanding of these terms, we will continue in this paper with the original
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statement of the Ratios Conjectures with a O
(
X
1
2
+
)
error term, but bearing in mind that there
may be instances where this breaks down.
5.3. Differentiating Ratios of Elliptic Curve L-functions. Using Conjecture 5.1, we want to
find the logarithmic derivative
Theorem 5.2. Assume Conjecture 5.1. Let A be a set of complex numbers such that
1
logX
 < (α) < 1
4
∀α ∈ A
Im (α) X1− ∀α ∈ A
(5.15)
Then JE (A) = J
∗
E (A) +O
(
X1/2+
)
, where
JE (A) =
∑
0<d≤X
χd(−M)ωE=+1
∏
α∈A
L
′
E
(
1
2 + α, χd
)
LE
(
1
2 + α, χd
)(5.16)
and
J∗E (A) =
∑
0<d≤X
χd(−M)ωE=+1
∑
D⊆A
(√
M |d|
2pi
)− ∑
δ∈D
2δ ∏
δ∈D
Γ (1− δ)
Γ (1 + δ)
×
√
Zζ (D−, D−)Zζ (D,D)Yζ (D)
Z†ζ (D−, D)
2 Yζ (D−)
× (−1)|D|AE (D,D,D)
×
∑
A\D=W1∪···∪WR
R∏
r=1
H˜D (Wr)
(5.17)
where
H˜D (Wr) = HD (Wr) +AD,1 (Wr) +AD,2 (Wr) +AD,3 (Wr)(5.18)
HD (Wr) =

∑
δ∈D
(
ζ
′
ζ (1 + a− δ)− ζ
′
ζ (1 + a+ δ)
)
− ζ
′
ζ (1 + 2a) Wr = {a}(
ζ
′
ζ
)′
(1 + a1 + a2) Wr = {a1, a2}
1 Wr = ∅
0 |Wr| ≥ 3
(5.19)
AD,i (Wr) =
∏
w∈Wr
∂
∂w
logAE,i (A,B,D)
∣∣∣∣∣
B=A
(5.20)
and AE , Zζ , Yζ etc defined as in Conjecture 5.1. AE (A,B,D) is an analytic function. The dagger
adds a restriction that a factor ζ(1 + x) is omitted if its argument is zero. The sum over d is over
fundamental discriminants.
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The proof of this theorem involves exactly the same arguments one would use to prove Theo-
rem 2.3, although in Theorem 5.2 there is the added complication of the arithmetic terms.
A necessary step in this proof is to evaluate AE (A,B,D)|B=A.
Lemma 5.3. Let A,B be sets and D, a subset of A. Then AE (A,B,D)|B=A = AE (D,D,D).
This is an analytic function.
Proof. AE (A,B,D) is analytic as we can tell from it’s construction in Section 5.1. In particular,
it must be analytic when A = B. However it is not immediately clear that AE,1 (A,B,D) is
convergent when A=B due to the ζ (1) terms coming from Z (A/D ∪D−, B). In order to avoid
problems of convergence, we will rewrite AE,1 (A,B,D) as a product over primes and consider the
expansion of each prime separately. Recall
AE,1 (A,B,D) =
√
Z ((A/D) ∪D−, B)2 Y (A/D)Y (D−)
Z ((A/D) ∪D−, (A/D) ∪D−)Z (B,B, )Y (B)(5.21)
where
ζ (s) =
∏
p
(
1− 1
ps
)−1
(5.22)
Z (A,B) =
∏
α∈A,β∈B
ζ (1 + α+ β)(5.23)
Y (A) =
∏
α∈A
ζ (1 + 2α).(5.24)
Now we will define
zp (s) =
(
1− 1
ps
)−1
(5.25)
Zp (A,B) =
∏
α∈A
β∈B
zp (1 + α+ β)(5.26)
Yp (A) =
∏
α∈A
zp (1 + 2α)(5.27)
noting that zp (x) does not have a pole at 1 and that
∏
p Zp (A,B) = Z (A,B) and
∏
p Yp (A) =
Y (A). This allows us to rewrite AE,1 to get
AE,1,p (A,B,D) =
√
Zp ((A/D) ∪D−, B)2 Yp (A/D)Yp (D−)
Zp ((A/D) ∪D−, (A/D) ∪D−)Zp (B,B, )Yp (B)(5.28)
AE,1 (A,B,D) =
∏
p
AE,1,p (A,B,D).(5.29)
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Then if we consider the value of AE,1,p (A,B,D) when A = B
AE,1,p (A,B,D)|A=B =
√
Zp (D−, D)2 Yp (D−)
Zp (D−, D−)Zp (D,D)YP (D)
(5.30)
= AE,1,p (D,D,D) .(5.31)
So
AE,1 (A,B,D)|A=B =
∏
p
AE,1,p (D,D,D).(5.32)
We will leave this as a product over primes and instead consider the second part of AE (A,B,D),
AE,2 (A,B,D)|B=A
=
∏
p-M
1
1 + 1p
(
U− (B)
2U− ((A/D) ∪D−) +
U+ (B)
2U+ ((A/D) ∪D−) +
1
p
)∣∣∣∣∣∣
B=A
(5.33)
=
∏
p-M
1
1 + 1p
(
U− (D)
2U− (D−)
+
U+ (D)
2U+ (D−)
+
1
p
)
(5.34)
= AE,2 (D,D,D)(5.35)
where
U− (A) =
∏
α∈A
(
1− λ (p)
p1/2+α
+
1
p1+2α
)
(5.36)
U+ (A) =
∏
α∈A
(
1 +
λ (p)
p1/2+α
+
1
p1+2α
)
.(5.37)
and finally
AE,3 (A,B,D)|B=A =
∏
p|M
V (B)
V ((A/D) ∪D−)
∣∣∣∣∣∣
B=A
(5.38)
=
∏
p|M
V (D)
V (D−)
(5.39)
= AE,3 (D,D,D) .(5.40)
where V (A) =
∏
α∈A
(
1− λ(p)
p1/2+α
)
. Putting these together, and remembering that AE (A,B,D) is
an analytic function, we get
AE (A,B,D)|B=A =
∏
p
AE,1,p (D,D,D)AE,2 (D,D,D)AE,3 (D,D,D)(5.41)
= AE (D,D,D) .(5.42)

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With this lemma, we can then approach the proof of Theorem 5.2. The following steps are
extremely similar to those necessary for the random matrix proof of Theorem 2.3.
Proof. Using Conjecture 5.1, we want to find the logarithmic derivative
JE (A) =
∑
0<d≤X
χd(−M)ωE=+1
∏
α∈A
L
′
E
(
1
2 + α, χd
)
LE
(
1
2 + α, χd
)(5.43)
=
∏
α∈A
∂
∂α
RE (A,B)
∣∣∣∣∣
B=A
(5.44)
First we notice that if we substitute A in for B in YE (A,B,D), we get
YE (A,A,D) =
√
Z (D−, D−)Z (D,D)Y (D)
Z (D−, D)2 Y (D−)
.(5.45)
The Z (D−, D)2 term in the denominator contains ζ (1), which is a pole. So YE (A,A,D) is zero un-
less D is the empty set as in the random matrices case. This means when we differentiate RE (A,B)
by each α ∈ D, all other terms are zero except the one where Z (D−, D) term is differentiated by
every α ∈ D. Let βα represent the element of B that will be replaced by α when B is substituted
for A. Expanding ζ and ζ ′ about 1, it’s clear to see that
∂
∂α
(
1
ζ (1 + βα − α)
)∣∣∣∣
βα=α
= −1.(5.46)
Using this, we can see that
∏
α∈D
∂
∂α
(
1
Z (D−, BD)
)∣∣∣∣∣
BD=D
=
(−1)|D|
Z† (D−, D)
(5.47)
where BD represents the part of B that will be substituted for D, and Z
† means that we only
include those terms of Z that are not equal to ζ (1). All that remains now is to differentiate the
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remainder by each α ∈ A/D.
JE (A) =
∑
0<d≤X
χd(−M)ωE=1
∑
D⊆A
(√
M |d|
2pi
)− ∑
δ∈D
2δ ∏
δ∈D
Γ (1− δ)
Γ (1 + δ)
× (−1)|D|
√
Z (D−, D−)Z (D,D)Y (D)
Z† (D−, D)2 Y (D−)
×
 ∏
α∈A/D
∂
∂α
exp(HA,BD )
×
√√√√Y (BD)Z (BA/D, BD)2 Z (BA/D, BA/D)
Z
(
D−, BA/D
)2
∣∣∣∣∣
B=A
+O
(
X1/2+
)
(5.48)
where
HA,BD = log
√√√√ Z (A/D,D−)2 Z (A/D,A/D)
Z
(
A/D,BA/D
)2
Z (A/D,BD)
2 Y (A/D)
(5.49)
× AE (A,B,D)
)
(5.50)
=
∑
α∈A/D
γ∈D
log ζ (1 + α− γ) + 1
2
∑
α∈A/D
β∈A/D
log ζ (1 + α+ β)(5.51)
−
∑
α∈A/D
β∈B
log ζ (1 + α+ β)− 1
2
∑
α∈A/D
log ζ (1 + 2α)(5.52)
+ logAE,1 (A,B,D) + logAE,2 (A,B,D)(5.53)
+ logAE,3 (A,B,D)(5.54)
We now note that if H is a differentiable function of w ∈W , then( ∏
w∈W
d
dw
)
eH = eH
∑
W=W1∪···∪WR
H(W1) . . . H(WR)(5.55)
where
H(W ) =
( ∏
w∈W
d
dw
)
H.(5.56)
The sum is over all set partitions of W into disjoint sets Wj .
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We note that when we substitute D for BD and A/D for BA/D, then
Z (A/D,D−)2 Z (A/D,A/D)Z
(
BA/D, BD
)2
Z
(
BA/D, BA/D
)
Y (BD)
Z
(
A/D,BA/D
)2
Z (A/D,BD)
2 , Z
(
D−, BA/D
)2
Y (A/D)
= 1(5.57)
and apply Lemma 5.3 to see that ∏
α∈A/D
∂
∂α
exp(HA,BD )(5.58)
×
√√√√Y (BD)Z (BA/D, BD)2 Z (BA/D, BA/D)
Z
(
D−, BA/D
)2
∣∣∣∣∣
B=A
(5.59)
= AE(D,D,D)
∑
A/D=W1∪···∪WR
R∏
r=1
H˜D (Wr),(5.60)
where H˜D (Wr) is defined in Theorem 5.2 and plays the role of H(W ) in (5.55). This will allow us
to simplify our solution after the differentiation. 
5.4. Residue Theorem for Elliptic Curve L-functions. Assuming the Riemann Hypothesis,
the only possible poles of J∗E(A) are when α
∗ = −β∗ for some α∗, β∗ ∈ A, or when α∗ = 0. We
need to know what the residues are at these poles.
Theorem 5.4. Let A be a finite set of complex numbers, let α∗, β∗ ∈ A and A′ = A\{α∗, β∗} and
let J∗E(A) be as defined in Theorem 5.2. Then
Res
α∗=−β∗
(J∗E(A)) = J
∗
E(A
′ ∪ {β∗}) + J∗E(A
′ ∪ {−β∗})− ψ
′
ψ
(
1
2
+ β∗, χd
)
J∗E(A
′
)(5.61)
where ψ (s, χd) = χd(−M)ωE
(
2pi√
M |d|
)2s−1 Γ( 3
2
−s)
Γ(s+ 1
2
)
comes from the functional equation for LE(s, χd)
and
Res
α∗=0
(J∗E(A)) = 0.(5.62)
Proof. Let D ⊆ A, define PD and Q˜ as
J∗E(A) =
∑
D⊆A
PD(A\D)(5.63)
=
∑
D⊆A
Q˜(D)
∑
A\D=W1∪···∪WR
R∏
r=1
(
H˜D(Wr)
)
,(5.64)
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where
Q˜(D) =
∑
0<d≤X
χd(−M)ωE=+1
(√
M |d|
2pi
)− ∑
δ∈D
2δ ∏
δ∈D
Γ (1− δ)
Γ (1 + δ)
×
√
Zζ (D−, D−)Zζ (D,D)Yζ (D)
Z†ζ (D−, D)
2 Yζ (D−)
× (−1)|D|AE (D,D,D) .
(5.65)
H˜D is defined in Theorem 5.2 and AE , Zζ , Yζ , etc, are defined as in Conjecture 5.1.
Using Q˜(D) in place of Q(D) and H˜D(W ) in place of H(D,W ), conditions P1 to P4 and R1
and R2 (from Section 2.3) hold with
(5.66) f(β∗) = −ψ
′
ψ
(
1
2
+ β∗, χd
)
= 2 log
(√M |d|
2pi
)
+
Γ′
Γ
(1− β∗) + Γ
′
Γ
(1 + β∗).
To show this we need to find expansions for AD (Wr) , HD (Wr) and AE (D) around α
∗ = β∗. These
lemmas will be given without proof, but complete proofs can be found in Amy Mason’s Thesis [65].
5.4.1. Taylor Expansions for AD,i (Wr) , HD (Wr) and AE (D,D,D). Recall that
AD,i (Wr) =
∏
w∈Wr
∂
∂w
logAE,i (A,B,D)
∣∣∣∣∣
B=A
for i = 1, 2, 3.(5.67)
Then we find
Lemma 5.5. Let α∗, β∗ ∈ D and D′ = D/{α∗, β∗}. For i = 1, 2, 3
∂
∂α∗
AD,i (Wr)
∣∣∣∣
α∗=−β∗
= (−AD,i (Wr + {β∗})− AD,i (Wr + {α∗}))|α∗=−β∗
(5.68)
and
AD,i (Wr)|α∗=−β∗ = AD′ ,i (Wr)(5.69)
The second lemma we need for the Residue Theorem is to prepare for expanding HA,BD (Wr).
Lemma 5.6. Let α∗, β∗ ∈ D and D′ = D/{α∗, β∗}. For i = 1, 2, 3
∂
∂α∗
HD (Wr)
∣∣∣∣
α∗=−β∗
= (−HD (Wr + {β∗})
− HD (Wr + {α∗}))|α∗=−β∗
(5.70)
and
HD (Wr)|α∗=−β∗ = HD′ (Wr) .(5.71)
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Most importantly, these lemmas show that when α∗, β∗ ∈ D there is a Taylor expansion of
H˜D (Wr) at α
∗ = −β∗ where H˜D (Wr) = HD (Wr) +AD,1 (Wr) +AD,2 (Wr) +AD,3 (Wr)
Lemma 5.7. Let H˜D (Wr) etc. as defined in Equations 5.18- 5.20. Then
H˜D (Wr) = H˜D′ (Wr)
+ (α∗ + β∗)
(
−H˜D′ (Wr + {β∗})− H˜D′ (Wr + {α∗})
)∣∣∣
α∗=−β∗
+O
(|α∗ + β∗|2)
(5.72)
Finally, we need the expansion of AE (D,D,D) about α
∗ = −β∗ when α∗, β∗ ∈ D.
Lemma 5.8. Let AE (D,D,D) be as defined in Equations 5.11 - 5.14 and H˜D (Wr) etc. as defined
in Equations 5.18- 5.20.
AE (D,D,D) = AE
(
D
′
, D
′
, D
′)
×
[
1 − (α∗ + β∗)
(
H˜D ({β∗})−HD ({β})
+H˜D ({−β∗})−HD ({−β})
)
+O
(|α∗ + β∗|2)]
(5.73)
With these lemmas in place, we are ready to show that P1 to P4 from Definition 2.5 hold for
H˜D, Q˜ and f as defined above in Equation 5.66.
P1: Suppose α∗, β∗ ∈ A/D, then Q˜(D), is independent of α∗ and β∗.
As α∗ → β∗ the only pole in H˜D(Wr) comes when Wr = {α∗, β∗}, so when
HD({α∗, β∗}) =
(
ζ
′
ζ
)′
(1 + α∗ + β∗).(5.74)
Now
(
ζ
′
ζ
)′
(1 + x) = 1
x2
+O (1) and AD (Wr) is analytic for all Wr. So
H˜D (Wr) =
{
1
(α∗+β∗)2
+O(1) W = {α∗, β∗}
O(1) otherwise.
(5.75)
Hence the requirements of P1 hold.
P2: Now we consider the case when α∗ ∈ D,β∗ ∈ A/D. Then Q˜ (D) is independent of β∗ and
regular as α∗ → β∗. The only pole in H˜D (Wr) comes when Wr = {β∗}. Then
HD ({β∗}) =
∑
δ∈D
ζ
′
ζ
(1 + β∗ − δ)− ζ
′
ζ
(1 + β∗ + δ)− ζ
′
ζ
(2β∗).(5.76)
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When δ = α∗, − ζ
′
ζ (β
∗ + δ) is a simple pole with a residue of 1. AD (Wr) has no poles so
H˜D (Wr) =
{
1
α∗+β∗ +O(1) Wr = {β∗}
O(1) otherwise.
(5.77)
This satisfies the conditions of P2.
P3: Now we consider the case where α∗ ∈ A/D, β∗ ∈ D. This is similar to the previous case,
Q˜ (D) is regular as α∗ = −β∗ and the only pole in H˜D(Wr) is when Wr = {α∗}.
H˜D(Wr) =
{
1
α∗+β∗ +O(1) Wr = {α∗}
O(1) otherwise.
(5.78)
This shows that Q˜ (D) and H˜D (Wr) satisfy P3.
P4: We need to consider when α∗, β∗ ∈ D. Recall that D′ = D/{α∗, β∗}. We already have
expansions for HD (Wr) , AD(Wr) and AE(D,D,D) =: AE(D) in Lemmas 5.5- 5.8. We want to
find an expansion for Q˜ (D) around α∗ = β∗.
Q (D) := (−1)|D|
(√
M |d|
2pi
)−2∑δ∈D δ ∏
δ∈D
Γ (1− δ)
Γ (1 + δ)
×
√
Zζ (D−, D−)Zζ (D,D)Yζ (D)
Z†ζ (D−, D)
2 Yζ (D−)
(5.79)
= Q
(
D
′)(√M |d|
2pi
)−2(α∗+β∗)
Γ (1− α∗) Γ (1− β∗)
Γ (1 + α∗) Γ (1 + β∗)
× ζ (1 + 2α
∗) ζ (1 + 2β∗) ζ (1 + α∗ + β∗) ζ (1− α∗ − β∗)
ζ (1 + α∗ − β∗) ζ (1− α∗ + β∗)
×
∏
δ∈D
ζ (1− α∗ − δ) ζ (1 + α∗ + δ) ζ (1− β∗ − δ) ζ (1 + β∗ + δ)
ζ (1− α∗ + δ) ζ (1 + α∗ − δ) ζ (1 + β∗ − δ) ζ (1− β∗ + δ)
(5.80)
= Q
(
D
′)( −1
(α∗ + β∗)2
− 1
12
+O (|α∗ + β∗|)
)
×
(
1− (α∗ + β∗)
[
HD′ ({β∗}) +HD′ ({−β∗})
+ 2 log
(√
M |d|
2pi
)
+
Γ
′
Γ
(1 + β∗) +
Γ
′
Γ
(1− β∗)
]
+O
(|α∗ + β∗|2)) .
(5.81)
Combining this with the results for HD (Wr) , AD(Wr) and AE(D,D,D) = AE(D).
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Q˜(D) = Q(D)AE (D)(5.82)
= Q
(
D
′)( −1
(α∗ + β∗)2
− 1
12
+O (|α∗ + β∗|)
)
×
([
1− (α∗ + β∗)
[
HD′ ({β∗}) +HD′ ({−β∗})
−ψ
′
ψ
(
1
2
+ β∗, χd
)]]
+O
(|α∗ + β∗|2))
×AE(D′)
(
1 + (α∗ + β∗)
[
−H˜D′ ({β∗}) +HD′ ({β∗})
−H˜D′ ({−β∗}) +HD′ ({−β∗})
]
+O
(|α∗ + β∗|2))
(5.83)
=
−1
(α∗ + β∗)2
Q˜(D′)
− Q˜(D
′)
(α∗ + β∗)
(
−H˜D′ ({β∗})− H˜D′ ({−β∗})− f (β∗)
)
+O(1)
(5.84)
Combining this with Lemma 5.7, the conditions of P4 are met. Hence by Lemma 2.6, we have
proved the first part of the Residue Theorem 5.4.
For the second part, we need to check that Q˜(D) and H˜D(Wr) meet the conditions R1 and R2
from Definition 2.7.
R1: Suppose α∗ ∈ A/D,then Q˜(D) is independent of α∗. The only pole comes from Wr = {α∗},
where
HD({α∗}) =
∑
d∈D
ζ
′
ζ
(1 + α∗ − d)− ζ
′
ζ
(1 + α∗ + d)− ζ
′
ζ
(1 + 2α∗).(5.85)
The residue as x→ 0 of ζ
′
ζ (1 + x) is 1. So
H˜D(Wr) =
{
−1
2α∗ +O(1) W = {α∗}
O(1) otherwise
(5.86)
Thus the condition R1 is met.
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R2: Now we consider the case where α∗ ∈ D. Then HD(A/D), AE (D) and AD (Wr) are regular
at α∗ = 0,and H˜D(A/D)|α∗=0 = H˜D′ (A/D).
Q˜(D) = Q˜(D′)
(
2pi√
M |d|
)−2α∗ Γ (1− α∗)
Γ (1 + α∗)
× ζ(1 + 2α∗)
∏
d∈D
ζ(1 + α∗ + d)ζ(1− α∗ − d)
ζ(1 + α∗ − d)ζ(1 + d− α∗) .
(5.87)
The only pole comes from the ζ(1 + 2α∗), which has a residue of 12 . This gives
Q˜(D) =
−1
2α∗
Q˜(D′) +O(1)(5.88)
as required. Hence we can apply Lemma 2.8 and conclude the proof for the second half of the
Residue Lemma 5.4.

5.5. n-level Density of Zeros of Families of L-functions of Elliptic Curves. In this section
we will express the n-level density of zeros of families of L-functions of elliptic curves as contour
integrals on the complex plane. We will define the n-level density function, SEn (f), for the zeros
for a family of twisted L-functions with even functional equation.
SEn (f) =
∑
0<d≤X
χd(−M)ωE=+1
∑
t1,··· ,tn>0
f(γt1,d, · · · , γtn,d)(5.89)
where γi,d is the height of the i
th zero of LE(s, χd) on the critical line, above the real axis. Note
that the sum over the zeros in SEn (f) is not restricted to a sum over distinct indices at this stage.
Theorem 5.9. Let C− denote the path from −δ −∞i up to −δ +∞i and let C+ denote the path
from δ −∞i up to δ +∞i, where δ is a small positive number. Let f be a holomorphic function of
n variables such that
f (xj1 , · · · , xjn) = f (±xj1 , · · · ,±xjn) .(5.90)
Then
2n (2pii)n SEn (f) =∑
K∪L∪M={1,··· ,n}
∫
CK+
∫
CL∪M−
(−1)|M | JE (zK ∪ −zL, zM )
× f (iz1, · · · , izn) dz1 · · · dzn
(5.91)
where zK = {zk : k ∈ K}, −zL = {−zl : l ∈ L},
∫
CK+
∫
CL∪M−
means we are integrating all the vari-
ables in zK along the C+ path and all others along the C− path and
JE (A,B) =
∑
0<d≤X
χd(−M)ωE=+1
∏
α∈A
L
′
E
LE
(
1
2
+ α, χd)
∏
β∈B
ψ
′
ψ
(
1
2
+ β, χd)(5.92)
ORTHOGONAL AND SYMPLECTIC n-LEVEL DENSITIES 53
where ψ (s, χd) = χd(−M)ωE
(
2pi√
M |d|
)2s−1 Γ( 3
2
−s)
Γ(s+ 1
2
)
. Here K,L,M are finite sets of integers and A,B
are finite sets of complex numbers. The sum over d is over fundamental discriminants.
This follows immediately from Cauchy’s Residue Theorem, in a similar manner to the proof of
Theorem 2.2.
Using Theorem 5.2 and Theorem 5.4, we can replace our JE(A,B) with J
∗
E(A,B) +O(X
1/2+),
where we define
J∗E (A,B) =
∑
0<d≤X
χd(−M)ωE=+1
∏
β∈B
ψ
′
ψ
(
1
2
+ β, χd)
∑
D⊆A
(√
M |d|
2pi
)− ∑
δ∈D
2δ
×
∏
δ∈D
Γ (1− δ)
Γ (1 + δ)
√
Zζ (D−, D−)Zζ (D,D)Yζ (D)
Z†ζ (D−, D)
2 Yζ (D−)
× (−1)|D|AE (D,D,D)
×
∑
A\D=
W1∪···∪WR
R∏
r=1
H˜D (Wr)
(5.93)
where H˜D etc are as described in Theorem 5.2. Our previous definition of J
∗
E(A) is the equivalent of
J∗E(A, ∅) in our new notation. All our theorems using the original definition have trivial extensions
to encompass this new notation.
Note, however, that this additional factor means that the residues found here may be more
complicated than those in the random matrices case. In particular we need to consider whether
the ψ
′
ψ
(
1
2 + β
∗, χd
)
factors add additional poles, or affect the residues at the current ones when
contemplating the multiple integrals in what follows. Recall that
ψ
′
ψ
(
1
2
+ β∗, χd
)
= 2 log
(
2pi√
M |d|
)
− Γ
′
Γ
(1− β∗)− Γ
′
Γ
(1 + β∗)(5.94)
Clearly the constant term is not a problem, so we only need to focus on the digamma terms. These
have poles only at 0,−1,−2 etc and are meromorphic elsewhere[1] so these are simple to deal with
as long as |< (β∗) | < 12 . We are already assuming this in Equation (5.15) so it turns out the
additional factor is harmless.
We now have that
(2pii)n 2nSEn (f)
=
∑
K∪L∪M=
{1,··· ,n}
(−1)|M |
∫
CK+
∫
CL−
∑
0<d≤X
χd(−M)ωE=1
J∗E (zK ∪ −zL, zM )
f (iz1, · · · , izn) dz1 · · · dzn +O
(
X1/2+
)(5.95)
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Note that we have pulled the error term outside of the integral as the size of the error is unaffected
by integration with respect to zi.
Here we have assumed that f decays fast enough that the integrals are negligible outside the
range given for the imaginary parts of the parameters in the Ratios Conjecture, Conjecture 5.1.
See the one-level density section of [26] for more details, but since it is not at all clear over what
range the Ratios Conjectures hold, we do not pursue this further here.
In line with the calculations with orthogonal matrices in Section 2.4, we will move all the contours
one by one onto the imaginary axis. We recall from Section 5.4 that if α, β ∈ A
Res
α→−β
J∗E(A,B)
= J∗E(A
′ ∪ {β}, B) + J∗E(A
′ ∪ {−β}, B)− J∗E(A
′
, B ∪ {β})
(5.96)
where A
′
= A\{α, β}.
We define, for given n, 0 ≤ R ≤ n, ∑n,R
=
∞∑
j1,··· ,jn=1
ji 6=jk∀i,k>R
.(5.97)
For fixed sets K,L,M such that the disjoint union K ∪ L ∪M = {1, · · · , n} let In,Rf,K,L,M be the
integral in Equation (5.95), excluding the error term, with N −R of the integrals shifted onto the
imaginary axis. All the integrals on the imaginary axis are principal value integrals.
In,Rf,K,L,M =
∫ i∞
−i∞
· · ·
∫ i∞
−i∞
∫
C
K∩{1,··· ,R}
+
∫
C
(L∪M)∩{1,··· ,R}
−
J∗E(zK ∪ −zL, zM )
× f(iz1, · · · , izn)dz1 · · · dzRdzR+1 · · · dzn.
(5.98)
We can express Equation (5.95) in the new notation.
(2pii)n2n
∑
0<d≤X
χd(−M)ωE=+1
∑n,n
f(γj1,d, · · · , γjn,d)
=
∑
K∪L∪M={1,··· ,n}
(−1)|M |In,nf,K,L,M +O
(
X
1
2
+
)(5.99)
We will now prove
Theorem 5.10. Assume Conjecture 5.1. With the notation defined above, 0 ≤ R ≤ n, and d
summing over fundamental discriminants,
(2pii)n2n
∑
0<d≤X
χd(−M)ωE=+1
∑n,R
f(γj1,d, · · · , γjn,d)
=
∑
K∪L∪M={1,··· ,n}
(−1)|M |In,Rf,K,L,M +O
(
X
1
2
+
)
.
(5.100)
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Proof. This proof follows identical steps to that of Theorem 2.10, so we will refrain from repeating
all the explanation and instead just reference the relevant point in that proof of the SO(2N) case.
The first step, in analogy to the steps leading up to (2.83), is to confirm the case n = 1, R = 0:
(2pii) 2
∑
0<d≤X
χd(−M)ωE=+1
∑1,0
f (γj1,d)(5.101)
=
∫
C+
J∗E(z, ∅)f(−iz)dz +
∫
C−
J∗E(−z, ∅)f(−iz)dz
−
∫
C−
J∗E(∅, z)f(−iz)dz +O
(
X
1
2
+
)
.
(5.102)
=
∑
K∪L∪M={1}
(−1)|M |I1,0f,K,L,M +O
(
X
1
2
+
)
.(5.103)
We now consider the inductive step. Assume Equation (5.100) is true for n = p− 1 and 0 ≤ R ≤
p− 1 and consider the case when n = p, 0 ≤ R ≤ p. We will proceed by induction on R. We have
already proved that Equation (5.100) holds if R = p so we take that as the base case. Assume that
Equation (5.100) holds if n = p, and R ≥ S so that
(2pii)p2p
∑
0<d≤X
χd(−M)ωE=+1
∑p,S
f(γj1,d, · · · , γjp,d)
=
∑
K∪L∪M={1,··· ,p}
(−1)|M |Ip,Sf,K,L,M +O
(
X
1
2
+
)
=
∑
K∪L∪M={1,··· ,p}
(−1)|M |
×
∫ i∞
−i∞
· · ·
∫ i∞
−i∞
∫
C
K∩{1,··· ,S}
+
∫
C
(L∪M)∩{1,··· ,S}
−
J∗E(zK ∪ −zL, zM )
× f(iz1, · · · , izp)dz1 · · · dzSdzS+1 · · · dzp +O
(
X
1
2
+
)
.
(5.104)
The residue structure is identical to the case in Theorem 2.10. Thus the only new information we
need for this case is that for fixed sets K,L,M such that the disjoint union K∪L∪M = {1, · · · , p},
if S ∈ K, then the residue of J∗E(zK ∪ −zL, zM )f(iz1, · · · , izp) at zS = ±zt is
ipi
(
−J∗E
(
zK′ ∪ −zL′ , zM∪{t}
)
+ J∗E
(
zK′ ∪ −zL′∪{t}, zM
)
+J∗
(
zK′∪{t} ∪ −zL′ , zM
))
× f(iz1, · · · , izS−1, izt, izS+1, · · · , izp)
(5.105)
where K
′
= K ∩ (A− {S, t}), L′ = L ∩ (A− {S, t}).
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Thus, in analogy to equation (2.88), we find that the main term of (5.104) is equivalent to
∑
K∪L∪M={1,··· ,p}
(−1)|M |Ip,S−1f,K,L,M
+ 4pii
p∑
t=S+1
∑
K
′∪L′∪M=
{1,··· ,p}−{S,t}
(−1)|M |
∫ i∞
−i∞
· · ·
∫ i∞
−i∞
∫
C
K
′∩{1,··· ,S−1}
+
∫
C
(L
′∪M)∩{1,··· ,S−1}
−
(−J∗E(zK′ ∪ −zL′ , zM∪{t})
+J∗E(zK′ ∪ −zL′∪{t}, zM ) + J∗E(zK′∪{t} ∪ −zL′ , zM )
)
× f(iz1, · · · , zS−1, zt, zS+1, · · · izp)dz1 · · · dzS−1dzS+1 · · · dzp.
(5.106)
All of the unions over sets are disjoint unions.
Defining g as at (2.90), we can rewrite Equation (5.106)
∑
K∪L∪M=
{1,··· ,p}
(−1)|M |Ip,Sf,K,L,M
=
∑
K∪L∪M=
{1,··· ,p}
(−1)|M |Ip,S−1f,K,L,M
+ 4pii
p∑
t=S+1
∑
K∪L∪M=
{1,··· ,p−1}
(−1)|M |Ip−1,S−1gt,S ,K,L,M .
(5.107)
By our inductive hypothesis on n, Equation (5.104) holds for n = p− 1 and R = S − 1.
∑
K∪L∪M=
{1,··· ,p}
(−1)|M |Ip,Sf,K,L,M
=
∑
K∪L∪M=
{1,··· ,p}
(−1)|M |Ip,S−1f,K,L,M
+ 4pii
p∑
t=S+1
(2pii)p−12p−1
∑
0<d≤X
χd(−M)ωE=1
∑p−1,S−1
gt,S
(
γj1,d, · · · , γjp−1,d
)
.
(5.108)
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The equivalent of (2.95) results in the left hand side of Equation (5.104) being written as
(2pii)p 2p
∑
0<d≤X
χd(−M)ωE=+1
∑p,S
f
(
γj1,d, · · · , γjp,d
)
= (2pii)p2p
∑
0<d≤X
χd(−M)ωE=1
∑p,S−1
f(γj1,d, · · · , γjp,d)
+ (2pii)p2p
∑
0<d≤X
χd(−M)ωE=+1
p∑
t=S+1
∑p−1,S−1
gt,S(γj1,d, · · · , γjp−1,d).
(5.109)
Equating Equations (5.108) and (5.109), we see that∑
K∪L∪M={1,··· ,p}
(−1)|M |Ip,S−1f,K,L,M +O
(
X
1
2
+
)
= (2pii)p2p
∑
0<d≤X
χd(−M)ωE=+1
∑p,S−1
f(γj1,d, · · · , γjp,d).
(5.110)
Thus we have completed the inductive step in R by showing that Equation (5.100) holds for
n = p,R = S − 1 if it holds for n = p,R = S. As we have already shown Equation (5.100) holds
for n = p,R = p, we have now shown that it holds for all R when n = p.
This completes the inductive step in n, as we have shown that Equation (5.100) holds for all
0 ≤ R ≤ n when n = p if it holds for all 0 ≤ R ≤ n and n = p− 1. We already proved that it holds
for all 0 ≤ R ≤ 1 when n = 1, so by induction Equation (5.100) is true for all n and 0 ≤ R ≤ n. 
We can state our final result for the n-level density of zeros of families of twisted elliptic curve
L-functions.
Theorem 5.11 (n-level Density of Zeros of Families of Twisted Elliptic Curve L-functions). As-
sume Conjecture 5.1 and the Riemann Hypothesis. Then∑
0<d≤X
χd(−M)ωE=+1
∑n,0
f(γj1,d, · · · , γjn,d)
=
1
(2pi)n
∑
K∪L∪M
={1,··· ,n}
(−1)|M |
(∫ ∞
0
)n
J∗E(−izK ∪ izL,−izM )
× f(z1, · · · , zn)dz1 · · · dzn +O
(
X
1
2
+
)
,
(5.111)
where J∗E(−izK ∪ izL,−izM ) is defined in (5.93) and the sum notation is defined at (2.75) and
implies the sum is over zeros with distinct indices. The sum over d is over fundamental discrimi-
nants.
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Proof. This follows easily from the previous theorem. We have proven that
(2pii)n2n
∑
0<d≤X
χd(−M)ωE=+1
∑n,0
f(γj1,d, · · · , γjn,d)
=
∑
K∪L∪M={1,··· ,n}
(−1)|M |In,0f,K,L,M +O
(
X
1
2
+
)(5.112)
=
∑
K∪L∪M={1,··· ,n}
(−1)|M |
×
(∫ i∞
−i∞
)n
J∗E(zK ∪ −zL, zM )f(iz1, · · · , izn)dz1 · · · dzn +O
(
X
1
2
+
)(5.113)
where the integral here is a principal value integral.
(2pii)n2n
∑
0<d≤X
χd(−M)ωE=+1
∑n,0
f(γj1,d, · · · , γjn,d)
= in
∑
K∪L∪M
={1,··· ,n}
(−1)|M |
(∫ ∞
−∞
)n
J∗E(−izK ∪ izL,−izM )f(z1, · · · , zn)dz1 · · · dzn +O
(
X
1
2
+
)
(5.114)
= in
(∫ ∞
−∞
)n ∑
K∪L∪M
={1,··· ,n}
(−1)|M |J∗E(−izK ∪ izL,−izM )f(z1, · · · , zn)dz1 · · · dzn +O
(
X
1
2
+
)
.
(5.115)
Now ∑
K∪L∪M={1,··· ,n}
(−1)|M |J∗E(−izK ∪ izL,−izM )
=
∑
K∪L∪M={1,··· ,n}
(−1)|M |J∗E(izK ∪ −izL, izM )
(5.116)
due to ψ
′
ψ (
1
2 +α, χd) =
ψ
′
ψ (
1
2 −α, χd). In addition, f (θj1 , · · · , θjn) = f (±θj1 , · · · ,±θjn). Thus each
integral from −∞ to ∞ is double the integral from 0 to ∞.
(2pi)n2n
∑
0<d≤X
χd(−M)ωE=+1
∑n,0
f(γj1,d, · · · , γjn,d)
= 2n
(∫ ∞
0
)n ∑
K∪L∪M={1,··· ,n}
(−1)|M |J∗E(−izK ∪ izL,−izM )
× f(z1, · · · , zn)dz1 · · · dzn +O
(
X
1
2
+
)
.
(5.117)
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All that is now required is to show that there are no poles on the path of integration. As f is
holomorphic, we just need to check that∑
K∪L∪M={1,··· ,n}
(−1)|M |J∗E(−izK ∪ izL,−izM )(5.118)
has no poles at z1 = z2 (this argument applies equally well to any other pair of z’s by symmetry).
We do not need to check for a pole at z1 = −z2 as zi ≥ 0, for 0 ≤ i ≤ n on the path of integration.
A given J∗E(−izK ∪ izL,−izM ) has a pole at z1 = z2 if 1 ∈ K, 2 ∈ L or 1 ∈ L, 2 ∈ K. So
Res
z1=z2
 ∑
K∪L∪M={1,··· ,n}
(−1)|M |J∗E(−izK ∪ izL,−izM )

=
∑
K∪L∪M={3,··· ,n}
(−1)|M | Res
z1=z2
(
J∗E(−izK∪{z1} ∪ izL∪{z2},−izM )
+J∗E(−izK∪{z2} ∪ izL∪{z1},−izM )
)
(5.119)
= 0(5.120)
as Resx=yf(x, y) = −Resx=yf(−x,−y). The same argument holds for all poles at zi = ±zj for all
0 ≤ i, j ≤ n. Therefore there are no poles on the path of integration, for the same reason as in
Section 2.4 
6. Zero Statistics of Quadratic Dirichlet L-functions
Let χd be a real primitive Dirichlet character. For any Dirichlet character of modulus d, χd (n),
we can define an L-function
L (s, χd) =
∞∑
n=1
χd (n)
ns
.(6.1)
L (s, χd) has a Euler product
L (s, χd) =
∏
p
(
1− χd(p)
ps
)−1
.(6.2)
If χd is primitive L (s, χd) has an analytic continuation to the whole complex plane and has a
functional equation [44].
When χd is real and d > 0, the functional equation is
L (1− s, χd) =
(pi
d
)s− 1
2 Γ
(
s
2
)
Γ
(
1−s
2
)L (s, χd) .(6.3)
We can further define a family of L-functionsD+ = {L(s, χd) : d > 0 a fundamental discriminant}.
All sums over 0 < d ≤ X in this section include only fundamental discriminants. We expect that
the n-level density of the zeros of the L-functions in D+, averaged over the family will correspond
to that of the eigenangles of USp(2N).
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Our plan is therefore to follow the recipe of Conrey, Farmer and Zirnbauer [21] to express ratios
of Dirichlet L-functions in appropriate terms and then mimic the calculations from Section 3 to
determine the n-level density.
6.1. Ratios of Quadratic Dirichlet L-functions. The result from “Autocorrelation of ratios of
L-functions” [21], can be rewritten into set notation.
Conjecture 6.1 (Ratios of Quadratic Dirichlet L-functions). Let A = {α1, · · · , αK} and B =
{γ1, · · · , γQ} such that
−1
4
< < (αi) < 1
4
1 ≤ i ≤ K
1
logX
 < (γj) < 1
4
1 ≤ j ≤ Q
∀ > 0, Im (αi) , Im (γj) X1− 1 ≤ i ≤ K, 1 ≤ j ≤ Q
(6.4)
then
∑
0<d≤X
∏K
k=1 L
(
1
2 + αk, χd
)∏Q
q=1 L
(
1
2 + γq, χd
)
=
∑
0<d≤X
∑
F⊂A
(
d
pi
)−∑f∈F f ∏
f∈F
Γ
(
1
4 − f2
)
Γ
(
1
4 +
f
2
)
× YDL (A,B, F )ADL (A,B, F ) +O
(
X
1
2
+
)
(6.5)
where d is summed over fundamental discriminants and YDL and ADL are defined for D ⊂ A as
follows
YDL (A,B,D) =
√
Zζ ((A\D) ∪D−, (A\D) ∪D−)Yζ ((A\D) ∪D−)Zζ (B,B)
Zζ ((A\D) ∪D−, B)2 Yζ (B)
(6.6)
ADL (A,B,D) = YDL (A,B,D)
−1∏
p
1
1 + 1p
(
1
2
V− (B)
V− ((A\D) ∪D−)+
1
2
V+ (B)
V+ ((A\D) ∪D−) +
1
p
)(6.7)
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and
V+(A) =
∏
α∈A
(
1 +
1
p
1
2
+α
)
(6.8)
V−(A) =
∏
α∈A
(
1− 1
p
1
2
+α
)
(6.9)
D− = {−δ : δ ∈ D}(6.10)
Zζ(A,B) =
∏
a∈A
b∈B
ζ (1 + a+ b),(6.11)
Yζ(A) =
∏
a∈A
ζ (1 + 2a).(6.12)
6.2. Differentiating Ratios of Quadratic Dirichlet L-functions. Following the calculation in
Section 3.2, we now wish to calculate
JDL (A) =
∑
0<d≤X
∏
α∈A
L
′
L
(
1
2
+ α, χd
)
=
∏
α∈A
∂
∂α
RDL (A,B)
∣∣∣∣∣
B=A
.(6.13)
where
RDL (A,B) =
∑
0<d≤X
∏
k L
(
1
2 + αk, χd
)∏
q L
(
1
2 + γq, χd
) .(6.14)
Theorem 6.2. Assume Conjecture 6.1. Let A be a finite set of complex numbers where
1
logX
 < (α) < 1
4
∀α ∈ A
∀ > 0, Im (α) , X1− ∀α ∈ A.
(6.15)
Then we have JDL(A) = J
∗
DL(A) +O
(
X
1
2
+
)
where
JDL (A) =
∑
0<d≤X
∏
α∈A
L
′
L
(
1
2
+ α, χd
)
(6.16)
J∗DL (A) =
∑
0<d≤X
∑
D⊂A
(
d
pi
)−∑δ∈D δ ∏
δ∈D
Γ
(
1
4 − δ2
)
Γ
(
1
4 +
δ
2
)
×
√
Zζ (D−, D−)Zζ (D,D)Yζ (D−)
Z†ζ (D−, D)Yζ (D)
× (−1)|D|ADL (D,D,D)
×
∑
A\D=W1∪···∪WR
|Wi|≤2
R∏
r=1
ĤD (Wr)
(6.17)
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where
ĤD (Wr) = HD (Wr) +AD (Wr)(6.18)
and
HD (Wr) =

∑
β∈D
(
ζ
′
ζ
(1 + γ − β)− ζ
′
ζ
(1 + γ + β)
)
+
ζ
′
ζ
(1 + 2γ) Wr = {γ}(
ζ
′
ζ
)′
(1 + γ1 + γ2) Wr = {γ1, γ2}
1 Wr = ∅
(6.19)
AD (Wr) =
∏
α∈Wr
∂
∂α
ADL (A,B,D)
∣∣∣∣∣
B=A
.(6.20)
Zζ , Yζ , ADL(A,B,D) are defined in Conjecture 6.1 and the sum over 0 < d ≤ X includes only
fundamental discriminants.
Note that the conditions on A come from the conditions on Conjecture 6.1.
This calculation follows exactly the same lines as similar calculations and arguments used in the
proof of Theorem 5.2. For full details, see the thesis of Amy Mason [65].
6.3. Residue Theorem for Quadratic Dirichlet L-functions. In this section, we will locate
the poles of J∗DL(A) and calculate the residue of these poles.
Theorem 6.3. Let A be a finite set of complex numbers, let α∗, β∗ ∈ A and A′ = A\{a, b} and let
J∗DL(A) be as defined in Conjecture 6.2. Then
Res
α∗=−β∗
(J∗DL(A)) = J
∗
DL(A
′ ∪ {β∗}) + J∗DL(A
′ ∪ {−β∗})
− ψ
′
DL
ψDL
(
1
2
+ β∗, χd
)
J∗DL(A
′
)
(6.21)
where ψDL (s, χd) =
(
pi
d
)s− 1
2
Γ( s
2
)
Γ( 1−s
2
)
comes from the functional equation.
Res
α∗=0
(J∗DL(A)) = 0.(6.22)
Proof. Let D ⊆ A, define PD and Q as
J∗DL(A) =
∑
D⊆A
PD(A\D)(6.23)
=
∑
D⊆A
Q̂(D)
∑
A\D=⋃rWr
|Wr|≤2
∏
r
(
ĤD(Wr)
)
(6.24)
(6.25)
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where
Q̂(D) =
∑
0<d≤X
∑
D⊂A
(
d
pi
)−∑δ∈D δ ∏
δ∈D
Γ
(
1
4 − δ2
)
Γ
(
1
4 +
δ
2
)
×
√
Zζ (D−, D−)Zζ (D,D)Yζ (D−)
Z†ζ (D−, D)Yζ (D)
× (−1)|D|ADL (D,D,D)
(6.26)
and ĤD is defined in Theorem 6.2 and AE , Zζ , Yζ , etc, are defined as in Conjecture 6.1.
Replacing Q(D) with Q̂(D) and H(D,W ) with ĤD(W ) in Section 2.3, conditions P1 to P4 and
R1 and R2 hold with
(6.27) f(β∗) = −ψ
′
DL
ψDL
(
1
2
+ β∗, χd
)
.
This proof is similar to that in the elliptic curve L-function case and we will not reproduce them
here. Full details can be found in Amy Mason’s thesis[65]. 
6.4. n-level Density of Zeros of Families of Quadratic Dirichlet L-functions. We will
define the n-level density function, SDLn (f) for the zeros for the family of L-functions D
+ =
{L(s, χd) : d > 0; d a fundamental discriminant}.
SDLn (f) =
∑
0<d≤X
∑
t1,··· ,tn>0
f(γt1,d, · · · , γtn,d)(6.28)
where γi,d is the i
th zero of L (s, χd) on the critical line, above the real axis. Note that the sum
over the zeros in SDLn (f) is not restricted to a sum over distinct indices at this stage.
Theorem 6.4. Let C− denote the path from −δ −∞i up to −δ +∞i and let C+ denote the path
from δ −∞i up to δ +∞i, where δ is a small positive number. Let f be a holomorphic function of
n variables such that
f (θj1 , · · · , θjn) = f (±θj1 , · · · ,±θjn) .(6.29)
Then
2n (2pii)nSDLn (f) =∑
K∪L∪M=
{1,··· ,n}
∫
CK+
∫
CL∪M−
(−1)|M | JDL (zK ∪ −zL, zM )
× f (iz1, · · · , izn) dz1 · · · dzn
(6.30)
where zK = {zk : k ∈ K}, −zL = {−zl : l ∈ L} and
∫
CK+
∫
CL∪M−
means we are integrating all the
variables in zK along the C+ path and all others along the C− path and define
JDL (A,B) =
∑
0<d≤X
∏
α∈A
L
′
L
(
1
2
+ α, χd
) ∏
β∈B
ψ
′
DL
ψDL
(
1
2
+ β, χd)(6.31)
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where ψDL (s, χd) =
(
pi
d
)s− 1
2
Γ( s
2
)
Γ( 1−s
2
)
, with this definition being the obvious extension of JDL(A)
defined in Equation (6.13). Here K,L,M are finite, disjoint sets of integers and A,B are finite
sets of complex numbers. The sum over d is over fundamental discriminants.
The proof of this trivially follows the same arguments as the proof of Theorem 5.9. Note that
again we have an identity giving JDL(A,B) = J
∗
DL(A,B) + O
(
X
1
2
+
)
where A is a finite set of
complex numbers where 1logX  <(α) < 14 and Im(α) X1− for α ∈ A via Theorem 6.2. Again,
all preceding results translate immediately to JDL(A,B) from the original JDL(A). Here
J∗DL (A,B) =
∑
0<d≤X
∏
β∈B
ψ
′
DL
ψDL
(
1
2
+ β, χd
) ∑
D⊂A
(
d
pi
)−∑δ∈D δ
×
∏
δ∈D
Γ
(
1
4 − δ2
)
Γ
(
1
4 +
δ
2
)√Zζ (D−, D−)Zζ (D,D)Yζ (D−)
Z†ζ (D−, D)Yζ (D)
× (−1)|D|ADL (D,D,D)
×
∑
A/D=
W1∪···∪WR
R∏
r=1
ĤD (Wr).
(6.32)
with all terms as defined in Theorem 6.2.
The only possible poles are, as in previous cases, when α, β ∈ A and α = 0 or α = −β with
residues
Res
α∗=0
(J∗DL(A,B)) = 0,(6.33)
Res
α∗=−β∗
(J∗DL(A,B)) = J
∗
DL
(
A
′ ∪ {β∗}, B
)
+ J∗DL
(
A
′ ∪ {−β∗}, B
)
− J∗DL
(
A
′
, B ∪ {β∗}
)(6.34)
where ψDL (s, χd) =
(
pi
d
)s− 1
2
Γ( s
2
)
Γ( 1−s
2
)
comes from the functional equation. Reusing our earlier notation
defined in Equation (5.97)
∑n,R
=
∞∑
j1,··· ,jn=1
ji 6=jk∀i,k>R
.(6.35)
For fixed setsK,L,M such thatK∪L∪M = {1, · · · , n} let In,Rf,K,L,M be the integral in Theorem 6.4
with N −R of the integrals shifted onto the imaginary axis. All the integrals on the imaginary axis
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are principal value integrals.
In,Rf,K,L,M =
∫ i∞
−i∞
· · ·
∫ i∞
−i∞
∫
C
K∩{1,··· ,R}
+
∫
C
(L∪M)∩{1,··· ,R}
−
J∗DL(zK ∪ −zL, zM )
× f(iz1, · · · , izn)dz1 · · · dzRdzR+1 · · · dzn.
(6.36)
Then it can be proved, using the same ideas as the proof of Theorem 5.10 that
Theorem 6.5. Assume Conjecture 6.1. With the notation defined above, 0 ≤ R ≤ n, and d
summed over fundamental discriminants,
(2pii)n2n
∑
0<d≤X
∑n,R
f(γj1,d, · · · , γjn,d)
=
∑
K∪L∪M={1,··· ,n}
(−1)|M |In,Rf,K,L,M +O
(
X1/2+
)
.
(6.37)
This immediately gives us the result for the n-level density of the zeros of D+ = {L(s, χd) : d > 0}
averaged over the family. We can state our final result for the n-level density of zeros of families
Dirichlet L-functions with real quadratic characters.
Theorem 6.6. (n-level Density of Zeros of Families of Quadratic Dirichlet L-functions) Assume
Conjecture 6.1. Then∑
0<d≤X
∑n,0
f(γj1,d, · · · , γjn,d)
=
1
(2pi)n
∑
K∪L∪M={1··· ,n}
(−1)|M |
(∫ ∞
0
)n
J∗DL(−izK ∪ izL,−izM )
× f(z1, · · · , zn)dz1 · · · dzn +O
(
X
1
2
+
)
(6.38)
with J∗DL(A,B) as defined in (6.32) and the sum notation defined at (6.35) indicating a sum over
zeros with distinct indices. The sum in d is over fundamental discriminants.
Using the same argument as in Section 5.5, it is clear there are no poles on the paths on inte-
gration.
7. n-level Densities with Restricted Support
Currently it is extremely difficult to verify that number theoretic results on n-level densities
agree with theorems from random matrix theory. These calculations always involve a test function
(for example the function f in (5.1)) which is sampled at positions of the zeros, and theorems can
only be proven if the Fourier transform of this test function has its support restricted to a fixed
interval around the origin. Rudnick and Sarnak [80] and Rubinstein [79] both use ad hoc methods
to compare their calculations with support restricted to (−1, 1), for L-functions with unitary and
symplectic symmetry respectively. Gao [40] extended Rubinstein’s calculation to (−2, 2), but was
only able to verify his result for n ≤ 3. Levinson and Miller [64] extended this to n ≤ 7 and
Entin et al.[34] verified it for all n, by-passing the complicated combinatorics that made previous
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calculations so difficult and using a function field analogue. Still it remains clear that there is no
consistent method of verifying these connections and that in every case the task is non-trivial.
Conrey and Snaith [28] used their random matrix calculations from the earlier paper [27] to allow
a more accessible n-level density comparison between random matrix theory and the Riemann zeros.
They demonstrate that the way they write the random matrix theory n-point correlation formulae
in [27] allows immediate identification of which terms remain when restrictions are placed on the
support of the Fourier transform of the test function and so the simplified expression can be used
to compare with a number theory calculation where the support is restricted.
We give a sketch of the way in which the same ideas can be applied to the n-level density of
eigenangles of orthogonal (see Section 7.1) or symplectic matrices (in Section 7.2) when similar
restrictions are placed on the support of the test function. These sections give expressions for
n-level densities of eigenvalues of orthogonal and symplectic matrices when the Fourier transform
of the test function has any range of support, reducing the number of terms under consideration
when matching with number theoretic results. These results should allow for easier and more
straightforward verification of whether number theoretic results limit to random matrix expressions
in the orthogonal and symplectic cases. Sections 7.1 and 7.2 describe the principle behind the
calculations, while the details would depend on the particular family of L-functions and the set-up
of the Fourier transform and any smoothing or weighting functions used; this is the subject of
future work.
7.1. Orthogonal. Recall from Section 2.4, that Lemma 2.9 tells us that for n ≤ N and f a
2pi-periodic, holomorphic function of n variables such that
f (x1, · · · , xn) = f (±x1, · · · ,±xn)(7.1)
then
2n
∫
SO(2N)
N∑
j1,··· ,jn=1
f (θj1 , · · · , θjn) dX
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
CK+
∫
CL+M−
J∗ (zK ∪ −zL) f (iz1, · · · , izn) dz1 · · · dzn.
(7.2)
with J∗(A) etc as described in Section 2.4.
For consistency we rewrite this in terms of the notation used by Conrey and Snaith [28]. Firstly
we redefine our idea of eigenangles so that we have an infinite set of points. For X a 2N × 2N
orthogonal matrix with eigenvalues e±iθn , n = 1, . . . , N , we will consider the statistics of the set of
points
· · · θ−R ≤ θR+1 ≤ · · · ≤ θ0 ≤ θ1 ≤ · · · ≤ θR ≤ θR+1 ≤ · · ·(7.3)
where
θr+2kN = θr + 2pik.(7.4)
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Take F (x1, · · · , xn) a holomorphic function of n variables such that
F (x1, · · · , xn) = F (±x1, · · · ,±xn) .(7.5)
Let δ > 0 and
∫
(δ) indicate integration from δ − i∞ to δ + i∞ and assume F (x1, · · · , xn) decays
rapidly in each variable in horizontal strips. Then a simple extension of Lemma 2.9 gives∫
SO(2N)
∞∑
j1,··· ,jn=−∞
F (θj1 , · · · , θjn) dX
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
(δ)|K|
∫
(−δ)|L|
∫
(0)|M|
J∗ (zK ∪ −zL)F (iz1, · · · , izn) dz1 · · · dzn.
(7.6)
where
J∗(A) =
∑
D⊆A
e
−2N ∑
d∈D
d
(−1)|D|
√
Z(D,D)Z(−D,−D)Y (D)
Y (−D)Z†(D−, D)2
×
∑
A/D=W1∪···∪WR
|Wr|≤2
R∏
r=1
HD(Wr)
(7.7)
where HD(Wr), Y, Z are defined in Equations 2.27- 2.30.
We apply this with F (x1, · · · , xn) = f
(
Nx1
2pi , · · · , Nxn2pi
)
and rewrite f in terms of its Fourier
transform, Φf , so that we can investigate the effect of limiting the support of Φf .
f
(
iNz1
2pi
, · · · , iNzn
2pi
)
=
∫
Rn
Φf (ξ1, · · · , ξn)e
(
− iNz1ξ1
2pi
− · · · − iNznξn
2pi
)
dξ1 · · · dξn
(7.8)
where
e
(
− iNz1ξ1
2pi
− · · · − iNznξn
2pi
)
= eNz1ξ1+···+Nznξn .(7.9)
Note that |<(zi)| ≤ δ for all i and suppose that Φf (ξ1, · · · , ξn) = 0 if |ξ1|+ · · ·+ |ξn| > 2q −  for
some  > 0. That is, f has restricted support in the sense that arises in n-level density calculations
in a number theoretical context. Therefore∣∣∣eNz1ξ1+···+Nznξn∣∣∣ ≤ eNδ(2q−).(7.10)
Now consider sets D where |D| ≥ q. Then, as |<(d)| = δ, ∀d ∈ D, the exponential term in J∗(A)
above is bounded by ∣∣∣e−2N∑d∈D d∣∣∣ ≤ e−2Nδq.(7.11)
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Clearly then the product of these two factors in Equations 7.10 and 7.11 is also bounded∣∣∣eNz1ξ1+···+Nznξne−2N∑d∈D d∣∣∣ ≤ e−Nδ(7.12)
→ 0 as δ →∞.
It is significant that (7.12) tends to zero as δ goes to infinity because we know from Section 2.3
that we can shift the (δ) contours far to the right and the (−δ) contours far to the left without
encountering any poles of the integrand J∗(zK ∪ −zL) F (iz1, . . . , izn) of (7.6). Thus if F decays
fast enough as any z variable strays far from the real axis then (7.6) doesn’t change as the contours
are shifted to infinity. It can be shown as in [28] that all factors in the integrand other than those
considered in (7.12) can be bounded and in this way we see that any term with |D| ≥ q in (7.7)
contributes nothing to the integral. With this in mind we define
J∗q (A) =
∑
D⊆A
|D|<q
e
−2N ∑
δ∈D
δ
(−1)|D|
√
Z(D,D)Z(−D,−D)Y (D)
Y (−D)Z†(D−, D)2
×
∑
A/D=W1∪···∪WR
|Wr|≤2
R∏
r=1
HD(Wr).
(7.13)
When the support of f is limited to 2q, we can rewrite the result in Lemma 2.9 to give
Theorem 7.1. Let δ > 0 and
∫
(δ) indicate integration from δ− i∞ to δ+ i∞. Take F (x1, · · · , xn)
a holomorphic function of n variables such that
F (x1, · · · , xn) = F (±x1, · · · ,±xn) .(7.14)
and assume F (x1, · · · , xn) = f
(
Nx1
2pi , · · · , Nxn2pi
)
decays rapidly in each variable in horizontal strips.
With Φf defined as in Equation 7.8, let Φf (ξ1, · · · , ξn) = 0 if |ξ1| + · · · + |ξn| > 2q −  for some
 > 0. Then ∫
SO(2N)
∞∑
j1,··· ,jn=−∞
F (θj1 , · · · , θjn) dX
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
(δ)K
∫
(−δ)L
∫
(0)M
J∗q (zK ∪ −zL)F (iz1, · · · , izn) dz1 · · · dzn.
(7.15)
where HD(Wr), Y, Z are defined in Equations 2.27- 2.30 and J
∗
q (A) defined in Equation 7.13 above.
7.1.1. Special Case q = 1. We particularly want to consider the case q = 1 as the terms sim-
plify dramatically, and should allow for for immediate identification with the terms survive the
restrictions in the number theory case when the support is in (−2, 2).
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Consider Theorem 7.1 in the case that q = 1. Then in the sum within J∗q (A) the only valid term
is that which arises from D = ∅.
J∗1 (A) =
∑
D⊆A
|D|<1
e
−2N ∑
δ∈D
δ
(−1)|D|
√
Z(D,D)Z(−D,−D)Y (D)
Y (−D)Z†(D−, D)2
×
∑
A/D=W1∪···∪WR
|Wr|≤2
R∏
r=1
HD(Wr)
(7.16)
=
∑
A=W1∪···∪WR
|Wr|≤2
R∏
r=1
H∅(Wr)(7.17)
where
H∅ (Wr) =
−
z
′
z (2α) Wr = {α}(
z
′
z
)′
(α+ β) Wr = {α, β}.
(7.18)
7.2. Symplectic. We can calculate a similar result for the eigenangles of symplectic matrices. For
X an 2N × 2N symplectic matrix, we extend its eigenvalues as before
· · · θ−R ≤ θR+1 ≤ · · · ≤ θ0 ≤ θ1 ≤ · · · ≤ θR ≤ θR+1 ≤ · · ·(7.19)
where
θr+2kN = θr + 2pik.(7.20)
Take F (x1, · · · , xn) a holomorphic function of n variables such that
F (x1, · · · , xn) = F (±x1, · · · ,±xn) .(7.21)
Let δ > 0 and
∫
(δ) indicate integration from δ − i∞ to δ + i∞ and assume F (x1, · · · , xn) decays
rapidly in each variable in horizontal strips. Using Lemma 3.5 and the notation of Conrey and
Snaith [28] we can see that∫
USp(2N)
∞∑
j1,··· ,jn=−∞
F (θj1 , · · · , θjn) dX
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
(δ)|K|
∫
(−δ)|L|
∫
(0)|M|
J∗USp(2N) (zK ∪ −zL)F (iz1, · · · , izn) dz1 · · · dzn.
(7.22)
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where
J∗USp(2N)(A) =
∑
D⊆A
e
−2N ∑
δ∈D
δ
(−1)|D|
√
Z(D,D)Z(−D,−D)Y (D)
Y (−D)Z†(D−, D)2
×
∑
A/D=W1∪···∪WR
|Wr|≤2
R∏
r=1
HD(Wr)
(7.23)
and
HD(Wr) =

∑
d∈D
(
z
′
z
(α− d)− z
′
z
(α+ d)
)
+
z
′
z
(2α)
Wr = {α}
(
z
′
z
)′
(α+ β) Wr = {α, β}
1 Wr = ∅
(7.24)
We apply this with F (x1, · · · , xn) = f
(
Nx1
2pi , · · · , Nxn2pi
)
and as in the orthogonal case we write f
in terms of its Fourier transform.
Suppose that Φf (ξ1, · · · , ξn) = 0 if |ξ1|+ · · · |ξn| > 2q −  for some  > 0. Hence
e
(
− iNz1ξ1
2pi
− · · · − iNznξn
2pi
)
≤ eNδ(2q−).(7.25)
and considering sets D where |D| ≥ q in a similar manner to the orthogonal case above, we can see
the exponential term in J∗USp(2N)(A) is bounded by∣∣∣e−2N∑d∈D d∣∣∣ ≤ e−2Nδq.(7.26)
Hence the product of these two factors in Equations 7.25 and 7.26 is bounded by∣∣∣∣e(− iNz1ξ12pi − · · · − iNznξn2pi
)
e−2N
∑
d∈D d
∣∣∣∣ ≤ e−Nδ(7.27)
→ 0 as δ →∞.(7.28)
Define
J∗USp(2N),q(A) =
∑
D⊆A
|D|<q
e
−2N ∑
δ∈D
δ
(−1)|D|
√
Z(D,D)Z(−D,−D)Y (D)
Y (−D)Z†(D−, D)2
×
∑
A/D=W1∪···∪WR
|Wr|≤2
R∏
r=1
HD(Wr)
(7.29)
Thus we can deduce
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Theorem 7.2. Let δ > 0 and
∫
(δ) indicate integration from δ − i∞ to δ + i∞ Take F (x1, · · · , xn)
a holomorphic function of n variables such that
F (x1, · · · , xn) = F (±x1, · · · ,±xn) .(7.30)
and assume F (x1, · · · , xn) = f
(
Nx1
2pi , · · · , Nxn2pi
)
decays rapidly in each variable in horizontal strips.
With Φf defined as in Equation 7.8, let Φf (ξ1, · · · , ξn) = 0 if |ξ1| + · · · + |ξn| > 2q −  for some
 > 0. Then ∫
USp(2N)
∞∑
j1,··· ,jn=−∞
F (θj1 , · · · , θjn) dX
=
1
(2pii)n
∑
K∪L∪M={1,··· ,n}
(2N)|M |
×
∫
(δ)K
∫
(−δ)L
∫
(0)M
J∗USp(2N),q (zK ∪ −zL)F (iz1, · · · , izn) dz1 · · · dzn.
(7.31)
where J∗USp(2N),q(A),HD(Wr), Y, Z are defined as above.
7.2.1. Special Case q = 1. Again, we particularly want to consider when q = 1. Then in the sum
within J∗q (A) in Theorem 7.2 the only valid term is that which arises from D = ∅.
J∗1 (A) =
∑
D⊆A
|D|<1
e
−2N ∑
δ∈D
δ
(−1)|D|
√
Z(D,D)Z(−D,−D)Y (−D)
Y (D)Z†(D−, D)2
×
∑
A/D=W1∪···∪WR
|Wr|≤2
R∏
r=1
HD(Wr)
(7.32)
=
∑
A=W1∪···∪WR
|Wr|≤2
R∏
r=1
H∅(Wr)(7.33)
where
H∅ (Wr) =

z
′
z (2α) Wr = {α}(
z
′
z
)′
(α+ β) Wr = {α, β}.
(7.34)
8. Example Calculations
The purpose of this section is to explicitly calculate the 1 and 2-level density functions of zeroes of
families of L-functions of elliptic curves to illuminate the n-level density calculations in Section 5.5.
We will compare our solution with a previous result when n = 1 [48] and to the limiting behaviour of
random matrices when n = 2[16] to demonstrate that our results match up with current knowledge.
The sums of the form 0 < d ≤ X in this section are over fundamental discriminants.
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8.1. Calculation of SE1 . Let C− denote the path from −δ −∞ up to −δ +∞ and let C+ denote
the path from δ −∞ up to δ +∞. Let f be a holomorphic function of one variable such that
f (θ) = f (−θ) .(8.1)
Then
SE1 (f) =
∑
0<d≤X
χd(−M)ωE=1
∑
j>0
f(γj,d)(8.2)
where γj,d is the height of the jth zero of the L-function LE(s, χd). Then following the calculations
in Sections 5.5,
2(2pii)SE1 (f) =
(∫
C+
−
∫
C−
) ∑
0<d≤X
χd(−M)ωE=+1
L
′
E
LE
(
1
2
+ α, χd)f(−iα)dα(8.3)
=
∑
K∪L∪M
={1}
∫
CK+
∫
CL∪M−
(−1)|M | JE(zK ∪ −zL, zM )f(iz1)dz1(8.4)
=
∑
K∪L∪M
={1}
∫
CK+
∫
CL∪M−
(−1)|M | J∗E(zK ∪ −zL, zM )f(iz1)dz1
+O
(
X
1
2
+
)(8.5)
The final step follows from Theorem 5.2. We can move the integration onto the imaginary axis as
there are no poles when we only have a single variable. Hence
2(2pi)SE1 (f) =
∫ ∞
−∞
f(z)
[
J∗E (iz, ∅) + J∗E (−iz, ∅)(8.6)
−J∗E (∅, iz)
]
dz +O
(
X
1
2
+
)
,(8.7)
recalling that the definition of J∗E (A,B) is
J∗E (A,B) =
∑
0<d≤X
χd(−M)ωE=+1
∏
β∈B
ψ
′
ψ
(
1
2
+ β, χd)
∑
D⊆A
(√
M |d|
2pi
)− ∑
δ∈D
2δ
×
∏
δ∈D
Γ (1− δ)
Γ (1 + δ)
√
Zζ (D−, D−)Zζ (D,D)Yζ (D)
Z†ζ (D−, D)
2 Yζ (D−)
× (−1)|D|AE (D,D,D)
∑
A/D=
W1∪···∪WR
R∏
r=1
H˜D (WE)
(8.8)
ORTHOGONAL AND SYMPLECTIC n-LEVEL DENSITIES 73
where
H˜D (Wr) = HD (Wr) +AD,1 (Wr) +AD,2 (Wr) +AD,3 (Wr)(8.9)
HD (Wr) =

∑
δ∈D
(
ζ
′
ζ (1 + a− δ)− ζ
′
ζ (1 + a+ δ)
)
− ζ
′
ζ (1 + 2a) Wr = {a}
ζ
′
ζ (1 + a1 + a2) Wr = {a1, a2}
1 Wr = ∅
0 |Wr| ≥ 3
(8.10)
AD,i (Wr) =
∏
w∈Wr
∂
∂w
logAE,i (A,B,D)
∣∣∣∣∣
B=A
(8.11)
and AE , Zζ , Yζ etc defined as in Equations 5.11 - 5.14.
8.1.1. Checking SE1 against Known Results. We want to compare this with the result from [48]
where the authors use the ratios conjecture to calculate the one-level density for a family of elliptic
curves. They show agreement numerically between their formula and the empirical one-level density
of the zeros over a long range, in regimes where random matrix behaviour dominates and as the
arithmetic terms take over in importance.
Theorem 8.1 (Huynh, Keating and Snaith [48]). The 1-level density family of even quadratic
twists of the L-function of an elliptic curve with prime conductor M is
S˜1(f) =
1
2pi
∫ ∞
−∞
f(t)
∑
0<d≤X
χd(−M)ωE=1
(
2 log
(√
M |d|
2pi
)
+
Γ
′
Γ
(1 + it) +
Γ
′
Γ
(1− it)
+ 2
[
−ζ
′
ζ
(1 + 2it) +
L
′
E
LE
(
sym2, 1 + 2it
)
+B1E (it, it)
−
(√
M |d|
2pi
)−2it
Γ(1− it)ζ(1 + 2it)LE(sym2, 1− 2it)
Γ(1 + it)LE(sym2, 1)
BE(−it, it)

+O
(
X
1
2
+
)
(8.12)
where
S˜1(f) =
∑
0<d≤X
χd(−M)ωE=+1
∞∑
j=−∞
f(γj,d)(8.13)
for f , an even test function as described in (8.1). ωE is the sign from the functional equation of
LE(s) as described in Section 4.2, LE(sym
2, s) is the symmetric square L-function associated to
LE(s) and BE and B
1
E are arithmetic factors. The construction of the last three functions are
described in [48] (Note that BE, and B
1
E are called AE and A
1
E in Huynh et al’s paper, but we have
relabelled them to avoid confusion with our analytical terms.)
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We notice that S˜1(f) differs from our definition of S
E
1 (f) in (8.2), as S˜1(f) is a sum over all
zeros of the L-functions while SE1 (f) is only over the positive zeros. As we are restricting to even
L-functions ( i.e χd(−M)ωE = +1), we expect S˜1(f) = 2SE1 (f).
This result matches perfectly with SE1 (f). The term containing 2 log
(√
M |d|
2pi
)
+ Γ
′
Γ (1 + it) +
Γ
′
Γ (1− it) corresponds exactly to J∗E (∅, it). If we consider the parts of SE1 (f) corresponding to
J∗E (it, ∅) + J∗E (−it, ∅) when D = ∅ we get
∫ ∞
−∞
f(z)
∑
0<d≤X
χd(−M)ωE=1
AE (∅, ∅, ∅)
[
H˜∅({iz}) + H˜∅({−iz})
]
dz(8.14)
=
∫ ∞
−∞
f(z)
∑
0<d≤X
χd(−M)ωE=1
−ζ
′
ζ
(1 + 2iz)− ζ
′
ζ
(1− 2iz)(8.15)
+
3∑
j=1
AD,j({iz}) +AD,j({−iz})dz(8.16)
=
∫ ∞
−∞
f(z)
∑
0<d≤X
χd(−M)ωE=1
2
−ζ ′
ζ
(1 + 2iz) +
3∑
j=1
AD,j({iz})
 dz.(8.17)
This matches up with the term
2
[
−ζ
′
ζ
(1 + 2iz) +
L
′
E
LE
(
sym2, 1 + 2iz
)
+B1E(iz, iz)
]
(8.18)
in (8.12). In our definition of the Ratios Conjecture in Section 5.1, we defined the analytical term
AE to contain the
LE(sym2,1+2α)
LE(sym21+α+γ)
term that Huynh et al. separated out from their analytic term
BE . Checking the constructions of the Ratios Conjectures in their paper against ours, it is clear
that
∑
j AD,j({iz}) = L
′
E
LE
(
sym2, 1 + 2iz
)
+B1E(iz, iz).
All that remains is to check that the remaining terms in (8.12) match up to the terms in
J∗E (iz, ∅) + J∗E (−iz, ∅) where D 6= ∅. This is clear once we see from the construction of the
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arithmetic terms that LE(sym
2,1−2iz)
LE(sym2,1)
BE(−iz, iz) = AE({iz}, {iz}, {iz}). So
∫ ∞
−∞
f(z)
∑
0<d≤X
χd(−M)ωE=1
−(√M |d|
2pi
)−2iz
Γ(1− iz)
Γ(1 + iz)
ζ(1 + 2iz)AE({iz}, {iz}, {iz})
−
(√
M |d|
2pi
)2iz
Γ(1 + iz)
Γ(1− iz)ζ(1− 2iz)AE({−iz}, {−iz}, {−iz})
 dz
(8.19)
=
∫ ∞
−∞
f(t)
∑
0<d≤X
χd(−M)ωE=1
2
−(√M |d|
2pi
)−2iz
Γ(1− iz)
Γ(1 + iz)
ζ(1 + 2iz)
× LE(sym
2, 1− 2iz)
LE(sym2, 1)
BE(−iz, iz)
 dz.
(8.20)
Hence it is clear that our result in Theorem 5.11 for n = 1 agrees with the previous result in
Theorem 8.1.
8.2. Calculation of SE2 . As an further example, we demonstrate the calculation of the 2-level
density of zeroes of families of quadratic twist elliptic curve L-functions with even functional equa-
tion: a family with orthogonal symmetry. Let C− denote the path from −δ−∞ up to −δ+∞ and
let C+ denote the path from δ −∞ up to δ +∞. Let f be a holomorphic function of 2 variables,
such that
f (θ1, θ2) = f (±θ1,±θ2) .(8.21)
Then
SE2 (f) =
∑
0<d≤X
χd(−M)ωE=+1
∑
j1,j2>0
f(γj1,d, γj2,d)(8.22)
where γj,d is the jth zero of the L-function LE(s, χd). We know from Cauchy’s Residue Theorem
that
22(2pii)2SE2 (f) =
(∫
C+
−
∫
C−
)2 ∑
0<d≤X
χd(−M)ωE=+1
L
′
E
LE
(
1
2
+ α, χd)
L
′
E
LE
(
1
2
+ β, χd)f(−iα,−iβ)dαdβ.
(8.23)
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We note that the functional equation of LE(s, χd) can be arranged to give
L
′
E
LE
(1 − s, χd) =
ψ
′
ψ (s, χd)−
L
′
E
LE
(s, χd).
(2pii)2SE2 (f)
=
(∫
C+
)2 ∑
0<d≤X
χd(−M)ωE=+1
L
′
E
LE
(
1
2
+ α, χd
)
L
′
E
LE
(
1
2
+ β, χd
)
× f (−iα,−iβ) dαdβ
−
∫
C+
∫
C−
∑
0<d≤X
χd(−M)ωE=+1
(
ψ
′
ψ
− L
′
E
LE
)(
1
2
− α, χd
)
L
′
E
LE
(
1
2
+ β, χd
)
× f (−iα,−iβ) dαdβ
−
∫
C−
∫
C+
∑
0<d≤X
χd(−M)ωE=+1
L
′
E
LE
(
1
2
+ α, χd
)(
ψ
′
ψ
− L
′
E
LE
)(
1
2
− β, χd
)
× f (−iα,−iβ) dαdβ
+
∫
C−
∫
C−
∑
0<d≤X
χd(−M)ωE=+1
(
ψ
′
ψ
− L
′
E
LE
)(
1
2
− α, χd
)
×
(
ψ
′
ψ
− L
′
E
LE
)(
1
2
− β, χd
)
f (−iα,−iβ) dαdβ.
(8.24)
By the definition of JE(A,B) in (5.92), we can write this as
22(2pii)2SE2 (f)
=
(∫
C+
)2
(JE ({α, β}, ∅)) f(−iα,−iβ)dαdβ
−
∫
C+
∫
C−
(JE ({β, }, {−α})− JE({β,−α}, ∅)) f(−iα,−iβ)dαdβ
−
∫
C−
∫
C+
(JE ({α, }, {−β})− JE({α,−β}, ∅)) f(−iα,−iβ)dαdβ
+
(∫
C−
)2 [
JE (∅, {−α,−β})− JE ({−α}, {−β})
−JE ({−β}, {−α}) + JE ({−α,−β}, ∅)
]
f (−iα,−iβ) dαdβ.
(8.25)
Using Conjecture 5.2, we can replace the JE(A,B) with J
∗
E(A,B) in all of the integrals above.
In this section we regularly make use of the property that J∗E(A,B) = J
∗
E(A,B
−): because of the
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definition of ψ
′
ψ (1/2 + β, χd) in (5.66) the sign of the elements of B makes no difference.∑
K∪L∪M={1,2}
(−1)|M |
∫
CK+
∫
CL∪M−
J∗E (zK ∪ −zL, zM ) f(−iz1,−iz2)dz1dz2.(8.26)
The next step is to move the contours onto the imaginary axis. We recall that J∗E({α, β}) has
multiple poles as proved in Theorem 5.4. There is a pole at α = −β with residue J∗E({β}, ∅) +
J∗E({−β}, ∅)− J∗E(∅, {β}) and poles at α = 0 and β = 0 with residue 0. We then move these onto
the real axis and combine similar terms, noting that f(x, y) = f(±x,±y)
22(2pii)2SE2 (f)
= i2
(∫ ∞
−∞
)2 ∑
K∪L∪M
={1,2}
(−1)|M |J∗E (−izK ∪ izL,−izM ) f(z1, z2)dz1dz2
+ 4pii2
∫ +∞
−∞
(J∗E({iβ}, ∅) + J∗E({−iβ}, ∅)− J∗E (∅, {iβ})) f (β, β) dβ +O(X1/2+),
(8.27)
22(2pi)2SE2 (f)
=
(∫ ∞
−∞
)2 ∑
K∪L∪M
={1,2}
(−1)|M |J∗E (−izK ∪ izL,−izM ) f(z1, z2)dz1dz2
+ 22(2pi)2SE1 (f) +O(X
1/2+).
(8.28)
Given our definition of SE2 (f) at the beginning of this section, it is clear
SE2 (f) =
∑
0<d≤X
χd(−M)ωE=+1
∑
j1,j2>0
f(γj1,d, γj2,d)(8.29)
=
∑
0<d≤X
χd(−M)ωE=+1
∑∗
j1,j2>0
f(γj1,d, γj2,d) + S
E
1 (f)(8.30)
where
∑∗ means terms with repeated variables are excluded. Define
S∗2(f) =
∑
0<d≤X
χd(−M)ωE=+1
∑∗
j1,j2>0
f(γj1,d, γj2,d).(8.31)
This allows us to conclude that
S∗2(f) =
1
22(2pi)2
(∫ ∞
−∞
)2 ∑
K∪L∪M
={1,2}
(−1)|M |J∗E (−izK ∪ izL,−izM ) f(z1, z2)dz1dz2 +O(X1/2+)
(8.32)
as shown in Theorem 5.11.
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8.2.1. Comparing SE2 to known limiting behavior. Finally, we want to check that the limit of S
∗
2(f)
as X →∞ is as expected i.e. matches that of the orthogonal random matrices from [16]. With
(8.33) L = log
(√
MX
2pi
)
,
consider
lim
X→∞
1
X∗
∑
0<d≤X
χd(−M)ωE=+1
∑∗
j1,j2>0
f
(
γj1,dL
pi
,
γj2,dL
pi
)
,(8.34)
where γj,d is the imaginary part of the jth zero of LE(s, χd) on the critical line and
X∗ =
∑
0<d≤X
χd(−M)ωE=+1
1.(8.35)
From (8.32) we have
∑
0<d≤X
χd(−M)ωE=+1
∑∗
j1,j2>0
f
(
γj1,dL
pi
,
γj2,dL
pi
)
=
1
16pi2
(∫ ∞
−∞
)2 ∑
K∪L∪M={1,2}
(−1)|M |J∗E (−izK ∪ izL,−izM )
× f
(
z1
L
pi
, z2
L
pi
)
dz1dz2 +O(X
1/2+)
=
1
16L2
(∫ ∞
−∞
)2 ∑
K∪L∪M={1,2}
(−1)|M |J∗E
(
− ipizK
L
∪ ipizL
L
,− ipizM
L
)
× f (z1, z2) dz1dz2 +O(X1/2+).
(8.36)
We evaluate the resulting sum making the following two large X approximations. Firstly that
1
X
∑
0<d≤X
f(d) ∼ 1
X∗
∑
0<d≤X
χd(−M)ωE=+1
f(d).(8.37)
Secondly, by the Euler-Maclaurin formula [54]
1
X
∑
0<d≤X
f(d) ∼ 1
X
∫ X
0
f(t)dt.(8.38)
ORTHOGONAL AND SYMPLECTIC n-LEVEL DENSITIES 79
After the change of variables we will have a 1/L2 outside the integral so we are only interested
in the terms of order L2 and higher, as the other terms will become negligible as X →∞.
J∗E
(
∅,
{−piia
L
,
−piib
L
})
=
∑
0<d≤X
χd(−M)ωE=+1
ψ
′
ψ
(
1
2
− piia
L
, χd
)
ψ
′
ψ
(
1
2
− piib
L
, χd
)
(8.39)
where ψ (s, χd) = χd(−M)ωE
(
2pi√
M |d|
)2s−1 Γ( 32−s)
Γ(s+ 12)
is from the functional equation of LE(s, χd) and
so we recall
ψ
′
ψ
(
1
2
− s, χd
)
= −2 log
(√
M |d|
2pi
)
− Γ
′
Γ
(1 + s)− Γ
′
Γ
(1− s) .(8.40)
We have
1
X∗
J∗E
(
∅,
{−piia
L
,
−piib
L
})
∼ 1
X
∫ X
0
(
−2 log
(√
Mt
2pi
)
− Γ
′
Γ
(1 + a)− Γ
′
Γ
(1− a)
)
×
(
−2 log
(√
Mt
2pi
)
− Γ
′
Γ
(1 + b)− Γ
′
Γ
(1− b)
)
dt
∼ 4L2.
(8.41)
Next we note that for large X
(8.42) ζ
(
1 +
2piia
L
)
∼ L
2piia
and
(8.43)
ζ ′
ζ
(
1 +
2piia
L
)
∼ − L
2piia
,
and so consider terms of the form
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1
X∗
J∗E
({
piia
L
}
,
{−piib
L
})
=
1
X∗
∑
0<d≤X
χd(−M)ωE=1
−(√M |d|
2pi
)−2piia
L Γ(1− piiaL )
Γ(1 + piiaL )
ζ
(
1 +
2piia
L
)
AE
({
piia
L
})
−ζ
′
ζ
(
1 +
2piia
L
)
+A∅
({
piia
L
}) ψ′
ψ
(
1
2
− piib
L
, χd
)
(8.44)
∼
 1
X
∫ X
0
(√
Mt
2pi
)−2piia
L
2 log
(√
Mt
2pi
)
L
2piia
dt− 1
X
∫ X
0
2 log
(√
Mt
2pi
)
L
2piia
dt
(8.45)
∼ L
2
piia
(
e−2piia
1− 2piiaL
− 1
)
∼ L
2
piia
(
e−2piia − 1) ,(8.46)
where we recall that AE(D) = AE(D,D,D) and we have introduced AD(Wr) = AD,1(Wr) +
AD,2(Wr) + AD,3(Wr) (See Theorem 5.2 for definitions). We also use the fact that AE(D) = 1 if
all the elements of D have value zero.
So
(8.47)
1
X∗
J∗E
({
piia
L
}
,
{−piib
L
})
+
1
X∗
J∗E
({−piia
L
}
,
{−piib
L
})
= −4L2 sin(2pia)
2pia
Proceeding similarly with the other J∗E terms, and with the help of computer algebra, we can
show that
lim
X→∞
1
X∗
S∗2(f)
=
1
4
(∫ ∞
−∞
)2
f(θ1, θ2) det
2×2
KSO,even (θi, θj) dθ1dθ2
(8.48)
where
KSO,even(x, y) =
sin(pi(y − x))
pi(y − x) +
sin(pi(y + x))
pi(y + x)
.(8.49)
This is exactly the form of the kernel for correlations of eigenvalues of random matrices from
SO(2N) [16] and hence we have confirmed our result agrees with the conjectured limiting behavior
of the family of zeroes[57].
References
[1] M. Abramowitz and I.A. Stegun. Handbook of mathematical functions: with formulas, graphs, and mathematical
tables, volume 55. Dover publications, 55, 1965.
[2] M. W. Alderson and M. O. Rubinstein. Conjectures and experiments concerning the moments of L(1/2, χd).
Experimental Mathematics, 21(3):307–328, 2012.
[3] G. Arfken. Mathematical Methods for Physicists, 3rd edition Academic Press, San Diego, 1985
[4] E.W. Barnes, The theory of the G-function, Q. J. Math., 31:264–314, 1900.
ORTHOGONAL AND SYMPLECTIC n-LEVEL DENSITIES 81
[5] E.B. Bogomolny and J.P. Keating, Random matrix theory and the Riemann zeros I: three- and four-point
correlations, Nonlinearity, 8:1115–1131, 1995.
[6] E.B. Bogomolny and J.P. Keating. Gutzwiller’s trace formula and spectral statistics: beyond the diagonal ap-
proximation. Phys. Rev. Lett., 77(8):1472–1475, 1996.
[7] E.B. Bogomolny and J.P. Keating, Random matrix theory and the Riemann zeros II:n-point correlations, Non-
linearity, 9:911–935, 1996.
[8] E.B. Bogomolny and J.P. Keating. A method for calculating spectral statistics based on the random-matrix
universality with an application to the three-point correlations of the Riemann zeros. J. Phys. A, 46, 2013.
[9] E. Bombieri. Problems of the millennium: The Riemann hypothesis. Clay mathematical Institute, 2000.
[10] C. Breuil, B. Conrad, F. Diamond, and R. Taylor. On the modularity of elliptic curves over Q: wild 3-adic
exercises. Journal of The American Mathematical Society, 14:843–939, 2001.
[11] E. Bre´zin and S. Hikami, Characteristic polynomials of random matrices, Comm. Math. Phys., 214:111–135,
2000.
[12] D. Bump and A. Gamburd, On the averages of characteristic polynomials from classical groups, Comm. Math.
Phys., 265(1):227–274, 2006.
[13] J.S. Chahal and B. Osserman. The Riemann hypothesis for elliptic curves. The American Mathematical Monthly,
431-442, 2008.
[14] J.A. Cima and W.T. Ross The Cauchy Transform. J. Amer. Math. Soc., 125:57, 2006.
[15] J.B. Conrey. L-functions and random matrices. In B. Enquist and W. Schmid, editors, Mathematics Unlimited
2001 and Beyond, pages 331–352. Springer-Verlag, Berlin, 2001. arXiv:math.nt/0005300.
[16] J.B. Conrey. Notes on eigenvalue distributions for the classical compact groups. In F. Mezzadri and N.C. Snaith,
editors, Recent Perspectives in random matrix theory and number theory, pages 111–146. Cambridge University
Press, 2005.
[17] J.B. Conrey and D.W. Farmer. Mean Values of L-functions and Symmetry. Int. Math. Res. Notices,17:883–
908,2000.
[18] J.B. Conrey, D.W. Farmer, J.P. Keating, M.O. Rubinstein, and N.C. Snaith, Autocorrelation of random matrix
polynomials, Comm. Math. Phys., 237(3):365–395, 2003.
[19] J.B. Conrey, D.W. Farmer, J.P. Keating, M.O. Rubinstein, and N.C. Snaith. Integral moments of L-functions.
Proc. Lon. Math. Soc., 91:33–104, 2005.
[20] J.B. Conrey, D.W. Farmer, and M.R. Zirnbauer. Autocorrelation of ratios of characteristic polynomials and of
L-functions. preprint.
[21] J.B. Conrey, D.W. Farmer, and M.R. Zirnbauer. Autocorrelation of ratios of L-functions. Comm. Number Theory
and Physics, 2:593–636, 2008.
[22] J.B. Conrey, P.J. Forrester, and N.C. Snaith. Averages of ratios of characteristic polynomials for the compact
classical groups. Int. Math. Res. Not., 2005.
[23] J.B. Conrey and A. Ghosh On the Selberg class of Dirichlet series: small degrees Duke Math. J. 72(3): 673-695,
1993
[24] J.B. Conrey and A. Ghosh, Mean values of the zeta-function, iii, Proceedings of the Amalfi Conference on Analytic
Number Theory, Universita` di Salerno, 1992.
[25] J.B. Conrey and S.M. Gonek, High moments of the Riemann zeta-function, Duke Math. J., 107:577–604, 2001.
[26] J.B. Conrey and N.C. Snaith. Applications of the L-functions ratios conjectures. Proc. Lon. Math. Soc.,
94(3):594–646, 2007.
[27] J.B. Conrey and N.C. Snaith. Correlations of eigenvalues and Riemann zeros. Comm. Number Theory and
Physics, 2(3):477–536, 2008.
[28] J.B. Conrey and N.C. Snaith In Support of n-correlation Comm. Math. Phys., 330(2): 639–653, 2014.
[29] J.B. Conrey and N.C. Snaith. Triple correlation of the Riemann zeros. Journal de The´orie des Nombres de
Bordeaux, 20:61–106, 2008..
[30] A. Diaconu, D. Goldfeld, and J. Hoffstein, Multiple Dirichlet series and moments of zeta- and L-functions,
Compos. Math., 139(3):297–360, 2003.
[31] E. Duen˜ez and S.J. Miller. The low lying zeros of a GL(4) and a GL(6) family of L-functions. Compositio
Mathematica, 142(06):1403–1425, 2006.
[32] F.J. Dyson, Statistical theory of the energy levels of complex systems, i, ii and iii, J. Math. Phys., 3:140–175,
1962.
82 A.M. MASON AND N.C. SNAITH
[33] M. Eichler. Quaterna`re quadratische Formen und die Riemannsche Vermutung fu`r die Kongruenzzetafunktion.
Archiv Der Mathematik, 5:355–366, 1954.
[34] A. Entin, E. Roditty-Gershon, and Z. Rudnick. Low-lying zeros of quadratic Dirichlet L-functions, hyper-elliptic
curves and random matrix theory. Geom. and Func. Analysis, 23(4):1230–1261, 2013.
[35] D.W. Farmer Modeling families of L-functions In J.B. Conrey, D.W. Farmer, F. Mezzadri and N.C. Snaith,
editors, Ranks of elliptic curves and random matrix theory , pages 53–69. Cambridge University Press, 2007.
[36] D. Fiorilli and S. J. Miller. Surpassing the ratios conjecture in the 1-level density of Dirichlet L-functions. Algebra
and Number Theory, 9:13–52, 2015.
[37] A. Florea. Improving the error term in the mean value of L( 1
2
, χ) in the hyper elliptic ensemble. preprint,
arXiv:1505.03094.
[38] E. Fouvry and H. Iwaniec. Low-lying zeros of dihedral L-functions. Duke Math. J., 116:189–217, 2003.
[39] P. Gao. n-level density of the low-lying zeros of quadratic Dirichlet L-functions. PhD thesis, University of Michi-
gan, 2005.
[40] P. Gao n-level density of the low-lying zeros of quadratic Dirichlet L-functions Int. Math. Res. Not., 2014(6):1699–
1728, 2014
[41] J. Goes, S. Jackson, S.J. Miller, D. Montague, K. Ninsuwan, R. Peckner, and T. Pham. A unitary test of the
ratios conjecture. J.Number Theory, 130(10):2238–2258, 2010.
[42] A. M. Gu¨log˘lu. Low-lying zeros of symmetric power L-functions. Int. Math. Res. Not., 2005:517–550, 2005.
[43] G.H. Hardy and J.E. Littlewood, Contributions to the theory of the Riemann zeta-function and the theory of
the distribution of primes, Acta Math., 41:119–196, 1918.
[44] D.R. Heath-Brown. Prime number theory and the Riemann zeta-function. In F. Mezzadri and N.C. Snaith,
editors, Recent Perspectives in random matrix theory and number theory, pages 1–30. Cambridge University
Press, 2005.
[45] D.A. Hejhal, On the triple correlation of zeros of the zeta function, Int. Math. Res. Not., 7:293–302, 1994.
[46] C.P. Hughes and S.J. Miller. Low-lying zeros of L-functions with orthogonal symmetry. Duke Math. J., 136:115–
172, 2007.
[47] C.P. Hughes and Z. Rudnick. Linear statistics of low-lying zeros of L-functions. Quart. J. Math, 54:309–333,
2003.
[48] D.K. Huynh, J.P. Keating, and N.C. Snaith. Lower order terms for the one-level density of elliptic curve L-
functions. J. Number Theory, 129:2883–2902, 2009.
[49] D.K. Huynh, S.J. Miller, and R. Morrison. An elliptic curve test of the L-function ratios conjecture. J. Number
Theory, 131:1117–1147, 2011.
[50] A. Diaconu and D. Goldfeld and J. Hoffstein. Multiple Dirichlet series and moments of zeta- and L-functions.
Compos. Math.,139(3):297-360, 2003.
[51] A.E. Ingham, Mean-value theorems in the theory of the Riemann zeta-function, Proc. London Math. Soc. (2),
27:273–300, 1926.
[52] H. Iwaniec and E. Kowalski. Analytic number theory. J. Amer. Math. Soc., 53, 2004.
[53] H. Iwaniec, W. Luo, and P. Sarnak. Low lying zeros of families of L-functions. Inst. Hautes E´tudes Sci. Publ.
Math., 91:55–131, 2000.
[54] A. Jeffrey and H.H. Dai. Handbook of mathematical formulas and integrals. Academic Press, 2008.
[55] M. Jutila. On the mean value of L(1/2, χ) for real characters. Analysis, 1(2):149–161, 1981.
[56] N.M. Katz and P. Sarnak. Random Matrices, Frobenius Eigenvalues and Monodromy. American Mathematical
Society Colloquium Publications, 45. American Mathematical Society, 1999. Providence, Rhode Island.
[57] N.M. Katz and P. Sarnak. Zeroes of zeta functions and symmetry. Bulletin-American Mathematical Society,
36:1–26, 1999.
[58] J.P. Keating and N.C. Snaith. Random matrices and L-functions. J. Phys. A: Math. Gen., 36(12):2859–81, 2003.
[59] J.P. Keating and N.C. Snaith, Random matrix theory and L-functions at s = 1/2, Comm. Math. Phys, 214:91–
110, 2000.
[60] J.P. Keating and N.C. Snaith, Random matrix theory and ζ(1/2 + it), Comm. Math. Phys., 214:57–89, 2000.
[61] N. Koblitz Introduction to elliptic curves and modular forms. Springer, 1993.
[62] S. G. Krantz. Function theory of several complex variables, 2nd edition. Wiley New York, 1982.
[63] E.G. Ladopoulos Universal Fracture Mechanics by the Generalized Sokhotski-Plemelj Formulas for Finite-Part
Singular Integrals Universal Journal of Fracture Mechanics, 1:17-26, 2013
ORTHOGONAL AND SYMPLECTIC n-LEVEL DENSITIES 83
[64] J. Levinson and S.J. Miller The n-level densities of low-lying zeros of quadratic Dirichlet L-functions Acta
Arithmetica, 161(2):145–182, 2013
[65] A. M. Mason. Correlations of zeros of families of L-functions with orthogonal or symplectic symmetry. PhD
thesis, University of Bristol, 2013.
[66] M.L. Mehta. Random Matrices, 3rd edition. Elsevier, Amsterdam, 2004.
[67] S.J. Miller. One- and two-level densities for rational families of elliptic curves: evidence for the underlying group
symmetries. Compos. Math., 140:952–992, 2004.
[68] S.J. Miller. A symplectic test of the L-functions ratios conjecture. Int. Math. Res. Not., 2008. article ID rnm
146, arXiv:0704.0927.
[69] S.J. Miller. An orthogonal test of the L-functions ratios conjecture. Proc. London Math. Soc., 99:484–520, 2009.
arXiv:0805.4208.
[70] S.J. Miller and D. Montague. An orthogonal test of the L-functions ratios conjecture, II. Acta Arithmetica,
146(1):53–90, 2011.
[71] S.J. Miller and R. Peckner. Low-lying zeros of number field L-functions. J. Number Theory,132:2866–2891, 2012.
[72] H.L. Montgomery. The pair correlation of zeros of the zeta function. Proc. Symp. Pure Math, 24:181–193, 1973.
[73] A.M. Odlyzko, The 1020th zero of the Riemann zeta function and 70 million of its neighbors, preprint, 1989,
http://www.dtc.umn.edu/˜odlyzko/unpublished/index.html.
[74] A.E. Ozluk and C. Snyder. On the distribution of the nontrivial zeros of quadratic L-functions close to the real
axis. Acta Arithmetica-Warszawa, 91(3):209–228, 1999.
[75] , J. Plemelj. Ein erga¨nzungssatz zur Cauchyschen integraldarstellung analytischer funktionen, randwerte betre-
ffend. Monatshefte fu¨r Mathematik, 19: 205-210 (1908)
[76] G. Ricotta and E. Royer. Lower order terms for the one-level densities of symmetric power L-functions in the
level aspect. Acta Arithmetica, 141(2):153–170, 2010.
[77] E. Royer. Petits ze´ros de fonctions L de formes modulaires. Acta Arithmetica, 99(2):147–172, 2001.
[78] M.O. Rubinstein. Evidence for a spectral interpretation of the zeros of L-functions. PhD thesis, Princeton
University, 1998.
[79] M. Rubinstein. Low-lying zeros of L-functions and random matrix theory. Duke Math. J., 109(1):147–181, 2001.
[80] Z. Rudnick and P. Sarnak. Zeros of principal L-functions and random matrix theory. Duke Math. J, 81:269–322,
1996.
[81] G. Shimura. Introduction to the arithmetic theory of automorphic functions. Princeton University Press, 1971.
[82] J.H. Silverman. The arithmetic of elliptic curves Springer, 2009.
[83] N.C. Snaith. Riemann zeros and random matrix theory. Milan Journal of Mathematics, 78(1):135–152, 2010.
Conference: 1st School of the Riemann-International-School-of-Mathematics Location: Verbania, Italy. Date:
April 19-24, 2009
[84] Y. V. Sokhotski On definite integrals and functions utilized for expansions into series. St Petersburg, 1873
[85] K. Soundararajan. Non-vanishing of quadratic Dirichlet L-functions at s = 1
2
. Ann. of Math., 152(2):447–488,
2000.
[86] R. Taylor and A. Wiles. Ring-theoretic properties of certain Hecke algebras. The Annals of Mathematics, 141:553–
572, 1995.
[87] L.C. Washington. Elliptic curves: number theory and cryptography. Chapman and Hall/CRC, 2008.
[88] A. Wiles. Modular elliptic curves and Fermat’s last theorem. The Annals of Mathematics, 141:443–551, 1995.
[89] M.P. Young. Low-lying zeros of families of elliptic curves. J. Amer. Math. Soc., 19(1):205–250, 2006.
[90] M.P. Young. The third moment of quadratic Dirichlet L-functions. Sel. Math. New. Ser., 19:509–543, 2013.
[91] Q. Zhang. On the cubic moments of quadratic Dirichlet L-functions Math. Res. Lett., 12:413–424, 2005
NDM Experimental Medicine, University of Oxford, John Radcliffe Hospital, Oxford, OX3 9DU,
United Kingdom
E-mail address: amy.mason@ndm.ox.ac.uk
School of Mathematics, University of Bristol, Bristol, BS8 1TW, United Kingdom
E-mail address: N.C.Snaith@bris.ac.uk
