In the current article, we use a fixed point alternative theorem to establish the HyersUlam stability and also the superstability of a ternary quadratic derivation on ternary Banach algebras and C*-ternary rings which is introduced in Shagholi et al. As it is extensively discussed in [11], the full description of a physical system S implies the knowledge of three basic ingredients: the set of the observables, the set of the states and the dynamics that describes the time evolution of the system by means of the time dependence of the expectation value of a given observable on a given statue. Originally the set of the observables were considered to be a C*-algebra [12] . In many applications, however, this was shown not to be the most convenient choice, and so the C*-algebra was replaced by a Von Neumann algebra. This is because the role of the representation turns out to be crucial, mainly when long range interactions are
Introduction
A basic question in the theory of functional equations is as follows: when is it true that a function, which approximately satisfies a functional equation, must be close to an exact solution of the equation? If the problem accepts a unique solution, we say the equation is stable. Also, if every approximately solution is an exact solution of it, we say the functional equation is superstable (see, [1] ). The first stability problem concerning group homomorphisms was raised by Ulam [2] and affirmatively solved by Hyers [3] . In [4] , Rassias generalized the Hyers result to approximately linear mappings. Lastly, Gajda [5] answered the question for another case of linear mapping, which was rased by Rassias. This new concept is known as Hyers-Ulam-Rassias stability of functional equations (see, [6] ).
The functional equation f(x + y) + f(x -y) = 2f(x) + 2f(y) is called quadratic functional equation. In addition, every solution of the above equation is said to be a quadratic mapping. A Hyers-Ulam stability problem for the quadratic functional equation was proved by Skof [7] for mappings f: X Y, where X is a normed space and Y is a Banach space. Later, Czerwik [8] proved the Cauchy-Rassias stability of the quadratic functional equation. Since then, the stability problems of various functional equation have been extensively investigated by a number of authors (for instances, [9, 10] ).
As it is extensively discussed in [11] , the full description of a physical system S implies the knowledge of three basic ingredients: the set of the observables, the set of the states and the dynamics that describes the time evolution of the system by means of the time dependence of the expectation value of a given observable on a given statue. Originally the set of the observables were considered to be a C*-algebra [12] . In many applications, however, this was shown not to be the most convenient choice, and so the C*-algebra was replaced by a Von Neumann algebra. This is because the role of the representation turns out to be crucial, mainly when long range interactions are involved. Here we used a different algebraic structure. A ternary Banach algebra is a complex Banach space A equipped with a ternary product (x, y, z) [14] proved the stability of ternary quadratic derivations on ternary Banach algebras. Also Moslehian had investigated the stability and the superstability of ternary derivations on C*-ternary rings [15] . Zhou Xu et al. [16] used the fixed point alternative (Theorem 4.2 of current article) to establish Hyers-Ulam-Rassias stability of the general mixed additive-cubic functional equation, where functions map a linear space into a complete quasi fuzzy p-normed space. The generalized HyersUlam stability of an additive-cubic-quartic functional equation in NAN-spaces is also proved by using the mentioned theorem in [17] .
In this article, we prove the Hyers-Ulam stability and the superstability of ternary quadratic derivations on ternary Banach algebras and C*-ternary rings associated with the quadratic functional equation f(x + y) + f(x -y) = 2f(x) + 2f(y) using this fixed point theorem.
4 Stability of ternary quadratic derivations Throughout this article, for a ternary Banach algebra (or C*-ternary ring) A , we
Definition 4.1 Let A be a ternary Banach algebra or C*-ternary ring. Then a mapping D : A → A is called a ternary quadratic derivation if it is a quadratic mapping that satisfies
for all x, y, z ∈ A . It is proved in [18] that for the vector spaces X and Y and the fixed positive integer k, the map f: X Y is quadratic if and only if the following equality holds:
for all x, y X. Also, we can show that f is quadratic if and only if for a fixed positive integer k, we have
for all x, y X. Before proceeding to the main results, to achieve our aim, we need the following known fixed point theorem which has been proven in [19] . there exists a natural number n 0 such that:
(ii) the sequence {J n x} converges to a fixed point y* of J;
(iii) y* is the unique fixed point of J in the set = {y ∈ : d(J n 0 x, y) < ∞} ;
In the following theorem, we prove the Hyers-Ulam stability of ternary quadratic derivation on C*-ternary rings. 
for all μ T = {μ C: |μ| = 1} and for all a, b, x, y, z ∈ A . If there exists a constant
for all a, b, x, y, z ∈ A , then there exists a unique ternary quadratic derivation
for all a ∈ A , where ψ(a) = (a, 0, 0, 0, 0). Proof. It follows from (3) that
for all a, b, x, y, z ∈ A . Putting μ = 1, b = 0 and replacing a by 2a in (1), we have
for all a ∈ A , and so
for all a ∈ A . We consider the set := {h : A → A|h(0) = 0} and introduce the generalized metric on X as follows:
if there exist such constant K, and d(h 1 ,h 2 ) = ∞, otherwise. One can show that (Ω,d) is complete. We now define the linear mapping J: Ω Ω by
for all a ∈ A . Given h 1 , h 2 Ω, let K R + be an arbitrary constant with
for all a ∈ A . Substituting a by 2a in the inequality (9) and using the equalities (3) and (8), we have
for all a ∈ A , and thus d(Jh 1 ,Jh 2 ) ≤ KM. Therefore, we conclude that d(Jh 1 ,Jh 2 ) ≤ Md (h 1 , h 2 ) for all h 1 , h 2 Ω. It follows from (7) that
By the part (iv) of Theorem 4.2, the sequence {J n f} converges to a unique fixed point
for all a ∈ A . By Theorem 4.2 and (10), we have
The last inequality shows that (4) holds for all a ∈ A . Replace 2 n a and 2 n b by a and b, respectively. Now, dividing both sides of the resulting inequality by 2 n , and letting n goes to infinity, we obtain
for all a, b ∈ A and l T. Putting μ = 1 in (12) we have
for all a, b ∈ A . Hence D is a quadratic mapping by [18, Proposition 1] . Replacing 2 n x, 2 n y, 2 n z by x, y, z, respectively, in (2), we obtain
Now, the inequality (14) shows that
By (5), the right hand side of the above inequality tends to zero as n
for all x, y, z ∈ A . Therefore D is a ternary quadratic derivation. Corollary 4.4 Let p, θ be non negative real numbers such that p < 2 and let f be a mapping on a C*-ternary ring A with f(0) = 0 and
for all μ T = {μ C: |μ| = 1} and for all a, b, x, y, z ∈ A . Then there exists a unique ternary quadratic derivation D : A → A satisfying
for all a ∈ A . Proof. The result follows from Theorem 4.3 by putting j(a, b, x, y, z) = θ(||a|| p + ||
Now, we establish the superstability of ternary quadratic derivations on C*-ternary rings as follows:
Corollary 4.5 Let p, θ be the nonnegative real numbers with 3p < 2 and let f be a mapping on a C*-ternary ring A and
for all μ T = {μ C: |μ| = 1} and for all a, b, x, y, z ∈ A . Then f is a ternary quadratic derivation on A .
Proof. Putting a = b = 0 in (19), we get f(0) = 0. Now, if we put b = 0, μ = 1 and replace a by 2a in (19) , then we have f(2a) = 4f(a) for all a ∈ A . It is easy to see by induction that f(2 n a) = 4 n f(a), and so f (a) = f (2 n a)
4 n for all a ∈ A and n N. 
for all μ T = {μ C: |μ| = 1} and for all a, b, x, y, z ∈ A . If there exists a constant m (0, 1) such that
for all a ∈ A , where ψ(a) = j(a, a, 0, 0, 0). Proof. Using condition (23), we obtain
for all a, b, x, y, z ∈ A . Letting μ = 1, a = b, and replacing a by 2a in (21), we get
for all a ∈ A . By the last inequality, we have 
for all a ∈ A . For arbitrary elements g, h Ω and C (0, ∞) with d(g, h) ≤ C, we have
for all a ∈ A . Replacing a by 2a in the inequality (28) and using (23) and (27), we have 
