External query execution cost modeling using query execution feedback has found its way in various database applications such as admission control and query scheduling. Existing techniques in general fall into two categories, plan-level cost modeling and operatorlevel cost modeling. It has been shown in the literature that operatorlevel cost modeling can often significantly outperform plan-level cost modeling. In this paper, we study operator-level cost modeling from a robustness perspective. We address two main challenges in practice regarding limited execution feedback (for certain operators) and mixed cost estimates due to the use of multiple cost modeling techniques. We propose a framework that deals with these issues and present a comprehensive analysis of this framework. We further provide a case study to demonstrate the efficacy of our framework in the context of index tuning, which is itself a new application of external cost modeling techniques.
INTRODUCTION
In recent years, there is substantial work that tries to provide more accurate estimate for query execution cost [3, 4, 15, 17, 20, 26, 27] . Unlike early work that mainly focuses on improving cost estimates inside the optimizer (prominently, via improved cardinality estimates), this line of work chose to sit outside the query optimizer. That is, the cost models proposed in this work are external to the query optimizer and have no impact on its plan choice. The effectiveness of these external cost models has been demonstrated in various applications such as admission control [24] and query scheduling [2] . However, their applications in other areas, such as query optimization and index tuning, remain limited.
Existing external cost modeling approaches can in general fall into two categories: plan-level and operator-level modeling. In plan-level modeling, one first converts the entire query plan into a feature vector and then trains a machine learning model that learns the relationship between the feature vector and the corresponding plan execution time. In operator-level modeling, one applies the same idea to -instead of the entire plan -each individual operators. The estimated operator costs are then combined (e.g., summed up) to generate the estimated cost of the entire plan. As was shown in previous work [4, 20] , operator-level modeling can often significantly outperform plan-level modeling. There are, however, three major challenges in operator-level modeling.
(Challenge 1: Appropriate Training) Operator-level models require appropriate training before they could be effective. This then raises a question about training data -on which dataset should we train the models? A premise underlying these (and any) learningbased models is that the training set should be representative for the workload. As was demonstrated in previous work [4] , learningbased models are much better if they are trained and tested over the same database and workload (see Section 2.1 for more details). Therefore, the training data set needs to be harvested from past execution history over the same database.
(Challenge 2: Limited Execution Feedback) Previous work on learning-based models presumes the availability of sufficient training data, which is often not the case in a real production setting. That is, it rarely happens that abundant execution information about a workload is available, especially for interactive workloads that often contain lots of ad-hoc queries.
(Challenge 3: Mixed Cost Estimates) Operator-level modeling requires training a model for each operator that may appear in a query execution plan. Given the scarcity of past execution feedback, it is unlikely that each model can receive similar amount of training data. For instance, for a database that contains very few or no indexes, the query execution plans may contain much fewer index-based nested-loop joins compared to hash joins. Therefore, in general we may have little (or even no) execution feedback for certain operators. Training models for such operators is impossible and a natural solution is fallback to optimizer's cost estimates. Then, however, how do we combine cost estimates made by different modeling approaches? Note that the cost estimates may even have different semantics. For example, external cost models usually target elapsed time or resource consumption such as CPU time, whereas optimizer's cost estimates are often more "abstract" and may not have concrete semantics. In such situations, we cannot directly combine them (e.g., by adding them up).
With the above challenges in mind, in this paper we propose a simple yet general framework that operates on top of limited execution feedback, which consists of three steps. First, we identify a set of backbone operators that serve as workhorse for almost all workload queries yet have relatively abundant execution feedback. In this work, we focus on using leaf operators, such as table scans, index scans, and index seeks, as backbone operators, though it is straightforward to include other operators such as joins. The reason for this choice is obvious: Regardless of which query plan the optimizer chooses for a given query, it always accesses the same tables, whereas the internal operators such as joins can be quite different (e.g., different join orders may be chosen). Feedback information such as input/output cardinality is therefore more likely reusable across query plans for leaf operators, which results in more reliable models. Second, we build an external cost model for each leaf operator using existing techniques, and use the models to estimate costs for leaf operators in each query plan. Third, we combine the cost estimates made by external cost models for the leaf operators with the optimizer's cost estimates for the internal operators, using a straightforward yet principled technique.
To understand when this framework can work and when it may not work, we further conduct a theoretical analysis. Our analysis reveals that the effectiveness of this framework depends on how overwhelming the (diversity or variation in the) amount of work done by the backbone operators compared with the other operators.
(Paper Organization) The rest of the paper is organized as follows. We study the practical challenges of utilizing execution feedback in detail, and propose a general framework that addresses these challenges (Section 2). We next present an analysis of the framework in Section 3. In Section 4, we further present a case study of the applicability of the proposed framework in the context of index tuning. We summarize related work in Section 5 and conclude the paper in Section 6.
THE FRAMEWORK
The high-level idea of utilizing execution feedback to build external, operator-level cost models is clear. However, as was discussed in the introduction, there are several practical challenges that may limit the effectiveness of the cost models. In the following, we start by understanding these challenges, in retrospect, from lessons learned by previous work. We then propose a general framework that addresses these challenges and present a specific implementation that will be evaluated in our experiments.
Challenges of Utilizing Feedback
Existing external cost modeling techniques all rely on certain degree of "learning." In the literature, people have been trying either plan-level or operator-level cost modeling techniques. It has been shown that operator-level modeling is superior to plan-level modeling when workload drifts [4] . Nonetheless, operator-level modeling is still sensitive to the training data in use.
Lessons from Previous Work. To illustrate this sensitivity, we studied the results reported by [20] , which, as far as we know, represents the state-of-the-art operator-level modeling. The authors of [20] compared various operator-level modeling techniques in their experimental evaluation. We observe the following two facts from their comparison results.
First, if we train and test the models using the same workload, the estimation accuracy is quite good even in the presence of cardinality estimation errors. The authors of [20] used the TPC-H benchmark to train and test the models, and found that more than 80% of the test cases have a ratio error below 1.5 (i.e., 50% relative error), and the percentage can be improved to 90% if true cardinality information is available.
Second, if we train and test the models over different workloads, the estimation accuracy drops dramatically. The authors of [20] used the TPC-H benchmark to train the models and tested the models on the TPC-DS benchmark as well as two real workloads. Based on their reported results, only 30% of the test cases now have a ratio error below 1.5 on TPC-DS, and the percentage is about 40% on the two real workloads. However, if true cardinality information is available, the percentage can be improved to 70% over all the three workloads. Unfortunately, true cardinality information is usually not available for queries in the testing set, and previous work has reported worse results if true/estimated cardinalities are used in training whereas estimated/true cardinaities are used in testing [4] .
The above observations suggest that operator-level modeling approaches are sensitive to the training set. Only if the testing queries are drawn from the same training workload should we expect good estimation accuracy. Cardinality estimation error remains one of the major factors that prevent better generalization of the models accross different workloads: Fixing cardinality errors can give us a lift between 30% and 40% in terms of the ratio-error metric. Interestingly, within the same workload cardinality errors do not have significant impact on model estimation accuracy. This has also been evidenced by other previous work [4] . One intuition for this is that cardinality estimation errors depend on the difference between query optimizer's presumed data distribution and the actual data distribution. As long as this difference is consistent across different queries over the same database, cardinality estimation errors are like systematic biases that could be accounted for by the models learnt from training data. This is, however, usually not the case across workloads over different databases, and therefore the biases have to be learnt again by the model.
Discussion.
Lessons from previous work suggest that it may be too ambitious to expect an external cost model that works "everywhere." A more realistic approach is to learn a cost model for a fixed database and workload, which, as has been demonstrated by various previous work, can outperform optimizer's cost estimates (with some naive scaling). An even more interesting observation here by previous work is that the specific machine learning models do not matter too much on a fixed database and workload, as long as they capture both the linear and nonlinear factors in cost modeling [4, 20, 27] .
Moreover, this approach is sensitive to the amount of execution feedback we possess, the collection of which may be expensive in many situations. In the worst case, we may not even have any feedback so it is equivalent to using optimizer's cost estimates.
Insufficient Feedback and Mixed Cost Estimates. The above discussion naturally raises questions about insufficient feedback. It is quite likely that we do not have enough feedback to train models for certain operators. A natural solution is to use optimizer's cost estimates for such operators. This results in a new challenge of combining two different types of cost estimates. EXAMPLE 1. To understand the issue of mixed cost estimates better, we present an annotated query execution plan as a running example in Figure 1 . Here R, S, and T are tables, whereas O1 to O5 are physical operators. We annotate each operator with its type and estimated cost. In this example, the cost estimates for O1, O2, and O3 come from external cost models, which indicate the estimated CPU time of these operators. On the other hand, the cost estimates for O4 and O5 are made by the optimizer, which use some abstract metric and do not have concrete semantics.
A General Framework
We propose a general framework to address the challenge of mixed cost estimates that naturally arises in the presence of insufficient execution feedback. Algorithm 1 presents the details. We summarize the notation in Table 1 . The main idea here for combining mixed cost estimates is simple. We choose one "pivot" operator o pivot from the operators with execution feedback (line 2). We use the execution cost of o pivot as a baseline, and compute the relative cost
for any operator o in the given plan P where we have an external operator-level cost model. We then scale the relative cost back using opt-cost(o pivot ). For any operator in P without sufficient feedback (i.e., we have not built a usable external cost model), we simply use the optimizer's cost estimate for it (lines 3 to 10). EXAMPLE 2. Continue with the running example in Figure 1 . Given the three operators O1 to O3 with available execution feedback, suppose that we choose O3 as the pivot operator. Assume that the external cost models for table scans, index scans, and index seeks are perfect, i.e., for any such operator o we would have ext-cost(o) = act-cost(o). The relative costs of O1, O2, and O3 can then be easily computed: The above procedure relies on the following assumption: ASSUMPTION 3. The cost estimates made by external cost models are comparable and the relative costs are well defined. The same holds for optimizer's cost estimates.
In other words, Assumption 3 states that the semantics of cost estimates produced by the same model should be consistent: If a cost model estimates CPU time for one operator then it should do the same for the others. In theory, a cost model is not required to conform to this restriction. For example, we could have a cost model that estimates the number of IO's for table scans whereas estimates the CPU time for hash joins. We are not aware of such cost models in practice and do not consider them in this paper. Moreover, if a cost model needs to produce a single number (instead of a vector of numbers) as its cost estimate at the operator level, then it has to be consistent; otherwise it is unclear how to combine the operatorlevel cost estimates at the plan level.
Remarks. Two remarks are in order. First, Algorithm 1 does not specify how to pick the pivot operator o pivot . In theory, we could pick any operator with execution feedback. However, it is clear that the choice of o pivot has impact on the estimated cost, because we use opt-cost(o pivot ) as the scaling factor when combining with optimizer's cost estimates. We study this impact in Section 3.
Second, Algorithm 1 assumes that the external models are already built and fixed. This should not be the case in reality. As we accumulate execution feedback, it makes sense to train the models again. Moreover, it is likely that operators lack of external cost modeling initially can catch up if enough feedback is available. As a result, the inputs O and M will change dynamically.
Implementation
Even if the inputs O and M are fixed, we still need to select the set O. In general, the selection depends on several factors:
• First, the operators in O should have sufficient amount of execution feedback. It is unlikely that we can train a promising model with little training data.
• Second, as cardinality information is used as one prominent feature in almost all existing operator-level cost modeling techniques, the operators in O should have relatively robust cardinality estimates.
• Third, the operators should cover significant amount of work performed by an arbitrary query plan. Otherwise, even if we can have perfect cost estimates for these operators, the impact on the overall cost estimate of the query plan is limited.
We therefore propose to focus on leaf operators, including table scans, index scans, index seeks, and so on (depending on specific database systems), which meet the above three criteria well. Nonetheless, there is no mandatory reason to exclude internal operators, though the decision is more workload-dependent. For example, for workloads with little data correlation, cardinality estimation errors may not be severe and thus it is convincing to also 
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include join operators into O if they have enough feedback. In the rest of the paper, we call the operators in O the backbone operators.
ANALYSIS
In this section, we present analysis of the framework illustrated in Algorithm 1. We first discuss target performance metrics and then formalize the problem we will study. Based on our problem formulation, we provide answers to the following questions:
• When does the approach work and when may it not work?
• What can impact its performance and how can we improve?
Performance Metrics
The first question is how to measure the performance of our approach. One could aim for reducing cost estimation errors, just like previous work on external cost modeling. However, in many applications such as query optimization or index tuning, we are not very interested in the specific numbers returned by cost models, because we only care about whether we can compare query plans based on these numbers (i.e., estimated plan costs). Therefore, as far as we can distinguish plans by their relative costs we are satisfied. For example, we perhaps only need to know that one plan is 20% better/cheaper than the other one. This suggests that we primarily consider the correlation between the cost estimates and the actual costs of the plans. Therefore, we use the well-known Pearson correlation coefficient (Pearson CC) as our performance metric.
Problem Formulation
Throughout this section, assume that we use leaf operators as the backbone operators, for which we have external cost models built using execution feedback. We present the notation we will use in the following analysis in Table 2 .
We use P , L, and I to represent the total CPU time spent on the whole plan, the leaf operators, and the internal operators, respectively. Clearly, P = L + I, where
and
Similarly, P = L + I , where, by Algorithm 1,
To simplify our analysis, assume that the external cost models are perfect, namely, ext-cost(o) = act-cost(o) for any o ∈ L. (We will study the impact of cost modeling errors later.) Moreover, define a constant
By Equation 4 , it follows that
Correlation Analysis
We are interested in the Pearson correlation coefficient ρ(P, P ) between P and P . Based on the previous formulation, we have
With the notation in Table 2 , we can prove the following lemma. 
PROOF. By Equation 8, we have
By the definition of covariance,
Using simple arithmetic calculation, we can obtain Cov(L+I, λL+I ) = λσ 2 L +λ·Cov(L, I)+Cov(L, I )+Cov(I, I ). On the other hand, by the definition of variance, 
Dividing both the numerator and the denominator by σI σ I ,
This completes the proof of the lemma.
We can have several interesting observations based on Lemma 4. First, we have the following lower bounds for ρ that only depend on η and η (Theorem 5 and Corollary 6).
As a result, it follows that
This completes the proof the theorem.
The proof is very similar and thus omitted. Clearly, g(η, η ) > f (η, η ). Intuitively, positive α, β, and γ suggest positive correlations between L, I, and I , which is usually the case in real workloads (see Section 3.3.2). Based on Theorem 5 and Corollary 6, we immediately have the following important observation:
That is, when both η and η are sufficiently large, we should expect very strong correlation between the estimated cost (using Algorithm 1) and the actual cost of a plan. More generally, it is easy to see both f (η, η ) and g(η, η ) are increasing functions with respect to η and η . This implies that we need to increase both η and η to improve ρ.
Improve Correlation
. σL and σI are standard deviation of the actual leaf and internal operator CPU time, whereas σ I is the standard deviation of the optimizer's estimated internal cost. All three are constants for a given workload so we cannot change η in Algorithm 1. On the other hand, η depends on λ as well, which depends on our choice of the pivot operator. Because η increases as λ increases, it suggests that we should pick the pivot operator that maximizes λ, as defined by Equation 6. Algorithm 2 presents the details of our selection strategy for the pivot operator based on this idea. 
A Study of Real Workloads
While the previous analysis characterizes the connection between ρ, η, and η , it does not tell us what we should expect in practice. We thus studied 36 real workloads in the context of index tuning with various physical design (e.g., both row store and column store with necessary indexes) and with at least 10 queries (see Section 4 for details of our settings in index tuning). Figure 2 presents the distributions of η and η . We computed η by using Algorithm 2 to pick the pivot operator and therefore λ. We observe that η is much larger than η. Therefore it is safe to ignore the factor 1 η in both f (η, η ) and g(η, η ). Consequently, we have the following approximations: Figure 3 depicts these two functions with η increasing from 1 to 50. We observe that both functions increase quickly when η grows. For example, when η = 10, f (η) = 0.81 and g(η) = 0.91. When η = 18.8 (i.e., the median we observed on our workloads), we have f (η) = 0.90 and g(η) = 0.95.
Under the assumption that 1 η ≈ 0, we can have a more detailed analysis as we will see next.
The Case When η Is Very Large
Dividing the numerator and denominator in Equation 9 by η and using 1 η ≈ 0, we obtain the following:
Again, if η is sufficiently large, then 1/η ≈ 0 and thus ρ ≈ 1. We next view ρ as a function of η and α. 
PROOF. Using Equation 10, ρ > 1 − implies
Given that η + α > 0, it follows that
Since 0 < 1 − < 1, we have 1/(1 − ) 2 > 1. As a result,
Since η + α > 0, taking the square root completes the proof.
Lemma 9 suggests that there is a minimum η0 such that ρ can be sufficiently high as long as η > η0. We study two examples below:
• If = 0.05, i.e., we want to have ρ > 1 − = 0.95. As a result, η0 = (1 − α 2 )/0.108 − α.
• If = 0.01, i.e., we want to have ρ > 1 − = 0.99. As a result, η0 = (1 − α 2 )/0.0203 − α. Figure 4 plots the η0 as a function of −1 ≤ α ≤ 1 in the above two cases. Apparently, η0 has a maximum η max 0 with −1 ≤ α ≤ 1. As long as η > η max 0 , we will have ρ > 1 − regardless of α. In fact, this is easy to prove using Equation 11 . Specifically we have the following theorem. 
In more detail, we have
PROOF. We can view η0 as a function of α, i.e., η0 = η0(α).
Taking derivatives of η0(α), we obtain
Since C > 0 and |α| ≤ 1, we have η 0 (α) < 0. Therefore, η0 achieves its maximum when η 0 (α) = 0. Letting η 0 (α) = 0 gives
Substituting Equation 13 into Equation 11
gives
This completes the proof of the theorem. These results can be easily verified in Figure 4 . Moreover, by Equation 13, we have α → 0 as → 0. Meanwhile, η max 0 increases as decreases. In particular, η max 0 → ∞ as → 0. Figure 5 further plots η max 0 with respect to . So far we have focused on the general case where −1 ≤ α ≤ 1.
In practice, it is reasonable to assume a positive α, i.e., 0 ≤ α ≤ 1.
(For the 36 workloads we studied in Section 3.3.2, we observed only one workload with a negative α = −0.09.) Therefore, similar to Corollary 6, we can improve the result given by Theorem 10 for the case when 0 ≤ α ≤ 1. 
PROOF. By the proof of Theorem 10, we have
If α ≥ 0, we have η 0 (α) < 0. Therefore, η0(α) is a decreasing function of α. As a result, η0 achieves its maximum when α = 0. Setting α = 0 in Equation 11 gives Equation 14 .
Comparing Equation 14 with Equation 12 suggests that η max,p 0 < η max 0 . This means that in the case of a positive α, which is the common case in practice, one can have a less stringent requirement on η to expect a high ρ. Figure 5 illustrates this difference. When → 0, however, η max,p 0 → η max 0 .
Summary and Discussion
In this section, we started by a formal analysis of Algorithm 1. We focus on studying the correlation between the cost estimate returned by Algorithm 1 and the actual execution cost. We developed a lower bound for the correlation (Theorem 5 and Corollary 6) that only depends on η and η , two quantities determined by workloadlevel properties. We then studied many real workloads in the context of index tuning and found that η is typically very large and thus we only need to focus on the part that depends on η. We further performed a more detailed analysis in the presence of very large η , and found a lower bound for η for a given level of correlation we want to achieve (Theorem 10 and Corollary 11).
As was shown in Figure 2 , there is huge variance in the distribution of η on real workloads. Although 25 out of the 36 workloads have η ≥ 10, there are still 11 workloads with relatively small η. So a natural question is that how large ρ is over these real workloads. In Figure 6 , we present the distributions of both Pearson CC and Spearman CC on the 36 real workloads. 1 Comparing with optimizer's cost estimates, the cost estimates returned by Algorithm 1 improve the correlation coefficients by 0.55 to 0.80 on average. Discussion. Given that η plays an important role in determining ρ, we further analyze its impact in more detail. By Equation 10, for a given α, we can view ρ as a function of η, namely, ρ = ρ(η). We have the following simple result. LEMMA 12. Assume that Equation 10 holds. For a given −1 ≤ α ≤ 1, ρ is then a non-decreasing function of η ( 0 ≤ η ≤ ∞).
PROOF. Taking the derivative for ρ (Equation 10), we obtain
Since |α| ≤ 1 and w > 0, ρ (η) ≥ 0. Therefore ρ is a nondecreasing function of η. PROOF. By Lemma 12, ρ(η) is a non-decreasing function of η. Given that 0 ≤ η < ∞, we have ρ(0) ≤ ρ(η) ≤ ρ(∞). By Equation 10, ρ(0) = α whereas ρ(∞) = 1. This completes the proof of the theorem. 1 Spearman CC is the rank-based version of Pearson CC. Compared to Pearson CC, Spearman CC is more robust when there are outliers, but it ignores the relative differences between costs. when α = 0.5. It is clear that ρ ≥ α in both cases.
In Figure 8 we summarize our analysis. In the presence of a very large η , ρ only depends on η and α. Given a desired threshold 0 < < 1, for a given −1 ≤ α ≤ 1 − , along the spectrum 0 ≤ η < ∞ there exists some η0 such that ρ ≥ 1 − when η > η0. On the other hand, if η ≤ η0, then a weaker bound for ρ is α ≤ ρ ≤ 1 − . Note that the condition α ≤ 1 − is necessary for η0 ≥ 0 (see Equation 11 ).
Remarks. We have several remarks in order. First, it is straightforward to extend the analysis to the general case of backbone operators versus the rest (not just leaf operators versus internal ones). Second, so far we have focused on the case when η is very large. This may not hold on certain workloads. We present more analysis for that situation in Section 3.4. Third, so far we have assumed there are no cost modeling errors for backbone operators, which is unlikely the case in practice. It is straightforward to extend the analysis by considering modeling errors, though the analytic formulas presented in this section will become more complicated. 
The Case When η Is Not Large
So far we have focused ourselves on the special case when η is very large (more accurately, 1 η ≈ 0). One may be also interested in the case when this does not hold. In the following, we study this case in more detail.
By Equation 9 , we can also view ρ as a function of η :
, B = η + α, and C = βη + γ. (As was in Lemma 9, we assume η + α ≥ 0. Note that this automatically holds if η ≥ 1.) Taking the derivative we obtain
where u = A(Bη + C), v = (η ) 2 + 2βη + 1. Note that the derivative of v satisfies v (η ) = η +β v . Now let ρ (η ) = 0. We obtain
Using the relation
which gives
it then follows that
.
Furthermore, we have
Again, using the relation
Assume β > 0. Therefore, if η > 1 − γ β , we have ρ (η 0 ) < 0 and thus ρ(η ) attains its maximum at η 0 . On the other hand, if η < 1 − γ β , ρ (η 0 ) > 0 and thus ρ(η ) attains its minimum at η 0 . Moreover, if γ > β, then 1 − γ β < 0. Thus η > 1 − γ β always holds and ρ(η ) attains its maximum at η 0 . On the other hand, if 0 < γ ≤ β, then 0 ≤ 1 − γ β < 1. If η ≥ 1 then ρ(η ) still attains its maximum at η 0 . Otherwise we need to compare η and 1 − γ β . Hence, we have proved the following result: THEOREM 14. If η ≥ 1 and 0 < β, γ < 1, then ρ(η ) attains its maximum ρmax = ρ(η 0 ) (Equation 18) at η 0 , and attains its minimum ρmin at either
We have ρmin ≤ ρ ≤ ρmax.
As an exercise, let us verify ρ(η 0 ) ≥ ρ(0) and ρ(η 0 ) ≥ ρ(∞) when η ≥ 1. Clearly ρ(η 0 ) ≥ ρ(∞). We now prove that ρ(η 0 ) ≥ ρ(0) under the condition of Theorem 14.
PROOF. First notice that we must have η 0 ≥ 0. By Equation 17,
If γ < αβ, then we have
Note that, under the condition 0 < β, γ < 1, we must have 0 < γ < αβ. As a result, α > 0 and
This is impossible given that η ≥ 1 and α > 0. Consequently, we must have γ ≥ αβ. Hence,
Now define
Next, let us consider
Therefore, we can obtain
(Case 2) On the other hand, suppose that βγ − α < 0. This implies α > βγ. Consequently, by Equation 21 and the condition η ≥ 1,
Combining Case 1 and Case 2, it always holds that ∆ ≥ 0. Therefore ρ(η 0 ) ≥ ρ(0). This completes the proof.
CASE STUDY: INDEX TUNING
We now present a case study that applies the framework in Algorithm 1 to index tuning. We implemented a prototype system piggybacked on the index tuning framework presented in [10] , which has been incorporated into Microsoft SQL Server [1, 12] . 
System Architecture
There has been extensive research in the area of index tuning over the past two decades [12] . Major commercial database systems, including Oracle [14] , IBM DB2 [25] , and Microsoft SQL Server [10] , are all equipped with index tuning tools. At the highest level, index tuning is very similar to query optimization. Existing tools adopt a cost-based approach that picks an index configuration from a number of candidates that results in the minimum optimizer's estimated cost for a given workload consisting of multiple queries [10] . A basic step here is then to estimate cost for a query over a candidate index configuration. While different systems may have different implementations, they essentially rely on the so-called "what-if" utility that allows the optimizer to generate query plans and estimate their costs for a given query using "hypothetical" or "virtual" indexes that are not actually materialized [11] . Figure 9 outlines this architecture. The index tuning component sends a query Q with the description of a candidate index configuration C to the optimizer. The "what-if" utility simulates C by generating hypothetical indexes C contains. That is, it generates all metadata and statistics information about these indexes and makes them visible to the optimizer (only in this particular session). The key observation here is that query optimization does not require physical persistence of these indexes: The optimizer only needs metadata and statistics to estimate costs for query plans that use these indexes. The best plan P chosen by the optimizer under the configuration C, along with optimizer's cost estimate for P , is returned to the index tuning component.
Our idea of incorporating feedback into the architecture of index tuning is simple. As illustrated in Figure 10 , after the optimizer returns the best plan P , we refine its cost estimate using external cost models built on top of available execution feedback (i.e., Algorithm 1). We then send the refined cost estimate, instead of the original cost estimate from the optimizer, to the index tuning component. Note that our approach is passive rather than proactive: We do not use external cost models inside query optimizer to affect its plan choice. As a result, if the query optimizer ends up choosing a poor execution plan because of bad cost estimates, we cannot bail it out. However, by refining cost estimates afterwards, we increase the chance of detecting such bad plans and therefore avoiding corresponding disastrous index configurations that may lead to serious query performance regression. 
Experimental Settings
The effectiveness of Algorithm 1 relies on the following factors: (1) the backbone operators O; (2) the operator-level cost models M; and (3) the execution feedback F. For (1), as we have discussed in Section 2.3, we use leaf operators as backbone operators; For (2), we use the operator-level modeling approach presented in [20] , as it represents the state of the art to the best of our knowledge; For (3), we assume sufficient amount of execution feedback is available for leaf operators.
We used both synthetic and real database workloads in our evaluation. For synthetic data, we used both TPC-H and TPC-DS at the scale of 10GB; for real data, we used three customer databases Real-1, Real-2, and Real-3. Table 3 presents the details of the workloads we used and their characteristics. η is very large over all of these workloads. We focused on single-query workloads and conducted experiments under a workstation configured with two Intel E5-2650L CPUs and 192GB main memory. We ran Microsoft SQL Server 2017 under 64-bit Windows Server 2012.
Evaluation Results
Initial Configuration. Since index tuning needs to start from an initial configuration, we generated various initial configurations for our experiments in the following way. For each query q in the workload, we generated different index configurations by limiting the number of indexes recommended by the index tuning tool (without using execution feedback). Specifically, we keep asking the index tuning tool to return the next index until it runs out of recommendations. Suppose that the indexes recommended subsequently are i1, ..., in. We then have n configurations I1 = {i1}, I2 = {i1, i2}, ..., and In = {i1, i2, ..., in}. We used each of these n configurations as a different initial configuration.
Execution Feedback. We generate execution feedback in the following manner. For each initial configuration, we run the query and collect its execution time. For this purpose, we enable the "statistics XML" utility provided by Microsoft SQL Server to track operator-level execution information. We then randomly pick up to five executed query plans into the execution feedback repository F. Performance Metrics. We evaluate both the effectiveness of Algorithm 1 and the overall improvement of index tuning when execution feedback is utilized, with the following metrics: We use the actual improvement as our metric, whereas the estimated improvement is useful for controlling the index tuning component, as we will see.
Results
. Figure 11 presents the correlation coefficients between estimated costs and actual CPU times. We compare the correlation coefficients using cost estimates produced by Algorithm 1 against ones using optimizer's estimates. We observe significant improvement over four of the five workloads. This implies that the cost estimates from Algorithm 1 are considerably better than optimizer's original cost estimates. In Figures 12, 13 , and 14, we present the distributions of the actual improvement (averaged over all tested configurations) for TPC-DS queries by using execution feedback compared with index tuning without feedback. In index tuning, usually there is a threshold τ for estimated improvement and a configuration is recommended only if its estimated improvement is above the threshold. In our experiments, we therefore varied this threshold from 0 to 0.2 (i.e., 20% estimated improvement). We have the following observations. First, using execution feedback in index tuning significantly reduces the chance of query performance regression. The number of cases with 20% performance regression (i.e., -20% improvement) is reduced from 64 to 33 (48.4% reduction) when τ = 0, is reduced from 63 to 21 (66.7% reduction) when τ = 0.1, and is reduced from 61 to 13 (78.7% reduction) when τ = 0.2. Second, when increasing the estimated improvement threshold τ , the chance of performance regression decreases for both index tuning with and without execution feedback. However, the chance reduces much faster for index tuning using execution feedback. This implies that, while index tuning with execution feedback can still misestimate performance improvement, the misestimation is marginal compared to query optimizer's cost estimates. Such marginal misestimation is more likely to be overcome by slightly increasing the threshold for estimated improvement (20% is a rule of thumb in practice).
Third, by comparing the figures for index tuning with and without execution feedback, we also observe that estimated improvement is diminished in more cases when execution feedback is utilized. (Notice that there are more cases in the bin with less than 20% estimated improvement.) However, cases with more significant improvement (≥40%) are less impacted. In other words, cases falling into the bins with 0% to 40% improvement are tend to be moved into the bins with 0% to 20% improvement. Therefore, if performance improvement is indeed significant, index tuning with execution feedback is unlikely to dismiss it.
We have observed similar results on the other workloads we tested, though query performance regression is not as significant as we see on the TPC-DS workload.
Remarks. Let X be the relative error between estimated cost and actual cost of individual queries. That is, (1 + X k ) · a(q k , I) · w k .
Taking expectation we have
We therefore have proved the following lemma:
LEMMA 16. If the expected relative error at query level is , then the expected relative error at workload level is also . Therefore, we have the following observation.
LEMMA 17. In expectation, the estimated improvement observed at query level carries over to the actual improvement.
RELATED WORK
Recently, the problem of estimating query execution time has attracted lots of research attention. Existing work more or less uses statistical learning techniques [3, 4, 15, 17, 20, 26, 27] . The improved cost estimates are useful in a variety of applications, such as admission control [24] and query scheduling [2] .
The idea of using execution feedback in query optimization has also been explored in the literature. Existing work focuses on improving cardinality estimates, using exactly the same cardinality observed in execution (e.g., [18, 21] ), statistics built on top of observed cardinality (e.g. [5] ), or sampling (e.g., [19, 28] ). Although this line of work also aims for improving cost estimates (by improving cardinality estimates), its ultimate goal is to impact the decision made by the optimizer so that it may return a different, perhaps better execution plan. This is different from the goal of the previous work on external cost modeling we have discussed, which does not want to change the query plan.
One noticeable problem when applying feedback, as documented in the literature [13] , is that partial execution feedback may result in inconsistent cost estimates that mislead the query optimizer. That is, if some plans receive improved cost estimates whereas the others do not, then the plan returned by the optimizer might be even worse. One reason is that, although the optimizer can estimate costs appropriately for query plans with execution feedback, it may underestimate costs for plans without feedback. Our analysis in Section 3 indicates that, as long as we have feedback for backbone operators (specifically, when both η and η are large), the comparison of plan costs is still reliable. It is interesting to see the efficacy of our framework when applying it to query optimization.
The problem of index tuning (or, in general, database physical design tuning) has been studied for more than two decades [16] . Existing index tuning tools use a cost-based architecture that piggybacks on top of query optimizer's cost estimates [10, 25] . At the highest level, index tuning tools try to search for an index configuration from a number of candidates that minimizes the total estimated workload cost. There has been work on different search strategies, such as bottom-up [10] , top-down [6, 8] , and constraintbased [9] approaches. However, to the best of our knowledge, there is no previous work aiming for utilizing improved cost estimates in index tuning. The framework we studied in this paper can be easily combined with any of the previous search frameworks. Moreover, there has also been exploratory work towards continuous index tuning [7, 22, 23] , though such frameworks have not been incorporated into existing index tuning tools as far as we know.
CONCLUSION AND FUTURE WORK
In this paper, we have studied the problem of operator-level cost modeling with query execution feedback. We focused ourselves on two major challenges with respect to sparse feedback and mixed cost estimates, and proposed a general framework that deals with both altogether. We analyzed this framework in detail, and further studied its efficacy in the context of index tuning.
This work opens up a number of interesting directions for future exploration. First, as we have already briefly discussed in Section 5, it is interesting to further investigate the applicability of our framework in query optimization so that we may be able to obtain better query plan. Second, although it is straightforward to integrate our framework with existing index tuning architecture, it may have an impact on the search space of index tuning. In this work, we have only investigated this impact experimentally, and a more formal analysis regarding the change in the search space is desirable if we wish to have a deeper understanding. Third, although our work is orthogonal to the concrete external cost model being used, in practice different models can make a difference. There is still lots of work that can be done on model selection and tuning for a given workload. All of these are promising directions for future work.
