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Abstract
The analysis of neural functional connectivity from resting-state MRI data using tech­
niques derived form graph theoretical foundations has recently attracted a significant 
amount of research interest. The bulk of such work done to date focuses on relatively 
small graphs, derived by partitioning the brain into regions of interest.
In this thesis we develop tools leveraging high-performance computing and meth­
ods for analyzing “whole brain” graphs in which we consider each grey-matter voxel 
in the brain to be an individual graph vertex. Based on 26 resting-state fMRI datasets 
we then empirically determine optimal sets of graph metrics for large graphs under 
varying assumptions followed by an investigation of the robustness of these metrics as 
assumptions are varied.
We then demonstrate the application of our methods to the question of hierarchical 
organization in prefrontal cortex.
We conclude by describing a technique for significantly reducing the size of our 
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—  1  —
Introduction & Background
In an extreme view, the world  
can be seen as only connections, 
nothing else.
Weaving the web 
Tim Berners-Lee
A long-standing grand challenge for the neurosciences is to find a “theory of brain” 
which unifies both our understanding of complex behaviour -  studied at the phe­
nomenological level by psychologists -  and our understanding of neurophysiology -  
studied empirically at the molecular, cellular and physiological levels. Studies of the 
human psyche, at the descriptive level, have been ongoing since at least Thales of Mile­
tus (fl. 550 BCE -  see, e.g., [36]) while physiological investigations began in earnest 
only within the last century. The first attempts to merge understanding at these two, 
broadly separated, levels of abstraction derived from studying patients having suffered 
neurological insult and the study of deliberate lesions in animal models. The results 
from these investigations provided insights at only the very coarsest of levels and, one 
might argue, may have ultimately impeded progress as much as assisted it. In particu­
lar, the study of focal lesions and pathologies led to a very strong, pervasive, modularist 
framework in which neuroanatomically defined regions are supposed to map directly
2
on to behaviourally-relevant processing.
In light of our modern understanding of neurophysiology, evolution and the theory 
of computation it seems remarkably unparsimonious to suggest that the brain devel­
oped spatially localized computational units that map precisely on to behavioural pro­
cesses with semantically convenient descriptions. Modern experimental results, and 
the methods enabling the same, are providing a much more complex view of the brain 
as a sophisticated network of units performing complex, integrated, computational 
tasks.
The physiological methodology used in this manuscript is that of functional mag­
netic resonance imaging which permits the experimenter to measure changes in blood 
flow to the brain as a function of both space and time. It is interesting to note that 
this same methodology, used here to support a network-based model of the brain, was 
originally used to justify a very modular “this task activates this area” approach to un­
derstanding the brain (see, e.g., nearly any fMRI paper dated prior to 2000). Neverthe­
less, we assume here that neurophysiological processes leading to discrete behaviours 
involve the interaction of complex networks of subregions performing computations 
that are most likely orthogonal to what we might consider as atomic behavioural units. 
At the same time, we recognize that these subregions are highly likely to have orga­
nizational features that are evolutionarily parsimonious (e.g., anatomical co-location 
of units within a region, minimal inter-region wiring cost, etc.) so we certainly do 
not propose the extreme alternative that the brain is a fully-distributed complex sys­
tem of irreducible complexity; rather, the dogma we accept here is that the functional 
organization of the brain lies between these two extremes.
3
1.1 Overview and Contributions
The field of network-based analysis of neuroimaging data has experienced explosive 
growth in recent years. We focus hereafter on one particular aspect of this explo­
sion: the modelling of resting-state fMRI data using the tools and techniques of graph 
theory. We describe the V olt (VOxel Level Toolkit) toolset, which we designed and 
implemented, for working with large-scale graphs derived from a one-voxel-to-one- 
vertex approach in a high-performance computing environment. We undertake a large 
protocol optimization, thus far notably absent from the primary literature, to identify 
maximally informative graph metrics, remove redundant metrics and understand the 
impact of differing threshold values and time series analysis techniques on the robust­
ness of graph metrics. We introduce a new mathematical concept, that of metrically- 
constrained graph minors, to reduce the size and complexity of our graphs in a physi­
ologically reasonable way.
Most importantly, we undertake a “test drive” application of pur methods and soft­
ware to the question of functional organization in prefrontal cortex. Although the 
importance of developing new tools and methodologies should not be underestimated 
-  as it is critical to scientific progress -, the tools themselves are only worthwhile inso­
far as they can provide novel scientific insight. Indeed, the reader interested primarily 
in the applications of the tools described herein may wish to skip directly to chapter 5. 
Chapter 5 may be read as a self-contained study contributing to our understanding of 
hierarchical organization in the prefrontal cortex. In the broader context of this doc­
ument, it also stands as both an example of how our tools and methods may be used 
and as a validation that they are capable of producing scientifically valuable results.
Stated explicitly, our contributions are:
1. Implementation of software to perform time series analysis (correlation, par-
4
tial correlation, mutual information and band-averaged spectral coherence) and 
graph theoretical analysis of resting state fMRI data at single voxel resolution on 
massively parallel computers. The result is a package, Volt, consisting of more 
than 30 individual programs comprising over 30,000 lines of code (C99, C++, 
Fortran, Lisp, Python, Bash and R).
2. Development of a new, statistically valid, method for thresholding neuroimaging- 
derived correlation graphs based on random matrix theory.
3. Analysis of 23 whole-graph metrics on graphs derived from resting state fMRI 
datasets from 25 subjects. Graphs were defined by time series analysis using 
correlation, coherence and mutual information, with each graph thresholded at 
3 different levels. A large analysis was undertaken to determine an optimal set of 
“orthogonally informative” graph metrics and understand how choices of time- 
series analysis methodology and threshold affected these metrics.
4. Adaptation of Markov clustering modularity detection for use in voxel scale fMRI 
data.
5. Introduction of the formalism of metrically-constrained graph minors to reduce 
the sizes of voxel scale graphs while retaining as much information as possible.
6. Application of the methods developed above to resting state fMRI datasets 
to address the question of hierarchical organization in prefrontal cortex.
A full survey of the now large, and growing, literature on the applications of net­
work concepts to neuroimaging data is beyond the scope of this thesis (see figure 1.1) 
and we direct the reader to the recent review of Sporns, [40], for a thorough and 
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Figure 1.1: Number of papers in PubMed with keywords JMRI and network over time.
We now give a short technical background and an overview of graph theory, with a 
focus on explaining the concepts and methods used in the following chapters.
1.2 Background
As discussed briefly at the beginning of this chapter, network concepts are becoming 
pervasive in the neuroscience literature, not just as analytical tools but also as the­
oretical frameworks in which to cast physiological and cognitive processes. In this 
section we will focus on a very small subset of this broad trend: the application of 
graph-theoretic techniques to functional neuroimaging data.
A gentle graph theory primer
Graph theory, at its simplest, is the study of objects which encode relationships. The 
two fundamental building blocks of graph theory are that of a vertex (also equivalently 
called a node) and an edge. In figure 1.2 the vertices are the numbered purple circles
6
6
4 \ 1\ 2
3
Figure 1.2: Example graph.
and the edges are the lines connecting them. The common interpretation of such 
a graph is very straightforward: the vertices represent entities of some sort and the 
edges represent relationships between those entities. If the vertices in figure 1.2 are 
interpreted to represent people and the edges friendship, then we can see that person 
5 is friends with persons 4,2 and 1, while poor, lonely, person 3 is friends only with 
person 4. While this is a convenient representation for friendship, the true power of 
graph theory comes from the ability to ask deeper questions about the structure of this 
graph.
Consider some of the following questions: what is the “longest shortest path” 
through the graph1? Here, the shortest (and only) path from 1-6 is 1-5-4-6 and, 
having three edges, is the longest path in the graph. Which vertices have the most 
adjacent edges (viz., which people have the most friends)? Vertices 4 and 5 have 3 
adjacent edges, and we say that they have degree 3. What happens to the global struc­
ture of the graph when we remove particular vertices? Removing 6, 3, 1 or 2 has only 
a local effect while removing 4 or 5 splits the graph into 2 components. If vertex a is
connected to vertex b and vertex c, how often is there also a direct edge from b to c (in *
'This is a familiar question indeed to anyone who has ever played “Six Degrees of Separation from 
Kevin Bacon” in which movie stars are nodes, edges are films and the game is to find a path from Kevin 
Bacon to any other actor through no more than 6 edges (see also: Erdos number -  a similar game played 
by mathematicians).
7
6 ---------------- * 4 -----------* 5 ----- * 1
2
3
Figure 1.3: Example directed graph.
terms of our example: person 5 is friends with persons 1 and 2, and 1 and 2 are friends 
with each other, so the friendship here is transitive)? These examples are meant only 
to give a first intuition for graph theoretic approaches; formal definitions and detailed 
explanations of the graph properties studied in this manuscript will be given in chapter 
2.
The graph in figure 1.2 is called an undirected graph and the edges are interpreted to 
represent a symmetric relationship between the connected vertices. It is also possible 
to study directed graphs (see figure 1.3) where edges are annotated with arrows to 
show directionality in the relationship between two vertices. While undirected edges 
are clearly appropriate for studying friendship (which, optimistically, is assumed to be 
symmetric), one can imagine wishing to study, e.g., the structure of a sewer system in 
which water may only flow in one direction.
In this manuscript we will limit ourselves to studying undirected graphs except 
where explicitly noted. While it is clear that on the lowest physiological level, connec­
tivity between individual neurons is directional, the issue becomes more complex at the 
macroscopic scale we wish to study. Connections between gross anatomical regions are 
complex and, in many cases, bidirectional, though both directions are likely not equally 
strong. We choose to study undirected graphs not because we believe the true under­
lying system is undirected, but rather because of the limitations of our methods. In 
chapter 2 we will see that the timeseries analysis methods used here are inherently
8
Figure 1.4: Example weighted graph.
symmetric and, worse, even where one explicitly attempts to infer directionality, the 
best techniques are no more than about 60% accurate while some common techniques, 
such as Granger causality, perform no better than chance [39].
Returning to our friendship example, we assumed above that friendship is a binary 
relation -  either two people are friends (and have an edge between their vertices), or 
they are not (no edge). One could imagine wanting a less coarse measure of friendship 
which included the possibility of there being varying strengths of friendship, perhaps 
represented by a number between 0.0 and 1.0. We can extend our definition of edges 
to accommodate this by adding a weight to each edge, indicating the strength of the 
friendship. In figure 1.4 we see that although person 3 has only one friend, that friend­
ship is very strong while person 5 has three weak friendships. The graphs we treat in 
this manuscript will be weighted, with the weights representative of whatever metric 
was used to quantify the relationship between two vertices during construction of the 
graph.
Graphs are often classified into broad categories according to their topological prop­
erties. For example, a graph where every vertex has the same number of edges, like 
that seen in figure 1.5, is referred to as a regular graph. Clearly, regular graphs are very 
structured entities and if spatial constraints regarding how the edges are connected are
9
added (viz., edge vertex is connected to its closest neighbours only), we reach the ex­
treme of structure in a graph: a regular lattice. Imagine extending figure 1.5 to several 
hundred nodes, but keeping each vertex of degree 4. This graph would have high 
transitivity but a very long average path length.
At the far opposite extreme of structure, we have the Erdos-Renyi random graph 
which one can imagine being generated thusly: after picking a fixed set of vertices, we 
flip a coin for each pair and add an edge only if the coin comes up “heads”. With edges 
chosen randomly, this graph will, with high probability, have very low transitivity; 
however, because some “long distance” edges will be chosen purely by luck, the average 
path length in the graph will typically be very small -  the long distance edges act as a 
shortcut through the graph.
Between these two extremes exists the class of small world graphs. Small world 
graphs are characterized by having both relatively high transitivity and relatively short 
path length; this is typically achieved with a structure consisting of densely connected 
local clusters (thus achieving high transitivity) with the occasional long distance edge 
(thus shortening significantly the average path length). Small world networks appear 
to be common in both natural (e.g., cellular metabolic networks, genetic transcription 
networks, food chains, social networks) and man-made systems (e.g., road networks, 
power grids). Most significantly for this work, the small world structure has been pro­
posed as a dominant feature of brain networks (see, e.g. [6] for a review). The reader 
interested in a more formal development of the mathematics underlying complex net­
works is directed to the review in [33].
In the following we do not assume any particular a priori structure for brain net­
works, though we note that we do often find networks having small-world properties.
10
Figure 1.5: A 4-regular lattice.
MRI, fMRI, the resting state and functional connectivity
The data with which we will build our graphs in this manuscript is derived from resting- 
state functional magnetic resonance imaging. Magnetic resonance imaging leverages 
nuclear magnetic resonance in a carefully controlled fashion to generate volumes con­
taining information about spin-relaxation properties at particular voxels2.
We now give a very brief characterization of imaging via magnetic resonance. A 
subject is placed in a very strong magnetic field (typically 1.5-7 Tesla) which causes 
the spin states of individual protons to become increasingly uniform with each proton 
precessing around the direction of the magnetic field3. Electromagnetic radiation at 
the resonant frequency of the protons is then introduced, causing the protons to ab­
sorb these emitted photons and flip spin state; at the same time, this process causes
2 A voxel is simply the three-dimensional analog of a pixel: a (usually cube-shaped) volume assigned 
a homogenous scalar or vector value.
3 Spin is a quantum property of elementary particles and, as such, may take on only a discrete 
number of states (or some quantum superposition thereof). In the case of fermions such as the proton, 
the two possible spin states are { |, — 1}
11
a synchronization of the precession of individual protons. When the influx of photons 
from the electromagnetic field is removed, the spin states of the protons will flip back 
to the lower energry state while the individual precessions will become increasingly out 
of synchronization. By measuring the photons emitted during this process, the mag­
netic resonance scanner can determine the length of time it takes for the bulk system 
spin vector to return to parallel with the static magnetic field and the length of time 
for the individual precessions to become completely decoherent.
By superimposing a variable magnetic gradient over top of the static magnetic field, 
one can spatially localize this process and extract a resonance contrast for a given spa­
tial frequency in a particular location. After densely sampling this k-space a simple 
Fourier transform yields a volume in Euclidean 3-space. By carefully choosing which 
properties (e.g., relaxation time, decoherence time, proton density, flow and spectral 
shift) one records, and developing different pulse sequences4 one can optimize con­
trasts for different tissue types. For a detailed exposition of the physics of nuclear 
magnetic resonance imaging, we direct the reader to [19].
The contrast of interest for our purposes is the T2* contrast which allows imaging of 
the BOLD (Blood Oxygen Level-Dependenent) response which, roughly, contrasts the 
oxygenation level of blood in a volume of tissue. The ability to image the BOLD signal 
without the use of exogenous contrast agents was first reported in [25, 34] with the 
suggestion that variation in blood flow to a particular brain region was correlated with 
activity in that region. Follow up work, notably that in [28], demonstrated that this 
modulation of blood flow is strongly linked with underlying electrical activity, although 
the exact nature of the BOLD signal is still under active investigation. Interestingly,
it has recently been linked to astrocytes [37], suggesting a greater than previously
4Pulse sequences contain integrated information about the application of magnetic gradients, elec­
tromagnetic pulses and the recording of electromagnetic radiation emitted from the subject. For more 
detail, see [9].
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acknowledged functional role for glial cells. The BOLD signal is very slow, lagging 
electrical recordings of neural activation by several seconds and effectively acting as 
a temporal low-pass filter for the underlying neural activity; it is also spatially diffuse 
as it is intrinsically linked to the vasculature surrounding the recently activated area 
rather than the area itself -  one might also view this as a spatial form of low-pass 
filtering.
Traditional functional MRI (fMRI) studies involve measuring the BOLD response in 
block designed or event-related experiments and contrasting the BOLD signal between 
different experimental conditions. Beginning with [10], and increasingly greatly in 
popularity recently, a different question is addressed: “what can we learn about the 
brain by observing basal, ‘spontaneous’, fluctuations in the BOLD signal during rest?”. 
In this manuscript we will work with resting-state data in which we record the BOLD 
signal from subjects lying in the scanner and given no particular task other than the 
instruction to relax and not think about anything in particular.
Resting-state fMRI data is typically used to build models of functional connectivity 
in which two brain regions are said to be functionally connected if their BOLD time 
courses are highly similar according to some metric such as correlation. It is important 
to note that despite the use of the term “connectivity”, the information obtained in this 
type of analysis is purely correlational and cannot give any definitive information about 
actual anatomical connectivity. When we say that two brain regions are functionally 
connected what we mean is simply that their BOLD signals “looked similar” during the 
period o f time which we recorded them. The study of functional connectivity inferred 
from resting-state data is referred to as resting-state functional connectivity MRI (rs- 
fcMRI).
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From fMRI to graph: introducing Volt
Simplicity does not precede 
complexity, but follows it.
Epigrams on programming 
A lan J. Perlis
In this chapter we introduce the Voxel Level Toolkit (V o lt )  and describe the the­
ory of operation of the major components. In particular we detail our preprocessing 
pipeline, explain our voxel time series analysis methods (correlation, partial corre­
lation, coherence and mutual information) and carefully describe the graph metrics 
which we compute.
Detailed step-by-step tutorials for using V olt  may be found in the appendix of this 
document.
A note on software development
The V olt  package is made up o f many individual programs1 comprising approximately
30,000 lines of code in C99, C++, Fortran, Lisp, Python, Bash and R. Although this rep­
1 Having many small programs, rather than one monolithic program, is in a similar spirit to the 
organization of FSL[38] and AFNI[15]; cf. BrainVoyager[18],
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resents a somewhat nontrivial undertaking, we omit detailed design, implementation 
and testing details here for the sake of space and give instead a short summary.
Design and implementation decisions were based on expected application. Pro­
grams implementing functions with high computational complexity (e.g., computing 
graph metrics) were designed to be optimized for minimal run time above all else. This 
included the selection of optimal parallel algorithms and data structures which were, 
in some cases, optimized for a specific architecture (e.g., computing graph metrics on 
the specialized architecture of the CrayXMT).
A major challenge faced in the computation of graph metrics was the underlying 
small-worldness of the graphs which we analyzed. Very briefly: modern computer 
CPU (central processing unit) architectures rely heavily on fast, local, cache memories 
which are effective only when streaming large, contiguous, blocks of memory to the 
CPU. This locality property is present in many types of data (imagine, e.g., processing 
a matrix, row-by-row, in order), but not in all. Indeed, recall from chapter 1 that one 
of the defining features of small-world graphs is the existence of long distance “short­
cut” edges between vertices. In the context o f graph algorithms this means that when 
traversing small-world graphs, the locality principle is violated every time one of these 
shortcut edges is followed. The result is a “cache miss” and requires the CPU to read 
data from the memory which runs much more slowly than the CPU itself. Although 
a detailed analysis of cache profiles for our code is outside the scope of the present 
manuscript, we note that cache misses are, in fact, the limiting factor in obtaining 
speed improvements for our graph theoretic code. The use of special latency-tolerant 
architectures like the CrayXMT[31] ameliorates this problem somewhat, but is ques­
tionable as a long term solution given the very specialized and expensive nature of such 
systems. A promising alternative is to avoid combinatorial graph metrics altogether in 
favour of computing spectral graph metrics directly from the adjacency matrix (or the
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associated Laplacian) as there exist very efficient, parallel, libraries for doing large- 
scale linear algebra (e.g., LAPACK [1 ]). We caution however that, as we will see in our 
analysis o f metrics, there exist non-spectral metrics which are orthogonally informative 
to the spectral methods tested here.
All programs were subjected to unit testing during development and black-box test­
ing against a known gold standard result following completion.
Preprocessing
Although the Volt pipeline is built to be as flexible as possible, and will accommodate 
a wide range of preprocessing options, we have included a suggested preprocessing 
pipeline based on the protocol optimization results in [44] and the specific needs of 
the rest of the pipeline. The Volt distribution includes bash scripts which automate 
the following processes.
Initial preprocessing steps consist of the following steps on EPI functional data:
1. Deletion of first 4 volumes to allow for stabilization of the T1 signal.
2. Brain extraction/skull stripping with FSL BET.
3. Slice-time correction (if needed).
4. Motion correction with FSL MCFLIRT.
5. Spatial smoothing (5mm Full-width at half maximum Gaussian).
6. Pre-whitening.
7. Regressing out motion.
This is followed by anatomically-driven preprocessing on both the T1 anatomical
and EPI data:
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1. Brain extraction/skull stripping with FSL BET.
2. Tissue-type segmentation into GM(Grey Matter), WM(White Matter) and CSF 
(Cerebrospinal Fluid) via FSL FAST.
3. Transform of CSF/WM/GM masks into functional space.
4. Extraction of mean time series for CSF and WM to use as regressors in final 
processing step.
5. Registration of functional images to anatomical images to the Montreal Neuro­
logical Institute’s MNI 152 T1 2mm standard space.
In the penultimate step, we regress out the signals of the cerebrospinal fluid and 
white matter from our functional data set. We then perform final preprocessing and 
conversion to native VTS (Voxel Time Series) file format:
1. Temporal band-pass filtering (0.009 Hz <  / <  0.08 Hz).
2. Convert NifTi file to VTS.
3. Mask VTS file so that it includes only timeseries derived from gray matter con­
taining voxels.
Time series analysis
The first step towards building a graph of functional connectivity involves analyzing 
which voxels in the data under study have related time courses. We generate an n x n 
(where n is the number of grey matter voxels) similarity matrix by analyzing every 
pair of grey matter voxel time series. We have examined here three different simi­
larity measures: Pearson correlation a linear, time-domain measure; band-averaged
17
coherence, a linear frequency-domain (spectral) measure and mutual information, a 
nonlinear measure.
Given the time series of two voxels, x and y, from an fMRI data set preprocessed as 
described above (and, thus, hopefully consisting primarily o f the low-frequency BOLD 
signal) we will now define our similarity measures.
Formally, we define the population Pearson correlation coefficient in the usual way:
S l i ( * [ ‘ ] - * X / [ i ]  - y )\/Er-.(*io - - y)2
where x [ i ]  indicates the ith element in the time series x and x is the mean of that 
time series. Intuitively, one can think of the correlation coefficient in a very simple 
way: step through the two time series under consideration, in a parallel fashion, and 
construct an ordered pair (x, y ) from the values of the two series at each point in time. 
Plot these pairs and fit a straight a line to the plot. The closer the plotted points are 
to the best-fit line, the higher the correlation of the two series. Note carefully here the 
importance of the line. If two series are linearly correlated, then they will surely have 
a high correlation coefficient; imagine, though, you were to perform such a plot and 
find a perfect monochrome rendering of Ansel Adams’ Winter Sunrise. The Pearson 
correlation between these two series would be quite low (since there is no single line 
fitting a photograph of the Sierra Nevada mountains) but you might feel justified in 
supposing that, in truth, these two series do, indeed, have a very special relationship. 
In principle, this is an inherent weakness with linear methods -  they can find only 
lines. In the case of low-frequency BOLD signals, however, this may pose less of a 
problem than it seems as the bulk of the informative relationships do, indeed, appear 
to be linear [39]2.
2The careful reader may find, as does this author, this conclusion deeply disturbing. The brain is a 
Hiring-complete computational system and accurate measures of its state should show useful statistics
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It is clear from the description of correlation that it is inherently a time-domain 
method answering the question: “how similar is the variation in amplitude of these 
series over time?”. An alternative question one might wish to ask is “how similar 
are the power spectra of these two time series?” -  that is to say: how similar are 
the frequency components in each time series? Instead of comparing the time series 
directly at the temporal level, we are suggesting transforming them into the frequency 
domain and comparing their spectra. We desire a metric that will be high if two series 
are composed of components having very similar frequencies and amplitudes and low 
otherwise. Band-averaged spectral coherence is just such a metric.
In it’s most general form, the coherence Cxy between x and y can be computed as:
r  lG „ l2
^ x y  p  p
^ x x  ^ y y
where Gxx is the autospectral density of jc and Gxy is the cross-spectral density between 
x and y . Note that Cxy is a function of frequency and thus to obtain a scalar value we 
average Cxy over the frequency band of interest. In our implementation we estimate 
power and cross spectra using Welch’s modified periodogram averaging methods with 
window length 50 and overlap 25. Each windowed segment was then normalized 
and weighted by a Hanning window (also of length 50). Power spectral density was 
estimated as
G „ (A ) =  ^ | X n(A)|2
n=l
where Xn is the discrete Fourier transform of the nth windowed segment of x and A is 
a variable of frequency. Cross-spectral density was estimated as:
G*y(A ) =  ^ * n(A)Yn*(A).
n=l
far transcending the first moment; yet, the BOLD signal, it appears, does not.
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Finally we estimate the coherence, averaged over the band of interest (A) as:
Although coherence moves us from the time domain to the frequency domain -  
which enables the detection of temporal relationships regardless of phase shifts -  it is 
still a linear measure as it is only capable of detecting linear spectral relationships. To 
search for nonlinear relationships in time series, we turn to mutual information.
Where correlation and coherence operate directly on the time series (or Fourier 
transforms thereof) under investigation, mutual information operates instead on the 
probability distributions of the hidden sources generating the series. Intuitively, if I am 
gathering time series data on two, possibly related, processes called A and B, mutual 
information answers the following question: “How much does knowing the statistics 
of A allow me to infer about the statistics of BT\
More formally: let A (respectively B) be the random variable modelling the process 
generating x (resp. y). We compute the mutual information between A and B as
where p(a, b) is the joint probability distribution function of A and B and p (a )(p (b )) is 
the marginal probability distribution function of A(B). The quantity I(A ;B ) measures 
how much knowing the distribution of A tells us about B, and vice-versa. For exam­
ple, if A and B are independent, then clearly I{A;B ) =  0. If there is some statistical 
dependency between A and B, then I{A;B ) can quantify this dependency in units of 
bits.
In reality, o f course, we do not have closed, analytical, expressions for A and B and 
must instead estimate them, ad hoc, from our data. Estimating mutual information is
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a nontrivial endeavour and a full description of the methods we employ is beyond the 
scope of this manuscript. Briefly: we use a k-nearest neighbour estimation technique 
derived from that presented in [24].
We also implemented the ability to compute partial correlation in V olt but, unsur­
prisingly, found the measure to be useless for large data sets. Intuitively, the attraction 
of partial correlation is that it “partials out” correlation which is not directly between 
the two series under consideration, but rather indirectly related due to the common 
influence of other series in the data set. For very small data sets this works well, but 
for large data sets -  especially those which are inherently spatially correlated -  one 
simply ends up “partialing out” the entire signal. Although we drop partial correla­
tion from subsequent analysis in this manuscript, we note that it is worth investigating 
more sophisticated extensions to partial correlation (e.g., [5 ]) in the future.
The programs implementing these computations are fully parallelized and are meant 
to be run in a high-performance computing environment; we note, however, that this 
is not always necessary. A Pearson correlation matrix for a data set with 15,000 grey 
matter voxels can be computed in under 3 minutes on a typical quality laptop avail­
able at the time of the project (viz., hyperthreaded 2-core (4 effective core), 2.2Ghz 
Intel i7 based, 2011 MacBook Pro) and has only very modest memory requirements as 
results are streamed to disk. Band-averaged spectral coherence for the same data set, 
on the same machine, can be computed in approximately 1 hour. Computation of the 
mutual information matrix, however, requires significant computational resources and 
is designed to be run a distributed memory cluster supporting MPI.
Graph theoretical analysis
Once a correlation (or coherence/mutual information) matrix has been generated, we 
may re-interpret it as the adjacency matrix of a graph thusly:
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• Each voxel is treated as a node in the graph.
• For every entry (i, j )  in the correlation matrix:
-  If the entry falls below a user-specified threshold, do nothing.
-  If the entry exceeds the threshold, add an edge between nodes i and j, 
having the weight specified by this entry.
Starting from this graph, V o lt  has multiple programs3 to undertake graph-theoretical 
analyses providing both whole-graph and per-vertex metrics (average values of per- 
vertex metrics are also computed and stored as whole-graph metrics). In the following 
subsections, we detail the graph metrics implemented in V olt  and used in the anal­
ysis presented in chapters 3 and 4. The number of graph metrics is huge and, con­
sequently, any selection of a subset must be somewhat arbitrary. The graph metrics 
used in this study were chosen because they are common, measure a wide variety of 
topological and spectral properties and, in many cases, have been shown to produce 
neuroscientifically-informative results when applied to fMRI data. We note -  up front 
-  that we expect some of these metrics to be highly similar and will acknowledge these 
expected similarities explicitly in our analysis.
This laundry list of metrics is a necessary step on the road to our goal of identifying 
optimized protocols for the analysis of rs-fMRI-derived graphs.
A short aside on computational complexity
In the analysis undertaken in chapters 3 and 4, we will be concerned with finding an 
“optimal” set of graph metrics where part o f the definition of optimal involves minimiz­
ing the amount of time required to compute the metrics. We therefore describe in the
3Choice of program is dependent upon the size of the graphs to be studied and the available com­
putational resources/architectures. See the appendix for more information
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subsections below the computational time complexity (where it is known) of the best 
known algorithms to compute each graph metric. In the tradition of computational 
complexity theory, these complexities are provided as abstract functions of the input 
size rather than specific timings obtained on particular machines. This approach allows 
for general results that quantify the inherent efficiency of a particular algorithm rather 
than the efficiency of a specific implementation on a specific machine.
In comparing time complexities, one is most interested in the general question how 
algorithms scale as one increases the size of the input. Small constants and overhead 
are of relatively little interest and so we select a notation which reflects this. We 
provide time complexities in big-O notation in which, for two functions / and g from 
real numbers to real numbers, one may write:
f ( x )  =  0 (g (x ) )  as x —» oo 
iff 3c e  R, c >  0 and x0 e  R such that
l/U )l <  c|g(x)| for all x >  x0.
Intuitively, we may write f ( x )  =  0 (g (x ))  if we can pick a constant c such that 
the function g will eventually dominate the function /. The use of big-0 notation in 
the expression of computational complexities allows one to, in some sense, “ignore the 
constants” and present only the highest-order component of the complexity, facilitating 
immediate asymptotic comparison with other results.
In the descriptions of the complexities of graph metrics below, we fix the following 
definitions:
• [V| — the number of vertices in the graph.
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• |E| -  the number of edges in the graph.
• d -  the average vertex degree of the graph.
We now describe the graph metrics; we do not repeat definitions where our later 
analysis considers also local or estimated versions of a metric we have already defined. 
A summary of these metrics in “cheat sheet” form may be found in the appendix.
Clusters
The number of clusters in an undirected graph is the number of completely discon­
nected components in the graph. Components are disconnected when there exists no 
path from any vertex in one component to any vertex in the other. Given that the data 
studied here typically generates graphs with small world properties is not to surprising 
to find that, after thresholding, graphs consist of a so-called “giant component” and 
many much smaller, disconnected, components.
In the context of the analyses undertaken here, it is important to note that the 
existence of disconnected components does not imply that there exist “functionally 
disconnected” regions of the brain. Rather, it tells us simply that for the particular 
data set under study, the functional connectivity of the disconnected region was simply 
below the threshold that we chose when generating the graph.
The number of clusters can be computed in time 0(|V| +  \E\).
Girth
The girth of a graph is the length of the shortest closed circuit (viz. the shortest non­
trivial4 path from a vertex back to itself) in the graph. Computing girth requires time
4by ’nontrivial’ we mean here that we exclude the path of length 0 which never leaves the vertex
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0((|V| +  |£|)2) making it relatively expensive as a consequence of the large number of 
edges typically found in our graphs.
Average Path Length
The average path length in a graph is exactly as it sounds: the average length of all the 
shortest paths between every pair of vertices in the graph. Average path length can be 
computed in time 0(|V| • |E|), again fairly expensive for large graphs.
Diameter
The diameter of a graph is the longest of all of the shortest paths between between 
vertices in the graph and can be computed in time 0(|V| • \E\).
Edge connectivity
The edge connectivity of a graph is the size of the smallest set of edges which, when 
removed, will disconnect the graph and is computed in time 0(log |V\ ■ | V|2).
Transitivity (also called Clustering Coefficient)
Transitivity measures the ratio of the number of triangles (three vertices, all mutually 
connected) to connected triples (three vertices connected by only two edges) in the 
graph and is computed in time 0(|V| • d2). One might also think of this metric thusly: 
given a vertex A, which has edges to vertices B and C, what is the probability (in this 
particular graph) that there will also be a direct edge between B and C?
Density
The density of a graph is the ratio of the number of actual edges in the graph to the 
total number of possible edges for a complete graph with the same number o f vertices.
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Since the former quantity is known for the graph and the latter quantity is trivially 
computable5 the density can be computed in constant time (0 (1 )).
Degree
The degree of a vertex is the number of edges adjacent to that vertex and computing it 
for a whole graph requires time 0(|V| • d).
Strength
Strength is an extension of the concept o f degree to weighted graphs. The strength of 
a vertex is computed as the sum of the weights of the edges adjacent to the vertex and 
computing it for a whole graph requires time 0(|Vj • d). Note that for an unweighted 
graph, degree and strength would be the same.
Closeness Centrality
The closeness centrality of a vertex is the mean length of the shortest paths between 
the vertex and all other vertices in the graph. Intuitively it answers the question “how 
close, on average, is this vertex to every other vertex in the graph”? Closeness centrality 
is computable for the full graph in time 0(| Vj • \E\).
Betweenness Centrality
The betweenness centrality of a vertex is the number of shortest paths which go through 
that vertex. Intuitively, if one were to remove a vertex with high betweenness, then 
many shortest paths in the graph would become longer. Betweenness centrality is com­
putable for the full graph in time 0(|Vj • |£|).
5The complete graph on |V| vertices has |Vj • (|Vj — l)/2  edges.
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Burt’s constraint score
Burt’s constraint score is a more complex metric, introduced in [12], which describes 
the degree to which a node’s neighbours constrain its access to the graph as a whole. 
A node with low constraint has many independent paths to the rest of the graph, while 
a node with high constraint shares global pathways with its neighbours (e.g., a node 
which must go through a “provincial hub” to reach the broader graph). Constraint can 
be computed in time 0(|V| +  |E| +  |V| • d2).
Average nearest neighbour degree
For a given vertex, this metric is simply the mean of the degrees of the adjacent vertices; 
it can be computed in time 0(|V| +  |E|).
Eigenvector centrality
While closeness and betweenness centrality treat all vertices in a non-preferential man­
ner, it is often the case that in real networks certain vertices are more important than 
others. Eigenvector centrality explicitly incorporates this idea by assigning greater 
value to connections to highly influential vertices. Consider a vertex vt for which we 
define a new measure of centrality in which the centrality c, is proportional to the 
centralities of v;’s neighbours:
where A is the adjacency matrix of the graph and A is a constant. If we write the 
centralities defined thusly in vector form
c =  [Ci.Ca,...]
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we can rewrite the above sum as a simple matrix equation:
A c —A-c.
Computing our new centrality metric is thus equivalent to solving the above equation 
for c. By inspection of this equation we can see clearly that c is an eigenvector of 
A and A is an eigenvalue. Since we would like our centralities to be non-negative, 
we can combine this non-negativity constraint with the Perron-Frobenius theorem to 
determine that A must be the largest eigenvalue of A.
Not only does this new definition o f importance-weighted centrality provide a rel­
evant new analytical tool, but it also gives a recipe for computing the metric based on 
simple linear algebraic operations. In terms of providing a fast parallel implementation 
for large graphs, this is extremely advantageous since there is an enormous depth of 
research into linear algebraic computations in the high-performance computing com­
munity6.
The time complexity for computing eigenvector centrality is typically 0(|V|), but 
due to the iterative nature of the solvers can vary depending on the input graph.
PageRank
The PageRank algorithm is a modified version of the eigenvector centrality algorithm 
described above; a detailed account of the specifics can be found in [11].
Kleinberg’s Hub and Authority Scores
The authority and hub scores are mutually reinforcing and defined by the following 
relationship: a strong hub is a vertex pointed to by many authorities, while a strong
6Indeed, the benchmark for supercomputers is based on the LAPACK[1] linear algebra library.
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authority is a vertex pointed to by many hubs. These metrics originated in the context 
of classifying web pages as authorities (pages linked to by many other pages) or link 
hubs (pages linking to a diverse range of authorities). A detailed exposition of these 
metrics is available in [20].
We have included both metrics in V o lt  since the pipeline is actually designed to 
cope with both directed, and undirected, graphs but as the time series analysis methods 
used in the present work are symmetric, all of our graphs are undirected. That the hub 
and authority scores will be identical in this case becomes clear from their formal 
mathematical definitions:
The vector of hub scores for a graph is defined as the principal eigenvector of A-A7 
while the vector of authority scores is the principal eigenvector of A7 ■ A. In the case 
where A is symmetric, it is equal to its transpose and thus both scores are simply the 
principal eigenvector of A2.
These scores are usually computable in time 0(|V|).
Coreness
Suppose we step through a graph and remove any vertex which has only one edge. We 
continue doing this iteratively until we reach a fixed point (there are no edges left to 
remove). We call this structure the 1-core of the graph. If we now repeat this process, 
iteratively removing all vertices with 2 edges until we reach a fixed point, we end up 
with the 2-core of the graph. The vertices remaining in the k-core of a graph are highly 
connected, central, vertices and thus deemed to compose the “core” of the graph.
The coreness of an individual vertex is k if the vertex appears in the k-core of the 
graph, but not the (k +  l)-core.
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Modularity analysis
Although modularity analysis is not the focus of the optimization work in the following 
chapters, we included in V olt  the ability to undertake Markov, and Louvain, clustering 
modularity analyses which partition the graph into modules. Roughly: vertices within 
a module have the property that they contain more connections to vertices within that 
same module, rather than to other vertices outside the module. For a general survey 
on modules in neuroimaging-derived graphs, we refer the reader to [29].
Markov clustering, as described in [45], simulates random walks on a graph by al­
ternating “expansion” and “inflation” operators where expansion amounts to squaring 
a stochastic matrix and inflation involves Hadamard product, followed by a normal­
izing step to ensure stochasticity. One can think of iterated expansion as computing 
increasingly long random walks through the graph while inflation induces a bias to­
wards more probable walks. Long walks are more likely to occur within a cluster (by 
the definition of a cluster) than between clusters, and this observation forms the basis 
of the Markov clustering algorithm. We note also that this approach is well suited to 
very large graphs such as ours as it is dependent on highly-optimizable (and paral- 
lelizable) matrix operations. As far as we are aware, we are the first to apply Markov 
Clustering to graphs derived from neuroimaging data.
We also provide access to the hierarchical Louvain modularity analysis method de­
scribed in [17] and already in popular use in the neuroscience literature.
Thresholding graphs
Determining a reasonable threshold to use in the generation of the connectivity graph is 
a crucial issue and we must be aware that, by design, a correlation matrix is composed 
of multiple comparisons. In the case o f Pearson correlation we can rely upon theory.
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Given a desired global p-value, we apply a Bonferroni correction to obtain a corrected 
p-value, which we may then convert into a minimum r-score for observed correlation.
For example, our preprocessing pipeline typically produces approximately 15,000 
grey matter voxel time series, which results in
-  •(150002 +  15000) =  112,507,500 
2
comparisons during correlation analysis. Assuming our acceptable global threshold for 
significance is p =  0.05, we can correct to p % 4.4 x 10-10. Although this looks bleak, 
for time series of length 300, this yields a threshold of r ^  0.347.
This is, of course, overly conservative. Following in this train of thought, a more 
statistically appropriate approach might be bootstrapping the correlation matrix. Un­
fortunately, the computational demands involved in computing the full correlation ma­
trix make not only permutation analysis, but even a Monte-Carlo approach, infeasi­
ble. Worse still, a bootstrapping approach for band-averaged coherence and mutual 
information may be out of reach due to the significant computational requirements. 
Fortunately, in the discussion below, we find that these problems may be irrelevant.
Although the Bonferroni-corrected approach should be overly conservative, when 
we apply it to real data we find that it is, in fact, overly liberal. The Bonferroni-corrected 
r-value introduces edges in the graph which are well below the noise floor in our data 
(viz., they are the product of spurious correlations). This is a consequence of the fact 
that our simple analysis treated the time series of each voxel as if it were generated by a 
unique, statistically independent, source. The reality of the situation could scarcely be 
more different: voxels are highly temporally, and spatially, correlated as a consequence
of both the underlying physiological processes being measured and the physical prop­
7where we derive the r value threshold by converting the corrected p threshold to a t -score with 
298 degrees of freedom, giving t =  —6.33 and computing jp
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erties o f the machines performing the measurement. Without appealing to detailed 
statistical models of these processes (in both spatial and temporal dimensions), a com­
pletely analytical approach to this problem is untenable.
An alternative approach is to define the cutoff threshold post hoc, attempting to 
match the properties of the induced graph to those expected from other analyses pre­
sented in the literature. A straightforward approach is to demand a constant relation­
ship, S, between the number of nodes in the graph and the average node degree. The 
relationship S =  log|V^|/logfC (where |V| is the number o f vertices in the graph and 
K is the average degree) has been suggested in the literature. If one chooses a fixed 
S value at which to compare graphs, the only value that then needs to be computed 
is K, since the number of voxels, |V|, in each scan is fixed. With K computed from 
the formula, finding a threshold value for each particular graph is simply a matter of 
determining what threshold retains E edges in the graph, where K =
Note also that our definition of S is the analytical formula for the average path 
length in an Erdos-Renyi graph so we are, in some sense, fixing a target minimum path 
length. Of course, the graphs we are dealing with in practice are most certainly not 
random graphs (in the sense of an Erdos-Renyi graph), so this characterization of the 
metric S is at best heuristic and, at worst, completely misleading.
That said, this approach has one overwhelmingly positive attribute: it facilitates 
easier cross-modality, cross-analysis and cross-subject comparison. By setting the thresh­
old based on structural properties of the graph, rather than statistical properties of the 
underlying analysis (like r-values), we are more likely to end up “comparing apples 
to apples”. At the same time, we also run the risk of missing significant structural 
differences by forcing the structures to be similar.
In order facilitate comparison between our results and those already in the liter­
ature, in particular the intra-subject reproducibility work in [42], we adopt the S-
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thresholding approach for the work in this manuscript despite its limitations. We 
would, however, be remiss to point out the unsuitability of the various thresholding 
techniques currently in use without providing a superior alternative ourselves. We 
provide just such an alternative in the next section.
Thresholds from Random Matrix Theory
We suggest here a mathematically elegant approach to choosing graph thresholds start­
ing from a solid statistical basis rather than a post hoc heuristic. In particular we note 
that a failing of currently popular thresholding techniques is that they are conceived 
at the level of abstraction of the graph rather than that of the correlation matrix. Al­
though a correlation matrix can certainly be profitably viewed as the adjacency matrix 
of a graph, it is an error to jump to this view prior to examining the statistics of the 
matrix. While all correlation matrices can be viewed as graphs, most graphs do not 
have adjacency matrices that are correlation matrices and, by analyzing thresholds at 
the graph level, we are thus throwing away our knowledge of the special structure of 
correlation matrices.
The theory of random matrices was proposed originally by Wigner and Dyson, in the 
context o f studying the spectra of complex nuclei (see, e.g., [46]), and is specifically 
suited to study phase transitions between disordered and ordered, modular, systems 
defined by correlation matrices. Consider the matrices studied here of correlations 
between the (filtered) time series of grey matter voxels. A simple model for the value 
of the correlation between voxels i and j  might look thusly:
where r* . represents the true correlation between the physiological processes underly­
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ing the signals observed at voxels i and j  and e represents the sum of the many noise 
sources (e.g., physiological noise, scanner noise, etc.). For a single correlation, we have 
no way of separating rf from e, but if we have a priori a model for the global struc­
ture of the matrix of true correlations rf , then we can attempt to extract a reasonable 
estimate of rf from rf , +  e.
In essence, this is exactly what the currently popular thresholding methods attempt 
to do, albeit in a non-rigorous way: remove e from the matrix by setting a threshold 
that yields a matrix corresponding to a graph with an expected structure; viz., a trun­
cated power-law degree distribution. We can do better and we can do so rigorously.
In random matrix theory, one studies -  amongst many other things -  the spectra 
of real, symmetric, matrices representing systems composed of the sum of signal and 
noise. In particular, we are interested here in looking at the statistical properties of 
the eigenvalue spacing of our correlation matrices. Random matrix theory tells us that 
when observing the spacing of eigenvalues in a correlation matrix, we should expect to 
find the distribution of spacings conforming to one of two possibilities: The Gaussian 
Orthogonal Ensemble (GOE) when there are everywhere strong correlations and, at 
the other extreme, the spacing should follow Poisson statistics where there exist strong 
correlations only along the (block) diagonal of the matrix.
In the context of our correlation matrices, the former case -  in which the eigen­
value spacings follow a GOE distribution -  is indicative of a matrix which is dominated 
by noise and spurious correlations; the latter case, where eigenvalues follow Poisson 
statistics, is indicative of a matrix describing a highly modular system.
If one is prepared to accept the hypothesis that the physiological networks generat­
ing the observed BOLD signal in our neuroimaging datasets are, indeed, modular, then 
we now have exactly the statistical tools we need to separate these modular networks 
from noise. We must simply find the threshold at which the distribution of eigenvalue
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spacings in our matrix completes the transition from GOE to Poisson statistics. Once 
we have identified a threshold which generates Poisson eigenvalue spacings, we can be 
mathematically sure that we have extracted, to the best our ability given the signal-to- 
noise ratio of the data, the modular true correlations present in the data while having 
sacrificed the minimum number of true correlations during the elimination of spurious, 
noisy, correlations.
More formally, for a correlation matrix of order n, let E{ for i e  {1,..., n} denote the 
magnitude-ordered list of eigenvalues o f the matrix. We perform a spectral unfolding 
procedure to obtain a distribution with constant eigenvalue density and denote the 
transformed eigenvalues e,. We then simply compute the pairwise difference between 
adjacent transformed eigenvalues (i.e., d =  ei+l — e,) and from this generate the proba­
bility density P (d ) of unfolded eigenvalue spacing. Formalizing the relationships noted 
above, we consider two extreme distributions for P(d): the Wigner-Dyson distribution 
(GOE) where
P { d )^ n d e ~ nd2lA
or the Poisson distribution
P (d ) & e~d.
For a candidate threshold value we can do the following: threshold the matrix at 
the candidate value, unfold the eigenspectrum and compute P(d ), compare P (d ) to 
the GOE and Poisson distributions. If P (d ) follows the GOE, it is dominated by noise 
and our threshold is too low. If P (d ) is a Poisson distribution, it represents a modular 
network and we assume is thus dominated by signal, rather than noise. Maximizing 
the signal-to-noise ratio then simply becomes a game of identifying the threshold at 
which the unfolded eigenvalue difference (UED) statistics change from Wigner-Dyson 
to Poisson statistics. The transition between GOE and Poisson distributions cannot
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occur instantaneously between thresholds, but rather resembles a phase transition with 
intermediate threshold values having some degree of “Poissonness” and some degree 
of “Wignerness” .
A very liberal estimate of threshold, certain to still include a great deal of noise, 
can be obtained by finding the first point at which the UED distribution begins to differ 
significantly from the Wigner-Dyson distribution. Likewise, a conservative estimate 
may be obtained by identifying the threshold at which the UED distribution becomes 
significantly Poisson.
We now propose a simple algorithm for adaptively finding such a threshold for a 
given correlation matrix M. We outline the details for the benefit of the reader but note 
that the algorithm is essentially a very straightforward adaptive optimization numerical 
algorithm. Begin with a best guess at the correct threshold t. Compute M ' <— M, where 
all matrix entries j  < t are set to zero, followed by E <— eigenvalues of M ' and 
e <— U(E),  where U(E)  is the smoothed, integrated, eigenvalue density. Then, compute 
the distribution P o f nearest-neighbor spacing in U(E).
If a x 2 test ° f  P against the GOE yields p <  0.01, increase the threshold by a large 
step and repeat the process in the preceding paragraph. Continuing doing so until 
a x 2 test of P against a Poisson distribution yields p < 0.01. Now, reduce the size 
of the step used to modify t by half, and decrease t by this amount. Continue this 
process of finding increasingly closer “bracketing values” for t, where one end of the 
bracket yields a Wigner-Dyson distribution and the other a Poisson distribution, until 
the smallest value for t yielding a significantly Poisson distribution is found; t is now 
the optimal threshold value.
Note that one could obtain the same result by simply taking small linear steps 
in the value of t until finding the first value yielding a Poisson distribution but that, 
in general, such an approach will require more computation steps than the adaptive
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approach proposed above unless the initial guess for the threshold is very close to 
optimal.
We have not yet implemented this algorithm in V olt  but note that the computa­
tional complexity is tractable in a high-performance computing environment given the 
wide availability of excellent parallel eigenvalue finding libraries8 (see, e.g., LAPACK[1]), 
the dominant computational step in our algorithm. Implementation of this algorithm 
and wide-scale comparison of graphs thresholded in traditional ways against those 
thresholded using random matrix theory is our highest priority for future work.
8 It is also worth noting that significant progress has been made in spectral decomposition on com­
modity GPU hardware; see, e.g., [26]
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—  3 —
Spoilt for choice: selecting informative, orthogonal, graph
metrics
With four parameters I can fit an 
elephant, and with five I can 
make him w iggle his trunk.
Attributed to John von  N eumann 
by Enrico Fermi
We have a presented a wide array o f graph metrics in chapter 21 and the question 
naturally arises of how informative each of these metrics is in the context of graphs 
built from functional connectivity data derived from resting-state fMRI. Mathemati­
cally, for a graph of arbitrary topology, none of these metrics are strictly equivalent 
however many of them share similar properties, especially for restricted categories of 
graphs. The current trend in the literature of basing an entire paper’s worth of analysis 
on a single graph metric is going to quickly come to end as researchers realize that 
single metrics are far less informative than collections of metrics. The critical question 
then becomes: which collection of metrics will provide the greatest insight into the
psychological and physiological questions under study.
!We remind the reader that a table of short definitions for these metrics may be found in the ap­
pendix.
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A trivial solution to the problem of determining which metrics to use is to simply 
use all of them. This is unattractive for two principal reasons: The computational 
complexity o f some graph metrics is quite high and computing every known graph 
metric, especially on voxel-scale graphs, would require significant investments of com­
pute time. If many of these metrics are effectively recapitulating each other, this is a 
colossal waste of computing resources. Worse still, it encourages researchers to draw 
conclusions based on reasoning of the form: “12/30 metrics showed the following re­
sult...” which is, in fact, a completely null result when it can be established that those 
12 metrics will always show the same result on the type of data being studied.
We propose to find a set of metrics, drawn from those described in chapter 2, that 
meets the following criteria:
1. Completeness of the set.
2. Minimality of the set.
3. Minimality of the computational complexity of each metric in the set.
4. “Functional orthogonality” of each metric in the set.
Criterion 1 prevents us from trivially satisfying our constraints with the empty set; 
we don’t want to miss anything that would be uniquely informative. Criterion 2 ensures 
that we take the smallest total number o f metrics required to ensure completeness 
while criterion 3 demands that, within each set of related metrics, we take the one 
with the lowest computational complexity. Criterion 4 is actually redundant -  it is a 
consequence of criteria 1 and 2 -  but stated explicitly for clarity: no two metrics in our 
set should “tell us the same thing”.
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3.1 On comparing metrics
Given two graph metrics, MA and MB, each computed over functional connectivity 
graphs from the same set of subjects, how does one decide if these two metrics are 
giving similar, or divergent, information about the underlying graphs on which they 
are computed? This, unfortunately, is not a problem with a trivial solution. Graph 
metrics are not inherently comparably quantities since they measure a diverse range of 
properties measured on very different scales. The simplest possible solution, and one 
of the solutions which we adopt, is to consider the Pearson correlation of the series 
obtained from the application of metric MA to a group of subject-derived graphs to the 
series obtained from the application of metric MB to the same set, in the same order. If 
the metrics are highly correlated, we propose that they are likely mutually redundant; 
if they are not correlated, it is possible that they are providing “orthogonal” information 
about the structure of the graphs. This seems like a reasonable approach initially, but 
suffers from the drawback that, formally, the Pearson correlation in this case is prone 
to be high regardless of the similarities of the metrics when data is well-behaved; in 
essence, we learn more about the data than the metrics.
Given the possible limitations of correlation, we consider also the intra-class corre­
lation (ICC), a measure designed for the explicit purpose of comparing metrics. For­
mally, we define ICC as:
where a b is the between-metric variance and a w is the within-metric variance.
Again, though, we immediately find ourselves in a state of sin due to the fact that 
ICC is designed to measure metrics operating on the same scale. As noted above, 
graph metrics vary wildly in their scale and are, essentially, incompatible in this sense. 
In order to make it possible to compare metrics via ICC, we compared the z-scores of
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the metrics, rather than the metrics themselves. This, of course, involves an implicit 
appeal to the central limit theorem which may, or may not, be justified.
3.2 Materials and Methods
Our dataset contains resting-state fMRI scans (and associated MPRAGE anatomical 
scans) for 25 right-handed adults (12 male) ranging in age from 21 to 35 years. None 
of these participants had a history of neurological or psychiatric illness. MRI data 
were acquired with a 3T Siemens TimTrio MRI scanner using a 32-channel head coil. 
Functional volumes consisted of 36 slices acquired parallel to the ACPC axis using an 
interleaved slice acquisition order and an echo-planar imaging pulse sequence (TR= 
2000 ms, TE=30 ms, flip angle=78°, 64 x 64 matrix, 21.1 x 21.1cm FOy 3 x 3 x 3mm 
voxel resolution). A total of 300 functional volumes were collected from each partic­
ipant. In addition, a high-resolution anatomical scan (192 slices, 256 x 256 matrix, 
21.1 x 21.1cm FOy 1 x 1 x 1mm voxel resolution) was acquired from each participant 
to assist in visualizing the results of functional analyses.
Each scan was preprocessed following the preprocessing pipeline described in chap­
ter 2 followed by the construction of three functional connectivity graphs, for each 
subject, based on the comparison of voxel time series by: correlation, band-averaged 
spectral coherence (coherence) and mutual information (MI). Each of these graphs was 
then thresholded based on target S-values of 2.0, 2.5 and 3.0; recall the definition of 
S from chapter 2:
S =  log | Vj/logic
where |V| is the number of vertices in the graph and K is the average degree. The
41
specific S values of 2.0, 2.5 and 3.0 were chosen based on the results in [42] which 
indicated that thresholding at these values produced the highest levels of intra-subject 
reproducibility when comparing voxel-scale graphs generated from the same subject, 
scanned multiple times (both intra-run and intra-session). With three methods of time 
series analysis and three thresholding levels, we generated a total of nine graphs for 
each subject. We then computed all 23 graph metrics for each of the 225 thresholded 
graphs.
For each combination of analysis type (viz., correlation, coherence, MI) and thresh­
old (S =  2.0,2.5,3.0) we computed the pairwise Pearson correlation of every graph 
metric against every other graph metric, over the space of 25 subjects (300 compar­
isons total). The same process was then repeated with ICC on z-scored data replacing 
correlation on raw metric data.
We also included the number of vertices, number of edges and graph-specific thresh­
old (e.g. the actual correlation/coherence/MI threshold value for that particular graph 
that was needed to produce the given S value) as “control correlators” in our analysis.
Although both Pearson correlation and ICC yield seemingly quantitative values it is 
important to note, again, that our use of correlation and ICC here is abusive and that it 
would be incorrect to suggest that the results are quantitative. The interpretation of the 
results below is descriptive: if two metrics have a reasonably high Pearson correlation 
and ICC, one may want to consider that they provide relatively similar information, but 
one cannot make any definitive statements regarding statistical dependency between 
these metrics on these data. If, however, two metrics have low correlation and ICC, 
one may be reasonably convinced that they are providing orthogonal information.
The results are presented as correlation(resp. ICC) matrices in which the rows and 
columns have been permuted according to a hierarchical clustering algorithm in order 
to make clustering trends in the results immediately apparent.
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3.3 Results
In this section we consider the Pearson correlation, and ICC, of graph metrics for all 9 
combinations of analysis type and threshold, computed over all 25 subjects. A “cheat 
sheet” table of short definitions for the metrics considered here may be found in the 
appendix.
Correlation, S  =  2.0
We begin by looking at graphs built via correlation analysis and with a threshold of S =  
2.0. In figure 3.1 we see a clear clustering of average path length, number of clusters, 
eigenvalue centrality and, to a lesser extent, coreness. We note that the threshold 
control is also included in this cluster and highly correlated. We interpret this thusly: 
as the threshold is increased, the graph rapidly becomes disconnected, leading to a 
higher number of clusters and removing several of the “small world shortcuts” in the 
graph, leading to a higher average path length. The eigenvector centrality increases 
accordingly as less-important nodes are stripped from the giant component leaving 
only the more important (central) nodes. Coreness is related almost by definition, 
since the nodes with the highest coreness are exactly those most probable to remain in 
the giant component when edges are removed from the graph.
Metrics from this cluster are also negatively correlated with girth, clustering coef­
ficient and, to a lesser extent, diameter and betweeness. Again, this is expected as 
the increased threshold splits up the graph generating many components with smaller 
girths and less internal clustering.
Similarly, girth, clustering coefficient, diameter and betweeness are all positively 
correlated. The relationship between girth and clustering coefficient is particularly 
interesting since it suggests that the graphs we are studying possess a delicate balance
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between transitive connectivity (evidenced by clustering coefficient) and sparseness 
(evidenced by girth which, recall, is the length of the shortest cycle in the graph).
Hub score and authority score are strongly correlated, which is relatively unsurpris­
ing given that they are both spectral graph methods with similar definitions. Degree 
and strength are strongly correlated, again unsurprising since, in the case where edge 
weights fall in a relatively narrow range, they are essentially measuring the same thing 
(number of edges per node). The weaker relationship between these two smaller clus­
ters implies that for these graphs the hub and authority spectral methods are possibly 
uninformative and driven simply by node degree.
The number-of-vertices and number-of-edges controls are strongly correlated only 
with each other -  a result we expect to see as a trivial consequence of our thresholding 
metric (by definition, the S-score implicitly correlates the number of edges and ver­
tices). This cluster is present in all analyses and serves as a simple sanity check; it will 
not be discussed again in the following since it’s presence is expected.
Another small cluster containing Burt’s constraint score and neighbour degree is 
also expected as these two metrics are mathematically related.
Turning to ICC for correlation with S =  2.0 in figure 3.2, we see similar results. 
The hub and authority spectral methods correlate with each other and to strength and 
degree. The cluster containing betweeness, diameter, girth and global clustering coeffi­
cient has now grown to include local clustering coefficient and average per-voxel (node) 
clustering coefficient. It would be reasonable to assume that the separation of local 
clustering coefficient and average per-voxel clustering coefficient in the correlation 
analysis may be due to scale-related effects ameliorated by considering z-scaled data 
in the ICC analysis. Once again, the number of clusters, average path length, coreness 
and eigenvalue centralities are related for the same reasons discussed above.












8 i £ O coCD O =5
<D W
I 1
.  <8 |C .O £<0 3 3

































• • • • • • • • •  •
• • • f t • • • • •  * « • •
• • • • • • • • • •  • •  •
• • • • • • • • • •  • •
• • • • •
(
• • • • •  • •  
i #
1M
• • • • • • • • • •  • •
• • • • • • • • • •  • •
• « • • • • • • • • •
• • • • • § • • •
•  • • # • « • • •  •
• • #
#  •  4 • • • •  •
®  •  * •  • • • •  •
• • • • • • •  • • • •  •
• • • • • • •  • § • •  •
•  # •































1 S’oV)c CD8 Zc# •♦ •i * ••
0 (0 COC J a) to _





•o o 8 > “  8 ?
• 1 *
• t
35 * • •
nNeiDeg •  •  •  • i •  i • •
adh •
dens •
CC •  • • • • • • • •
localCC #  • •  '
C C •  • • •  '
btwness j # | %
betEst
diam •  •
Girth •  • •
pagerank •












Scr.authScr,deg,strength), (CC,localCC,CC,btwness,betEst,diam,Girth), (constraint, neigh­
bor degree), (coreness, eigCent,avgPL,thresh, #clust).
Correlation, S  =  2.5
We now consider graphs built again from correlation analysis, but with the increased 
threshold of S =  2.5 shown in figure 3.3. The increased threshold has resulted in a 
sparser graph and, consequently, overall weaker correlations between metrics.
A small cluster of coreness and betweeness is visible, which is consistent with the 
underlying graph possessing some small-worldness properties and these two metrics 
are weakly correlated with eigenvector centrality, average path length and number of 
clusters, though this latter group is not well interconnected. The number of clusters 
and average path length are negatively correlated with several centrality-type metrics 
as well as node degree and strength, as expected.
Hub score and authority score remain closely correlated and are somewhat corre­
lated with closeness; the nontrivial correlations of all of these metrics to degree and 
node strength suggest that, again, they may be driven simply by the node degrees.
All three measures of clustering coefficient are robustly correlated here, but have 
effectively separated from any other metrics.
Turning to ICC for correlation graphs with threshold S =  2.5, shown in figure 3.4 
we see the correlation results effectively directly recapitulated.
The results for this method and threshold level suggest these dependencies: (close­
ness, closeEst,hubScr,authScr,deg,strength), (CC,localCC,CC), (#clust, avgPL, eigCent, 
coreness, btwness, betEst).
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Correlation, S =  3.0
Finally, we consider correlation-derived graphs with a threshold of S =  3.0, beginning 
with the inter-metric correlation results in figure 3.5.
We find again the now-familiar cluster of global clustering coefficient, betweeness, 
diameter and girth, with the other two clustering coefficient metrics separated out and 
isolated, resembling the results for the threshold level of S =  2.0 more than S =  2.5. 
Likewise, the spectral authority and hub score metrics are again highly correlated with 
closeness and apparently driven by degree/strength. The expected negative corre­
lations are again present, as is the strong cluster of coreness, eigenvector centrality, 
average path length and number of clusters, driven again by threshold.
ICC at this threshold level, reported in figure 3.6, agrees with the correlation re­
sults with one exception: the local and average per-voxel clustering coefficients are 
again grouped with the global clustering coefficient and included in the the betwee- 
ness/diameter/girth cluster.
The results for this method and threshold level suggest these dependencies: (CC, 
btwness, betEst, diam, Girth), (closeEst,hubScr,authScr,deg,strength),(coreness, eig- 
Cent, avgPL, thresh, #clust).
Coherence, S  =  2.0
We now turn to comparing metrics computed on graphs generated by band-averaged 
spectral coherence, beginning with a threshold of S =  2.0 in figure 3.7. Once again we 
find hub and authority scores strongly correlated, forming a larger group with average 
path length, number of clusters, diameter and constraint score. All of these are related 
also to threshold control. This represents a partial merging of two robust clusters from 
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Figure 3.6: ICC of metrics for Pearson correlation, S =  3.0.
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Each of the smaller subclusters in this cluster (viz., hub, authority; #  clusters, av­
erage path length; diameter, threshold and constraint) are unsurprising given their 
mathematical relatedness, but the relatively strong inter-subcluster correlations are 
more puzzling. In the case of the diameter subclusters and the average path length 
subcluster, one can see clearly that as the threshold is increased, the graph fragments 
leaving a giant component with fewer “small-world shortcuts” (hence, a larger diame­
ter and average path length) and more clusters. The nodes that remain are those with 
high spectral hub-type scores, as expected in a scale-free graph.
All three clustering coefficient metrics are interrelated and form an isolated group.
Degree is strongly correlated to the number of vertices and edges, a consequence of 
our thresholding method, while betweeness and strength are also strongly correlated. 
This latter result shows that nodes having many strong connections are highly likely to 
also have high betweenness -  that is, any node with many connections is highly likely 
to be a hub, which is again consistent with scale-freeness. The weaker metacluster 
containing these two subclusters is likely a result of the straightforward interaction 
between strength and degree.
The result of ICC between metrics with threshold S =  2.0, shown in figure 3.8 
recapitulates the correlation results perfectly at the primary cluster level.
The results for this method and threshold level suggest these dependencies: (hub- 
Scr, authScr, #clust, avgPL, diam, thresh, constraint), (CC, localCC, CC), (coreness, 
deg, y  E, betEst, strength, btwness).
Coherence, S  =  2.5
Figure, 3.9 shows the correlations between metrics derived from a coherence graph 
with threshold S =  2.5. The betweeness/coreness clusters from the S =  2.0 analysis 
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Figure 3.9: Correlation of metrics for band-averaged spectral coherence, S =  2.5.
it includes the local and average per-voxel clustering coefficient metrics as well. These 
two clusters are also now weakly related by node strength.
A smaller cluster consisting of the frequent hub score and authority score metrics is 
here augmented by neighbor degree. This is unsurprising since large hubs are likely to 
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Figure 3.10: ICC of metrics for band-averaged spectral coherence, S =  2.5.
The same primary clusters are seen, exactly, in the ICC analysis at this threshold 
level, shown in figure 3.10.
The results for this method and threshold level suggest these dependencies: (nNei- 
Deg, hubScr, authScr), (btwness, coreness, deg, V E), (localCC, CC, strength, diam, 
constraint, thresh, #clust, avgPL).
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Coherence, S  =  3.0
The inter-metric correlations for coherence graphs with a threshold of S =  3.0 can be 
seen in figure 3.11.
A new cluster, consisting of closeness, global clustering coefficient and, to a lesser 
extent, betweenness is seen here. The correlation of global clustering coefficient with 
increased node betweenness and closeness is not surprising for scale-free graphs since 
higher clustering coefficients are expected as a consequence of higher average degree 
in these graphs; a higher average degree facilitates more paths through the graph and 
hence higher betweenness and closeness. Note though, that clustering coefficient is 
only weakly correlated with average degree.
The cluster containing coreness seems driven entirely by degree which, in turn, is a 
consequence of the number of vertices and edges.
A large cluster containing several metrics correlated to threshold again appears, 
although at this level of thresholding it expands to include the spectral metrics (hub 
and authority score) but only weakly includes the small sub cluster containing average 
per-voxel and local clustering coefficient.
The ICC analysis for coherence with S =  3.0 once again strictly recapitulates the 
major clusters from the correlation analysis.
The results for this method and threshold level suggest these dependencies: (close­
ness, closeEst, CC, btwness, betEst), (coreness, deg, Y  E), (diam, strength, tresh, con­
straint, hubScr, authScr, #clust, avgPL).
Mutual information, S =  2.0
Finally, we consider graphs built based on mutual information between voxel time 
series. We begin with threshold S =  2.0 presented in figure 3.13.
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Figure 3.12: ICC of metrics for band-averaged spectral coherence, S =  3.0.
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A strong sub cluster between global clustering coefficient and the hub and authority 
scores is seen. This joins weakly with betweeness and a very strong cluster containing 
all of: diameter, local and average clustering coefficient, constraint score, number of 
clusters, average path length and strength, all of which are tied to threshold. It is 
somewhat difficult to make sense of such a large, comprehensive, cluster. Post hoc 
justifications can always be invented, but the simplest interpretation here is that mutual 
information is a not particularly informative method for building our graphs2.
Also worth noting is that degree and strength, which have hitherto been correlated 
in all of our analyses, have become effectively decoupled. This is likely due to the fact 
that a collection of mutual information values -  measured in bits and having to absolute 
upper bound -  will have a larger absolute variance than correlation or coherence values 
for similar data.
The expected clustering between number of nodes, edges and average degree is 
present and weakly clustered with neighbour degree and coreness, though coreness 
is also highly correlated with most of the components in the ’giant cluster’ discussed 
above.
Finally, the estimate of closeness is relatively highly correlated with eigenvector 
centrality.
As was the case for the coherence-derived graphs, the ICC results, shown in figure 
3.14 are entirely consistent with the correlation results.
The results for this method and threshold level suggest these dependencies: (CC, 
hubScr, authScr), (btwness, betEst), (diam,CC,localCC, constraint, #clust, avgPL, thresh,
strength), (coreness, deg, V, E), (closeEst, eigCent).
interestingly, mutual information is also, by an order of magnitude, the most computationally 
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Figure 3.13: Correlation of metrics for mutual information, S =  2.0.
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Figure 3.14: ICC of metrics for mutual information, S =  2.0.
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Mutual information, S  =  2.5
Correlation of metrics for mutual information graphs with threshold S =  2.5, shown 
in figure 3.15 again produces a large cluster tied to threshold, although global cluster­
ing coefficient, betweenness and the estimate of closeness have now separated into a 
smaller cluster which is negatively correlated with the large cluster.
A cluster centred on degree (along with the number of edges and vertices) and 
containing coreness and, weakly, neighbour degree is also present.
The same results are, once again, recapitulated with the ICC analysis displayed in 
figure 3.16.
The results for this method and threshold level suggest these dependencies: (closeEst, 
CC, btwness, betEst), (coreness, deg, y  E), (hubScr, authScr, CC, thresh, strength, 
#clust,avgPL,diam, localCC, constraint)
Mutual information, S  =  3.0
For correlation between metrics on graphs generated by mutual information and a 
threshold of S =  3.0, shown in figure 3.17, the results are nearly identical to those 
found at S =  2.5 with the exceptions that closeness now clusters with the estimate of 
closeness and the average per-voxel correlation coefficient is somewhat less strongly 
correlated with the metrics in the large cluster.
The ICC results in figure 3.18 give identical primary clusters.
The results for this method and threshold level suggest these dependencies: (close­
ness, closeEst, CC, btwness, betEst), (coreness,deg,yE), (localCC, constraint, hubScr, 
authoScr, diam, #clust, avgPL, thresh, strength).
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Figure 3.16: ICC of metrics for mutual information, S =  2.5.
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Figure 3.18: ICC of metrics for mutual information, S =  3.0.
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3.4 Discussion
To form a global impression o f the picture painted by the results above, we generated 
correlation (figure 3.19), and ICC (figure 3.20), matrices which are averaged over the 
nine combinations o f time series analysis type and threshold. We caution the reader 
that these matrices are to be interpreted descriptively in the context of a simple attempt 
to visually summarize the detailed results above.
The average of the correlation matrices shows strong correlations, across all thresh­
olds and analysis types, for the following clusters: hub score and authority score; 
threshold, number of clusters and average path length, local and average per-voxel 
clustering coefficient. These smaller clusters are contained within a weaker cluster 
including diameter and constraint score. These are the metrics strongly affected by 
threshold, measuring quantities concerning the “hubness” of nodes, the level of frag­
mentation of the graph and the length of paths through the graph.
Degree clusters, as expected, with the number of vertices and edges and somewhat 
weakly with coreness and betweenness.
The results for the average of the ICC matrices tells the same story, with the excep­
tion that the three clustering coefficient metrics have separated and formed their own 
cluster.
It is also interesting to note that while betweenness and the estimate of between­
ness reliably clustered together -  suggesting that one need only compute the much 
cheaper estimate -  the same cannot be said for closeness and its estimate.
We are finally in a position to suggest a set of graph metrics meeting the con­
straints we posed at the beginning of this chapter. For a particular analysis type and 
S-threshold, we advise the reader to refer to the relevant section of detailed analysis 
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• Any metric not appearing in a cluster should be chosen.
• For each cluster, choose one metric from that cluster. The choice should reflect 
a balance between the computational complexity of that metric (as discussed in 
chapter 1) and how strongly correlated that metric is with every other metric in 
the cluster.
Although it is, of course, preferred to select metrics based on specific analysis meth­
ods and threshold, we now also suggest a global “one size fits all” set of metrics based 
on the aggregate of the results above. This may prove helpful in choosing smaller sets 
of metrics for cases where thresholds and time series analysis methods not considered 
here have been used to generate the graph, though we can make no warranty that our 
results generalize to these cases beyond observing that, over the 9 threshold/method 
combinations considered here, there is a great degree of consistency between the re­
sults. A general suggestion for metrics:
• density, eigenvalue centrality, closeness, girth, adhesion, edge connectivity and 
neighbour degree should all be computed independently.
• One of the three clustering coefficients (all three have equal complexity 0(|V| • 
d2), where d is the average degree).
• Betweenness estimate.
• Average node strength.




• The number of vertices, edges and threshold value are already known, but we 
emphasize that they should be retained as they are informative.
Thus, our set contains now only 14 metrics, rather than the original 23. This rep­
resents a nontrivial savings in computation time on large graphs and prevents biasing 
researchers looking for confirmation of a result from truly independent metrics.
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—  4 —
Metric reproducibility across thresholds and methods
We now have a clearer understanding of which metrics provide “orthogonally informa­
tive” results on graphs built from resting-state functional connectivity data. Although 
there were clear broad trends in the clustering of the metrics, there was also some 
variation between threshold levels and methods of time series analysis. This raises the 
more general question of how robust various graph metrics are to changes in threshold 
and method. In this chapter we use the same dataset used in chapter 3 to address this 
question. We specifically investigate the following questions:
1. Fixing the method of time series analysis, how consistent are graph metrics be­
tween all 3 combinations of S threshold?
2. Fixing the S threshold, how consistent are graph metrics between all 3 combina­
tions of time series analysis method?
4.1 Materials and Methods
The data set and processing steps are identical to those described in chapter 3.
For a fixed method (resp. threshold), we compare the robustness o f graph metrics 
across two levels of S threshold (resp. method), over 25 subjects, using the intraclass
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correlation (ICC). We present the ICC values as bar plots with one bar per metric. For 
those metrics having significant ICC we also provide a Tukey mean-difference plot1 to 
identify any bias.
We now briefly explain the Tukey mean-difference plots. Given pairs of data, we 
plot them on a 2D plot thusly: the mean of the pair determines the location of the 
point on the x-axis, while the difference of the two values in the pair determines the 
location on the y-axis. For example: suppose we are interested in the graph diameter 
metric, for graphs generated with correlation, at threshold values S =  2 and S =  3; the 
diameter for S =  2 is 6 while it is 12 for S =  3. The mean of this pair is =  9 and 
the difference is 12 — 6 =  6, thus we would plot this point at co-ordinate (9,6). If we 
repeat this process for every pair (in our case, 25 pairs for 25 subjects) we end up with 
a scatter plot in which perfectly related points fall on the line y =  0.
4.2 Results
We begin by fixing the time series analysis method and comparing across threshold 
values.
Correlation, varying threshold
Fixing our time series analysis method as correlation, we compare the robustness of 
our graph metrics for graphs thresholded at S =  2.0 and S =  2.5 (figure 4.1); S =  2.5 
and S =  3.0 (figure 4.2) and S =  2.0 and S — 3.0 (figure 4.3).
These results remain broadly consistent with those above, with generally lower 
ICCs in the comparisons with correlation derived graphs including large drops in some
of the spectral metrics (e.g., hub and authority scores). In the case of the coherence to
1The TUkey mean-difference plot is sometimes also referred to as a Bland-Altman plot in the biomed­
ical literature.
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mutual information comparison, the ICC values remain quite high with closeness and 
global clustering coefficient being significantly increased over the S =  2.0 threshold 
level. This latter result suggests that nodes which alter the graph topology in nontrivial 
ways are being completely removed by the time a threshold of S =  3.0 is reached. The 
question of whether these nodes represent “signal” or “noise” is much more difficult 
to answer, though it this were the case one would anticipate to suddenly find greater 
concordance between correlation derived graphs and coherence/mutual information 
derived graphs at this threshold level, and we do not.
Surprisingly, the metrics are most robust between the threshold values with the 
largest difference: S =  2.0,3.0, with only adhesion, edge connectivity, closeness, con­
straint and neighbour degree being poorly correlated. Closer inspection of the re­
sults shows high correlation of the absolute threshold values (that is, the threshold in 
terms of correlation, coherence or bits o f mutual information) at these levels, which 
is likely the driving factor responsible for the high ICC values. Inspecting the Tukey 
mean-difference plot in figure 4.6 we see generally unbiased agreement except for the 
degenerate case of girth and strongly diagonal linear trends, with a single outlier, in 
number of clusters, average path length and eigenvector centrality.
For the case of S =  2.0,2.5, absolute threshold values are no longer significantly 
related and there is a marked drop in correlated metrics although most of those highly 
correlated at the previous threshold pair retain ICC values above 0.5. Betweenness 
falls significantly, but there is a gain in the correlation of closeness. Girth and diameter 
become decorrelated. The Tukey mean-difference plot in figure 4.4 tells a similar story 
that in figure 4.6, with the now-significant closeness showing a strong diagonal linear 
trend, with 4 outliers.
At the S =  2.5,3.0 level the results repeat those for S =  2.0,2.5 with the exception 
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Figure 4.2: Robustness of metrics (ICC) for correlation-derived graphs, thresholds S =  
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Figure 4.4: Tukey mean-difference plot for selected metrics on correlation-derived 
graphs, thresholds S =  2, S =  2.5.
which increases slightly. Only closeness is completely lost.
Coherence, varying threshold
Moving on to results with band-averaged spectral coherence as our series analysis 
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Figure 4.5: Tukey mean-difference plot for selected metrics on correlation-derived
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Figure 4.6: Tukey mean-difference plot for selected metrics on correlation-derived
graphs, thresholds S =  2, S =  3.
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at S =  2.0 and S =  2.5 (figure 4.7); S =  2.5 and S  =  3.0 (figure 4.8) and S =  2.0 and 
S =  3.0 (figure 4.9).
Although there is some small variation, the results are broadly consistent across 
all three pairings of threshold levels. Adhesion, girth, eigenvector centrality and edge 
connectivity are not well correlated in any case while neighbour degree is only high in 
the S =  2.0,3.0 case. Closeness reaches nearly an ICC of nearly 0.5 for S  =  2.0,2.5 
but is otherwise not robust. Betweenness increases in robustness as the difference 
in thresholds decreases while clustering coefficient only approaches an ICC of 0.5 for 
S  =  2.5,3.0. The Tukey mean-difference plots (figures 4.10, 4.11 and 4.12) reinforce 
that metrics with high ICCs are likely truly robust, showing good distribution and no 
clear bias.
Mutual information, varying threshold
Turning to mutual information as the series analysis method, we compare the robust­
ness of our graph metrics for graphs thresholded at S =  2.0 and S  =  2.5 (figure 4.13); 
S =  2.5 and S =  3.0 (figure 4.14) and S  =  2.0 and S =  3.0 (figure 4.15).
For S  =  2.0,3.0 and S =  2.0,2.5 the results are consistent: most metrics are corre­
lated with the exception of adhesion, girth, edge connectivity, closeness, betweenness, 
global clustering coefficient and the spectral metrics (eigenvector centrality, hub and 
authority scores). Moving to S  =  2.5,3.0, betweenness, global clustering coefficient, 
hub score and authority score become significantly correlated. This seems to imply that 
the topology of the underlying graph is altered significantly by threshold values in the 
neighbourhood of 2.0 < S < 2.5. The associated Tukey mean-difference plots (figures 
4.16, 4.17 and 4.18) once again demonstrate strong support for the ICC values.
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Figure 4.7: Robustness of metrics (ICC) for coherence-derived graphs, thresholds S =  
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Figure 4.10: Tukey mean-difference plot for selected metrics on coherence-derived
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Figure 4.11: Tukey mean-difference plot for selected metrics on coherence-derived
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Figure 4.12: Tukey mean-difference plot for selected metrics on coherence-derived
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Figure 4.16:. Tukey mean-difference plot for selected metrics on mutual information
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Figure 4.17: Tukey mean-difference plot for selected metrics on mutual information
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Figure 4.18: Tukey mean-difference plot for selected metrics on mutual information
derived graphs, thresholds S — 2, S =  3.
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S  =  2.0, varying time-series analysis method
In this, and the following, subsections, we proceed by fixing an S-threshold level and 
comparing metric robustness across graphs generated using different time series anal­
ysis methods. We begin with S =  2, comparing correlation with coherence (figure 
4.19), correlation with mutual information (figure 4.20) and coherence with mutual 
information (figure 4.21).
Comparing between correlation and coherence, the only very strongly robust metric 
is graph density -  a relatively uninformative result since coherence and correlation 
on measure on comparable scales and, in this case, density is largely a function of 
our choice of S value. There is moderate robustness for all three types of clustering 
coefficient, the estimate of closeness and the hub and authority scores; these results are 
backed up by the Tukey mean-difference plots in figure 4.22. Generally, though, these 
results are negative. Graphs built with these techniques have significantly different 
structural properties.
The same results are repeated for the comparison between correlation and mutual 
information derived graphs, with the exception of the loss of global clustering coeffi­
cient, and confirmed in figure 4.23.
Robustness increases significantly when we turn to the comparison of coherence 
and mutual information, with many metrics displaying moderate robustness and den­
sity, average degree and coreness displaying very strong robustness. Adhesion, girth, 
edge connectivity, closeness, global clustering coefficient, neighbour degree and eigen­
vector centrality are nonrobust across these analysis methods while hub and authority 
score fall just below our threshold for considering robustness. Once again, the ICC 









































Figure 4.20: Robustness of metrics (ICC) across correlation and mutual information 
















Figure 4.21: Robustness of metrics (ICC) across coherence and mutual information 
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Figure 4.22: Tukey mean-difference plot for selected metrics across coherence and



















Figure 4.23: Tukey mean-difference plot for selected metrics across correlation and
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Figure 4.24: Tukey mean-difference plot for selected metrics across coherence and
mutual information derived graphs at threshold S =  2.0.
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S  =  2.5, varying time-series analysis method
Moving to a fixed threshold of S =  2.5 we again compare correlation with coherence 
(figures 4.25, 4.28), correlation with mutual information (figures 4.26, 4.29) and co­
herence with mutual information (figures 4.27, 4.30). The results are nearly identical 
to those seen at the S =  2.0 level.
S  =  3.0, varying time-series analysis method
Finally considering a fixed threshold of S =  3.0 we compare correlation with coherence 
(figures 4.31, 4.34), correlation with mutual information (figures 4.32, 4.35) and co­
herence with mutual information (figures 4.33, 4.36). The results are nearly identical 
to those seen at the S =  2.0 level.
4.3 Discussion
We now attempt to pull together the data above to draw some general conclusions 
about graph metric robustness. We find that many graph metrics are robust when 
one fixes the time series analysis methods and varies the threshold across the levels 
S e  {2.0,2.5,3.0}. Adhesion, edge connectivity, closeness, eigenvector centrality and 
the estimate of betweenness are the only metrics with poor robustness suggesting that, 
even with some flexibility in the choice of threshold, the same effective results can 
be obtained. While it is certain that extreme threshold values will destroy robustness 
entirely -  consider the trivial extremes of every edge, and no edge, being included 
in the graph -  within the commonly used range of S from 2.0 to 3.0, one can now 
be relatively assured that small changes in choice of threshold are unlikely to have 
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Figure 4.28: Tukey mean-difference plot for selected metrics across coherence and
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Figure 4.29: Tukey mean-difference plot for selected metrics across correlation and
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Figure 4.30: Tukey mean-difference plot for selected metrics across coherence and




















CC _  
deg d  
coreness | 




betEst ~  
constraint | 
CC □  
nNeiDeg | 





























































































































































Figure 4.34: Tukey mean-difference plot for selected metrics across coherence and
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Figure 4.35: Thkey mean-difference plot for selected metrics across correlation and
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Figure 4.36: Tukey mean-difference plot for selected metrics across coherence and
mutual information derived graphs at threshold S =  3.0.
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When we attempt to measure robustness within a fixed S-threshold and across 
time series analysis types, the result, shown in figure 4.38 is much less encouraging. 
Only density is highly robust and, as explained above, this is a trivial consequence 
of our thresholding method. The local clustering coefficients and closeness estimate 
are moderately robust but this is likely an artifact due to the scale-freeness property 
we observe in graphs derived using all methods. Looking into the detailed results 
presented above, we conclude that metrics are very poorly robust between correlation 
and the other two metrics, while metrics are moderately robust between coherence 
and mutual information.
Taken together, these results are somewhat interesting in light of the results in
[39], discussed earlier, showing that correlation time series analysis leads to much 
more accurate inferences of true underlying network structure than do coherence or 
mutual information based approaches. What we’ve found here is that graph metrics are 
particularly non-robust between graphs generated using correlation analysis and those 
generated by coherence and mutual information. Interestingly, though, many metrics 
are robust across coherence and mutual information graphs suggesting that the errors 
of network structure made by coherence and mutual information are related. If one 
accepts this hypothesis, the appropriate conclusion is that the first-order statistics of 
the BOLD signal contain nearly all of the useful information about network structure. 
The results in [39] demonstrate exactly this, while our results here suggest that the 
noninformative data in the higher statistical moments is consistent between coherence 
and mutual information.
Our suggestions to the reader interested only in simple recommendations are two:
• Use Pearson correlation as your time series analysis method.
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VoLT in action: hierarchies in PFC
5.1 Introduction
Prefrontal cortex (PFC) has long been thought to be at the apex of an integrative cog­
nitive hierarchy, exerting top-down executive control over cortical, and sub-cortical, 
regions performing putatively “lower-level” processing. It is perhaps this tendency to 
think in terms of macroscopic hierarchies that led to the hypothesis that PFC itself is 
also organized hierarchically internally [22].
Recent results in the functional neuroimaging literature have provided emerging 
empirical support for this hypothesis, demonstrating the existence of apparently hier­
archical cortical maps in dorsolateral PFC (dlPFC) [3, 2] (see also [23] for theoretical 
concerns) and, most recently, in dorsomedial PFC (dmPFC) [41]. Specifically, these 
prior imaging studies have suggested the existence of a hierarchical rostro-caudal axis 
in prefrontal cortex (PFC) an interpretation reviewed and advocated for in [4]. The 
results presented in [41] are of particular interest to the current study since they show 
linked hierarchies in dlPFC and dmPFC through the study of functional connectivity.
We argue in this manuscript that while the results presented in these previous works 
are correct, the interpretations given may require more careful thought. In particular,
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we reevaluate the conclusion that there exists a strict hierarchy in PFC and suggest that 
previous findings o f a strict hierarchy could be artifacts of the relatively low-resolution 
analysis techniques employed. The most recent, relevant, study of Taren et. al. [41] 
analyzes functional connectivity in PFC using a seed-seed and seed-voxel approach. At 
this level of resolution, there do, indeed, appear to be strict rostro-caudal topographic 
gradients in PFC. We undertake here a full voxel-voxel analysis and find results suggest­
ing that the underlying structure of PFC may be more complex than a straightforward 
topographic gradient. Note carefully, however, that while our results may extend those 
previously reported, they are broadly consistent with them -  viz., if we “downsample” 
our results to match, e.g., the seed-seed and seed-voxel level studies reported in [41], 
we are able to reproduce the simpler results reported there.
We present here the results of a full voxel-voxel level graph theoretic analysis of 
resting state functional neuroimaging (rsfMRI) data to investigate functional connec­
tivity within the PFC. Our analysis shows clear functional modular separation along the 
dorsal/ventral axis, but we do not find evidence of the often reported simple rostro- 
caudal gradient within this separation; rather, we find evidence of a complex, inter­
twined, functional structure throughout PFC. We additionally report on per-node graph 
theoretic metrics for functional connectivity in PFC.
5.2 Materials and Methods
We use data from 25 right-handed subjects, half male, ages 23-40. rs-fMRI data were 
collected on a 3T Siemens Trio MRI system using a standard T2*-weighted EPI pulse 
sequence (2s TR, 180 TRs total) to image the BOLD response. Subjects were instructed 
to relax, keep their eyes open and not focus on anything in particular. For each subject, 
a T1-weighted anatomical image was also collected with an MPRAGE pulse sequence.
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Figure 5.1: Modules revealed during Markov clustering analysis (Mid-sagittal view).
Initial preprocessing consisted of the following: deletion of first 4 volumes to com­
pensate for T1 effect, brain extraction/skull stripping with FSL BET, slice-time correc­
tion, motion correction with FSL MCFLIRT, spatial smoothing (5mm FWHM Gaussian), 
pre-whitening and regressing out motion.
Anatomical images are processed by: brain extraction/skull stripping with FSL BET, 
tissue-type segmentation into GM, WM and CSF via FSL FAST. This is followed by trans­
formation of CSF/WM/GM masks into functional space, extraction of mean time series 
for CSF and WM to use as regressors in final processing step and registration of func­
tional images to anatomical images to MNI 152 T1 2mm standard space. Note that 
while we retain the results of this registration for post-processing and inter-subject 
comparison, we do not transform the functional data prior to analysis. All graph theo­
retic analysis is done in the native functional space of the subject.
In the penultimate step, we regress out the signals of the cerebro-spinal fluid and 
white matter from our functional data. We then perform final preprocessing and con-
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Figure 5.2: Modules revealed during Markov clustering analysis (dorsal axial view).
version to the VTS file format native to our custom software. We begin with temporal 
band-pass filtering (0.009 Hz < / <  0.08 Hz) followed by conversion of the NifTi file 
to VTS and masking of the VTS file so that it includes only timeseries derived from gray 
matter containing PFC voxels.
We next generate a n n x n  (where n is the number of PFC gray matter voxels) 
(Pearson) correlation matrix by analyzing every pair of PFC gray matter voxel time 
series using custom software1.
Once a correlation matrix has been generated, we may re-interpret it as the adja­
cency matrix of a graph thusly:
• Each voxel is treated as a node in the graph.
• For every entry ( i , ;') in the correlation matrix:
1 We also compared timeseries via band-averaged spectral coherence and mutual information and 
the resulting correlation, coherence and MI matrices were statistically identical (correlation t-score >  
16, >100000000 dof). (Data not shown)
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-  If the entry falls below a fixed threshold, do nothing.
-  If the entry exceeds the threshold, add an edge between nodes i and j,
having the weight specified by this entry.
We choose the edge threshold based on a straightforward, data-driven approach. 
We fix a value of S, where S =  log |Vj/logit (where \V\ is the number of nodes in 
the graph and K is the average degree), constant across all subjects/graphs and then 
use custom software to analyze each data set to determine the r-value threshold that 
will yield a graph with the desired number-of-nodes to average-degree ratio. For this 
analysis we select S =  2.0 as it has been demonstrated by Telesford et. al. [42] that 
this threshold yields metrics which are highly reproducible in within-subject studies.
Starting from this graph, we employ custom software to undertake a network- 
theoretical analysis that gives us 40 different whole-graph and per-node metrics; for 
this discussion we will focus specifically on the following seven per-node (per-voxel) 
graph metrics: strength, hub score, PageRank, coreness, constraint, closeness and be- 
tweeness (The reader interested in the basics of graph-theoretical analysis of neuro­
science data is directed to the recent survey book of Sporns [40]). Graph analyses are 
performed in native space for each subject. After computing per-node metrics for each 
subject, the results are transformed from native EPI image space into M N I152 T1 2mm 
standard space and combined to produce averaged maps.
We undertake also a Markov clustering modularity analysis (see [45] for algorith­
mic details) which partitions the graph into modules (see [29] for an introduction to 
modularity analysis on fMRI data). Intuitively, nodes within a module have the prop­
erty that they have more connections to nodes contained within that same module, 
rather than to other nodes outside the module. Markov clustering is highly robust and 
extremely efficient for modularizing large graphs; it has been frequently used in the
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metabolomics and proteomics literature but, to our knowledge, this is its first applica­
tion to fMRI data.
Markov clustering analysis makes no a priori assumptions about the topological 
structure of the modules. Since we are particularity interested in looking for hierarchies 
in the PFC, we additionally perform so-called Louvain modularity analysis [17] which 
explicitly searches for a hierarchical modular decomposition of a graph. This method 
was first applied to fMRI data by Meunier et. al. in [30].
In addition to a per-subject modularity analyses we also include whole-cohort mod­
ularity analyses. Similarly to methods such as Independent Component Analysis(ICA), 
graph modularity analysis may produce incomparable sets of modules for different sub­
jects. We have chosen to address this issue, following developments in multi-subject 
ICA [14], by transforming each subject’s functional data into MNI space and then tem­
porally concatenating data from all subjects. Both Markov and Louvain modularity
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Figure 5.4: Medial modules revealed during Louvain analysis, hierarchy level 1 (sagit­
tal, coronal and axial views).
analyses are then performed on the spatially standardized, and temporally concate- 
nated, data.
5.3 Results
Our whole-cohort Markov clustering analysis reveals clear dorsal and ventral modules 
in the PFC functional network. Although they are covered, and interrupted, by regions 
of smaller modules, a large red dorsal module, and green ventral module, are clearly 
visible in Figure 5.1. A clearer view of these modules can be seen the dorsal and 
ventral axial views of Figures 5.2 and 5.3. It worth noting that while the red/green 
dorsal/ventral distinction is clearly visible, there are still a number of “cross-clustered” 
voxels, perhaps indicating sites of interaction between the primary dorsal and ventral 
PFC modules.
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The existence of a strict rostrocaudal gradient is less clear in this data. What we 
see instead is a much more complex, distributed, pattern of modules. Figure 5.1 shows 
an intermingling and co-embedding of modules that is almost reminiscent of a less- 
organized version of primary visual cortex. We do note, though, that some rostro­
caudal nesting seems to be visible in Figure 5.2; the olive and white modules seem to 
be contained within the red module and do not extend as far caudally.
Louvain analysis, which explicitly presupposes a hierarchical topology for the opti­
mal modularization, yielded a modularization having five hierarchical levels with the 
lowest level (level 0) containing one module per node (voxel) and the remaining levels 
containing 263, 145, 135 and 134 modules each. At the highest level of the hierarchy 
(level 4) we see three clear modules in both the medial (Figure 5.16) and lateral (Fig­
ure 5.17) PFC -  a large, central, magenta module, a smaller, blue, superior module and 
a ventral purple module. The remaining voxels are assigned to modules in a pattern 
consistent with noise. The central magenta module contains the ROIs studied in [41].
At level 3 of the hierarchy (not shown), these modules begin to split up and, no­
tably, begin to intermix. At level two (Figures 5.18 and 5.19) we see clear decompo­
sition of the three meta-modules into smaller, more topographically complex, modules 
both medially and laterally. In the dPFC we see purple and red modules distributed 
in a spatially coherent, yet complex, way with the red module appearing to extend 
ventrally (and subcortically). Ventrally we see patterns of similar complexity in the to­
pographies of the orange, yellow and green modules. We note though that, excepting 
some cross-linking, there appears to remain a relatively strict distinction between the 
dorsal modules and ventral modules.
At the lowest nontrivial level (level 1) of the Louvain-induced hierarchy (Figures 
5.4 and 5.6) we see that the most inferior ventral modules have now been decomposed 
into very tiny components which appear to fall below our noise floor. More strikingly,
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Figure 5.5: Medial node strength (sagittal, coronal and axial views).
the dorsal modules have organized into clear blue, orange and magenta components 
which appear to extend along parallel dorso-superior and dorso-middle axes in both 
dlPFC and dmPFC. There is no clear, simple, gradient between these primary modules; 
rather, we see a regular, but more complex, pattern of mutual embedding.
We now report the results of more traditional graph-theoretic analysis.
We measured the strength of each node and plotted those values with z-scores more 
than 3 standard deviations from the population mean in Figures 5.5 and 5.15. Recall 
that strength measures the total weight of the edges connected to a node which, in 
our analysis, indicates roughly the number of other voxels which had time series which 
are highly correlated with that voxel. Intuitively, rather than trying to tease our data 
apart into separate modules, we are here asking only the much coarser question of 
“how connected is each voxel?” . The axial view in Figure 5.15 recapitulates the strong 
dorsal network modules found in the Markovian analyses (cf. the “red module” in 
Figure 5.2). The most prominent strength peaks occur bilaterally in the middle frontal 
gyrus (MFG), paracingulate and cingulate gyri (more broadly, ACC) and what appears 
to be the nucleus accumbens.
The strength results are reinforced in Figures 5.7 and 5.8 showing Kleinberg’s hub 
score (computed as the principal eigenvector of the product of the adjacency matrix of
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Figure 5.6: Lateral modules revealed during Louvain analysis, hierarchy level 1 (sagit­
tal, coronal and axial views).
Figure 5.7: Medial hub score (sagittal, coronal and axial views).
the graph and its transpose -  see [21] for details) which identifies the functional hubs 
of the PFC as the paracingulate and cingulate gyri and bilateral MFG.
Turning to the measure of betweenness centrality shown in Figures 5.9 and 5.10 
we again see peaks in the paracingulate gyrus and the nucleus accumbens along with 
a peak in the right frontal pole. For an intuitive notion of betweenness: imagine at­
tempting to find the shortest routes between every pair of nodes through the underlying
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Figure 5.8: Lateral hub score (sagittal, coronal and axial views).
Figure 5.9: Medial betweeness(sagittal, coronal and axial views).
graph. The more of these routes which go through a particular node, the greater it’s 
“betweenness”. These areas are thus disproportionately responsible for functionally 
connecting PFC. The apparent asymmetry in frontal pole betweenness is somewhat 
perplexing; it is perhaps attributable to the handedness of the subjects and warrants 
further investigation.
A centrality metric complementary to betweenness is the closeness centrality which 
measures the maximum number of steps it takes to get from a specific node to any 
other node in the graph -  literally, how close the node is to every other node. The 
closeness centrality peaks shown in Figure 5.11 show a broad medial band with its 
peak in the paracingulate gyrus, but extending far along a roughly rostral-caudal axis. 
Somewhat lower peaks are visible bilaterally in the frontal operculum.
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Figure 5.10: Lateral betweeness score (sagittal, coronal and axial views).
Figure 5.11: Closeness score (sagittal, coronal and axial views).
An alternative method for finding the most significant nodes in a graph is to quan­
tify coreness. We begin by iteratively stripping the graph of all nodes which have only 
a single edge. Once a fixed point is reached, we continue by stripping all nodes with 
two edges, and so forth. Nodes which survive until the very end of this process are said 
to have high coreness. In Figure 5.12 we see that the paracingulate gyrus alone has 
maximal coreness in the PFC.
A different result is obtained when we take a more statistical approach to searching 
for central nodes through the application of the PageRank algorithm (made famous 
by Google). Roughly speaking, if we randomly choose a node in our graph and then 
proceed to traverse the graph through the selection of random edges, the PageRank of 
a node gives us the probability that we will traverse through that node at some point.
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Figure 5.12: Coreness score (sagittal, coronal and axial views).
Figure 5.13: Pagerank score (sagittal, coronal and axial views).
Figure 5.13 suggests that the right frontal pole also plays a functionally central role in 
the PFC.
Finally, we measured Burt’s constraint score [13] which describes the degree to 
which a node’s neighbours constrain its access to the graph as a whole. A node with 
low constraint has many independent paths to the rest of the graph, while a node with 
high constraint shares global pathways with its neighbours (e.g., a node which must go 
through a “provincial hub” to reach the broader graph). We see in Figure 5.14 that the 
paracingulate gyrus has high constraint; this is a trivial consequence of the fact that 
the paracingulate gyrus is the most central hub node in the PFC. More interestingly, a 
subcortical structure, the putamen, also appears to have high constraint.
131
Figure 5.14: Constraint score (sagittal, coronal and axial views).
5.4 Discussion
Our Markovian modularity analysis of basal functional networks inferred from rs-fMRI 
data yields strong support for a dorsal/ventral distinction in PFC. Support for a ros- 
trocaudal gradient is less clear; instead, we find a complex pattern of interacting, 
nesting and embedded networks along the rostrocaudal axis. In their review, Badre 
and D’Esposito explicitly acknowledge this possibility: "The evidence discussed in this 
review supports two new insights about frontal organization. First, neurons in progres­
sively rostral regions of the frontal cortex seem distinguished by their ability to support 
more-abstract representations and more-complex rules. Second, regions arrayed along 
dorsal and ventral rostro-caudal gradients act as coherent functional networks, along 
with regions of parietal and lateral temporal cortex......  although a hierarchical or­
ganization might require both of these features of frontal organization, these features 
do not, by themselves, require that the organization be hierarchical; they could be 
consistent with other architectures as well [4]."
A parallel modularity analysis using the Louvian approach, which presupposes hi­
erarchical structure, found five (four nontrivial) hierarchical levels of modularity in 
the PFC. These hierarchies do not, however, form a smooth topographic gradient as 
suggested by the results given in [41]. At the highest level of the hierarchy, the dorso-
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medial and dorsolateral areas studied in [41] are subsumed by a single, large, module. 
As we progress down the modular hierarchy, we see increased nesting and complex 
topographic interactions between the modules. The model of two parallel strict hierar­
chies in dlPFC and dmPFC suggested in [41] is challenged by the data here. Looking 
along the dorsal medial-lateral axis we see some regions containing relatively contigu­
ous modules (e.g., the superior blue module in Figure 5.4) but, in general, we observe 
more complex patterns of interaction. Likewise along the dorsal rostro-caudal axis. 
We note, however, that if one were to sample seed voxels from our data in the same 
locations used as seeds in [41], the results would appear consistent with this simpler 
model. In particular, note how the orange, blue and pink modules in Figures 5.4 and 
5.6 appear to progress in a relatively parallel fashion when viewing sagittal slices se­
lected to match the the seed planes in [41]. Close inspection of the associated axial 
views, however, demonstrates that while these parallel trends do indeed exist, they are 
interrupted and not organized in a simple, linear, fashion. We suggest that, broadly 
speaking, parallel, linked, topographic maps exist between dlPFC and dmPFC, but that 
their organization is more complex than previous analyses suggest. Results of a similar 
nature are seen in ventral PFC, with the exception that the modules have fully bro­
ken down into noise by level 1 of the hierarchy, perhaps suggesting that the ventral 
modules are less strong than the dorsal modules.
In terms of broader network properties beyond modularity, the analysis of straight­
forward per-node graph theoretic metrics revealed the paracingulate gyrus/ACC to be 
the most functionally significant hub in the PFC, as determined by several different 
metrics (and consistent with ACC importance in whole-brain ICA results -  see, e.g.,
[8 ]). The MFG was also implicated as a region having both strong functional connec­
tivity to many other regions of PFC and importance as a functional hub. The nucleus 
accumbens appeared as a peak in analyses measuring centrality, suggesting a possible
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modulatory function consistent with known functional properties of that region. The 
right frontal pole, while not a hub, nor a directly highly connected region, is connected 
in the graph of the PFC in such a way that random walks of the graph are most likely to 
end up in the frontal pole. Given the somewhat aphysical nature of functional connec­
tivity, it is not clear exactly what conclusion one may draw from this, but we suggest 
the following: the high PageRank of the frontal pole may indicate that it plays an im­
portant modularity functional role in PFC, while the fact that it is simultaneously not 
a hub, or high-strength, node suggests that it may sit at the top of a hierarchy. These 
conclusions are consistent with recent electrophysiological investigations implicating 
the frontal poles in decision evaluation [43]. While the left frontal pole in our sub­
jects also showed high PageRank, it did not pass our strict statistical thresholding; the 
reasons for this asymmetry are not immediately clear though the contralateral location 
suggests a possible relationship to the handedness of the subjects.
The results described in this manuscript suggest an alternative organization for 
PFC that is significantly more complex than a straightforward hierarchy or linear to­
pographic map. While this analysis contradicts the assertion that PFC functional or­
ganization is strictly hierarchical, it does not yet provide any immediate insight into 
a physiological plausible alternative. Functional scanning of the PFC at higher resolu­
tions may give better insight into the nature of this organization but, more importantly, 
future work may prove more informative using data drawn from scanning during tasks 
known to robustly activate diverse PFC regions rather than simple resting-state scans.
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Table 5.2: Peak centroid for node Pagerank (MNI 152).
x(mm) y(mm) z(mm)
-16 62 30






Table 5.4: Peak centroid for node Coreness (MNI 152).
x(mm) y(mm) z(mm)
0 50 8















Figure 5.16: Medial modules revealed during Louvain analysis, hierarchy level ^sagit­
tal, coronal and axial views).
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Figure 5.17: Lateral modules revealed during Louvain analysis, hierarchy level ^sagit­
tal, coronal and axial views).
Figure 5.18: Medial modules revealed during Louvain analysis, hierarchy level 2(sagit­
tal, coronal and axial views).
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Figure 5.19: Lateral modules revealed during Louvain analysis, hierarchy level 2(sagit­
tal, coronal and axial views).
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Does size really matter? Graph minors, resels and issues of
scale
The method of “postulating” 
what we want has many 
advantages; they are the same as 
the advantages o f theft over 
honest toil.
Rational, Real and Complex 
Numbers
Bertrand Russell
The advantages of building graphs on a one-vertex-per-voxel basis should by now 
be clear. We avoid any form of sampling bias and, most importantly, remove the single 
largest source of error in network analysis (as demonstrated in [39]): inconsistent or 
poor identification of ROIs. The definition of seed regions inferred from annotations 
in a standard space is entirely suspect due to the significant amount of variation in 
individual neuroanatomy on both the gross, and microscopic, scales. Likewise, hand 
annotation of large numbers of subjects invites the very real possibility of human error
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-  see, e.g., [?] which studies the accuracy of experienced radiologists in identifying 
simple pathologies, a much easier task than ab initio labelling of several brain regions. 
An empirically valid alternative would be to run functional localizers for every subject, 
for every region of interest. While this would undoubtedly result in high quality ROI 
selection, the cost of doing this for a large number of regions would be prohibitive and, 
worse still, many ROIs have no well-defined, separable, localizer tasks.
These advantages notwithstanding, we are left with two important questions, one 
practical and one theoretical:
1. What can we offer to the scientist who does not have access to high-performance 
computing facilities? This becomes especially relevant in the context of consid­
ering potential future clinical applications where fast turnaround times may be 
desirable.
2. Is every single grey matter voxel in an fMRI dataset really a unique, independent 
and informative entity?
The solution to question number 1 is trivial: we must find some way to reduce the 
size of our graphs. The complexity results presented in chapter 2 made it clear that 
the bottleneck in our procedure is, by a wide margin, the computation of the graph 
metrics. Even for data sets having many tens of thousands of voxels we can generate 
a graph based on Pearson correlation in a relatively insignificant amount of time on a 
simple desktop computer. Conversely, many our graph metrics become quadratically 
more expensive to compute as either (or both) edge count and vertex count increase.
The solution to question number 2 is, happily, the same, but requires more careful 
thought about the question posed. It is clear from the nature of fMRI data that each 
voxel is, of course, not a statistically independent, informative, source. Due both to 
the basic physiological properties of the brain and the practical physical properties of
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the scanner, there will be a very high degree of spatial correlation between voxels. The 
number of truly informative, discrete, units in an fMRI dataset can be measured in 
resets using techniques adapted from Gaussian random field theory [47]. For a given 
dataset, then, we should look for graphs which have a number of vertices equal to the 
total number of resels in that dataset. This, of course, is an extremely coarse approach 
and ignores the fact that the distribution of resels in a real dataset is nonuniform. To 
drive graph construction, in an absolutely correct sense, from random field theoretic 
constraints is an interesting project which we propose for future work, but beyond the 
scope of the present manuscript. Instead, we will simply look for a target number of 
total resels and note that the statistical properties of the algorithm we propose in this 
chapter will, with high probability, yield a result very close to what one would get using 
a truly RFT-driven methodology.
6.1 High-level description of our graph size reduction 
method.
The solution to the two issues detailed in the introduction to this chapter is to reduce 
the size of graph; all that remains is to suggest a method for doing exactly this. An 
absolutely trivial approach would be to simply downsample the resolution of the data, 
and build the graph with the now smaller set of grey matter voxels. This is an optimally 
poor approach and will completely divorce the result from a fully correct RFT-driven 
approach. Consider, for example, the slices of voxels shown in figure 6.1. Most of these 
voxels are completely unrelated, but each slice contains a yellow voxel which is highly 
correlated with the yellow voxel in the facing slice. If we simply downsample both 
slices, shown in figure 6.2 this correlation is “smoothed over” and entirely lost.
One interesting alternative approach would be to perform a priori an independent
141
Figure 6.1: Sample voxels. Red/blue voxels are uncorrelated; yellow voxels are highly 
correlated.
Figure 6.2: Sample voxels post downsampling. The yellow correlation is lost.
component analysis and treat the mean time course of each spatial component as an 
ROI (vertex) in a later graph theoretic analysis. Though this approach is being consid­
ered by some researchers [7], great care will have to be taken in understanding the 
statistical consequences of such a dual-modality analysis. For a fixed data set, the ICA 
should, by definition, already account for most of the interesting correlations in the 
data and leave little for the graph-driven analysis to find. A more productive approach 
would be to, e.g., use ICA on resting state data to define the ROIs/vertices and then 
use graph theoretic analysis on task-derived data. We note also that ICA components 
are typically not spatially localized which has the benefit that one may find higher- 
order interactions (networks of networks) more easily, but the disadvantage that the
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results may be less easy to interpret in the context of standard neurophysiology. We 
will suggest here instead a very simple approach.
We begin with an intuitive explanation of our proposed method, followed by a more 
rigorous mathematical description. For a given set of (resting-state) fMRI data:
1. Build a full-scale graph via Pearson correlation (or other symmetric metric of 
choice).
2. For each vertex in the graph:
• Look at each neighbour of the vertex. If the neighbour vertex is connected 
by an edge with a weight above some threshold and the physical distance 
(in the brain) between the vertex and this neighbour is less than some fixed 
distance, merge the two vertices.
• Continue this process until a fixed point is reached.
Merging two vertices amounts to replacing both vertices with a new, single, vertex 
that has edges going to all of the neighbours of both of the original vertices. There are 
a few technical details which must be addressed (see below), but the basic principle is 
extremely straightforward.
By way of example, consider the graph in figure 6.3. We set a threshold of 0.8 for 
the merging of edges and begin by examining vertex 1. The neighbours of vertex 1 
are vertices 2 and 3, the edges to which have weights 0.3 and 0.5, respectively. Since 
neither of these weights exceeds our designated threshold, we take no action. Moving 
on to vertex 2, we see an edge to vertex 4, but it has weight only 0.2, which is again 
below our threshold. The edge from vertex 2 to vertex 3, however, has weight 0.9 
which exceeds our threshold and thus makes this edge a candidate for contraction. We 
haven’t given spatial co-ordinates for our vertices in this example, but less us suppose
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Figure 6.3: Weighted graph before edge contraction.
that vertices 2 and 3 are close enough in MNI space that the distance between them is 
below our spatial threshold. We can now contract the edge and merge the vertices.
Contracting the edge between vertices 2 and 3 involves “adding” the edges of vertex 
2 to the edges of vertex 3 in a new, merged, vertex. For simplicity we call the new 
vertex 2,3 and start it by inheriting the edges of vertex 3. We now systematically add 
the remaining edges from vertex 2. The edge from vertex 2 to 4, is simply transferred 
directly to a new edge, of the same weight, from vertex 2,3 to vertex 4. The edge 
from vertex 1 to vertex 2 must be handled slightly more carefully, since there is already 
an edge from vertex 1 to vertex 3. In this case, we average the weights of the edges 
from 1-3 and 2-3 to form a single new edge from vertex 1 to vertex 2,3 with weight
°-3+0-5 = n 4 
2
None of the edges remaining in the graph at this stage exceed our threshold of 0.8, 
leaving us with the new, contracted, graph in figure 6.4.
Although not immediately apparent from this simple, contrived, example, when ap­
plied with a reasonable threshold to very large graphs, this process can reduce the scale 
of a graph enormously, from tens of thousands of nodes down to hundreds. The extent 





Figure 6.4: Weighted graph after contraction of the edge between 2 and 3.
either to make the problem computationally tractable on the available resources, or to 
approach the number of resels present in the data (determined by RFT).
Graphs reduced in this way yield vertices representing single, highly correlated, 
spatially connected and focal ROIs. We are thus implicitly assuming the cortical parcel- 
lation hypothesis to some degree in that we only merge highly correlated voxels which 
are also spatially local. To reject this bias, one need only modify the metrics used to 
determine which edges can be contracted -  this flexibility is indeed the point behind 
the generality of the algorithm. We keep the bias here since we feel it reflects details 
of the true underlying physiology.
6.2 Formal details of graph reduction algorithm
Let R be the set of real numbers and let M+ be the set of non-negative real numbers. 
Let G =  (V, E) be a graph with a finite set of vertices V and undirected, weighted, edges 
E c  V x l x V .  Let A  : E —► R be a metric on edges. We define metrically-constrained 
edge contraction thusly:
Definition 1. The A, 5-constrained edge contraction of an edge e =  (v1,y ,v2), where
145
|y| < 5, in a graph G is defined as the replacement of and v2 by a single vertex such 
that edges adjacent to the new vertex are exactly those which were incident with Vj and 
v^ excepting e itself We explicitly forbid the construction of multigraphs; contractions 
resulting in parallel edges are resolved by replacing the set of parallel edges with a single 
edge having a weight which is the mean of the weights of the replaced edges.
We introduce now the notion of a metrically constrained graph minor:
Definition 2. A graph M is a A, 5-constrained minor of a graph G if a copy of M can be 
obtained from G via repeated metrically-constrained edge contraction.
Note that this is a restriction of the usual definition of graph minor in two ways: 
first, we do not allow the deletion of edges without contraction and, second, we impose 
a constraint on which edges may be contracted by an external function.
This provides a very general framework for studying graph reductions, but for the 
purposes of the present work, we restrict the function A  to a very specific case:
Definition 3. For an edge e =  (v ;, yi;-, v; ) we define A y d : e —* {0 ,1 } where the value is 1 
if < y and p(vlt v2) <  d for some distance metric p : V x V —» M+, and 0 otherwise.
In the present case we define p as simply the Euclidean distance between the loca­
tions of two vertices after projection back into native brain space.
We can now state the straightforward algorithm 1.
It is worth noting that the distance constraint introduced by d/p complicates greatly 
formal analysis of graphs thusly reduced. Indeed, we are now implicitly operating on 
a spatial embedding of a graph, rather than the graph itself and thus lose use of most of 
the tools of graph theory. Though mathematically ugly, we feel this constraint is critical 
in creating a physiologically relevant algorithm; as noted above, individual voxels are 
not statistically independent units, they are highly spatially correlated (which is to say:
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Algorithm 1 Compute the A r>d -constrained minor of a graph G.
Require: y >  0 A d  >  0
while 3(v,, e,Vj) e  E \ e > y  A  juCvj, v2) < d do 
for all ef e  (vk,Yk,vt) do 
if 3e' =  (v fc, y', Vj) e  E then 
update e' * -  (v fc, (y fc +  r ')/ 2, v,) 
else
end if
E *— E\et 
end for
Update the position of v} to the barycentre of all vertices merged into v} 
(If desired: append v, to an internal “merged list” in v;)
V - V \ v t 
end while
rather than being a nuisance, spatial embeddings contain critically relevant informa­
tion). We leave open for future work a formal characterization of how this reduction 
affects various graph metrics.
6.3 Implementation and preliminary results
We have implemented algorithm 1 as a program in Volt to perform reductions on VTT 
files given arbitrary correlation and distance thresholds1.
We present here some preliminary results investigating the effect of graph reduc­
tion on various metrics for a single rs-fcMRI dataset, with the full graph constructed 
based on Pearson correlation at a threshold of S =  2.0. Some metrics, such as path 
length, are explicitly not invariant as the number of vertices and edges in the graph is 
changed -  indeed, one can mathematically prove that many metrics must vary -  so we 
consider here primarily the subset of metrics which could possibly be invariant under 
transformations of this type.
’ Usage details for v t tc o n tra c t  can be found in the appendix.
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Holding the merging threshold fixed at 0.92 (where 0.91 corresponds to S =  2.0) 
and varying the permissible merging distance across the values 15mm, 30mm, 60mm, 
120mm and 240mm we graph the results, along with the results from the full voxel- 
level graph, in figure 6.5.
As expected, the number of vertices decreases from 15531 in the full voxel-level 
graph down to 982, 692, 485, 429 and 431 (respectively) in the reduced graphs. In­
creasing the permitted merge distance reduces the resulting number of vertices until 
the effect plateaus at a distance of 120mm (this is unsurprising, since this value is 
nearly the width of an average human brain). The average degree, hub score, eigen­
vector centrality and betweenness all also decrease as a function of increased merge 
diameter as a simple consequence of this reduction in vertices. Fewer vertices in the 
graph means fewer edges and paths. Likewise, the absolute threshold needed to reach 
S =  2.0 rapidly drops as all of the remaining edges in the graph become significant.
The girth remains constant, which is entirely expected for a well-behaved reduction 
since it would take a very brutal reorganization of the graph indeed to remove the 
many cycles of length 3. We note also that the number of clusters at higher distances 
remains exactly the same as the number of clusters in the full voxel-level graph. This 
is a consequence of our choice of threshold respecting the “giant component’ of the 
original graph; without re-thresholding, edge contraction alone cannot split a graph 
into more components.
Density increases from the full voxel-level graph to the 15mm distance-constrained 
reduced graph, though not by much in absolute terms, and rapidly drops back to below 
the full graph level for the 240mm graph. Nevertheless, we flag this as something 
requiring further investigation since it may represent a nontrivial change in the broad 
topological properties of the graph (something we wish to avoid).
Transitivity, both local and global, and closeness fluctuate driven by what appears
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to be noise. Again, a large-scale statistical analysis will be required to confirm this, but 
our preliminary result here shows that this is worth doing.
The results of the orthogonal preliminary analysis, holding the maximum permis­
sible merge distance fixed at 15mm and varying the merge correlation threshold, are 
presented in figure 6.6. The results here are broadly consistent with the above (with 
one caveat, noted below) with many metrics appearing to vary driven solely by noise. 
This indicates that our reduction scheme has promise for producing smaller graphs 
which are nearly as globally informative as the full voxel-scale graph, but this requires 
validation through brute-force statistical analysis on real data.
Note that, in contrast to the fixed-threshold analysis, the number of vertices remain­
ing in the graph increases as we raise the threshold and make it more difficult for two 
vertices to merge. This is insignificant and simply serves to point out that, in terms of 
effect on final graph size, the scale for these results is “backwards” to the scale for the 
fixed-threshold results. That is, increasing maximum merge distance allows for more 
vertices to be merged while decreasing correlation threshold allows more vertices to be 
merged.
Our initial results suggest that further, full-scale, investigation -  in the spirit of that 
presented in chapter 4 -  is warranted and we suggest this as future work.
An additional property of reduced graphs meriting comment is that one might wish 
to interpret the spatial distribution of the reduced ROIs/vertices as a type of cortical 
parcellation. We present such a view in figure 6.7 and note that the “parcellation” 
does seem to have some neuroanatomically reasonable features, though it is far from 
ideal. Concerted further study, and careful thought, will be required to determine if 
this method has promise as a meaningful parcellation strategy.
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Full 15 30 60 120 240 Full 15 30 60 120 240 Full 15 30 60 120 240 Full 15 30 60 120 240
Graph (d In mm) Graph (d in mm) Graph (d in mm) Graph (d in mm)
Full 15 30 80 120 240 Full 15 30 60 120 240 Full 15 30 60 120 240 °  Full 15 30 60 120 240
Graph (d in mm) Graph (d in mm) Graph (d In mm) Graph (d in mm)
Graph (d in mm) Graph (d in mm) Graph (d in mm) Graph (d in mm)
Figure 6.5: Selected graph metrics for full voxel-level graph and graphs reduced with 
correlation threshold S >  2.0 and varying maximum permissible merge distance.
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Figure 6.6: Selected graph metrics for full voxel-level graph and graphs reduced with 
maximum merge distance fixed at 15mm and varying correlation merge threshold.
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Figure 6.7: Mapping from voxels to post-reduction graph vertices (viz., ROIs); spa­
tially homogenous colours map onto a single vertex in the reduced graph. A cortical 
parcellation?
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Summary and future directions
We have made the following contributions in this manuscript:
1. Implemented software to perform time series analysis (correlation, partial cor­
relation, mutual information and band-averaged spectral coherence) and graph 
theoretical analysis of resting state fMRI data at single voxel resolution on mas­
sively parallel computers. The result is a package, V o lt , consisting of more than 
30 individual programs comprising over 30,000 lines of code (C99, C++, For­
tran, Lisp, Python, Bash and R).
2. Developed a new, statistically valid, method for thresholding neuroimaging-derived 
correlation graphs based on random matrix theory.
3. Analyzed 23 whole-graph and 14 per-voxel(vertex) metrics on graphs derived 
from resting state fMRI datasets from 25 subjects. Graphs were defined by time 
series analysis using correlation, coherence and mutual information, with each 
graph thresholded at 3 different levels. A large analysis was undertaken to deter­
mine an optimal set of “orthogonally informative” graph metrics and understand 
how choices of time-series analysis methodology and threshold affected these
metrics.
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4. Adapted Markov clustering modularity detection for use in voxel scale fMRI data.
5. Introduced the formalism of metrically-constrained graph minors to reduce the 
sizes of voxel scale graphs while retaining as much information as possible.
6. Demonstrated the application of the methods developed above to resting state 
fMRI datasets to address the question of hierarchical organization in prefrontal 
cortex.
Our plans for immediate future work include implementing and thoroughly exam­
ining the proposed random matrix theoretic approach to threshold selection as well 
as a population statistical study of the effect of graph size reduction using metrically- 
constrained graph minors. These initiatives, and the results reported in the current 
manuscript must all also be extended to the level of voxel-by-voxel comparison for 
metrics which are computed per-vertex. We might also investigate “correctness” in­
stead of robustness by running our metrics on synthetic data sets generated by applying 
a forward-modelling DCM variant on graphs of known topology.
Beyond these short-term directions related to the work present here, we feel that, 
in general, this is a field ripe with low-hanging fruit. We suggest now some of the most 
obvious, and potentially useful, areas for future investigation.
A method for identifying network vertices which can serve as “control nodes” in 
simple systems of coupled linear oscillators was recently detailed in [27]. This is a 
very significant result as it begins to resolve long-open questions about controllability 
in dynamic network theory. If we were to add a measure of directionality (say, e.g., 
Patel’s t  [35]) to our Pearson correlation matrices, we could implement a maximum­
matching based algorithm to find the control vertices in neuroimaging derived graphs. 
The physiological interpretation of such vertices, especially for functional connectivity
data, is not at all clear, but may be suggested by the anatomical locations in which we 
find them.
An immediately interesting question in the area of dynamics is understanding how 
networks change during different task states. One can imagine deriving a baseline 
graph from resting state data and then measuring the change in edge weights during 
differing task conditions. Critical to this endeavour will be developing a good un­
derstanding of the tradeoff between temporal resolution and statistical power as one 
choses a time scale on which to analyze the dynamics of the graphs.
Nelson et. al. have recendy demonstrated an automated parcellation scheme based 
on seed-voxel analysis of spatial maps o f functional connectivity data [32]. The meth­
ods described in [32] could straightforwardly be extended to the full scale voxel-voxel 
approach taken in V o l t . This would facilitate whole-brain (cortical and subcortical) 
parcellation based on functional connectivity. Specifically, one could imagine building 
an 172 matrix from the full voxel level correlation matrix. Each volume (one per voxel) 
in the T)2 matrix could then be segmented using a 3D segmentation algorithm and 
these results combined to find a consensus segmentation. Care will have to be taken 
in the selection of an appropriate segmentation algorithm and method of determining 
the ultimate consensus segmentation, but this work is straightforward.
Machine learning has become very popular in the neuroimaging literature recently,
•>
due largely to the perceived successes o f multi-voxel pattern analysis. A  different ap­
proach to neuroimaging based machine learning was well exemplified in [16] where 
feature vectors were constructed directly from per-vertex metrics extracted at a uni­
form set of seed vertices across many subjects. In that study it was shown that this 
data is sufficient to train a patter classifier to reliably classify rs-fcMRI derived graphs 
by subject age. Our native space per-voxel approach is inappropriate for this type of 
comparison since there is no obvious mapping between grey matter voxels in different
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individuals. It is worth investigating, however, different methods for generating mutu­
ally comparable projections of the per-voxel metrics. It seems likely that a multi-subject 
data-driven ROI selection approach, such as that described in chapter 6, combined with 
transformation to a standard space, would facilitate such an analysis nicely.
On a more technical level, the current literature is, as far as this author is aware, 
devoid of multi-resolution techniques. Neuroimaging analysis, of all types, takes place 
on volumes of fixed resolution which is potentially wasteful in terms of both space 
and computing time. Investigating the potential benefits of multi-resolution encodings 
-  specifically adaptive octrees -  which allocate greater spatial resolution (and, thus, 
computing time) where it is most needed may well be worthwhile.
Returning to the graph-theoretic level, we suggest that hypergraphs may provide 
an interesting formalism for describing modularity in neuroimaging derived graphs 
and that, rather than working in pseudo-continuous domains, we might profit from 
explicitly considering discrete evolution of the systems under study using the methods 
of symbolic dynamics. v
Finally, we note that we have constructed the entire V olt  pipeline to be as flexible 
and general as possible and, in particular, it can operate on DTI data as soon as a 
method of generating VTT files from DTI data is implemented. We intend to use a 
probabilistic tract tracing algorithm to identify the probabilities of all pairwise voxel 
connections which will then become a connectivity matrix. The connectivity matrix 
can then be thresholded using random matrix theoretic techniques and the remainder 
of the V olt  pipeline can be used to analyze the data with no further changes. Another 
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Glossary of graph metrics
Abbreviation Metric name Short, informal, Description
adh Adhesion The smallest number of 
edges that, when removed, 
disconnect the graph
authScr Kleinberg’s Authority Score A vertex connected to many 
hubs.
avgPL Average Path Length Average length of all short­
est paths.
btwness Betweeness “How many shortest paths 
go through me?”
betEst Betweeness estimate -
CC Clustering Coefficient Ratio of closed triplets to 
connected triples of vertices.
closeness Closeness Mean shortest path from me 
to all other reachable ver­
tices.
closeEst Closeness Estimate -
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constraint Burt’s Constraint Score “How much do my neigh­
bours constrain my access to 
the broader graph?”
coreness k-Coreness The greatest k for which the 
vertex remains in the graph 
after iteratively removing all 
vertices with k edges.
diam Diameter Length of the longest short­
est path.
deg Degree Number of adjacent edges.
dens Density Ratio of edges in graph to 
edges in a complete graph 
on the same number of ver­
tices.
edgeCon Edge Connectivity The smallest weighted 
sum of edges that, when 
removed, disconnect the 
graph.
eigCent Eigenvalue Centrality Spectral metric similar to 
PageRank.
hubScr Kleinberg’s Hub Score A vertex connected to many 
authorities.
localCC Local clustering coefficient “Are my neighbours also 
neighbours?”
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Girth Girth The length of the shortest 
cycle in the graph
nNeiDeg average nearest Neighbour Degree Average degree of neigh­
bours.
W\ Cardinality of V Number of vertices in the 
graph.
l*| Cardinality o f E Number of edges in the 
graph.
pagerank PageRank “Starting on a random ver­
tex in the graph, if I contin­
ually follow random edges, 
how likely am I to eventually 
end up at this vertex?”
thresh Threshold Absolute edge threshold 
used to generate this graph.
strength Strength Sum of the weights of adja­
cent edges.
#clust Number of clusters The number of disconnected 
clusters in the graph
Table 1 : Graph Metric “Cheat Sheet”
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The pipeline
Requirements for building and running
• POSIX-compliant operating system
• C ++  compiler (ISO/IEC 14882:2003)
• C99-compliant compiler, supporting OpenMP 2.5
• MPI 2.0 compliant MPI implementation.
• BLAS and LAPACK.
• bash shell
• GNU Make
• FSL 4.1 -  h ttp ://www.fm rib .ox.ac.uk/fsl/
• libnifti C library -  h ttp :/ / n ift ilib .sou rce fo rge .n e t/
• igraph library, C source version -  h ttp : //igraph. sourcef o rge . net/




• Louvain modularity library -  h ttp : / / s ite s . goog le . com/site/f indcommunit ies/
• FFTW 3.0 -  http://www.fftw.org/
• libMI -  h ttp ://code.google. com/p/libmi/
-  Except don’t use the version from the website, since it leaks memory. Badly. 
Instead, use the fixed version included in the local codebase
• libANN -  h ttp : //www. c s . umd. edu/-mount/ANN/
• R 2.11
-  Sweave
-  tractor, base
• Python 2.5+ interpreter
With these pre-requisites installed, the programs composing V olt  can be compiled 
using their respective makefiles. The provided makefiles should work for any standard 
64-bit Linux distribution and MacOS X 10.6+; other systems may require modifications 
to the makefiles. Yes, you have to edit them by hand. No, we won’t use GNU autotools. 
What follows now is an abbreviated, high-level, sketch of the analysis pipeline.
Preprocessing
Initial preprocessing steps consist of the following steps on EPI functional data:
1. Deletion of first 4 volumes to compensate for T1 effect.
2. Brain extraction/skull stripping with FSL BET.
3. Slice-time correction (if needed)
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4. Motion correction with FSL MCFLIRT.
5. Spatial smoothing (5mm FWHM Gaussian)
6. Pre-whitening.
7. Regressing out motion.
This is followed by T1 anatomical preprocessing:
1. Brain extraction/skull stripping with FSL BET.
2. Tissue-type segmentation into GM, WM and CSF via FSL FAST.
3. Transform of CSF/WM/GM masks into functional space.
4. Extract mean time series for CSF and WM to use as regressors in final processing 
step.
5. Registration of functional images to anatomical images to MNI 152 T1 2mm 
standard space.
In the penultimate step, we regress out the signals of the cerebro-spinal fluid and 
white matter from our functional data set. We then perform final preprocessing and 
conversion to native VTS file format:
1. Temporal band-pass filtering (0.009 Hz < / < 0.08 Hz).
2. Convert NifTi file to VTS.




We next generate a n n x n  (where n is the number of gray matter voxels) correlation 
matrix by analyzing every pair of gray matter voxel time series. We currently support 
three possible correlation measures:
1. Pearson correlation (linear, temporal)
2. Band-averaged coherence (linear, spectral)
3. Mutual information (nonlinear)
The programs implementing these computations are fully parallelized and are meant 
to be run in a high-performance computing environment; we note, however, that both 
correlation and coherence can be computed for a single subject in just a few hours on 
a reasonably modest personal workstation. Computation of the mutual information 
matrix requires significant computational resources.
'v
Graph theoretical analysis
Once a correlation (or coherence/MI) matrix has been generated, we may re-interpret 
it as the adjacency matrix of a graph thusly:
• Each voxel is treated as a node in the graph.
• For every entry (i, j )  in the correlation matrix:
-  If the entry falls below a user-specified threshold, do nothing.
-  If the entry exceeds the threshold, add an edge between nodes i and j, 
having the weight specified by this entry.
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Starting from this graph, we proceed with a network-theoretical analysis that gives 
us the following whole-graph and per-vertex metrics (average values of per-vertex met­


















• transitivity local undirected,






We additionally provide tools for Markov clustering and Louvain modularity analy­
ses.
These analyses are highly parallelized and make use of state-of-the-art algorithms; 




This section provides a step-by-step example protocol for analyzing raw resting state 
fMRI (and T1 anatomical) images using the core tools from our pipeline. Many sup­
porting tools are also provided which are internally documented and not described 
here.
1. Convert DICOM to NlfTI:
'/, dcm2nii -g *
2. If needed, reorient scanner axes on anatomical images:
'/, fslreorient2std input output
3. Starting from a root data directory, we require:
• Each subject will be in their own directory: s##
• There will be a functional EPI NiFTi named: s##.nii.gz
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• There will be a T1 anatomical s##-anat.nii.gz
4. Set the following environment variables appropriately:
• Path to root directory for data files:
7, export MJD_DATA_PATH=/Users/daley/scr
• List of subjects to process:
7. export MJD_SUBJ="s01 s02 s03"
• Path to root tool executables directory:
7. export MJD_MRTOOL_PATH=/Users/daley/Code/mrtools
5. Edit FSL FEAT scripts preprocess_template. f  s f and nusiance_template. f  s f 
to reflect details of your data (e.g. TR, number of volumes).
6. Run the following preprocessing scripts and sanity-check output HTML files be­
tween each script.
• Initial preprocessing of functional data:
7. bash runpreprocess. sh
• Initial anatomical preprocessing:
7. bash anat_processing. sh
Regressing out nuisance signals:
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'/, bash runnuisance.sh
• Final filtering, masking and coversion to native VTS format:
'/, bash runjnakevts.sh
7. Now, choose from the following, depending on type of time series analysis de­
sired:
*/. correlate epiMasked.vts epiCorr
•/. cohere epiMasked.vts epiCoh
,.r.... fjr, , \. ' I r j ,  - \ '
*/, mpirun -n 4 ./runmi epiMasked.vts epiMI.vtt
The correlation and coherence programs use OpenMP and require a high-performance 
shared memory machine. Memory requirements are modest as chunks of the ma­
trix are flushed to disk regularly. The MI program is written using MPI and will 
run on both distributed and shared memory high-performance machines; the 
precise mpiexec command will vary depending on your local environment.
8. To analyze the graph theoretic metrics for the resulting vtt files, you first need to 
decide on an edge threshold. Many options are possible (see discussion above) 
but I suggest a practical approach:
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*/, vtt_findthresh [input.vtt] 2.5
Now we can compute the whole graph and per-voxel metrics:
'/, mpiexec -n 4 igraph_vtt [input vtt] [threshold] [output prefix]
expect to get output-m etrics.txt and output-columns.txt.
To visualize a column number 1 as a nifti file:
'/. bash raw2z.sh output-columns.txt 1 outl.txt
'/, bash ascii2nifti.sh outl.txt . ./s01/GM_mask.nii.gz outl.nii
'/, fslmaths outl.nii -kernel sphere 3 -fmean finall
(consider also replacing -fmean with -dilM  or others).
To do modularity analysis:
*/, vtt2graph epiCorr.vtt [threshold] graph.abc 
'/, mcl graph.abc -abc -I 2.0 -te [numthreads]
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'/, head -10 out. graph. abc > trimmed. graph. abc
'/, bash mcl2nifti.sh trimmed.graph.abc [mask.nii.gz] [num voxels]
*/, fslmaths trimmed.graph.abc.nii -kernel sphere 3 -dilF 
communities.nii -odt int
The mcl program makes extensive use of OpenMP and requires a high-performance 
shared memory machine. Memory requirements vary depending on input volume 
but are typically no less than 8GB. The igraph v t t  program makes extensive 
use of MPI and requires a high-performance distributed, or shared, memory ma­
chine. Memory requirements vary depending on input volume but are typically 
no less than 16GB. As a minimum, each node in a distributed memory machine
X
must have RAM roughly equivalent to four times the size of the v t t  file being 
analyzed.
A subset of the metrics computed in igraph v t t  can be computed for truly colos­
sal graphs using xmt v t t  which is optimized specifically for the Cray XMT archi­
tecture, using XMT-specific compiler intrinsics in place of OpenMP/MPI. The XMT 
architecture is optimal for solving large graph problems.
Finally, to produce a nice, formatted, PDF report:
• Ensure that makeGraphReport. sh and re p o r t . Rnw are in the current direc­
tory.
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'/, bash makeGraphReport.sh sOl
Other stuff you might want to do
To visualize a column from a .txt file as a volume1:
*/, ascii2vts column.txt column.vts
'/, unmaskvts column.vts $PATH_TO_ANALYSIS/GM_mask.nii.gz volume.vts 
'/, vts2nifti volume.vts map.nii
To directly extract an r-map for a particular voxel straight from the full correlation 
matrix (VTT file):
*/, vttex epiCorr.vtt [ v o x e l  # ] corout.vts
'/, unmaskvts corout.vts GM_mask.nii.gz fullcor.vts
'/, vts2nifti fullcor.vts map
To do an rj2 analysis, in prep for a Nelson et. al. -like autosegmentation (note that 
this one is compute-heavy and uses OpenMP -  you’ll need big iron):
’Alternatively, you can use the a s c i i 2 n i f t i . sh bash script.
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'/, eta epiCorr.vtt eta2_epiCorr.vtt
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Directory Structure and list of tools
The following list outlines the main directories found in the Volt distribution and 
describes the nature of the individual programs found within these directors. For doc­
umentation on the individual programs, please look directly in the related directory.
• igraphvtt -  programs for doing the “kitchen sink” VTT graph theory analysis.
• MPAnalyse -  convert VTS into VTT via Pearson correlation (OpenMP)
• FreqAnal -  convert VTS into VTT via band-averaged spectral coherence (OpenMP)
• MI -  convert VTS into VTT via estimated mutual information (UPC and MPI im­
plementations)
• PartCor -  convert VTS into VTT via Partial Correlation (OpenMP)
• PatelTau -  convert VTS into direction-only VTT via Patel’s Tau metric
• mrtools -  various tools for VTS, etc. manipulation.
• vttana l -  various tools for VTT manipulation
• Testing -  what it sounds like
R -  All R code for posthoc stats
