Consider a nonparametric regression model Y = m(X)+✏, where m is an unknown regression function, Y is a real-valued response variable, X is a real co-variate, and ✏ is the error term. In this article, we extend the usual tests for homoscedasticity by developing consistent tests for independence between X and ✏. Further, we investigate the local power of the proposed tests using Le Cam's contiguous
Introduction
Let (X 1 , Y 1 ), . . . , (X n , Y n ) be n independent replications of (X, Y ), where Y is the response variable, and X is the covariate. We consider a nonparametric regression model Y = m(X) + ✏, where m is an unknown regression function, ✏ is the error random variable, and for simplicity, we assume that E(✏|X) = 0. We would like to mention that the results of this article also hold for other identification restriction such as median (✏|X) = 0 (see, e.g., Einmahl and Van Keilegom (2008a) ). In this article, we develop tests to check whether the random variables ✏ and X are independent or not.
There has been an enormous amount of research done on tests for homoscedasticity in the last fifty years (e.g., see Goldfeld and Quandt (1965) , Glejser (1969) , Cook and Weisberg (1983) etc.). Due to the assumption of homoscedasticity, i.e., when the variance of the error random variable does not depend on the covariate, the variance of the response variable does not depend on the covariate. However, even for the homoscedastic model, the statistical inference about the unknown regression function may be misleading sometimes. For instance, in case of isotonic regression model, the confidence interval for the unknown regression function at a given point will be wrong even if the homoscedasticity assumption holds. In this example, in order to have trimmed mean isotonic regression estimator based correct confidence interval for the regression function at a given point, one needs to assume that the error and the covariate random variables are independent (see Remark 4 in Dhar (2016) ).
In the last few years, several articles on testing independence of covariates and errors in di↵erent types of non-parametric regression models have appeared. Among these articles, Einmahl and Van Keilegom (2008a) proposed three tests based on Kolmogorov-Smirnov, Cramer-von-Mises and Anderson-Darling distances be- Unlike the distance based tests described in the last paragraph, the tests we propose are based on association measures, namely, Kendall's ⌧ (see Kendall (1938) ), ⌧ ⇤ , which is a modification of Kendall's ⌧ (see Bergsma and Dassios (2014) ) and distance covariance (see Szekely, Rizzo and Bakirov (2007) ). In fact, the methodology can be applied to more general association measure also. The construction of the test statistics are based on the second order di↵erences of neighbouring triplets of responses, which is analogous to the approach of Einmahl and Van Keilegom (2008a) . In other words, the test statistics essentially measure local association. In this article, we derive the asymptotic distribution of the test statistics based on U -statistic theory, and this approach allows us to investigate the power of our proposed tests under local alternatives, which has not been done before. In fact, since the kernel of the test statistics involved dependent observations, one needs to use the theory of degenerate U -statistic based on dependent random variables (see, e.g., Lee (1990) ). The formulation of the test statistics and their asymptotic properties, which involved aforementioned issues, are thoroughly studied in the subsequent sections.
In connection with the discussion in the last paragraph, note here that one cannot observe the errors ✏ i , i = 1, . . . , n since the data (x 1 , y 1 ), . . . , (x n , y n ) are based on the observations obtained from the joint distribution associated with (X, Y ). In order to deal with this situation, one needs to use the Y values in such a way that the e↵ect of m will be cancelled out under the smoothness assumption on m. Here based on the data on (X, Y ), as it is mentioned earlier, the tests based on Kendall's ⌧ , ⌧ ⇤ and distance covariance are considered. We investigate the asymptotic theory of the test statistics under null and contiguous alternatives, and also compare their performances for large samples as well as for small samples. We would here like to mention that as a tool to study the quality of a test, investigating the power property of a test under contiguous alternatives (see, e.g., Van Der Vaart (1998), Chapter 6) is well-established in the literature (see, e.g., Lehmann and Romano (2005) ). Roughly speaking, contiguous alternatives are local alternatives asymptotically converging to the null hypothesis of interest. A precise definition of contiguity is given at the beginning of Section 3.
The rest of the article is organized as follows. In Section 2, we discuss the formulation of the test statistics and related issues. Section 3 investigates the asymptotic distribution of the test statistics under contiguous alternatives and compare the asymptotic power of the tests under those contiguous alternatives. Section 4 compares the performances of the tests for finite samples using simulations, and those tests are implemented on real data. Some concluding remarks are discussed in Section 5, and the more technical proofs are given in Appendix A. Appendix B reports the result of the asymptotic and the finite sample power studies in the tabular form.
Test statistics
We first recall the hypotheses again and formulate the hypothesis problem formally. For the nonparametric regression model Y = m(X) + ✏, we want to test H 0 : ✏ ? ? X(, F ✏,X = G ✏ H X ) against the alternative
, where F ✏,X is the joint distribution function of ✏ and X, and G ✏ and H X are the marginal distribution functions of ✏ and X, respectively. However, since one doesn't have the observations on the error ✏ as mentioned in the Introduction, one needs to construct the test statistics based on the data (x 1 , y 1 ), . . . , (x n , y n ) obtained from the joint distribution of (X, Y ). Let
be the order statistics of the observations x 1 , . . . , x n , and y (1) , . . . , y (n) are the Y -values corresponding to the ordered X-values, and we now propose the test statistics T n,1 , T n,2 and T n,3 based on the observations
. . , n; which are the following. In order to define all the quantities properly, we assume that y (0) = y (1) and y (n+1) = y (n) , which results y ⇤ (1) = y (1) + y (2) and y ⇤ (n) = y (n 1) y (n) . We then define
and
where sign(x) = x/|x| when x 6 = 0 and = 0 otherwise,
Note that formulas (1), (2) and ( , the population versions of T n,1 , T n,2 and T n,3 are We should also have an explanation regarding the construction of y ⇤ , i.e., the second order di↵erences of y's. In view of the fact X ? ? ✏ ) X ? ? g(✏) for a proper function g, we consider the appropriate di↵erences of y (i) 's, which enables us to cancel out the e↵ect of m's when m is a su ciently smooth function. As a consequence of the smoothness of m, one can approximate
, 3 and j = 1, . . . , n. Instead of looking at y ⇤ (i) , one may also consider the usual di↵erence y (i) y (i 1) (or the slope {y (i) y (i 1) }/{x (i) x (i 1) }), which will be eventually an approximation of ✏ (i) ✏ (i 1) (or the ratio between ✏ (i) ✏ (i 1) and x (i) x (i 1) ) having negligible third moment. It follows from the fact that the first order di↵erences are symmetrically distributed, and consequently, the third moment of the di↵erence between two nearly identical ✏ i s is close to zero. In other words, this test based on the first order di↵erences will be essentially a similar test as the nonparametric test of homoscedasticity (see also the discussion in Einmahl and Van Keilegom (2008a) ). For sake of completeness, we should provide an explanation why our proposed tests are more general over test of homoscedasticity. In literature, the test of homoscedasticity states that H as we mentioned in the Introduction with an example related to skew normal distribution, our proposed test can detect dependence between the covariate X and the error random variable ✏ in the skewness of the conditional distribution even though when the conditional variance of ✏ conditioning on X is constant.
Asymptotic power study: contiguous alternatives
Recall from the discussion in the Introduction that as a toolkit of comparing di↵erent tests, one can investigate the power of the tests under contiguous alternatives. In Section 3.1, we study the asymptotic distributions T n,1 , T n,2 and T n,3 under contiguous alternatives, which help us to derive the asymptotic local power of the tests based on T n,1 , T n,2 and T n,3 . The implementation of those tests is also briefly described there. Further, in Section 3.2, the asymptotic power under contiguous alternatives of the proposed tests are investigated for various examples.
Main results
As we mentioned in Section 2 that T n,i p ! 0 for i = 1, 2, 3 as n ! 1 under H 0 , and since the tests based on T n,2 and T n,3 are consistent against any alternatives, it is of interest to see the asymptotic power of the tests based on T n,i 's, i = 1, 2, 3 under contiguous or local alternatives (e.g., see Hajek, Sidak and Sen (1999), p. 249). Precisely, the sequence of probability measures Q n is contiguous with respect to the sequence of probability measures P n if P n (A n ) ! 0 implies that Q n (A n ) ! 0 for every sequence of measurable sets A n , where (⌦ n , A n ) is the sequence of measurable spaces, and P n and Q n are two probability measures defined on (⌦ n , A n ). In order to characterise the contiguity in terms of the asymptotic behaviour of the likelihood ratios between P n and Q n , Le Cam proposed some results, which are popularly known as Le Cam's Lemmas (e.g., see Hajek, Sidak and Sen (1999) 
where F ✏,X is the joint distribution of (✏, X), and G ✏ and H X are the marginal distributions of ✏ and X, respectively. We then consider a sequence of alternatives
where > 0, n = 1, 2, . . ., and K is a proper distribution function. Here we should point out that A n is a sequence of sets, which is changing over n along with its -field A n , and for that reason, it does not follow directly from the definition of contiguity that F n;✏,X is contiguous with respect to F ✏,X . In Theorem 1, based on Le Cam's first lemma, we establish that the alternatives H n will be contiguous alternatives under some conditions. For sake of concise presentation, we assume the following conditions before stating Theorem 1.
Assumptions:
(A1) f ✏,X (e, x) > 0 for all e and x, where f ✏,X is the joint probability density function of (✏, X).
Theorem 1: Under (A1) and (A2), the sequence of alternatives H n defined by (4) forms a contiguous sequence.
Here we would like to discuss a few issues related to the condition assumed in (A2), and for simplicity of writing, we drop the random variable Y from the expression of the condition in subsequent places. Note that
= 0, and hence,
can be expressed as the first order approximation of an entropy E f✏,X ⇣ log k f✏,X ⌘ , which measures dissimilarity between two densities f ✏,X and k. In other words,
is also called the mean square contingency (see Renyi (1959, p. 446 
= 0, i.e., k and f ✏,X are similar. At the same time, the larger values of
indicate that k and f ✏,X are more dissimilar, i.e., in other words, ✏ and X are more statistically dependent through k. To summarize, Theorem 1 asserts that the sequence of alternatives H n will be contiguous with respect to H 0 when the mean square contingency of f ✏,X and k is finite.
We establish the asymptotic behaviour of T n,1 , T n,2 and T n,3 (given in (1), (2) and (3), respectively) under H 0 in Proposition 1. We assume the following conditions to establish Proposition 1. The main implication of Proposition 1 is that one can use T n,i , i = 1, 2, 3 to check whether the evidence obtained from the data favours H 0 or not. In addition, in order to carry out the tests based on T n,i , i = 1, 2, 3, one needs to know the distributions (or an approximation of the distributions) of T n,i 's. In this context, note that T n,1 , T n,2 and T n,3 are 2-dependent U -statistics (e.g., see Lee (1990) ) and to derive the asymptotic distributions of T n,1 , T n,2 and T n,3 , one needs to know the order of degeneracy of each T n,1 , T n,2 and T n,3 . For sake of completeness, the definition of U -statistic and its order of degeneracy are mentioned in the following.
For a given data set
for all x 1 , . . . , x l . Moreover, the collection of the random variables X ⇤ = {X 1 , . . . , X n } will be called mdependent random variables if X b and X a are independent for all b a > m (a, b = 1, . . . , n; m 1), and the corresponding U -statistic is said to be m-dependent U -statistic. It is easy to see that T n,1 has the order of degeneracy 0 whereas it is established in Lemma 1 that the asymptotic order of degeneracy of T n,2 and T n,3 are 1.
. . , n as n ! 1 under H 0 , where x, y 2 R are fixed constants.
as well, which can be established based on the asymptotic theory of 2-dependent U -statistic whereas
) as it has the order of degeneracy = 0 (e.g., see Lee (1990) ). We state the asymptotic distributions of T n,1 , T n,2 and T n,3 under H n in Theorems 3.2, 3.3 and 3.4, respectively. E(T n,1 )} converges weakly to a Gaussian distribution with mean
and variance
Here H X is the marginal distribution function of X, and G ⇤ is the distribution function of
In the proof of Theorem 2, Le Cam's third lemma has been used to get the asymptotic normality of p n{T n,1 E(T n,1 )} under H n , and in the course of using Le Cam's third lemma, we have used the fact that log L n converges weakly to a random variable associated with a normal distribution having certain location and scale parameters (see the proofs of Theorems 3.1 and 3.2). It is here appropriate to mention that the asymptotic normality of log L n is a su cient condition but in general, it is not a necessary condition to establish the contiguity of Q n with respect to P n . Instead of Le Cam's third lemma, one can also follow
Behnen and Neuhaus (1975)'s approach based on a specific truncation method for contiguity of Q n with respect to P n . Also, Behnen (1971) investigated the asymptotic relative e ciency of some tests for independence against general contiguous alternatives of positive quadrant dependence but none of Behnen (1971) and Behnen and Neuhaus (1975) considered Q n as a mixture distribution as we consider here. Recently, Banerjee (2005) studied the behaviour of the likelihood ratio statistics for testing a finite dimensional parameter under local contiguous hypotheses. He perturbed the null hypothesized parameter to get the local (or contiguous) alternatives, which is di↵erent from the perturbance on the distribution function that has been considered by us.
Also, we would like to point out that
, which follows from the arguments based on convolutions. Here G ✏ is the marginal distribution function of ✏. Further, it directly follows from Theorem 2 that p n{T n,1 E(T n,1 )} converges weakly to normal distribution with zero mean and variance = Theorem 3: Suppose that (A1)-(A2) and (B1)-(B2) are true. Then, under H n defined by (4), n{T n,2 E(T n,2 )} converges weakly to
, where Z i 's are i.i.d. N (0, 1) random variables, and i 's are the eigenvalues associated with l(x, y) = E{sign(
is the realized value of (X (1) , Y (1) ), and
Here g i (x) and g i (y) are such that
for all (x, y).
Theorem 4:
Suppose that (A1)-(A2) and (B1)-(B2) are true. Then, under H n defined by (4), n{T n,3 E(T n,3 )} converges weakly to 
is the i-th order statistic of the random variables X 1 ,
is the Y value corresponding to X (i) , (x, y) is the realized value of (X (1) , Y (1) ) and
Here g
for all (x, y). under H n . In this context, note that under H 0 , n{T n,2 E(T n,2 )} and n{T n,3 E(T n,3 )} converge weakly to
1} and
1}, respectively, which follow from the assertions in where weights are the eigenvalues of the kernels associated with T n,2 (or T n,3 ). In order to overcome the problem related to infinitely many eigenvalues and the infinite sum, we approximate the kernel function at n 1 ⇥ n 1 many marginal quantile points and compute the eigenvalues of n 1 ⇥ n 1 finite-dimensional matrix associated with the kernel function. The (i, j)-th element of the matrix is the (i/n 1 , j/n 1 )-th marginal quantile (e.g., see Babu and Rao (1988) ) of the joint distribution associated with the bivariate random vector (X, Y ), where i = 1, . . . , n 1 and j = 1, . . . , n 1 . Then, we generate a sample with size 1000 from that approximated finite sum of the wighted chi-squared distribution, and (1 ↵)-th quantile of that sample is considered as the approximated value of the asymptotic critical value at ↵% level of significance. In order to compute the power, we similarly approximate the infinite sum of the weighted chi-squared distributions described in Theorems 3.3 and 3.4 by an appropriate finite sum of the chi-squared distributions and simulate sample with size 1000 from the approximated distributions, and finally, the proportion of the observations in the sample larger than the approximated critical value is considered as the estimated value of the asymptotic power. In the asymptotic power studies of di↵erent tests, we consider n 1 = 10 unless mentioned otherwise.
Examples
We consider three examples, where we investigated the asymptotic power of the tests based on T n,1 , T n,2
and T n, 3 . In all of the examples, we take the null model f ✏,X (✏,
, where ✏, x 2 R, and f ✏,X is the density function of F ✏,X . As the contiguous alternative model is of the form
where f ✏,X is same as considered in the null model for all examples but the choices of k are di↵erent over di↵erent examples, which are the following. It is an appropriate place to mention that the integrals involved in µ 1 and 2 1 described in the statement of Theorem 2 are calculated theoretically. Note that in the above examples, the joint density function of X and ✏ is the standard bivariate normal density under H 0 , and hence, H X and G ✏ are the cumulative distribution functions of the standard normal distribution because under Tables 1 and 2 (see Appendix B) , and also summarized in Figure 1 .
It follows from the figures in Table 1 that the tests based on T n,1 (given in (1)), T n,2 (given in (2)) and T n,3 (given in (3)) are comparable as expected since k and f ✏,X are related by only scale transformation.
Hence, there is neither any e↵ect of outliers nor any significant e↵ect of the alternative distribution. It is amply indicated by the figures in Table 2 that the tests based on T n,1 and T n,2 are more powerful than then test based on T n,3 under contiguous alternatives. It is here appropriate to point out that T n,1 and T n,2 are rank based test statistic whereas T n,3 is a moment based test statistic. For that reason, the better robustness properties of T n,1 and T n,2 compared to T n,3 have significant e↵ect on the results as the conditional density associated with k has heavier tail than that of f ✏,X . 
Finite sample study and real data analysis
In Section 3, we investigated the performance of the tests based on T n,1 , T n,2 and T n,3 when the sample size n tends to infinity. It is now of interest to see the performance of the tests when the sample sizes are finite, and for that reason, in Section 4.1, we carry out some simulation studies to compare the finite sample 
Finite sample simulation study
We here study the finite sample power and the level of our tests using simulations and compared them 
Here,F X (x) = F n (x, 1) andĜ(y) = F n (1, y), and F denotes the left-continuous version of for any distribution function F . The test statistic considered in Neumeyer (2009) is denoted by
where✏ i = y i m(x i ),✏ j = y j m(x j ), F X,n is the empirical distribution of the covariates X 1 , . . . , X n , w is a weight function, K and h n denote the kernel and the bandwidth, respectively. The test statistic described in Hlavka et al. (2011) as
where
, and W (t 1 , t 2 ) denotes a suitable weight function. Hereˆ (t 1 , t 2 ) =
In this simulation study, our overall setting is similar to that in Einmahl and Van Keilegom (2008a) and Neumeyer (2009). As they considered, suppose that the covariate random variable X is associated with the uniform distribution on (0, 1), m(x) = x 0.5x 2 , and the simulations are carried out for the sample sizes n = 100 and = 1000 with the level of significance = 5%. Under H 0 (i.e., null hypothesis), the error random variable ✏ follows normal distribution with zero mean and standard deviation equal to 0. Example 6: (✏|X = x) follows a skew normal distribution (see Azzalini (1985) ) with the location parameter = ⇠(x), the scale parameter = !(x) and the shape parameter = ↵(x), where ⇠(x) = x, !(x) = p x 2 + 3, and
To implement the proposed tests, i.e., the tests based on T n,1 , T n,2 and T n,3 , one needs to compute the ↵% (here ↵ = 5) critical value of the test. For computing the critical value, we adopt the Bootstrap procedure, which is described as follows (see also Neumeyer (2009)). We first generate a data (x 1 , y 1 ), . . . , (x n , y n ) from the regression model described in the paragraph before Example 3, and based on this data, we estimate the error✏ i = y i m(x i ), wherem is well-known Nadaraya-Watson estimator (see Nadaraya (1964) and Watson (1964) ) using Epanechnikov kernel (see, e.g., Silverman (1986)). We now define the centered error The computations of T n,1 , T n,2 , T n,3 , T n,KS , T n,CM , T n,AD and T n,N eu are done in R and Matlab codes, which are available to the first author. For the test based on T n,N eu , we report the same results as provided in Neumeyer (2009) The figures in Table 3 indicates that the tests based on T n,1 and T n,2 performs well for Example 3
and comparable with the performances of the tests based on T n,N eu (given in (9)), T n,W1 and T n,W2 (given in (10)). In that example, the test based on T n,3 is under achieved particularly for large values of a.
For Example 4, the performances of the tests based on T n,1 , T n,2 and T n,3 are comparable (see Table 4 ).
However, for Example 5, the tests based on T n,1 and T n,2 and other tests as well outperform the test based on T n,3 (see Table 5 ). It is expected since T n,3 is moment based estimator, and consequently, it is not a robust estimator against the outliers generated from the heavy-tailed distribution. The reported values in Table 6 (see Appendix B) clearly indicates that a test of homoscedasticity, namely, Breusch-Pagan test is outperformed by our proposed tests since it fails to detect the varying conditional skewness of the distribution with constant conditional variance.
Real data analysis
As we have observed in the asymptotic and the finite sample power study, the test based on T n,3 fails to perform well in the presence of the influential observations, we wanted to see how di↵erent tests perform on real data having (and not having) outliers. To investigate the performance of the tests, we consider here two real data, which are the following with detailed descriptions.
We first consider a real data set Airfoil Self Noise Data, and this data set is available in https:// archive.ics.uci.edu/ml/machine-learning-databases/00291/. It consists of six independent variables, namely, frequency (in Hertzs), angle of attack (in degrees), chord length (in meters), free-stream velocity (in 
Results for Example 6 with n=1000
T n,1 meters per second) and suction side displacement thickness (in meters) and one dependent variable (i.e., Y ), namely, scaled sound pressure level (in decibels). The size of the data set is 1503. In this study, we consider only one independent variable (i.e., X), namely, frequency (in Hertzs). In order to check whether X and the errors ✏ in the model (i.e., the model described in the beginning of Section 1) are independent or not, we carry out bootstrap tests based on T n,1 , T n,2 and T n,3 and compute the p-values of the corresponding tests. We first compute the value of T n,i , i = 1, 2, 3 (denote it as t 0,i ) from the given data and to estimate P H0 [T n,i > t 0,i ], (i.e., p-value) i = 1, 2, 3, we generate j many bootstrap resamples from the given data as we described in the paragraph after Example 6. Let T k n,i denote the estimate of T n,i for k-th resample (k = 1, . . . , j), and the p-value of the i-th test is defined as
In this numerical study, we choose j = 500, and the p-values of the tests based on T n,1 , T n,2 and T n,3 are 0.57, 0.49 and 0.53, respectively for this data set. These p-values indicate that one can use the model Y = m(X) + ✏ for this data set, where X and ✏ are independent random variables, and having the knowledge of the independence between the covariates (i.e., X) and the errors (i.e., ✏) helps us to use di↵erent statistical procedures in a straightforward way. We next consider a real data set Combined Cycle Power Plant Data, which is available in https:
//archive.ics.uci.edu/ml/datasets/Combined+Cycle+Power+Plant. This data set contains 9568 data points collected from a Combined Cycle Power Plant over 6 years (2006-2011), when the power plant was set to work with full load. This data set consists of four independent variables, which are hourly average ambient variables, namely, temperature, ambient pressure, relative humidity and exhaust vacuum and one dependent variable, namely, net hourly electrical energy output of the plant. In our study, we consider relative humidity as the independent variable (X). Following the same procedure described for Airfoil Self
Noise Data, we have computed the p-values of the tests based on T n,1 , T n,2 and T n,3 , and those p-values are 0.35, 0.40 and 0.14, respectively. The large p-values associated with the tests based on T n,1 and T n,2 favours the null hypothesis whereas the small value associated with the test based on T n,3 supports the assertion in the alternative hypothesis. Since this data set contains some outliers (see the second diagram from right in Figure 3 ), the small p-value associated with the test based on T n,3 indicates that it is not robust against the outliers.
Concluding remarks
In this article, we develop three tests to check whether the regressor and the errors are independent or not for the non-parametric regression model Y = m(X) + ✏, where Y , m(.), X and ✏ are same as defined at the beginning of introduction. Among these three tests studied here, it is observed that the tests based on T n,1
and T n,2 are more robust against the outliers than the test based on T n,3 . The reason behind this fact is that T n,1 and T n,2 are based on the rank or the positions of the observations whereas T n,3 is based on the absolute values of the observations or their powers. Besides, one can also formulate Kolmogorov-Smirnov or
Cramer-von Mises type test statistics (e.g., see Einmahl and Van Keilegom (2008a)) based on x (i) and y ⇤ (i) , and the performances of those tests were investigated in finite sample study. Those tests along with the tests based on T n,N eu and T n,W also perform well when the data are generated from heavy tailed distribution since those tests are also based on the rank of the observations. We should also point out that one can also consider higher order di↵erences of y (i 1) . In this article, we considered the second order di↵erences of y (i 1) , i.e., y (i+1) 2y (i) +y (i+1) as we wanted to maximize the third
, where a, b, c 2 R along with the conditions (i) a 2 + b 2 + c 2 is a constant and (ii) a + b + c = 0, i.e., in other words, this construction gave us more general tests than usual test of homoscedasticity. In fact, any higher order odd moments can be maximized by the L-moments (see, e.g., Hosking (1990) , which follows from the combinatorial arguments and the form of the expectation of the di↵erent power of the order statistics. The optimal choice of the order of the moment and the investigation of the new versions of T n,1 , T n,2 and T n,3 based on the other order of moment could be a subject of future research.
In addition, as we mentioned in the Introduction and investigated in the finite sample simulation study, our proposed tests can detect di↵erent kind of dependence structure between the covariates and the error random variable whereas a test of homoscedasticity fails to detect it when the conditional variance is constant.
For further illustration of this fact, we consider the following example, where the model is Y = X 2 + ✏.
Let (✏|X = x) follow skew normal distribution (see Azzalini (1985) ) with the location parameter = ⇠(x), the scale parameter = !(x) and the shape parameter = ↵(x), where ⇠(x) = x, !(x) = p x 2 + 3, and
, and X has the standard normal distribution. Here ✏ 2 R and x 2 R. We then generate a sample (x 1 , y 1 ), . . ., (x 100 , y 100 ) based on the distributions of (✏, X), and for this sample, we carry out the test based on T n,2 and a well-known homoscedasticity test, namely, Breusch-Pagan test (see Breusch and Pagan (1979) . In other words, it clearly indicates that Breusch-Pagan test fails to detect the dependence structure between ✏ and X since V ar(✏|X) is constant (= 3) here whereas the test based on T n,2 is able to detect that dependence structure as the skewness of the conditional distribution of ✏|X = x depends on x.
Furthermore, we would like to discuss another issue related to ⌧ and ⌧ ⇤ . As we indicated in Section 2 that Considering m(X) = X 2 , we then compute the p-value the tests based on both T n,1 and T n,2 . For this example, the test based on T n,1 gives us a high p-value = 0.71 whereas p-value of the test based on T n,2 is 0.08, which is quite small. This investigation clearly indicates that the test based on T n,1 fails since even under alternative ⌧ = 0.
The issue of robustness is also a potential research interest since T n,1 and T n,2 are rank based test statistics whereas T n,3 is a moment based test statistic. To measure the robustness, one can compare the population versions of T n,1 , T n,2 and T n,3 in terms of maximum bias (e.g., see Huber (1981) ). Roughly speaking, for a functional T (F ), where F is a distribution function and T is the population version of the estimator T n , the maximum bias measures the e↵ect on T (F ) of an arbitrary large observation with a specified mass. In fact, it is shown in Dhar, Bergsma and Dassios (2016) that a version of maximum bias of T n,1 and T n,2 based on (x i , y i ) is bounded whereas that of T n,3 based on (x i , y i ) is unbounded, and it is expected that those results can be extended for T n,1 , T n,2 and T n,3 based on (x (i) , y ⇤ (i) ) also. Besides, one can derive the influence curve or the breakdown points of T n,1 , T n,2 and T n,3 to measure the robustness of T n,1 , T n,2 and T n,3 against the outliers. On computational issue, we would like to point out that the direct computation of T n,2 based on (x i , y i ) requires O(n 4 ) operations whereas Weihs et al. (2016) showed that it can be reduced to O(n 2 log n), and Heller and Heller (2016) further reduced it to O(n 2 ) operations.
In real data analysis, we carried out bootstrap tests and made the decision based on the p-values obtained from the bootstrap tests. Since T n,1 , T n,2 and T n,3 are U -statistics, in view of Bickel and Freedman 
Appendix A: Proofs
Proof of Theorem 1: In order to establish the contiguity of the sequence F n;✏,X relative to F ✏,X , it is enough to show that Ln, the logarithm of the likelihood ratio, is asymptotically normal with mean 1 2 2 and variance 2 (see Hajek, Sidak and Sen (1999, p. 254, Corollary to Le Cam's first Lemma) and the first paragraph in Section 3), where is a positive constant. For notational convenience, we denote Z = (✏, X), and f n;✏,X and f ✏,X are the density functions associated with F n;✏,X and F ✏,X , respectively. Now, we have
, and a in 2 (0, 1) with probability 1.
Note that by straightforward application of C.L.T., it follows that Wn is asymptotically normal with mean
So, in order to prove contiguity of the sequence of densities associated with Hn, it is enough to show that |Ln Wn| p ! 0 as n ! 1.
For convenience of writing, we denote 2 ,
where T 1n and T 2n are given by
Now, for a fixed ✏ > 0, we choose l 0 su ciently large such that 2 2 2l 0 < ✏ and l 0 > 1. Then,
The last implication follows from the fact that
. Now, we fix 0 < ⌘ < 1 on the event {m(z i )  l 0 }, and hence, we have 1 + a
. The aforementioned facts imply that
Hence, we now have as n ! 1 for all x, y.
2
To prove Theorem 2, we should state the following lemma proposed by Le Cam.
Lemma: Le Cam's third lemma: Let {Xn} 2 R d be a sequence of random vectors, and the sequence of measures Qn is contiguous with respect to the sequence of another probability measures Pn. If (Xn, log dQn
Hence, the proof is complete. 2
Proof of Theorem 3: It follows from Lemma 1 that the asymptotic degeneracy of T n,2 is 1, which implies that n(T n,2 E(T n,2 )) will converge weakly to
1} under H 0 , where i 's are the eigenvalues associated with l(x, y), and Z i 's are i.i.d. N (0, 1) random variables (e.g., see Leucht and Neumann (2013) ).
Further, note that the sequence of densities (denote it as qn) associated with Hn is dominated by the density (denote it as p 0 ) associated with H 0 with Radon-Nikodym derivative dqn dp 0 Proof of Theorem 4: Lemma 1 also asserts that the asymptotic degeneracy of T n,3 is 1, which implies that n(T n,3
E(T n,3 )) will converge weakly to Table 6 : The results for Example 6. The finite sample power of the di↵erent tests for di↵erent values of n at 5% level of significance. The number of repetitions is 1000.
