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ON AN INEQUALITY RELATED TO THE RADIAL GROWTH OF QUASINEARLY
SUBHARMONIC FUNCTIONS IN LOCALLY UNIFORMLY HOMOGENEOUS SPACES
JUHANI RIIHENTAUS
ABSTRACT. We begin by recalling the definition of nonnegative quasinearly subharmonic functions on locally
uniformly homogeneous spaces. Recall that these spaces and this function class are rather general: Among others
subharmonic, quasisubharmonic and nearly subharmonic functions on domains of Euclidean spaces Rn, n ≥ 2,
are included. The following result of Gehring and Hallenbeck is classical: Every subharmonic function, defined
and Lp-integrable for some p, 0 < p < +∞, on the unit disk D of the complex plane C is for almost all θ of the
form o((1− |z|)−1/p), uniformly as z → eiθ in any Stolz domain. Recently both Pavlovic´ and Riihentaus have
given related and partly more general results on domains of Rn, n ≥ 2. Now we extend one of these results to
quasinearly subharmonic functions on locally uniformly homogeneous spaces.
1. INTRODUCTION
1.1. Locally uniformly homogeneous spaces. The definition of locally uniformly homogeneous spaces was
given in [22]. However, for the convenience of the reader we recall it here, too. A set X is a locally uniformly
homogeneous space if the following conditions are satisfied:
(i) X is a topological space.
(ii) There is a Borel measure µ defined on X .
(iii) There is a quasimetric (quasidistance) on X , that is, there is a constant K ≥ 1 and a mapping dK :
X ×X → [0,+∞) such that
1o dK(x,y) = dK(y,x) for all x,y ∈ X ,
2o dK(x,y) = 0 if and only if x = y,
3o dK(x,y)≤ K[dK(x,z)+ dK(z,y)] for all x,y,z ∈ X ,
4o the ((K-)quasi)balls BK(x,r),
BK(x,r) := {y ∈ X : dK(x,y)< r},
centered at x and of radii r > 0, form a basis of open neighborhoods at the point x ∈ X ,
5o 0 < µ(BK(x,r)) <+∞ for all x ∈ X and r > 0,
6o there exist absolute constants A = A(K)≥ 1 and ρ0 = ρ0(K)> 0 such that
µ(BK(x,r)) ≤ Aµ(BK(x,
r
2
))
for all x ∈ X and all r, 0 < r ≤ ρ0.
1.1.1. Remark. Locally uniformly homogeneous spaces are slightly more general than spaces of homoge-
neous type, defined and considered by Coifman and Weiss [1], pp. 66–68, and [2], pp. 587–590. As a matter
of fact, the only difference with their definition is that, instead of the above condition 6o, Coifman and Weiss
use the stronger condition:
6′o There exists an absolute constant A = A(K)≥ 1 such that
µ(BK(x,r)) ≤ Aµ(BK(x,
r
2
))
for all x ∈ X and all r > 0.
For a list of examples of spaces of homogeneous type, see [2], pp. 588–590.
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1.1.2. Remark. In order to be able to consider Hausdorff measures on locally uniformly homogeneous spaces,
we make the following additional assumption (cf. [15], p. 54): Let X be a locally uniformly homogeneous
space. Suppose that X satisfies the following additional condition:
(1) For every δ > 0 there are E j ∈ F, j = 1,2, . . . , such that X = ∪+∞j=1E j and dK(E j)≤ δ,
where F = {BK(x,r) : x ∈ X , r > 0}. Then for each d > 0 one can define in X a d-dimensional Hausdorff
(outer) measure HdK , which is a (K-quasi)metric (outer) measure in the following sense: If A,B⊂ X such that
dK(A,B) > 0, then HdK(A∪B) = HdK(A)+HdK(B). As a matter of fact, in the standard definition (see e.g.
[14], pp. 125–126), just work with the quasimetric dK instead of the metric d (or ρ). One sees also, that all
Borel sets of X are HdK-measurable. Above we have used the following notation: If A,B ⊂ X , then
dK(A) := sup{dK(x,y) : x,y ∈ A} and dK(A,B) := inf{dK(x,y) : x ∈ A, y ∈ B}.
1.2. Quasinearly subharmonic functions. Though the definition of quasinearly subharmonic functions in
locally uniformly homogeneous spaces was given in [22], we recall it also here for the convenience of the
reader. Let X be a locally uniformly homogeneous space. Let u : X → [0,+∞) be Borel measurable. Let C≥ 1.
Then u is C-quasinearly subharmonic in X if there is a constant ε0 = ε0(u) (depending on the considered
function u), 0 < ε0 < 1, such that for each open set Ω ⊂ X , Ω 6= X , for each x ∈ Ω and each r, 0 < r ≤
min{ρ0, ε0δΩK (x)}, one has u ∈ L1(BK(x,r)) and
u(x)≤
C
µ(BK(x,r))
∫
BK(x,r)
u(y)dµ(y).
The function u is quasinearly subharmonic in X if u is C-quasinearly subharmonic for some C ≥ 1.
Above (and below) we have used the following notation: δΩK (x), or shortly δK(x), is the (K-)quasidistance
from x ∈ Ω to ∂Ω, and thus defined by
δK(x) := δΩK (x) := inf{dK(x,y) : y ∈Ωc }
where Ωc is the complement of Ω, taken in X .
1.2.1. Examples. Quasinearly subharmonic functions, especially nearly subharmonic, quasisubharmonic and
subharmonic functions in an open subset D of an Euclidean space Rn, n ≥ 2, give examples of quasinearly
subharmonic functions in a locally uniformly homogeneous space. As an additional example, we recall that
B2n, the unit ball of Cn, n≥ 1, is locally uniformly homogeneous, and nonnegativeM-subharmonic functions
on B2n (see e.g. [36], p. 31, and [37], p. 3774) are 1-quasinearly subharmonic. For further examples, see [22].
For the definition, examples and properties of quasinearly subharmonic functions (sometimes, however,
perhaps with a different terminology) in domains of an Euclidean space Rn, n ≥ 2, see e.g. [18], pp. 18–19,
[19], pp. 15–16, [24], p. 233, [26], p. 171, [27], pp. 196–197, [28], p. 28, [29], p. 158, [12], pp. 243–244, [30],
p. 52, [21], pp. 90–91, [31], pp. 2–3, [32], p. 2614, [33], pp. 129–130, [4], pp. 2–6, [5], and the references
therein. In this connection, see also [40], pp. 259, 263.
1.3. Weighted boundary behavior. The following theorem is a special case of the original result of Gehring
[7], Theorem 1, p. 77, and of Hallenbeck [9], Theorems 1 and 2, pp. 117–118, and of the later and more
general results of Stoll [38], Theorems 1 and 2, pp. 301–302, 307:
1.4. Theorem. If u is a function harmonic in the unit disk D of the complex plane C such that
(2) I(u) :=
∫
D
| u(z) |p (1− | z |)β dm2(z)<+∞,
where p > 0, β >−1, then
(3) lim
r→1−
| u(reiθ) |p (1− r)β+1 = 0
for almost all θ ∈ [0,2pi). Above m2 is the Lebesgue measure in R2.
Observe that Gehring, Hallenbeck and Stoll considered in fact subharmonic functions and that the limit in
(3) was uniform in Stolz approach regions, in Stoll’s result in even more general regions. For more general
results, see [24], Theorem, p. 233, [16], Theorem 2, p. 73, [26], Theorem 2, pp. 175–176, [27], Theorem 3.4.1,
pp. 198–199, [28], Theorem, p. 31, and [21], Theorem 4, p. 102.
Gehring’s proof was based on Hardy-Littlewood inequality, whereas the other authors based their proofs,
more or less, on certain generalized mean value inequalities for subharmonic functions. For such inequalities
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and related properties, see [6], Lemma 2, p. 172, [13], Theorem 1, p. 529, [39], pp. 188-190, [17], pp. 53,
64–65, [23], Lemma, p. 69, [9], Lemma 1, p. 113, [16], p. 68, [25], Theorem, p. 188, and the references
therein.
With the aid of the following Theorem 1.5, see [20], Theorem 1, pp. 433–434, Pavlovic´ showed that the
convergence in (3) is dominated. At the same time he pointed out that whole Theorem 1.4 follows from his
result:
1.5. Theorem. If u is a function harmonic in D satisfying (2), where p > 0, β >−1, then
J(u) :=
2pi∫
0
sup
0<r<1
| u(reiθ) |p (1− r)β+1 dθ <+∞.
Moreover, there is a constant C =Cp,β such that J(u)≤C I(u).
In [33], Theorems 1 and 2, pp. 131–132, we extended Theorem 1.5 to the case, where, instead of abso-
lute values of harmonic functions in the unit disk D of the complex plane C, one considers more generally
nonnegative quasinearly subharmonic functions in rather general domains of Rn, n ≥ 2. Now our aim is to
extend this cited Theorem 1 even further: We will give a related result for quasinearly subharmonic functions
in locally uniformly homogeneous spaces, satisfying the above additional assumption (1), see Theorem 2.5
below. As an application, we get in Corollary 2.6 below a weighted boundary behavior result in our rather
general setup of locally uniformly homogeneous spaces.
1.6. Notation. Our notation is rather standard, see e.g. [10], [21] and [22]. However, for the convenience of
the reader we recall the following. The common convention 0 ·∞ = 0 is used. Below X is always a locally
uniformly homogeneous space, and Ω always a domain in X , Ω 6= X , whose boundary ∂Ω is Ahlfors-regular
from above, with dimension d > 0 and with constant C4 > 0 (for the definition of this see 1.9 below). For
ρ > 0 write Ωρ = {x ∈ Ω : δK(x) < ρ}. BK(x,r) is the ((K-)quasi)ball in X , with center x and radius r, and
BK(x) = BK(x, 13K δK(x)). The d-dimensional Hausdorff (outer) measure in X , d > 0, constructed with the aid
of the K-quasimetric dK , is denoted by HdK , see Remark 1.1.2 above. C0 and r0 are fixed constants which
are involved with the used (and thus fixed) admissible function ϕ (see (4) below in 1.7). Similarly, if α > 0
is given, C′1 =C′1(α,C0,K), C′2 =C′2(α,C0,K) and C′3 =C′3(α,C0) are fixed constants, coming directly from
Lemmas 2.1, 2.3 and 2.4 below. (Compare these with the related constants C1, C2 and C3 in [24], p. 234, [28],
pp. 32–33, and [33], p. 129.)
1.7. Admissible functions. A function ϕ : [0,+∞)→ [0,+∞) is admissible, if it is strictly increasing, sur-
jective, and there are constants C0 =C0(ϕ)≥ 1 and r0 = r0(ϕ)> 0 such that
(4) ϕ(2t)≤C0 ϕ(t) and ϕ−1(2s)≤C0 ϕ−1(s)
for all s, t, 0 ≤ s, t ≤ r0.
Examples of admissible functions are: Functions ϕ1(t) = t p, p > 0, nonnegative, increasing surjective
functions ϕ2(t) satisfying the ∆2-condition and for which the functions t 7→ ϕ2(t)t are increasing, and functions
ϕ3(t) = ctα[log(δ+ tγ)]β, where c > 0, α > 0, δ ≥ 1, and β,γ ∈R are such that α+βγ > 0.
1.8. Approach sets. Let ϕ : [0,+∞)→ [0,+∞) be an admissible function and let α > 0. Let X be a locally
uniformly homogeneous space. Let Ω be a domain in a component X1 of X , Ω 6= X1. For ζ ∈ ∂Ω write
Γϕ(ζ,α) := {x ∈ Ω : ϕ(dK(x,ζ))< αδK(x)},
and call it a (ϕ,α)-approach set (region), shortly an approach set (region), in Ω at ζ. Observe that though
∂Ω is surely nonempty, the approach set Γϕ(ζ,α) may, in certain cases, be empty. Anyway, in the case of the
unit disk D of the complex plane C, the choice ϕ(t) = t gives the familiar Stolz approach regions. Choosing
ϕ(t) = tτ, τ≥ 1, say, one gets more general approach regions, see [38], p. 301.
For x ∈Ω and α > 0, we also write
˜Γϕ(x,α) := {ξ ∈ ∂Ω : x ∈ Γϕ(ξ,α)}.
Moreover, for ρ > 0 we write
Γϕ,ρ(ζ,α) := {x ∈ Γϕ(ζ,α) : δK(x)< ρ}.
One says that ζ ∈ ∂Ω is (ϕ,α)-accessible, shortly accessible, if Γϕ(ζ,α)∩BK(ζ,ρ) 6= /0 for all ρ > 0.
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1.9. Ahlfors-regular sets. Let d > 0. A set E ⊂ X is Ahlfors-regular from above, with dimension d and with
constant C4 > 0, shortly Ahlfors-regular from above, if it is closed and
H
d
K(E ∩BK(x,r)) ≤C4rd
for all x ∈ E and r > 0. The smallest constant C4 is called the regularity constant for E . A set E ⊂ X is
Ahlfors-regular, with dimension d and with constant C4 > 0, shortly Ahlfors-regular, if it is closed and
C−14 r
d ≤HdK(E ∩BK(x,r))≤C4rd
for all x ∈ E and r > 0.
Simple examples of Ahlfors-regular sets in Rn, n ≥ 2, are d-planes and d-dimensional Lipschitz graphs.
Also certain Cantor sets and self-similar sets are Ahlfors-regular. For more details, see [3], pp. 9–10.
2. BOUNDARY INTEGRAL INEQUALITIES
We begin with four lemmas. Recall that X is always a locally uniformly homogeneous space. X1 will be an
arbitrary component of X , and Ω a domain in X1, Ω 6= X1. Moreover ϕ : [0,+∞)→ [0,+∞) is an admissible
function, with constants r0 and C0.
Let x ∈ Ω. It is easy to see that
2
3K δK(x)≤ δK(y)≤ (K +
1
3 )δK(x)
for all y ∈ BK(x). Let α > 0. Write
ρˆ0 := min{
r0
2K+ 13
,
r0
2α+1
,
r0
2 3αK2 C
K+ 13
0 +1(K + 13)
,
1
2α+1
ϕ
(
r0
2K+ 13
)
,ρ0 }.
2.1. Lemma. Let ζ ∈ ∂Ω and x0 ∈ Γϕ,ρ(ζ,α). Let C1 ≥ 1 be arbitrary. Then for C′2 = C
α
0
3 +KC
K+ 13
0 and for
all x ∈ BK(x0),
BK(x,C1ϕ−1(δK(x)))⊂ BK(x0,C1C′2ϕ−1(δK(x0))),
provided 0 < ρ ≤ ρˆ0.
Proof. Take z ∈ BK(x,C1ϕ−1(δK(x))) arbitrarily. Then
dK(x0,z)≤ K[dK(x0,x)+ dK(x,z)] < K[
δK(x0)
3K +C1ϕ
−1(δK(x))]
< K[
δK(x0)
3K +C1ϕ
−1((K +
1
3)δK(x0))]< K[
δK(x0)
3K +C1ϕ
−1(2K+
1
3 δK(x0))]
< K[
δK(x0)
3K +C1C
K+ 13
0 ϕ−1(δK(x0))]< K
(
Cα0
3K +C1C
K+ 13
0
)
ϕ−1(δK(x0))≤C1C′2ϕ−1(δK(x0)),
where C′2 =
Cα0
3 +KC
K+ 13
0 . Hence z ∈ BK(x0,C1C′2ϕ−1(δK(x0))). Above we have used the facts that 2K+
1
3 ρˆ0 ≤
r0 and 2α+1ρˆ0 ≤ r0, which follow from the definition of ρˆ0. 
2.2. Lemma. Let ζ ∈ ∂Ω and x0 ∈ Γϕ,ρ(ζ,α). Then BK(x0) ⊂ Γϕ,ρ′(ζ,α′), where ρ′ = (K + 13 )ρ and α′ =
3αK
2 C
K+ 13
0 , provided 0 < ρ ≤ ρˆ0.
Proof. Take x ∈ BK(x0) arbitrarily. Then dK(x0,x)< δK (x0)3K . Since ϕ(dK(x0,ζ))< αδK(x0), we have
ϕ(dK(x,ζ)) < ϕ(K[δK(x0)3K + dK(x0,ζ)])≤ ϕ(K[
dK(x0,ζ)
3K + dK(x0,ζ)])
< ϕ((K + 13)dK(x0,ζ))≤ ϕ(2
K+ 13 dK(x0,ζ))
<CK+
1
3
0 ϕ(dK(x0,ζ))<CK+
1
3
0 αδK(x0)≤
CK+
1
3
0 3αK
2
δK(x),
provided that 2K+ 13 dK(x0,ζ) ≤ r0. But this surely holds, since x0 ∈ Γϕ,ρ(ζ,α) and ρ ≤ ρˆ0 ≤ 12α+1 ϕ
(
r0
2K+
1
3
)
.
Hence x ∈ Γϕ,ρ′(ζ,α′). 
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2.3. Lemma. Let C′1 = C
3αK
2 C
K+ 13
0 +1
0 and α′ =
3αK
2 C
K+ 13
0 . Then for all x ∈ Ωρ′ , where ρ′ = (K + 13)ρ, one
has ˜Γϕ(x,α′)⊂ BK(x,C′1ϕ−1(δK(x))), provided 0 < ρ ≤ ρˆ0.
Proof. Suppose that ˜Γϕ(x,α′) 6= /0 and take ξ∈ ˜Γϕ(x,α′) arbitrarily. But then x∈Γϕ(ξ,α′), that is ϕ(dK(x,ξ))<
α′δK(x). Hence
dK(x,ξ) < ϕ−1(α′δK(x)) < ϕ−1(2α′+1δK(x))≤Cα′+10 ϕ−1(δK(x)),
provided that 2α′+1(K + 13 )ρˆ0 ≤ r0. But this holds, since, by assumption,
ρˆ0 ≤
r0
2 3αK2 C
K+ 13
0 +1(K + 13 )
.
Thus ξ ∈ BK(x,C′1ϕ−1(δK(x))). 
2.4. Lemma. Let ζ ∈ ∂Ω and x ∈ Γϕ,ρ(ζ,α). Let C′1 and C′2 be as above. Then for C′3 = K
(
1+ C
α+1
0
C′1C
′
2
)
one
has
BK(x,C′1C′2ϕ−1(δK(x)))⊂ BK(ζ,C′1C′2C′3ϕ−1(δK(x))),
provided 0 < ρ ≤ ρˆ0.
Proof. Take z ∈ BK(x,C′1C′2ϕ−1(δK(x))) arbitrarily. Then clearly
dK(z,ζ)≤ K[dK(x,z)+ dK(x,ζ)] < K[C′1C′2ϕ−1(δK(x))+ dK(x,ζ)].
Now x ∈ Γϕ,ρ(ζ,α), thus ϕ(dK(x,ζ))< αδK(x), and also
dK(x,ζ)< ϕ−1(αδK(x))≤ ϕ−1(2α+1δK(x))≤Cα+10 ϕ−1(δK(x)),
provided that 2α+1ρˆ0 ≤ r0, which again holds, since, by assumption, ρˆ0 ≤ r02α+1 . Hence,
dK(z,ζ)< K[C′1C′2ϕ−1(δK(x))+Cα+10 ϕ−1(δK(x))]
< K(C′1C′2 +Cα+10 )ϕ−1(δK(x)) =C′1C′2K
(
1+
Cα+10
C′1C′2
)
ϕ−1(δK(x)),
and so z ∈ BK(ζ,C′1C′2C′3ϕ−1(δK(x))). 
Then our result, an extension to Theorem 1, pp. 131-132, of [33]:
2.5. Theorem. Let X be a locally uniformly homogeneous space satisfying the condition (1). Suppose that
dK : X ×X → [0,+∞) is separately continuous and a Borel function. Let ϕ : [0,+∞)→ [0,+∞) be an admis-
sible function, with constants r0 and C0. Let α > 0, γ ∈R, d > 0 and C4 > 0 be arbitrary. Let u : X → [0,+∞)
be a K1-quasinearly subharmonic function. Then there is a constant C = C(α,γ,ε0,d,A,C0,C4,K,K1) such
that for each component X1 of X and for each domain Ω⊂ X1, Ω 6= X1, whose boundary ∂Ω is Ahlfors-regular
from above, with dimension d and with constant C4,
(5)
∫
∂Ω
sup
x∈Γϕ,ρ(ζ,α)
{δK(x)γµ(BK(x))[ϕ−1(δK(x))]−du(x)}dHdK(ζ)≤C
∫
Ωρ′
δK(x)γ u(x)dµ(x),
for all ρ, 0 < ρ ≤ ρˆ0. Here ρ′ = (K + 13 )ρ and ρˆ0 is as above.
2.5.1. Remark. Above and below we use the following (maybe unstandard, but in the considered situation of
nonnegative functions nevertheless natural) convention: Let A⊂ X , B⊂ A and g : A → [0,+∞]. If B = /0, then
we define supx∈B{g(x)}= 0.
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2.5.2. Remark. Though the constant C above in (5) does depend on K1 and on ε0, it is, nevertheless, otherwise
independent of the K1-quasinearly subharmonic function u.
Proof. Suppose 0 < ρ ≤ ρˆ0. Write
E := {ζ ∈ ∂Ω : Γϕ,ρ(ζ,α) 6= /0}.
Using the fact that dK(·, ·) is separately upper semicontinuous, one sees easily that E is open in ∂Ω.
Take ζ ∈ E and x0 ∈ Γϕ,ρ(ζ,α) arbitrarily. Since u is quasinearly subharmonic and
ε0δK(x0)
3K < ε0δK(x0)< δK(x0)≤ ρ ≤ ρˆ0 ≤ ρ0
one obtains
u(x0)≤
K1
µ(BK(x0, ε0δK(x0)3K ))
∫
BK(x0,
ε0δK (x0)
3K )
u(x)dµ(x)
≤
K1
µ(BK(x0, ε0δK(x0)3K ))
∫
BK(x0,
δK (x0)
3K )
u(x)dµ(x).
Choose n0 ∈ N such that
2n0−1 < 1
ε0
≤ 2n0 .
Then
µ(BK(x0,
δK(x0)
3K )) = µ(BK(x0,
1
ε0
·
ε0δK(x0)
3K ))≤ µ(BK(x0,2
n0 ·
ε0δK(x0)
3K ))
≤ An0µ(BK(x0,
ε0δK(x0)
3K ))≤ A
1−log2 ε0µ(BK(x0,
ε0δK(x0)
3K )).
Hence
(6) u(x0)≤ K1A
1−log2ε0
µ(BK(x0, δK (x0)3K ))
∫
BK(x0,
δK (x0)
3K )
u(x)dµ(x) = K1A
1−log2ε0
µ(BK(x0))
∫
BK(x0)
u(x)dµ(x).
With the aid of the fact that δK(x0)γ ≤ ( 3K2 )|γ|δK(x)γ for all x∈BK(x0) and that [ϕ−1(δK(x0))]d ≥ 1
C
d(K+ 13 )
0
[ϕ−1(δK(x))]d
for all x ∈ BK(x0), we get, with the aid of Lemma 2.1 above, from (6) above, for all C1 ≥ 1,
δK(x0)γµ(BK(x0))u(x0)
[ϕ−1(δK(x0))]d +HdK(BK(x0,C1C′2ϕ−1(δK(x0)))∩∂Ω)
≤
≤ K1A1−log2ε0
∫
BK(x0)
δK(x0)γu(x)
[ϕ−1(δK(x0))]d +HdK(BK(x0,C1C′2ϕ−1(δK(x0)))∩∂Ω)
dµ(x)≤
≤ K1A1−log2ε0
∫
BK(x0)
( 3K
2
)|γ| δK(x)γu(x)
1
C
d(K+ 13 )
0
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
dµ(x)≤
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
BK(x0)
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
dµ(x).
By Lemma 2.2, BK(x0)⊂ Γϕ,ρ′(ζ,α′), where ρ′ = (K + 13)ρ and α′ = 3αK2 CK+
1
3
0 . Thus
δK(x0)γµ(BK(x0))u(x0)
[ϕ−1(δK(x0))]d +HdK(BK(x0,C1C′2ϕ−1(δK(x0)))∩∂Ω)
≤
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
Γϕ,ρ′ (ζ,α′)
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
dµ(x).
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Taking then the supremum on the left hand side over x0 ∈ Γϕ,ρ(ζ,α), we get
sup
x0∈Γϕ,ρ(ζ,α)
δK(x0)γµ(BK(x0))u(x0)
[ϕ−1(δK(x0))]d +HdK(BK(x0,C1C′2ϕ−1(δK(x0)))∩∂Ω)
≤
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
Γϕ,ρ′ (ζ,α′)
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
dµ(x).
Next integrate on both sides with respect to ζ over E and use Fubini’s theorem:
∫
E
sup
x0∈Γϕ,ρ(ζ,α)
δK(x0)γµ(BK(x0))u(x0)
[ϕ−1(δK(x0))]d +HdK(BK(x0,C1C′2ϕ−1(δK(x0)))∩∂Ω)
dHdK(ζ)≤
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
E
{
∫
Γϕ,ρ′ (ζ,α′)
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
dµ(x)}dHdK(ζ)
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
E
{
∫
Ωρ′
χΓϕ(ζ,α′)(x)
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
dµ(x)}dHdK(ζ)
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
E
{
∫
Ωρ′
χ
˜Γϕ(x,α′)(ζ)
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
dµ(x)}dHdK(ζ)
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
Ωρ′
{
∫
E
χ
˜Γϕ(x,α′)(ζ)dHdK(ζ)}
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
dµ(x)
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
Ωρ′
H
d
K( ˜Γϕ(x,α′))
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
dµ(x).
Choosing C1 =C′1 and using then Lemma 2.3 we get
∫
E
sup
x0∈Γϕ,ρ(ζ,α)
δK(x0)γµ(BK(x0))u(x0)
[ϕ−1(δK(x0))]d +HdK(BK(x0,C′1C′2ϕ−1(δK(x0)))∩∂Ω)
dHdK(ζ)≤
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
Ωρ′
H
d
K(BK(x,C′1ϕ−1(δK(x)))∩∂Ω)δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C′1ϕ−1(δK(x)))∩∂Ω)
dµ(x)
≤
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0
∫
Ωρ′
δK(x)γu(x)dµ(x).
On the other hand, by Lemma 2.4, we get
sup
x∈Γϕ,ρ(ζ,α)
δK(x)γµ(BK(x))u(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C′1C′2ϕ−1(δK(x)))∩∂Ω)
≥
≥ sup
x∈Γϕ,ρ(ζ,α)
δK(x)γµ(BK(x))u(x)
[ϕ−1(δK(x))]d +HdK(BK(ζ,C′1C′2C′3ϕ−1(δK(x)))∩∂Ω)
.
Since ∂Ω is Ahlfors-regular from above, one has
H
d
K(BK(ζ,C′1C′2C′3ϕ−1(δK(x)))∩∂Ω)≤C4[C′1C′2C′3ϕ−1(δK(x))]d <+∞.
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Therefore
sup
x∈Γϕ,ρ(ζ,α)
δK(x)γµ(BK(x))u(x)
[ϕ−1(δK(x))]d +HdK(BK(ζ,C′1C′2C′3ϕ−1(δK(x)))∩∂Ω)
≥
≥ sup
x∈Γϕ,ρ(ζ,α)
δK(x)γµ(BK(x))u(x)
[ϕ−1(δK(x))]d +C4[C′1C′2C′3ϕ−1(δK(x))]d
=
=
1
1+C4(C′1C′2C′3)d
sup
x∈Γϕ,ρ(ζ,α)
{δK(x)γµ(BK(x))[ϕ−1(δK(x))]−du(x)}.
Thus we have:
(7)
∫
E
sup
x∈Γϕ,ρ(ζ,α)
{δK(x)γµ(BK(x))[ϕ−1(δK(x))]−du(x)}dHdK(ζ)≤C
∫
Ωρ′
δK(x)γu(x)dµ(x),
where
C =
(
3K
2
)|γ|
K1A1−log2ε0C
d(K+ 13 )
0 [1+C4
(
C′1C′2C′3
)d
]
and
C′1 =C
3αK
2 C
K+ 13
0 +1
0 , C
′
2 =
Cα0
3 +KC
K+ 13
0 , C
′
3 = K
(
1+
Cα+10
C′1C′2
)
.
To conclude the proof, observe the following. First, since Γϕ,ρ(ζ,α) = /0 for all ζ ∈ ∂Ω \E , we can, just
using our convention in Remark 2.5.1, replace (7) by the desired inequality:∫
∂Ω
sup
x∈Γϕ,ρ(ζ,α)
{δK(x)γµ(BK(x))[ϕ−1(δK(x))]−du(x)}dHdK(ζ)≤C
∫
Ωρ′
δK(x)γu(x)dµ(x).
Second, the functions
∂Ω ∋ ζ 7→ sup
x∈Γϕ,ρ(ζ,α)
δK(x)γµ(BK(x))u(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1C′2ϕ−1(δK(x)))∩∂Ω)
∈ [0,+∞]
and
∂Ω ∋ ζ 7→ sup
x∈Γϕ,ρ(ζ,α)
{δK(x)γµ(BK(x))[ϕ−1(δK(x))]−du(x)} ∈ [0,+∞]
are lower semicontinuous. Thus the above integrations on “the left hand sides” are justified.
Third, the functions
Ωρ′ ∋ x 7→
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
∈ [0,+∞)
and
Ωρ′× ∂Ω ∋ (x,ζ) 7→ χΓϕ(ζ,α′)(x)
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
=
= χ
˜Γϕ(x,α′)(ζ)
δK(x)γu(x)
[ϕ−1(δK(x))]d +HdK(BK(x,C1ϕ−1(δK(x)))∩∂Ω)
∈ [0,+∞)
are Borel measurable. Hence the integrations and the use of Fubini’s theorem on “the right hand sides”
are justified, too. Observe that here we use our additional assumption that the K-quasimetric dK is Borel
measurable. 
2.5.3. Remark. At present we do not know whether our assumption that the K-quasimetric dK : X ×X →
[0,+∞) is separately continuous and Borel measurable, is really necessary or not. Observe anyway that a
quasimetric dK is separately upper semicontinuous, see (iii) 4o above. But a separately upper semicontinuous
function need not, however, be measurable, see [34] and e.g. [8], Example 1, p. 11. On the other hand, if
K = 1, that is, if X is a metric space, and the function d1 is separately continuous, then d1 is Borel measurable
by a result of Kuratowski, see [35], p. 742, and the references therein, say. Observe also that if the considered
locally uniformly homogeneous space X is moreover locally compact, then by a result of Johnson, see [11],
Theorem 2.2, p. 422, and again [35], p. 742, dK is indeed Borel measurable.
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2.6. Corollary. Let X be a locally uniformly homogeneous space satisfying the condition (1). Suppose that
dK : X ×X → [0,+∞) is separately continuous and a Borel function. Let ϕ : [0,+∞)→ [0,+∞) be an admis-
sible function, with constants r0 and C0. Let α > 0, γ ∈R, d > 0 and C4 > 0 be arbitrary. Let u : X → [0,+∞)
be a K1-quasinearly subharmonic function. Suppose that Ω ⊂ X, Ω 6= X, is a domain whose boundary ∂Ω is
Ahlfors-regular from above, with dimension d and with constant C4, and that
(8)
∫
Ω
δK(x)γ u(x)dµ(x)<+∞.
Then for HdK-almost every (ϕ,α)-accessible point ζ ∈ ∂Ω,
lim
ρ→0
(
sup
x∈Γϕ,ρ(ζ,α)
{δK(x)γµ(BK(x))[ϕ−1(δK(x))]−du(x)}
)
= 0.
2.6.1. Remark. If, instead of a locally uniformly homogeneous space X , one works in an Euclidean space
Rn, n≥ 2, then slightly better results hold: Namely, one can omit the assumed Ahlfors-regularity condition of
∂Ω, see the already cited results [24], Theorem, p. 233, [26], Theorem 2, pp. 175–176, [27], Theorem 3.4.1,
pp. 198–199, [28], Theorem, p. 31, and [21], Theorem 4, p. 102. Observe, however, that the possibility for
this omission in the Euclidean setup is based essentially on a well-known density estimate result for Hausdorff
measures (which in turn is based, among others, on Vitali’s covering theorem and thus is of “very Euclidean
space-type”), see e.g. [15], Theorem 6.2, p. 89.
Proof. By Theorem 2.5,∫
∂Ω
sup
x∈Γϕ,ρ(ζ,α)
{δK(x)γµ(BK(x))[ϕ−1(δK(x))]−du(x)}dHdK(ζ)≤C
∫
Ωρ′
δK(x)γ u(x)dµ(x),
where C =C(α,γ,ε0,d,A,C0,C4,K,K1). Using then just Fatou’s lemma and (8), one sees that
∫
∂Ω
liminf
ρ→0
(
sup
x∈Γϕ,ρ(ζ,α)
{δK(x)γµ(BK(x))[ϕ−1(δK(x))]−du(x)}
)
dHdK(ζ)≤C liminfρ→0
∫
Ωρ′
δK(x)γ u(x)dµ(x) = 0.
Thus the claim follows. 
REFERENCES
[1] Ronald R. Coifman, Guido Weiss, Analyse harmonique non-commutative sur certains espaces homogènes. Lecture Notes in Math-
ematics, Vol. 242, Springer, Berlin · Heidelberg · New York, 1971.
[2] Ronald R. Coifman, Guido Weiss, Extensions of Hardy Spaces and Their Use in Analysis. Bull. Amer. Math. Soc., 83, No. 4,
July 1977, 569–645.
[3] G. David, S. Semmes, Analysis of and on Uniformly Rectifiable Sets. Mathematical Surveys and Monographs, Vol. 38, American
Mathematical Society, Providence, Rhode Island, 1991.
[4] O. Dovgoshey, J. Riihentaus, Bi-Lipschitz and quasinearly subharmonic functions, International Journal of Mathematics and Mathe-
matical Sciences/New Trends in Geometric Function Theory, 2010 (2010), Article ID 382179, 8 pages. (doi:10.1155/2010/382179)
[5] O. Dovgoshey, J. Riihentaus, A remark concerning generalized mean value inequalities for subharmonic functions, submitted.
[6] C. Fefferman, E.M. Stein, Hp spaces of several variables. Acta Math., 129 (1972), 137–192.
[7] F.W. Gehring, On the radial order of subharmonic functions. J. Math. Soc. Japan, 9 (1957), 77–79.
[8] Zbigniew Grande, Quasicontinuity and measurability of functions of two variables. Real Analysis Exchange, 28 (2002), 7–14.
[9] D.J. Hallenbeck, Radial growth of subharmonic functions, in: Pitman Research Notes, Vol. 262 (1992), 113–121.
[10] M. Hervé, Analytic and Plurisubharmonic Functions in Finite and Infinite Dimensional Spaces. Lecture Notes in Mathematics, Vol.
198, Springer-Verlag, Berlin, 1971.
[11] B.E. Johnson, Separate continuity and measurability. Proc. Amer. Math. Soc., 20, (1969), 420–422.
[12] V. Kojic´, Quasi-nearly subharmonic functions and conformal mappings. Filomat., 21, No. 2 (2007), 243–249.
[13] Ü. Kuran, Subharmonic behavior of | h |p, (p > 0, h harmonic). J. London Math. Soc. (2), 8 (1974), 529–538.
[14] Jaroslav Lukeš, Jan Malý, Measure and Integral. Matfyzpress, Publishing House of the Faculty of Mathematics and Physics, Charles
University, Prague, 1995.
[15] Pertti Mattila, Geometry of Sets and Measures in Euclidean Spaces. Cambridge studies in advanced mathematics, Vol. 44, Cam-
bridge University Press, Cambridge, 1995.
[16] Y. Mizuta, Boundary limits of functions in weighted Lebesgue or Sobolev classes. Revue Roum. Math. Pures Appl., 46 (2001),
67–75.
[17] M. Pavlovic´, Mean values of harmonic congugates in the unit disc. Complex Variables, 10 (1988), 53–65.
9
[18] M. Pavlovic´, On subharmonic behavior and oscillation of functions on balls in Rn. Publ. Inst. Math. (Beograd), 55 (69) (1994),
18–22.
[19] M. Pavlovic´, On subharmonic behavior of smooth functions. Matematichki Vesnik, 48 (1996), 15–21.
[20] M. Pavlovic´, An inequality related to Gehring-Hallenbeck theorem on radial limits of functions in harmonic Bergman spaces.
Glasgow Math. J., 50, No. 3 (2008), 433–435.
[21] M. Pavlovic´, J. Riihentaus, Classes of quasi-nearly subharmonic functions. Potential Anal., 29 (2008), 89–104.
[22] M. Pavlovic´, J. Riihentaus, Quasi-nearly subharmonic functions in locally uniformly homogeneous spaces. Positivity, to appear.
(doi:10.1007/s11117-009-0037-0)
[23] J. Riihentaus, On a theorem of Avanissian–Arsove. Expo. Math., 7 (1989), 69–72.
[24] J. Riihentaus, Subharmonic functions: non-tangential and tangential boundary behavior, in: Function Spaces, Differential Oper-
ators and Nonlinear Analysis (FSDONA’99), Proceedings of the Syöte Conference 1999, V. Mustonen, J. Rákosnik (eds.), Math.
Inst., Czech Acad. Science, Praha, 2000, pp. 229–238.
[25] J. Riihentaus, A generalized mean value inequality for subharmonic functions. Expo. Math., 19 (2001), 187–190.
[26] J. Riihentaus, Subharmonic functions, mean value inequality, boundary behavior, nonintegrability and exceptional sets, in: Interna-
tional Workshop on Potential Theory and Free Boundary Flows, Kiev, Ukraine, August 19-27, 2003, Transactions of the Institute
of Mathematics of the National Academy of Sciences of Ukraine, 1, No. 1 (2004), 169–191.
[27] J. Riihentaus, Weighted boundary behavior and nonintegrability of subharmonic functions, in: International Conference on Educa-
tion and Information Systems: Technologies and Applications (EISTA’04), Orlando, Florida, USA, July 21-25, 2004, Proceedings,
M. Chang, Y-T. Hsia, F. Malpica, M. Suarez, A. Tremante, F. Welsch (eds.), Vol. II, 2004, pp. 196–202. (ISBN 980-6560-11-6)
[28] J. Riihentaus, A weighted boundary limit result for subharmonic functions. Adv. Algebra and Analysis, 1 (2006), 27–38.
[29] J. Riihentaus, Separately quasi-nearly subharmonic functions, in: Complex Analysis and Potential Theory, Proceedings of the
Conference Satellite to ICM 2006, Tahir Aliyev Azerog˘lu, Promarz M. Tamrazov (eds.), Gebze Institute of Technology, Gebze,
Turkey, September 8-14, 2006, World Scientific, Singapore, 2007, pp. 156–165.
[30] J. Riihentaus, Subharmonic functions, generalizations and separately subharmonic functions, in: XIV Conference on Analytic
Functions, July 22-28, 2007, Chełm, Poland, Scientific Bulletin of Chełm, Section of Mathematics and Computer Science, 2
(2007), 49–76. (arXiv:math/0610259v5 [math.AP] 8 Oct 2008)
[31] J. Riihentaus, Quasi-nearly subharmonicity and separately quasi-nearly subharmonic functions. J. Inequal. Appl., 2008 (2008),
Article ID 149712, 15 pages. (doi: 10.1155/2008/149712) (arXiv:0802.3505v2 [math.AP] 16 Oct 2008)
[32] J. Riihentaus, Subharmonic functions, generalizations, weighted boundary behavior, and separately subharmonic functions: A
survey. Fifth World Congress of Nonlinear Analysts (WCNA 2008), Orlando, Florida, USA, July 2-9, 2008, in: Nonlinear Analysis,
Series A: Theory, Methods & Applications, 71, No. 12 (2009), pp. e2613–e2627 (doi: 10.1016/j.na.2009.05.077).
[33] J. Riihentaus, On an inequality related to the radial growth of subharmonic functions. Cubo, A Mathematical Journal, 11, No. 4
(2009), 127–136. (arXiv:0811.3735v1 [math.AP] 23 Nov 2008)
[34] W. Sierpin´ski, Sur un problème concernant les ensembles mesurables superficiellement. Fund. Math., 1 (1920), 112–115.
[35] Walter Rudin, Lebesgue’s First Theorem. Mathematical Analysis and Applications, Part B, pp. 741–747, in: Advances in Mathe-
matics Supplementary Studies, Vol. 7B, Academic Press, New York · London, 1981.
[36] M. Stoll, Invariant Potential Theory in the Unit Ball of Cn. London Mathematical Society Lecture Notes Series, Cambridge, 1994.
[37] M. Stoll, Boundary limits and non-integrability of M-subharmonic functions in the unit ball of Cn (n≥ 1). Trans. Amer. Math. Soc.,
349 (1997), 3773–3785.
[38] M. Stoll, Weighted tangential boundary limits of subharmonic functions on domains in Rn (n ≥ 2). Math. Scand., 83 (1998),
300–308.
[39] A. Torchinsky, Real-Variable Methods in Harmonic Analysis. Academic Press, London, 1986.
[40] M. Vuorinen, On the Harnack constant and the boundary behavior of Harnack functions. Ann. Acad. Sci. Fenn., Ser. A I, Math., 7
(1982), 259–277.
DEPARTMENT OF MATHEMATICAL SCIENCES DEPARTMENT OF PHYSICS AND MATHEMATICS
UNIVERSITY OF OULU UNIVERSITY OF EASTERN FINLAND
P.O. BOX 3000 P.O. BOX 111
FI-90014 UNIVERSITY OF OULU, FINLAND FI-80101 JOENSUU, FINLAND
E-mail address: juhani.riihentaus@gmail.com and juhani.riihentaus@uef.fi
10
