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A measure p is said to be LP-improving if p * LP c Lq for some q > p. It is known 
that certain singular measures supported on curves in R’ are LP-improving. If p 
is a smooth measure supported on a flat curve f (the curvature of f vanishes 
to infinite order at some point), r~ need not be LP-improving. Under certain 
hypotheses, it is proved that in this situation. although p is not Lp-improving, it 
does satisfy an analogous property with respect to Orlicz spaces: p * L” c L’ for 
some Orlicz function @ with lim, _ r @( r)/r’ = 0. Estimates on the distribution 
function of the Fourier transform of p are obtained. i“ 1991 Academic Press. Inc. 
1. INTR~DIJC~I~N 
It is well known that a complex measure p on R” acts as a convolution 
operator on the Lebesgue spaces LP(R”): p * Lpc Lp for 1 <p d 00. 
When p is absolutely continuous with density in L’ for some r > 1, 
Young’s convolution inequality shows that for 1 < p < io, we have 
,U * Lp c Lq for some q = q(p) > p. Hence in this case the measure p may be 
called “LP-improving.” It is also known that singular measures may 
be LP-improving. Examples include Cantor-Lebesgue measures on R 
[Cl, 011, as well as certain measures upported on smooth submanifolds 
of R” [CZ, 02, RS]. 
In this paper, we consider measures on R2 which are compactly 
supported on smooth curves. Thus we take p to be of the form & = xdo, 
where (T denotes arclength measure on the curve I-= {(t, y(t)): t E R}, and 
1 E C,“(R’). Recent work of Ricci and Stein [RS] and Christ [C2] implies 
sharp Lp - Lq mapping properties for the case y(t) = tk. As k + co and this 
curve becomes “flatter,” the region of points (l/p, l/q) in the unit square 
such that ,U * Lp c Lq shrinks to the diagonal segment. It therefore comes 
as no surprise that for a “flat” curve, such as l!(t) =e-‘lr’ for small 
I tl, p * Lp c Lq implies q = p, and hence p is not LP-improving. Motivated 
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by recent progress on problems in harmonic analysis related to curves and 
surfaces with infinitely flat points (cf. [WI), we study the question of 
whether convolution with p improves the integrability class of functions on 
the scale of Orlicz spaces. Specifically, we give hypotheses on the curve f 
which ensure that p is “f.@-improving” in the following sense: There exists 
a Young’s function @, with lim, _ ~ @(t)/t’ = 0, such that p * L@ c L’. Here 
L@ denotes the Orlicz space corresponding to the function @. Moreover, 
we show that under certain conditions (roughly speaking, if 7 is at least as 
“nap as flog log l,‘l ) the function @ we obtain is optimal, while for curves less 
flat, our results are nearly optimal. Examples include: 
(1.1) For p>O, let y(r)=e- ’ III” for small Itl. Then there exists a 
Young’s function Q(t) ;2: t’( 1 + log+ t) P2’p such that p * L@ c L”. This @ is 
optimal in the sense that if y is a Young’s function with ,D * L p c L2, then 
Ul(f)>~@(f) for some s>O. 
(1.2) Let y(t) =exp( -ei,““) for small (tl. Then p * L@c L2 where 
@(t) 2 I’( 1 + log+ log + t))““. This @ is optimal. 
(1.3) For t-22, let Y(t)=exp{ -(log l//t/)‘). Then p * L@cL2 
where @(t),~t~exp{-(2’+‘log+t)“‘~ ( =(ty-‘(lP2))’ for large t). This @ 
is optimal. 
(1.4) For k>3, let Y(r)=(t(klog(l/Jtl) for small Itl, and let Qd(r)= 
t2( 1 + td log+ t)-“f”f3). Then p * LGd c L2 if d< 2, and the inclusion fails 
for d> 2. 
Some definitions and facts concerning Orlicz spaces are given in 
Section 2. Section 3 contains a necessary condition for the function @J. In 
Section 4, we reduce the problem of showing that p * L@ c L2 to a certain 
integral condition involving y and the distribution function of the Fourier 
transform fi. Estimates on this distribution function are obtained in 
Section 5. In Section 6, we prove results which contain the examples 
referred to above as special cases. We use the convention that C denotes a 
positive constant which may vary from line to line. 
The authors are pleased to acknowledge several helpful discussions with 
Stephen Wainger. 
2. ORLICZ SPACES 
The material in this section is taken largely from [JT]. We say that the 
function A: [0, 00) --, [0, a] is a Young’s function provided that A is 
convex, non-decreasing, non-trivial (0 f A(x) f cc for x > 0), and A(0) = 0. 
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Given a Young’s function A, the Orlicz space L”(R”) is the Banach space 
of (equivalence classes of) measurable functions f such that 
5 A(lf(.u)llk) dx< a. R” 
for some constant k>O. The (Luxemburg) norm is given by the 
Minkowski functional 
IIfil,.I=inf k>O:jRn A(If(x)l/k)dx< l}. 
i 
(2.1) 
The Young’s complement of A is the Young’s function 2 defined by 
A(x)=sup (xy- A(y)). (2.2) 
?20 
Young’s inequality xy d A(y) + A(x) gives Hiilder’s inequality 
I If(x) g(x)l h62 Ilfll~~ Ilgl1.i. (2.3) R” 
If a: [0, cc ) + [0, co] is non-decreasing and non-trivial, then A(x) = 
[i a(t) dt is a Young’s function, and 
A(x) = j-‘r b(t) dt, 
0 
(2.4) 
where b(t)=inf{x: a(x)2 t}. If A and B are two Young’s functions, and if 
there is some constant C Z 1 such that A(x) < CB(x), then 
Ilfll,~~c IlfllLB. (2.5) 
We shall also make use of the following extension of the 
Hausdorff-Young inequality to Orlicz spaces, due to Jodeit and 
Torchinsky (Theorem (3.2) of [JT]). Let Q(x) = j; d(t) dt, where 4(t) is 
continuous and strictly increasing from 0 to cc with t, and qh(t)/t is non- 
increasing. Define G*(x) = j; (dt/&‘( l/t)). Then 
llfllP4 IlfllL% (2.6) 
where 3 denotes the Fourier transform off: 
3. THE NECESSARY CONDITION 
We assume the measure p is compactly supported on a smooth plane 
curve which is strictly convex, but whose curvature is permitted to vanish, 
even to infinite order, at some point. 
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(3.1). BASIC HYPOTHESES. The meusure u is of the form du = xda, 
rvhere a denotes arclength measure on the curve r= {(t, y(t)): t E R 1.; 
11: R + [0, 0~1) is a sufficiently smooth ( C3 suffices), eoen, c0nve.y fkction 
satisfying y(O) = y’(O) = 0, y( I ) = 1, and y”(t)>O.for t>O; and XEC,‘(R’) 
is supported in a small neighborhood of the origin, with x 2 0 and x(O) > 0. 
(3.2) PROPOSITION. Let p sutisj.i3 the busic hypotheses (3.1), and 
defne H(s)=x3y(x) for ~20. Define H;‘(x)=H~‘(x) ,for O<x-,< 1, 
H;‘(s)= 1 for .x> 1. Zf p * L@ c L’ ,for some Young’s function @, then 
there exists E > 0 such that Q(s) > E(XH ;‘(x~~‘))‘. 
Proof For t > 0 let f, denote the characteristic function of the rectangle 
[0, t] x [0, y(t)]. Then there exists v > 0 such that p *f,> qt on a set of 
measure qty(t) for all t < q, so that t(ty(t))“* d C 11~ *f,llLz for some C 
independent of t. Since 
II fJ,a=inf 
1 
s>O: J @( f,(x)/s) d.u< 1 
1 
=inf{s>O: ty(t)@(l/s)< 1) 
= I/@-‘( l/ty(t)), 
p * L@c L’ implies t(ty(t))‘:‘d C/W’(l/ty(t)), or equivalently (ty(t))-’ < 
@(C/t(ty(t))“*). Writing Q(t) = t*F’(t), we have 
(q(t))- 6 (C/t)2 (Q(t))- F(C(Pg(t))-I’*), 
or 
t* < C2F(C[H(t)] -=). 
Making the change of variable x = C[ H(t)] ~ “* shows that Q(x) > 
E(xH-‘(,Y-*))~ for large x. 
In order to obtain the desired estimate for small x, we define g, to be the 
characteristic function of the rectangle [0, t] x [0, 11. Then there exists 
[> 0 so that /A * g, > [ on a set of measure it for all t > l/j. Now since 
IlgtllLe = l/Q-‘( l/t), we have t”* 6 C/Q-‘( l/t). Set x = Ct-“* to see that 
Q(x) > a~* for small 1. 
4. THE SUFFICIENT CONDITION 
We recall that H(x) = .u3y(x) for x 2 0, and 
ff;l(x)= ;-‘(.47 
{. 
XQ 1 
x> 1. 
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In this section, we derive an integral condition which implies that 
p * LQdc L2, where Qd(t)z (rH;‘(t~~))‘. We note that Proposition (3.2) 
shows that ,U * Lo2 c L2 (the case d = 2) is the best possible result. The 
function D(s)= I{<ER’: Iii(C)1 >s}l is the distribution function of the 
Fourier transform 
(4.1) THEOREM. Let p satisfy the basic hypotheses (3.1). Zf there exist 
consrants d E (0,2], E > 0, and /? > 0 such rhar 
I ’ D(fl.s)(y(~))~~~s~(~‘~- ” ds < a, 0 
then there exists a consrani C and a Young’s function @ with 
@(r)z(rH;1(r-d))2 such that 
Proof: The hypothesis y”(r) > 0 for r > 0 implies y(r) = Jh y’(x) d-x < 
Q’(r), and hence y(r)/r is strictly increasing. Define 
By the substitution u = H -‘(r+), we see that for t > 1 
so that C$ is strictly increasing. It follows that Q(r) = jb b(s) ds is a Young’s 
function. Notice also that Q(t) < t&f). Since &t)/t is non-increasing, for 
0 < s < r we have s&r)/r d d(s). Integrating this inequality from 0 to r gives 
rgl(r)G2@(r), and hence Q(r)< (rH ;‘(rrd))‘<2@(r). It remains to be 
shown that IIP * f II L2 6 C II f II Le. 
With u as above, we see that 
lim m(r)=?i~o(,2~~)-1~~=,, 
r-a 
since y(u) c uy’(u) and y’(O) = 0. If we now define 
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then the generalization of the Hausdorff-Young inequality due to Jodeit 
and Torchinsky (2.6) gives 
We now define 
II.fllL@*~2 II.fIIP. (4.2) 
With x = tLi2, we see that for t d 1, 
a(r)=(X3y(.~))2;d,~-4= .x - ( 2dy, 
and hence a is increasing. Therefore 
A(t) = J; a(s) ds 
is a Young’s function. The Plancherel theorem and Holder’s inequality 
(2.3) give 
IIP * fll t2 = ll/-vll2L~ G 2 11~‘11 L’ II.%‘IILG (4.3) 
where 2 is the Young’s complement to A, and 11. IILo denotes the 
Luxemburg norm (2.1) on the Orlicz space L’” associated to the Young’s 
function ‘Y. By (2.4), A(t)=Jf,a;‘(s)ds, where a;l(~)=a~‘(s) for s<l, 
a y’(s) = 1 for s > 1. Moreover, it follows easily from Definition (2.1) that 
Ilf211L~= IIPIIZLB~ (4.4) 
where B is the’ Young’s function B(t) = A( t’). 
We now prove that 
II P II LB d c II P II L@*. (4.5) 
Since B(t)%:‘% Q*(t) for large t, we need only show that B’(t) d 
C(@*)’ (t) holds for sufficiently small t. Thus (4.5) will be proved once we 
establish 
B’(t) = 2(@*)’ (t) for t < 1. (4.6 1 
For this, notice that B’(t) = 2tap’(t2), so that (4.6) is equivalent to 
ta-‘(t2) &‘( l/t) = 1. Setting x = #-‘( l/t), this condition becomes 
(d(~))~ u(~(x)/x) = 1 for x > 1, which is easily verified by substituting 
&.X)/X = (II-‘(K into the definition of u. 
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By (4.2)(4.5), the proof of Theorem (4.1) will be complete once we 
show that ll/i’\l kt < XL This will hold if and only if there exists k > 0 such 
that jRz A(k2 Ifi(<) & < m. For any small k, that integral equals 
I 
k Illill x 
=2 (H(U)pd u p3D(u/k) du 
0 
= 2 lk “p”= 
(y(~))~‘~ u~‘~‘~- “D(u/k) dt, 
0 
which is finite by our hypotheses for sufficiently small k. 
5. THE DISTRIBUTION FUNCTION 
We first prove some inequalities involving the derivatives of 1’ (cf. [MI). 
Here we impose two additional conditions on y. 
(5.1) PROPOSITION. Let y be as in (3. l), and suppose that y’ is convex 
and logy’ is concaue on (0, cc). Define a(f) = y’(t)/f’(t). There exists a 
constant C such that 
;‘.(tKcY’(r-;a@)) (5.2) 
and 
y”(f) < Cy” (l-ia( for t>O. (5.3) 
ProoJ Convexity of 1” implies r’(t) < t$‘(t) so that 
a(t) d t. (5.4 1 
Since a’ = 1 - ~‘r”‘/(r”)~, y’ convex gives a’ < 1. Notice also that a’ > 0 if 
and only if log y’ is concave. Hence 
0 Q a’ < 1. (5.5) 
For O<A<l, we have a(t)=a(t-Aa(t))+Ia(t)a’(~) for some 
tE(t-Aa( t), so (5.5) gives 
a(t-Aa(t))>(l--A)a(t). (5.6) 
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If 0 < a < 6, (5.5 ) implies 
Choose b = t and a = t - (l/2) CI( t) to see that 
T’(j) 
l;‘(t-(1/2)‘x(r))GeXp i 
(l/2) at) 
a(t-(1/2)a(r)) I 
<e 
’ ’ 
by (5.6). Also, log( y”( b),+“( a)) = Sf: (v”‘/y”) < Jt ( y”/y’) by concavity of 
log JJ’, and hence 
y”(t) 
Next we consider a family of subsets of r = {(t, y(t)): t E R i which will 
prove useful in estimating the distribution function, Following Bruna, 
Nagel, and Wainger [BNW], for x0= (to, ~j(t~))~f and 6 >O, we define 
the “ball” with center .x0 and radius 6 to be 
@x,, 6)= (XE f? dist(?r, 7’,(T)) ~6) 
=((t,~~(f)):(y(f)-~‘(t,)-(t-ft,)~’(fo))(l+l”(to)*)-‘~*<6). 
Here dist is the euclidean distance, and T,,(T) is the aftine tangent line to 
rat x0. Let B(r,6)=B((r,y(t)),6), and define s=s(t,6) and I=l(r,6) so 
that (s, y(s)) and (I, y(1)) are the endpoints of B( t, a), and s < t < I. That is, 
;‘(S)-~l’(t)-((S-f)j”(f)=6(1+~‘(f)*)’*=1,(1)-~(f)-(I-f)l,’(t). (5.7) 
Also define VI’ = r~(t, 6) by IV = t - s( t, 6). Note that as 6 L 0, s /* t, so 
It’ I 0. 
Theorem 6.1 of [BNW] shows that Ifi(<)1 can be estimated by a certain 
volume ~(&t, 6)), so in order to estimate D(s) = ) { IjI > s}j, we now 
obtain formulas for these volumes (cf. [MI). Since 7 is even, we may 
assume that r>O. 
(5.8) DEFINITION. Let t>O. Define cr(r) =7’(t)/?“(r). We say that 
B(r, 6) = B((f, r(f)), 6) is 
type 1 if ~(f,h)G(1/2)cr(t) and t>O, 
type 2 if (1/2)cr(r)<ri(r,6)6(3/4)tand r>O, 
type 3 if w(t,6)>(3/4)f or r=O. 
“Type 1, 2, and 3” roughly correspond to “small, medium, and large,” 
respectively. 
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(5.9) PROPOSITION. Let y satisfy the hypotheses of Proposition (5.1). For 
every t > 0, there exists a constant C so that if 0 6 t 6 5, then 
6 d u.( t, S)Z y”(t) < c-6 if B(t,6)ist.)~el, (5.10) 
6 < )I’( t, 6) y’(t) 6 Cb if B( t, 6) is type 2, (5.11 )
I%‘( t, 6 ) < 2/ ~~ ’ ( C6 ) if B( t, 6) is type 3. (5.12) 
Moreover, 
w( t, 6) < o(B( t, 6)) < Cw( t, a). 
Proof: Taylor’s theorem and (5.7) give 
(5.13) 
d<y(s)-y(t)- (s- t) y’(t)= $v2y”(lg< Cd 
for some tE(s,t). If B is type 1, t>t>s>,t-(1/2)cr(t), so y” increasing 
and (5.3) prove (5.10). 
Suppose B is type 2. Then t>s=t-w>(1/4)t>O. By (5.i’), 6~ 
(r-s) y’(t) - (y(t) - y(s)) < wy’(t). Now let kr = (s + t)/2 = t - w/2. 
Then y(t) -Y(S) = (j’: + Ii,) 7’ d (~~/2)(~‘(rn) + y’(t)) by convexity of 7, so 
again by (5.7) 
C6Z,~y’(t)-~(;‘(m)+y’(l))=T , (t)-) f-7 (?*(I II ( “1)) 
2:(;‘(i)-f(t-icf(t))) sinceBistype2 
2tyy”(t-:cX(t)) sincellUincreases 
> wcr(t) y”(t)/C by (5.3) 
= wy’( t)/C, which concludes the proof of (5.11). 
In order to prove (5.12), we first assume that (3/4) t < \V d 2t. Since 
s< (l/4) t, we have 6 > 6,, where 6, is defined by s(t, 6,)= (l/4) t. Now 
w(t, 6,) = (3/4) t, so B( t, 6,) is type 2, and hence (5.11) gives C6, > 
~‘(t, 6,)$(t) = (3/4) q’(t) > (3/4) y(t). Thus ~(t, 6) < 2t < 2y-‘(Cd,) < 
2y - ‘(Cd). We next consider the case when by’ > 2t. Define L’ = -s. Then 
bi, = t + 0 < 2v. Since 
C6 2 y(s) -y(t) - (s - t) y’(t) 
=y(o)-~~(t)+L~y’(t)+ty’(t)~y(v)-y(r)+t~”(t)8y(V), 
we have MT<~V< 27-‘(G). This proves (5.12). 
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Observe that a(B)=j( (1 +~‘(t)2)‘~‘2dt>I-s>t-s=w~, so we need 
only show that I- t d C’IV to prove (5.13). First suppose that II’ d 2t. 
Then there exist 5,. tl with - t d s < 5, < t < r? < 1 such that 
(1/2)(s-t)‘y”(~,)=(1/2)(1-t)‘~“({2), and hence (I-t),‘n*=(:“‘(t,); 
Y”(<~))’ ‘d 1, since /<,I <t < t2 and 7” increases. Now assume that LV> 2t. 
With L’= -s, we have y(1)-y(t)-(I-t)y’(t)=y(s)-y(t)-(s-t)?’(t)= 
y(0) - y(t) + tli,‘(t) + p’(t), or 
i’(l) - Y(P) = (1, + I) y’(t) < (c + I) f(v), 
since it’> 2t implies ~7 > t. Thus integration by parts gives 
I i(l-x)y”(x)dsY= -y’(o)(1-P)+y(I)-y(D) I’ 
< -y’(v)(l- v) + (Lj + ,) f(u) 
= 22$(c). 
Hence ~L$(u) > sL> (I - ,u) J!“(X) d.u 2 (l/2) g”(u)(l- o)~. Therefore convexity 
of 7’ gives (f - c)‘< 4(ty’(~~)/y”(tl)) < 4tl”, so that I- t < I< 317 6 3)~, which 
concludes the proof of Proposition (5.9). 
We now obtain estimates for the distribution function of the Fourier 
transform of p, 
which allow the application of Theorem (4.1). 
(5.14) THEOREM. Let p satisf}! the basic hypotheses (3.1). Suppose in 
addition that y’ is convex and log 7‘ is concave on (0, ,x8 ). Then there exists 
a constant C such that 
for sufficientlJ1 small u. 
Before proceeding to the proof of this theorem, we give two corollaries. 
(5.15) DEFINITION. Suppose f, g E C ’ [0, co ) are strictly increasing func- 
tions which vanish along with their first derivatives at the origin. We say 
that f is flatter than g provided that f/g is non-decreasing on (0, E) for some 
E > 0. 
Note that f is flatter than tk if and only if [f’(t)/f(t) >, k. 
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(5.16) COROLLARY. Let p sat@ the hypotheses of Theorem (5.14). 
Suppose in addition that y is flatter than t3fE for some E > 0. Then there 
exists a constant C such that 
D(u)6 Cy’(u)(y(u/C))-’ 
for sufficiently small u. 
(5.17) COROLLARY. Let p satisfy the hypotheses of Theorem (5.14). 
Suppose in addition that y is flatter than t 3. Then there exists a constant C 
such that 
D(u)< Cy’(u)(y(u/C))-* log l/U 
for sufficiently small u. 
Proof of Corollary (5.16). Since y and y’ are both convex on (0, ,x,) and 
vanish at the origin, y(t) < ty’( t) < t*y”(t). Thus 
where the second inequality follows since t 3 + &/>I( t ) is non-increasing. Hence 
s l/C U -4 (y”(t))-’ dt < C(uyb/CW’ < Q’WWIC))-*. u!c 
The proof of Corollary (5.17) is similar. 
Proof of Theorem (5.14). Let E, = {[E R*: Ip( > u}. We begin with 
the observation that for small 8, > 0, there exists a constant C such that 
IE,n {rei(*i2+e): 8,6 161}1 dCUp4. (5.18) 
To see this, we first note that, as pointed out in [BNW], an argument 
involving a partition of unity and repeated integration by parts reduces the 
problem of estimating the rate of decay of lfil to consideration of integrals 
of the form 
(5.19) 
92 BAK, MC MICHAEL, AND OBERLIN 
Here jj E C,I(R’) is supported in a small neighborhood of the point 
so=(to,~(t,))~f which satisfies q I T,,(f), Iv/ = I, and r#O. If K(s,) 
denotes the Gaussian curvature of f at sO, it is well known that (5.19) has 
the asymptotic expansion 
(If there is no point s0 in the support of x such that r] I T,,(r), then 
lb(q)1 will decay more rapidly than Irl -l”.) Since the basic hypotheses 
(3.1) imply that K(q) is bounded away from zero for 101 > BO, the observa- 
tion follows. We refer to the excellent expositions found in [S] and the 
introduction to [BNW] for further details and comments concerning the 
above. 
We now consider the estimation of (5.19) when q is close to 7c/2. By 
Theorem 6.1 of [BNW], (5.19) has the estimate 
(5.20) 
where x0 E f is the point satisfying r] I 7’,,(T), and the constant C is inde- 
pendent of r and q. Thus if we write q = 8X:2 +‘I for lel$ BO, and define 
t,= (?‘)-I (tan 13), then q I T ,I,,, ,,, @,,( f-). It then follows from (5.20) 
and (5.13) that Ip( > u implies u d Co(&(t,, I), IrIp’)) = 
Ca(&lte], Irl-‘)) 6 Cw(Itgj, /rip’). For fixed t, bv(r, .) is a strictly 
increasing function which vanishes at zero. Thus for sufficiently small t and 
u, we may define A= A( t, U) by 
w( f, A( f, u) - ’ ) = u. 
Therefore there exists some C so that Ifi(rq)( > u implies It-1 < A( If,l, u/C), 
and hence 
6C s *’ A( t, u/C)’ y”(t) df, (5.21) 0 
where y’( to) = 8,. 
We now use Proposition (5.9) to estimate 1. When t is so large 
that (1/2)cc(f) 2 u/C = w(f, A(t, u/C)-‘), B(t, A(f, u/C)-‘) is type 1, so 
(5.10) gives n(t, A(f, u/C)-‘)‘y”(t) = (u/C)‘y”(t) < CA(r, u/C)-‘. When 
(1/2)a(f)<u/C~(3/4)t,&t,I(f,u/C))’)is type2,~0(5.11)givesuy’(r)< 
Cl(f, u/C))‘. When u/C> (3/4) t, B(t, A(t, u/C)-‘) is type 3, so (5.12) gives 
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small, (5.21) is less than 
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Thus for 8, sufficiently 
c 
i 
/;q3c y”(t)[y(u,C), -2 dt + jz-“2u~c) y”(t)[u)“(t)] -2 dr 
4u:3c 
+ !:‘“I,,,:,, y”(t)C u’y”(t)] -2 dt 6 c 7’(424/3C)[l’(U/C)] -2 I 1 
+ [u2y’(4z4/3C)] -’ + up4 j-;l,,2uTc, W’(t))- df 
I 
1:c 
< c 
1 
y’(u)[y(u/c)]-2+ [u2y’(u/C)] -’ + up4 s (y”(t))-‘dt , (5.22) u. c 
since tl( t) < t implies a ~ ‘( t) k t. Now convexity of 1’ gives 
and hence (5.18) and (5.22) prove the theorem. 
6. SOME EXAMPLES 
For y as in the basic hypotheses (3. l), define R = R, by R(t) = 
t$(t)/~(t), t>O. Recall that H(t)=t3y(t), H;‘(t)=H~‘(t) for t< 1 and 
H;‘(t)= 1 for r>l, and @=Qd is a Young’s function with @Jr)% 
(rH;‘(trd))? 
(6.1) PROPOSITION. Let p satisf~~ the hypotheses of Theorem (5.14). rffor 
small t, R is non-increasing and satisfies R(t) > 6 log log( l/r) for some 6 > 0, 
then p * L@= c L*. 
Proposition (3.2) shows that Proposition (6.1) gives optimal results for 
the following examples: 
y(t) = e-‘itp, p > 0 (for small, positive t). 
y(t) =exp{e-‘j’“}, p > 0. 
r(t) = exp{ - (lois l/t)‘}, r> 1. 
~(t)=exp{ -(log l/t)log log l/t} = t'og'ogl;r. 
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(6.2) PROPOSITION. Let p satisjj the hypotheses qf’ Theorem (5.14). [f&w 
small t 
3<R(t)bCloglog I/t 
for some constant C, then p* LaD”c L’for an)’ do [0, 2). 
Proposition (6.2) gives “near optimal” results for less flat (and even non- 
flat) examples such as 
logloglog ,:r l’(t)=t 7 
y(t) = tk log l/t, k> 3. 
(6.3) PROPOSITION. Let 1’ be as in the basic hypotheses (3.1). If R is non- 
increasing for small t, then H I’ 2 y ~ ‘(t) for small t if and only if there 
exists E > 0 such that R(t) > E log l/t. 
Proposition (6.3) can be used in conjunction with Proposition (3.2) and 
Proposition (6.1) to give the results (Ll), (1.2) and (1.3) stated in the 
Introduction. 
Proof of Proposition (6.1). Since R(t) z 6 log log l/t for small t, 
Corollary (5.16) applies, and hence by Theorem (4.1), it is sufficient to 
show there exist constants E and /I such that 
s E r’(t)Cr(t/C,l-z y(t/P) dt < =G, 0 (6.4) 
with C as in Corollary (5.16). 
Define G(x) = log( l/y(e-“)), so that y(t) =exp{ -G(log l/t)}. Then 
o’(t) G’(log l/t) = - = 
y(t) 
R(t)a6loglog l/t 
implies G’(x) 2 6 log x for large x, and R non-increasing is equivalent to 
convexity of G. Thus the integral in (6.4) equals 
s 
’ exp{ -G(log l/t) + ZG(log C/t) - G(log P/t)) G’(log l/t) dt/t 
0 
= I X exp{-G(x)+2G(x+logC)-G(x+logb)} G’(x)d.x log IYE 
< 
s 
X exp{(l-log/?/C”)G’(x)}dx 
log l/c 
s 
z 
G exp{(l -logfi/C’)Glogx} d.u<w, 
log I!& 
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provided that E is sufficiently small and p is chosen so large that 
(1 -log(p/c2))G< -1. 
Proof of Proposition (6.2). By Corollary (5.17) and Theorem (4.1) it 
suffices to prove that the integral 
.E 
y’(t)[y(t/C)] -2 [log l/t][(r//I)]‘,” 9”‘“-‘I dt (6.5) 
-a 
is finite for some E, j3 > 0. 
By integrating the inequality y’(s)/y(s) d C(log log l/s)/s from t/C to t, 
we have y(t) 6 y(r/C)(2 log l/t)c’ogc for small t. Hence (6.5) is bounded by 
y’(t)[l$t)]2’d-2 for small t whenever fi> 1. Since 2/d-2> -1, this proves 
(6.5) is finite for small E and large /I. 
Proof of Proposition (6.3). Define G(x)=log( l/r(e-.‘)). As in the 
proof of Proposition (6.1), y(t) = exp( -G(log l/t)}, R(r) = ry’(t)/y(t) = 
G’(log l/t), and R non-increasing implies G(s) is convex for large x. 
Clearly HP’(t)>y-l(f). Notice that HP’(t)<Cy’(t) for small 
f o y(u/C) d u3y(u) o exp{ - G(log C/U) + G(log l/u)} Q u3 o G(x + C’) - 
G(X) B 3x for large X. Now the proposition follows easily from the con- 
vexity of G. 
In conclusion, we wish to point out that the methods of this paper 
may be combined with the results of [BMVW] to prove L@-improving 
results for measures on R3 supported on radial surfaces. Let 
S = { (re’“, I )ER’xR:z=~(Y)~, where 7 is as in Theorem (5.14). Let 
dp = xda, where x E C: (R3) is supported in a small neighborhood of the 
origin, x(O) > 0, x 3 0, and 0 is surface area measure on S. If 7 is flatter 
than f’+’ for some c>O, then the distribution function of F has the 
estimate 
D(u’) < c(y’(u))2 (y(u/C))-‘. 
This estimate may be used to prove, for example, that if for small t 
R(f) = fy’( t)/y( f) is non-increasing and satisfies R(t) 3 6 log log l/t for some 
6>0, then p* L@cL’ where @(t)xt2(W;‘(tr2))4. Here &t)=Py(t), 
and 
- I R,‘(+ p- (I), 
L 
t<l 
t> 1. 
This @ is optimal. 
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