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Abstract 
We modeled the Quora question pairs 
dataset to identify a similar question. The 
dataset that we use is provided by Quora. 
The task is a binary classification. We tried 
several methods and algorithms and 
different approach from previous works. 
For feature extraction, we used Bag of 
Words including Count Vectorizer, and 
Term Frequency-Inverse Document 
Frequency with unigram for XGBoost and 
CatBoost. Furthermore, we also 
experimented with WordPiece tokenizer 
which improves the model performance 
significantly. We achieved up to 97 percent  
accuracy. Code and Dataset1.  
1 Introduction 
Paraphrase Identification is a task where a model 
should identify whether a pair of sentences or 
documents is a paraphrase. In a business context, 
paraphrase identification is significantly helpful to 
improve the user experience of the platform. For 
instance, in a question-answer forum such as 
Quora, the user may have the same question that 
has been asked and answered. Therefore, before 
the user create a post, there is a pop-up suggestion 
for the similar question. Furthermore, paraphrase 
identification is also used in many natural 
language processing applications such as machine 
translation, information retrieval, answer selection 
question and answering system, and more. 
There is extensive research on paraphrase 
identification. There are a lot of methods and 
approaches to solve this task. Many previous 
researches used deep learning for classifier 
algorithms such as Multi-layer Perceptron (Chen et 
al., 2019; Shi et al., 2019), Convolutional Neural 
 
*equal contribution 
1 https://github.com/jakartaresearch/quora-question-
pairs 
Network to create vector or classifier (Yin and 
Schütze, 2015; Bonadiman et al., 2019) and 
combined with attention layer (Yin et al., 2016), or 
build a classifier with Long Short-Term Memory 
(Hunt et al., 2019; Adouane et al., 2019; Wieting 
and Gimpel, 2018; Wang et al., 2017)  
Bidirectional-LSTM (Wieting et al., 2019) and 
recent work using Bi-LSTM with Attention  
(Duong et al., 2019) and more sophisticated model 
using Transformer which utilized encoder-decoder 
(Gan and Ng, 2019). In recent years, most of the 
work focus on paraphrase identification on 
multilingual, however, there is also considered to 
solve on cross-lingual paraphrase identification  
(Alzahrani and Aljuaid, 2020; Yang et al., 2019) 
We also found numerous recent works on 
sematic text similarity. The goal of the task is the 
same as paraphrase identification, to decide how 
identical of two pairs of sentences. However, the 
approach is different from paraphrase 
identification. Text similarity relies on similar 
metrics such as Cosine similarity and other various 
similarity metrics and the result is range from 0 to 
1. Therefore, to decide similar or not you have to 
set a threshold for the score (Fernando and 
Stevenson, 2008; Neves et al., 2019; Kim et al., 
2019; He et al., 2015; Hussain and Suryani, 2015). 
Recently, the trend of paraphrase identification 
has been changing. We see recent papers more 
focus on paraphrase generation (Qian et al., 2020; 
Gu et al., 2019; Colin and Gardent, 2020; Li et al., 
2018; Witteveen and Andrews, 2019; Yang et al., 
2019; Egonmwan and Chali, 2019; Yasui et al., 
2019) instead of paraphrase identification, due to 
the reliability of a model for detecting paraphrase 
sentence and more challenging task. 
However, although previous work has been 
giving promising results, we would like to achieve 
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a higher score than existing approaches and  
algorithms, and we found that there are a few 
studies that examine on Bag of Words and 
concatenate pairs of sentence and feed in classifier 
algorithms. 
In this study, we examine Quora Question Pairs 
dataset using Bag of Words (BoW) and Word Piece 
to chunk the text and also using tree boosting 
algorithm that already widely used such as 
Catboost, XGBoost. Moreover, we also conducted 
a study on deep learning algorithms such as LSTM 
and BERT to see how effective to classify 
paraphrase identification. 
The present paper is organized as follows: 
Section 2 presents the Related Work that inspires 
this study, Section 3 describes the algorithms for 
the classifier, Section 4 shows the experiment that 
had been conducted, and finally, Section 5 is the 
Conclusion of this study. 
2 Related Work 
In the past decades, there was a growing trend in 
the field of paraphrase identification. We saw that 
many datasets and challenges had been made for 
this task. Even, ACL created a leaderboard to find 
the state of the art for current result by using 
Microsoft Research Paraphrase Corpus as a 
dataset2. However, in this section, we focus on 
previous work that examined Quora Question pairs 
and we can compare the previous result with the 
present paper result. 
(Peinelt et al., 2020) conducted studies on many 
datasets such as SemEval CQA, MSRP, Quora, 
STS Benchmark dataset to find the obvious and 
non-obvious sentence pair. The study finds that 
pairs with high word divergence tend to have a 
negative label on the observed datasets, while low 
word divergence is associated with positive label 
and Quora dataset that we used in this study has 
more obvious sentence pair instead of non-
obvious. The study also proposed a criterion for 
evaluation which more emphasize on true positive 
rate and true negative rate on obvious and non-
obvious sentence pair. 
(Wang et al., 2017)proposed a new model 
namely bilateral multi-perspective matching 
(BiMPM) which utilizes BiLSTM as an encoder 
and another BiLSTM layer to aggregate the 
 
2https://aclweb.org/aclwiki/Paraphrase_Identification_(State
_of_the_art) 
3 https://github.com/huggingface/tokenizers 
matching result into a fix-length matching vector 
and continued to last layer of the model which is a 
fully connected layer. The paper use GloVe as a 
pretrained word vector from 840B Common Crawl 
corpus and apply it to Quora Question Pairs and 
select random sample from it. The paper also 
benchmarks with other approaches, and the 
proposed model, BiMPM gives a stunning result 
that achieves 88.8 percent accuracy.  
(Bonadiman et al., 2019) train dataset using a set 
of layers that involve embeddings, convolutional, 
and global max pooling. The aim of the research is 
to give the k-best similar questions that may have 
been answered given a query input to the 
community question answering platform. 
Moreover, the paper also proposed a new criterion, 
smoothed deep metric, to optimize the model and 
model as a classification problem instead classify a 
given query compare to all other questions in the 
dataset. 
(Shi et al., 2019) proposed a new approach that 
is rare compared to the other recent studies. The 
proposed model utilized contextual embeddings, 
ELMo, instead of a random embedding in the 
beginning. This is reasonable because contextual 
embedding gives a meaningful representation of 
words and word’s context. However, the paper 
argues that contextualized embedding of a token 
significantly changes and may shift the 
representation drastically when the context is 
paraphrased. The proposed model tested with three 
different well-known datasets, Microsoft Research 
Paraphrase Corpus, Sampled Quora, and PAN. It 
shows a better result compared to the original 
ELMo. 
3 Methodology  
The present paper, we tried various feature 
extractions and algorithms which are widely used 
for classification task. 
Feature extraction, after the data is clean, we 
extract the sentence to get the matrix. we 
experimented using Bag of Words (BoW) for 
XGBoost (Chen and Guestrin, 2016)and Catboost 
(Prokhorenkova et al., 2018). Word Piece using 
tokenizers library provided by HuggingFace3 for 
BERT (Devlin et al., 2019) and LSTM (Hochreiter 
and Schmidhuber, 1997) model. We used NLTK4 
4 https://www.nltk.org/ 
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word tokenizer for building term frequency 
dictionary. We experimented with both unigram 
Count Vectorizer (CV) and Term Frequency-
Inverse Document Frequency (TF-IDF). We also 
tried with Word2Vec and Doc2Vec by Gensim, but 
the result is weird, it seemed the gradient was not 
changing and stuck at 66 percent accuracy, and we 
do not proceed with the experiment using 
pretrained embedding. 
Model, we benchmark popular algorithms 
which mentioned above. We consider the boosting 
algorithm and categorical as the main advantage of 
the algorithm as in the token as the word that 
occurred in the corpus. Both CatBoost and 
XGBoost used default parameters for the fitting. 
We utilized LSTM and BERT as a classifier model 
because it is widely used for sequence 
classification. The more detailed configuration and 
settings of the training phase are explained in 
section 4. 
4 Experiments 
In this section, we describe the dataset, data 
preprocessing, and configuration of the model. 
The dataset consists of 404,290 observations 
and each observation consists of question 1 and 
question 2 to be paired with binary label, as 1 to 
indicate duplicate and 0 to indicate 
otherwise.Quora Question Pairs has more negative 
label, dominate about 64 percent of the corpus. We 
still consider the data as a balanced dataset because 
it is not very significant to take it to the imbalance 
problem. We did not oversample or under-
sampling for it. We also created partitions of the 
corpus and slash into train and test set using 
Stratified Cross Validation using scikit-learn5 with 
5 folds. We did 5 cross-validations to the Catboost 
and XGBoost. However, we only test the first fold 
for LSTM and BERT. We also tested BERT using 
test set provided by (Wang et al., 2017) to find out 
how effective BERT to this task. 
There are two steps before the data fed into the 
model. One is the preprocessing step which 
consists of removing stop words and unnecessary 
characters, then in the feature extraction step, the 
sentence was tokenized and transform to count-
vectorizer and term frequency-inverse document 
frequency for XGBoost and CatBoost model. 
Because this task has a pair of questions, then the 
 
5 https://scikit-learn.org/ 
feature extraction of each question1 and question2 
have its own matrix.  
However, BERT and LSTM Model, we used 
Word Piece model as a tokenizer and no 
preprocessing needed for these experiments. We 
found out that word piece tokenizer actually 
eliminates unnecessary character and count the 
most occurrence sub word in the corpus. 
We set the parameters of LSTM model as simple 
as possible. We set hidden size to 512 for 
Embedding, 512 for hidden size and 2 layers 
LSTM and set dropout at 0.5 to reduce overfitting, 
and the last we set number of class unit for Linear 
layer. We used Adam optimizer with learning rate 
= 0.001, and Cross Entropy as a loss function. 
The configurations of BERT are as follows:  We 
use BERT-Base-Cased model and add a single 
linear layer on top for classification. Cased means 
that the true case and accent markers are preserved, 
and case information is important in this task. 
Then, for the BERT-Base architecture, it consists 
of transformer blocks denoted as L, hidden size as 
H and self-attention heads as A. Then, we use a 
common setting for BERT as in L=12, H=768, 
A=12, as a result, the total trainable parameters are 
110 Million. 
The maximum sequence length we used is 64 
tokens, then for the size of batch data, we used 32. 
Optimizer which we used is Adam algorithm with 
weight decay fix and the following parameters, 
learning rate = 2e-5 and epsilon = 1e-8. We also 
used learning rate scheduler which will make 
learning rate value decreases linearly. And we did 
scale for the gradients down to maximum norm in 
1, this technique we did to help prevent the 
exploding gradients problems. Finally, BERT 
model is trained for 3 epochs. 
 
Table 1 shows that boosting algorithms only 
give the best result up to around 75 percent 
 
Methods Accuracy 
CV-XGBoost 68.09 
CV-CatBoost 74.66 
TF-IDF-XGBoost 69.14 
TF-IDF CatBoost 75.39 
Table 1:  The mean accuracy of Xgboost and 
Catboost on difference feature extraction with 5 
Folds 
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accuracy for average accuracy from 5 folds. Firstly, 
we began this experiment to see the baseline and 
not suddenly jump to deep neural network. 
Secondly, we would like test if the concatenation 
of bag of word vector is really work. It is needed to 
justify that we need experiment on deep learning. 
However, accuracy might not the best metrics for 
the task. because, we also calculated and see on 
precision and recall score, and the result it not that 
well. The f-score is only 59.25 percent for TF-IDF 
Catboost. 
 
 
Table 2 displays the result of LSTM and BERT. We 
already expect that BERT will give a stunning 
result given that it consists of sophisticated layers 
and very deep network for the task.  
We finally compared BERT original model and 
model proposed by (Wang et al., 2017) in Table 3 
and using their dataset to infer the same test data, 
then we can compare the result. It shows that BERT 
is still the best. 
5 Conclusion 
In this work, we experimented Bag of Words with 
boosting algorithms, Catboost, and XGBoost. We 
also tested Quora Question Pairs using simple 
LSTM and BERT. The results show that BERT 
gave the best result among other models. For 
further research, we suggest that more work on 
paraphrase generation which may be more 
significant to the natural language processing task 
such as machine translation and question 
answering system. 
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