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In this paper, we extend a recently established three-critical-point theorem of Arcoya and
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1. Introduction
In the last years, the very interesting result of Ricceri [1] has been applied successfully in a large number of nonlinear
variational problems, depending on a parameter or two parameters, of both smooth and nonsmooth type (see the Ref. [2]).
For the nonsmooth extending case, we cite: Marano and Motreanu [3], Bonanno and Candito [4], Kristály et al. [5],
Iannizzotto [6] andAR. In particular, Arcoya andCarmona [7] deduced a version of nondifferential functional of three-critical-
point theoremwhere the functional is only differentiable along directions in a subspace. The feature of this version of three
critical point theorem [7] is that they localized the interval for the existence of three solutions and their localization is better
than Averna and Bonanno [8] in some cases. Recently, Colasuonno et al. in [9] have obtained the existence of two nontrivial
solutions for the boundary value problem involving a general elliptic operator, through applying the smooth version of
three-critical-point theorem of Averna and Bonanno. The aim of this paper is first to extend the three critical point theorem
of Arcoya and Carmona [7] toMotreanu–Panagiotopoulos functionals framework, then as its applications, we are concerned
with the existence of two nontrivial solutions to hemivariational inequalities driven by nonlocal elliptic operators.
Precisely, we consider the following hemivariational inequalities−LKu ∈ λ∂ j(x, u) inΩ,
u = 0 in RN \Ω, (1)
where Ω ⊂ RN is an open bounded set with Lipschitz boundary, λ ∈ R is a parameter, j : Ω × R → R is a measurable
function such that for almost all x ∈ Ω, j(x, ·) is locally Lipschitz and ∂ j(x, ·) denotes the generalized subdifferential in the
sense of Clarke [10], the nonlocal operatorLK defined as follows
LKu(x) = 12

RN
(u(x+ y)+ u(x− y)− 2u(x)) K(y)dy, x ∈ RN ,
where K : RN \ {0} → (0,+∞) is a kernel function satisfying the properties that
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(K1) γK ∈ L1(RN), where γ (x) = min{|x|2, 1};
(K2) there exists θ > 0 such that K(x) ≥ θ |x|−(N+2s) for any x ∈ RN \ {0};
(K3) K(x) = K(−x) for any x ∈ RN \ {0}.
The Dirichlet datum is given inRN \Ω and not simply on ∂Ω , consistently with the nonlocal character of the kernel operator
LK . A typical example for the kernel K is given by K(x) = |x|−(N+2s). In this case LK is the fractional Laplacian operator
−(−∆)s, where s ∈ (0, 1) (N > 2s) is fixed, (−∆)s is the fractional Laplacian operator, which (up to normalization factors)
is defined as
−(−∆)su(x) = 1
2

RN
u(x+ y)+ u(x− y)− 2u(x)
|y|N+2s dy, x ∈ R
N ,
and the corresponding problem (1) reduces to
(−∆)su ∈ λ∂ j(x, u) inΩ,
u = 0 in RN \Ω, (2)
Recently, a lot of interest has been currently devoted to the study of nonlinear equations involving fractional powers
of the Laplacian such as [11–13] and the references therein. The study of elliptic equations involving fractional powers of
the Laplacian appears to be important in many physical situations in which one has to consider long-range or anomalous
diffusions. Meanwhile, a great attention has been focused on the study of the non-local operators of elliptic type, both for
the pure mathematical research and in view of concrete real-world applications, please see [14–16] and the references
therein. This type of operators arises in a quite natural way in many different contexts, such as, the thin obstacle problem,
optimization, finance, phase transitions, stratified materials, anomalous diffusion, crystal dislocation, and so on.
Equations like (1) incorporate problems with discontinuities (see [17]) when one wants to consider more realistic laws
which are in general multivalued and nonmonotone. They are known as Hemivariational inequalities. The Hemivariational
inequalities were introduced and investigated by Panagiotopoulos [18]. The characteristic is that the corresponding energy
functional is nonsmooth and nonconvex. In particular, they have been shown [19] that if a nonsmooth and nonconvex
superpotential of a structure is quasidifferentiable then these problems can be studied via hemivariational inequalities.
For the applications of the hemivariational inequalities, see [19,20,18] and the references therein.
The paper is organized as follows. In Section 2 we present some basic definitions and facts from the nonsmooth analysis
theory. The extended three critical point theorem is given in Section 3. In Section 4, we consider the existence of two
nontrivial solutions for problem (1).
2. Mathematics background
Let X be a real Banach space and X∗ its conjugate space, we denote by ∥·∥ and ⟨·, ·⟩, respectively, the norm and the duality
pairing between X∗ and X . A function ϕ : X → R is called locally Lipschitz if for each u ∈ X , there exist a neighborhood U
of u and a constant LU ≥ 0 such that
|ϕ(x)− ϕ(y)| ≤ LU∥x− y∥, ∀x, y ∈ U .
For a locally Lipschitz function ϕ : X → R, we define the generalized directional derivative of ϕ at point u in the direction
h ∈ X as
ϕ◦(u; h) = lim sup
w→u,t↓0+
ϕ(w + th)− ϕ(w)
t
.
The generalized gradient of a locally Lipschitz function ϕ at the point u, denoted by ∂ϕ(u), is the set
∂ϕ(u) = w ∈ X∗ : ⟨w, v⟩ ≤ ϕ0(u; v),∀v ∈ X .
The multifunction X ∋ u → ∂ϕ(u) ∈ 2X∗ \ {∅} is known as the Clarke (or generalized) subdifferential of ϕ at u.
Definition 2.1. LetΦ : X → R be a locally Lipschitz functional andΨ : X → R∪{+∞} be a proper, convex, L.s.c. functional
whose restriction to the set dom(Ψ ) = {u ∈ X : Ψ (u) < ∞} is continuous. Then, Φ + Ψ is a Motreanu–Panagiotopoulos
functional.
Definition 2.2. LetΦ+Ψ be a Motreanu–Panagiotopoulos functional, u ∈ X . Then u is a critical point ofΦ+Ψ if for every
v ∈ X ,Φ◦(u; v − u)+ Ψ (v)− Ψ (u) ≥ 0.
Definition 2.3. Let Φ + Ψ be a Motreanu–Panagiotopoulos functional. It satisfies the Palais–Smale condition if for every
sequence {un} such that {Φ(un)+ Ψ (un)} is bounded, and there exists a sequence {εn} in (0,+∞) such that εn → 0+ and
for every n ∈ N, v ∈ X ,Φ◦(un; v − un)+ Ψ (v)− Ψ (un)+ εn∥v − un∥ ≥ 0, {un} has a convergent subsequence.
We recall a version of a theorem of Pucci–Serrin which was proved in [3].
Theorem 2.4. Let Φ + Ψ be a Motreanu–Panagiotopoulos functional satisfying the Palais–Smale condition. If Φ + Ψ has two
local minimum u0, u1 ∈ X, then it possesses at least three critical points.
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3. Three critical point theorem
Themain purpose of this section is to establish the following nonsmooth version of three-critical-point theoremof Arcoya
and Carmona [7] by adopting the framework of Motreanu–Panagiotopoulos functional.
Theorem 3.1. Let X be a reflexive real Banach space. Let Ψ be a convex, proper, lower semicontinuous functional and Φ be a
locally Lipschitz functional with compact gradient ∂Φ (means that the set-valued mapping ∂Φ : X → 2X∗ sends bounded sets
into relatively compact sets) andΦ is nonconstant. Suppose that
(H1) there exists an interval Λ ⊂ R such that the one parameter family of functional Jλ = Ψ + λΦ , λ ∈ Λ, is coercive in X,
i.e. for all λ ∈ Λ, lim∥u∥→∞ Jλ(u) = ∞;
(H2) The functional Jλ satisfies the Palais–Smale condition for every λ ∈ Λ;
(H3) There exists r ∈

infu∈X Φ(u), supu∈X Φ(u)

such that ϕ1(r) < ϕ2(r), where ϕ1(r) = infu∈Φ−1(Ir )
inf
v∈Φ−1(r) Ψ (v)−Ψ (u)
Φ(u)−r
with Ir = (−∞, r) and ϕ2(r) = supu∈Φ−1(Ir )
inf
v∈Φ−1(r) Ψ (v)−Ψ (u)
Φ(u)−r with I
r = (r,+∞).
Then, the following conclusions hold.
(i) The functional Jλ admits at least one critical point for every λ ∈ Λ.
(ii) If furthermore (ϕ1(r), ϕ1(r)) ∩Λ ≠ ∅, then
(a) Jλ has at least three critical points for every λ ∈ (ϕ1(r), ϕ1(r)) ∩Λ.
(b) Jϕ1(r) has at least two critical points provided that ϕ1(r) ∈ Λ.
(c) Jϕ2(r) has at least two critical points provided that ϕ2(r) ∈ Λ.
Proof. By Lemmas 3.1 and 3.2 in [7], we see thatΨ +λΦ admits a local minimum inΦ−1(Ir) for every λ ∈ (ϕ1(r),+∞)∩Λ
and it also admits a local minimum in Φ−1(Ir) for every λ ∈ (−∞, ϕ2(r)) ∩ Λ. Since ϕ1(r) < ϕ2(r), case (i) follows from
Theorem 2.4.
If (ϕ1(r), ϕ1(r)) ∩ Λ ≠ ∅, then for every λ ∈ (ϕ1(r), ϕ1(r)) ∩ Λ, from Lemmas 3.1 and 3.2 in [7], there exist two local
minimum located inΦ−1(Ir) andΦ−1(Ir), respectively, by Theorem 2.4. case (ii)(a) holds.
Next, we shall show case (ii)(b) (a similar argument works for (ii)(c)). By Lemma 3.1 in [7], there exists {λn} ⊂ (ϕ1(r),
ϕ2(r)) ∩Λ, and {un} ⊂ X such that λn ↓ ϕ1(r),Φ(un) < r , and
Ψ (un)+ λnΦ(un) = inf
u∈Φ−1(Ir )
[Ψ (u)+ λnΦ(u)], for every n ≥ 1.
Since λn ≤ λ1 andΦ(un) < r , we have
lim sup
n→∞
[Ψ (un)+ λ1(Φ(un)− r)] ≤ Ψ (u)+ ϕ1(r)(Φ(u)− r), for every u ∈ Φ−1(Ir).
By the coercivity assumption of Jλ, this implies that {un} is bounded in X , up to a subsequence, we may assume that un ⇀ u
in X, u ∈ Φ−1((−∞, r]). Taking into account the fact that Ψ (v)−Ψ (un)+ λnΦ◦(un; v− un) ≥ 0,∀v ∈ X , we get for every
v ∈ X ,
Ψ (v)− Ψ (un)+ ϕ1(r)Φ◦(un; v − un) = Ψ (v)− Ψ (un)+ λnΦ◦(un; v − un)+ (ϕ1(r)− λn)Φ◦(un; v − un)
≥ (ϕ1(r)− λn)Φ◦(un; v − un).
By the property of the generalized gradients, for every n ∈ N, there exists u∗n ∈ ∂Φ(un) such that
Φ◦(un; v − un) = ⟨u∗n, v − un⟩. (3)
By compactness of ∂Φ , up to a subsequence, u∗n → u∗ in X∗. Hence, there exists C > 0 such that ∥u∗n∥X∗ ≤ C for every n ∈ N.
From the fact that λn ↓ ϕ1(r), then for every n,
(ϕ1(r)− λn) ≥ −εnC with εn → 0+ .
Therefore
(ϕ1(r)− λn)Φ◦(un; v − un) = (ϕ1(r)− λn)⟨u∗n, v − un⟩
≥ −εn
C
C∥v − un∥ = −εn∥v − un∥.
Hence, we have proved that for every n ∈ N, εn → 0+, we have
Ψ (v)− Ψ (un)+ ϕ1(r)Φ◦(un; v − un)+ εn∥v − un∥ ≥ 0. (4)
By Lemma 6 in [6], we see that Φ is sequentially weakly continuous. Hence, by the boundedness of {un}, we obtain that
the sequence {Φ(un)} is bounded. Consequently, from the convergence of λn to ϕ1(r), we deduce that
Ψ (un)+ ϕ1(r)Φ(un) = Ψ (un)+ λnΦ(un)+ (ϕ1(r)− λn)Φ(un) is bounded. (5)
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Since the functional Ψ + ϕ1(r)Φ satisfies the Palais–Smale condition, by (4) and (5), we see that, up to a subsequence,
un → u in X . Hence, taking n →∞ in (4), we get
Ψ (v)− Ψ (u)+ ϕ1(r)Φ◦(u; v − u) ≥ 0, for every v ∈ X, (6)
that is,u is a critical point forΨ+ϕ1(r)Φ . Indeed, it is easily deducedby (3) and the compactness of ∂Φ thatΦ◦(un; v−un)→
Φ◦(u; v − u) as n →∞. Hence, (6) holds.
Case (ii)(b) follows from that fact that u ∈ Φ−1((−∞, r]) is a critical point different from the local minimum in
Φ−1(Ir). 
4. Applications
In this section, we study the existence of two nontrivial solutions of the hemivariational inequalities driven by non-local
operators of elliptic type−LKu ∈ λ∂ j(x, u) inΩ,
u = 0 in RN \Ω. (7)
In the sequel we denoteQ = R2N \ O, where O = RN \Ω × RN \Ω ⊂ R2N . We denote the set X by
X =

u : RN → R : u|Ω ∈ L2(Ω), (u(x)− u(y))

K(x− y) ∈ L2(R2N \ O)

,
where u|Ω represents the restriction toΩ of function u(x). Moreover, let
X0 =

u ∈ X : g = 0 a.e. in RN \Ω .
Obviously, X is a linear space, furthermore, by the condition (K1), we know that C20 (Ω) ⊂ X0, so X and X0 are nonempty.
Moreover, X0 is a dense subspace of L2(Ω).
The space X is endowed with the norm defined as
∥u∥X = ∥u∥L2 +

Q
|u(x)− u(y) |2 K(x− y)dxdy
 1
2
. (8)
Let Hs(Ω) be the usual fractional Sobolev space endowed with the norm (the so-called Gagliardo norm)
∥u∥Hs = ∥u∥L2 +

Ω×Ω
|u(x)− u(y)|2
|x− y|N+2s dxdy
 1
2
. (9)
We note that the norms defined in (8) and (9) are not the same, even in the typical case K(x) = |x|−(N+2s), because
Ω ×Ω is strictly contained inQ. This cause the classical fractional Sobolev space framework not sufficient for studying the
problem (7). Fortunately, Servadei and Valdinoci in [14] have proved that the relationship between X (X0) and Hs(Ω) is that
Hs(Ω) ⊂ X . On the relation between X and Lp(Ω), they have proved that
∥u∥2
L2∗ (Ω) = ∥u∥2L2∗ (RN ) ≤ c1

R2N
|u(x)− u(y)|2
|x− y|N+2s dxdy, ∀u ∈ X0 (10)
and 
Q
|u(x)− u(y)|2K(x− y)dxdy ≤ ∥u∥2X ≤ c2

Q
|u(x)− u(y)|2K(x− y)dxdy, (11)
∀u ∈ X0, where 2∗ = 2NN−2s , c1 depending only on N and s, and c2 > 1 depending only on N, s θ andΩ .
We define an inner product ⟨·, ·⟩ on X0 as follows
⟨u, v⟩ =

Q
(u(x)− u(y)) (v(x)− v(y)) K(x− y)dxdy, ∀u, v ∈ X0,
then the space X0 is a Hilbert space endowed with the corresponding norm
∥u∥X0 =

Q
|u(x)− u(y)|2K(x− y)dxdy
 1
2
. (12)
From (11), we see that the norms (9) and (12) are equivalent. Note that in (9) and in (12) the integrals can be extended to
all R2N , since u ∈ X0 (and so u = 0 a.e. in RN \Ω).
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We recall a convergence property for bounded sequences in X0 (see [14], for this we need a Lipschitz boundary):
Lemma 4.1. Let K : RN \ {0} → (0,+∞) satisfy assumptions (K1)–(K3) and let {un} be a bounded sequence in X0. Then, there
exists u ∈ Lp(RN) such that, up to a subsequence, un → u in Lp(RN), as n →∞, for any p ∈ [1, 2∗).
Finally, we give the definition of solutions and a variational principle for problem (7).
Definition 4.2. We say that u ∈ X0 is a weak solution to problem (7) if −LKu = λu∗ a.e. in Ω with u∗ ∈ ∂ j(x, u(x)) for
almost all x ∈ Ω .
The Euler functional Jλ : X0 → R corresponding to problem (7) is defined by
Jλ(u) = 12

Q
|u(x)− u(y)|2K(x− y)dxdy− λ

Ω
j(x, u(x))dx = Ψ (u)+ λΦ(u),
where
Ψ (u) = 1
2

Q
|u(x)− u(y)|2K(x− y)dxdy, Φ(u) = −

Ω
j(x, u(x))dx.
Next, we give a variational formulation of problem (7). For this purpose our fundamental hypotheses on the nonsmooth
potential j(x, t) are the following:
(j0) for all t ∈ R, the function x → j(x, t) is measurable;
(j1) for almost all x ∈ Ω , the function x → j(t, x) is locally Lipschitz and j(x, 0) = 0;
(j2) there exists a, b ∈ L∞(Ω)+ such that |u∗| ≤ a(x)+ b(x)|u|p−1 for almost all x ∈ Ω , all t ∈ R and all u∗ ∈ ∂ j(x, u) (1 ≤
p < 2∗).
Under the above hypotheses, by a standard argument, we can prove the following variational principle.
Proposition 4.3. Assume that j(x, t) satisfies the hypotheses (j0)–(j2), the functional Jλ : X0 → R is well defined and is of a
Motreanu–Panagiotopoulos functional on X0. Moreover, every critical point u ∈ X0 of Jλ is a solution of problem (7).
4.1. Applications 1
We shall apply Theorem 3.1 to ensure, under suitable assumptions, the existence of two nontrivial solutions for
problem (7).
We recall some facts about the following eigenvalue problem−LKu = λu inΩ,
u = 0 in RN \Ω, (13)
where s ∈ (0, 1),N > 2s,Ω is an open bounded set of RN and K : RN \ {0} → (0,+∞) is a function satisfying (K1)–(K3).
In [16], the authors established that problem (13) possesses a sequence of eigenvalue 0 < λ1 < λ2 ≤ · · · ≤ λn ≤ · · · and
λn →+∞ as n →∞. The first eigenvalue λ1 is defined by the Rayleigh quotient
λ1 = inf
u∈X0,u≠0

Q
|u(x)− u(y)|2K(x− y)dxdy
∥u∥L2(Ω)
(14)
or equivalently
λ1 = inf
u∈X0,∥u∥L2(Ω)=1

Q
|u(x)− u(y)|2K(x− y)dxdy.
There exists a non-negative function e1 ∈ X0, which is an eigenfunction corresponding to λ1, attaining the infimum in (14),
that is ∥e1∥L2(Ω) = 1 and λ1 =

Q
|e1(x)− e1(y)|2K(x− y)dxdy.
In the following result, we consider the case of j(x, u) = u+ h(x, u), where h(x, t) satisfies the hypotheses (j0)–(j1).
Theorem 4.4. Assume that h(x, t) satisfies the hypotheses (j0)–(j1), and suppose the following conditions hold.
(j3) |u∗| ≤ a(1+ |u|q−1) for a.e. x ∈ Ω and every u ∈ R, u∗ ∈ ∂h(x, u) (a > 0, 1 ≤ q < 2);
(j4) There exists α > 2 such that lim supu→0
max{|u∗|:u∗∈∂h(x,u)}
|u|α−1 <∞, uniformly a.e. inΩ;
(j5)

Ω
h(x, e1(x))dx > 0, where e1(x) is the first normalized eigenfunction defined above. Then
(i) If λ ∈ [0, λ), where λ = λ11+S1 , then problem (7) has only the trivial solution.
(ii) Problem (7) has at least two nontrivial solutions for every λ ∈ (λ∗, λ1), where λ∗ is defined in (19).
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In order to prove Theorem 4.4, we need some lemmas. Let
Jλ = Ψ + λΦ, Ψ (u) = 12∥u∥
2
X0 , Φ(u) = −
1
2
∥u∥2L2(Ω) −

Ω
h(x, u)dx.
Lemma 4.5. Let (j0)–(j1) and (j3) be satisfied. Then,Φ : X0 → R is a locally Lipschitz functional with compact gradient.
Proof. We only need to prove that the set-valued function ∂Φ : X0 → 2X∗0 is compact. Let {un} be a sequence in X0 such that
∥un∥ ≤ M for every n ∈ N (M > 0). We can choose u∗n ∈ ∂Φ(un) for every n ∈ N such that ⟨u∗n, v⟩ =

Ω
(u∗n(x), v(x))dx, for
every v ∈ X0.
By (j3), (10) and Hölder’s inequality, we get for every n ∈ N, v ∈ X0
⟨u∗n, v⟩ ≤

Ω
|u∗n(x)||v(x)|dx
≤ |Ω| 2
∗−2
2∗ ∥un∥L2∗ (Ω)∥v∥L2∗ (Ω) + a|Ω|1−
1
2∗ ∥v∥L2∗ (Ω) + a|Ω|
2∗−q
2∗ ∥un∥q−1L2∗ (Ω)∥v∥L2∗ (Ω)
≤
c1|Ω| 2∗−22∗ 
R2N
|un(x)− un(y)|2
|x− y|N+2s dxdy
 1
2
+ ac 121 |Ω|1−
1
2∗
+ ac
q
2
1 |Ω|
2∗−q
2∗

R2N
|un(x)− un(y)|2
|x− y|N+2s dxdy
 q−1
2

R2N
|v(x)− v(y)|2
|x− y|N+2s dxdy
 1
2
≤

c1|Ω| 2
∗−2
2∗ M + ac 121 |Ω|1−
1
2∗ + ac
q
2
1 |Ω|
2∗−q
2∗ Mq−1

∥v∥X0 ,
thus
∥u∗n∥X∗0 ≤

c1|Ω| 2
∗−2
2∗ M + ac 121 |Ω|1−
1
2∗ + ac
q
2
1 |Ω|
2∗−q
2∗ Mq−1

.
Hence, the sequence {u∗n} is bounded, hence, up to a subsequence, there exists u∗ ∈ X∗0 such that u∗n ⇀ u∗. We shall
prove that u∗n → u∗. If not, we can assume that there is some ε > 0 such that ∥u∗n − u∗∥X∗0 > ε. Hence, there exists
vn ∈ B(0, 1) (B(0, 1) = {u ∈ X : ∥u∥X0 ≤ 1}) such that ⟨u∗n − u∗, vn⟩ > ε.
Since {vn} is bounded in X0, then up to a subsequence, there is a v ∈ X0 such that vn ⇀ v in X0 and vn → v in
Lp(RN) (1 ≤ p < 2∗).
By (j3), (10) and Hölder’s inequalities, we have
⟨u∗n, vn − v⟩ ≤ a|Ω|1−
1
p ∥vn − v∥Lp(Ω) + a∥un∥q−1L2∗ (Ω)∥vn − v∥L 2∗−q+12∗ (Ω)
≤ a|Ω|1− 1p ∥vn − v∥Lp(Ω) + ac
q
2
1

R2N
|un(x)− un(y)|2
|x− y|N+2s dxdy
 q−1
2
∥vn − v∥
L
2∗−q+1
2∗ (Ω)
≤ a|Ω|1− 1p ∥vn − v∥Lp(Ω) + ac
q
2
1 M
q−1∥vn − v∥
L
2∗−q+1
2∗ (Ω)
.
Therefore, for n big enough, we can assume that
|⟨u∗n − u∗, v⟩| ≤
ε
4
, |⟨u∗, vn − v⟩| ≤ ε4
and
∥vn − v∥Lp(Ω) ≤ ε
4a|Ω|1− 1p
, ∥vn − v∥
L
2∗−q+1
2∗ (Ω)
≤ ε
4ac
q
2
1 Mq−1
.
This implies ⟨u∗n − u∗, vn⟩ ≤ ε. We get a contradiction and then the conclusion holds true. 
Remark 4.6. Indeed, the hypothesis (j3) could be replaced by condition (j2).
Lemma 4.7. Suppose (j0)–(j1) and (j3) hold. Then, the functional Jλ is coercive for every λ ∈ (−∞, λ1).
Proof. From hypothesis (j3), by Lebourg’s mean value theorem, we have
|h(x, u)| ≤ a(|u| + |u|q), for almost all x ∈ Ω and all u ∈ R. (15)
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By (15), Hölder’s inequality and (10), we have
Jλ(u) ≥

1
2
− λ
2λ1

Q
|u(x)− u(y)|2K(x− y)dxdy− a|λ|

|Ω|1− 12∗ ∥u∥L2∗ (Ω) + |Ω|1−
q
2∗ ∥u∥q
L2∗ (Ω)

≥

1
2
− λ
2λ1

Q
|u(x)− u(y)|2K(x− y)dxdy
− a|λ|
|Ω|1− 12∗ c 121 
R2N
|u(x)− u(y)|2
|x− y|N+2s dxdy
 1
2
+ c
q
2
1 |Ω|1−
q
2∗

R2N
|u(x)− u(y)|2
|x− y|N+2s dxdy
 q
2

≥

1
2
− λ
2λ1

∥u∥2X0 − c ′1∥u∥X0 − c2∥u∥qX0 ,
where c ′1 = a|λ||Ω|1−
1
2∗ c
1
2 and c2 = a|λ|c
q
2
1 |Ω|1−
q
2∗ . By 1 ≤ q < 2, hence Jλ is coercive for any λ ∈ (−∞, λ1). 
Lemma 4.8. Suppose (j0)–(j1) and (j3) hold. Then, the functional Jλ satisfies the Palais–Smale condition for every λ ∈ (−∞, λ1).
Proof. Let un be a sequence in X0 such that {λΦ(un)+ Ψ (un)} is bounded and
λΦ◦(un; v − un)+ Ψ (v)− Ψ (un)+ εn∥v − un∥ ≥ 0, for every v ∈ X0, (16)
where εn → 0+ as n →∞.
By Lemma 4.7, we can get that the sequence un is bounded in X0. Since X0 is reflexive, up to a subsequence, still denoted
by un, by Lemma 4.1, there exists u ∈ X0 such that
un ⇀ u in X0,
un → u in Lp(RN) (1 ≤ p < 2∗),
un → u a.e. in RN .
(17)
By the hypothesis (j2), through some computations, it is easily seen thatΦ admits a locally Lipschitz extension Φ˜ to Lp(Ω)
and Φ˜|X0 = Φ . Setting v = u in (16) produces λΦ˜◦(un; u− un)+ Ψ (u)− Ψ (un) ≤ εn∥u− un∥X0∀n ∈ N.
Because of upper semicontinuity of Φ˜◦, this implies that lim supn→∞ Ψ (un) ≤ Ψ (u). On the other hand, by the weakly
semicontinuity of Ψ and (17), we get Ψ (u) ≤ lim infn→∞ Ψ (un). Hence, limn→∞ Ψ (un) = Ψ (u), that is
lim
n→∞ ∥un∥X0 = ∥u∥X0 . (18)
Finally, thanks to (17) and (18), we have that
∥un − u∥2X0 = ∥un∥2X0 + ∥u∥2X0 − 2

Q
(un(x)− un(y))(u(x)− u(y))K(x− y)dxdy
→ 2∥u∥2X0 − 2

Q
|u(x)− u(y)|2K(x− y)dxdy = 0,
as n →∞. Then the conclusion of Lemma 4.8 is proved. 
Let
λ∗ = ϕ1(0) = inf
u∈Φ−1(I0)
−Ψ (u)
Φ(u)
, I0 = (−∞, 0). (19)
Lemma 4.9. Suppose that the hypotheses (j3)–(j5) hold. Then,Φ−1(I0) is non-empty and λ∗ ≤ λ∗ < λ1.
Proof. From (j5) it follows that
Φ(e1) = −12

Ω
|e1(x)|2dx−

Ω
h(x, e1(x))dx = −12 −

Ω
h(x, e1(x))dx < −12 < 0,
i.e. e1 ∈ Φ−1(I0). Hence λ∗ is well defined. By
λ∗ = ϕ1(0) = inf
u∈Φ−1(I0)
−Ψ (u)
Φ(u)
≤ −Ψ (e1)
Φ(e1)
<
∥e1∥2X0
∥e1∥2L2(Ω)
= λ1.
K. Teng / J. Math. Anal. Appl. 396 (2012) 386–395 393
By h(x, 0) = 0 and Lebourg’s mean value theorem, we have
h(x, u)
|u|α =
h(x, u)− h(x, 0)
|u|α =
(u∗, u)
|u|α ≤
|u∗|
|u|α−1 ,
where u∗ ∈ ∂h(x, su), s ∈ (0, 1). Hence, it follows from (j4) that
lim sup
u→0
h(x, u)
|u|α <∞ uniformly a.e. inΩ. (20)
We denote by S = esssupu≠0,x∈Ω 2|h(x,u)||u|2 , then, S ∈ R+. Indeed, by (20) and α > 2, we have
lim
u→0
|h(x, u)|
|u|2 = limu→0
 |h(x, u)|
|u|α

|u|α−2 = 0 uniformly a.e. inΩ. (21)
By the condition (j3), we have
lim
u→∞
|h(x, u)|
|u|2 = 0 uniformly a.e. inΩ. (22)
Hence, from (21) and (22), we obtain that S ∈ R+.
Hence, for all u ∈ X0 with u ≠ 0, we have
Ψ (u)
|Φ(u)| ≥
∥u∥2X0
∥u∥2
L2(Ω)
+ 
Ω
2|h(x, u(x))|dx ≥
λ1
1+ S .
Setting
λ∗ = λ11+ S , (23)
then, the proof is completed. 
Let
S1 = esssup
u≠0,x∈Ω
max{(u∗, u) : u∗ ∈ ∂h(x, u)}
|u|2 .
Similarly as the proof of the number S ∈ R+, we can prove that S1 ∈ R+ and furthermore, S ≤ 2S1.
Proof of Theorem 4.4. (i) Let u ∈ X0 be a nontrivial solution of the problem (7), then there exists u∗ ∈ ∂h(x, u) such that
Q
(u(x)− u(y))(v(x)− v(y))K(x− y)dxdy+ λ

−

Ω
uvdx−

Ω
(u∗, v)dx

= 0, (24)
for any v ∈ X0. Taking v = u in (24), we get
λ∥u∥2L2(Ω) + λ

Ω
(u∗, u)dx = ∥u∥2X0 . (25)
By the definition of S1 and (25), we have λ(1+ S1)∥u∥2L2(Ω) ≥ ∥u∥2X0 ≥ λ1∥u∥2L2(Ω). Hence, λ ≥ λ. We get a contradiction.
(ii) SinceΦ(0) = 0 and by (j3), it is easy to prove that limu∈X0,∥u∥L2(Ω)→∞Φ(u) = −∞, so that R−0 ⊂ (infΦ, supΦ).
For every u ∈ Φ−1((−∞, 0)), we have
ϕ1(r) ≤
inf
Φ(v)=r
Ψ (v)− Ψ (u)
Φ(u)− r ≤ −
Ψ (u)
Φ(u)− r , ∀r ∈ (Φ(u), 0).
Hence lim supr→0− ϕ1(r) ≤ −Ψ (u)Φ(u) ,∀u ∈ Φ−1((−∞, 0)), from the definition of λ∗, we get
lim sup
r→0−
ϕ1(r) ≤ ϕ1(0) = λ∗. (26)
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On the other hand, from (j3) and (j4), we can deduce that |h(x, u)| ≤ c3|u|α,∀u ∈ R, where c3 > 0. Hence, for every u ∈ X0,
we have
|Φ(u)| ≤ 1
2λ1
∥u∥2X0 + c3|Ω|1−
α
2∗ ∥u∥α
L2∗ (Ω)
≤ 1
2λ1
∥u∥2X0 + c3c
α
2 |Ω|1− α2∗

R2N
|u(x)− u(y)|2
|x− y|N+2s dxdy
 α
2
≤ 1
2λ1
∥u∥2X0 + c4∥u∥αX0 ,
where c4 = c3c α2 |Ω|1− α2∗ . Therefore, given r < 0 and u ∈ Φ−1(r), we have
−r = −Φ(u) ≤ 1
2λ1
∥u∥2X0 + c4∥u∥αX0 =
1
λ1
Ψ (u)+ c5Ψ (u) α2 , (27)
where c5 = 2 α2 c4. Since the functional Ψ is convex, proper, bounded below, coercive and weakly lower semicontinuous on
the reflexive Hilbert space X0, it is easy to see thatΨ is also coercive on the weakly closed non-empty setΦ−1(r). Therefore,
there exists ur ∈ Φ−1(r) such that Ψ (ur) = infv∈Φ−1(r) Ψ (v). Since 0 ∈ Φ−1((r,+∞)), so that ϕ2(r) ≥ −
inf
v∈Φ−1(r) Ψ (v)
r .
From (27), we get 1 ≤ 1
λ1
Ψ (ur )
−r + c5 Ψ (ur )
α
2
−r ≤ ϕ2(r)λ1 + c5(−r)
α
2−1ϕ2(r)
α
2 .
If ϕ2 is locally bounded at 0−, because of α > 2, so that the above inequalities implies that lim infr→0− ϕ2(r) ≥ λ1.
If lim supr→0− ϕ2(r) = ∞, obviously, this case holds. Consequently, both cases and Lemma 4.8 yield that for all integers
n ≥ n∗ = 2+ [λ∗] there exists a number rn < 0 so close to zero such that ϕ1(rn) < λ∗ + 1n < λ1 − 1n < ϕ2(rn). Hence, by
Theorem 4.4, problem (7) admits at least two nontrivial solutions for all
λ ∈ (λ∗, λ1) =
∞
n=n∗

λ∗ + 1
n
, λ1 − 1n

⊂
∞
n=n∗
(ϕ1(rn), ϕ2(rn))

Λ.
Instead of condition (j5), we assume (see [9]):
(j′5) there exist x0 ∈ Ω, s0 ∈ R and R0 > 0 such that B(x0, R0) = {x ∈ RN : |x− x0| ≤ R0} ⊂ Ω , and essinfB(x0,R0)j(x, |s0|) =
µ0 > 0, esssupB(x0,R0)max|t|≤s0 j(x, t) = µ1 <∞.
Corollary 4.10. Suppose that j(x, t) : Ω¯ × R→ R satisfies (j0)–(j1) and (j3)–(j4). Then
(i) If λ ∈ [0, γ∗) where γ∗ = λ1S1 , then problem (7) has only the trivial solution.
(ii) If furthermore j satisfies (j′5), then there exists γ ∗ ≥ 12γ∗ such that problem (7) admits at least two nontrivial solutions for
every λ ∈ (γ ∗,+∞).
Proof. The functional Jλ corresponding to problem (7) is defined by Jλ = Ψ + λΦ1, where
Ψ (u) = 1
2

Q
|u(x)− u(y)|2K(x− y)dxdy, Φ1(u) = −

Ω
j(x, u(x))dx.
By the hypothesis (j3), it is easy to prove that Jλ is coercive on X0 for every λ ∈ R. Hence, we letΛ = R. (i) Suppose that
u ∈ X0 is a nontrivial solution to problem (7), by the same argument of part (i) in Theorem 4.4, we get
λ1∥u∥2L2(Ω) ≤ ∥u∥2X0 = λ

Ω
(u∗, u)dx ≤ λS1∥u∥2L2(Ω),
where u∗ ∈ ∂ j(x, u). Hence, λ ≥ λ1
S1
= γ∗. The conclusion (i) holds.
(ii) Let s0 ∈ R be from (j′5). We define
u0(x) =

0, if x ∈ RN \ B(x0, R0),
|s0|, if x ∈ B(x0, σR0),|s0|
R0(1− σ) (R0 − |x− x0|), if x ∈ B(x0, R0) \ B(x0, σR0),
where σ ∈ (0, 1), then u0 ∈ X0. Indeed, by virtue of condition (K1), it is implies that
Q
(|x− x0| − |y− x0|)2K(x− y)dxdy < +∞,

Q
(R0 − |x− x0|)2K(x− y)dxdy < +∞.
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Hence, u0 ∈ X0. By condition (j′5), we have
Φ1(u0) = −

B(x0,σR0)
j(x, |s0|)dx−

B(x0,R0)\B(x0,σR0)
j(x, u0)dx
≤ µ1|B(x0, R0) \ B(x0, σR0)| −

B(x0,σR0)
j(x, u0)dx
= ωNRN0 [µ1 − (µ0 + µ1)σ N),
where ωN is the measure of the unit ball in RN . Since σ ∈ (0, 1), we can choose σ such that σ >

µ1
µ0+µ1
 1
N
. Hence, we get
thatΦ1(u0) < 0.
The number γ ∗ = ϕ1(0) = infΦ−11 (I0)
Ψ (u)
Φ1(u)
is well defined. For all u ∈ X0 \ {0}, we have γ ∗ ≥ Ψ (u)|Φ1(u)| ≥
λ1
S
≥ 12γ∗, where
we have used S ≤ 2S1, and S, S1 is defined in Theorem 4.4.
Similar as the proofs of (26) and (27), we can get limr→0− ϕ1(r) ≤ ϕ1(0) = γ ∗ < lim supr→0− ϕ2(r) = ∞.
Therefore, for all integers n ≥ n∗ = 2+ [γ ∗], there exists rn < 0 close to zero such that ϕ1(rn) < γ ∗ + 1n < n < ϕ2(rn).
Hence, problem (7) admits at least two nontrivial solutions for all
λ ∈
∞
n=n∗
(ϕ1(rn), ϕ2(rn)) ⊃
∞
n=n∗

γ ∗ + 1
n
, n

Λ = (γ ∗,∞). 
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