In this review article, first we give the concrete formulas of representations and cohomologies of associative algebras, Lie algebras, pre-Lie algebras, Leibniz algebras and 3-Lie algebras and some of their strong homotopy analogues. Then we recall the graded Lie algebras and graded associative algebras that characterize these algebraic structures as Maurer-Cartan elements. The corresponding Maurer-Cartan element equips the graded Lie or associative algebra with a differential. Then the deformations of the given algebraic structures are characterized as the Maurer-Cartan elements of the resulting differential graded Lie or associative algebras. We also recall the relation between the cohomologies and the differential graded Lie and associative algebras that control the deformations.
Introduction
This article is the first part of a review of deformation theory of algebraic structures, which concentrates on the concrete formulas of the cohomologies and the differential graded Lie algebras that control deformations of associative algebras, Lie algebras, pre-Lie algebras, Leibniz algebras and 3-Lie algebras. In the second part, we will use a homotopical approach to the abstract deformation theory and show that any reasonable deformation theory is controlled by a differential graded Lie algebra in a precise sense.
Deformation theory started with the seminal work of Kodaira and Spencer [31] on deformation of holomorphic manifolds and then expanded to the realm of algebraic geometry [28] ; more recently it found striking applications in number theory [38] . At the same time, the idea of a deformation became prominent in physics; e.g. quantum mechanics is now habitually interpreted as a deformation of classical mechanics and this idea of 'deformation quantization' has now fed back to pure mathematics inspiring a host of exciting new developments [32, 33, 42] .
The subject of algebraic deformation theory started with foundational papers of Gerstenhaber [18, 19, 20, 21, 22] which considered associative algebras as an object to be deformed. Deformations of Lie algebras were studied by Nijenhuis and Richardson [40, 41] . More recently there has been a lot of activity involving deformations of other algebraic structures of operadic origin (i.e. involving multi-linear operations such as pre-Lie algebras, Leibniz algebras, n-Lie algebras and others) [4, 10, 13, 36, 43, 47, 49] . Simultaneous deformations of algebras and morphisms are studied in [11, 12] . Deformations of general operadic algebras are considered in Kontsevich-Soibelman draft book [34] and in the monograph by Loday-Vallette [37] . A categorical approach using triples and cotriples is developed in [17] .
The modern approach to algebraic deformation theory (at least in characteristic zero) dictates that a deformation problem should have a differential graded Lie algebra g 'controlling it' in the sense that it seeks to deform a Maurer-Cartan element (typically zero) in g. At the same time, there should be a cohomology theory so that the infinitesimal of a formal deformation would correspond, up to a suitable equivalence relation, to a cohomology class, as well as a concomitant obstruction theory.
Such a cohomology theory for operadic algebras is (generalized) André-Quillen cohomology [37] . In the case of associative and Lie algebras it specializes to Hochschild and Chevalley-Eilenberg theory respectively.
Throughout this paper, we work with a coefficient field K which is of characteristic 0.
The cohomologies of algebraic structures
In this section, we review representations and cohomologies of associative algebras, Lie algebras, pre-Lie algebras, Leibniz algebras and 3-Lie algebras respectively.
Associative algebras.
Recall that an associative algebra is a vector space g equipped with a multiplication · : g ⊗ g → g satisfying the associative law:
x · (y · z) = (x · y) · z, ∀x, y, z ∈ g. Definition 2.1. Let (g, ·) be an associative algebra and V a vector space. Let L, R : g −→ gl(V) be two linear maps with x → L x and x → R x respectively. The triple (V; L, R) is called a representation of g if for all x, y ∈ g, we have
Lemma 2.2. Let (V; L, R) be a representation of an associative algebra (g, ·). Define L * : g −→ gl(V * ) and R * : g −→ gl(V * ) respectively by
Then (V * ; R * , L * ) is a representation of (g, ·), which is called the dual representation of (V; L, R). Example 2.3. Let (g, ·) be an associative algebra. Let L x and R x denote the left and right multiplication operator, respectively, that is, L x y = x · y, R y x = x · y for any x, y ∈ g. Then (g; L, R) is a representation of (g, ·), which is called the regular representation. Furthermore, (g * ; R * , L * ) is also a representation of (g, ·).
Let (V; L, R) be a representation of an associative algebra (g, ·). A linear map f ∈ Hom(⊗ n g, V) is called an n-cochain (n ≥ 0). Denote the set of n-cochains by C n Ass (g; V), i.e. C n Ass (g; V) = Hom(⊗ n g, V). The Hochschild coboundary operator d :
for all f ∈ C n Ass (g; V) and x 1 , x 2 , · · · , x n+1 ∈ g. It is proved in [25, 26] 
. We denote the set of closed n-cochains by Z n Ass (g; V) and the set of exact ncochains by B n Ass (g; V). Since d•d = 0, we have B n Ass (g; V) ⊂ Z n Ass (g; V). We denote by H n Ass (g; V) = Z n Ass (g; V)/B n Ass (g; V), which is called the n-th Hochschild cohomology group of the associative algebra (g, ·) with the coefficient in the representation (V; L, R).
Lie algebras.
A Lie algebra is a vector space g together with a skew-symmetric bilinear map [·, ·] g :
where V is a vector space and ρ : g → gl(V) is a Lie algebra morphism, i.e. ρ([x, y] g ) = [ρ(x), ρ(y)] for all x, y ∈ g. Here [·, ·] : ∧ 2 gl(V) → gl(V) is the commutator Lie bracket on gl(V), the vector space of linear transformations on V. Lemma 2.5. Let (V; ρ) be a representation of a Lie algebra (g, [·, ·] g ). Define ρ * : g −→ gl(V * ) by
Then (V * ; ρ * ) is a representation of (g, [·, ·] g ), which is called the dual representation of (V; ρ). Example 2.6. Let (g, [·, ·] g ) be a Lie algebra. We define ad : g −→ gl(g) by ad x y := [x, y] g , ∀x, y ∈ g.
Then (g; ad) is a representation of (g, [·, ·] g ), which is called the adjoint representation. Furthermore, (g * ; ad * ) is also a representation of (g, [·, ·] g ).
Let (V; ρ) be a representation of a Lie algebra (g, [·, ·] g ). A linear map f ∈ Hom(∧ n g, V) is called an n-cochain. Denote the set of n-cochains by C n Lie (g; V), i.e. C n Lie (g; V) = Hom(∧ n g, V), (n ≥ 0). The Chevalley-Eilenberg coboundary operator d :
for all f ∈ C n Lie (g; V) and x 1 , · · · , x n+1 ∈ g. It is proved in [27] that d • d = 0.
An n-cochain f is called closed, if d f = 0. An n-cochain f is called exact, if f = dg for some g ∈ C n−1 Lie (g; V). We denote the set of closed n-cochains by Z n Lie (g; V) and the set of exact n-cochains by B n Lie (g; V). We denote by H n Lie (g; V) = Z n Lie (g; V)/B n Lie (g; V), which is called the n-th Chevalley-Eilenberg cohomology group of the Lie algebra (g, [·, ·] g ) with the coefficient in the representation (V; ρ).
pre-Lie algebras.
A pre-Lie algebra is a pair (g, · g ), where g is a vector space and · g : g ⊗ g −→ g is a bilinear multiplication satisfying that for all x, y, z ∈ g, the associator
is symmetric in x, y, that is,
Proposition 2.7. ( [3] ) Let (g, · g ) be a pre-Lie algebra. Then the commutator
defines a Lie algebra (g, [·, ·] C ), which is called the sub-adjacent Lie algebra of (g, · g ), and denoted by g c . Moreover, (g, · g ) is called the compatible pre-Lie algebra structure on the Lie algebra g c .
Definition 2.8. Let (g, · g ) be a pre-Lie algebra and V a vector space. A representation of (g, · g ) is a triple (V; ρ, µ), where ρ : g −→ gl(V) is a representation of the sub-adjacent Lie algebra g c on V and µ : g −→ gl(V) is a linear map satisfying
Let (V; ρ, µ) be a representation of a pre-Lie algebra (g, · g ). For all
Lemma 2.9. ([2]) Let (V; ρ, µ) be a representation of a pre-Lie algebra (g, · g ). Then (V * ; ρ * − µ * , −µ * ) is a representation of (g, · g ), which is called the dual representation of (V; ρ, µ).
Example 2.10. Define the left multiplication L : g −→ gl(g) and the right multiplication R : g −→ gl(g) by L x y = x · g y and R x y = y · g x respectively for all x, y ∈ g. Then (g; L, R) is a representation of (g, · g ), which is called the regular representation. Furthermore, (g * ; L * − R * , −R * ) is also a representation of (g, · g ).
The cohomology complex for a pre-Lie algebra (g, · g ) with the coefficient in a representation (V; ρ, µ) is given as follows [10] . The set of n-cochains C n preLie (g; V) is given by Hom(∧ n−1 g ⊗ g, V), n ≥ 1. The coboundary operator d : C n preLie (g; V) −→ C n+1 preLie (g; V) is given by
for all x 1 , x 2 , · · · , x n+1 ∈ g. It is proved in [10] that d • d = 0. The resulting cohomology is denoted by H * preLie (g; V). Remark 2.11. Let (V; ρ, µ) be a representation of a pre-Lie algebra (g, · g ). Then there is a representation of the sub-adjacent Lie algebra (g, [·, ·] C ) on the vector space Hom(g, V) given by
Moreover, we define Φ : Hom(∧ n−1 g, Hom(g, V)) → Hom(∧ n−1 g ⊗ g, V) by
Then Φ is a cochain map from the cochain complex (⊕ n C n Lie (g c ; Hom(g, V)), d) to the cochain complex (⊕ n C n preLie (g; V), d), i.e. we have the following commutative diagram:
Thus Φ induces an isomorphism between the corresponding cohomologies: [5, 10] for more details.
Leibniz algebras.
A Leibniz algebra is a vector space g together with a bilinear operation [·, ·] g : g ⊗ g → g such that
A representation of a Leibniz algebra (g, [·, ·] g ) is a triple (V; ρ L , ρ R ), where V is a vector space, ρ L , ρ R : g → gl(V) are linear maps such that the following equalities hold for all x, y ∈ g,
Example 2.13. Define the left multiplication L : g −→ gl(g) and the right multiplication R : g −→ gl(g) by L x y = [x, y] g and R x y = [y, x] g respectively for all x, y ∈ g. Then (g; L, R) is a representation of (g, [·, ·] g ), which is called the regular representation. Furthermore, (g * ; L * , −L * − R * ) is also a representation of (g, [·, ·] g ). Please see [46] for more details about dual representations of Leibniz algebras and Leibniz bialgebras.
Let (V; ρ L , ρ R ) be a representation of a Leibniz algebra (g, [·, ·] g ). The set of n-cochains is given by C n Leib (g; V) = Hom(⊗ n g, V), (n ≥ 0). The coboundary operator d :
for all x 1 , · · · , x n+1 ∈ g. It was proved in [36] 
Definition 2.14. ( [16] ) A 3-Lie algebra is a vector space g together with a skew-symmetric linear map [·, ·, ·] g : ⊗ 3 g → g such that the following Fundamental Identity holds:
(2.9) Elements in ∧ 2 g are called fundamental objects of the 3-Lie algebra (g, [·, ·, ·] g ). There is a bilinear operation [·, ·] F on ∧ 2 g, which is given by
It is well-known that (∧ 2 g, [·, ·] F ) is a Leibniz algebra [9] , which plays an important role in the theory of 3-Lie algebras.
Let A be a vector space. For a linear map φ : A ⊗ A → gl(V), we define a linear map φ * :
Example 2.17. Let (g, [·, ·, ·] g ) be a 3-Lie algebra. The linear map ad :
is a representation of the 3-Lie algebra (g, [·, ·, ·] g ), which we call the adjoint representation. Furthermore, (g * ; ad * ) is also a representation of (g, [·, ·, ·] g ).
An n-cochain on a 3-Lie algebra (g, [·, ·, ·] g ) with the coefficient in a representation (V; ρ) is a linear map f :
Denote the space of n-cochains by C n 3-Lie (g; V), (n ≥ 1). The coboundary operator d :
for all X i = x i ∧ y i ∈ ∧ 2 g, i = 1, 2, · · · , n and z ∈ g. It was proved in [6, 47] 
the set of n-cocycles and the set of n-coboundaries respectively. Then we obtain the n-th cohomology group
. Remark 2.18. The cohomology theory of 3-Lie algebras is closely related to the cohomology theory of Leibniz algebras. More precisely, let (V; ρ) be a representation of a 3-Lie algebra (g, [·, ·, ·] g ). Then there is a representation of the Leibniz algebra (∧ 2 g, [·, ·] F ) on the vector space Hom(g, V) given by
Then Φ is a cochain map from the cochain complex (C n 3-Lie (g; V), d) to the cochain complex (C n−1 Leib (∧ 2 g; Hom(g, V)), i.e. we have the following commutative diagram:
Thus, it induces an isomorphism between cohomologies:
, ∀n = 1, 2, · · · . See [6, 13] for more details about cohomology theory of 3-Lie algebras.
The dgLa controlling deformations of algebraic structures
In the section, we give the differential graded Lie algebras (dgLa for short) that control deformations of associative algebras, Lie algebras, pre-Lie algebras, Leibniz algebras and 3-Lie algebras respectively.
Usually for an algebraic structure, Maurer-Cartan elements in a suitable graded Lie algebra (gLa for short) are used to characterize realizations of the algebraic structure on a space. For a given realization of the algebraic structure, the corresponding Maurer-Cartan element equips the graded Lie algebra with a differential. Then the deformations of the given realization are characterized as the Maurer-Cartan elements of the resulting differential graded Lie algebra. Sometimes this differential graded Lie algebra is a commutator Lie algebra of a certain differential graded associative algebra resulting in an associative version of deformation theory.
We first recall a general notion and a basic fact [37] .
, d) be a differential graded Lie algebra. A degree 1 element x ∈ g 1 is called a Maurer-Cartan element of g if it satisfies the Maurer-Cartan equation:
A graded Lie algebra is a differential graded Lie algebra with d = 0. One can similarly define the notion of a Maurer-Cartan element in a differential graded associative algebra. Definition 3.2. Let (g = ⊕ k∈Z g k , ·, d) be a differential graded associative algebra. A degree 1 element x ∈ g 1 is called a Maurer-Cartan element of g if it satisfies the Maurer-Cartan equation:
A graded associative algebra is a differential graded associative algebra with d = 0. Then we have Theorem 3.3. Let (g = ⊕ k∈Z g k , [·, ·]) be a graded Lie algebra and let µ ∈ g 1 be a Maurer-Cartan element. Then the map
is a differential on g. For any v ∈ g 1 , the sum µ + v is a Maurer-Cartan element of the graded Lie algebra (g, [·, ·]) if and only if v is a Maurer-Cartan element of the differential graded Lie algebra (g, [·, ·], d µ ).
A permutation σ ∈ S n is called an (i, n − i)-shuffle if σ(1) < · · · < σ(i) and σ(i + 1) < · · · < σ(n). If i = 0 or n, we assume σ = id. The set of all (i, n − i)-shuffles will be denoted by S (i,n−i) . The notion of an (i 1 , · · · , i k )-shuffle and the set S (i 1 ,··· ,i k ) are defined analogously.
We also recall the notion of the suspension and desuspension operators. Let V = ⊕ i∈Z V i be a graded vector space, we define the suspension operator Σ : V → ΣV by assigning V to the graded vector space ΣV = ⊕ i∈Z (ΣV) i with (ΣV) i := V i+1 . There is a natural degree −1 map Σ : V → ΣV that is the identity map of the underlying vector space, sending v ∈ V to its suspended copy Σv ∈ ΣV. Likewise, the desuspension operator Σ −1 changes the grading of V according to the rule (Σ −1 V) i := V i−1 . The degree 1 map Σ −1 : V → Σ −1 V is defined in the obvious way.
3.1. Associative algebras. Let g be a vector space. Denote by C p Ass (g, g) = Hom(⊗ p+1 g, g) and set C * Ass (g, g) = ⊕ p∈N C p Ass (g, g). We assume that the degree of an element in C p Ass (g, g) is p. Then we have Theorem 3.4. ( [18, 19] ) The graded vector space C * Ass (g, g) equipped with the graded commutator bracket
for all x 1 , · · · , x p+q+1 ∈ g. Furthermore, (g, π) is an associative algebra, where π ∈ Hom(⊗ 2 g, g), if and only if π is a Maurer-Cartan element of the graded Lie algebra (C *
The bracket [·, ·] G is usually called the Gerstenhaber bracket. Remark 3.5. Note that (C * Ass (g, g), •) is a graded right symmetric algebra (pre-Lie algebra). Remark 3.6. In fact, the Gerstenhaber bracket is the commutator of coderivations on the cofree conilpotent coassociative coalgebra (T c (Σg), △). See [45] for more details.
Let π : g ⊗ g → g be an associative algebra structure on a vector space g. Since π is a Maurer-Cartan element of the gLa (C * Ass (g, g), [·, ·] G ) by Theorem 3.4, it follows from the graded Jacobi identity that the map
is a graded derivation of the gLa (C * Ass (g, g), [·, ·] G ) satisfying d π • d π = 0. Thus, we have Lemma 3.7. Let π : g ⊗ g → g be an associative algebra structure on a vector space g. Then (C * Ass (g, g), [·, ·] G , d π ) is a differential graded Lie algebra. This dgLa can control deformations of the associative algebra structure π.
Theorem 3.8. Let π : g ⊗ g → g be an associative algebra structure on a vector space g. Then for a linear map π ′ : g ⊗ g → g, π + π ′ is an associative algebra structure if and only if π ′ is a Maurer-Cartan element of the dgLa (C * Ass (g, g), [·, ·] G , d π ), i.e. π ′ satisfies the Maurer-Cartan equation:
We now construct a dga controlling deformations of morphisms of associative algebras. Let g and h be two associative algebras. Consider the graded vector space Σ −1 C * Ass (g, h). Define a linear map d :
Also define a graded mutiplication : Hom(⊗ p g, h) × Hom(⊗ q g, h) −→ Hom(⊗ p+q g, h) by (P Q)(x 1 , · · · , x p+q ) := (−1) pq P(x 1 , · · · , x p ) · Q(x p+1 , · · · , x p+q ) (3.6) for all P ∈ C p−1 Ass (g, h), Q ∈ C q−1 Ass (g, h), x 1 , · · · , x p+q ∈ g. Theorem 3.9. Let g and h be two associative algebras. Then (Σ −1 C * Ass (g, h), , d) is a differential graded associative algebra. Its Maurer-Cartan elements are precisely the associative algebra morphisms from g to h.
Remark 3.10. In fact, if the two associative algebras g and h coincide, then there is a homotopy Gerstenhaber algebra structure on the graded vector space C * Ass (g, g). See [23, 48] for more details about the notion of a homotopy Gerstenhaber algebra and Deligne conjecture.
In particular, a left module V over an associative algebra g is an associative algebra morphism g → End(V), so we have Corollary 3.11. With the above notation, V is a left module over g if and only if the corresponding map g → End(V) is a Maurer-Cartan element in (Σ −1 C * Ass (g, End(V)), , d). Representations of associative algebras can also be characterized as Maurer-Cartan elements in a dgLa in the following way. Let (g, π) be an associative algebra, L, R two linear maps from g to gl(V). Defineπ,L,R ∈ Hom(⊗ 2 
Then we have Proposition 3.12. With the above notations, (V; L, R) is a representation of (g, π) if and only if L +R is a Maurer-Cartan element of the dgLa C *
is a representation of (g, π) if and only ifπ +L +R is an associative algebra structure on the vector space g ⊕ V. Moreover, we know thatπ is an associative algebra structure on g ⊕ V. It is straightforward to deduce that [π +L +R,π +L +R] G = 0 is equivalent to the following equality: 2[π,L +R] G + [L +R,L +R] G = 0. The proof is finished.
At the end of this subsection, we give the relationship between the Hochschild coboundary operator and the differential d π defined by the Maurer-Cartan element. Assume that (g, ·) is an associative algebra and set π(x, y) = x · y. Consider the Hochschild coboundary operator d : C n−1 Ass (g; g) −→ C n Ass (g; g) associated to the regular representation,
for all f ∈ C n−1 Ass (g; g) and x 1 , x 2 , · · · , x n+1 ∈ g. Then we have Proposition 3. 13 . For all f ∈ C n−1 Ass (g; g), we have
Proof. For all x 1 , x 2 , · · · , x n+1 ∈ g, we have
which finishes the proof.
Lie algebras. Let g be a vector space. Denote by C p
Lie (g, g) = Hom(∧ p+1 g, g) and set C * Lie (g, g) = ⊕ p∈N C p Lie (g, g). We assume that the degree of an element in C p Lie (g, g) is p.
Then (C * Lie (g, g), [·, ·] NR ) is a graded Lie algebra. Furthermore, (g, π) is a Lie algebra, where π ∈ Hom(∧ 2 g, g), if and only if π is a Maurer-Cartan element of the graded Lie algebra (C * Lie (g, g), [·, ·] NR ), i.e.
[π, π] NR = 0.
Now we construct the differential graded Lie algebra that controls deformations of Lie algebras.
Theorem 3.15. Let (g, π) be a Lie algebra. Then (C * Lie (g, g), [·, ·] NR , d π ) is a dgLa, where d π is defined by
Moreover, π + π ′ is a Lie algebra structure on g, where π ′ ∈ Hom(∧ 2 g, g), if and only if π ′ is a Maurer-Cartan element of the dgLa (C * Lie (g, g), [·, ·] NR , d π ). Representations of Lie algebras can be characterized as Maurer-Cartan elements in a dgLa. Let (g, π) be a Lie algebra, ρ a linear map from g to gl(V). Defineπ,ρ ∈ Hom(∧ 2 
Then we have Proposition 3.16. With the above notations, (V; ρ) is a representation of (g, π) if and only ifρ is a Maurer-Cartan element of the dgLa C *
At the end of this subsection, we give the relationship between the Chevalley-Eilenberg coboundary operator and the differential d π defined by the Maurer-Cartan element. Assume that (g, [·, ·] g ) is a Lie algebra and set π(x, y) = [x, y] g . Consider the Chevalley-Eilenberg coboundary operator d : C n−1 Lie (g; g) −→ C n Lie (g; g) associated to the adjoint representation, then we have Proposition 3.17. For all f ∈ C n−1 Lie (g; g), we have
3.3. pre-Lie algebras. Let g be a vector space. Denote by C p preLie (g, g) = Hom(∧ p g ⊗ g, g) and set C * preLie (g, g) = ⊕ p∈N C p preLie (g, g). We assume that the degree of an element in C p preLie (g, g) is p.
(3.9) Theorem 3.18. The graded vector space C * preLie (g, g) equipped with the Matsushima-Nijenhuis bracket [·, ·] MN given by
, is a graded Lie algebra. See [7, 39, 49] for more details about the Matsushima-Nijenhuis bracket.
Remark 3.19. For π ∈ Hom(g ⊗ g, g), we have [π, π] MN (x, y, z) = 2(π • π)(x, y, z) = 2 π(π(x, y), z) − π(π(y, x), z) − π(x, π(y, z)) + π(y, π(x, z)) .
Thus, π defines a pre-Lie algebra structure on g if and only if [π, π] MN = 0, that is, π is a Maurer-Cartan element of the graded Lie algebra (C * preLie (g, g), [·, ·] MN ). Now we construct the dgLa that controls deformations of pre-Lie algebras.
Theorem 3.20. Let (g, π) be a pre-Lie algebra. Then (C * preLie (g, g), [·, ·] MN , d π ) is a dgLa, where d π is defined by (3.11) d π := [π, ·] MN .
Moreover, π + π ′ is a pre-Lie algebra structure on g, where π ′ ∈ Hom(g ⊗ g, g), if and only if π ′ is a Maurer-Cartan element of the dgLa (C * preLie (g, g), [·, ·] MN , d π ). Representations of pre-Lie algebras can be characterized by a dgLa. Let (g, π) be a pre-Lie algebra, ρ, µ two linear maps from g to gl(V). Defineπ,ρ,μ ∈ Hom(⊗ 2 
Then we have Proposition 3.21. With the above notations, (V; ρ, µ) is a representation of (g, π) if and only ifρ+μ is a Maurer-Cartan element of the dgLa
At the end of this subsection, we give the relationship between the coboundary operator of a pre-Lie algebra and the differential d π defined by the Maurer-Cartan element. Assume that (g, · g ) is a pre-Lie algebra and set π(x, y) = x · g y. Consider the operator d : C n−1 preLie (g; g) −→ C n preLie (g; g) associated to the regular representation, then we have Proposition 3. 22 . For all f ∈ C n−1 preLie (g; g), we have
3.4. Leibniz algebras. Let g be a vector space. Denote by C p Leib (g, g) = Hom(⊗ p+1 g, g) and set C * Leib (g, g) = ⊕ p∈N C p Leib (g, g). We assume that the degree of an element in C p Leib (g, g) is p. Theorem 3.23. The graded vector space C * Leib (g, g) equipped with the Balavoine bracket (3.12)
and P • k Q is defined by
Remark 3.24. We have the compact formula of the Balavoine bracket. Let g be a vector space. We consider the graded vector space C * Leib (g, g) = ⊕ p∈N C p Leib (g, g) = ⊕ p∈N Hom(⊗ p g, gl(g)). The Balavoine bracket is given as following: (1) , · · · , x σ(k−1) , P(x σ(k) , · · · , x σ(k+p−1) )x k+p , x k+p+1 , · · · , x p+q ) (1) , · · · , x σ(p) ), Q(x σ(p+1) , · · · , x σ(p+q) )].
See [1, 14, 46] for more details about the Balavoine bracket. In particular, for π ∈ C 1 Leib (g, g), we have [π, π] B (x, y, z) = 2(π • π)(x, y, z) = 2 π(π(x, y), z) − π(x, π(y, z)) + π(y, π(x, z)) .
Thus, π defines a Leibniz algebra structure if and only if [π, π] B = 0, i.e. π is a Maurer-Cartan element of the gLa (C * Leib (g, g), [·, ·] B ). Now we construct the dgLa that controls deformations of Leibniz algebras. Let (g, π) be a Leibniz algebra. Then (C * Leib (g, g), [·, ·] B , d π ) is a dgLa, where d π is defined by
Moreover, π + π ′ is a Leibniz algebra structure on g, where π ′ ∈ Hom(g ⊗ g, g), if and only if π ′ is a Maurer-Cartan element of the dgLa (C * Leib (g, g), [·, ·] B , d π ). Representations of Leibniz algebras can be characterized by a dgLa. Let (g, π) be a Leibniz algebra, ρ L , ρ R two linear maps from g to gl(V). Defineπ,ρ L ,ρ R ∈ Hom(⊗ 2 (g ⊕ V), g ⊕ V) bȳ
for all x, y ∈ g, u, v ∈ V. Then we have Proposition 3.26. With the above notations, (V; ρ L , ρ R ) is a representation of (g, π) if and only if ρ L +ρ R is a Maurer-Cartan element of the dgLa C * Leib (g ⊕ V, g ⊕ V), [·, ·] B , dπ = [π, ·] B . At the end of this subsection, we give the relationship between the coboundary operator of a Leibniz algebra and the differential d π defined by the Maurer-Cartan element. Assume that (g, [·, ·] g ) is a Leibniz algebra and set π(x, y) = [x, y] g . Consider the operator d : C n−1 Leib (g; g) −→ C n Leib (g; g) associated to the regular representation, then we have
3.5. 3-Lie algebras. In [43] , the author constructed a graded Lie algebra structure by which one can describe an n-Leibniz algebra structure as a Maurer-Cartan element. Here, we give the precise formulas for the 3-Lie algebra case.
Set C p 3-Lie (g, g) = Hom(∧ 2 g ⊗ · · · ⊗ ∧ 2 g p ∧g, g) and C * 3-Lie (g, g) = ⊕ p C p 3-Lie (g, g).
Theorem 3.28. ( [43, 44] ) The graded vector space C 3-Lie (g, g) equipped with the graded commutator bracket
(−1) (k−1)q σ∈S (k−1,q) (−1) σ P X σ(1) , · · · , X σ(k−1) , Q(X σ(k) , · · · , X σ(k+q−1) , x k+q ) ∧ y k+q , X k+q+1 , · · · , X p+q , x + p k=1 (−1) (k−1)q σ∈S (k−1,q) (−1) σ P X σ(1) , · · · , X σ(k−1) , x k+q ∧ Q(X σ(k) , · · · , X σ(k+q−1) , y k+q ), X k+q+1 , · · · , X p+q , x + σ∈S (p,q) (−1) pq (−1) σ P X σ(1) , · · · , X σ(p) , Q(X σ(p+1) , · · · , X σ(p+q−1) , X σ(p+q) , x) .
Moreover, π : ∧ 3 g −→ g is a 3-Lie bracket if and only if [π, π] 3-Lie = 0, i.e. π is a Maurer-Cartan element of the graded Lie algebra (C * 3-Lie (g, g), [·, ·] 3-Lie ). Define a graded linear map Ψ : C * 3-Lie (g, g) → C * Leib (∧ 2 g, ∧ 2 g) of degree 0 by Ψ(P)(X 1 , · · · , X p , x p+1 ∧ y p+1 ) = P(X 1 , · · · , X p , x p+1 ) ∧ y p+1 + x p+1 ∧ P(X 1 , · · · , X p , y p+1 ), ∀P ∈ C p 3-Lie (g, g), p ≥ 0. We have Theorem 3.29. With the above notations, Then Φ is a homomorphism of graded Lie algebras from (C * 3-Lie (g, g), [·, ·] 3-Lie ) to C * Leib (∧ 2 g, ∧ 2 g), [·, ·] B . Corollary 3.30. Let (g, [·, ·, ·] g ) is a 3-Lie algebra and set π(x, y, z) = [x, y, z] g . Then Ψ(π) is a Maurer-Cartan element of the graded Lie algebra C * Leib (∧ 2 g, ∧ 2 g), [·, ·] B , which is exactly the Leibniz algebra structure on the fundamental objects ∧ 2 g given by (2.10). Now we construct the dgLa that controls deformations of 3-Lie algebras. Theorem 3.31. Let (g, π) be a 3-Lie algebra. Then (C * 3-Lie (g, g), [·, ·] 3-Lie , d π ) is a dgLa, where d π is defined by (3.16) d π := [π, ·] 3-Lie .
Moreover, π + π ′ is a pre-Lie algebra structure on g, where π ′ ∈ Hom(∧ 3 g, g), if and only if π ′ is a Maurer-Cartan element of the dgLa (C * 3-Lie (g, g), [·, ·] 3-Lie , d π ). Representations of 3-Lie algebras can be characterized by a dgLa. Let (g, π) be a 3-Lie algebra, ρ a linear map from ∧ 2 g to gl(V). Defineπ,ρ ∈ Hom(∧ 3 
for all x, y, z ∈ g, u, v, w ∈ V. Then we have Proposition 3.32. With the above notations, (V; ρ) is a representation of (g, π) if and only ifρ is a Maurer-Cartan element of the dgLa C *
At the end of this subsection, we give the relationship between the coboundary operator of a 3-Lie algebra and the differential d π defined by the Maurer-Cartan element. Assume that (g, [·, ·, ·] g ) is a 3-Lie algebra and set π(x, y, z) = [x, y, z] g . Consider the operator d : C n−1 3-Lie (g; g) −→ C n 3-Lie (g; g) associated to the adjoint representation, then we have
Deformations of infinity-structures
Most naturally occurring algebraic structures usually admit "strong homotopy versions"; they are obtained by allowing their defining identities to hold up to "higher homotopies". A systematic approach to strong homotopy algebras relies on the theory of operads, cf. [37] , which is outside the scope of this paper. Instead we will restrict ourselves with considering two representative examples: A ∞ and L ∞ -algebras (also known as strong homotopy associative and strong homotopy Lie algebras) and their morphisms.
A ∞ and L ∞ -algebras are traditionally defined as graded vector spaces g supplied with collections of multilinear maps g ⊗n → g, n = 1, 2, . . . satisfying various constraints, cf. [15, 29, 35] . We choose a different, albeit equivalent, approach, which posits that an A ∞ or L ∞ -structure is determined by a Maurer-Cartan element in a suitable graded Lie algebra. This has the advantage of being concise, conceptual, and avoids many cumbersome sign issues. This definition is adopted in e.g. [24] where it is also explained how it is equivalent to the one given by multilinear maps.
We need a few preliminaries regarding completed tensor and symmetric algebras. Let g be a graded vector space and consider the tensor algebra T g * := ∞ n=0 (g * ) ⊗n on its linear dual g * . If h ⊂ g is a finite-dimensional subspace of g, then restriction determines an algebra map
Then setT h * := lim ← − − ∞ n=0 (h * ) ⊗n where the inverse limit is taken over all finite-dimensional subspaces h of g. Note that if g is itself finite-dimensional, thenT g * := ∞ n=0 (g * ) ⊗n . We will callT g * the completed tensor algebra on g * . It is clear that T g * ∞ n=0 (g * )⊗ n where (g * )⊗ n is a certain completion of (g * ) ⊗n ; in fact (g * )⊗ n (g ⊗n ) * . The symmetric group S n acts on (g * )⊗ n by permuting the tensor factors and we define the completed symmetric algebra on g * asŜ g * := ∞ n=0 (g * )⊗ n S n . Note that the vector space g * is an inverse limit of its finite-dimensional quotients (since g is a union of its finite-dimensional subspaces); it is, thus, a topological vector space (with the inverse limit topology). Similarly,T g * andŜ g * are topological algebras (as inverse limits of discrete algebras). When considering maps involving g * ,T g * andŜ g * or derivations of Tĝ * andŜ g * , we will always assume them to be continuous without mentioning that explicitly.
The completed symmetric and tensor algebras possess certain universal properties, similar to the uncompleted versions. Namely, for another vector space h it holds that
• The set of algebra mapsT g * →T h * is in 1-1 correspondence with linear maps
(so that any such map is determined by its restriction to g * and the latter lands in the maximal idealT + h * ofT h * ) and the set Der(T g * ) is in 1-1 correspondence with maps g * → T g * (so that any derivation is determined by its restriction onto g * ).
• The set of algebra mapsŜ g * →Ŝ h * is in 1-1 correspondence with linear maps
(so that any such map is determined by its restriction to g * and the latter lands in the maximal idealŜ + h * ofŜ g * ) and the set Der(Ŝ g * ) is in 1-1 correspondence with maps g * → S g * (so that any derivation is determined by its restriction onto g * ). If a map g * →T g * has its image in the maximal idealT + g * ofT g * , we say that the corresponding derivation of DerT g * vanishes at zero. Similarly if a map g * →Ŝ g * has its image in the maximal idealŜ + g * ofŜ g * , we say that the corresponding derivation of DerT g * vanishes at zero. Derivations vanishing at zero form Lie subalgebras in DerT g * and DerŜ g * that will be denoted by Der 0T g * and Der 0Ŝ g * respectively.
Remark 4.1. Let g be a non-unital differential graded associative algebra. Then the differential g → g gives rise to a degree 1 map m 1 : Σ −1 g * → Σ −1 g * and the multiplication map g ⊗ g → g similarly gives a degree 1 map m 2 : Σ −1 g * → Σ −1 g * ⊗ Σ −1 g * . The resulting map m 1 + m 2 : Σ −1 g * → Σ −1 g * ⊕ Σ −1 g * ⊗ Σ −1 g * corresponds to a derivation m ofT V * and one can show that m 2 = 0. Thus, A ∞ -algebras generalize (non-unital) associative algebras. Arguing similarly, we conclude that L ∞algebras are a generalization of differential graded Lie algebras.
We can now give compact definitions of A ∞ and L ∞ -algebras. (1) An A ∞ -structure on g is a derivation m ∈ Der 0 (T Σ −1 g * ) of degree 1 such that m 2 = 0.
(2) An L ∞ -structure on g is a derivation m ∈ Der 0 (Ŝ Σ −1 g * ) of degree 1 such that m 2 = 0.
In other words, an A ∞ -structure on g is a Maurer-Cartan element in Der 0 (T g * ) and an L ∞structure on g is a Maurer-Cartan element in Der 0 (Ŝ g * ).
The notions of A ∞ and L ∞ -morphisms are defined similarly. (1) Let m and m ′ be A ∞ -structures on g and h respectively. An A ∞ -morphism from g to h is a an algebra homomorphism
(2) Let m and m ′ be L ∞ -structures on g and h respectively. An L ∞ -morphism from g to h is an algebra homomorphism φ :
We have the following infinity-analogue of Theorem 3.8 and Theorem 3.15.
Theorem 4.4. Let g be a graded vector space:
(1) Let m ∈ Der 0 (T Σ −1 g * ) be an A ∞ -structure on g. Then for an element m ′ ∈ Der 0 (T Σ −1 g * ) of degree 1, the element m + m ′ ∈ Der 0 (T Σ −1 g * ) is an A ∞ -structure on g if and only if m ′ is a Maurer-Cartan element in the differential graded Lie algebra (Der 0 (T Σ −1 g * ), d m ).
(2) Let m ∈ Der 0 (Ŝ Σ −1 g * ) be an L ∞ -structure on g. Then for an element m ′ ∈ Der 0 (Ŝ Σ −1 g * ) of degree 1, the element m + m ′ ∈ Der 0 (Ŝ Σ −1 g * ) is an L ∞ -structure on g if and only if m ′ is a Maurer-Cartan element in the differential graded Lie algebra (Der 0 (Ŝ Σ −1 g * ), d m ).
Let (g, m g ) be an A ∞ -algebra and h be a (possibly non-unital) differential graded associative algebra viewed as an A ∞ -algebra. It follows from Definition 4.3 that an A ∞ -morphism g → h is just a Maurer-Cartan element in the differential graded associative algebraT + Σ −1 g * ⊗ h wherê T + Σ −1 g is considered as a differential graded associative algebra with differential induced by m g .
Similarly, if (g, m g ) is an L ∞ -algebra and h is a differential graded Lie algebra, then an L ∞morphism g → h is nothing but a Maurer-Cartan element in the differential graded Lie algebrâ S + Σ −1 g * ⊗ h whereŜ + Σ −1 g * is considered as a differential graded commutative algebra with differential induced by m g . This leads to the following result.
Theorem 4.5. Let g be a graded vector space:
(1) Let m ∈ Der(T Σ −1 g * ) be an A ∞ -structure on g, h be a differential graded associative algebra and f be a Maurer-Cartan element in the differential graded associative algebrâ T + Σ −1 g * ⊗ h determining an A ∞ -morphism g → h. Then for an element f ′ ∈T + Σ −1 g * ⊗ h of degree 1, the element f + f ′ ∈T + Σ −1 g * ⊗ h gives another A ∞ -morphism g → h if and only if f ′ is a Maurer-Cartan element in the differential graded associative algebra (T + Σ −1 g * ⊗ h, d f ). (2) Let m ∈ Der(Ŝ Σ −1 g * ) be an L ∞ -structure on g, h be a differential graded Lie algebra and f be a Maurer-Cartan element in the differential graded Lie algebraŜ + Σ −1 g * ⊗ h determining an L ∞ -morphism g → h. Then for an element f ′ ∈Ŝ + Σ −1 g * ⊗ h of degree 1, the element f + f ′ ∈Ŝ + Σ −1 g * ⊗ h gives another L ∞ -morphism g → h if and only if f ′ is a Maurer-Cartan element in the differential graded Lie algebra (L + Σ −1 g * ⊗ h, d f ).
Remark 4.6. The reader may wonder whether Theorem 4.5 can be extended to the A ∞ or L ∞morphisms for which the target is a genuine A ∞ or L ∞ -algebra. The subtlety here is that an A ∞morphism between two A ∞ -algebras is not a Maurer-Cartan element in a differential graded associative algebra but in an A ∞ -algebra. Similarly, an L ∞ -morphism is, in general, a Maurer-Cartan element in an L ∞ -algebra. Thus, one needs to set up a formalism of Maurer-Cartan elements in A ∞ and L ∞ -algebras. This can be done, cf. for example [8] . Once this formalism is in place, an appropriate analogue of Theorem 4.5 will hold.
An A ∞ or L ∞ -morphism whose target is, respectively, a differential graded associative algebra or a differential graded Lie algebra specializes to the notion of a left A ∞ -module or an L ∞representation. Note that if V is a differential graded vector space then its algebra of endomorphisms End(V) is naturally a differential graded associative algebra and a differential graded Lie algebra.
Definition 4.7. Let g be a graded vector space:
(1) Let (g, m g ) be an A ∞ -structure on g. The structure of a left A ∞ -module over (g, m g ) on a differential graded vector space V is an A ∞ -morphism g → End(V). (2) Let (g, m g ) be an L ∞ -structure on g. The structure of an L ∞ -representation of (g, m g ) on a differential graded vector space V is an L ∞ -morphism g → End(V).
