On Disjoint Covering Systems with Precisely One Repeated Modulus  by Zeleke, Melkamu & Simpson, Jamie
Ž .Advances in Applied Mathematics 23, 322]332 1999
Article ID aama.1999.0663, available online at http:rrwww.idealibrary.com on
On Disjoint Covering Systems with Precisely One
Repeated Modulus
Melkamu Zeleke
Department of Mathematics, William Paterson Uni¤ersity, Wayne, New Jersey 07470
E-mail: zelekem@nebula.wilpaterson.edu
and
Jamie Simpson
School of Mathematics and Statistics, Curtin Uni¤ersity of Technology,
GPO Box U1987, Perth, Western Australia, 6001 Australia
E-mail: simpson@cs.curtain.edu
Received February 15, 1999; accepted March 9, 1999
Berger, Felzenbaum, and Fraenkel characterized all disjoint covering systems
with precisely one multiple modulus, the multiplicity of which does not exceed 9. In
this paper we characterize disjoint covering systems with precisely one multiple
modulus, the multiplicity of which is 10]12. Q 1999 Academic Press
INTRODUCTION
A disjoint covering system g is a partition of the integers into residue
sets R , R , . . . , R with t G 2 of the form1 2 t
R n , a s k g Z : k ’ a mod n , 1 F i F t . 4Ž . Ž .i i i i i
w x w xZnam 7 and Newman 3 independently proved that the largest modulus,Â
Ž . Ž .n, must be repeated at least p n times where p n denotes the least
prime divisor of n. In this paper we inquire further about congruence
systems with precisely one multiple modulus.
If we order the moduli in such a way that
n F n F ??? F n ,1 2 t
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the repeated modulus must be the largest, and so
n - n - ??? - n s n s ??? n , 1Ž .1 2 tymq1 nymq2 t
where m is the number of times the largest modulus repeats.
w xThe case m s t is always possible, and we refer to it, following 1 , as the
w xtrivial system. By the 2-add and 2-drop procedures of 1 it suffices to
characterize disjoint covering systems with
3 F n - n - ??? - n s n s ??? n . 2Ž .1 2 tymq1 tymq2 t
Ž .Then the more general systems satisfying 1 will be obtained from the
Ž .ones satisfying 2 , together with the trivial system m s t s 2, by repeated
application of the 2-add procedure. Berger, Felzenbaum, and Fraenkel
proved the following theorem which gives the complete characterization of
all disjoint covering systems with precisely one multiple modulus, the
multiplicity of which does not exceed 9.
Ž . Ž .THEOREM BFF . The only nontri¤ial co¤ering systems satisfying 2 with
m F 9 are
m s 4, n s 3, n s 6;1 5
n s 4, n s 8,¡ 1 7~n s 3, n s 9,m s 6, 1 7¢n s 3, n s 6, n s 12;1 2 8
n s 4, n s 6, n s 12,1 2 9m s 7, ½ n s 3, n s 6, n s 9, n s 18;1 2 3 10
n s 5, n s 10,1 9m s 8, ½ n s 3, n s 12;1 9
n s 4, n s 12,¡ 1 10
n s 3, n s 6, n s 18,1 2 11~m s 9,
n s 4, n s 6, n s 8, n s 12, n s 24,1 2 3 4 13¢n s 3, n s 6, n s 9, n s 12, n s 18, n s 36.1 2 3 4 5 14
In this paper we extend the above result to m s 10, 11, and 12.
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Ž .THEOREM A. The only nontri¤ial disjoint co¤ering systems satisfying 2
with 10 F m F 12 are
n s 6, n s 12,¡ 1 11
n s 3, n s 15,1 11~n s 4, n s 8, n s 16,m s 10, 1 2 12
n s 3, n s 9, n s 18,1 2 12¢n s 3, n s 6, n s 12, n s 24;1 2 3 13
n s 4, n s 6, n s 8, n s 24,1 2 3 14m s 11, ½ n s 3, n s 6, n s 9, n s 12, n s 36;1 2 3 4 15
n s 7, n s 14,¡ 1 13
n s 5, n s 15,1 13
n s 4, n s 16,1 13~n s 3, n s 18,m s 12, 1 13
n s 3, n s 6, n s 24,1 2 14
n s 4, n s 6, n s 12, n s 24,1 2 3 15¢n s 3, n s 6, n s 9, n s 18, n s 36.1 2 3 4 16
Parallelotope partitions. For b g N, b G 2, 1 F i F r the seti i
P s c s c , c , . . . , c g Z r : 0 F c F b y 1, 1 F i F r 4Ž .1 2 r i i
Ž . Ž .is called the r ; b -parallelotope, where b s b , b , . . . , b .1 2 r
 4Let T ; 1, 2, . . . , r . A T-cell, R, of P is any set
R s c s c , c , . . . , c g P : c s u , ; i f T , 4Ž .1 2 r i i
where u g P is an arbitrary point. T is said to be the index set for R, and
Ž . Ž .is denoted by T s index R . A partition G s R , R , . . . , R of P into1 2 t
cells is called a cell partition of P. We need the following propositions
w xfrom 1 later in this paper.
Ž .PROPOSITION 1. Let P be the l q l q 1; b parallelotope, where1 2
2, 1 F i F l ,¡ 1~3, l q 1 F i F l q l ,b s 1 1 2i ¢p , i s l q l q 1,1 2
and p G 7 is prime. We allow the possibility l s 0, but l must be positi¤e.1 2
Ž .Let G s R , R , . . . , R be a cell partition of P containing at most 131 2 t
singletons, and suppose there exists R g G with
< < < < <3 ƒ R , p R .
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Then there exist i / j with
< < < < < <3 ƒ R , R s R ) 1.i i j
Remark. We would like to point out that the statement in the above
w xproposition is altered from the original proposition in 1 . But the funda-
mental idea of the proof remains the same.
Ž .PROPOSITION 2. Let P be the l q l q 1; b parallelotope, where1 2
2, 1 F i F l ,1b si ½ p , i s l q l q 1,1 2
p G 7 is prime, and b G 3, l q 1 F i F l q l . We allow the possibilityi 1 1 2
Ž .l s 0 but l must be positi¤e. Let G s R , R , . . . , R be a cell partition1 2 1 2 t
of P containing at most 13 singletons, and suppose there exists R g G with
 4  4index R j l q 1, l q 2, . . . , l q l q 1 s l q l q 1 .Ž . 1 2 1 2 1 2
< < < <Then there exist i / j with R s R ) 1.i j
Let n G 2 have the prime factorization
l
sin s p , p - p - ??? - p .Ł 1 1 2 l
is1
 4 Ž . ŽFor i g 1, 2, . . . , l let H be the s ; p -cube a parallelotope in which alli i i
.the dimensions are of equal length . Let P denote the parallelotopen
P s H = H = ??? = H .n 1 2 l
Ž .PROPOSITION 3. Let R , R , . . . , R be a cell partition of P . For any1 2 t n
R s R ,k
n
< < < <p y 1 R F R ,Ý iž /< <R < < < <R Ri
R /Ri
n nŽ .where p is the smallest prime di¤isor of .< < < <R R
Ž .Determining disjoint covering systems satisfying 2 is equivalent to
Ž .determining cell partition R , R , . . . , R of the parallelotope P , where1 2 t n
n is the least common multiple of n , n , . . . , n with1 2 t
n
< < < < < < < < < <G R ) R ) ??? ) R s R s ??? s R s 1. 3Ž .1 2 tymq1 tymq2 t3
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Ž w x .See 1 for the equivalence of the above. In terms of cell partitions
Theorem A can be restated as:
THEOREM B. The only nontri¤ial cell partitions of the parallelotope Pn
Ž .satisfying 3 with 10 F m F 12 are
< <¡n s 12, R s 2,1
< <n s 15, R s 5,1~ < < < <n s 16, R s 4, R s 2,m s 10, 1 2
< < < <n s 18, R s 6, R s 2,1 2¢ < < < < < <n s 24, R s 8, R s 4, R s 2;1 2 3
< < < < < <n s 24, R s 6, R s 4, R s 3,1 2 3m s 11, ½ < < < < < < < <n s 36, R s 12, R s 6, R s 4, R s 3;1 2 3 4
< <¡n s 14, R s 2,1
< <n s 15, R s 3,1
< <n s 16, R s 4,1~ < <n s 18, R s 6,m s 12, 1
< < < <n s 24, R s 8, R s 4,1 2
< < < < < <n s 24, R s 6, R s 4, R s 2,1 2 3¢ < < < < < < < <n s 36, R s 12, R s 6, R s 4, R s 2.1 2 3 4
Ž .We recall that n , n ) 1, 1 F i, j F t is a necessary condition for thei j
Ž .existence of a disjoint covering system satisfying 2 . In terms of cell
partitions it becomes
< < < <l.c.m. R , R - n , 1 F i , j F t .Ž .i j
Therefore, Theorem B follows from
Ž .THEOREM C. If P admits a nontri¤ial cell partition satisfying 3 withn
m F 12 then n s 6, 8, 9, 12, 14, 15, 16, 18, 24, 36.
For each such n, all sets of divisors which lie between 2 and nr3, no two
of which have l.c.m. n, and the sum of which is between n y 10 and
n y 12, give the list in Theorem B. For example, consider n s 18. So 2, 3,
18and 6 are the only divisors of 18 in the range 2 through s 6. We discard3
 4  4  4all subsets of 2, 3, 6 except for 6 and 2, 6 since their sum lies outside
 4  4the range 6]8. Hence 2, 6 and 6 are the two sets corresponding to the
two partitions with n s 18 in Theorem B.
Ž . Ž .Let G n denote the greatest prime divisor of n, m, n the greatestd
Ž .common divisor of m and n, L g the lowest common multiple of the
Ž .residue sets of g , and s n denote the sum of all divisors of n.
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Ž Ž ..LEMMA 1. Let n G 2. If n y s nrG n F 11 then either n F 12 ord
n s 14, 15, 18, 24, 36, 72, or 2 s.
Proof. Let n s Ł l p si, p - p - ??? - p . Thenis1 i 1 2 l
ly1 s q1 sj ln p y 1 p y 1j l
n y s s n y Łž / ž /G n p y 1 p y 1Ž . js1d j l
ys ys q1ly1 j ln p y p p y pj j l ls p y Łl ž /p p y 1 p y 1js1l j l
ln pj
) p y . 4Ž .Łlž /p p y 1js1l j
Let 2 s q , q , q , . . . be the consecutive enumeration of the primes. Then1 2 3
l p qj jF ,Ł Łp y 1 q y 1q Fpjs1 j jj l
and hence
l p qj j
p y G p y .Ł Łl lp y 1 q y 1q Fpjs1 j jj l
Thus if p s 5 thenl
l p q 5j j
p y G p y s ;Ł Łl lp y 1 q y 1 4q Fpjs1 j jj l
and if p s 7 thenl
l p 21j
p y G ;Łl p y 1 8js1 j
and if p G 11 thenl
l p 99j
p y G .Łl p y 1 16js1 j
Ž .Thus it follows from 4 that
n n
i if p s 5 and G 9 then n y s ) 11;Ž . l ž /p G nŽ .l d
n n
ii if p s 7 and G 5 then n y s ) 11;Ž . l ž /p G nŽ .l d
n n
iii if p G 11 and G 2 then n y s ) 11.Ž . l ž /p G nŽ .l d
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Ž . Ž .From i ] iii if the hypothesis holds then the only possibilities for are
n s 10, 14, 15, 20, 21, 25, 28, 30, 40, or n s p G 5 or n s 2 s1 3 s2 .
We can easily rule out 20, 21, 25, 28, 30, 40, and n s p G 13.
Suppose n s 2 s1 3 s2 , s ) 0. Then2
n 3 s2 y 1
s1n y s s 2 q .ž / ž /3 2
Thus the hypothesis holds if and only if s F 3 and s F 2.1 2
Ž .LEMMA 2. Let g be a DCS and p a prime di¤iding L g . Let a be an
integer, let the subcollection of g consisting of residue sets which intersect
Ž .R n,a be
R m , a : i s 1, . . . , t , 4Ž .i i
Ž .and let d s p, m for i s 1, . . . , t. If we construct another subcollection ofi i
residue sets
g U s R mU , aU : i s 1, . . . , t , 4Ž .i i
U U Ž . Ž U . Uwhere m s m rd and a prd ’ a y a rd mod m , then g is a DCS.i i i i i i i i
Ž .Proof. We note that d divides a y a . Let n be any integer, theni i
a q np g R m , a m nprd ’ a y a rd mod m rdŽ . Ž . Ž .i i i i i i i
m nprd ’ aU prd mod mUŽ .i i i i
m n g R mU , aU .Ž .i i
Ž U U . Ž U U .Thus n belongs to R m , a if and only if a q np belongs to R m , a .i i i i
Since each integer belongs to exactly one residue set in g , each integer n
belongs to exactly one residue set in g U. Thus g U is a DCS.
We say that the DCS obtained by the above process is the reduction of g
Ž . Ž . w xvia R p, a . We consider DCS satisfying condition 2 . It is known 1 that
Ž .for such a DCS we must have L g s n s n. Through the followingt
Ž . s1 s2lemma and proposition we assume that g satisfies L g s n s 2 3 5 and
Ž . Ž .2 , and that the value of m in 2 is the least possible. In this sense g is
w xminimal. The number of integers in 1, n belonging to a residue set with
modulus n is nrn . Thus we must havei i
t n
s n ,Ý niis1
and so
tymq1 n
m y 1 s n y . 5Ž .Ý niis1
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Ž . s1 Ž .LEMMA 3. If g is a DCS with L g s n s 2 5, with s G 1 satisfying 21
then
Ž .a If g contains a residue set with modulus 2 then m G 5.
Ž . s1y1b If g does not contain a residue set with modulus 2 then m G 2
q 7.
Ž .Proof. Part a follows from the Znam]Newman result. If no modulus
Ž .equals 2 then by 5 we have
tymq1 n
m s n y q 1.Ý niis1
The summands here are distinct divisors of n, but do not include n or
Ž .nr2 since neither 1 nor 2 is a modulus of residue set in g . Thus we have
n
m G n y s n q n q q 1Ž .
2
5 2 s1q1 y 1
s1s 2 5 y 5 q 1 q 1Ž .ž /2 2 y 1
s 2 s1y1 q 7.
Ž . Ž .PROPOSITION 4. If g is a DCS whose moduli satisfy 2 with L g s n s
2 s1 3 s2 5 where s G 1 and s G 1, then m G 13.1 2
Proof. We know that no pair of the moduli in g is relatively prime,
thus the moduli of g may include members from at most one of the sets
 4  i 4  i 45 , 2 : 2 F i F s , and 3 : 1 F i F s . We consider four cases corre-1 2
sponding to one or none of these sets contributing moduli to g .
Ž .Case i . g contains no modulus which is a prime or a power of a
prime. Then
< s1 s2 < s1 < s2 4  4  4  4  4n : i s 1, . . . , t y m : d : d 2 3 5 _ 1, 5 j d : d 2 j d : d 3 . 4i
Thus
n n n
< 4: i s 1, . . . , t y m : d : d n _ j : i s 1, . . . , s1½ 5 ½ 5½ i½ 5n 1 2i
n n
j : i s 1, . . . , s j .2 ½ 5½ 5 5i 53
Ž .By 5 we then have
s s1 2n n n n
m G n y s n s y y yŽ . Ý Ýi i½ 51 52 3is1 is1
s 2 s1y1 3 s2 q 7 2 s1y1 q 4 3 s2 y 3Ž . Ž .
G 19.
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Ž .Case ii . g contains a residue set with modulus 5, so that all moduli
are divisible by 5. Thus
< s1 s2 4  4n : i s 1, . . . , t y m q 1 : 5d : d 2 3 ,i
Ž .and 5 gives
1 n
m G n y q 1Ý5 ds s1 2<d 2 3
s n y s 2 s1 3 s2 q 1Ž .
1
s q1 s s s q11 2 1 2s 2 3 q 2 q 3 q 1Ž .
2
G 19.
Ž .Case iii . g contains a residue set with a modulus which is a power of
3, so all moduli are divisible by 3. Let the lowest such power be 3 i and
Ž i .suppose without loss of generality that g contains R 3 , a where a ’ 0
Ž .mod 3 .
Ž . Ž .Consider the reductions of g via 1 mod 3 and 2 mod 3 . According to
Lemma 2 they are both DCSs. The greatest modulus in each must be
repeated and so must equal nr3 s 2 s1 3 s2y1 5. If s s 1 the conditions of2
Lemma 3 apply. Only one of the reductions can contain a residue set with
modulus 2 and so contains at least 5 repeated moduli equal to nr3. The
other reduction contains at least 2 s1y1 q 7 moduli equal to nr3. Thus g
contains a least 5 q 2 s1y1 q 7 equal moduli and so m G 13.
U Ž .Suppose instead that s ) 1. Let g be the reduction of g via 1 mod 3 .2
Ž U . s s2y1 UThen L g s 2 3 5 with s and s y 1 both at least 1 and g has1 1 2
fewer moduli with maximum modulus than does g . This contradicts the
minimality of g .
Ž . iCase i¤ . g contains moduli which are powers of 2. Let 2 be the least
such power and suppose, without loss of generality, that g contains
Ž i . Ž . Ž .R 2 , a with a mod 2 . Every modulus in g is divisible by 2, and by 2
Ž U . s s2each is at least 4. Thus i G 2 and L g s 2 3 5 with s G 2.1 1
Ž . Ž .Consider the reductions of A via R 2, 0 and R 2, 1 . Each contains a
repeated modulus which must be nr2. Say that the numbers of occur-
rences of the repeated modulus in these reductions is m and m ,1 2
respectively. Then m q m s m. Now let g U be the reduction of g via 11 2
Ž . Ž U . s1y1 s2mod 2 . This is a DCS with L g s 2 y 13 5 with s G 2. It does1
not contain a residue set with modulus 2 since this would contradict our
Ž i . Ž .assumption that R 2 , a was contained in 0 mod 2 . The number of
residue sets with maximum modulus is m which is less than m. This2
DISJOINT COVERING SYSTEMS 331
contradicts our assumption that g is minimal. Thus a minimal g cannot
contain a residue class with a modulus being a power of 2.
Ž .Proof of Theorem C. Let R , R , . . . , R be a nontrivial cell partition1 2 t
nŽ . < <of P satisfying 3 with m F 12. Since 2 F R F it is clear that n G 6,n 1 3
and n cannot be prime as well. We rule out n s 72 since the sum of the
divisors of 72 which are less or equal to 24, no two of which have
l.c.m.s 72, is less than 60. Furthermore, n s 2 s, s G 5 is impossible since
for such an n
n
sy1s q 11 s 2 q 10 - n.ž /4
Thus it suffices to show that n must satisfy the conclusion of Lemma 1.
Suppose not, that is, n does not satisfy the conclusions of Lemma 1. Then
n
n y s ) 11. 6Ž .ž /G nŽ .d
 sl < < <4 Ž .Set C s R : p R . From 5 , C / B, and let R g C be of minimali l i
order in the sense of division, that is,
< < < <R g C , R R « R s R.i i i
< < < < < < < <Thus if R R , R / R then in fact R ‹ R rp . By Proposition 3, wei i i l
have then
< <R
< <m y 1 q s G R .Ž . ž /pl
< < < <Thus R satisfies the conditions of Lemma 1. But the only way R can
satisfy these conditions without n satisfying them is
i n s 2 s1 3 s2 , s s 1, 2.Ž . 2
ii n s 2 sp , s G 2, p s 5, 7, 11.Ž .
l
s jiii n s p , l G 2, s s 1, p y 1 ) 2.Ž . Ł j l l
js1
< <In the latter case if p G 7, then R has to be divisible by a prime p G 7,l
< < rso from the list of possibilities in Lemma 1 we see that R s 2 p, r s 0, 1.
Thus we rule this case out by appealing to Proposition 2. We also rule out
Ž . Ž .the case p s 5 by appealing to Proposition 4. i and ii are eliminated by
w xthe argument in 1 .
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