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Abstract
Computing polynomial form of the colored HOMFLY-PT for non-arborescent knots obtained from three or more
strand braids is still an open problem. One of the efficient methods suggested for the three-strand braids relies on
the eigenvalue hypothesis which uses the Yang-Baxter equation to express the answer through the eigenvalues of the
R-matrix. In this paper, we generalize the hypothesis to higher number of strands in the braid where commuting
relations of non-neighbouring R matrices are also incorporated. By solving these equations, we determine the
explicit form for R-matrices and the inclusive Racah matrices in terms of braiding eigenvalues (for matrices of
size up to 6 by 6). For comparison, we briefly discuss the highest weight method for four-strand braids carrying
fundamental and symmetric rank two SUq(N) representation. Specifically, we present all the inclusive Racah
matrices for representation [2] and compare with the matrices obtained from eigenvalue hypothesis.
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1 Introduction
Classification of knots is one of the challenging research problem. The well known Jones’, HOMFLY-PT and Kauffman
polynomials1,2 can distinguish many inequivalent knots but not all knots. Witten’s pioneering work3 involving Chern-
Simons field theory4 and Jones’ polynomials suggested that the generalized knot invariants can be computed for any
knot K carrying arbitrary representation R of any gauge group G. They are referred to as colored knot invariants HKR
which are supposed to give a pool of data to attempt the famous challenging problem of ‘classification of knots’.
The methodology of writing the knot invariants is straightforward and they involve braiding eigenvalues and Racah
matrices. However, the polynomial form of such invariants can be determined only if we know the Racah matrices. In
fact, the Racah matrices are fully known5 only for SUq(2) enabling the evaluation of colored Jones polynomial for any
knot. Recently, from colored HOMFLY-PT for twist knots6 and pretzel knots7 (using the evolution method8–10 in the
latter case), closed form expression for Racah matrices involving any SUq(N) symmetric representation was conjec-
tured.7,11,12 Subsequently colored HOMFLY-PT for arborescent knots2,13 carrying symmetric representations were
computable.6,7, 14,15 Further, colored HOMFLY-PT for some rectangular16 and non-rectangular representations17,18
of SUq(N) are obtained for arborescent knots. It is still an open problem to compute colored HOMFLY-PT for any
non-arborescent knot carrying symmetric and other representations.
Based on Reshetikhin-Turaev (RT) approach19 and their variants, new methods have been devised to obtain col-
ored invariants for non-arborescent knots from closure of three or more strand braids. In20 a universal construction
for knots in the fundamental representation was suggested but has not been generalized to higher representations.
Another approach, used in Refs.,21–25 involves calculations of the highest weight vector for various representations
which becomes computationally tedious as we increase the number of braids. We refer the reader to see the papers26,38
where some non-arborescent knot invariants are presented from generalisation of the method.18 Even though, these
approaches are straightforward, the evaluation process becomes cumbersome. Another powerful method called eigen-
value hypothesis was suggested in Ref.27 In fact, we will focus on the essential details of the eigenvalue hypothesis
which will provide some inclusive Racah matrices to simplify the tedious highest weight approach.
The eigenvalues hypothesis claims that the inclusive Racah matrix is fully determined by the eigen-
values of the R-matrix.
Using the suggested hypothesis for the three-strand case,27 the inclusive Racah matrices up to size 5× 5 in terms
of the R-matrix eigenvalues have been guessed for SUq(2) † and later were shown to work for arbitrary SUq(N).
Subsequently, 6× 6 inclusive Racah matrix was calculated in terms of the eigenvalues,29 using the Vo¨gel universality
hypothesis of Chern-Simons theory.30,31 These conjectured matrices have been independently checked.28
Let us briefly discuss the construction of inclusive Racah matrix21 for three-strand braid. This will set the stage to
go to four or more strand braids. For three-strand braid carrying SUq(N) representations V1, V2, V3, it is well-known
that the Racah matrix Uij (originally introduced by G. Racah and E.P. Wigner) is the matrix that intertwines the
maps
(V1 ⊗ V2)⊗ V3 −→ Q and V1 ⊗ (V2 ⊗ V3) −→ Q
The matrix indices of Uij are enumerated by the representations from V1 ⊗ V2 = ⊕iTi (the first index) and from
V2 ⊗ V3 = ⊕jTj (the second index). Since we are interested in the construction of knots from braids, we need to
consider V1 = V2 = V3 = V . In fact Uij are the matrices that relate the braiding matrix (R1) acting on the first two
strands and the braiding matrix (R2) on the second and third strands in the three-strand braid. Note that Uij are
referred as inclusive Racah matrix when V 6= Q and exclusive Racah matrix when V = Q.
Whatever the representations V and Q are, if the Racah matrix has size k×k, it is expressed through k eigenvalues
of the R-matrix R : V ⊗ V → V ⊗ V . These eigenvalues are very simple: ±qC2(X), where C2(X) is the eigenvalue
of the second Casimir operator in representation X ∈ V ⊗ V . The evaluation of Uij is governed by the Yang-Baxter
equation
R1R2R1 = R2R1R2. (1)
Particularly, one can diagonalize R1 and take R2 = UR1U†. Then (1) relates the Racah matrix U to the eigenvalues
of R1. In principle, for various diagonal k × k R1, the elements of k × k Racah matrix Uij must be determined using
the above equation. So far, U up to the size 5× 527,32 and for the size 6× 629 has been obtained.
Going beyond three-strand braids have not been discussed within the context of eigenvalue hypothesis. In this
paper, we demonstrate that the eigenvalue hypothesis is still true for the case of multi-strand braids. We illustrate it
in the example of four-strand braid (i.e for the maps V ⊗4 → Q). In this case there are three Ri=1,2,3-matrices and two
unitary matrices U,W1. Hereafter, we call all these unitary matrices as inclusive Racah matrices even though they are
more general matrices that relate the braiding matrices (Ri’s) in the multistrand braids. Note that the matrix U that
†It works in the following way: let us fix V and Q to be the spin j and 3j − k + 1 representations of SUq(2) respectively. Then, the
inclusive Racah matrix Uk×k(j) for V ⊗3 → Q has size k × k, and the k eigenvalues of the R-matrix, λi(j), i = 1, . . . , k are parameterized
by j.
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make the rotation of R1 to R2 are still the same and are determined by the Yang-Baxter equation (1), the rotation to
R3 = UW1UR1U†W †1U† involves also W1 matrix besides U , which is determined from the requirement that R1 and
R3 commute:
[R1,R3] = 0 (2)
This property comes in fact from the braid-group relations which R-matrices should satisfy. We solved this equation
for W1 up to matrices of size 6 × 6 and checked that the result for the Racah matrices obtained this way coincides
with the Racah matrices evaluated by the highest weight method.
With the above discussions for three and four-strand braids, we can now formulate the eigenvalue hypothesis for
the generic n-strand braid:
Extended eigenvalue hypothesis. The Racah matrices definingR2 are determined by the Yang-Baxter
equation (1), while the remaining Racah matrices defining Ri, i ≥ 3 are determined by commuting with
all non-neighbour R-matrices (parameterized like R4 in (11)):
RiRj = RjRi, |j − i| 6= 1.
In other words, according to this hypothesis, if one makes R1-matrix diagonal with all the eigenvalues different
from each other, then all other matrices are uniquely defined. Therefore they provide some particular representation
of the braid group.
The paper is organized as follows. In section 2, we discuss general properties of R-matrices involved in the
Reshetikhin-Turaev approach. In section 3, we outline the basics of eigenvalue hypothesis with section 3.2 presenting
old results from27 for the 3-strand case and section 3.3 presenting new results for 4-strand eigenvalue hypothesis. In
section 4, we explain the highest weight method, which allows us to evaluate the Racah matrices. Particularly, we
indicate the calculation of U in the three-strand braid for a specific representation. These matrix elements agree
with those of the eigenvalue hypothesis in sec.3 upto ± sign. We have presented U and W1 for R = [1] in section
5. Few of the unitary matrices for R = [2] are given in sec 5.2. Summary and open questions are posed in the
concluding section 6. In Appendix A, we have placed the remaining U and W1 for k×k where k > 3 for representation
R = [2]. Appendix B contains [2]-colored HOMFLY-PT for few arborescent knots and all non-arborescent knots upto
10-crossings obtained from four-strand braids. We will update these polynomials in our website.34
2 R-matrices
.
One of the most useful approaches to calculate knot polynomials and the one relevant to the subject of the paper
is the so-called Reshetikhin-Turaev (RT) approach.19,21–25,35,36 This approach deals with the braid representation of
the knot. Each crossing in the braid corresponds to a particular R-matrix. Then the knot polynomial is presented as
a character expansion
HKY =
∑
Q`Y ⊗m
S∗QCQ, (3)
where the sum is over all irreducible representations in the product or representations corresponding to individual
components, m is the number of strands, Y is representation on each strand (in this paper, we consider only knots,
but most of the formulae in this section can be extended also to links), CQ is the trace of product of all R-matrices
along the braid in the linear space of all intertwining operators Y ⊗m → Q, S∗Q is the quantum dimension of the
representation Q.
Let us denote through Ri the R-matrix corresponding to the crossing between i-th and (i + 1)-th braid. This
matrix is defined by the following three properties:
• The property of any Ri, its characteristic equation‡:∏
j
(Ri − λj) = 0. (4)
‡Since the braid R-matrix acting on Y ⊗ Y commutes with the co-product,37 it is diagonal in the basis of irreps Q ∈ Y ⊗ Y . Its
eigenvalues are all expressed through the basic quantity
κQ = 1/2
∑
i
Qi(Qi + 1− 2i)
associated with the Young diagram Q with lines Q1 ≥ Q2 . . . ≥ 0. Hereafter, we don’t differ between the representation Q and the Young
diagram that describes Q. The eigenvalues then are given by the formula
λQ = Qq
κQ
where the sign factors Q = ±1 depend on whether Q lies in the symmetric (+1) or antisymmetric (−1) square of Y , see.23,38
3
• The Yang-Baxter equation, which, in the case of a braid, has the following form:
RiRi+1Ri = Ri+1RiRi+1. (5)
• The commutativity of non-neighbour R-matrices:
RiRj = RjRi, i 6= j ± 1. (6)
2.1 Racah matrices
Since all R-matrices in the braid have the same sets of eigenvalues they are related by rotation matrices which are, in
fact, the inclusive Racah matrices. These inclusive Racah matrices possess a very special structure.
Let us choose R1 to be diagonal. R1 can be associated with the following way of putting parentheses in the product
of representations: (...((Y ⊗ Y )⊗ Y )⊗ ..Y ). Then, R2 would correspond to the other way: (...(Y ⊗ (Y ⊗ Y ))⊗ ..Y ).
The rotation from one way to another can be described by the following trees of representations:
@
@
@
 
 
   
Y Y Y
T q q q qQ′    
  
Y
@@
Q
=
∑
T ′ u
T
T ′ @
@
@
 
 
 @@
Y Y Y
T ′q q q qQ′    
  
Y
@@
Q (7)
uTT ′ are elements of the matrix U corresponding to the Racah coefficient
[
Y Y T
Y Q′ T ′
]
. R2 is then defined as
R2 = UR1U†. (8)
If one studies three-strand braids then Q′ = Q. However, for larger number of strands, they are not equal. Thus,
from the form of this inclusive Racah matrix it is obvious that only the elements of the matrix corresponding to the
same Q′ are non-zero. Hence, such U has a block diagonal form with different blocks corresponding to different Q′.
The third matrix, R3 corresponds to the following product of representations: (...(Y ⊗(Y ⊗(Y ⊗Y )))⊗ ..Y ). Thus,
the transition from R1 to R3 should be made through the chain of trees
@
@
@
 
 
 
 
  
Y Y Y Y
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Q′  
 
 
 
Y
@
Q
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U
@
@
@
 
 
 
 
 @
Y Y Y Y
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Q′  
 
 
 
Y
@
Q
-
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@
@
@
 
 
 
@
@ 
Y Y Y Y
T1
T ′2q q q
Q′  
 
 
 
Y
@
Q
-
U
@
@
@
 
 
 
@
@ @
Y Y Y Y
q q q
Q′  
 
 
 
Y
@
Q (9)
The first and the last matrices are actually the same matrices as appeared above. But for relating R3 with R1 a
new matrix W1 is needed. This matrix corresponds to the Racah coefficient
[
Y T1 T2
Y Q′ T ′2
]
. R3 is then defined as
R3 = UW1UR1U†W †1U†. (10)
Again, similarly to the case of U , the only non-zero elements of matrix W1 correspond to the coinciding T1 and
coinciding Q′. This leads to a very interesting property of the matrix W1. Since the eigenvalues of the diagonal
R-matrix are defined by the representation T1, W1 commutes with the diagonal R-matrix.
Similarly, this structure can be continued to further R-matrices, e.g. for R4:
R4 = UW1UW2UW1UR1U†W †1U†W †2U†W †1U†. (11)
W2 then again possesses a block structure. This block structure can be described by paths from the initial represen-
tation Y to the final representation Q.21 This is a generalization of the statements made about the block structure of
matrices U and W1. If one defines the representation Q as coming from the following sequence of representations
Y → T1 → T2 → T3 → ...→ Q, (12)
then the matrix Wi has non-zero elements only for the final representations Q corresponding to the same T1, T2,.. Ti,
Ti+2, ... This allows one to define the block structure of any Racah matrix Wi.
4
Let us discuss some particular example of this path and block structure, e.g. [2]⊗4 = [5, 3]. This is a 4-strand case,
thus, only the Racah matrices U and W1 appear. The multiplicity of representation [5, 3] is equal to 6 which means 6
possible paths:
1. [2] → [4] → [5, 1] → [5, 3]
2. [2] → [4] → [4, 2] → [5, 3]
3. [2] → [3, 1] → [5, 1] → [5, 3]
4. [2] → [3, 1] → [4, 2] → [5, 3]
5. [2] → [3, 1] → [3, 3] → [5, 3]
6. [2] → [2, 2] → [4, 2] → [5, 3]
(13)
The matrix U then has three blocks. The first one mixes paths 1 and 3, the second one mixes paths 2, 4 and 6 and
the third one corresponds only to path 5. Then the matrix W1 also has three blocks. The first one mixes paths 1 and
2, the second one mixes paths 3, 4 and 5 and the third one corresponds to path 6.
3 Eigenvalue hypothesis
In this section, we discuss how the properties of R-matrices define their form and how the eigenvalue hypothesis appear
from these properties.
3.1 2-strand case
In the 2-strand case, there exists only one R-matrix and only one property of the three discussed is important, namely,
the characteristic equation (4). This property defines eigenvalues of the R-matrix. In fact, this property is essentially
2-strand. This means that even if we study larger number of strands it does not give any further information and
includes only one R-matrix acting on two adjacent strands.
3.2 3-strand case
In the 3-strand case, there are two R-matrices: R1 and R2, related by one Racah matrix U :
R2 = UR1U† (14)
As already explained in the previous subsection, (4) does not give any new information about these R-matrices and
only describes that they have the same eigenvalues. However, the Yang-Baxter equation (5) is of great importance
here. In terms of the Racah matrix U this equation looks like
R1UR1U†R1 = UR1U†R1UR1U† (15)
Incorporating unitarity of U ( UU† = 1) into the above equation one comes to the eigenvalue hypothesis. For the
matrices of the size up to 6× 6, there is a unique solution for matrix U if R-matrix is chosen to be diagonal. Strictly
speaking, there are several solutions differing by inessential sign changes, and, at some special values of the eigenvalues,
more solutions can also emerge. For 2× 2 matrices the unique solution to (15) in the case of two generic eigenvalues
looks like:
U =

√−λ1λ2
λ1 − λ2
√
λ21 − λ1λ2 + λ22
λ1 − λ2√
λ21 − λ1λ2 + λ22
λ1 − λ2
√−λ1λ2
λ1 − λ2
 , for R1 = ( λ1 λ2
)
. (16)
Similar answers can be found for matrices of larger sizes.
As characteristic equation was essentially a 2-strand property, the Yang-Baxter equation is a 3-strand property
and does not give anything new for larger number of strands. This is explained in detail for the 4-strand braid in the
next subsection.
3.3 4-strand case
For 4-strand situation there are three R matrices and two inclusive Racah matrices, U and W1. Here, the most
important is the third property (6).
Suppose all the eigenvalues of R-matrices are different, then the only solution to (6) is to have R1 = R3 and R2
is defined from first three strands as discussed in subsection 3.2.
If some eigenvalues coincide the situation is more interesting. According to subsection 2.1, both U and W1 have
the block-diagonal form. Also W1 commutes with R1. If R1 is diagonal, then
R2 = UR1U†, R3 = UW1UR1U†W †1U†, (17)
5
on the other hand, if one diagonalizes R2 = R, then R3 = W1UR2U†W †1 , and W1 commutes with R. Then, the
Yang-Baxter equation on R2 and R3 looks like
R
(
W1URU†W †1
)
R =
(
W1URU†W †1
)
R
(
W1URU†W †1
)
. (18)
Since W1 commutes with R, this equation transforms into
RURU†R = URU†RURU†, (19)
which is automatically satisfied because of the construction in section 3.2 and does not include W1. Thus, W1 cannot
be found from the Yang-Baxter equation, and one needs another equation for the Racah coefficients to find W1. This
equation comes from the third property (6):
UW1URU†W †1U†R = RUW1URU†W †1U† (20)
1) If the matrix is of size 2× 2, or if the matrix U mixes all the eigenvalues, then the only solution for the matrix
W1 is identity matrix.
2) If the matrix is of size 3× 3, and the diagonal matrix R looks like
R1 =
 λ1 λ1
λ2
 (21)
then
U =

1 √−λ1λ2
λ1 − λ2
√
λ21 − λ1λ2 + λ22
λ1 − λ2√
λ21 − λ1λ2 + λ22
λ1 − λ2 −
√−λ1λ2
λ1 − λ2
 (22)
and
W1 =

− λ1λ2
λ21 − λ1λ2 + λ22
√
λ21 + λ
2
2(λ1 − λ2)
λ21 − λ1λ2 + λ22√
λ21 + λ
2
2(λ1 − λ2)
λ21 − λ1λ2 + λ22
λ1λ2
λ21 − λ1λ2 + λ22
1
 (23)
If the diagonal R-matrix has a different order of eigenvalues or the paths go differently mixing the first and
the last eigenvalues, this leads to permutations of rows and columns in the U and W1 matrices, but the same
formulae still work.
3) For the matrix of the size 6×6 appearing in the product of four representations [2], the situation is like this. The
initial diagonal matrix is of the form R = diag(λ1, λ1, λ2, λ1, λ2, λ3) and the U -matrix consists of three blocks
of sizes 1× 1, 2× 2 and 3× 3. Then the matrix elements from the eigenvalue hypothesis are:
U =

1
√−λ1λ2
λ1−λ2
√
λ21−λ1λ2+λ22
λ1−λ2√
λ21−λ1λ2+λ22
λ1−λ2 −
√−λ1λ2
λ1−λ2
λ1(λ2+λ3)
(λ1−λ3)(λ1−λ2)
√
(λ21+λ2λ3)(λ
2
2+λ1λ3)
(λ1−λ2)
√
(λ1−λ3)(λ3−λ2)
√
(λ21+λ2λ3)(λ
2
3+λ1λ2)
(λ1−λ3)
√
(λ1−λ2)(λ2−λ3)√
(λ21+λ2λ3)(λ
2
2+λ1λ3)
(λ1−λ2)
√
(λ1−λ3)(λ3−λ2)
− λ2(λ1+λ3)(λ1−λ2)(λ2−λ3)
√
(λ22+λ1λ3)(λ
2
3+λ1λ2)
(λ2−λ3)
√
−(λ1−λ2)(λ1−λ3)√
(λ21+λ2λ3)(λ
2
3+λ1λ2)
(λ1−λ3)
√
(λ1−λ2)(λ2−λ3)
√
(λ22+λ1λ3)(λ
2
3+λ1λ2)
(λ2−λ3)
√
−(λ1−λ2)(λ1−λ3)
λ3(λ1+λ2)
(λ1−λ3)(λ2−λ3)

(24)
Then from (20), one can find how the matrix W1 looks like:
W1 =

A6 D6 E6
D6 B6 F6
λ3(λ1+λ2)
λ1λ2+λ23
√
(λ21−λ23)(λ22−λ23)
λ23+λ1λ2
E6 F6 C6√
(λ21−λ23)(λ22−λ23)
λ23+λ1λ2
−λ3(λ1+λ2)
λ1λ2+λ23
1

, (25)
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where
A6 =
λ21λ2(λ2+λ3)
(λ21+λ2λ3)(λ
2
1−λ1λ2+λ22) ; B6 =
λ2(λ
3
1−λ21λ2−λ21λ3−λ1λ23+λ2λ23−λ1λ2λ3)
(λ23+λ1λ2)(λ
2
1−λ1λ2+λ22) ;
C6 =
λ1λ3(λ1+λ2)(λ2+λ3)
(λ21+λ2λ3)(λ
2
3+λ1λ2)
; D6 =
1
λ21−λ1λ2+λ22
√
λ1(λ1−λ2)(λ2+λ3)(λ22+λ1λ3)(λ31−λ22λ3)
(λ21+λ2λ3)(λ
2
3+λ1λ2)
;
E6 = − λ1−λ3λ21+λ2λ3
√
λ2(λ1+λ3)(λ1−λ2)(λ31−λ22λ3)
(λ23+λ1λ2)(λ
2
1−λ1λ2+λ22) ; F6 = −
λ1−λ3
λ23+λ1λ2
√
λ1λ2(λ1+λ3)(λ2+λ3)(λ22+λ1λ3)
(λ21+λ2λ3)(λ
2
1−λ1λ2+λ22) .
(26)
4) For larger sizes of matrices, the blocks of size 4 × 4 appear, and it is rather tedious to find the answers in this
case.
The results of this section have been confirmed from the highest weight method (reviewed in the next section 4) for
some representations which are presented in section 5 and Appendix A.
4 Highest weight method
In this section, we formally present the highest weight method for any m-strand braid carrying an arbitrary represen-
tation Y of quantum group SUq(N).
This method is a systematic procedure which allows one to construct a highest weight vector state. It is based on
the manifest action of lowering T−i and raising operators T
+
i on representations of SUq(N):
21
T−i Vi = Vi−1; T
+
i Vi−1 = Vi.
HiVi = +
1
2Vi; HiVi−1 = − 12Vi−1.
(27)
where Vi is an i-th vector of the fundamental representation, and T
+
i , T
−
i and q
Hi are generators of SUq(N). To
generalize this action to higher rank tensors, one has to define a comultiplication ∆ on SUq(N):
∆(T+i ) = I⊗ T+i + T+i ⊗ q−2Hi
∆(T−i ) = q
2Hi ⊗ T−i + T−i ⊗ I.
(28)
This extends the action of T±i to tensors of any rank. We indicate the highest weight vector for a representation R
labeled by Young diagram [λ1, λ2, λ3 . . . λl] as a sum of V(0, 0, 0︸ ︷︷ ︸
λ1
,...,1, 1, 1︸ ︷︷ ︸
λ2
,...) and their permutations.
For example, the highest weight state for R = [1, 1] will involve V0,1 and V1,0. One can construct all the highest weight
vectors of the representation by using the lowering and raising operators T±i and the comultiplication rule.
We would like to validate the results of inclusive Racah matrices obtained from eigenvalue hypothesis using the
highest weight approach. For definiteness, we take representation R = [2] and construct the highest weight states for
m = 3 and m = 4 strand braids in the following subsections.
4.1 Evaluation of vector states for m = 3
Our goal is to evaluate the U matrix corresponding to all irreducible representations in the fusion channel of [2]⊗3
for m = 3 strand braid shown in eqn.(29). One can easily see the two possible fusion trees which give two sets of
irreducible representations Q in the final channel which are related by a unitary matrix, its size being determined by
the multiplicity indicated by red color.
@
@
@
 
  
[2] [2] [2]
T
Q
{([2]⊗ [2])T ⊗ [2]}RQ
-
UQ
@
@
@
 
 @
[2] [2] [2]
T
′
Q
{[2]⊗ ([2]⊗ [2])T ′}LQ
(29)
Here Q ∈ {[2, 2, 2], [6, 0], [3, 3], [4, 1, 1], 2[5, 1], 2[3, 2, 1], 3[4, 2]} and T , T ′ ∈ {[4], [2, 2], [3, 1]}.
For example, order of matrix U[5,1] is 2 × 2 and U[4,2] is 3 × 3. The highest weight vector HT for T ∈ [2]⊗2 can
be determined by applying the raising operator ∆T+1 on product V0,0 ⊗ V0,0. Clearly, H[4] = V0,0,0,0. We will now
elaborate the steps involved for H[3,1] for clarity:
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H[3,1] = α{V0,0 ⊗ (∆(T+1 )V0,0)}+ β{(∆(T+1 )V0,0)⊗ V0,0}
= α {V0,0,0,1 + qV0,0,1,0}+ β {V0,1,0,0 + qV1,0,0,0} . (30)
To find α and β, one should impose the highest weight vector condition ∆(T−1 )H[3,1] = 0, which implies
α
{
(q−3 + q−1)V0,0,0,0
}
+ β
{
(q + q−1)V0,0,0,0
}
= 0, (31)
giving the α = −q+2, β = 1. Hence, the explicit highest vector state is
H[3,1] = −q2V0,0,0,1 − q3V0,0,1,0 + V0,1,0,0 + qV1,0,0,0. (32)
By a similar procedure, one can obtain the highest weight vector for H[2,2]:
H[2,2] = −qV0,0,1,1 − q3V0,0,1,1 + V0,1,0,1 + qV0,1,1,0 + qV1,0,0,1 + q2V1,0,1,0 − q−1V1,1,0,0 − qV1,1,0,0. (33)
Using the result of highest weight vectors of m=2 strand, we can move to m = 3 strand braid and do the explicit
calculation of the elements of UQ matrices. For the sake of definiteness, we focus on one of the representation, i.e [5,1]
for m = 3 strands which has multiplicity of 2 (see (29)). The representation [5, 1] comes from two sectors, the left
sector (L), corresponding to [2]⊗ [4] and [2]⊗ [3, 1], and the right sector (R), corresponding to [4]⊗ [2] and [3, 1]⊗ [2].
On representation Q, we place a subcript to keep track of the multiplicity and superscript to denote left or right sector.
Therefore to find the U matrix for the representation [5,1], one has to solve the following equations:
H[5,1]R1 ∈ ([4])⊗ [2]︸ ︷︷ ︸
Right sector
= α([2]⊗ [4]) + β([2]⊗ [3, 1])︸ ︷︷ ︸
Left sector
H[5,1]R2 ∈ ([3, 1])⊗ [2]︸ ︷︷ ︸
Right sector
= γ([2]⊗ [31]) + δ([2]⊗ [3, 1])︸ ︷︷ ︸
Left sector
(34)
Now it remains to present the explicit calculations to determine the unknown parameters α, β, γ, δ:
Right Sector:
[5, 1]R1 ∈ [4]⊗ [2]
H[5,1]R1 = βR{V0,0,0,0 ⊗ (∆T
+
1 V0,0)}+ αR{(∆T+1 V0,0,0,0)⊗ V0,0}
= αR
{
V0,0,0,1,0,0 + qV0,0,1,0,0,0 + q
2V0,1,0,0,0,0 + q
3V1,0,0,0,0,0
}
+
βR {V0,0,0,0,0,1 + qV0,0,0,0,1,0}
To find the value of αR and βR, we apply the highest weight condition
∆(T−1 )H[5,1]R1 = 0⇒ αR
{
(q−3 + q−1 + q + q3)V0,0,0,0,0,0
}
+ βR
{
(q−3 + q−5)V0,0,0,0,0,0
}
= 0
⇒ αR = −q−4 [2]q[4]q , βR = 1
(35)
Hence the final form for the highest weight vector is
H[5,1]R1 =
1
NR {−q
−4 [2]q
[4]q
{
V0,0,0,1,0,0 + qV0,0,1,0,0,0 + q
2V0,1,0,0,0,0 + q
3V1,0,0,0,0,0
}
+ {V0,0,0,0,0,1 + qV0,0,0,0,1,0}},
where the normalization constant is equal to
NR =
√
−q−1[6]q [2]q
[4]q
. (36)
Left Sector:
[5, 1]L1 ∈ [2]⊗ [4]
H[5,1]L1 = αL{V0,0 ⊗ (∆T
+
1 V0,0,0,0)}+ βL{(∆T+1 V0,0)⊗ V0,0,0,0}
= αL
{
V0,0,0,0,0,1 + qV0,0,0,0,1,0 + q
2V0,0,0,1,0,0 + q
3V0,0,1,0,0,0
}
+ βL {V0,1,0,0,0,0 + qV1,0,0,0,0,0}
∆(T−1 )H[5,1]L1 = 0⇒ αL
{
(q−5 + q−3 + q−1 + q)V0,0,0,0,0,0
}
+ βL
{
(q−1 + q)V0,0,0,0,0,0
}
= 0
⇒ αL = −q2 [2]q[4]q , βL = 1
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Hence the final form for the highest weight vector is
H[5,1]L1 =
1
NL {−q2
[2]q
[4]q
{
V0,0,0,0,0,1 + qV0,0,0,0,1,0 + q
2V0,0,0,1,0,0 + q
3V0,0,1,0,0,0
}
+
{V0,1,0,0,0,0 + qV1,0,0,0,0,0} ,
(37)
where the normalization constant is equal to
NL =
√
−q−3[6]q [2]q
[4]q
. (38)
Similarly, one can construct the highest weight vectors H[5,1]R2 and H[5,1]L2 which comes from representation [3, 1].
Hence, α, β, γ and δ for the matrix U[5,1] are equal to:
U[5,1]
H[5,1]L1 H[5,1]L2
H[5,1]R1 α =
q2
(1+q4) β =
√
1+q4+q8
(1+q4)2
H[5,1]R2 γ = −
√
1+q4+q8
(1+q4)2 δ =
q2
(1+q4)
Similarly one can obtain the U matrices for all the representations in m = 3 case. Interestingly, the magnitude of
all the elements coincide with the result obtained from the eigenvalue hypothesis in equations (16) and (22). In the
following section, we aim to compare the inclusive Racah matrices with the matrices given in section 3 for m = 4
strands.
4.2 Evaluation of U and W1 matrix for m = 4
[4,0] [3,1] [2,2]
[2]⊗[2]
[4,2][5,1][6,0]
[2]⊗3m=3 strand
2 3
[6,2]
[2]⊗4
6
m=4 strand
m=2 strand [2]⊗2
UQ : {[2]⊗ ([2]⊗ [2])T }LQ → {([2]⊗ [2])T ′ ⊗ [2]}RQ
(UW1U)Q : {[2]⊗ ([2]⊗ ([2]⊗ [2])T )LQ′)}LQ → {(([2]⊗ [2])T ′ ⊗ [2])RQ′ ⊗ [2])}RQ
(UW1)Q : {[2]⊗ (([2]⊗ [2])T ′ ⊗ [2])RQ′}LQ → {(([2]⊗ [2])T ′ ⊗ [2])RQ′ ⊗ [2])}RQ
Figure 1: Steps for UW1U unitary matrices computation for m = 4 strands.
The detailed procedure which we discussed for determining U matrices for 3-strand braids can be extended to
4-strand braids. Here we need to consider Q ` [2]⊗4. The possible representations Q with their multiplicities are
tabulated below:
m=4 strand braid
Q Matrix size # of matrices
[2,2,2,2], [5,1,1,1], [8,0] 1 3
[3,3,1,1] 2 1
[3,2,2,1], [3,3,2], [4,2,1,1], [4,4], [6,1,1], [7,1] 3 6
[4,2,2], [5,3], [6,2] 6 3
[4,3,1] 7 1
[5,2,1] 8 1
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From (9), we observe that the matrix UW1U relates right sector highest weight vector with the corresponding left
sector highest weight vector. We present the calculations for representation [6, 2] (see Fig.1). Let us emphasise that
the subsector states involving 3-strands belong to different sectors. In order to obtain U and W1, we need to determine
the matrix UW1 as well. In fact, the matrix UW1 relates the two highest weight vectors of different sectors but both
their subsectors are either left or right sector. We have highlighted them for representation [6, 2] in Fig.1.
It is clear from Fig.1 that there are 6 independent paths to obtain representation [6, 2]. Therefore, both UW1U and
UW1 matrices will be of the size 6×6. Following the highest weight method procedure, one can work out the six right
sector highest weight vectors [6, 2]Ri and similarly the six left sector highest weight vectors [6, 2]
L
j , whose subsectors
are different. Hence, one can determine the 36 matrix elements of UW1U by taking inner product of the left and right
sector states.
One could again work out six highest weight states for left and right sectors but with both subsectors being the
same. The inner product of such states will give the elements of the UW1 matrix. We present the U and W1 whose
matrix sizes are less than 6× 6 in the following section. Other matrices of the sizes n× n for n ≥ 6 are presented in
Appendix A.
5 Examples
For clarity, we will first review and give the matrices for the simplest case when the strands carry fundamental
representation R = [1]. Then, the case R = [2] will be presented.
5.1 Representation [1]
In this case, [1]⊗4 = [4] + 3[3, 1] + 2[2, 2] + 3[2, 1, 1] + [1, 1, 1, 1]. Thus, there are two matrices of size 1× 1, one matrix
of size 2 × 2 and two matrices of size 3 × 3. The eigenvalues of R-matrices are in this case λ1 = q, λ2 = −q−1. The
only non-trivial case here are matrices of size 3× 3. The R-matrices are equal to:
R[3,1] =
 q q
−q−1
 , R[2,1,1] =
 q −q−1
−q−1
 . (39)
Then, the U -matrices are equal to
U [3,1] =

1
1
[2]
√
[3]
[2]√
[3]
[2] − 1[2]
 , U [2,1,1] =

1
[2]
√
[3]
[2]√
[3]
[2] − 1[2]
1
 (40)
and the W1-matrices are equal to
W
[3,1]
1 =

1
[3]
√
[2][4]
[3]√
[2][4]
[3] − 1[3]
1
 , W [2,1,1]1 =

1
1
[3]
√
[2][4]
[3]√
[2][4]
[3] − 1[3]
 , (41)
which is in a full accordance with formulae (22) and (23) from section 3.2.
5.2 Representation [2]
The representations Q for 4-strand braid carrying representation R = [2] are
[2]⊗4 = [8] + 3[7, 1] + 6[6, 2] + 3[6, 1, 1] + 6[5, 3] + 8[5, 2, 1] + [5, 1, 1, 1] + 3[4, 4] + 7[4, 3, 1]+
+6[4, 2, 2] + 3[4, 2, 1, 1] + 3[3, 3, 2] + 2[3, 3, 1, 1] + 3[3, 2, 2, 1] + [2, 2, 2, 2].
(42)
Thus, there are five 3 × 3 matrices, three 6 × 6 matrices, one 7 × 7 and one 8 × 8 matrices. The eigenvalues in this
case are λ1 = q
6, λ2 = −q2 and λ3 = 1. For the size 3× 3, the matrices are:
R[7,1] =
 q6 q6
−q2
 , R[6,1,1] =
 q6 −q2
−q2
 , R[4,4] =
 q6 −q2
1
 ,
R[4,2,1,1] = R[3,3,2] =
 −q2 −q2
1
 , R[3,2,2,1] =
 −q2 1
1
 ,R[3,3,1,1] = ( −q2
1
)
,
(43)
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Then, the U -matrices are equal to
U [7,1] =

1
[2]
[4]
√
[2][6]
[4]√
[2][6]
[4] − [2][4]
 , U [6,1,1] =

[2]
[4]
√
[2][6]
[4]√
[2][6]
[4] − [2][4]
1
 ,
U [4,4] =

− [2][3][4]
[2]
√
[5]
[4]
√
[3]
−
√
[5]
[3]
[2]
√
[5]
[4]
√
[3]
− [6][3][4] − 1√[3]
−
√
[5]
[3] − 1√[3] −
1
[3]
 , U [3,2,2,1] =
 −
1
[2] −
√
[3]
[2]
−
√
[3]
[2]
1
[2]
1
 ,
U [4,2,1,1] = U [3,3,2] =

1
1
[2]
√
[3]
[2]√
[3]
[2] − 1[2]
 , U [3,3,1,1] =
 1[2] √[3][2]√
[3]
[2] − 1[2]
 ,
(44)
while the corresponding W1 matrices are equal to
W
[7,1]
1 =

[2]
[6]
√
[4][8]
[6]√
[4][8]
[6] − [2][6]
1
 , W [6,1,1]1 =

1
− [2][6] −
√
[4][8]
[6]
−
√
[4][8]
[6]
[2]
[6]
 ,
W
[4,4]
1 =
 1 1
1
 , W [3,2,2,1]1 =

1
− 1[3]
√
[2][4]
[3]√
[2][4]
[3]
1
[3]
 ,
W
[4,2,1,1]
1 = W
[3,3,2] =

1
[3]
√
[2][4]
[3]√
[2][4]
[3] − 1[3]
1
 ,
W
[3,3,1,1]
1 =
(
1 0
0 1
)
(45)
which is in a full accordance with formulae (22) and (23) from section 3.2.
Matrices having larger sizes are provided in Appendix A.
6 Conclusion
In the present paper, we managed to present the generalization of the eigenvalue hypothesis suggested in27 for 3-strands
to a multi-strand case. We claim that, while the 3-strand eigenvalue hypothesis comes from the Yang-Baxter equation,
its generalization is based on solving the commutativity relations of non-neighbouring R-matrices. In particular, in the
case of four-strand braid, there is one commutativity relation. Solving it provided us with the eigenvalue answers for
the 4-strand Racah matrices of sizes up to 6×6. Calculating matrices of the larger sizes encountered some computation
difficulties, and, thus, they have not been found yet. However, all the eigenvalue formulae for the Racah matrices
up to size 6× 6 has been checked by calculating the matrices for representations [1] and [2] using the highest weight
method. The problem of finding the answers for matrices of larger sizes still remains.
Thus, the eigenvalue hypothesis for the particular example of the 4-strand braids as well as the highest weight
method allowed us to provide all the Racah matrices for the 4-strand braids carrying representation [2]. This enabled
to obtain the HOMFLY-PT polynomials for knots from 4-strand braids. Moreover, one can check the obtained results
for the Racah matrices comparing known HOMFLY-PT polynomials in representation [2] for various knots with those
evaluated using the results of the present paper. We confirmed these results by comparing with correct answers for
the HOMFLY-PT polynomials for: torus knots,39 twist knots 61 and 72,
9,40 and many arborescent knots that have
four-strand braid representation.7,15
In Appendix B, we list a few non-trivial examples of HOMFLY-PT polynomials in the first symmetric representation
that have not been known so far: knots in accordance with the Rolfsen table33 which are non-arborescent and are
described by four-strand braids: 934, 940, 947, 949 10102, 10103, 10108, 10111, 10113, 10114, 10117, 10119, 10121, 10122,
10156, 10158, 10160, 10162-10165.
The eigenvalue hypothesis in the multi-strand case was already related in28 to the well-established property14
AlR(q) = Al[1](q
|R|) of the Alexander polynomials colored by the single-hook diagrams, which provided an indirect
support for it. In this text, we found direct evidence in favor of this hypothesis and concrete formulae for its realization
11
in the case of R-matrices of small sizes. Extension to matrices of arbitrary size for any number of strands including
three remains a challenging problem.
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A Representation [2] matrices
In this Appendix, all the Racah matrices of sizes larger than 3 × 3 for the 4-strand braid in the first symmetric
representation are provided. The matrices of the size 6 × 6 are in full accordance with formulae (24) and (25) from
section 3.2.
The diagonal R-matrices look like
R[6,2] =

q6
q6
−q2
q6
−q2
1
 , R
[5,3] =

−q2
−q2
q6
−q2
q6
1
 ,
R[4,2,2] =

1
1
−q2
1
−q2
q6
 ,R
[4,3,1] =

q6
−q2
1
−q2
1
−q2
−q2

,
R[5,2,1] =

−q2
−q2
1
q6
−q2
q6
1
−q2

.
(46)
The U -matrices are equal to
U [6,2] =

1 0 0 0 0 0
0 − [2][4]
√
[2][6]
[4] 0 0 0
0 −
√
[2][6]
[4] − [2][4] 0 0 0
0 0 0 [2][3][4] − [2][4]
√
[5]
[3]
√
[5]
[3]
0 0 0 [2][4]
√
[5]
[3] − [6][3][4] − 1√[3]
0 0 0
√
[5]
[3]
1√
[3]
1
[3]

,
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U [4,2,2] =

1 0 0 0 0 0
0 − 1[2]
√
[3]
[2] 0 0 0
0 −
√
[3]
[2] − 1[2] 0 0 0
0 0 0 1[3] − 1√[3] −
√
[5]
[3]
0 0 0 1√
[3]
− [6][3][4] [2][4]
√
[5]
[3]
0 0 0 −
√
[5]
[3] − [2][4]
√
[5]
[3]
[2]
[3][4]

,
U [5,3] =

1 0 0 0 0 0
0 − [2][4] −
√
[2][6]
[4] 0 0 0
0
√
[2][6]
[4] − [2][4] 0 0 0
0 0 0 −[6][4][3]
[2]
[4]
√
[5]
[3] − 1√[3]
0 0 0 − [2][4]
√
[5]
[3]
[2]
[3][4]
√
[5]
[3]
0 0 0 1√
[3]
√
[5]
[3]
1
[3]

,
U [4,3,1]=

[2]
[3][4]
[2][5]
[4]
√
[3][5]
√
[5]
[3] 0 0 0 0
[2][5]
[4]
√
[3][5]
[6]
[3][4] − 1√[3] 0 0 0 0√
[5]
[3] − 1√[3]
1
[3] 0 0 0 0
0 0 0 1[2]
√
[3]
[2] 0 0
0 0 0
√
[3]
[2] − 1[2] 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

,
U [5,2,1]=

1 0 0 0 0 0 0 0
0 1[2]
√
[3]
[2] 0 0 0 0 0
0
√
[3]
[2]
−1
[2] 0 0 0 0 0
0 0 0 [2][4]
√
[2][6]
[4] 0 0 0
0 0 0
√
[2][6]
[4] − [2][4] 0 0 0
0 0 0 0 0 [2][3][4]
√
[5]
[3] − [2][5][4]√[3][5]
0 0 0 0 0
√
[5]
[3]
1
[3]
1√
[3]
0 0 0 0 0 [2][5]
[4]
√
[3][5]
− 1√
[3]
− [6][3][4]

.
(47)
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The W1-matrices are equal to
W
[6,2]
1 =

[2]
[5][6]
[2]
√
[7]
[5]
[6] 0
√
[3][7]
[5] 0 0
[2]
√
[7]
[5]
[6] 1− [2]
2
[4][6] 0 − [2][4]
√
[3]
[5] 0 0
0 0 − [2][4] 0 −
√
[2][6]
[4] 0√
[3][7]
[5] − [2][4]
√
[3]
[5] 0
[2]
[4][5] 0 0
0 0 −
√
[2][6]
[4] 0
[2]
[4] 0
0 0 0 0 0 1

,
W
[4,2,2]
1 =

[2]
[3][4]
[2]
[3]
√
[4]
[2]
0
√
[2][6]
[4] 0 0
[2]
[3]
√
[4]
[2]
−1+[5]+[7]
[3][5] 0 − [2][5]
√
[6]
[4] 0 0
0 0 − 1[5] 0 −
√
[4][6]
[5] 0√
[2][6]
[4] − [2][5]
√
[6]
[4] 0
[2]
[4][5] 0 0
0 0 −
√
[4][6]
[5] 0
1
[5] 0
0 0 0 0 0 1

,
W
[5,3]
1 =

1
[3]
√
[5]
[3] 0 − 1√[3] 0 0√
[5]
[3]
[2]
[4][3] 0
[2]
[4]
√
[5]
[3] 0 0
0 0 − [2][4] 0 −
√
[2][6]
[4] 0
− 1√
[3]
[2]
[4]
√
[5]
[3] 0
[6]
[4][3] 0 0
0 0 −
√
[2][6]
[4] 0
[2]
[4] 0
0 0 0 0 0 −1

,
W
[5,2,1]
1 =

[8]
[4][6]
−
√
[2]√
[3][6]
0 0 −
√
[7]
[6]
0 0
√
[7]√
[2][6]√
[2]√
[3][6]
− [2]
[3][5]
0 0
√
[2][7]√
[3][6]
0 0
[7]
[5]
√
[3][7]
0 0
[2]
[5]
0 0 0 −
√
[3][7]
[5]
0
0 0 0 1
[4]
0 −
√
[3][5]
[4]
0 0√
[7]
[6]
√
[2][7]√
[3][6]
0 0 − [2]
[4][6]
0 0
√
[2]
[4]
√
[6]
0 0 0 −
√
[3][5]
[4]
0 − 1
[4]
0 0
0 0 −
√
[3][7]
[5]
0 0 0 − [2]
[5]
0√
[7]√
[2][6]
− [7]
[5]
√
[3][7]
0 0 −
√
[2]
[4]
√
[6]
0 0 − [1]+[3]+[7]
[4][5]

,
W
[4,3,1]
1 =

1 0 0 0 0 0 0
0 [6][3][2][5] 0
[4]
√
[4][6]
[2][3][5] 0
[4]
[2]
√
[3][5]
[4]
[2]
√
[3][5]
0 0 − 1[5] 0
√
[4][6]
[5] 0 0
0
[4]
√
[4][6]
[2][3][5] 0
[4]+[2][5]
[2][3][5] 0 −
√
[4][6]
[3][5]
[3] −
√
[4][6]
[3][5]
[3]
0 0
√
[4][6]
[5] 0
1
[5] 0 0
0 [4]
[2]
√
[3][5]
0 −
√
[4][6]
[3][5]
[3] 0 − 1[3] [4][2][3]
0 [4]
[2]
√
[3][5]
0 −
√
[4][6]
[3][5]
[3] 0
[4]
[2][3] − 1[3]

.
(48)
B Polynomial examples
In this appendix four-strand HOMFLY polynomials in representation [2] are listed. We calculated these polynomials
using the matrices from the Appendix A and present them in the matrix form suggested in.40 The matrix describes
the coefficients of a polynomial in A2 and q2 as
q10A16
3 4
1 2
 = q10A16 + 2q12A16 + 3q10A18 + 4q12A18.
14
HOMFLY polynomials for knots 61 and 72 are already known since those are arborescent knots, and the answers
calculated using four-strand representations coincide with those. All other polynomials presented here were unknown
before since those are non-arborescent knots. Their limit for A = q2, colored Jones polynomials, are known and are
correct. Other limits (Alexander A = 1 and special q = 1 polynomials) are known because their dependence on the
representation is quite simple:8,41
AV (q) = HV (A = 1, q), AV (q) = P[1](q|V |), V − hook diagram
σV (A) = HV (A, q = 1), σV (A) = (σ[1](A))
|V |.
(49)
These limits of the polynomials below are also correct.
H61[2] =
1
q10A8

0 0 0 0 0 0 0 1 0
0 0 0 0−1 0 2 0−1
0 0 1−2−2 4 0−3 0
0 1−1−2 3 2−2 0 1
1−1−1 2 1−1 0 0 0
−1−1 1 0−1 0 0 0 0
0 1 0 0 0 0 0 0 0

H72[2] =
1
q10A8

0 0 0 0 0 0 0 1 0
0 0 0 0−1 0 2 0−1
0 0 1−2−2 4 0−3 0
0 1−1−2 3 2−2 0 1
1−1−1 2 1−1 0 0 0
−1−1 1 0−1 0 0 0 0
0 1 0 0 0 0 0 0 0

H934[2] =
1
q18A8

0 0 0 0 0 1 −3 0 10−10 −9 21 −3−14 8 2−3 1 0
0 0 −1 2 3−12 3 28−31−24 55 −6−41 21 11−12 1 2−1
1−3 2 9−21 0 50−44−44 84 −3−65 34 18−22 5 4−3 1
−2 3 7−20 1 47−38−46 74 5−62 26 19−20 2 4−2 0 0
1 2−11 2 28−25−29 48 3−37 16 10 −9 1 1 0 0 0 0
0−2 2 8−10 −9 18 0−13 5 3 −2 0 0 0 0 0 0 0
0 0 1 −2 −1 4 −1 −2 1 0 0 0 0 0 0 0 0 0 0

H940[2] =
1
q16

0 0 0 0 0 0 0 0 0 0 1 −2 −1 4 −1 −2 1 0 0
0 0 0 0 0 0 0 −2 2 8−10−10 19 1−15 5 4−2 0
0 0 0 0 1 2−12 3 33−31−33 59 1−45 21 12−11 0 1
0 0−2 4 7−25 2 57−46−56 86 4−72 33 22−25 3 6−2
1−4 3 13−28 −4 66−39−62 87 10−72 36 21−28 7 4−4 1
−1 3 4−17 −1 37−25−41 50 7−46 19 14−15 2 3 −1 0 0
0 1−4 0 14−10−13 22 0−15 10 2 −4 1 0 0 0 0 0

15
H947[2] =
1
q16

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 −1 1 0−3 1 1−2−1 0 0
0 0 0 0 0 1−1 −1 3 1−4 2 3−1 1 0 0 2 0
0 0−1 1 2−4−2 8 0−10 6 6−7 1 1−3 1 0−1
1−2 0 5−6−6 12 0−15 7 7−10 3 2−5 4 1−2 1
−1 1 4−4−4 9 1−10 4 6−6 2 2−4 2 1−1 0 0
0 1−2−2 4 0−4 3 3 −3 2 0−2 1 0 0 0 0 0

H949[2] =
A8
q8

0 0 0 0 0 0 0 0 0 0−1 0 1 0 0
0 0 0 0 0 0 1 4−1−2 5 2−2 2 0
0 0 0−1−4 0 4−9−8 7−3−8 2−1−3
0 1 1−5 3 12−7−7 16 0−7 8 1−3 3
2 1−6 1 10−7−9 11 0−8 6 0−3 2 0
1−2−1 5−2−5 5 1−4 3 0−2 1 0 0

H10102[2] =
1
q18A4

0 0 0 0 0 0 0 1 −2 0 5 −6 −2 10 −5 −5 6 0−2 1 0
0 0 0 0 −1 2 1 −8 7 8−21 6 22−20 −9 18 −2−8 3 1−1
0 0 0−2 4 2−14 15 12−39 16 39−41−13 37 −9−15 10 1−3 1
1−1−3 8 −1−19 25 12−54 24 50−53−14 44−11−16 11 1−3 1 0
0−2 4 0−15 18 15−48 13 51−43−19 38 −7−15 9 1−3 1 0 0
−1 2 1−8 8 10−24 3 27−18−12 17 −1 −7 3 1 −1 0 0 0 0
0 1−2 0 5 −5 −3 9 −3 −5 5 0 −2 1 0 0 0 0 0 0 0

H10103[2] =
1
q24A12

0 0 0 0 0 0 0 1 −2 1 4 −6 0 8 −6 −3 6 −1−2 1 0
0 0 0 0 −1 1 2 −8 3 12−20 −2 27−17−17 20 2−11 2 2−1
0 0 1−3 2 8−17 5 31−41 −6 61−31−37 43 7−23 5 6−2 0
0 1−3 2 9−19 5 37−46−17 73−28−52 46 14−29 4 9−4−1 1
1−3 2 7−17 4 30−38−16 59−21−41 33 8−19 3 4 −2 0 0 0
−1 1 2−7 3 13−19 −6 29−11−19 17 4 −9 2 2 −1 0 0 0 0
0 1−2 1 4 −7 1 9 −7 −3 6 −1 −2 1 0 0 0 0 0 0 0

16
H10108[2] =
1
q20A4

0 0 0 0 0 0 0 1 −2 −1 5 −2 −5 5 1−4 3 0−2 1 0
0 0 0 0−1 1 4 −6 −6 14 3−19 5 14−11−1 6−5 1 2−1
0 0 1−3 0 11 −9−17 25 12−35 5 27−17 −5 11−7 0 3−2 0
0 1−3−1 12 −7−21 23 17−36 1 29−17 −7 15−8−3 7−2−1 1
1−3−1 11−7−17 21 10−28 6 19−15 0 10 −8 0 4−2 0 0 0
−1 1 5−5−7 13 3−16 6 10−11 1 6 −6 0 2−1 0 0 0 0
0 1−2−2 5 −1 −6 5 2 −5 3 1 −2 1 0 0 0 0 0 0 0

H10111[2] =
A4
q14

0 0 0 0 0 0 0 1 −2 −1 6 −1 −7 5 3 −5 2 1−2 1 0
0 0 0 0 −1 2 3−11 −3 22 −8−26 20 10−21 6 6−7 2 1−1
0 0 0−3 5 10−22 −9 49−12−51 45 22−43 16 16−16 4 4−3 1
1 0−6 7 17−29−17 59−11−65 47 25−55 15 20−24 4 6−5 1 0
0−5 3 15−22−18 46 −5−52 36 22−42 14 18−19 5 5−4 1 0 0
−1 2 5−9 −5 21 −4−22 19 9−20 7 8 −8 1 2 −1 0 0 0 0
0 1−2−1 6 −3 −6 8 0 −6 4 1 −2 1 0 0 0 0 0 0 0

H10113[2] =
1
q16

0 0 0 0 0 0 0 1 −4 1 13−15 −10 27 −6−17 12 2−4 1 0
0 0 0 0 −1 4 2−21 15 38−61−19 83−29−51 40 8−19 3 3−1
0 0 0 −4 9 7−44 30 77−108−32 152 −52−89 82 11−41 15 6−5 1
1−1−7 16 7−62 36 94−132 −48 172−59−107 92 10−48 17 6−6 1 0
0−3 10 6−44 23 81−94 −49 139−33−88 71 12−36 12 5 −4 1 0 0
−1 3 2−18 9 36−41−25 62 −12−40 28 7−14 3 2 −1 0 0 0 0
0 1−3 0 9 −8 −8 15 −2 −10 7 1 −3 1 0 0 0 0 0 0 0

H10114[2] =
1
q22A8

0 0 0 0 0 0 0 1 −3 0 9 −9 −7 17 −4−11 8 1−3 1 0
0 0 0 0 −1 2 4−12 −1 30−22−33 49 6−44 17 16−13 0 3−1
0 0 1 −4 2 14−25−10 65−34−71 88 20−83 27 32−26 −1 7−2 0
0 1−4 2 16−27−16 72−29−86 88 35−92 24 43−32 −3 13−4−2 1
1−4 2 14−24−11 60−24−65 70 23−67 21 26−23 1 6 −2 0 0 0
−1 2 4−12 −2 28−16−32 36 8−35 13 12−12 1 3 −1 0 0 0 0
0 1−3 0 9 −8 −7 15 −3 −9 8 0 −3 1 0 0 0 0 0 0 0

17
H10117[2] =
1
q24A12

0 0 0 0 0 0 0 1 −3 1 7−10 −2 15 −8 −8 9 0−3 1 0
0 0 0 0 −1 2 3−13 7 25−38 −9 57−25−37 34 8−17 2 3−1
0 0 1 −4 4 11−32 12 60−81−24 122 −50−81 73 18−40 6 9−3 0
0 1−5 5 14−40 12 76−94−41 150−46−108 85 30−52 7 14−6−1 1
1−4 5 11−33 12 64−79−37 125−35−89 64 21−36 5 7 −3 0 0 0
−1 2 2−14 8 29−43−18 67−19−46 32 11−16 2 3 −1 0 0 0 0
0 1−3 2 8−14 −2 21−10−10 10 0 −3 1 0 0 0 0 0 0 0

H10121[2] =
1
q16

0 0 0 0 0 0 0 1 −3 0 10 −9 −11 20 0−14 7 2−3 1 0
0 0 0 0 −1 3 2 −17 10 36−48 −28 74 −13−51 29 11−14 2 2−1
0 0 0 −3 8 6−40 22 80−99−52 151 −31−101 70 21−38 9 6−4 1
1−1−7 15 10−63 29 109−128−72 187 −38−128 90 24−52 15 8−6 1 0
0−4 11 10−52 20 99−101 −73 161−22−113 76 22−44 13 6 −5 1 0 0
−1 4 2−23 11 48−52 −39 83−10−59 35 13 −19 3 3 −1 0 0 0 0
0 1−4 1 13−14−11 25 −4−16 11 2 −4 1 0 0 0 0 0 0 0

H10122[2] =
1
q22A8

0 0 0 0 0 0 0 1 −3 0 9 −8 −8 15 −2−10 7 1−3 1 0
0 0 0 0 −1 2 4−13 −2 34−19−42 49 16−48 13 18−13 0 3−1
0 0 1 −4 3 15−29−14 78 −32−95 97 40−99 22 42−27 −3 8−2 0
0 1−5 3 20−34−24 93−28−120 103 59−118 19 58−39 −6 16−5−2 1
1−5 3 19−32−17 84−24−95 90 46−90 22 41−30 1 9 −3 0 0 0
−1 3 5−18 −4 42−21−54 49 19−54 13 19−17 0 4 −1 0 0 0 0
0 1−4 0 14−10−14 22 1 −15 10 2 −4 1 0 0 0 0 0 0 0

H10156[2] =
1
q20A10

0 0 0 0 0 1 −2 0 3 −4 1 5−5−2 5−1−2 1 0
0 0−1 1 2−5 3 4−10 6 9−13−2 12−3−6 3 1−1
1−2 1 4−7 4 7−16 8 16−20 −4 19−5−8 6 1−2 1
−1 1 1−5 4 4−14 6 14−16 −5 13−2−6 2 1−1 0 0
0 1−1 1 2−6 3 7 −8 −2 6 −1−2 1 0 0 0 0 0
0 0 0−1 0 2 −1 −1 1 0 0 0 0 0 0 0 0 0 0

18
H10158[2] =
1
q18A4

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 −2 −1 4 −1 −3 1 1 0 0
0 0 0 0 0 1 −3 1 7−12 −2 18 −9−11 9 1−4 0 0
0 0−1 1 2−8 5 14−24 −2 34−16−19 20 3−9 3 2−1
1−2 2 5−11 5 21−29 −8 43−17−25 24 1−11 5 1−2 1
−1 1 1−8 3 13−20 −9 29 −9−19 14 2 −7 2 1−1 0 0
0 1−2 1 6−7 −3 13 −4 −6 6 0 −2 1 0 0 0 0 0

H10160[2] =
A4
q14

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0−1 1 1−3 1 2−2−1 0 0
0 0 0 0 0 1−1−2 1 2−2−3 3 2−1−1 0 2 0
0 0−1 1 3−2−3 3 4−4−4 5 1−3−1−1 1 0−1
1−2−1 5−2−6 4 4−5−2 4 1 0 0−2 3 1−2 1
−1 0 3−1−3 3 2−3−1 2 0 0 0−2 1 1−1 0 0
0 1−1−1 2 0−2 1 1−1 1 0−1 1 0 0 0 0 0

H10162[2] =
1
q18A12

0 0 0 0 0 0 0 3 −1 0 5 0−2 3 1 0
0 0 0 0 −3 1 3−9 −1 8 −9−8 5 0−4−1
0 0 2−5 3 9−15 1 22−13−11 16 3−6 2 1
1 1−5 4 10−16 −1 25−11−15 14 4−6 0 1 0
0−3 2 6−12 −3 17−8−12 8 2−3 0 0 0 0
−1 1 2−5 0 7 −3−4 3 1 −1 0 0 0 0 0
0 1−1 0 2 −1 −1 1 0 0 0 0 0 0 0 0

H10163[2] =
1
q16

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 −1 −4 2 2 −4 −1 1 0 0
0 0 0 0 0 1−4 −1 14 −8−16 22 6−17 7 5−3 0 0
0 0−1 2 4−11−2 27−16−32 35 8−34 11 11−11 1 3−1
1−3 1 9−15 −7 36−13−37 40 12−36 16 11−15 5 2−3 1
−1 2 4−10 −3 22−9−25 23 8−24 9 8 −9 2 2−1 0 0
0 1−3 −1 9 −5−9 12 1 −9 6 1 −3 1 0 0 0 0 0

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H10164[2] =
1
q16A8

0 0 0 0 0 0 0 3 −3 −4 8 1−6 1 1 0
0 0 0 0 −3 1 9−13−12 23 1−19 4 6−2−1
0 0 2−6 1 21−18−22 41 6−31 10 12−6 0 1
1 2−7 1 21−18−26 35 8−33 6 11−7−1 1 0
0−5 2 14−14−16 26 5−20 6 6 −3 0 0 0 0
−1 2 5−8 −6 13 0 −9 3 2 −1 0 0 0 0 0
0 1−2−1 4 −1 −2 1 0 0 0 0 0 0 0 0

H10165[2] =
1
q22A16

0 0 0 0 0 0 0 3 −3 −4 7 1−5 1 1 0
0 0 0 0−1 −1 7 −2−15 12 13−15−4 8 1−1
0 0 1−2−2 12 −2−21 14 19−18 −9 9 2−3−1
0 1−3−3 12 −4−22 14 17−17 −6 9 0−1 1 0
1−3−1 11−5−16 14 11−13 −2 5 −1 0 0 0 0
−1 1 5−4−8 9 5 −8 0 2 −1 0 0 0 0 0
0 1−2−2 4 0 −2 1 0 0 0 0 0 0 0 0

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