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Abstract. We present an analysis of the complex associated system of the high-redshift QSO HE 2347-4342. Absorption
features of H , C , C , N , and O  with up to 16 components occur in the optical spectral range located up to 1500 km s−1
redwards from the emission line. Apparently, C  and N  show the line locking effect. A quantivative analysis of the line
distribution comparing simulated spectra with randomly distributed doublets reveals, however, no statistical evidence for its
physical reality. Using photoionization calculations to emulate the observed ion column densities we constrain the quasar’s
spectral energy distribution. Absorbers in the velocity range of 200 − 600 km s−1 can be modelled successfully with a spectral
index of α ∼ −3 at energies higher than 3 − 4 Ryd, which is an energy distribution similar to the QSO continuum suggested
by Mathews & Ferland (1987). The analysis of a group of high velocity absorbers (v > 1300 km s−1) leads to a harder energy
distribution. The large amount of helium (log NHe ii > 16.3) associated with these absorbers implies that they are responsible
for the observed absence of the proximity effect (Reimers et al. 1997). Clouds located more distant from the quasar may be
shielded from the high energy part of the quasar continuum due to optically thick absorption shortward of 228 Å by the high
velocity absorbers. A group of absorbers with 900 < v < 1200 km s−1, in particular a cloud at 1033 km s−1, which has the most
reliable column density measurements, can be modelled neither with photoionzation nor under the assumption of collisionally
ionized gas. Possible explanations are a multiphase medium with a mixture of photo and collisionally ionized gas and/or gas in
non-equilibrium.
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1. Introduction
Absorption complexes with zabs ∼ zem are apparently associ-
ated with the QSO. These so-called associated absorption sys-
tems are characterized by highly ionized absorption lines and
are generally defined by the criterion that the velocity relative
to the quasar is less than 5000 km s−1 (Weymann et al. 1979,
Foltz et al. 1986, 1988). Obviously, the absorbing material be-
longs to the inner region of active galaxies. Studies of associ-
ated systems have potentially important implications for galaxy
formation and evolution. The gas dynamics and velocity fields
of the flows in the central region are still a matter of debate.
The metalicities of these systems are solar to several times so-
lar (Wampler et al. 1993). High metalicities would agree with
predictions of galactic chemical evolution (Hamann & Ferland
1993).
In contrast to normal intergalactic absorption line systems,
which are formed in intervening gas clouds at distances cor-
responding to their cosmological redshifts, associated systems
typically show strong high ionization lines from O  and in
particular N  which are rarely detected in intergalactic ab-
sorption line systems. Obviously, the origin of the high ioniza-
Send offprint requests to: C. Fechner
⋆ Based on observations made with the VLT/Kueyen telescope
ESO, Paranal, Chile
tion is the hard, nonthermal EUV radiation of the parent QSO.
Therefore, column density ratios of C , C , Si , O , and
N  combined with photoionization calculation should – at least
in principle – allow to estimate the EUV energy distribution of
the QSO which is otherwise largely unobservable.
The high-redshift quasar HE 2347-4342 (zem = 2.885,V =
16.1) was discovered in the course of the Hamburg/ESO Survey
(HES; Reimers & Wisotzki 1997). A strong associated system
with absorption components up to 1500 km s−1 redwards from
the QSO emission line redshift is observed in highly ionized
metal lines. In this paper we present a detailed analysis of the
absorption characteristics and the inferences on the spectral en-
ergy distribution of the QSO.
In absorbing gas clouds close to the QSO, radiation pres-
sure due to absorption by strong resonance lines and therefore
line locking can play a role, and this appears to happen in the
complex associated system of HE 2347-4342. Line locking oc-
curs if the velocity separation between two absorbing clouds is
equal to the velocity separation of a doublet splitting (Scargle
1973; Braun & Milgrom 1989). Aside from the incidence in
stars this effect has been observed mainly in BAL–QSOs (Foltz
et al. 1987; Vilkoviskij & Irwin 2001). However, it also occurs
in other AGNs with associated systems (e.g. Srianand 2000;
Srianand et al. 2002). With our analysis of the C  and N 
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complex associated system of HE 2347-4342 we shall perform
a statistical test in order to clarify whether the apparent line
locking has a physical basis or the line coincidences are within
the expectation in a random distribution of a rich associated
system with up to 16 components.
The strong associated system of HE 2347-4342 also seems
to be responsible for the observed absence of a He  proximity
effect in this QSO (Reimers et al. 1997) which would imply that
at least one of the components of the associated system is opti-
cally thick to radiation shortward of 228 Å. If the correspond-
ing clouds were closer to the QSO than other components, the
radiation shortward of 228 Å would be invisible for the more
distant absorbers. This could be observable and our analysis at-
tempts to reveal whether some subcomponents “see” a softer
ionizing radiation field than others.
2. Observations
HE 2347-4342 was observed with the UV-Visual Echelle
Spectrograph (UVES) at the second VLT Unit Telescope
(Kueyen) during four nights in October and November 2000.
Twelve individual exposures with integration times of 3600 s
were made using the standard settings for the central wave-
lengths of 3460/4370 Å in the blue and 5800/8600Å in the
red. The slit width was 1 arcsec leading to a spectral resolution
of about 40 000.
The data reduction was performed at Quality Control
Garching using the UVES pipeline Data Reduction Software
(Ballester et al. 2000). Finally, the vacuum-barycentric cor-
rected spectra were co-added resulting in a signal-to-noise ratio
of about 100.
Additional data are available in the wavelength range
1600 − 3300 Å obtained with the Faint Object Spectrograph
(FOS) onboard of Hubble Space Telescope (HST) in high reso-
lution mode (R ∼ 1300) on June 7, 1996. The wavelength range
1150 − 1450 Å is covered by observations with the Goddard
High Resolution Spectrograph (GHRS) also onboard of HST
on June 11 and 14, 1996 with a resolution of 2000 and a total
exposure time of 21 100 s. Because of the poor signal-to-noise
ratio we do not use the FOS and GHRS data for a quantitative
analysis.
3. The associated system
As Reimers et al. (1997) noted, HE 2347-4342 shows no prox-
imity effect, but a strong associated system. Absorption lines of
H , C , C , N , and O  observed in the UVES portion of
the spectrum, O , Ne , and Ar  observed with FOS and
even He  are clearly visible covering a redshift range from
2.877 – 2.904. The components are spread up to 1500 km s−1
redwards from the QSO redshift. Within the associated system
we distinguish three groups of absorption features. One group
covers the velocity range 200 < v < 600 kms−1, the others
span the intervals 800 < v < 1200 kms−1 and 1200 < v <
1600 kms−1, respectively (see Fig. 1).
The QSO redshift of z = 2.885 ± 0.005 was estimated by
Reimers et al. (1997) modelling the O  emission line. Efforts to
improve this value measuring additional emission lines failed,
Fig. 1. Absorption line profiles arising in the associated system
of HE 2347-4342. The velocity v = 0 km s−1 corresponds to the
QSO redshift z = 2.885. The numbers indicate the absorption
features included in the analysis of the spectral energy distribu-
tion (see Table 3 in Sect. 5).
since we do not observe unblended lines of elements in low
ionization stages except O . We find zem ∼ 2.89 consistent with
the adopted value.
The parameters of the observed absorption lines were esti-
mated with the line fitting program CANDALF developed by
R. Baade. It performs simultaneously a Doppler profile line fit
and continuum normalization. Compared to an apriori contin-
uum determination the continuum level in spectral regions with
many lines can be estimated more reliably. This is an advantage
in modelling absorption lines of hydrogen, C , and O which
are located in the Lyman α forest, while the continuum is well
defined in spectral regimes where the metal components C 
and N  arise.
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Fig. 2. The H  Lyman series of the associated system upto Ly9.
The solid line represents the models calculated from the es-
timated line parameters. The parameter estimation was per-
formed with simultaneous Doppler profile fitting. Absorption
features considered in this procedure are indicated by big thick-
marks. The small thickmarks indicate the position of the other
lines. The numbers refer to Table 2 indicating the features in-
cluded in the SED analysis.
Figure 1 shows line profiles and fits to the data of the ions
visible in the UVES spectrum. In order to estimate the hydro-
gen line parameters correctly, we have performed a simultane-
ous fit considering the Lyman series up to Lyǫ. Though higher
order lines of the Lyman series are detected, they were not in-
cluded in the parameter estimation. Blending with Lyman se-
ries lines of a Lyman limit system at zLLS ∼ 2.735 and Lyα
forest absorption lines lead to corrupted and thus unusable pro-
files. The hydrogen data and the model are shown in Fig. 2.
4. Line Locking
Line locking is an effect where the velocity separation between
two absorbing clouds is equal to the separation (in km s−1) be-
tween two resonance transitions. The physical explanation is
based on the idea that absorbing clouds are accelerated due to
the influence of a central source with resonance line absorp-
tion as main acceleration mechanism. Then line locking of two
gas elements is reached by a reduction in the flux that accel-
erates the more distant gas element because of line absorption
produced by the gas closer to the central source.
There are two suggestions how to stabilize the state of line
locking, which can be applied to either clouds ejected from the
source (Scargle 1973) or infalling as well as outflowing mate-
rial (Braun & Milgrom 1989) . The latter would explain the
structure of the associated system of HE 2347-4342, if line
locking could be confirmed, since its components redwards of
the QSO redshift indicate infalling material.
Considering only absorption features with redshift z ≥
2.885, we found 16 doublets of C  and 12 of N  in the spec-
trum of HE 2347-4342. Among them there are 6 candidates for
line locking in C , and 3 in N . The complex system of N 
might show another pair of apparently locked doublets, though
one is bluewards of the QSO emission redshift at z = 2.878.
To restrict these provisional selected candidates to pairs which
may be physically locked, we apply a criterion concerning po-
sition and width of the involved doublets. The velocity distance
between two doublets should be equal to the velocity splitting
∆vion of the doublet components which is ∼ 499 km s−1 for C 
and ∼ 962 km s−1 for N . We formulate an overlap criterion of
the form
|(v2 − v1 − ∆vion)| − 12 (FWHM1 + FWHM2) < 0 , (1)
where FWHMi = 2
√
ln 2 · bi is the line width of the partici-
pating doublets i = 1, 2. Applying this criterion, the previously
selected candidates are confirmed.
To examine whether the observed line overlaps are only co-
incidental or statistically evident we introduce the correlation
function ξ(∆v), which compares the number nobs of observed
overlapping doublets satisfying Eq. (1) with the expected num-
ber nexp of coincidences in a randomly generated spectrum:
ξ(∆v) = nobs
nexp
− 1 . (2)
We derive nexp from Monte Carlo simulations. In accordance
with observations, a number of doublets was distributed ran-
domly over a redshift range 2.87 ≤ z ≤ 2.91. We also simulate
a random set of corresponding b-parameters matching the ob-
servations with 3 ≤ b ≤ 30 km s−1. The number of pairs satis-
fying our line locking criterion are counted. This procedure is
repeated 10 000 times for C  and N .
As can be seen from Table 1, the number of expected co-
incidences depends on the line width interval. The broadest
C  absorption feature is a weak doublet at v = (1260.6 ±
5.7) km s−1 with b = (33.1 ± 12.7) km s−1, which is not among
the line locking candidates. Also the broadest N  doublet,
b = (30.4 ± 2.2) km s−1 at v = (961.3 ± 1.8) km s−1, which
is strongly blended but clearly identified by our profile fitting
procedure, shows apparently no line locking effect. Most of the
observed doublets are at least 10 (C ) or 5 km s−1 (N ) nar-
rower. Therefore we simulate doublets within several ranges
of b-parameters. The N  simulation with 7 km s−1 as lower
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Table 1. Results of the Monte Carlo Simulation. Correlation
between the number of observed doubletpairs satisfying Eq.
(1) nobs and the simulated number of coincidences nexp with
b-parameters in the given range. ξ denotes the correlation func-
tion and σξ=0 its 1σ- Poisson error.
Ion nobs nexp ξ σξ=0 b (km s−1)
C iv 6.0 5.1901 0.1560 0.4913 3 . . . 30
C iv 6.0 3.6030 0.6653 0.8339 3 . . . 20
Nv 3.0 2.2047 0.3607 0.8303 3 . . . 30
Nv 3.0 1.8650 0.6086 1.0408 3 . . . 25
Nv 3.0 2.1380 0.4032 0.8662 7 . . . 25
limit is included because the narrowest doublet has a width
of b = (8.2 ± 0.8) km s−1 while the narrowest C  component
shows b = (4.1 ± 0.9) km s−1
We find values of the correlation function only slightly
above 0 in all cases. Thus, we conclude that there is no sta-
tistical evidence for line locking in the associated system of
HE 2347-4342. As expected, the number of simulated conin-
cidences increases if the b-parameter range includes broader
lines. But the given intervals do not lead to significantly larger
values of ξ. In addition, there are restrictions to the number
of observed C  coincidences, since saturated lines are in-
volved in 3 out of 6 doublet pairs. Saturation might cause
ambiguous results from Doppler profile fitting, i.e. the col-
umn density might be overestimated while the b-parameter is
too small or vice versa. Excluding the two saturated C  dou-
blets and performing Monte Carlo simulation again yields 2.82
(4.06) simulated coincidences with line widths 3.0 ≤ b ≤
20.0 (30.0) km s−1 in comparison to 3 observed pairs of dou-
blets.
Smette et al. (2002) also noted the apparent state of line
locking, which seemed to them surprising. We confirm the ap-
parent state implying the line locking effect is present but we
found no statistical evidence. Thus, the observed structure of
absorbers is consistent with a stochastic origen and we cannot
draw conclusions on the role of radiative acceleration in the
kinematics of the absorbing clouds.
5. Spectral energy distribution
Direct observations of the spectral energy distribution (SED)
of QSOs are difficult. Especially the position of the so called
“big blue bump” is hidden by galactic absorption. To get more
information composite spectra are generated by co–adding dif-
ferent spectra in the AGN rest frame (e.g. Zheng et al. 1997;
Telfer et al. 2002). Even though there are hints that a peak of
the energy spectrum of quasars occurs near the Lyman limit
(an example is the z = 0.158 quasar 3C273, Kriss et al. 1999),
individual sources can show substantially different energy dis-
tributions in the extreme-UV (e.g. Reimers et al. 1998). In the
case of HE 2347-4342 Telfer et al. (2002) found an extremly
hard EUV continuum (i.e. α = 0.56) at rest-frame wavelengths
of about 500−1200 Å. Reimers et al. (1998) observed the SED
of HE 2347-4342 up to a frequency of log ν0 = 16, which cor-
Fig. 3. Observed spectral energy distribution log(νLν) [erg s−1]
versus rest frequency of HE 2347-4342. The UV continuum de-
rived for the dereddened spectrum has been corrected for con-
tinuum absorption of the Lyman limit system. An additional
correction for the cumulative H  continuum absorption of Lyα
clouds with log N(H i) ≤ 16 cm−2 is indicated by the dotted line
(adopted from Reimers et al. 1998).
responds to a wavelength of 300 Å, in the QSO rest frame. Part
of their figure 2 is shown in our Fig. 3. Obviously, the SED in-
creases up to the highest observed frequencies and the turnover
does not occur until a rest frame frequency of 1016.0 Hz, which
corresponds to an energy of about 3.0 Ryd.
An associated system provides the opportunity to constrain
the SED indirectly. The task is to model the column densities
of observed ions by means of a photoionization code assuming
a suitable QSO spectrum that matches the observed part of the
SED. The more different ions are observed the more reliably
the energy distribution can be modelled. Abundance effects can
be avoided or at least minimized if several ionization stages of
the same element are observable. The associated system inves-
tigated here shows features of carbon in two different ionization
stages for at least 6 absorbers.
5.1. Remarks on individual systems
We concentrate our study on 12 absorbing components de-
tected in the associated system, which are visible at least in
two different ions of H , C , N , and O . Absorption fea-
tures of different ions with a velocity separation of less than
10 km s−1 were assumed to arise from the same cloud. Table 2
summarizes the observed ions and their mean velocity. Apart
from absorbers 7 and 11, one feature per ion is observed for
every absorbing cloud. Number 7 shows saturated lines of C 
and O  and at least two components of N . We add up all
column densities in the velocity range 900 < v < 1000 km s−1
to one artificial absorber. Absorption in the velocity range of
1300 − 1400 km s−1 (number 11) consists of at least two com-
ponents visible in C  and N . The corresponding H  lines are
blended and even in Lyǫ one component is still saturated. For
each ion we use the total column density of all components in
this velocity range. For non-detectable ions an upper limit is
derived. Altogether, components of H , C , C , N , O ,
and Si  are considered in this analysis. Their measured col-
umn densities are listed in Table 3.
Since our method depends crucially on the column density
values and their errors, we add some remarks about the relia-
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Table 3. Measured column densities of the absorbers considered in the SED analysis. Absorbers 7 and 11 consist of several
sub-systems (a, b, c, d, see Fig. 1), whose column densities were added to one value.
Absorber log NHI log NC iv log NC iii log NNv log NOvi log NSi iv
1 14.03 ± 0.01 12.25 ± 0.21 12.33 ± 0.25 < 11.62 < 12.15 < 11.07
2 12.92 ± 0.13 12.44 ± 0.15 11.40 ± 1.60 12.90 ± 0.12 14.50 ± 0.03 < 11.08
3 14.33 ± 0.08 13.57 ± 0.01 11.52 ± 1.21 13.93 ± 0.01 15.04 ± 0.08 < 11.07
4 14.49 ± 0.07 13.72 ± 0.02 12.08 ± 0.46 13.87 ± 0.02 14.93 ± 0.07 < 11.08
5 12.64 ± 0.15 12.12 ± 0.29 < 11.29 12.64 ± 0.22 14.06 ± 0.10 < 11.07
6 11.88 ± 0.28 12.87 ± 0.04 < 11.55 < 11.65 12.85 ± 0.18 < 11.08
7 14.34 ± 0.13 15.09 ± 0.12 < 13.91 14.08 ± 0.07 15.34 ± 0.07 < 11.08
a ... 13.05 ± 0.05 ... ... ... ...
b ... 14.90 ± 0.18 ... 14.53 ± 0.09 ... ...
c ... ... ... 14.02 ± 0.11 15.48 ± 0.14 ...
d ... 14.64 ± 0.11 ... 13.83 ± 0.10 14.60 ± 0.06 ...
8 13.05 ± 0.04 14.01 ± 0.02 12.70 ± 0.31 13.36 ± 0.03 14.25 ± 0.04 < 11.08
9 14.02 ± 0.65 < 11.42 − < 11.64 13.92 ± 0.26 < 11.08
10 14.77 ± 0.19 12.80 ± 0.25 − 12.86 ± 0.12 15.08 ± 0.05 < 11.07
11 15.95 ± 0.02 13.76 ± 0.03 12.41 ± 0.27 13.46 ± 0.04 (> 14.92) < 11.07
a ... 13.32 ± 0.04 11.65 ± 0.86 13.01 ± 0.07 ... ...
b ... 13.51 ± 0.03 12.33 ± 0.27 13.27 ± 0.04 ... ...
c ... 12.64 ± 0.18 ... ... ... ...
12 16.02 ± 0.03 13.66 ± 0.03 < 13.14 13.42 ± 0.04 (> 14.62) < 11.11
Table 2. Mean absorber position and ions included in the SED
analysis. The given velocity is the weighted mean of the posi-
tion of all visible ions estimated by Doppler profile fitting, or
the center of the velocity interval in which all column densities
are added (Absorbers number 7 and 11). Ions in parenthesis are
detected but not considered in the SED fitting procedure.
Absorber v (km s−1) Ions
1 345.1 ± 1.3 H i,C iv,C iii
2 405.1 ± 2.0 H i,C iv,C iii,Nv,Ovi
3 462.1 ± 0.7 H i,C iv,C iii,Nv,Ovia
4 509.7 ± 0.5 H i,C iv,C iii,Nv,Ovia
5 560.8 ± 4.3 H i,C iv, (C iii)b,Nv,Ovi
6 850.5 ± 0.6 H i,C iv, (C iii)b,Ovi
7 950.0 ± 50.0 H i,C iva, (C iii),Nv,Ovia
8 1033.3 ± 0.4 H i,C iv,C iii,Nv,Ovi
9 1173.4 ± 3.0 H i,Ovi
10 1258.9 ± 3.0 H i,C iv,Nv,Ovia
11 1350.0 ± 50.0 H ia,C iv,C iii,Nv, (Ovi)a
12 1467.8 ± 0.4 H ia,C iv, (C iii)b,Nv, (Ovi)a
a saturated
b blended
bility of the derived values and their effects on the estimation
of the SED.
Absorber 1: An unblended Lyα line is detected with well-
determined column density. The carbon features are only weak
but both C  and C  appear to be unblended.
Absorber 2: The weak hydrogen feature is blended. Thus,
its column density is not well defined. Carbon and nitrogen are
weak as well but at least unblended in one component. The cor-
responding O  doublet starts to be saturated, but nevertheless
the b-parameter and therefore the column density can still be
estimated confidently.
Absorbers 3 & 4: The Lyα lines are severly blended, but
the corresponding Lyβ features are resolved well. O  suffers
from saturation in both components. Nevertheless, they can be
modelled with reasonable line widths – (17.7 ± 1.4) km s−1 for
number 3 and (16.8 ± 1.6) km s−1 for number 4, so that even
the derived column density values are considered to be reli-
able. One doublet component of C  and N , respectively, is
unsaturated and unblended.
Absorber 5: The weak and partly blended H  absorption
feature leads to an uncertain hydrogen column density in this
case. C  and N  show only weak features as well without hav-
ing line blending problems. C  is severly blended and cannot
be identified unambiguously. Thus, it is not included in the fit.
Absorber 6: A weak but unblended H  feature is detected.
Features of C  and O  can be clearly identified at least in the
first doublet component. C  is severly blended and therefore
excluded from the fit.
Absorber 7: The hydrogen column density is estimated us-
ing the Lyβ feature since Lyα is saturated. Both components
of C  as well as O  suffer from saturation, which may lead
to uncertainties of the estimated column densities of this com-
bined absorber complex. C  is heavily blended and not in-
cluded in the fit. The estimation of the N  column density is
straight forward since at least one component per doublet is un-
saturated. All metal lines show absorption features of at least
two components. For the analysis we use the added column
density values.
Absorber 8: Unblended and unsaturated features are ob-
served in all detectable ions. Therefore, it is supposed to be an
excellent absorber for our attempt to model the radiation field.
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Absorber 9: Since the hydrogen absorption feature is
blended in Lyα as well as in higher order Lyman lines, its col-
umn density is rather uncertain. The first doublet component of
O  is blended with Lyα forest lines, but the second is clearly
detectable. Absorption features of carbon and nitrogen are not
detected. Thus, this absorber provides only little information to
constrain the SED.
Absorber 10: Only weak features of C  and N  are de-
tected. C  cannot be isolated and O  is saturated in both com-
ponents. Also Lyα is saturated and even blended. Therefore, the
estimation of the hydrogen column density is performed using
the unsaturated features of Lyγ and Lyδ.
Absorbers 11 & 12: Strong hydrogen absorption is ob-
served. The blend of the two components is resolved for Lyγ
and higher orders, and in Lyǫ the features appear only slightly
saturated. For this reason, we fit the Lyman series from Lyγ
to Lyǫ for the column density determination. As can be seen
from Fig. 2, the estimated parameters are consistent with the
observed line profile up to Ly 9. The absorption features of
C  and N  are unblended in at least one doublet component.
Absorber 11 shows at least two sub-systems in carbon and ni-
trogen, whose column densities values are added up for analy-
sis.
More crucial is the detection of O , because two heavily
saturated absorption troughs are observed at the correspond-
ing wavelengths. Since there is a metal line system with C ,
Si  and Si  observed at z ∼ 2.3132, at least the first ab-
sorption feature contains hydrogen as well. The correspond-
ing Lyβ is located in the portion of the spectrum where the
flux is extremely reduced due to a Lyman limit system on
the line of sight. Despite the low signal-to-noise ratio an ab-
sorption feature at the exspected position is clearly detected.
A simultaneous fit of Lyα and Lyβ reveals that the features
can be described by hydrogen absorption with a column den-
sity of log N = 15.30 ± 0.09 and a Doppler parameter of
b = (75.3±3.4) km s−1, requiring no additional absorption from
metal lines. Proceeding analogously with the second absorption
trough, we find log N = 15.14±0.14 and b = (55.6±3.9) km s−1
for Lyα and Lyβ at z ∼ 2.3318. In this case Lyβ is located as
well in the low flux part of the spectrum, bluewards from the
Lyman limit, and is blended with a strong lower redshifted Lyα
forest line.
One should keep in mind that both considered H  lines are
heavily saturated and the portion of the spectrum with Lyβ suf-
fers from a poor signal-to-noise ratio (S/N ∼ 7). Thus, the exis-
tence of at least one or two O  doublets in the Lyα absorption
troughs cannot be ruled out completely. The column densities
derived for the O  doublets of absorbers 11 and 12 are based
on the assumption that both components are saturated. We con-
sider the derived values as limits and consequently not include
them into the data for the fitting procedure described in Sect.
5.2.
5.2. Model assumptions and fitting procedure
Using the photoionization code CLOUDY 94.00 (Ferland
1997) we compute grids of models for the considered column
densities. An absorbing cloud is modelled as a plan-parallel
slab of constant density illuminated on one side by the ioniz-
ing radiation field. As input parameters the shape of the QSO
continuum, element abundances, total hydrogen density nH and
the ionization parameter U are required. We adopt a spectral
energy distribution parameterized as power law fν ∝ να with
turnover energies Et between 2.0 − 25.0 Ryd and slopes in the
range of 0.0 ≥ α ≥ −9.0. Thus, the incident continuum has the
form:
fν ∝

ν−1.0 (E ≤ 2.0 Ryd) ,
ν+0.5 (2.0 Ryd ≤ E ≤ Et) ,
να (Et ≤ E ≤ 103 Ryd) ,
ν−2.0 (103 Ryd ≤ E) .
The low energy part of the assumed distribution mimics the
observed part of the SED shown in Fig. 3. HE 2347-4342
is observed with HST instruments up to 3 Ryd and with the
Far Ultraviolet Spectroscopic Explorer (FUSE) up to 3.5 Ryd
(Kriss et al. 2001) showing no turnover in the obtained data.
Thus, realistic models should lead to a turnover energy of
Et > 3 Ryd.
The elemental abundances are assumed to be solar and are
taken from Grevesse & Sauval (1998). Solar metalicities or
even higher values seem to be typical for QSO environments
(Hamann & Ferland 1999). The total hydrogen density is set
to 10−2 cm−3. Test calculations with CLOUDY show that the
considered column densities weakly depend on this parameter
in the range of −4 ≤ log nH ≤ 3. The slab geometry as well
as the constant density assumption serves as a first step ide-
alization. The true physical conditions in this multicomponent
system are probably more complicated and density fluctuations
may be relevant.
The ionization parameter is defined as the ratio of the
hydrogen-ionizing photon density to the hydrogen density:
U =
Q(H)
4πr2nHc
, (3)
where Q(H) is the number of hydrogen ionizing photons emit-
ted by the central source and r is the distance between source
and the illuminated face of the cloud. The ionization parameter
fixes the radiation flux at the location of the cloud. It is varied
as a model parameter in the range −4.0 ≤ log U ≤ 1.0.
We fit the observed column density ratios to our model-
grids. In this step turnover and slope of the incident spectrum
are still fixed and only the ionization parameter is varied. The
fit is performed as a χ2- minimization. All observed column
density ratios of metal lines to hydrogen contribute to the χ2-
function weighted by their errors resulting from the line profile
fitting procedure. Thus, the function to be minimized is
χ2 =
m∑
i=1

log
(
Ni,obs/NH i,obs
) − log (Ni,mod/NH i,mod
)
√
(∆ log Ni,obs)2 + (∆ log NH i,obs)2

2
, (4)
where m is the number of observed metal ions per absorber.
The observed upper limits give an opportunity to check the ob-
tained results a posteriori. For every absorber we yield opti-
mized ionization parameters and χ2-values for each combina-
tion of turnover energy and slope.
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Fitted column density ratios are retransformed into column
density values, which can be compared directly to the observed
quantities. A comparison between observed limits and mod-
elled column densities is performed to confirm the quality of
the fit. Therefore we compute the fraction x describing the dif-
ference between derived column densities and their limits:
xi =
log Nfit, i
log Nlim, i
− 1. (5)
This is done for all observed limits i of every absorber. The
fraction x is negativ if the modelled column densities are
smaller than the derived limits. In the following, the limit con-
sistency (LC) check refers to this equation.
To quantify the quality of the fit we compute a goodness-
of-fit parameter Q(χ2|ν), the probability that the observed min-
imum is larger than the value χ2 even if the model is correct.
Here, ν denotes the number of degrees of freedom, which we
set to n − 1, where n is the number of observed ions per ab-
sorber including H . A goodness-of-fit parameter near 1 would
confirm the correspondig model as a reasonable description,
while Q ∼ 0 implies that the model is most probably incorrect.
Our models do not consider contributions of other radia-
tion sources like the intergalactic background and local sources
(e.g. stars). It is assumed that other radiation sources are neg-
ligible for the associated system. The modelled SEDs concen-
trate on the observed energy range and the slope just after the
turnover energy. Contributions of the hard X-ray band are not
considered. The SED of 3C 273 is observed to drop down at
νrest ∼ 1015.6 Hz and increases again at ∼ 75 Ryd (Kriss et al.
1999). The behaviour of the SED of HE 2347-4342 in this en-
ergy range is totally ignored, since it is not known as X-ray
source.
5.3. Results
The results are illustrated in Figs. 4 and 5. The contours of
95.4 % (2σ) and 99.73 % (3σ) confidence are shown. Since the
incident continuum shapes are only determined by the posi-
tion of the turnover and the steepness of the slope, different
combinations of these two parameters with the same ionizing
flux can lead to similar column densities. The parameters of
the SED resulting from the best fits of each absorber and the
corresponding values for the goodness-of-fit are listed in Tab.
4. We discuss the absorbers following the observed grouping in
the spectrum.
Constraints derived from absorber 1 are very weak, since
only two column density ratios contribute to the fit, each of
them with large error bars. Consequently, this absorber is ex-
cluded from further discussion. Similar regions with turnover
energies less than 6 Ryd are covered by absorbers 2 – 5 with
2σ confidence. Altogether, absorbers 1 – 5 constrain the pa-
rameters of the incident spectrum to have a turnover energy of
∼ 4.0 Ryd with a slope of about −3. The inclusion of the Si 
column densities reveals that the modelled values for absorbers
3 and 4 exceed the observed upper limits by about 10 % and
flatter slopes would be preferred.
For absorber 6 the 2σ confidence region is located at the
lower left part of the parameter space with respect to absorbers
Fig. 4. Results for the parameters slope and turnover energy
of the adopted SED for absorbers 1 – 9. The numbers of the
absorbers refer to the numerical order in Table 2. The panels
show 2σ (dark grey) and 3σ (light grey) confidence contours,
respectively.
Fig. 5. 2σ and 3σ confidence regions of the parameters for the
absorbers 10 – 12 (upper panels). The lower panels show the
same confidence regions for the high velocity absorbers 11 and
12 under the assumption of larger H  column densities. Note
the different axes range for absorber 10 and with respect to Fig.
4.
2–5. Despite the higher velocity it may belong to the group
1 – 5 even though the minization of the χ2-function leads to
α ∼ −8, a significantly steeper slope. For these parameters the
modelled N  column density exceeds the observed upper limit
by ∼ 13 %. Considering the spectral parameters of absorber
10, it might even belong to this complex of absorbers but with
an about 3 times larger velocity. Its confidence contours are
shown in the left panel of Fig. 5. The 2σ region reaches from
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Table 4. Best fit results and goodness-of-fit parameters. Results
for 11a and 12a were obtained under the assumption of larger
H  column densities. Absorbers 1 and 9 show only 2 and 3
different ions, respectively. Therefore, the χ2 is low for all pa-
rameters and a reliable description is impossible.
Absorber Q(ν|χ2) Et(Ryd) α log U
1 1.0 ? ? ?
2 0.9302 3.0 −3.0 0.10
3 0.9098 4.0 −3.0 −0.85
4 0.9835 4.0 −3.0 −1.10
5 0.9852 4.0 −4.0 −0.15
6 0.9900 3.0 −8.0 0.50
7 3 · 10−6 3.0 −4.0 −0.55
8 0.0 3.0 −7.0 0.20
9 1.0 ? ? ?
10 0.4699 8.0 −3.0 0.05
11 1 · 10−17 25.0 0.0 −2.10
12 2 · 10−11 25.0 0.0 −2.15
11a 0.0016 25.0 0.0 −1.25
12a 0.0033 25.0 0.0 −2.20
flat slopes with low turnover energies to steep spectra with Et ∼
10 Ryd. We yield the best fit at α ∼ −3 and a turnover energy
of 8 Ryd with 47 % confidence.
The results derived from absorbers 2–6 lead to Q > 0.90 in
all cases implying high statistical significance. We find larger
values of Q at decreasing minimal χ2 and less degrees of free-
dom. This behaviour would be exspected since less measured
column density ratios lead to better fits although not necessarily
to better models if the observed limits are included. Thus, the
derived goodness-of-fit parameters become more meaningful
the larger the number of contributing ions are, or in connection
with the LC check results.
The constraints of the radiation field parameters derived
from absorbers 7 – 9 are inconsistent considering either the fit
results or the upper limit restrictions. Number 7 demands low
turnover energies and a slope of about −3 with 3σ confidence.
The LC check restricts the allowed parameters region to slopes
flatter than −2.0 at the same tunover energies. The analysis of
absorber 8 leads to α ∼ −4 and Et ∼ 2 Ryd, where the mod-
elled Si  column density is about 9 % larger than the observed
limit. The value of Q is in the order of 10−20 indicating prob-
lems with the adopted model. Since the SED is observed to
increase up to 3 Ryd, the estimated turnover energy is unreal-
istic. Considering this, the best model rises up to ∼ 3 Ryd but
yields no countable goodness-of-fit parameter.
No confidence contours are plotted for absorber 9 since
only two measured ions lead to sufficient small χ2-values for
all parameters. The LC check considering Si  points to the
upper right part of our parameter region, where the modelled
column densities of C  and N  exceed the observed limits
up to about 12 %. Their LC checks lead to models with α = 0.
Since only two measured column density values mean one ratio
constituting the fit, the obtained results are missing any statis-
tical significance and will not be further discussed.
Fig. 6. Parameter combinations producing a flux below
RASS detection limit 2 · 10−13 erg s−1 cm−2, below 10−12 and
10−11 erg s−1 cm−2.
Considering absorbers 7 and 8, the ionizing radiation
source seems to turn over at ∼ 2 Ryd with a slope about
−3 . . . − 4. This contradicts the observed flux distribution (Fig.
3). Even the best results from the fitting procedure suffer from
high χ2-values and lead to large residuals, indicating problems
with the model asumptions. Applying the LC check best re-
sults would be expected at high turnover energies or flat spec-
tral indices, contradicting the fitting results. Especially the es-
timated column densities of system 8 are supposed to be very
accurate since all ions show unblended absorption features as
can be seen from Fig. 1. Thus, the effective ionizing radiation
might be different from the model. Possibly, the QSO radiation
is strongly shielded by the absorbers 9 – 12. If collisional ion-
ization or shock heating were important completely different
results would be expected.
For the high velocity lines, absorbers 11 and 12, we find
flat slopes and large turnover energies shown in the upper right
panels of Fig. 5. The spectral flatness of the most confident con-
tinua at the highest turnover energies considered in our model
grid and the LC check indicate that even 25 Ryd does not de-
scribe the SED correctly and spectra with a turnover at higher
energies would improve the fit. This idea is supported as well
by the very low confidence of the best fits, yielding goodness-
of-fit parameters of 10−17 and 10−11, respectively. The energy
of 25 Ryd corresponds to a wavelength of ∼ 37 Å, which is
already in the spectral range of soft X-rays. The ROSAT all-
sky survey (RASS) detected no X-ray source at the relevant
position within an error circle less than 1 deg. RASS detected
sources in the energy band 0.1–2.4 kev corresponding to a
wavelength range of 5–124 Å. In the QSO rest frame this corre-
sponds to 1.3–32.0 Å or 28.5–682 Ryd, respectively. Thus, the
modelled energy of turnover is slightly lower than the energy
range observed with ROSAT. In our case the detection limit
of RASS is about 2 · 10−13 erg cm−2 s−1 for the integrated flux.
Adopting q0 = 0.5, H0 = 75 km s−1Mpc−1, α has to be steeper
than −30 to produce a flux low enough to be not detected by
ROSAT. Figure 6 shows the parameter combinations consistent
with the non-detection in RASS. Indeed, none of our confi-
dent models describes the observations consistently. The rea-
son might be a variability of the QSO’s X-ray radiation, which
is not unusual in high luminosity quasars. Therefore, the X-ray
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flux might have been higher at the time when the optical obser-
vations were made.
Another reason to reject models with flat slopes and high
turnover energies is the non-detection of various ions in the
UV data. For instance the model with a turnover at 25 Ryd
and α = 0 predicts strong Mg  absorption comparable to the
column density of C  which is not identified in the FOS data.
The derived hydrogen column densities of the absorbers 11
and 12 are uncertain since even Lyǫ is still saturated in both
cases. To estimate the order of the error we compute models
for the Lyman series up to H  λ 921 with different column den-
sities. Values exceeding log NH i ∼ 17.0, which is 1 dex larger
than the estimated column densities, can be excluded since we
definitely observe no Lyman limit. We find that values 0.1 dex
larger are still consistent with the data. A new run of the fit
procedure adopting values for the column densities increased
by 0.1 dex yields confidence levels as shown in the lower pan-
els of Fig. 5 named as absorbers 11a and 12a. Compared to the
first fit, we find confident models with lower turnover energies
and steeper slopes. However, best models are still those with
flat slopes, yielding now significant higher but still low confi-
dences with Q = 0.002 and 0.003, respectively.
As mentioned in Sect. 5.1 the O  column densities
adopted for absorbers 11 and 12 are very unreliable. For this
reason they have not been included in the fit. Considering the
modelled O  column densities in the 3σ regions, we find val-
ues in the range of log NOvi ∼ 13.5 . . .14.0 for absorbers 11,
12, and 12a, while 11a yields 15.0 . . .15.5 due to a different
ionization parameter. All these values are consistent with the
observations.
Since the high velocity absorbers 11 and 12 show the
strongest lines in H  and possibly O  and seem to be exposed
to a harder continuum than the other absorbers they are likely
shielding the others from QSO radiation. To be responsible for
the absence of the proximity effect absorbers 11 and 12 are sup-
posed to produce strong He  lines which are optically thick in
the He  continuum. For our most confident models we find he-
lium column densites of log NHe ii ∼ 16.3 and a slightly larger
value in case of absorber 12a. Models producing the expected
column density of log NHeii ≥ 17.0 lead to turnover energies
less than 4 Ryd covering a parameter region consistent with the
ROSAT non-detection but outside the 3σ confidence contours.
However, none of the absorbers 1 – 10 can be desribed con-
sistently with models producing enough He  to be responsible
for a shielding effect.
5.4. Comparison to Mathews–Ferland continuum
Mathews & Ferland (1987; hereafter MF) deduced an AGN
type energy distribution from observations and photoionization
models of AGN broad emission lines. A characteristic feature
of their spectrum is a drop down at 4.13 Ryd with an α = −3.0
slope (Fig. 7). For comparison we have also considered the MF
continuum as ionizing source.
Absorbers 1 – 5 can be fitted consistently with a MF con-
tinuum. The modelled Si  column density of numbers 1, 3
and 4 exceeds the observed upper limits by 1 %, 6 %, or 10 %,
Fig. 7. AGN type spectrum from Mathews & Ferland (1987;
solid line) in comparison to a model with α = −3.0 and a
turnover energy of 4.0 Ryd (dotted).
respectively. Since the the MF continuum is similar to our
model with Et = 4.0 Ryd and α = −3.0 equivalent results
should be expected. The ionization parameters required by the
Mathews–Ferland model differ from our model by less than
∆ log U = 0.15.
Absorbers 6 – 9 can hardly be described using the MF con-
tinuum. The best fits lead to a metal deficiency of about 1 dex
compared to the observations. To improve the fit, we have var-
ied the metalicity in a range of 1 to 10 times solar and find
that the higher metalicities lead to better fits. An exception is
silicon since our models overestimate the column density of
Si  of the absorbers 7 and 8 by 20 % and 8 %, respectively.
Column densities of N  show the tendency towards larger val-
ues than observed indicating lower nitrogen abundances of the
absorbers 6 – 8. Another possibilty to improve the fit quality
could be an increase of the carbon abundance, since the defi-
ciency is especially strong for C  and C . These results sug-
gest to vary the element abundances to improve the power law
models. Due to the lack of different elements and ionization
stages this would only increase the number of free parameters
and lead to additional uncertainties. Absorber 9 suffers from the
shortage of observed elements and cannot be modelled consis-
tently with the MF continuum.
Best fits of the absorbers 11 and 12 to the MF continuum
suffer from large χ2-values and Q ∼ 0.0 for both absorbers
indicating problems with the input model. If the absorbers 11
and 12 are photoionized by the quasar as dominating source,
the SED of HE 2347-4342 is different from the MF continuum.
On the other hand a description of absorber 10 is possible with-
out enhanced metalicity supporting the idea that absorber 10 is
physically connected to the complex of absorbers 1 – 5, even
though the best fit yields Q ∼ 10−9.
5.5. Collisional ionization models
The adopted photoionization models failed to describe consis-
tently the observed column density ratios of absorbers 8, 11,
and 12. In a scenario where the gas was ejected by the cen-
tral source and is now falling back again, collisional ionization
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Fig. 8. Density ratios with respect to H  as function of temper-
ature T for a highly ionizied gas in collisional equilibrium. The
ionization data were taken from Sutherland & Dopita (1993)
and scaled to solar abundances in accordance with Grevesse &
Sauval (1998).
may play a dominant role. Figure 8 shows the density ratios
relative to H  of all observed ions, based on the ionization frac-
tions for collisional ionization equilibrium from Sutherland &
Dopita (1993).
However, the measured column densities cannot be ex-
plained with a single temperature model. The best fit for ab-
sorber 8 is obtained at log T = 5.30, though carbon and
oxygen are significantly overestimated. The main constrain-
ing ion in this case is O , whose column density fraction in-
creases steeply with temperature up to 300 000 K (see Fig. 8)
Considering all ions separately, temperatures in the range of
log T ∼ 5.05 (C ) to 5.35 (O ) are found. Since a single
temperature model likely oversimplifies the real physical con-
ditions, a mixture of temperatures of 100 000 < T < 300 000 K
may explain the observed column density ratios. However, fit-
ting a multiphase model to the observations is not possible un-
ambiguously for the presented data, although absorber 8 pro-
vides the most reliable column density measurements.
Describing absorbers 11 and 12 with collisionally ionized
gas is not possible either. The observed column density ra-
tios are located on the steeper parts of the functions shown
in Fig. 8. Thus, the resulting temperatures are spread over a
range of about an order of magnitude in the lower tempera-
ture part (log T ∼ 4 . . .5) as well as at higher temperatures
(log T ∼ 6 . . . 7). Though the observations of absorbers 11 and
12 might be explained by a mixture of photo and collisionally
ionized gas, a realistic multiphase model would introduce ad-
ditional free parameters and is beyond the scope of the present
study. A further possibility is that ionization is not in equilib-
rium.
6. Conclusions
We have analyzed the complex associated system of HE 2347-
4342 showing absorption features of H , C , C , N , and
O  in the optical. The state of line locking apparently visible
in C  and N  was investigated. Comparing simulated spec-
tra with randomly distributed absorption doublets we found no
statistical evidence for the presence of this effect. We point out
that apparently present line locking has to be confirmed quan-
titatively.
We have used column densities of visible ions and upper
limits of non-detected ions redwards from the QSO emission
line redshift to model its SED adopting a simple model match-
ing the observed low energy part. Applying our method to the
data leads to widely consistent results. Five absorbers within
the velocity range 200 < v < 600 km s−1 can be modelled with
a confidence of at least 90 % with a spectral slope α ∼ −3
at the energy ∼ 3 . . .4 Ryd resulting in a SED similar to a
Mathews–Ferland continuum. Two other absorbers at 850 and
1259 km s−1 satisfy similar models with a steeper slope (99 %
confidence, absorber 6) or a higher turnover energy (47 % con-
fidence, absorber 10), respectively. Thus, the velocities of the
absorbers and their distance to the quasar seem to show no cor-
relation.
We failed to find parameter combinations to describe the
absorption features in the range 900 < v < 1200 km s−1. We
conclude that these absorbers are either not purely photoion-
ized or the effective ionizing continuum is not compatible with
our model assumptions. Computations with the MF continuum
indicate a higher metalicity than solar with reduced silicon
abundance. Differential abundance effects are not considered
within our simple model, since additional parameters would
cause a higher degree of freedom and increase the uncertain-
ties.
Collisional ionization at a single gas temperature could
not be confirmed as dominating process for these absorbers.
We found that the absorber at 1033 km s−1 may be described
with a mixture of temperatures of 100 000 < T < 300 000 K.
However, the presented data are not sufficient to constrain mul-
tiphase gas models.
A further complication is the possible variability of the UV
continua of luminous quasars in strength and shape. It has re-
cently been discovered that the UV continuum of the similar
luminous QSO HS 1700+6416 (z = 2.73) has varied by a fac-
tor of 3 to 4 at 1200 Å, while in the optical the amplitude is only
0.1m (Reimers et al., in preparation). Consequently, the shape
of the observed UV continuum (Fig. 3) might be different from
the one responsible for photoionization of the associated sys-
tem. However, new observations made in June 2003 with the
UVES spectrograph with the same resolution but an improved
signal-to-noise ratio reveal no variability of the observed com-
ponents of O  and N . The time interval between the obser-
vations analyzed in this paper and the new data is about 2.5 yr,
corresponding to about 8 months in the QSO rest frame.
Modelling the two high velocity absorbers (1300 < v <
1600 km s−1) we found best results with flat slopes at high
turnover energies. However, an energy distribution like this
is in conflict with the non-detection of HE 2347-4342 in the
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ROSAT all sky survey as well as the non-detection of Mg 
in the FOS portion of the spectrum. Assuming the high veloc-
ity absorbers are the closest to the quasar they are expected to
be illuminated by a hard UV continuum. We confirm a spec-
tral energy distribution harder than the MF continuum. Since
the two high velocity absorbers lead to the hardest continuum
and large He  column densities (log NHe ii > 16.3), they may
shield the other absorbers from the QSO radiation. If they are
optically thick in the He II continuum, lower velocity absorbers
are exposed to a filtered, softer radiation field, as observed.
The results could be improved if more ions were included
in the analysis. Therefore, column densities of ions observed in
the UV portion of the spectrum like O  have to be estimated
more accurately. In the available FOS and GHRS spectra the
resolution and S/N do not allow to determine column densities
for individual absorbers. Especially, the models for the high ve-
locity clouds which suffer from saturated hydrogen and uncer-
tain O  absorption features could be improved, if future UV
observations allow to resolve further lines like O  630 Å, O 
608 Å etc.
In order to constrain the high energy portion of the SED
more precisely, several ionizations stages of neon (Ne  –
Ne ) could be used, which are expected to be visible in the
UV spectral range. If these lines are observed with a sufficiently
high resolution and signal-to-noise ratio, e.g. by the Cosmic
Origin Spectrograph (COS) on HST, the energy range covered
by the ionization potentials of the observed ions will be ex-
tended by a factor of 2. Thus, the high energy portion of the
SED could be modelled more confidently.
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