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TOWARDS A DICTIONARY FOR THE
BARGMANN TRANSFORM
KEHE ZHU
ABSTRACT. There is a canonical unitary transformation from L2(R)
onto the Fock space F 2, called the Bargmann transform. The purpose of
this article is to translate some important results and operators from the
context of L2(R) to that of F 2. Examples include the Fourier transform,
the Hilbert transform, Gabor frames, pseudo-differential operators, and
the uncertainty principle.
1. INTRODUCTION
The Fock space F 2 is the Hilbert space of all entire functions f such that
‖f‖2 =
∫
C
|f(z)|2 dλ(z) <∞,
where
dλ(z) =
1
pi
e−|z|
2
dA(z)
is the Gaussian measure on the complex plane C. Here dA is ordinary
area measure. The inner product on F 2 is inherited from L2(C, dλ). The
Fock space is a convenient setting for many problems in functional analysis,
mathematical physics, and engineering. A sample of early and recent work
in these areas includes [4, 7, 8, 9, 21, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32].
See [34] for a recent summary of the mathematical theory of Fock spaces.
Another Hilbert space we need is L2(R) = L2(R, dx). We will consider
the Fourier transform, the Hilbert transform, and several other operators
and concepts on L2(R). The books [17, 18, 19] are excellent sources of
information for these classical subjects.
The Bargmann transform B is the operator from L2(R)→ F 2 defined by
Bf(z) = c
∫
R
f(x)e2xz−x
2−(z2/2) dx,
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where c = (2/pi)1/4. It is well known that B is a unitary operator from
L2(R) onto F 2; see [18, 19, 34]. The easiest way to see this is outlined in
the next section. Furthermore, the inverse of B is also an integral operator,
namely,
B−1f(x) = c
∫
C
f(z)e2xz−x
2−(z2/2) dλ(z).
The Bargmann transform is an old concept in mathematical analysis and
mathematical physics. In this article we attempt to establish a “dictionary”
between L2(R) and F 2 that is based on the Bargmann transform. Thus
we translate several important operators and concepts between these two
spaces. It goes without saying that the dictionary is not complete, and it
cannot be complete. Nevertheless, it covers some of the most important
operators and concepts in Fourier and harmonic analysis, for example, the
Fourier transform, the Hilbert transform, Gabor frames, the standard com-
mutation relation, pseudo-differential operators, and the uncertainty princi-
ple.
We emphasize that we are presenting new forms of some classical results,
although a few new results are also obtained along the way. Some of these
new forms look very appealing and appear to have been overlooked in the
past. It is our hope that this article will generate some new interest in this
old area of mathematical analysis.
I thank Hans Feichtinger and Bruno Torresani for their invitation to visit
CIRM/Luminy in the fall semester of 2014. This paper was motivated by
discussions with several visitors during my stay at CIRM.
2. HERMITE POLYNOMIALS
The standard monomial orthonormal basis for F 2 is given by
en(z) =
√
1
n!
zn, n ≥ 0.
Thus the reproducing kernel of F 2 is
K(z, w) =
∞∑
n=0
en(z)en(w) =
∞∑
n=0
(zw)n
n!
= ezw.
The normalized reproducing kernel of F 2 at the point a is given by
ka(z) = e
− |a|2
2
+za.
Each ka is a unit vector in F 2.
To exhibit an orthonormal basis for L2(R), recall that for any n ≥ 0 the
function
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
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is called the nth Hermite polynomial. It is well known that the functions
hn(x) =
c√
2nn!
e−x
2
Hn(
√
2 x), n ≥ 0,
form an orthonormal basis for L2(R), where c = (2/pi)1/4 again. See [34]
for more information about the Hermite functions.
Theorem 1. For every n ≥ 0 we have Bhn = en.
Proof. See Theorem 6.8 of [34]. 
Corollary 2. The Bargmann transform is a unitary operator from L2(R)
onto F 2, and it maps the normalized Gauss function
g(z) = (2/pi)1/4e−x
2
,
which is a unit vector in L2(R), to the constant function 1 in F 2.
That B maps the Gauss function to a constant is the key ingredient when
we later translate Gabor frames with the Gauss window to analytic atoms in
the Fock space.
3. THE FOURIER TRANSFORM
There are several normalizations for the Fourier transform. We define the
Fourier transform by
F (f)(x) =
1√
pi
∫
R
f(t)e2ixt dt.
It is well known that the Fourier transform acts as a bounded linear operator
on L2(R). In fact, Plancherel’s formula tells us that F is a unitary operator
on L2(R), and its inverse is given by
F−1(f)(x) =
1√
pi
∫
R
f(t)e−2ixt dt.
It is not at all clear from the definition that F is bounded and invertible
on L2(R). There are also issues concerning convergence: it is not clear
that the integral defining F (f) converges in L2(R) for f ∈ L2(R). The
situation will change dramatically once we translate F to an operator on the
Fock space. In other words, we show that, under the Bargmann transform,
the operator F : L2(R) → L2(R) is unitarily equivalent to an extremely
simple operator on the Fock space F 2.
Theorem 3. The operator
T = BFB−1 : F 2 → F 2
is given by Tf(z) = f(iz) for all f ∈ F 2. Consequently, the operator
T−1 = BF−1B−1 : F 2 → F 2,
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where F−1 is the inverse Fourier transform, is given by T−1f(z) = f(−iz)
for all f ∈ F 2.
Proof. We consider a family of Fourier transforms as follows:
Fσ(f)(x) =
√
σ
pi
∫
R
f(t)e2iσxt dt,
where σ is a real parameter with the convention that
√−1 = i.
For the purpose of applying Fubini’s theorem in the calculations below,
we assume that f is any polynomial (recall that the polynomials are dense
in F 2, and under the inverse Bargmann transform, they become the Hermite
polynomials times the Gauss function, which have very good integrability
on the real line). For c = (2/pi)1/4 again, we have
Fσ(B
−1f)(x) = c
√
σ
pi
∫
R
e2iσxt dt
∫
C
f(z)e2tz−t
2− z2
2 dλ(z)
= c
√
σ
pi
∫
C
f(z)e−
z2
2 dλ(z)
∫
R
e2t(iσx+z)−t
2
dt
= c
√
σ
pi
∫
C
f(z)e−
z2
2
+(iσx+z)2 dλ(z)
∫
R
e−(t−iσx−z)
2
dt
= c
√
σe−σ
2x
∫
C
f(w)e
w2
2
+2iσxw dλ(w).
It follows that
(BFσB
−1f)(z) = c2
√
σ
∫
R
e2xz−x
2− z2
2
−σ2x2 dx
∫
C
f(w)e
w2
2
+2iσxw dλ(w)
= c2
√
σe−
z2
2
∫
R
e2xz−(1+σ
2)x2 dx
∫
C
f(w)e
w2
2
+2iσxw dλ(w)
= c2
√
σe−
z2
2
∫
C
f(w)e
w2
2 dλ(w)
∫
R
e2x(z+iσw)−(1+σ
2)x2 dx
= c2
√
σ
σ2 + 1
e−
z2
2
∫
C
f(w)e
w2
2 dλ(w)
∫
R
e
2· z+iσw√
σ2+1
·t−t2
dt
= c2
√
σpi
σ2 + 1
e−
z2
2
∫
C
f(w)e
w2
2
+
(z+iσw)2
σ2+1 dλ(w)
=
√
2σ
σ2 + 1
e
(
1
σ2+1
− 1
2
)
z2
∫
C
f(w)e
(
1
2
− σ2
σ2+1
)
w2+ 2iσ
σ2+1
zw
dλ(w).
In the case σ = 1, we have Fσ = F , so that
(BFB−1f)(z) =
∫
C
f(w)eizw dλ(w) = f(iz).
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In the case σ = −1, we have
(BF−1B−1f)(z) =
∫
C
f(w)e−izw dλ(w) = f(−iz).
This completes the proof of the theorem. 
The theorem above is probably known to experts, but we have been un-
able to locate a reference for it. As a consequence of Theorem 3, we obtain
an alternative proof of Plancherel’s formula.
Corollary 4 (Plancherel’s formula). The Fourier transform is a unitary op-
erator on L2(R): it is one-to-one, onto, and isometric in the sense that∫
R
|F (f)|2 dx =
∫
R
|f |2 dx
for all f ∈ L2(R).
Note that it is a little vague how the Fourier transform is defined for a
function in L2(R). But there is absolutely no ambiguity for the unitary
operator f(z) 7→ f(iz) on F 2. This operator is clearly well defined for
every f ∈ F 2 and it is clearly a unitary operator.
The following result is clear from our new representation of the Fourier
transform on the Fock space, because an entire function uniquely deter-
mines its Taylor coefficients.
Corollary 5. For each n ≥ 0 the function hn is an eigenvector of the
Fourier transform and the corresponding eigenvalue is in. Furthermore,
the fixed points of the Fourier transform are exactly functions of the form
f(x) =
∞∑
n=0
cnh4n(x), {cn} ∈ l2.
To go one step further, we can completely determine the spectral proper-
ties of the Fourier transform as a unitary operator on L2(R).
Corollary 6. For each 0 ≤ k ≤ 3 let Xk denote the closed subspace
of L2(R) spanned by the Hermite functions hk+4m, m ≥ 0, and let Pk :
L2(R)→ Xk be the orthogonal projection. Then
L2(R) =
3⊕
k=0
Xk,
and the corresponding spectral decomposition for the unitary operator F :
L2(R)→ L2(R) is given by
F = P0 + iP1 − P2 − iP3.
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In particular, each Xk is nothing but the eigenspace of the Fourier trans-
form corresponding to the eigenvalue ik.
Finally in this section we mention that for any real θ the operator Uθ
defined by Uθf(z) = f(eiθz) is clearly a unitary operator on F 2. For
θ = ±pi/2 the resulting operators are unitarily equivalent to the Fourier
and inverse Fourier transforms on L2(R). When θ is a rational multiple of
pi, the structure of Uθ is relatively simple. However, if θ is an irrational
multiple of pi, the structure of such an “irrational rotation operator” Uθ is
highly nontrivial. It would be interesting to find out the operator on L2(R)
that is unitarily equivalent to Uθ via the Bargmann transform.
4. DILATION, TRANSLATION, AND MODULATION OPERATORS
For any positive r we consider the dilation operatorDr : L2(R)→ L2(R)
defined by Drf(x) =
√
rf(rx). It is obvious that Dr is a unitary operator
on L2(R). Furthermore, it follows from the definition of F , F−1, and Fr in
the previous section that
(FrF
−1f)(x) =
√
r(FF−1f)(rx) =
√
rf(rx) = Drf(x).
Therefore, each Fr = DrF is a unitary operator on L2(R) with
F−1r = F
−1D−1r = F
−1D1/r,
that is,
F−1r f(x) =
1√
pir
∫
R
f(t/r)e−2ixt dt =
√
r
pi
∫
R
f(t)e−2irxt dt.
Combining this with the proof of Theorem 3, we obtain the following form
of the dilation operator Dr on the Fock space.
Theorem 7. For any r > 0 let Tr = BDrB−1 on F 2. Then
Trf(z) =
√
2r
1 + r2
∫
C
f(−iw)e
(
1
2
− r2
1+r2
)
w2
e
2irz
1+r2
w
dλ(w)
for all f ∈ F 2.
In this case, the operator is much simpler on the space L2(R) than on the
space F 2. Therefore, it is unlikely that the Fock space will be helpful in the
study of dilation operators on L2(R). Since the theory of wavelets depends
on dilation in a critical way, we expect the Fock space (and its associated
complex analysis) to be of limited use for wavelet analysis. See [13] for an
application of the Bargmann transform to the study of the wavelet localiza-
tion operators.
The situation is completely different for Gabor analysis (see next sec-
tion), where critical roles are played by the so-called translation and modu-
lation operators, whose representations on F 2 via the Bargmann transform
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are much more useful. More specifically, for any real numbers a and b we
define two unitary operators Ta and Mb on L2(R) as follows:
Taf(x) = f(x− a), Mbf(x) = e2pibixf(x).
It is traditional to call Ta a translation operator and Mb a modulation oper-
ator. See [19] for more information on such operators.
To identify the equivalent form of Ta and Mb on the Fock space, we need
the classical Weyl operators on F 2. Recall that for any complex number a
the Weyl operator Wa on F 2 is defined by
Waf(z) = f(z − a)ka(z) = f(z − a)eza−
|a|2
2 ,
where ka is the normalized reproducing kernel of F 2 at a. It is well known,
and it follows easily from a change of variables, that each Wa is a unitary
operator on F 2. See [34] for more information about the Weyl operators.
Theorem 8. For any a ∈ R we have BTaB−1 = Wa.
Proof. For any polynomial f in F 2 we have
TaB
−1f(x) =
(
2
pi
) 1
4
∫
C
f(z)e−(x−a−z)
2+(z2/2) dλ(z),
and
BTaB
−1f(z) =
√
2
pi
e
z2
2
∫
R
e−(x−z)
2
dx
∫
C
f(u)e−(x−a−u)
2+u
2
2 dλ(u)
=
√
2
pi
e
z2
2
∫
C
f(u)e
u2
2 dλ(u)
∫
R
e−(x−z)
2−(x−a−u)2 dx
=
√
2
pi
e−
z2
2
∫
C
f(u)e−
1
2
u2−a2−2auI(u, z) dλ(u),
where
I(u, z) =
∫
R
e−2x
2+2xz+2ax+2xu dx
= e(z+a+u)
2/2
∫
R
e−2[x+(z+a+u)/2]
2
dx
=
√
pi
2
e(z+a+u)
2/2.
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It follows that
BTaB
−1f(z) = e−z
2/2
∫
C
f(u)e−
1
2
u2−a2−2au+ 1
2
(z+a+u)2 dλ(u)
=
∫
C
f(u)e−
1
2
a2−au+az+uz dλ(u)
= e−
1
2
a2+az
∫
C
f(u)e(z−a)u dλ(u)
= e−
1
2
a2+azf(z − a) = Waf(z).
This completes the proof of the theorem. 
Theorem 9. For any real b we have BMbB−1 = W−pibi.
Proof. For any polynomial f in F 2 we have
MbB
−1f(x) =
(
2
pi
) 1
4
e2pibix
∫
C
f(z)e−(x−z)
2+ z
2
2 dλ(z),
and
BMbB
−1f(z) =
√
2
pi
e
z2
2
∫
R
e−(x−z)
2+2pibix dx
∫
C
f(u)e−(x−u)
2+u
2
2 dλ(u)
=
√
2
pi
e
z2
2
∫
C
f(u)e
1
2
u2 dλ(u)
∫
R
e−(x−z)
2−(x−u)2+2pibix dx
=
√
2
pi
e−
z2
2
∫
C
f(u)e−
u2
2 dλ(u)
∫
R
e−2x
2+2x(z+u+pibi) dx
=
√
2
pi
e−
z2
2
∫
C
f(u)e−
u2
2
+ 1
2
(z+u+pibi)2dλ(u)
∫
R
e−2[x−(z+u+pibi)/2]
2
dx
= e−
z2
2
∫
C
f(u)e−
u2
2
+ 1
2
(z+u+pibi)2 dλ(u)
= e−
1
2
pi2b2+pibiz
∫
C
f(u)e(z+pibi)u dλ(u)
= e−
1
2
pi2b2+pibizf(z + pibi) = W−pibif(z).
The proves the desired result. 
Corollary 10. Let a and b be any pair of real numbers. Then we have
B(MbTa)B
−1 = epiabiWa−pibi.
Consequently, if g ∈ L2(R, dx) and f = Bg. Then the Bargmann transform
maps the function MbTag to the function epiabiWa−pibif .
Proof. This follows from the two theorems above and the identity (2.22) on
page 61 of [34]. 
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5. GABOR FRAMES
A sequence {fn} in a Hilbert space H is called a frame if there exists a
positive constant C such that
C−1‖f‖2 ≤
∞∑
n=1
|〈f, fn〉|2 ≤ C‖f‖2
for all f ∈ H . The following result contains the most important properties
of frames in a Hilbert space.
Theorem 11. A sequence {fn} in a Hilbert space H is a frame if and only
if the following conditions hold.
(i) For any {cn} ∈ l2 the series
∑
cnfn converges in the norm topology
of H .
(ii) For any f ∈ H , there exists a sequence {cn} ∈ l2 such that f =∑
cnfn.
The result above is well known and is the foundation for the theory of
frames. See [12] for this and other properties of general frames in Hilbert
spaces.
Let {an} and {bn} be two sequences of real numbers, each consisting of
distinct values, and let g ∈ L2(R). Write gn = MbnTang for n ≥ 1. We say
that {gn} is a Gabor frame for L2(R) if there exists a positive constant C
such that
C−1‖f‖2 ≤
∞∑
n=1
|〈f, gn〉|2 ≤ C‖f‖2
for all f ∈ L2(R). In this case, g is called the window function of the Gabor
frame {gn}.
By Theorem 11 above, if {gn} is a Gabor frame, then every function
f ∈ L2(R) can be represented in the form
f =
∞∑
n=1
cngn,
where {cn} ∈ l2 and the series converges in the norm topology of L2(R).
Conversely, if {gn} is a Gabor frame and {cn} ∈ l2, then the series above
converges to some f ∈ L2(R) in the norm topology of L2(R). The repre-
sentation is generally not unique though.
There are two classical examples of window functions in Gabor analysis.
Let g(x) be the characteristic function of the unit interval [0, 1) and let
{zn = an + ibn} denote any fixed arrangement of the square lattice Z2 into
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a sequence. Then {gn} is not only a Gabor frame, it is also an orthonormal
basis. To see this, it is more transparent to use two indices:
gnm(x) = χ[n,n+1)(x)e
2mpiix, (n,m) ∈ Z2.
Now it is clear that
f(x) =
∑
n∈Z
f(x)χ[n,n+1)(x) =
∑
n∈Z
fn(x),
where the functions fn(x) = f(x)χ[n,n+1)(x) are mutually orthogonal in
L2(R). On the other hand, for each n ∈ Z, the function fn(x) is compactly
support on [n, n+ 1), so it can be expanded into a Fourier series:
fn(x) =
∑
m∈Z
cnme
2mpiix, n ≤ x < n+ 1,
whose terms are mutually orthogonal over [n, n+ 1). Therefore, we have
f(x) =
∑
(n,m)∈Z2
cnmχ[n,n+1)(x)e
2mpiix =
∑
(n,m)∈Z2
cnmgnm(x),
where gnm = MmTng are mutually orthogonal in L2(R).
Thus the characteristic function of the unit interval [0, 1) is a Gabor win-
dow, which is usually called a box window.
Another important Gabor window is the Gauss function g(x) = e−x2 ,
which can be thought of as a smooth analog of the box window. However,
it is not a trivial matter to see that the Gauss function is a Gabor window.
It will become clear once we establish the connection with the Fock space.
Furthermore, using the theory of Fock spaces, we will be able to know ex-
actly which translation and modulation sequences give rise to Gabor frames
for the Gauss window.
First observe that the following result is a consequence of Corollary 10.
Corollary 12. Let {an} and {bn} be two sequences of real numbers, each
consisting of distinct points in R. Let g(x) = e−x2 be the Gauss window
function. Then the system {gn = MbnTang} is a Gabor frame for L2(R) if
and only if the sequence {kzn} is a frame for F 2, where zn = an−pibin and
kzn is the normalized reproducing kernel of F 2 at zn.
The are many fundamental questions that Gabor analysis tries to address.
Among them we mention the following two.
(1) Characterize all window functions. Recall that we say a function
g ∈ L2(R) is a Gabor window if there exist two sequences {an}
and {bn} such that {gn = MbnTang} is a Gabor frame.
(2) Given a Gabor window g, characterize all sequences {an} and {bn}
such that {MbnTang} is a Gabor frame.
THE BARGMANN TRANSFORM 11
The most popular Gabor frames are constructed using rectangular lattices
aZ × bZ. Such Gabor frames will be called regular. Slightly more general
are lattices based on congruent parallelograms: ω1Z + ω2Z, where ω1 and
ω2 are two nonzero complex numbers which are linearly independent in R2.
Gabor frames based on such lattices will also be called regular.
Semi-regular lattices are of the form {an}ω1 + {bm}ω2, where {an} and
{bm} are two sequences of distinct real numbers, and ω1 and ω2 are two
complex numbers that are linearly independent in R2. These are lattices
based on parallelograms of different sizes. The resulting Gabor frames will
be called semi-regular.
Irregular Gabor frames are constructed using an arbitrary sequence zn =
(an, bn) in R2.
To understand the two questions raised earlier about Gabor frames, we
need the notions of atomic decomposition and sampling sequences for F 2.
Let {zn} denote a sequence of (distinct) points in C. We say that atomic
decomposition for F 2 holds on the sequence {zn} if
(1) For any sequence {cn} ∈ l2 the series
∞∑
n=1
cnkzn(z)
converges in the norm topology of F 2.
(2) For any function f ∈ F 2 there exists a sequence {cn} ∈ l2 such that
f(z) =
∞∑
n=1
cnkzn.
We say that the sequence {zn} is sampling for F 2 if there exists a positive
constant C such that
C−1‖f‖2 ≤
∞∑
n=1
|f(zn)|2e−|zn|2 ≤ C‖f‖2
for all f ∈ F 2. See [34] for basic information about atomic decomposition
and sampling in F 2.
Theorem 13. Given a sequence {zn = an − pibni} of distinct points in C,
the following three conditions are equivalent.
(1) The system {gn = MbnTang} is a Gabor frame for L2(R), where g
is the Gauss window.
(2) The sequence {zn} is sampling for F 2.
(3) Atomic decomposition for F 2 holds on F 2.
Proof. Recall from Corollary 12 that {gn} is a Gabor frame for L2(R) iff
{kzn} is a frame for F 2. Since 〈f, kz〉 = f(z)e−
1
2
|z|2
, we see that {kzn} is
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a frame for F 2 if and only if {zn} is a sampling sequence for F 2. It is well
known that {zn} is a sampling sequence if and only if atomic decomposition
holds on {zn}; see [34] for example. 
More generally, we have the following.
Theorem 14. Suppose {an} and {bn} are sequences of real numbers and
g ∈ L2(R). Then {MbnTang} is a Gabor frame for L2(R) if and only if
{Wznf} is a frame in F 2, where zn = an−pibi, Wzn are the Weyl operators,
and f = Bg.
Proof. This follows from Corollary 10 again. 
Thus the study of Gabor frames for L2(R) is equivalent to the study of
frames of the form {Wznf} in F 2. In particular, Gabor frames with the
Gauss window correspond to frames {kzn} in F 2 which in turn correspond
to sampling sequences {zn} for F 2.
Sampling sequences have been completely characterized by Seip and
Wallste´n. To describe their results, we need to introduce a certain notion of
density for sequences in the complex plane. Thus for a sequence Z = {zn}
of distinct points in the complex plane, we define
D+(Z) = lim sup
R→∞
sup
z∈C
|Z ∩B(z, R)|
piR2
,
and
D−(Z) = lim inf
R→∞
inf
z∈C
|Z ∩ B(z, R)|
piR2
,
where
B(z, R) = {w ∈ C : |w − z| < R}
and |Z ∩B(z, R)| denotes the cardinality of Z ∩B(z, R). These are called
the Beurling upper and lower densities of Z, respectively. The following
characterization of sampling sequences for F 2 can be found in [31, 32].
Theorem 15. A sequence Z of distinct points in C is sampling for F 2 if and
only if the following two conditions are satisfied.
(a) Z is the union of finitely many subsequences each of which is sepa-
rated in the Euclidean metric.
(b) Z contains a subsequence Z ′ such that D−(Z ′) > 1/pi.
As a consequence of Theorems 13 and 15 we obtain the following com-
plete characterization of Gabor frames in L2(R) associated with the Gauss
window.
Theorem 16. Let Z = {zn = an − piibn : n ≥ 0} be a sequence of points
in C = R2 and let g(x) be the Gauss window. Then {MbnTang} is a Gabor
frame in L2(R) if and only if the following two conditions are satisfied:
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(a) Z is the union of finitely many subsequences each of which is sepa-
rated in the Euclidean metric.
(b) Z contains a subsequence Z ′ such that D−(Z ′) > 1/pi.
Corollary 17. Let g be the Gauss window and Z = {zn = an − piibn :
n ≥ 0} be a sequence in C that is separated in the Euclidean metric. Then
{MbnTang} is a Gabor frame for L2(R) if and only if D−(Z) > 1/pi.
The most classical case is when the sequence Z is a rectangular lattice
in C, which is clearly separated in the Euclidean metric. Thus we have the
following.
Corollary 18. Let g be the Gauss window and a, b be positive constants.
Then {MmbTnag : m,n ∈ Z} is a Gabor frame if and only if ab < 1.
Proof. When R is very large, it is easy to see that |Z ∩ B(z, R)| is roughly
piR2/(piab). It follows that
D−(Z) = D+(Z) = 1/(piab).
Therefore, according to Corollary 17, {MmbTnag : m,n ∈ Z} is a Gabor
frame if and only if 1/(piab) > 1/pi, or ab < 1. 
It is interesting to observe that, for the Gauss window, whether or not a
rectangular lattice Z = {na + mib : n,m ∈ Z} generates a Gabor frame
only depends on the product ab. This was already a well-known fact (and
a conjecture for a long time) before Seip and Wallste´n gave a complete
characterization of sampling sequences for the Fock space. The Bargmann
transform allows us to obtain a complete characterization of (regular AND
irregular) Gabor frames corresponding to the Gauss window.
In addition to the Gauss window, we also mentioned the box window
g(x) = χ[0,1)(x) earlier. In this case, the Gabor frame
gmn(x) = χ[n,n+1)(x)e
2mpiix, (m,n) ∈ Z2,
is actually an orthogonal basis for L2(R). Via the Bargmann transform, we
have
f(z) = Bg(z) = c
∫ 1
0
e2xz−x
2−(z2/2) dx,
and the corresponding orthogonal basis for F 2 is given by
fmn(z) = Wzmnf(z) = f(z − zmn)kzmn(z) = f(z − zmn)ezzmn−
|zmn|
2
2 ,
where zmn = n−mpii for (m,n) ∈ Z2. Although the box window and the
associated orthogonal basis {gmn} are very natural in Gabor analysis, their
counterparts in the Fock space have not yet been studied.
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6. THE CANONICAL COMMUTATION RELATION
There are two unbounded operators that are very important in the study
of L2(R), namely, the operator of multiplication by x and the operator of
differentiation. Thus for this section we write
Tf(x) = xf(x), Sf(x) = f ′(x), f ∈ L2(R).
It is clear that both of them are unbounded but densely defined. We will
identify the operators on F 2 that correspond to these two operators under
the Bargmann transform.
Theorem 19. For f ∈ F 2 we have
BTB−1f(z) =
1
2
[zf(z) + f ′(z)] .
Proof. Let c = (2/pi)1/4 and f ∈ F 2 (a polynomial for the sake of using
Fubini’s theorem). We have
TB−1f(x) = cx
∫
C
f(w)e2xw−x
2−w2
2 dλ(w),
and so
BTB−1f(z) = c2
∫
R
xe2xz−x
2−(z2/2) dx
∫
C
f(w)e2xw−x
2−(w2/2) dλ(w)
= c2e−z
2/2
∫
C
f(w)e−w
2/2dλ(w)
∫
R
xe−2x
2+2x(z+w) dx
=
c2
2
e−
z2
2
∫
C
f(w)e−
w2
2 dλ(w)
∫
R
xe−x
2+2x(z+w)/
√
2 dx
=
c2
2
∫
C
f(w)ezw dλ(w)
∫
R
xe−[x−(z+w)/
√
2]2 dx
=
c2
2
∫
C
f(w)ezw dλ(w)
∫
R
(
x+
z + w√
2
)
e−x
2
dx
=
1
2
∫
C
f(w)(z + w)ezw dλ(w)
=
1
2
[
zf(z) +
d
dz
∫
C
f(w)ezw dλ(w)
]
=
1
2
[zf(z) + f ′(z)].
This proves the desired result. 
Theorem 20. For f ∈ F 2 we have
BSB−1f(z) = f ′(z)− zf(z).
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Proof. Let f ∈ F 2 and c = (2/pi)1/4 again. We have
SB−1f(x) = c
∫
C
f(w)(2w − 2x)e2xw−x2−(w2/2) dλ(w)
= 2c
∫
C
wf(w)e2xw−x
2−(w2/2) dλ(w)− 2xB−1f(x).
Let g(x) denote the function defined by 2c times the integral above. Then
Bg(z) = 2c2
∫
R
e2xz−x
2−(z2/2) dx
∫
C
wf(w)e2xw−x
2−(w2/2) dλ(w)
= 2c2e−
z2
2
∫
C
wf(w)e−
w2
2 dλ(w)
∫
R
e−2x
2+2x(z+w) dx
=
√
2c2e−
z2
2
∫
C
wf(w)e−
w2
2 dλ(w)
∫
R
e−x
2+2x(z+w)/
√
2 dx
=
√
2c2
∫
C
wf(w)ezw dλ(w)
∫
R
e−[x−(z+w)/
√
2]2 dx
=
√
2pic2
∫
C
wf(w)ezw dλ(w)
= 2f ′(z).
It follows that
BSB−1f(z) = 2f ′(z)− (zf(z) + f ′(z)) = f ′(z)− zf(z).
This proves the desired result. 
Let A1 = BTB−1 and A2 = BSB−1. Thus
A1f(z) =
1
2
[f ′(z) + zf(z)], A2f(z) = f ′(z)− zf(z).
It is easy to verify that
(A2A1 − A1A2)f = f, f ∈ F 2.
This gives the classical commutation relation as follows.
Corollary 21. On the space L2(R) we have [S, T ] = I , and on the space
F 2 we have [A2, A1] = I . Here I denotes the identity operator on the
respective spaces.
Note that if we simply define
Mf(z) = zf(z), Df(z) = f ′(z), f ∈ F 2,
then we also have
DM −MD = [D,M ] = I.
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Thus the following problem becomes interesting in functional analysis: char-
acterize all operator pairs (potentially unbounded) on a Hilbert space such
that their commutator is equal to the identity operator.
7. UNCERTAINTY PRINCIPLES
With our normalization of the Fourier transform, namely,
f̂(x) =
1√
pi
∫
R
f(t)e2ixt dt,
the classical uncertainty principle in Fourier analysis takes the following
form:
1
4
‖f‖2 ≤ ‖(x− a)f‖‖(x− b)f̂‖,
where the norm is taken in L2(R), and a and b are arbitrary real numbers.
See [18, 19] for this and for exactly when equality holds.
Thus the corresponding result for the Fock space is
1
4
‖f‖2 ≤ ‖(T − a)f‖‖(T − b)f̂‖,
where the norm is taken in the Fock space, the operator T (unitarily equiv-
alent to the operator of multiplication by x on L2(R)) is given by
Tf(z) =
1
2
(f ′(z) + zf(z)),
and a and b are arbitrary real numbers. Recall from Theorem 3 that in the
context of the Fock space we have f̂(z) = f(iz). Therefore, the corre-
sponding uncertainty principle for the Fock space is
‖f ′(z) + zf(z)− af(z)‖‖if ′(iz) + zf(iz)− bf(iz)‖ ≥ ‖f‖2,
where a and b are arbitrary real numbers. Rewrite this as
‖f ′(z) + zf(z)− af(z)‖‖f ′(iz)− izf(iz) + bif(iz)‖ ≥ ‖f‖2.
Since the norm in F 2 is rotation invariant, we can rewrite the above as
‖f ′ + zf − af‖‖f ′ − zf + bif‖ ≥ ‖f‖2.
Changing b to −b, we obtain the following version of the uncertainty prin-
ciple for the Fock space.
Theorem 22. Suppose a and b are real constants. Then
‖f ′ + zf − af‖‖f ′ − zf − bif‖ ≥ ‖f‖2
for all f ∈ F 2 (with the understanding that the left-hand side may be infi-
nite). Moreover, equality holds if and only if
f(z) = C exp
(
c− 1
2(c+ 1)
z2 +
a+ ibc
c+ 1
z
)
,
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where C is any complex constant and c is any positive constant.
Proof. We only need to figure out exactly when equality occurs. This can
be done with the help of the Bargmann transform and the known condition
about when equality occurs in the classical version of the uncertainty prin-
ciple in Fourier analysis. However, it is actually easier to do it directly in
the context of the Fock space.
More specifically, we consider the following two self-adjoint operators
on F 2:
S1f = f
′ + zf, S2f = i(f ′ − zf), f ∈ F 2.
It is easy to check that S1 and S2 satisfy the commutation relation
[S1, S2] = S1S2 − S2S1 = −2iI.
By the well-known functional analysis result on which the uncertainty prin-
ciple is usually based (see [18, 19] for example), we have
‖(S1 − a)f‖‖(S2 − b)f‖ ≥ 1
2
|〈[S1, S2]f, f〉| = ‖f‖2
for all f ∈ F 2 and all real constants a and b. Moreover, equality holds if
and only if (S1 − a)f and (S2 − b)f are purely imaginary scalar multiples
of one another. It follows that
‖f ′ + zf − af‖‖f ′ − zf − ibf‖ ≥ ‖f‖2,
with equality if and only if
f ′ + zf − af = ic[i(f ′ − zf) + bf ], (1)
or
i(f ′ − zf) + bf = ic[f ′ + zf − af ], (2)
where c is a real constant. In the first case, we can rewrite the equality
condition as
(1 + c)f ′ + [(1− c)z − (a+ ibc)]f = 0.
If c = −1, the only solution is f = 0, which can be written in the form (3)
below with C = 0 and arbitrary positive c. If c 6= −1, then it is elementary
to solve the first order linear ODE to get
f(z) = C exp
(
c− 1
2(c+ 1)
z2 +
a+ ibc
c+ 1
z
)
, (3)
where C is any complex constant. It is well known that every function
f ∈ F 2 must satisfy the growth condition
lim
z→∞
f(z)e−|z|
2/2 = 0. (4)
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See page 38 of [34] for example. Therefore, a necessary condition for the
function in (3) to be in F 2 is C = 0 or |c− 1| ≤ |c+ 1|. Since c is real, we
must have either C = 0 or c ≥ 0. When c = 0, the function in (3) becomes
f(z) = C exp
(
−1
2
z2 + az
)
,
which together with (4) forces C = 0. The case of (2) is dealt with in a
similar manner. This completes the proof of the theorem. 
The result above was published in Chinese in [10], where several other
versions of the uncertainty principle were also obtained. We included some
details here for the convenience of those readers who are not familiar with
Chinese.
8. THE HILBERT TRANSFORM
The Hilbert transform is the operator on L2(R) defined by
Hf(x) =
1
pi
∫
R
f(t) dt
t− x ,
where the improper integral is taken in the sense of “principal value”. This
is a typical “singular integral operator”.
The Hilbert transform is one of the most studied objects in harmonic
analysis. It is well known that H is a bounded linear operator on Lp(R) for
every 1 < p < ∞, and it is actually a unitary operator on L2(R). See [18]
for example.
In order to identify the corresponding operator on the Fock space, we
need the entire function
A(z) =
∫ z
0
eu
2
du, z ∈ C,
which is the antiderivative of ez2 satisfying A(0) = 0. We will also need
the following
Lemma 23. We have ∫
R
e−(x−z)
2
dx =
√
pi
for every complex number z.
Proof. Let I(z) denote the integral in question. Then I(z) is clearly an
entire function. Since
I ′(z) = 2
∫
R
(x− z)e−(x−z)2 dx = e−(x−z)2
∣∣∣+∞
−∞
= 0,
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we must have
I(z) = I(0) =
∫
R
e−x
2
dx =
√
pi
for all z ∈ C. 
Given a function f ∈ F 2 (we may start out with a polynomial in order to
justify the use of Fubini’s theorem), we have
HB−1f(x) =
1
pi
∫
R
B−1f(t) dt
t− x
=
(
2
pi
) 1
4
pi
∫
R
dt
t− x
∫
C
f(z)e2tz−t
2−(z2/2) dλ(z)
=
(
2
pi
) 1
4
pi
∫
C
f(z)e−
z2
2 dλ(z)
∫
R
e2tz−t
2
t− x dt
=
(
2
pi
) 1
4
pi
∫
C
f(z)e2xz−x
2− z2
2 dλ(z)
∫
R
e−t
2+2t(z−x)
t
dt.
Let us consider the entire function
h(u) =
∫
R
e−t
2+2tu
t
dt.
We can rewrite this PV-integral in the form of an ordinary integral as fol-
lows:
h(u) =
∫
R
e−t
2
(e2tu − 1)
t
dt.
The singularity at t = 0 and the singularity at infinity are both gone. Thus
we can differentiate inside the integral sign to get
h′(u) = 2
∫
R
e−t
2+2tu dt = 2eu
2
∫
R
e−(t−u)
2
dt = 2
√
pieu
2
.
Since h(0) = 0, we must have h(u) = 2
√
piA(u). Thus
HB−1f(x) =
2c√
pi
∫
C
f(w)e2xw−x
2−w2
2 A(w − x) dλ(w).
Therefore,
BHB−1f(z)
=
2
√
2
pi
∫
R
e2xz−x
2− z2
2 dx
∫
C
f(w)e2xw−x
2−w2
2 A(w − x) dλ(w)
=
2
√
2
pi
e−
z2
2
∫
C
f(w)e−
w2
2 dλ(w)
∫
R
e−2x
2+2x(z+w)A(w − x) dx.
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Fix w and consider the entire function
J(z) =
∫
R
e−2x
2+2x(w+z)A(w − x) dx.
We have
J ′(z) = 2
∫
R
xe−2x
2+2x(w+z)A(w − x) dx
=
∫
R
[2x− (w + z) + (w + z)]e−2x2+2x(w+z)A(w − x) dx
= −1
2
∫
R
A(w − x)de−2x2+2x(w+z) +
+(w + z)
∫
R
e−2x
2+2x(w+z)A(w − x) dx
= −1
2
∫
R
e−2x
2+2x(w+z)e(w−x)
2
dx+ (w + z)J(z)
= −1
2
ew
2+z2
∫
R
e−(x−z)
2
dx+ (w + z)J(z)
= −
√
pi
2
ew
2+z2 + (w + z)J(z).
We can rewrite this in the following form:
d
dz
[
J(z)e−
1
2
(w+z)2
]
= −
√
pi
2
e
1
2
(w−z)2.
It follows that
J(z)e−
1
2
(w+z)2 = −
√
pi
2
A
(
z − w√
2
)
+ C(w).
We are going to show thatC(w) = 0. To this end, let z = −w in the identity
above. We obtain
C(w) = J(−w) +
√
pi
2
A(−
√
2w).
Let
F (w) = J(−w) =
∫
R
e−2x
2
A(w − x) dx,
or
F (u) =
∫
R
e−2x
2
A(u− x) dx, u ∈ C.
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We have
F ′(u) =
∫
R
e−2x
2
e(u−x)
2
dx
= e2u
2
∫
R
e−(x+u)
2
dx
=
√
pie(
√
2u)2 .
It follows that
F (u) =
√
pi
2
A(
√
2 u) + C.
Since A(0) = 0 and A(u) is odd (because eu2 is even), we have
F (0) =
∫
R
e−2x
2
A(−x) dx = 0.
This shows that C = 0, or
F (u) =
√
pi
2
A(
√
2u).
Going back to the formula for C(w), we obtain
C(w) =
√
pi
2
A(
√
2w) +
√
pi
2
A(−
√
2w) = 0,
because A(u) is odd again. Therefore,
J(z) = −
√
pi
2
A
(
z − w√
2
)
e
1
2
(w+z)2 ,
and
BHB−1f(z) = − 2√
pi
e−
z2
2
∫
C
f(w)e−
1
2
w2+ 1
2
(w+z)2 A
(
z − w√
2
)
dλ(w)
= − 2√
pi
∫
C
f(w)ezwA
(
z − w√
2
)
dλ(w).
We summarize the result of this analysis as the following theorem.
Theorem 24. Suppose A(z) is the anti-derivative of ez2 with A(0) = 0 and
T = BHB−1. Then
Tf(z) = − 2√
pi
∫
C
f(w)ezwA
(
z − w√
2
)
dλ(w)
for f ∈ F 2 and z ∈ C.
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This appears to be a very interesting integral operator on the Fock space.
Note that we clearly have
T (1)(z) = − 2√
pi
A
(
z√
2
)
,
which must be a function in F 2. The following calculation gives an alternate
proof that this function is indeed in F 2.
Lemma 25. The function
f(z) = A
(
z√
2
)
belongs to the Fock space F 2.
Proof. Since
ez
2
=
∞∑
n=0
1
n!
z2n,
we have
A(z) =
∞∑
n=0
1
(2n+ 1)n!
z2n+1,
and so
f(z) =
1√
2
∞∑
n=0
1
(2n+ 1)2nn!
z2n+1
=
1√
2
∞∑
n=0
√
(2n+ 1)!
(2n+ 1)2nn!
en+1(z),
where {en} is the standard monomial orthonormal basis for F 2. It follows
that
‖f‖2 = 1
2
∞∑
n=0
(2n+ 1)!
(2n+ 1)24n(n!)2
.
By Stirling’s formula, it is easy to check that
‖f‖2 ∼
∞∑
n=1
1
n3/2
<∞.
This proves the desired result. 
A natural problem here is to study the spectral properties of the integral
operator T above (or equivalently, the Hilbert transform as an operator on
L2(R)): fixed-points, eigenvalues, spectrum, invariant subspaces, etc. Not
much appears to be known, which is in sharp contrast to the case of the
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Fourier transform. Recall that Corollary 6 gives a complete spectral picture
for the Fourier transform F as an operator on L2(R).
Motivated by Theorem 24, we consider more general “singular integral
operators” on F 2 of the form
Sϕf(z) =
∫
C
f(w)ezwϕ(z − w) dλ(w),
where ϕ is any function in F 2. The most fundamental problem here is to
characterize those ϕ ∈ F 2 such that Sϕ is bounded on F 2.
To show that the problem is interesting and non-trivial, we present several
examples in the rest of this section.
If ϕ = 1, it follows from the reproducing property of the kernel function
ezw that Sϕ is the identity operator.
If ϕ(z) = z, it is easy to verify that
Sϕf(z) = zf(z)− f ′(z),
which shows that Sϕ is unbounded on F 2; see [11]. This may appear dis-
couraging, as the functionϕ(z) = z appears to be as nice as it can be (except
constant functions) in F 2. But we will see that there are many other nice
functions ϕ that induce bounded operators Sϕ.
First consider functions of the form ϕ(z) = eza. An easy calculation in
[35] shows that
Sϕf(z) = e
(a−a)z+ |a|2
2 Waf(z),
where Wz are the Weyl operators (which are unitary on F 2). Thus Sϕ is
bounded if and only if a is real, because the only point-wise multipliers of
the Fock space are constants.
Next, it was shown in [35] again that the operator Sϕ induced by ϕ(z) =
eaz
2
, where 0 < a < 1/2, is bounded on F 2. Furthermore, the range for a
above is best possible.
Finally, it was observed in [35] that the Berezin transform of Sϕ is given
by
〈Sϕkz, kz〉 = ϕ(z − z), z ∈ C.
Therefore, a necessary condition for Sϕ to be bounded on F 2 is that the
function ϕ be bounded on the imaginary axis. It would be nice to know
how far away is the condition from being sufficient as well.
9. PSEUDO-DIFFERENTIAL OPERATORS
In this section we explain that, under the Bargmann transform and with
mild assumptions on the symbol functions, Toeplitz operators on the Fock
space are unitarily equivalent to pseudo-differential operators on L2(R).
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Recall that if ϕ = ϕ(z) is a symbol function on the complex plane, the
Toeplitz operator Tϕ on F 2 is defined by Tϕf = P (ϕf), where
P : L2(C, dλ)→ F 2
is the orthogonal projection. We assume that ϕ is good enough so that the
operator Tϕ is at least densely defined on F 2.
To be consistent with the theory of pseudo-differential operators, in this
section we use X and D to denote the following operators on L2(R):
Xf(x) = xf(x), Df(x) =
f ′(x)
2i
.
Both X and D are self-adjoint and densely defined on L2(R). We also
consider the following operators on F 2:
Z = X + iD, Z∗ = X − iD.
There are several notions of pseudo-differential operators. We mention
two of them here. First, if
σ = σ(z, z) =
∑
amnz
nzm
is a real-analytic polynomial on the complex plane, we define
σ(Z,Z∗) =
∑
amnZ
nZ∗m
and call it the anti-Wick pseudo-differential operator with symbol σ.
Theorem 26. Suppose σ = σ(z, z) is a real-analytic polynomial and ϕ(z) =
σ(z, z). Then Bσ(Z,Z∗)B−1 = Tϕ.
This was proved in [35], so we omit the details here.
A more widely used notion of pseudo-differential operators is defined in
terms of the Fourier transform. More specifically, if σ = σ(ζ, x) is a symbol
function on R2 = C and if f ∈ L2(R), we define
σ(D,X)f(x) =
1
pi
∫
R
∫
R
σ
(
ζ,
x+ y
2
)
e2i(x−y)ζf(y) dy dζ.
We assume that σ is good enough so that the operator σ(D,X) is at least
densely defined on L2(R). We call σ(D,X) the Weyl pseudo-differential
operator with symbol σ.
Theorem 27. Suppose ϕ = ϕ(z) is a (reasonably good) function on the
complex plane. For z = x+ iζ we define
σ(z) = σ(ζ, x) =
2
pi
∫
C
ϕ(w)e−2|z−w|
2
dA(w).
Then Bσ(D,X)B−1 = Tϕ.
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Again, this was proved in [35]. Furthermore, the result was used in [35]
to study Toeplitz operators on F 2 with the help of the more mature theory
of pseudo-differential operators on L2(R).
10. FURTHER RESULTS AND REMARKS
For any 0 < p ≤ ∞ let F p denote the space of entire functions f such
that the function f(z)e− 12 |z|2 belongs to Lp(C, dA). For p <∞ and f ∈ F p
we write
‖f‖pF p =
p
2pi
∫
C
∣∣∣f(z)e− 12 |z|2∣∣∣p dA(z).
For f ∈ F∞ we define
‖f‖F∞ = sup
z∈C
|f(z)|e− 12 |z|2.
These spaces F p are also called Fock spaces.
Let f ∈ L∞(R) and let c = (2/pi)1/4. We have
|Bf(z)| ≤ c‖f‖∞|e−z2/2|
∫
R
∣∣∣e2xz−x2∣∣∣ dx
= c‖f‖∞e− 12Re (z2)+(Re z)2
∫
R
e−(x−Re z)
2
dx
= c
√
pi‖f‖∞e 12 |z|2.
Here we used the elementary identity
−1
2
Re (z2) + (Re z)2 =
1
2
|z|2,
which can be verified easily by writing z = u + iv. Therefore, we have
shown that
‖Bf‖F∞ ≤ c
√
pi‖f‖∞
for all f ∈ L∞(R). In other words, the Bargmann transform B is a bounded
linear operator from L∞(R) into the Fock space F∞. By complex interpo-
lation (see [34]), we have proved the following.
Theorem 28. For any 2 ≤ p ≤ ∞, the Bargmann transform maps Lp(R)
boundedly into F p.
It would be nice to find out the mapping properties of the Bargmann
transform on the spaces Lp(R) for 0 < p < 2. A more tractable range may
be 1 < p < 2 or 1 ≤ p < 2.
Among other mapping properties of the Bargmann transform we mention
the following two: if S0 is the Schwarz class, what is the image of S0 in F 2
under the Bargmann transform? And what properties does Bf have if f is
a function in L2(R) with compact support?
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One of the fundamental questions in Gabor analysis is to characterize
all possible window functions. Via the Bargmann transform we know that
this is equivalent to the following problem: characterize all functions g ∈
F 2 such that {Wzng} is a Gabor frame for some {zn} ⊂ C. In terms of
“atomic decomposition”, this is also equivalent to the following problem:
characterize functions g ∈ F 2 such that for some {zn} we have “atomic
decomposition” for F 2: functions of the form
f =
∞∑
n=1
cnWzng, {cn} ∈ l2,
represent exactly the space F 2.
Another well-known problem in time-frequency analysis is the so-called
“linear independence” problem; see [22]. More specifically, given any func-
tion g ∈ L2(R) and distinct points zk = ak + ibk, 1 ≤ k ≤ N , are the
functions
gk(x) = MakTbkg(x) = e
2pibkixg(x− ak), 1 ≤ k ≤ N,
linearly independent in L2(R)? Via the Bargmann transform, this is equiv-
alent to the following problem for the Fock space: given any nonzero func-
tion f ∈ F 2 and distinct points zk ∈ C, 1 ≤ k ≤ N , are the functions
Wzkf(z) = e
zzk− |zk|
2
2 f(z − zk), 1 ≤ k ≤ N,
always linearly independent in F 2? Equivalently, are the functions
fk(z) = e
zzkf(z − zk), 1 ≤ k ≤ N,
always linearly independent in F 2?
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