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Solutions to the nonlinear Schro¨dinger equation
carrying momentum along a curve.
Part II: proof of the existence result
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abstract. We prove existence of a special class of solutions to the (elliptic) Nonlinear Schro¨dinger
Equation −ε2∆ψ + V (x)ψ = |ψ|p−1ψ on a manifold or in the Euclidean space. Here V represents the
potential, p is an exponent greater than 1 and ε a small parameter corresponding to the Planck constant.
As ε tends to zero (namely in the semiclassical limit) we prove existence of complex-valued solutions
which concentrate along closed curves, and whose phase in highly oscillatory. Physically, these solutions
carry quantum-mechanical momentum along the limit curves. In the first part of this work we identified
the limit set and constructed approximate solutions, while here we give the complete proof of our main
existence result Theorem 1.1.
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1 Introduction
In this paper we continue our study of [10], concerning concentration phenomena for solutions of the
singularly-perturbed elliptic problem
(1) − ε2∆gψ + V (x)ψ = |ψ|p−1ψ on M,
where M is an n-dimensional compact manifold (or the flat Euclidean space Rn), V a smooth positive
function on M satisfying the properties
(2) 0 < V1 ≤ V ≤ V2; ‖V ‖C3 ≤ V3,
ψ a complex-valued function, ε > 0 a small parameter and p is an exponent greater than 1. Here ∆g
stands for the Laplace-Beltrami operator on (M, g).
Solutions to (1) represent standing waves of the Nonlinear Schro¨dinger Equation, and here we are
interested in the semiclassical limit, namely the asymptotics of solutions when the parameter ε (repre-
senting the Planck constant) tends to zero. Typically, if concentration occurs near some point x0 ∈ M ,
such solutions behave like ψε(x) ≃ u
(
dist(x,x0)
ε
)
, where dist(·, ·) denotes the distance on M and where u
solves the equation
(3) −∆u+ V (x0)u = up in Rn.
1E-mail addresses: mahmoudi@ssissa.it (F.Mahmoudi), malchiod@sissa.it (A. Malchiodi)
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We refer the reader to the introduction of [10] for the motivation of the study and for a brief description
of the existing results in the literature about this topic. There are several works concerning standing
waves concentrating at a single (or multiple) points of M , and for which the corresponding solutions
of (3) decay to zero at infinity. On the other hand, only very recently it has been proven existence of
solutions concentrating at higher dimensional sets, like curves or manifolds. In all these results (except
for [2]), the profile is given by (real) solutions to (3) which are independent of some of the variables and
hence do not tend to zero at infinity: if concentration occurs near a k-dimensional set, then the profile
in the directions orthogonal to the limit set will be given by a soliton in Rn−k.
In this paper we are going to construct a different type of solutions. These still concentrate along curves
inM , but their phase is highly oscillatory along the limit set. More precisely, we consider standing waves
(namely the solution of (3)) whose profile has the following expression
(4) φ(x′, xn) = e−ifˆxnUˆ(x′), x′ = (x1, . . . , xn−1),
where fˆ is some constant and Uˆ(x′) a real function. With this choice of φ, if concentration occurs near
some point x0, then the function Uˆ satisfies the equation
(5) −∆Uˆ +
(
fˆ2 + V (x0)
)
Uˆ = |Uˆ |p−1Uˆ in Rn−1,
and decays to zero at infinity. Solutions to (5) can be found by considering the radial function U :
Rn−1 → R which solves
(6) −∆U + U = Up in Rn−1.
It is known that U (and its derivatives) behaves at infinity like
(7) U(r) ≃ e−rr− n−22 as r → +∞.
Using the scaling
(8) Uˆ(x′) = hˆU(kˆx′), hˆ =
(
fˆ2 + V (x0)
) 1
p−1
, kˆ =
(
fˆ2 + V (x0)
) 1
2
,
in (4) the constant fˆ can be chosen arbitrarily, and then hˆ, kˆ are determined according to the last formula,
depending on V (x0). Indeed fˆ represents the speed of the phase oscillation, and is physically related to
the velocity of the quantum-mechanical particle associated to the wave function. If concentration occurs
near some closed curve γ = γ(s) in M , and if we allow the parameter fˆ to depend on the variable s, then
the solution ψ will be of the form
(9) ψ(s, ζ) ≃ e−i f(s)ε h(s)U
(
k(s)y
ε
)
,
where s stands for the arc-length parameter of γ, and y for a system geodesic coordinates normal to γ.
Here the functions h(s) and k(s) are chosen so that
(10) h(s) =
(
(f ′(s))2 + V (s)
) 1
p−1 , k(s) =
(
(f ′(s))2 + V (s)
) 1
2 .
basically replacing fˆ with f ′(s) in (8).
If γ is given, it was shown in [10] (using formal expansions in ε) that the corresponding function f
should satisfy the following condition
(11) f ′(s) ≃ Ahσ(s) with σ = (n− 1)(p− 1)
2
− 2,
2
where A is an arbitrary constant. At this point, only the limit curve γ should be determined. Since we
require the function f to be periodic, if we consider variations of γ (for all of which (11) holds true) then
it is natural to work in the restricted class
Γ :=
{
γ : R→M periodic : A
∫
γ
h(s)σds =
∫
γ
f ′(s)σds = constant
}
,
where, as before, s stands for the arc-length parameter. It is shown in [10] that the candidate limit curves
are critical points of the functional γ 7→ ∫γ hθ(s)ds, where
θ = p+ 1− 1
2
(p− 1)(n− 1).
With a direct computation one can prove that the extremality condition is the following
(12) ∇NV =
(
p− 1
θ
hp−1 − 2A2h2σ
)
H,
where ∇NV represents the normal gradient of V and H is the curvature vector of γ.
Similarly, via some long but straightforward calculation, one can find a natural non-degeneracy con-
dition for stationary points, which is expressed by the invertibility of the operator J, acting on normal
sections V to γ, which in components is given by
(JV)m = −
(
hθ − 2A
2θ
p− 1h
σ
)
V¨m − θ
(
hθ−1 − 2A
2σ
p− 1 h
σ−1
)
h′V˙m + θ
p− 1h
−σ((∇N )2V )[V , Em]
+
1
2
(
hθ − 2A
2θ
p− 1h
σ
)∑
j
(
∂2jmg11
)Vj
− 2AA′1 (θ − σ)hp−1[(p− 1)hθ − 2σA2hσ]Hm(13)
+ Hm〈H,V〉
[−(p− 1) (3 + σθ )h2θ − 16σθA4p−1 h2σ + 2A2(5σ + 3θ)hθ+σ
(p− 1)hθ − 2A2σhσ
]
,
m = 2, . . . , n. We refer to Section 2 in [10] for the notation used in this formula. We point out that, since
(11) determines only the derivative of the phase, to obtain periodicity we need to introduce a nonlocal
term, denoted here with A′1. Letting L(γ) be the length of the curve γ, our main result is the following.
Theorem 1.1 Let M be a compact n-dimensional manifold and let V : M → R be a smooth positive
function (or let M = Rn and let V satisfy (2)) and 1 < p < n+1n−3 . Let γ be a simple closed curve in
M : then there exists a positive constant A0, depending on V |γ and p for which the following holds. If
0 ≤ A < A0, if γ satisfies (12) and the operator in (13) is invertible on normal sections of γ, there is a
sequence εk → 0 such that problem (NLSεk) possesses solutions ψεk having the asymptotics in (9), with
f satisfying (11).
As a consequence of this theorem, see Corollary 1.3 in [10], we prove a conjecture posed in [1] for the
case of one-dimensional limit sets. We also improve the result in [2], in the sense that we characterize
explicitly the limit set and we do not require any symmetry on the potential V : indeed in [2] V is assumed
cylindrically symmetric in R3, and solutions are found via separation of variables. The restriction on the
exponent p is natural since it is a necessary condition for the solutions of (6) to vanish at infinity by the
Pohozaev’s identity. The smallness condition on the constant A and the fact that concentration is not
proved for all the values of (small) ε are discussed below in the introduction. For the latter issue and for
the main difficulties caused by removing the symmetries see also the introduction of [10].
The main goal of Part I, [10], was to show that the condition (12) and the non-degeneracy of the operator
in (13), arising from the reduced functional γ 7→ ∫γ hθ(s)ds, appear naturally when considering (1), and
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in particular when we try to solve it formally with an expansion in power series of ε. To explain this fact,
it is convenient to scale problem (1) in the following way
(14) −∆gεψ + V (εx)ψ = |ψ|p−1ψ in Mε,
where Mε denotes the manifold M endowed with the scaled metric gε =
1
ε2 g (with an abuse of notation
we might often write Mε =
1
εM). We are now looking for a solution concentrated near the dilated curve
γε :=
1
εγ. We let s be the arc-length parameter of γε, so that s = εs, and we let (Ej)j=2,...,n denote
an orthonormal frame in Nγ (the normal bundle of γ) transported parallely with respect to the normal
connection, see Section 2 in [10]: we also let (yj)j be a corresponding set of normal coordinates. Since
we want to allow some flexibility both in the choice of the phase and of the curve of concentration, we
define f˜0(s) = f(s) + εf1(s), and we set zj = yj − Φj(s), where (Φj)j=2,...,n are the components (with
respect to the above coordinates y) of a section Φ in Nγ. Then, with a formal expansion of ψ in powers
of ε up to the second order, in the coordinates (s, z) near γε, we set
ψ2,ε(s, z) = e
−i ef0(εs)ε
{
h(εs)U (k(εs)z) + ε [wr + iwi] + ε
2 [vr + ivi]
}
, s ∈ [0, L/ε], z ∈ Rn−1,
(L = L(γ)) for some corrections wr , wi, vr, vi (which have to be determined) to the above approximate
solutions. We saw in Section 3 of [10] that these terms solve equations of the form Lrwr = Fr, Liwi = Fi,
Lrvr = F˜r, Livi = F˜i where
(15)
{ Lrv = −∆zv + V (s)v − ph(s)p−1U(k(s)z)p−1v;
Liv = −∆zv + V (s)v − h(s)p−1U(k(s)z)p−1v in R
n−1,
and where Fr, Fi, F˜r, F˜i are given data which depend on V , γ, s, A, Φ and f1. The operators Lr
and Li are Fredholm (and symmetric) from H2(Rn−1) into L2(Rn−1), and the above equations for the
corrections can be solved provided the right-hand sides are orthogonal to the kernels of these operators.
As explained in [10], the condition (12) and the non-degeneracy of the operator J allow us to determine
wr, wi and vr, vi respectively, namely to solve (14) at order ε first, and then at order ε
2.
To make the above arguments rigorous, we can start with an approximate solution ψ0,ε behaving like
ψ0,ε ≃ e−i
f(εs)
ε h(εs)U(k(εs)z), and try to find a true solution of the form e−i
f˜(εs)
ε [h(εs)U(k(εs)z) + w˜],
with w˜ suitably small and f˜ close to f , via some local inversion arguments. From a linearization of the
equation near ψ0,ε, the operator Lε acting on w˜ in the coordinates (s, z) is then the following
(16) Lεw˜ := −∂2ssw˜ −∆zw˜ + V (εx)− |ψ0,ε|p−1w˜ − (p− 1)|ψ0,ε|p−3ψ0,εℜ(ψ0,εw˜).
Here ℜ denotes the real part. Decomposing first w˜ into its real and imaginary parts, and then in
Fourier modes with respect to the variable εs, we can write w˜ = w˜r + iw˜i =
∑
j sin(jεs)w˜r,j(z) +
i
∑
j sin(jεs)w˜i,j(z) (forgetting for simplicity about the cosine functions). If we take (as a model prob-
lem) V ≡ 1, then the operators (in the z variables) acting on the real and imaginary components are
respectively Lr + ε2j2 and Li + ε2j2. It is well-known, see for example [6], that Lr has a single nega-
tive eigenvalue, a kernel with multiplicity n − 1 spanned by the functions ∂lU(k(s)z), l = 2, . . . , n (the
generators of the normal translations), while all the remaining eigenvalues are positive. The operator Li
instead has one zero eigenvalue with eigenfunction U(k(s)z) (the generator of complex rotations) and all
the remaining eigenvalues positive.
As a consequence, the kernels of Lr and Li produce a sequence of eigenvalues for Lε which behave
qualitatively like ε2j2, and for small values of j these become resonant. With an accurate expansion of
these eigenvalues, one finds that the non-degeneracy assumption on (13) prevents each of them to vanish:
anyway, a direct application of the implicit function theorem is not possible since a further resonance
phenomenon occurs. This arises from the fact that Lr possesses a negative eigenvalue as well, which
generates an extra sequence of eigenvalues of Lε, qualitatively of the form −1 + ε2j2, j ∈ N. This
resonance is typical of concentration for (1) along sets of positive dimension, and the only hope to get
invertibility is to choose the values of ε appropriately. Indeed, differently from the previous sequence of
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eigenvalues, this new one causes a divergence of the Morse index when ε tends to zero, and the presence
of a kernel for some epsilon’s is unavoidable. The eigenfunctions corresponding to these eigenvalues will
have faster and faster oscillations along the limit curve γ.
This phenomenon is also present when one looks for solutions of the singularly perturbed problem
−ε2∆u + u = up in bounded domains of Rn, when Neumann boundary conditions are imposed. In the
papers [9], [12], [13], [14] concentration along sets of dimension k = 1, . . . , n − 1 has been proved, and
analogous spectral properties hold true. By the Weyl’s asymptotic formula, if solutions concentrate along
a set of dimension d, the counterpart of the latter sequence of eigenvalues behaves like −1+ε2j 2d , and the
average distance between those close to zero is of order εd. The resonance phenomenon was taken care
of using a theorem by T. Kato, see [5], page 445, which allows to differentiate eigenvalues with respect
to ε. In the aforementioned papers it was shown that when varying the parameter ε the spectral gaps
near zero almost do not shrink, and invertibility can be obtained for a large family of epsilon’s.
However when the concentration set is one-dimensional the spectral gaps of the resonant eigenvalues
(with fast-oscillating eigenfunctions) are relatively large, of order ε, and the profile of the corresponding
eigenfunctions can be analyzed by means of a scalar function on [0, L] (see below in the introduction and in
Subsection 4.2.3). This fact indeed allows sometimes to bypass Kato’s theorem and to use a more direct
approach, employed in [15] to study existence of constant mean curvature surfaces of cylindrical type
embedded in manifolds, and in [3] for studying solutions of (1) in R2. We can partially take advantage
of these techniques, see the comments in Section 2, but some new difficulties arise due to the fast phase
oscillations in (9). We describe them below, together with the strategy of the proof.
By the above discussion, we expect to find three possible resonances: two of them for small values
of the index j (with eigenvectors roughly of the form e−i
f(εs)
ε ∂lU(k(s)z) sin(εjs), l = 2, . . . , n, and
ie−i
f(εs)
ε U(k(s)z) sin(εjs) respectively) and a third one for j of order 1ε , precisely when −ε2j2 coincides
with the first eigenvalue of Lr.
To understand this behavior, we first study the spectrum of a model operator similar to (16), where we
assume V ≡ Vˆ > 0 and ψ0,ε to coincide with the function in (4). For this case we characterize completely
the spectrum of the operator and the properties of the eigenfunctions, see Subsection 2.3 and in particular
Proposition 2.5. The condition on the smallness of A appears precisely here (and only here), and is used
to show that the resonant eigenvalues are only of the forms described above. Removing the smallness
assumption might indeed lead to further resonance phenomena, see Remark 2.7 for further comments.
We next consider the case of non-constant potential V : since this has a slow dependence in s along γε,
one might guess that the approximate kernel of Lε (see (16)) might be obtained from that for constant V ,
introducing also a slow dependence in s of the profile of these functions. With this criterion, given a small
positive parameter δ, we introduce a set Kδ (see (67) and the previous formulas) consisting of candidate
approximate eigenfunctions on Lε, once multiplied by the phase factor e
−i f(εs)ε . More comments on the
specific construction of this set can be found in Subsection 2.3, especially before (67).
In Proposition 2.9 we show that this guess is indeed correct: in fact, we prove that the operator Lε is
invertible provided we restrict ourselves to the subset Hε of functions which are orthogonal to e
−i f(εs)ε Kδ.
This property allows us to solve the equation up to a lagrange multiplier in Kδ, see Proposition 2.14. For
technical reasons, we prove invertibility of Lε in suitable weighted norms, which are convenient to deal
with functions decaying exponentially away from γε. As done in [3], [9] and [12], this decay allows us to
shift the problem from the whole manifold Mε to the normal bundle Nγε via a localization method, see
Subsection 2.2.
Compared to the other results in the literature which deal with this kind of resonance phenomena,
the approximate kernel here depends genuinely on the variable s (in [9], [12], [13], [14], [15] the problem is
basically homogeneous along the limit set, while in [3] it can be made such through a change of variables).
To deal with this feature, which mostly causes difficulties in Proposition 2.9, we localize the problem in
the variable s as well. Multiplying by a cutoff function depending on s, we show that orthogonality to
Kδ implies approximate orthogonality to the set Kˆδ, see (70) and the previous formulas, which is the
counterpart of Kδ for a potential freezed at some point in γε: once this is shown, we use the spectral
analysis of Proposition 2.5.
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Section 3 is devoted to choose a family of approximate solutions to (14): since we have many small eigen-
values appearing, it is natural trying to look for functions which solve (14) as accurately as possible. Our
final goal is to annihilate the Lagrange multiplier in Proposition 2.14, and to do this we choose approxi-
mate solutions Ψ˜2,ε (in the notation of Section 3) which depend on suitable parameters: a normal section
Φ, a phase factor f2 and a real function β. The latter parameters correspond to different components of
Kδ, and are related to the kernels of Lr(+ε2j2) and Li(+ε2j2), see the above comments. The function β
in particular is highly oscillatory, and takes care of the resonances due to the fast Fourier modes.
Differently from [10] (see in particular Section 4 there), where the expansions were only formal, we need
here to derive rigorous estimates on the error terms, and to study in particular their Lipschitz dependence
on the data Φ, f2 and β. Proposition 3.2 collects the final expression for −∆gεψ + V (εx)ψ − |ψ|p−1ψ
on the approximate solutions Ψ˜2,ε: the error terms A˜’s are listed (and estimated) before in that section,
together with their Lipschitz dependence on the parameters.
Finally, after performing a Lyapunov-Schmidt reduction onto the set Kδ, see Proposition 4.1, we study
the bifurcation equation in order to annihilate the Lagrange multiplier. In doing this we use crucially the
computations in Part I, [10], together with the error estimates in Section 3. In particular, for Φ and f2
we find as main terms respectively the operator J in (13) and the one in the left-hand side of (113), both
appearing when we performed formal expansions: these operators are both invertible by our assumptions,
and therefore we are able to determine Φ and f2 without difficulties.
The operator acting on β instead is more delicate, since it is qualitatively of the form
(17) − ε2β′′(s) + λ(s)β on [0, L],
with periodic boundary conditions, where λ is a negative function. This operator is precisely the one
related to the peculiar resonances described above. In particular it is resonant on frequencies of order 1ε ,
and this requires to choose a norm for β which is weighted in the Fourier modes, see (125) and Subsection
4.2.3. For operators like that in (17) there is in general a sequence of epsilon’s for which a non-trivial
kernel exists. Using Kato’s theorem though, as in [12], [13], [14], [9] and [7], we provide estimates on
the derivatives of the eigenvalues with respect to ε, showing that for several values of this parameter the
operator acting on β is invertible. In this operation also the value of the constant A, see (11), has to be
suitably modified (depending on ε), in order to preserve the periodicity of our functions. Once we have
this, we apply the contraction mapping theorem to solve the bifurcation equation as well.
The results in this paper and in [10] are briefly summarized in the note [11].
Notation and conventions
Dealing with coordinates, capital letters like A,B, . . . will vary between 1 and n while indices like j, l, . . .
will run between 2 and n. The symbol i will stands for the imaginary unit.
For summations, we use the standard convention of summing terms where repeated indices appear.
We will often work with coordinates (s, y1, . . . , yn−1) near the curve γ, where s is the arc-length parameter
of γ and the yj ’s are Fermi normal coordinates (see the next section). The dilated curve γε :=
1
εγ will
be parameterized by s = 1εs, and we also denote by y the scaled normal coordinates. The length of γ is
denoted by L. When dealing with functions (or normal sections) depending on the variables s or s, the
notation prime will always denote the derivative with respect to s. When we differentiate with respect
to s, we usually adopt the symbol ∂s.
For simplicity, a constant C is allowed to vary from one formula to another, also within the same line.
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For a real positive variable r and an integerm, O(rm) (resp. o(rm)) will denote a complex-valued function
for which
∣∣∣O(rm)rm ∣∣∣ remains bounded (resp. ∣∣∣o(rm)rm ∣∣∣ tends to zero) when r tends to zero. We might also
write oε(1) for a quantity which tends to zero as ε tends to zero.
Sometimes we shall need to work with integer indices j which belong to sets depending on ε. e.g.
{0, 1, . . . , [1/ε]}, where the latter square brackets stand for the integer part. For convenience, we will
often omit the to add the square brackets, assuming that this convention is understood.
2 Lyapunov-Schmidt reduction of the problem
In this section we show how to reduce problem (14) to a system of three ordinary (integro-)differential
equations on R/[0, L]. We first introduce a metric on the normal bundle Nγε of γε and then study
operators which mimic the properties of the linearization of (14) near an approximate solution. Next, we
turn to the reduction procedure: this follows basically from a localization method, since the functions we
are dealing with have an exponential decay away from γε. We introduce a setKδ consisting of approximate
(resonant) eigenfunctions of the linearized operator Lε: calling Hε the orthogonal complement of this set
(which has to be multiplied by a phase factor close to e−i
f(εs)
ε ) we show in Proposition 2.14 that Lε is
invertible on the projection onto this set, once suitable weighted norms are introduced.
2.1 A metric structure on Nγε
In this subsection we define a metric gˆε on Nγε, the normal bundle to γε, and then introduce some basic
tools which are useful for working in local coordinates on this set.
First of all, we choose a local orthonormal frame (Ei)i in Nγ and, using the notation of Subsection 2.2
in [9], we set ∇N∂sEj = βlj(∂s)El, j, l = 1, . . . , n− 1. If we impose that the Ej ’s are transported parallely
via the normal connection ∇N , as in Subsection 2.1 of [10], we find that βlj(∂s) ≡ 0 for all j, l. As a
consequence, see formula (18) in [9], we have that if (V j)j , j = 1, . . . , n− 1 is a normal section to γ, then
the components of the normal Laplacian ∆NV are simply given by
(18) (∆NV )j = ∆γ(V
j) = ∂2ssV
j , j = 1, . . . , n− 1.
We next define a metric gˆ on Nγ as follows. Given v ∈ Nγ, a tangent vector W ∈ TvNγ can be
identified with the velocity of a curve w(t) in Nγ which is equal to v at time t = 0. The metric gˆ on Nγ
acts on an arbitrary couple (W, W˜ ) ∈ (TvNγ)2 in the following way (see [4], page 79)
gˆ(W, W˜ ) = g
(
pi∗W,pi∗W˜
)
+
〈
DNw
dt
|t=0, D
N w˜
dt
|t=0
〉
N
.
In this formula pi denotes the natural projection from Nγ onto γ, D
Nw
dt the (normal) covariant derivative
of the vector field w(t) along the curve pi w(t), and w˜(t) stands for a curve in Nγ with initial value v and
initial velocity equal to W˜ .
Following the notation in Subsection 2.1 of [10] we have that, if w(t) = wj(t)Ej(t), then
DNw
dt
=
dwj(t)
dt
Ej(t).
Therefore, if we choose a system of coordinates (s, y) on Nγ defined by
(s, y) ∈ R× Rn−1 7→ yjEj(γ(s)),
we get that
gˆ11(s, y) = g11(s) + ylyj
〈∇NE1El,∇NE1Ej〉N = g11(s) ≡ 1,
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and
gˆ1l(s, y) ≡ 0; gˆlj(s, y) = δlj ,
where we have set ∂l =
∂
∂yl
. We notice also that the following co-area type formula holds, for any smooth
compactly supported function f : Nγ → R
(19)
∫
Nγ
fdVgˆ =
∫
γ
(∫
Nγ(s)
f(y)dy
)
ds.
This follows immediately from the fact that det gˆ = det g, and by our choice of (s, y).
Since in the above coordinates the metric gˆ is diagonal, the Laplacian of any (real or complex-valued)
function φ defined on Nγ with respect to this metric is
∆gˆφ = ∂
2
ssφ+ ∂
2
jj
φ in Nγ.
We endow next Nγε with a natural metric, inherited by gˆ through a scaling. If Tε denotes the dilation
x 7→ εx, we define a metric gˆε on Nγε simply by
gˆε =
1
ε2
[(Tε)∗gˆ].
In particular, choosing coordinates (s, y) on Nγε via the scaling (s, y) = ε(s, y), one easily checks that
the components of gˆε are given by
(gˆε)11(s, y) = g11(s) ≡ 1; (gˆε)1l(s, y) ≡ 0; (gˆε)lj(s, y) = δlj .
Therefore, if ψ is a smooth function in Nγε, it follows that in the above coordinates (s, y)
∆gˆεψ = ∂
2
ssψ + ∂
2
jjψ, in Nγε.
In the case ψ(s, y) = e−ifˆsu(s, y), for fˆ = Ahˆσ (see (8)) and for u real, we have clearly that
∆gˆεψ = e
−ifˆs∂2ssu− 2ifˆe−ifˆs∂su− fˆ2e−ifˆsu+ e−ifˆs∂2jju.
Similarly to (19) one easily finds
(20)
∫
Nγε
fdVgˆε =
∫
γε
(∫
Nγε(s)
f(y)dy
)
ds.
2.2 Localizing the problem to a subset of the normal bundle Nγε
We next exploit the exponential decay of solutions (or approximate solutions) away from γε to reduce
(14) from the whole scaled manifold Mε to the normal bundle Nγε: this step of the proof follows closely
a procedure in [3]. We first define a smooth non-increasing cutoff function η : R→ R satisfying
η(t) = 1, for t ≤ 0;
η(t) = 0, for t ≥ 1;
η(t) ∈ [0, 1], for every t ∈ R.
Next, if (s, y) are the coordinates introduced above in Nγε, and if Φ(εs) is a section of Nγ, using the
notation of Subsection 3.1 in [10] we define
z = y − Φ(εs).
We will assume throughout the paper that Φ satisfies the following bounds
(21) ‖Φ‖∞ + ‖Φ′‖∞ + ε‖Φ′′‖∞ ≤ Cε
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for some fixed constant C > 0. Next, for a small δ > 0 and for a smooth function K(εs) > 0, both to be
determined below and letting h, k : [0, L]→ R be as in the introduction, we set
(22) ψ˜0,ε = ηε(s, z)ψ0,ε := η
(
K(εs)
(
|z| − ε
−δ
K(εs)
))
e−i
f˜(εs)
ε h(εs)U(k(εs)z),
where f˜ (to be defined later) is close to the function f (also defined in the introduction). For τ ∈ (0, 1),
we let Sε : C
2,τ (Mε)→ Cτ (Mε) be the operator
(23) Sε(ψ) = −∆gεψ + V (εx)ψ − |ψ|p−1ψ in Mε.
If we let ψ˜ε denote an approximate solution of (14) (we will take later ψ˜ε equal to ψ˜0,ε, with some small
correction), then setting ψ = ψ˜ε + φ˜, we have Sε(ψ) = 0 if and only if
Lε(φ˜) = Sε(ψ˜ε) +Nε(φ˜) in Mε,
where Lε(φ˜) stands for the linear correction in φ˜, namely
(24) Lε(φ˜) = −∆gε φ˜+ V (εx)φ˜ − |ψ˜ε|p−1φ˜− (p− 1)|ψ˜ε|p−3ψ˜εℜ(ψ˜εφ˜) in Mε,
and where the nonlinear operator Nε(φ˜) is defined as
(25) Nε(φ˜) = |ψ˜ε + φ˜|p−1(ψ˜ε + φ˜)− |ψ˜ε|p−1ψ˜ε − |ψ˜ε|p−1φ˜− (p− 1)|ψ˜ε|p−3ψ˜εℜ(ψ˜εφ˜).
Then, in the coordinates (s, z) we can write
φ˜ = ηε(z)φ+ ϕ
where, with an abuse of notation, we assume φ defined on Nγε (through the exponential map normal to
γε) and where the correction ϕ is defined on the whole Mε. In this way we need to solve the equation
(26) Lε(ηε(z)φ) + Lε(ϕ) = Sε(ψ˜ε) +Nε(ηε(z)φ+ ϕ) in Mε.
We will require φ to be supported in a cylindrical-shaped region in Nγε centered around the zero section.
For technical reasons, convenient for proving the results in the next subsection, we define
(27) D˜ε =
{
(s, z) ∈ Nγε : |z| ≤ ε
−δ + 1
K(εs)
}
,
and then the subspace of functions in Nγε
HD˜ε =
{
u ∈ L2(Nγε;C) : u is supported in D˜ε
}
.
Using elementary computations, we see that (26) is satisfied if (tautologically) the following two conditions
are imposed
Lε(φ) =
[
Sε(ψ˜ε) +Nε(ηε(z)φ+ ϕ)
]
+ |ψ˜ε|p−1ϕ+ (p− 1)|ψ˜ε|p−3ψ˜εℜ(ψ˜εϕ) in D˜ε, φ ∈ HD˜ε ;(28)
(29) Lψ˜εϕ = (1− ηε(z))
[
Sε(ψ˜ε) +Nε(ηε(z)φ+ ϕ)
]
+ 2∇gεηε(z) · ∇gεφ+∆gεηε(z)φ in Mε,
where
(30) Lψ˜εϕ = −∆gεϕ+ V (εx)ϕ− (1− ηε(z))
[
|ψ˜ε|p−1ϕ+ (p− 1)|ψ˜ε|p−2ψ˜εℜ(ψ˜εϕ)
]
.
9
We have next an existence result for equation (29): in order to state it we need to introduce some notation.
For a regular periodic function p : [0, L]→ R, for m ∈ N and τ ∈ (0, 1) we define the weighted norms
(31) ‖ϕ‖Cm,τp = sup
x∈D˜ε
[
ep(εs)|z|‖ϕ‖Cm,τ(B1(x))
]
, x = (s, z).
We also recall the definition of k(εs) in (10).
Proposition 2.1 Let k2(s) < k1(s) < k0(s),K(s) be smooth positive L-periodic functions in s, and
τ ∈ (0, 1). Then, if V (s),K2(s) > k22(s) and if ‖ψ˜ε‖Cτk0 , ‖Sε(ψ˜ε)‖Cτk0 ≤ 1, there exists a positive constant
C depending on δ, τ, k, k0, k1 and k2 such that given any φ with ‖φ‖C1,τk1 ≤ 1 problem (29) has a unique
solution ϕ(φ) whose restriction to D˜ε satisfies
(32) ‖ϕ(φ)‖Cτ−k2 ≤ C
(
e−ε
−δ inf
k2+k0
K ‖Sε(ψ˜ε)‖Cτk0 + e
−ε−δ inf k1+k2K ‖φ‖C1,τk1
)
.
Moreover, if ψ˜1ε , ψ˜
2
ε satisfy ‖Sε(ψ˜jε)‖Cτk0 ≤ 1, j = 1, 2, if ‖φj‖C1,τk1 ≤ 1, j = 1, 2, and if ϕj(φj), j = 1, 2,
are the corresponding solutions, for the restrictions to D˜ε we also have
(33) ‖ϕ(φ1)− ϕ(φ2)‖Cτ−k2 ≤ C
(
e−ε
−δ inf
k2+k0
K ‖Sε(ψ˜1ε )− Sε(ψ˜2ε )‖Cτk0 + e
−ε−δ inf k1+k2K ‖φ1 − φ2‖C1,τk1
)
.
Remark 2.2 (a) The choice of the norm in (31) is done for considering functions which grow at most
like e−p(εs)|z|, and in particular functions which decay at infinity if p is positive. In the left-hand side of
(32) we have a negative exponent, representing the fact that ϕ can grow as |z| increases. However (we will
take later k0, k1, k2,K very close), the coefficients in the right-hand side are so tiny that ϕ is everywhere
small in D˜ε, and indeed with an even smaller bound for |z| close to zero. This reflects the fact that the
support of the right-hand side in (29) is ε
−δ
K(εs) < |z| < ε
−δ+1
K(εs) , so ϕ should decay away from this set.
(b) We introduced the functions k0, k1 and k2 for technical reasons, since we want to allow some
flexibility for the (exponential) decay rate in |z|.
Proof. We prove the result only when the manifoldM in (1) is compact. For the modifications needed
for M = Rn see Remark 2.3 (b).
Consider a smooth non-decreasing cutoff function χ : [0, 1]→ [0, 1] satisfying
χ(t) = 0 for t ≤ 14 ;
χ(t) = t for t ≥ 34 ;
0 ≤ χ′(t) ≤ 4 for all t;
0 ≤ χ′′(t) ≤ 16 for all t.
Next, given a large constant B (to be specified later) depending only on V and k2, we define χ˜(s, |z|) as
χ˜(s, |z|) =

Bχ
(
|z|
B
)
for |z| ≤ B;
|z| for B ≤ |z| ≤ ε−δk2(s) − 1;
|z| − ε−δk2(s) − 12 − 2χ
(
|z| − ε−δk2(s) − 12
)
for ε
−δ
k2(s)
− 1 ≤ |z| ≤ ε−δk2(s) + 1;
2 ε
−δ
k2(s)
− |z| for ε−δk2(s) + 1 ≤ |z| ≤ 2 ε
−δ
k2(s)
− B;
Bχ(2 ε−δk2(s)−|z|B ) for 2 ε−δk2(s) − B ≤ |z| ≤ 2 ε−δk2(s) ;
0 for |z| ≥ 2 ε−δk2(s) .
By our choice of χ, the function χ˜ satisfies the following inequalities (where, here, the gradient and the
Laplacian are taken with respect to the Euclidean metric)
|∇zχ˜| ≤ 1; ∆zχ˜ ≤ 16 + 4(n− 2)B .
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Using the above coordinates (s, z), we define next the barrier function u :Mε → R as
u(s, z) = ek2(εs)χ˜(εs,z) for |z| ≤ 2 ε
−δ
k2(εs)
,
and we extend u identically equal to 1 elsewhere. By our choice of χ˜, this function is indeed smooth and
strictly positive on the whole Mε. We consider next the linear equation (motivated by (30))
Lψ˜εϕ = ϑ on Mε,
where ϑ : Mε → R is Ho¨lder continuous (with supp(ϑ) ⊂⊂ D˜ε, see (35) below). Since the operator Lψ˜ε
is uniformly elliptic, the latter equation is (uniquely) solvable, and we would like next to derive some
pointwise estimates on its solutions. To this aim we define
v(x) =
ϕ(x)
u(x)
, x ∈Mε.
With this notation, we have that
uLψ˜εv − v∆gεu− 2∇gεv · ∇gεu = ϑ on Mε.
Using the expression of the metric coefficients in the coordinates (s, z), see Lemma 2.1 in [10], (21) and
the properties of the cutoff function χ˜, one easily checks that
∆gεu
{
≤ (k2(s)2 + oB(1) + oε(1))u for |z| ≤ ε−δk2(s) ,
= 0 elsewhere,
where oε(1)→ 0 as ε→ 0 and oB(1)→ 0 as B → +∞. Therefore we obtain that the function v satisfies{ ∣∣∣(Lψ˜ε − k22(s) + oB(1) + oε(1))v∣∣∣ ≤ |ϑ|u for |z| ≤ 2 ε−δk2(s) ,
Lψ˜εv = ϑu elsewhere.
Since we assumed V (s) > k2(s)
2, we obtain that V −k2(s)2+oB(1)+oε(1) is strictly positive (provided B
is sufficiently large and ε sufficiently small) for |z| ≤ 2 ε−δk2(s) , and hence the function v satisfies a uniformly
elliptic equation with a non-negative coefficient in the zero-th order term with right-hand side given by
ϑ
u
. Therefore from the maximum principle we derive the estimate
max
Mε
|v| ≤ Cmax
Mε
|ϑ|
u
,
where C depends on the uniform lower bound of the above coefficient. The latter estimate clearly implies
|ϕ(x)| ≤ Cu(x)max
Mε
ϑ
u
, for every x ∈Mε.
We define next the weighted norm
‖ϕ‖m,τ,u := sup
x∈Mε
∥∥∥ϕ
u
∥∥∥
Cm,τ (B1(x))
,
which is equivalent (with constants depending on B only) to ‖ · ‖Cm,τ−k2 on the set D˜ε. Using the explicit
form of the function u and standard elliptic regularity estimates one can improve the latter inequality to
(34) ‖ϕ‖2,τ,u ≤ C‖ϑ‖0,τ,u.
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The proof of the proposition will now follow from this linear estimate and the contraction mapping
theorem: in fact, defining
Gφ,ε(ϕ) = (1 − ηε(s, z))
[
Sε(ψ˜ε) +Nε(ηε(z)φ+ ϕ)
]
+ 2∇gεηε(z) · ∇gεφ+∆gεηε(z)φ,
equation (29) is equivalent to
(35) ϕ = L−1
ψ˜ε
Gφ,ε(ϕ).
First of all, notice that Lψ˜ε is invertible since we are assuming M (and hence Mε) to be compact, see
the beginning of the proof. Secondly, to apply (34), we need to estimate ‖Gφ,ε(ϕ)‖0,τ,u, together with its
Lipschitz dependence in ϕ: our goal indeed is to apply the contraction mapping theorem.
Let us consider for instance the term (1 − ηε(s, z))Sε(ψ˜ε). Using the fact that (1 − ηε) is zero for
|z| ≤ ε−δK(εs) , that Sε(ψ˜ε) is zero for |z| ≥ ε
−δ+1
K(εs) and that k2 < K, we obtain
(36)
∥∥∥(1− ηε)Sε(ψ˜ε)∥∥∥
0,τ,u
≤ C sup
{ ε−δ
K(εs)
≤|z|≤ ε−δ+1
K(εs)
}
∥∥∥∥∥Sε(ψ˜ε)u
∥∥∥∥∥
Cτ (B1(z))
≤ Ce−ε−δ inf k0+k2K ‖Sε(ψ˜ε)‖Cτ
k0
.
Now to estimate the remaining terms of Gφ,ε we notice that
|Nε(ηε(z)φ+ ϕ)| ≤
{
C|ψ˜ε|p−2|ηε(z)φ+ ϕ|2 if |ηε(z)φ+ ϕ| ≤ |ψ˜ε|;
|ηε(z)φ+ ϕ|p otherwise.
Since p > 1, we can find a number ζ ∈ (0, 1) such that p− 2 + 1− ζ > 0, so the last formula implies
(37) |Nε(ηε(z)φ+ ϕ)| ≤ C
(
|ψ˜ε|p−1−ζ(|ηε(z)φ|ζ + |ϕ|ζ)(|ηε(z)φ|+ |ϕ|) + |ηε(z)φ|p + |ϕ|p
)
.
Using the fact that ‖ψ˜ε‖Cτ
k0
, ‖φ‖C1,τk1 ≤ 1 and reasoning as for (36), after some computations we deduce
(assuming ‖ϕ‖∞ ≤ 1, which will be verified later)
‖Gφ,ε(ϕ)‖0,τ,u ≤ C
(
e−ε
−δ inf
k2+k0
K ‖Sε(ψ˜ε)‖Cτk0 + e
−ε−δ inf k2+k1K ‖φ‖C1,τk1
+ e−ε
−δ inf
pk1+k2
K ‖φ‖C0,τk1 + e
−ε−δ inf (p−1)k0+k1+k2K ‖φ‖C0,τk1
)
(38)
+ C
(
e−ε
−δ(p−1−ζ) inf k0K + ‖ϕ‖p−1∞
)
‖ϕ‖0,τ,u.
Similarly, for two functions ϕ1, ϕ2 with ‖ϕ1‖∞, ‖ϕ2‖∞ ≤ 1 and with finite ‖ · ‖0,τ,u norm we have
(39) ‖Gφ,ε(ϕ1)−Gφ,ε(ϕ2)‖0,τ,u ≤
(
e−ε
−δ(p−1−ζ) inf k0K + ‖ϕ1‖p−1∞ + ‖ϕ2‖p−1∞
)
‖ϕ1 − ϕ2‖0,τ,u.
We now consider the map ϕ 7→ Gφ,ε(ϕ) in the set
B =
{
ϕ : ‖ϕ‖0,τ,u ≤ C1
(
e−ε
−δ inf
k2+k0
K ‖Sε(ψ˜ε)‖Cτk0 + e
−ε−δ inf k2+k1K ‖φ‖C1,τk1
)}
,
where C1 is a sufficiently large positive constant: notice that if ϕ ∈ B then ‖ϕ‖∞ = oε(1). From (38),
(39) it then follows that this map is a contraction from B into itself, endowed with the above norm,
and therefore a solution ϕ exists as a fixed point of Gφ,ε. The fact that k2 < K implies that the norm
‖ · ‖Cτ
−k2
is equivalent to ‖ · ‖0,τ,u in D˜ε (see also the comments in Remark 2.2), so we obtain (32). A
similar reasoning, still based on regularity theory and elementary inequalities, also yields (33).
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Remark 2.3 (a) From elliptic regularity theory it follows that in (32)-(33) the norm ‖ · ‖Cτ−k2 can be
replaced by the stronger one ‖ · ‖C2,τ−k2 , yielding an estimate in the norm ‖ · ‖Cτ′−k2 for any τ
′ ∈ (τ, 1).
(b) In the case M = Rn the above proof needs to be slightly modified: in fact the invertibility of Lψ˜ε
will be guaranteed provided we work in an appropriate class of functions Y decaying exponentially at
infinity. To guarantee this condition, we can vary the form of the barrier function u in order that it both
remains a super-solution of Lψ˜ε = 0 and decays exponentially to zero at infinity. This is indeed possible
using the uniform positive lower bound on V , see (2): we omit the details of this construction.
As a consequence of Proposition 2.1, we obtain that solvability of (1) is equivalent to that of (28).
Proposition 2.4 Suppose the assumptions of Proposition 2.1 hold, and consider the corresponding ϕ =
ϕ(φ). Then ψ = ψ˜ε + ηε(z)φ+ ϕ(φ) solves (14) if and only if φ ∈ HD˜ε satisfies
(40) Lε(φ) = S˜ε(φ) in D˜ε,
with
(41) S˜ε(φ) = Sε(ψ˜ε) +Nε(ηε(z)φ+ ϕ(φ)) + |ψ˜ε|p−1ϕ(φ) + (p− 1)|ψ˜ε|p−3ψ˜εℜ(ψ˜εϕ(φ)) in D˜ε,
where ηε, Sε and Nε are given in (22), (23) and (25) respectively.
2.3 Construction of an approximate kernel for Lε
We perform here some preliminary analysis useful to understand the spectral properties of Lε. More
precisely in this subsection we consider a model case, when the domain D˜ε (see (27)) is replaced by
[0, L/ε]×Rn−1 and the profile of approximate solutions is independent of the variable s (only the phase
varies, periodically in s). As in formula (8), we consider positive constants Vˆ , hˆ, kˆ satisfying
(42) hˆ =
(
fˆ2 + Vˆ
) 1
p−1
; kˆ =
(
fˆ2 + Vˆ
) 1
2
.
Our goal is to study the following eigenvalue problem, which models our linearized equation
Lˆεu = λu in [0, L/ε]× Rn−1;
(43) Lˆεu = −∆gˆεu+ Vˆ u− hˆp−1U(kˆy)p−1u− (p− 1)hˆp−1U(kˆy)p−1e−ifˆsℜ(e−ifˆsu),
and in particular we would like to characterize the small eigenvalues and the corresponding eigenfunctions.
First of all we can write u as
u = e−ifˆs(ur + iui),
for some real ur and ui. With this notation, we are reduced to study the coupled system{ −∆gˆεur + (Vˆ + fˆ2)ur − phˆp−1U(kˆy)p−1ur − 2fˆ ∂ui∂s = λur in [0, L/ε]× Rn−1;
−∆gˆεui + (Vˆ + fˆ2)ui − hˆp−1U(kˆy)p−1ui + 2fˆ ∂ur∂s = λui in [0, L/ε]× Rn−1.
Making the change of variables y 7→ kˆy and using (42), we are reduced to
(44)
{
− 1
kˆ2
∂2ur
∂s2 −∆yur + ur − pU(y)p−1ur − 2fˆkˆ2
∂ui
∂s =
λ
kˆ2
ur in [0, L/ε]× Rn−1;
− 1
kˆ2
∂2ui
∂s2 −∆yui + ui − U(y)p−1ui + 2fˆkˆ2
∂ur
∂s =
λ
kˆ2
ui in [0, L/ε]× Rn−1.
It is now convenient to use a Fourier decomposition in s of ur and ui, writing
ur =
∑
j
(
cos
(
2piεjs
L
)
ur,c,j(y) + sin
(
2piεjs
L
)
ur,s,j(y)
)
, s ∈ [0, L/ε], y ∈ Rn−1;
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ui =
∑
j
(
cos
(
2piεjs
L
)
ui,c,j(y) + sin
(
2piεjs
L
)
ui,s,j(y)
)
, s ∈ [0, L/ε], y ∈ Rn−1.
In this way the functions ur,c,j, ur,s,j, ui,c,j, ui,s,j satisfy the following systems of equations −∆yur,c,j +
(
1 + 4π
2ε2j2
L2kˆ2
)
ur,c,j − pU(y)p−1ur,c,j − 4πfˆεjLkˆ2 ui,s,j =
λ
kˆ2
ur,c,j in R
n−1;
−∆yui,s,j +
(
1 + 4π
2ε2j2
L2kˆ2
)
ui,s,j − U(y)p−1ui,s,j − 4πfˆεjLkˆ2 ur,c,j =
λ
kˆ2
ui,s,j in R
n−1, −∆yur,s,j +
(
1 + 4π
2ε2j2
L2kˆ2
)
ur,s,j − pU(y)p−1ur,s,j + 4πfˆεjLkˆ2 ui,c,j =
λ
kˆ2
ur,s,j in R
n−1;
−∆yui,c,j +
(
1 + 4π
2ε2j2
L2kˆ2
)
ui,c,j − U(y)p−1ui,c,j + 4πfˆεjLkˆ2 ur,s,j =
λ
kˆ2
ui,c,j in R
n−1.
If we set 2πεj
Lkˆ
= α, 2fˆ
kˆ
= µ and λ˜ = λ
kˆ2
then the latter two systems are equivalent to the following one
(45)
{ −∆yu+ (1 + α2)u− pU(y)p−1u+ µαv = λ˜u in Rn−1;
−∆yv + (1 + α2)v − U(y)p−1v + µαu = λ˜v in Rn−1.
The equivalence with the second system is obvious: for the first one it is sufficient to switch the sign
of the second component. We characterize the spectrum of the last system in the next proposition: the
value of µ is fixed, while α is allowed to vary. We remark that it is irrelevant for our purposes to take α
positive or negative, since we can still switch the sign of one of the two components.
Proposition 2.5 Let ηα, σα and τα denote the first three eigenvalues of (45). Then there exists µ0 > 0
such that for µ ∈ [0, µ0] the following properties hold
a there exists α0 > 0 such that ηα is simple, increasing and differentiable in α for α ∈ [0, α0], ∂ηα∂α > 0
for α ∈ (0, α0], η0 < 0 and ηα0 > 0;
b the eigenvalue σα is zero for α = 0 with multiplicity n, it satisfies
∂σα
∂α > 0 for α small positive and
stays uniformly bounded away from zero if α stays bounded away from zero;
c τα is strictly positive and stays uniformly bounded away from zero for all α’s;
d the eigenfunction uα corresponding to ηα is simple, radial in y, radially decreasing and depends smoothly
on α; for α = 0 the eigenfunction of (45) corresponding to η0 < 0 is of the form (Z˜, 0) with Z˜ radial
and radially decreasing, while those corresponding to σ0 = 0 are linear combinations of (∇yjU, 0),
j = 1, . . . , n− 1, and (0, U);
e let α be the unique α for which ηα = 0 (see a): then the corresponding eigenfunction is of the form
(Z,W ) for some radial functions Z,W satisfying the following decay |Z| + |W | ≤ Ce−(1+ηˆ)|y| for
some constants C, ηˆ > 0.
Proof. This result is known for µ = 0, see e.g. Proposition 4.2 in [9] and Proposition 2.9 in [12].
For µ 6= 0 sufficiently small the functions α 7→ ηα, α 7→ σα and α 7→ τα will be C1-close to those
corresponding to µ = 0: therefore, to prove a-d it is sufficient to show that ηα, σα are twice differentiable
in α for α small, that ∂ηα∂α =
∂σα
∂α = 0, and that
∂2ηα
∂α2 ,
∂2σα
∂α2 > 0.
We prove this statement only formally, but a rigorous proof can be easily derived. Differentiating
(46)
{ −∆yuα + (1 + α2)uα − pU(y)p−1uα + µαvα = ηαuα in Rn−1;
−∆yvα + (1 + α2)vα − U(y)p−1vα + µαuα = ηαvα in Rn−1
with respect to α we find
(47){ −∆y ∂uα∂α + (1 + α2)∂uα∂α − pU(y)p−1 ∂uα∂α + µα∂vα∂α + 2αuα + µvα = ηα ∂uα∂α + ∂ηα∂α uα in Rn−1;
−∆y ∂vα∂α + (1 + α2)∂vα∂α − U(y)p−1 ∂vα∂α + µα∂uα∂α + 2αvα + µuα = ηα ∂vα∂α + ∂ηα∂α vα in Rn−1.
14
To compute ∂ηα∂α at α = 0 it is sufficient to multiply the first equation by uα, the second by vα, to take
the sum and integrate: if we choose ∂uα∂α and
∂vα
∂α so that
∫
Rn−1
uα
∂uα
∂α + vα
∂vα
∂α = 0 (choosing for example∫
(u2α + v
2
α) = 1 for all α’s), then with an integration by parts we find that
∂ηα
∂α
|α=0
∫
Rn−1
u2α + v
2
α = 2µ
∫
Rn−1
u0v0.
Using the fact that v0 = 0, see d, we then obtain
∂ηα
∂α |α=0 = 0. The same argument applies for evaluating
∂σα
∂α |α=0, since the eigenfunctions corresponding to σ0 = 0 always have one component vanishing.
To compute the second derivative with respect to α we differentiate (47) once more at α = 0, obtaining{
−∆y ∂
2uα
∂α2 +
∂2uα
∂α2 − pU(y)p−1 ∂
2uα
∂α2 + 2µ
∂vα
∂α + 2u0 =
∂2ηα
∂α2 u0 in R
n−1;
−∆y ∂
2vα
∂α2 +
∂2vα
∂α2 − U(y)p−1 ∂
2vα
∂α2 + 2µ
∂uα
∂α + 2v0 =
∂2ηα
∂α2 v0 in R
n−1.
As for the previous case we get
∂2ηα
∂α2
|α=0 = 2 + 2µ
∫
Rn−1
(
u0
∂vα
∂α
|α=0 + v0 ∂uα
∂α
|α=0
)
so, using the smallness of µ, the claim follows.
For the second derivative of σα the procedure is similar, but notice that in this case we might obtain
a multivalued function, due to the multiplicity (n) of σ0, see b. However, if in the last formula we plug
in the corresponding eigenfunctions, see d, we still obtain a sign condition for each of the two branches
of σα (one of them will have multiplicity n− 1 by the rotation invariance of the equations).
Remark 2.6 Using the same argument in the previous proof one can show that
∂η
∂α
|α=α = 2α+ 2µ
∫
Rn−1
ZαWα.
Remark 2.7 Proposition 2.5 is the only result where the smallness of the constant A is used, see Theorem
1.1. Remark that V ≡ Vˆ implies fˆ = Ahˆσ, and that µ = 2 fˆ
kˆ
, so the smallness of A is equivalent to that
of µ. Notice that by (2), (8), when A → 0, hˆ and kˆ stay uniformly bounded and bounded away from zero.
We believe that dropping this smallness condition might lead to further resonance phenomena in
addition to these encountered here (see the introduction and the last section).
Remark 2.8 Considering (47) with σα replacing ηα and for α = 0 one finds that L0r ∂uα∂α |α=0 = −µv0
and L0i ∂vα∂α |α=0 = −µu0, where L0rv = −∆yv + v − pU(y)p−1v, L0i v = −∆yv + v − U(y)p−1v. Since for
α = 0 we have (u0, v0) = (∂jU, 0) or (u0, v0) = (0, U) (see d) and
(48) L0r
(
− 1
p− 1U −
1
2
∇U(y) · y
)
= U ; L0i (yjU(y)) = −2∂jU,
see Subsection 3.2 in [10], one finds respectively that
∂vα
∂α
|α=0 = µ
2
yjU(y);
∂uα
∂α
|α=0 = µ
(
1
p− 1U +
1
2
∇U(y) · y
)
.
These expressions, together with (59) in [8] and some integration by parts allow us to compute the explicitly
∂2σα
∂α2 , whose values along the two branches are
∂2σα
∂α2
=
2
(p− 1)
(
(p− 1)− 2A2θhˆ2σ−p+1
)
;
∂2σα
∂α2
=
2
(p− 1)
(
(p− 1)− 2A2σhˆ2σ−p+1
)
.
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Therefore, we find that the second derivatives of the eigenfunctions satisfy respectively the equations
(49) L0r
∂2uα
∂α2
=
2
p− 1
(
(p− 1)− 2A2θhˆ2σ−p+1
)
∇jU − 2∇jU − 4A2hˆ2σ−p+1yjU ;
(50) L0i
∂2vα
∂α2
=
2
p− 1
(
(p− 1)− 2A2σhˆ2σ−p+1
)
U − 2U − 8A2hˆ2σ−p+1U˜ .
These formulas will be used crucially later on. Below, we will denote for brevity
(51) Vˆj :=
1
2
∂2uα
∂α2
, j = 1, . . . , n− 1; Wˆ := 1
2
∂2vα
∂α2
.
The factor 12 arises in the Taylor expansion of the eigenfunctions in α, and j is the index in (49).
We next consider the case of variable coefficients, which can be reduced to the previous one through a
localization argument in s. To have a more accurate model for Lε the constants kˆ and fˆ in (44) have to
be substituted with the functions k(εs) and f(εs) satisfying (10). Precisely, in Nγε we define
(52) L1εu = −∆gˆεu+V (εs)u−h(εs)p−1U(k(εs)y)p−1u−(p−1)h(εs)p−1U(k(εs)y)p−1e−i
f(εs)
ε ℜ(e−i f(εs)ε u)
(recall the definition of gˆε in Subsection 2.1: in particular, working with the coordinates (s, y) integrals will
be computed using the co-area formula (20)). Before proving rigorous results, we first discuss heuristically
what the approximate kernel of L1ε should look like. Using Fourier expansions as above (freezing the
coefficients at some s), the profile of the functions which lie in an approximate kernel of L1ε will be given
by the solution of (recall (45))
(53)
{
−∆yu+ (1 + α2)u − pU(y)p−1u+ 2 f
′(s)
k(s) αv = λ˜u in R
n−1;
−∆yv + (1 + α2)v − U(y)p−1v + 2 f
′(s)
k(s) αu = λ˜v in R
n−1,
where λ˜ is close to zero. For α small (low Fourier modes), Proposition 2.5 d gives the profile ∇yU(k(s)y)
or iU(k(s)y) (recall also the scaling in y before (44)). The remaining part of the approximate kernel is the
counterpart of that given in Proposition 2.5 e: for variable coefficients it is uniquely defined a function
α(s) such that
(54) ηα(s) = 0,
where ηα here stands for the first eigenvalue of (53). We denote by
(
Zα(s)(k(s)y),Wα(s)(k(s)y)
)
the
components of the relative eigenfunction.
We next consider two bases of eigenfunctions for the weighted eigenvalue problems (the operators J
and T are defined in (13), (169) and are self-adjoint)
(55) Jϕj(s) = h(s)
θλjϕj(s); Tωj = h(s)
−σρjωj.
Because of the weights on the right-hand sides, we can choose these eigenfunctions to be normalized so
that
∫ L
0 h
θϕjϕl = δjl and
∫ L
0 h
−σωjωl = δjl: this choice will be useful in Subsections 4.2.1, 4.2.2.
These heuristic arguments suggest that the following subspaces K1,δ,K2,δ, where δ is a small positive
constant, once multiplied by e−
if(εs)
ε consist of approximate eigenfunctions for L1ε with eigenvalues close
to zero (this will be verified below, in the proof of Proposition 2.9, see also Remark 2.11)
(56) K1,δ = span
{
h(εs)
p+1
4
(
〈ϕj(εs),∇yU(ky)〉+ iε〈ϕ′j(εs), y〉
f ′
k
U(ky)− ε
2
k2
〈ϕ′′j (εs),V(ky)〉
)}
;
(57) K2,δ = span
{
h(εs)
1
2
(
ωj(εs)iU(ky) +
2εf ′(εs)
k
ω′j(εs)U˜(y)−
ε2
k2
ω′′j (εs)W(ky)
)}
,
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j = 0, . . . , δε , where
U˜ =
(
1
hp−1(p− 1)U(ky) +
1
2k
∇U(ky) · y
)
.
Here V = (Vj)j=1,...,n−1 is the counterpart of Vˆ in (51) substituting hˆ with h(s) (the same holds for W).
The choice of the weights (as powers of h) in (55) and in K1,δ, K2,δ are again done for technical reasons,
and will be convenient below, see in particular Subsections 4.2.1 and 4.2.2.
We also need to construct an approximate kernel with the profile (Z,W ), see Proposition 2.5 e. To
this aim we introduce the functions (recall (54))
(58) Q1,α(s) =
∫
Rn−1
Z2α(s); Q2,α(s) =
∫
Rn−1
W 2α(s); Q3,α(s) =
∫
Rn−1
Zα(s)Wα(s),
and consider the following eigenvalue problem (with periodic boundary conditions)
−ε2ξ′′ − k2α2ξ = ν˜
1 + 2f ′Q3,αkα
ξ on [0, L].
By the Weyl’s asymptotic formula we have that the eigenvalues ν˜j (counted with multiplicity) have the
qualitative behavior ν˜j ≃ −1 + ε2j2 as j → +∞. Hence, there is a first index jε (of order 1ε ) for which
ν˜jε ≥ 0. Setting νj = ν˜jε+j and denoting by ξj the eigenfunctions corresponding to νj , then we have
(59) − ε2ξ′′j − k2α2ξj =
νj
1 + 2f ′Q3,αkα
ξj ; νj = Cˆ0εj +O(ε
2j2) +O(ε) if |j| ≤ δ
2
ε
,
where δ > 0 is any given positive (small) constant. Notice that the family (ξj)j can be chosen normalized
in L2 with the weight 1
1+2f ′
Q3,α
kα
(this follows from (59) and the Courant-Fischer formula). Next we set
(60) βj = − 1
kα
(
1− Q1,α
k2α2 + 2f ′kαQ3,α
νj
)
εξ′j .
By our choices, the functions βj and ξj satisfy (this system will be useful in Subsection 4.3)
(61)
{
−ε2β′′j − k2α2βj − 2f ′Q3,αQ1,α (εξ′j + kαβj) = νjβj + (O(ν2j ) +O(ε))βj ;
−ε2ξ′′j − k2α2ξj + 2f ′Q3,αQ2,α (εβ′j − kαξj) = νjξj + (O(ν2j ) +O(ε))ξj
for |j| ≤ δ
2
ε
.
Our next goal is to introduce a family of approximate eigenfunctions of L1ε which have the profile (from
now on, we might denote (Zα(s),Wα(s)), see (54), simply by (Zα,Wα))
(62) v3,j := (βj + qj)Zα + γj
∂Zα
∂α
+ iξjWα + iκj
∂Wα
∂α
:
the functions βj , ξj are as in (59)-(60), while qj , γj and κj are small corrections to be chosen properly so
that L1ε(e
−i f(εs)ε v3,j) = νje−i
f(εs)
ε v3,j , up to an error o(νj) +O(ε).
With simple computations, using (46), (47), Remark 2.6 and (61), one finds that
ei
f(εs)
ε
(
L1ε(e
−i f(εs)ε v3,j)− νje−i
f(εs)
ε v3,j
)
= Zα2f
′Q3,α
Q1,α
[
2Q1,αγjk + (εξ
′
j + kαβj)
]
+Wα2f
′ (−γjk − (εξ′j + βjkα)− kαqj)
+
∂Zα
∂α
(−ε2γ′′j − α2k2γj) +
∂Wα
∂α
2f ′(−εκ′j − kαγj)
+ iZα2f
′(−κjk − kαξj + εβ′j + εq′j) + iWα2f ′
Q3,α
Q2,α
(2Q2,αkκj + kαξj − εβ′j)
+ i
∂Zα
∂α
2f ′(−kακj + εγ′j) + i
∂Wα
∂α
(−ε2κ′′j − α2k2κj) + Zα(−ε2q′′j − α2k2qj)
+ (O(ν2j ) +O(ε))ξj + (O(ν
2
j ) +O(ε))βj .
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To make the coefficients of the terms Zα, Wα and iWα in the second and fourth lines vanish we choose
γj = − 1
2kQ1,α
(εξ′j + kαβj); κj = −
1
2kQ2,α
(kαξj − εβ′j); qj = −
1
kα
(εξ′j + βjkα+ kγj).
Using (60) we get
(63) γj = −εξ′j
1
2k
1
k2α2 + 2f ′kαQ3,α
νj ; κj =
1
2k
νj
1 + 2f ′Q3,αkα
ξj +O(ν
2
j )ξj :
these equations and (59) imply the relations −ε2γ′′j −α2k2γj = O(ν2j )βj ,−εκ′j−kαγj = O(ν2j )βj ,−kακj+
εγ′j = O(ν
2
j )ξj and −ε2κ′′j − α2k2κj = O(ν2j )ξj . Similarly one finds
(64) qj = ξj
1
2k
1
kα+ 2f ′Q3,α
νj .
This also yields −γjk − (εξ′j + βjkα) − kαqj = O(ν2j )βj , −κjk − kαξj + εβ′j + εq′j = O(ν2j )ξj and
−ε2q′′j − α2k2qj = O(ν2j )βj , so we obtain
(65) L1ε(e
−i f(εs)ε v3,j) = νje−i
f(εs)
ε v3,j + (O(ν
2
j ) +O(ε))ξj + (O(ν
2
j ) +O(ε))βj for |j| ≤
δ2
ε
,
which was our claim. We next define
(66) K3,δ = span
{
(βj + qj)Zα + γj
∂Zα
∂α
+ iξjWj + iκj
∂Wα
∂α
: j = −δ
2
ε
, . . . ,
δ2
ε
}
.
In the Kl,δ’s we added some corrections to the approximate eigenfunctions which take into account the
variation of the profile with the frequency, see the derivation of (45) and Remark 2.8. In K1,δ and K2,δ
the corrections are up to the second order (in εj), while in K3,δ only up to the first: the reason is that
the corresponding eigenvalues have a quadratic dependence in εj for K1,δ and K2,δ (they correspond to
ηα in Proposition 2.5), and an affine dependence in εj for K3,δ (corresponding to µα in Proposition 2.5).
Since the former dependence is more delicate in the indices, we need a more accurate expansion of the
eigenfunctions. We finally set
(67) Kδ = span {K1,δ,K2,δ,K3,δ} .
2.4 Invertibility of Lε in the orthogonal complement of Kδ
Since Kδ (multiplied by e
−i f(εs)ε ) is a good candidate for the span of the eigenfunctions of L1ε with small
eigenvalues, it seems plausible to invert L1ε on the orthogonal complement to e
−i f(εs)ε Kδ: this is the
content of the next result. We recall the definition of the constant A in the introduction.
Proposition 2.9 There exists A0 sufficiently small such that for any A ∈ [0,A0] the following property
holds. For δ > 0 small enough there exists C > 0 (independent of δ) such that if
(68) ℜ
∫
Nγε
e−i
f(εs)
ε v φ dVgˆε = 0 for all v ∈ Kδ,
one has ‖ΠεL1ε(φ)‖L2(Nγε) ≥ C−1δ2‖φ‖L2(Nγε). Here Πε denotes the projection in L2(Nγε) onto the
orthogonal complement of the set
{
e−i
f(εs)
ε v : v ∈ Kδ
}
.
Before starting with the proof, which relies on a localization argument and the spectral analysis of
Proposition 2.5, we introduce some notation and a preliminary Lemma. We fix sˆ ∈ [0, L] and we denote
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by fˆ , hˆ, kˆ, αˆ the values of f ′(sˆ), h(sˆ), k(sˆ), α(sˆ) respectively, so that the counterpart of (10) holds true.
For a large constant C˜0 to be fixed later, we also define
Kˆ1,δ = span
{
〈ϕˆj(εs),∇yU(kˆy)〉+ iε〈ϕˆ′j(εs), y〉
fˆ
kˆ
U(kˆy)− ε
2
k2
〈ϕ′′j (εs), Vˆ(kˆy)〉
}
;
Kˆ2,δ = span
{(
ωˆj(εs)iU(kˆy) +
2εf ′(εs)
kˆ
ωˆ′j(εs)
ˆ˜U(y)− ε
2
kˆ2
ω˜′′j (εs)Wˆ(kˆy)
)}
,
j = 0, . . . , δ
C˜0ε
, and
Kˆ3,1,δ = span
{
cos(αˆjs)Zαˆj (kˆy)− i sin(αˆjs)Wαˆj (kˆy) : j = −
δ2
C˜0ε
, . . . ,
δ2
C˜0ε
}
;
Kˆ3,2,δ = span
{
sin(αˆjs)Zαˆj (kˆy) + i cos(αˆjs)Wαˆj (kˆy) : j = −
δ2
C˜0ε
, . . . ,
δ2
C˜0ε
}
,
where
(69) ˆ˜U =
(
1
hˆp−1(p− 1)
U(kˆy) +
1
2kˆ
∇U(kˆy) · y
)
; αˆj =
[
αˆkˆL
2piε
+ j
]
2piε
L
,
(again, the latter square bracket stands for the integer part, and this choice makes the functions L/ε-
periodic). In the above formulas (ϕˆj)j are the eigenfunctions of the normal Laplacian with the flat metric
on γ, and ωˆj those of ∂
2
ss on [0, L]: the symbols Zαˆj ,Wαˆj stand for the components of the eigenfunctions
of (45) corresponding to ηαˆj . In analogy with (67) we also define
(70) Kˆδ = span
{
Kˆ1,δ, Kˆ2,δ, Kˆ3,1,δ, Kˆ3,2,δ
}
.
Given a small constant η > 0 to be chosen later (of order
√
ε), we consider then a smooth cutoff function
χη (depending only on s) with support near
sˆ
ε and with length of order
η
ε . For example, one can take
χη(s) = χ(
ε
η (s− sˆ/ε)) for a fixed compactly supported cutoff χ which is 1 in a neighborhood of 0. The
next result uses Fourier cancelation, and is related to Lemma 2.7 in [12].
Lemma 2.10 There exists C˜0 sufficiently large (depending only on V , L and A0) with the following
property. For any given integer number m there exists Cm > 0 depending on m and χη such that for
|j| ≤ δ2
C˜0ε
and for |l| ≥ δ2ε one has∣∣∣∣∫ χη(s)ξl(s) cos(αˆjs)ds∣∣∣∣+ ∣∣∣∣∫ χη(s)ξl(s) sin(αˆjs)ds∣∣∣∣ ≤ 1ε Cm|νl|m
[
η(1 + |νl|) + ε
η
]m
.
Proof. We clearly have that (cos(αˆjs))
′′ = −αˆ2j cos(αˆjs): therefore, integrating by parts, after some
manipulation we obtain that∫
χηξl(s) cos(αˆjs)ds =
1
αˆ2j − kˆ2αˆ2 + νl
1+2fˆ
Q3,αˆ
kˆαˆ
×
×
{∫
χηξl(s) cos(αˆjs)
(
k2α2 − kˆ2αˆ2 + νl
1 + 2fˆ
Q3,αˆ
kˆαˆ
− νl
1 + 2f ′Q3,αkα
)
(71)
−
∫
cos(αˆjs)
[
χ′′ηξl(s) + 2χ
′
ηξ
′
l(s)
]}
.
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By (69) the numbers αˆj satisfy αˆj ≃ kˆαˆ + 2πεjL for |j| ≤ δ
2
C˜0ε
, while by (59) |νl| ≥ 12 Cˆ0δ2 for |l| ≥ δ
2
ε .
Notice also that 1+ 2f ′Q3,αkα is uniformly bounded above and below by positive constants when A0 tends
to zero (see for example the comments in Remark 2.7). By these facts and the properties of χη we find∣∣∣∣∫ χηξl(s) cos(αˆjs)ds∣∣∣∣ ≤ 1ε C|νl|
[
η(1 + |νl|) + ε
η
]
.
which yields the statement for m = 1 (similar computations can be performed to deal with the sin
function). The factor 1ε inside the brackets arises from the fact that we are integrating over the interval
[0, L/ε], and by the normalization of ξj (see the comments before (59)). To obtain it for general m, it is
sufficient to iterate the procedure for (71) m times and integrate by parts.
Proof of Proposition 2.9 The proof mainly relies on a localization argument and Lemma 2.10. If
η =
√
ε and χη is as in Lemma 2.10, we show next that the function χηφ is almost orthogonal to e
−ifˆsKˆδ
if ε is sufficiently small. We consider for example a function vˆ ∈ Kˆ3,1,δ of the form
vˆ =
δ2
C˜0ε∑
j=− δ2
C˜0ε
bˆj
[
cos(αˆjs)Zαˆj (kˆy)− i sin(αˆjs)Wαˆj (kˆy)
]
,
for some arbitrary coefficients (bˆj)j , and we also set
v˜ =
δ2
C˜0ε∑
j=− δ2
C˜0ε
bˆj
[
cos(αˆjs)Zα(εs)(k(s)y)− i sin(αˆjs)Wα(εs)(k(s)y)
]
.
We are going to evaluate the real part of the integral
∫
Nγε
e−ifˆsvˆχηφ: first of all, since |k(s) − kˆ| ≤ Cη
and |αˆj − α(s)| ≤ C(η + δ2) on the support of χη we have that
‖Zα(εs)(k(s)y)− Zαˆj (kˆy)‖L2(Rn−1) = O(η + δ2) in supp(χη),
so, clearly
(72) ℜ
∫
Nγε
e−ifˆsvˆχηφ = ℜ
∫
Nγε
e−ifˆsv˜χηφ+O(η + δ2)‖χηφ‖L2(Nγε)‖vˆ‖L2(Nγε).
We next write wˆ(s) = χη(s)
∑ δ2
C˜0ε
j=− δ2
C˜0ε
bˆj sin(αˆjs), and notice that
wˆ′(s) = χ′η(s)
δ2
C˜0ε∑
j=− δ2
C˜0ε
bˆj sin(αˆjs) + χη(s)
δ2
C˜0ε∑
j=− δ2
C˜0ε
bˆjαˆj cos(αˆjs)(73)
= kαχη(s)
δ2
C˜0ε∑
j=− δ2
C˜0ε
bˆj cos(αˆjs) + χ
′
η(s)
δ2
C˜0ε∑
j=− δ2
C˜0ε
bˆj sin(αˆjs)− χη(s)
δ2
C˜0ε∑
j=− δ2
C˜0ε
bˆj(kα− αˆj) sin(αˆjs).
Using this formula and the same argument as for (72) we get (recall our notation before (62))
(74) χηv˜ =
1
kα
wˆ′(s)Zα − iwˆ(s)Wα +O(η + δ2)‖χηvˆ‖L2(Nγε).
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Notice that, by the explicit form of wˆ and αˆj , for any integerm one has ‖wˆ‖2Hm([0,L/ε]) ≤ Cm‖wˆ‖2L2([0,L/ε]):
therefore, if we write wˆ with respect to the basis ξl as (notice the shift of index before (59))
(75) wˆ(s) =
∞∑
l=−jε
bˇlξl(εs),
we also find that
(76)
∞∑
l=−jε
(1 + |νl|)mbˇ2l ≤ Cm‖wˆ‖2Hm([0,L/ε]) ≤ Cm‖wˆ‖2L2([0,L/ε]) ≤ Cm‖vˆ‖2L2(Nγε).
Differentiating (75) with respect to s and using the definition of ξj together with (60) we find that
wˆ′(s) =
∞∑
l=−jε
bˇlεξ
′
l(εs) =
∞∑
l=−jε
bˇl(−kα+O(νl))βl(εs).
The last formula and (74) imply
χη v˜ = −
∞∑
l=−jε
bˇl(βlZα + iξlWα) +
∞∑
l=−jε
bˇlO(νl)βlZα +O(η + δ
2)‖χηvˆ‖L2(Nγε)
= −
∞∑
l=−jε
bˇlv3,l +
∞∑
l=−jε
bˇl(v3,l − βlZα − iξlWα) +
∞∑
l=−jε
bˇlO(νl)βlZα +O(η + δ
2)‖χηvˆ‖L2(Nγε).(77)
In the support of χη there exists θˆ ∈ R such that f(εs)ε = fˆs+ θˆ +O(η), which yields∫
Nγε
v˜e−ifˆsχηφ =
∫
Nγε
v˜e−i
f(εs)
ε χηφ+O(η)‖φ‖L2(supp(χη))‖vˆ‖L2(Nγε).
Now, recalling that η =
√
ε and that we have orthogonality between φ and e−i
f(εs)
ε Kδ, from the last two
formulas we obtain that
(78)
∫
Nγε
v˜e−ifˆsχηφ = A1 +A2 +A3 +O(η + δ2)‖φ‖L2(supp(χη))‖vˆ‖L2(Nγε);
A1 = −
∫
supp(χη)
e−ifˆsφ
∑
|l|≥ δ2ε
bˇlv3,l; A2 =
∫
supp(χη)
e−ifˆsφ
∞∑
l=−jε
bˇl(v3,l − βlZα − iξlWα);
A3 =
∫
supp(χη)
e−ifˆsφ
∞∑
l=−jε
bˇlO(νl)βlZα.
To estimate these terms we notice first that, by the normalization of ξj before (60), the coefficients bˇl in
(75) can be computed as
bˇl = ε
∫ L/ε
0
wˆ(s)
1 + 2f ′Q3,αkα
ξl(εs)ds = ε
δ2
C˜0ε∑
j=− δ2
C˜0ε
bˆj
∫ L/ε
0
χη(s)
sin(αˆjs)
1 + 2f ′Q3,αkα
ξl(εs)ds.
Using this formula, Lemma 2.10 and the Ho¨lder inequality we find that for any integer m
(79) bˇ2l ≤ Cmε2m+2
( δ2C˜0ε∑
j=− δ2
C˜0ε
|bˆj |
)2
≤ Cmε2m+1
δ2
C˜0ε∑
j=− δ2
C˜0ε
bˆ2j ≤ Cmε2m+2‖vˆ‖2L2(Nγε); |l| ≥
δ2
ε
.
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From the explicit expression for the functions v3,δ the above term A1 can be estimated as
A1 ≤ C
(1
ε
∑
|l|≥ δ2ε
(1 + |νl|2)2bˇ2l
) 1
2 ‖φ‖L2(supp(χη)).
As before, the factor 1ε inside the brackets arises from the fact that we are integrating over [0, L/ε].
Using the fact that C−1|εl| ≤ |νl| ≤ C(|εl| + ε2l2) for |l| ≥ δ2ε (which follows from the Weyl’s
asymptotic formula for the eigenvalue problem in (59)), (76) and (79), one finds that for any large integer
m and any d ∈ (1,m/8)∑
δ2
ε ≤|l|≤ε−d
(1 + |νl|2)2bˇ2l ≤ Cmε11+2m−8d‖vˆ‖2L2(Nγε);
∑
|l|≥ε−d
(1 + |νl|2)2bˇ2l ≤ Cmε(d−1)(m−4)‖vˆ‖2L2(Nγε).
By the arbitrarity of m it follows that for any m′ ∈ N
|A1| ≤ Cm′εm
′‖vˆ‖L2(Nγε)‖φ‖L2(supp(χη)).
Dividing the set of indices l into {|l| ≤ δ2ε } and {|l| ≥ δ
2
ε } and using similar arguments (taking also into
account (63) and (64)) we get
|A2|+ |A3| ≤ C‖φ‖L2(supp(χη))
(
1
ε
∞∑
l=−jε
(ν2l + ν
4
l )bˇ
2
l
) 1
2
≤ Cδ2‖φ‖L2(supp(χη))‖vˆ‖L2(Nγε).
Therefore, using (72) and (78) one finds
ℜ
∫
Nγε
e−ifˆsvˆχηφ = O(η + δ2)‖φ‖L2(supp(χη))‖vˆ‖L2(Nγε); vˆ ∈ Kˆ3,1,δ.
Similar estimates hold for vˆ ∈ span{Kˆ1,δ, Kˆ2,δ, Kˆ3,2,δ}, so we obtain
(80)
∫
Nγε
e−ifˆsvˆχηφ = O(δ2 + η)‖φ‖L2(supp(χη))‖vˆ‖L2(Nγε) for every vˆ ∈ Kˆδ.
Next we let Lˆε denote the operator in (43) with coefficients freezed at sˆ. Since e
−ifˆsKˆδ consist of all
the eigenfunctions of Lˆε (up to an error o(δ
2)) with eigenvalues smaller in absolute value than δ2, see
Proposition 2.5 and Remark 2.8, from (80) we then deduce
(81) ‖Lˆε(e−ifˆsχηφ)‖L2(Nγε) ≥
δ2
C
‖χηφ‖L2(Nγε) +O(δ4 + δ2η)‖φ‖L2(supp(χη))
for some fixed constant C independent of δ.
It is now possible to choose the cutoff function χ (see the comments before Lemma 2.10) so that it
is even, compactly supported in [−2, 2], χ ≡ 1 in [−1, 1], and so that χ(2 − t) + χ(t) ≡ 1 for t ∈ [1, 2].
With this choice, we can find a partition of unity (χη,j)j of [0, L/ε] consisting of translates of χη (plus a
negligible scaling), with j running between 1 and a number of order L√
ε
. For each index j we choose a
point sˆj in the support of χη,j and we denote by Lˆj the operator corresponding to (43) with coefficients
freezed at sˆj . Then, using (81), with easy computations one finds
‖L1εφ‖2L2(Nγε) =
∥∥L1ε∑
j
χη,jφ
∥∥2
L2(Nγε)
=
∥∥∑
j
Lˆj(χη,jφ)
∥∥2
L2(Nγε)
+O(
√
ε)‖φ‖2L2(Nγε)
≥ δ
4
C
∑
j
∥∥χη,jφ∥∥2L2(Nγε) +O(√ε)‖φ‖2L2(Nγε) = δ4C ‖φ‖2L2(Nγε) +O(√ε)‖φ‖2L2(Nγε)
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for some C independent of δ. To complete the proof we need to bound from below the norm of ΠεL
1
εφ,
showing that ‖ΠεL1εφ‖2L2(Nγε) ≥ δ
2
C ‖φ‖2L2(Nγε). To see this, by the last formula it is sufficient to have
(82) (L1εφ, e
−i f(εs)ε v)L2(Nγε) = o(δ
2)‖φ‖L2(Nγε)‖v‖L2(Nγε) for any v ∈ Kδ.
We prove this claim for v ∈ K1,δ only: for the other Kj,δ’s the arguments are similar, see Remark 2.11
below for more details. Setting v = vr + ivi one finds (see (15))
L1ε(e
− if(εs)ε v) = e−
if(εs)
ε (Lrvr + iLivi)− e−
if(εs)
ε
(
∂2vr
∂s2
+ i
∂2vi
∂s2
)
+ 2if ′e−
if(εs)
ε
(
∂vr
∂s
+ i
∂vi
∂s
)
.
When differentiating v with respect to s, we either hit the functions ϕj ’s (and their derivatives) or other
functions like k(εs) or f ′(εs) (see the definition of K1,δ above). The latter ones have a slow dependence
in s and therefore these terms can be collected within an error of the form O(ε)‖v‖L2(Nγε).
However, by our choices of the second and the third parts of the elements in K1,δ (see Remark 2.8,
in particular formulas (48), (49) and (50)), terms containing zero-th or first order derivatives of ϕj will
have coefficients bounded by ε, while the only term containing second derivatives of ϕj will be a linear
combination (in j) of the expressions
−ε2h(εs) p+14
(
1− 2A
2θ
p− 1h(s)
σ−θ
)
〈ϕ′′j (εs),∇yU(k(s)y)〉, j = 0, . . . ,
δ
ε
.
The remaining terms will contain third and the fourth derivatives of ϕj only (multiplied respectively by
ε3 and ε4). Therefore, if we set
v1,j = h(εs)
p+1
4
(
〈ϕj(εs),∇yU(ky)〉+ iε〈ϕ′j(εs), y〉
f ′
k
U(ky)− ε
2
k2
〈ϕ′′j (εs),V(ky)〉
)
,
by the above comments and the fact that Jϕj = h(εs)
θλjϕj (see (55)) we have
(83) L1ε
(
e−i
f(εs)
ε
δ
ε∑
j=0
ajv1,j
)
= e−i
f(εs)
ε
δ
ε∑
j=0
λjajv1,j +R(v); v =
δ
ε∑
j=0
ajv1,j ,
where R(v) contains terms of order ε or linear combinations of third and fourth derivatives of ϕj(εs), so
using Fourier analysis one can derive the estimate
(84) ‖R(v)‖L2(Nγε) ≤ C
(1
ε
δ
ε∑
j=0
a2j(ε+ ε
3j3)2
) 1
2 ≤ C(ε+ δ3)‖v‖L2(Nγε),
for some constant C > 0. Therefore, using (83) and (84) we obtain
(L1εφ, e
−i f(εs)ε v)L2(Nγε) = O(ε+ δ
3)‖φ‖L2(Nγε)‖v‖L2(Nγε),
which yields (82) and concludes the proof.
Remark 2.11 The last step in the proof of Proposition 2.9 is nearly identical for v ∈ K2,δ except that,
still by the computations in Remark 2.8, in the counterpart of (83) we will obtain ρj instead of λj (see
(55)). When considering K3,δ, setting v =
∑ δ2
ε
j=− δ2ε
ajv3,j (see (65)) one finds
(85) L1ε
(
e−i
f(εs)
ε v
)
= e−i
f(εs)
ε
δ2
ε∑
j=− δ2ε
νjajv3,j + R˜(v);
‖R˜(v)‖L2 ≤ C
(
1
ε
δ2
ε∑
j=− δ2ε
a2j(ε+ ε
2j2)2
) 1
2
≤ C(ε+ δ4)‖v‖L2(Nγε).
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2.5 Invertibility of Lε in weighed spaces
Our goal is to show that the linearized operator Lε (see (24)) at approximate solutions is invertible on
spaces of functions satisfying suitable constraints. We begin with some preliminary notation and lemmas:
we first collect a decay properties of Green’s kernels in Euclidean space. Let us consider the equation
(86) −∆u+ u = f in Rn−1,
where f decays to zero at infinity. The solution of the above equation can be represented as
u(x) =
∫
Rn−1
G0(|x− y|)f(y)dy,
where G0 : R+ → R+ is a function singular at 0 which decays exponentially to zero at infinity. Using the
notation of Subsection 2.2 and standard elliptic regularity theory, one can prove the following result (the
choice α ≥ 12 for the Ho¨lder exponent is technical, and is used in the proof of Lemma 2.13).
Lemma 2.12 Let Q > 0, α ≥ 12 , let 0 < τ < 1, 0 < ς < 1 and let f ∈ Cατ . Then equation (86) has
a (unique) solution u of class C2,αςτ which vanishes on ∂BQ(0). Moreover, there exist ς0 > 0 sufficiently
close to 1 and Cˇ0 sufficiently large (depending only on n, α, min{Q, 1} and ς) such that for ς0 ≤ ς < 1
‖u‖C2,αςτ ≤ Cˇ0‖f‖Cας .
Let now τ, ς ∈ (0, 1) (to be fixed later). For any integer m we let Cm,τς, denote the weighted Ho¨lder space
(87) C
m,τ
ς =
{
u : Rn−1 → C : sup
y∈Rn−1
eς|y|‖u‖Cm,τ(B1(y)) < +∞
}
.
We also consider the following set of functions L/ε-periodic in s
(88) L
2
(C
m,τ
ς ) =
{
u : [0, L/ε]× Rn−1 → C : s 7→ u(s, ·) ∈ L2([0, L/ε];Cm,τς )
}
,
and for l ∈ N, we define similarly the functional space
(89) H
l
(C
m,τ
ς ) =
{
u : [0, L/ε]× Rn−1 → C : s 7→ u(s, ·) ∈ H l([0, L/ε];Cm,τς )
}
.
The weights here are suited for studying functions which decay in y like e−|y|, as the fundamental solution
of −∆Rn−1u+u = 0. The parameter ς < 1 has been introduced to allow some flexibility in the decay rate.
When dealing with functions belonging to the above three spaces, the symbols ‖ · ‖Cm,τς , ‖ · ‖L2(Cm,τς ),
‖ · ‖
H
l
(C
m,τ
ς )
will denote norms induced by formulas (87), (88) and (89). Also, we keep the same notation
for the norms when considering functions defined on subsets of [0, L/ε]× Rn−1.
We next consider some positive constants Vˆ , fˆ , hˆ, kˆ which satisfy the relations in (8). If δ and Kˆδ are
as in the previous subsection and δ as in Section 2, letting
DL,ε = [0, L/ε]×Bε−δ+1(0) ⊆ [0, L/ε]× Rn−1,
we define the space of functions
Hˆε :=
{
φ : ℜ
∫
DL,ε
φ(s, y)e−ifˆsv
(
s, y/
√
Vˆ
)
= 0 for all v ∈ Kˆδ
}
.
This conditions represents, basically, orthogonality with respect to Kˆδ (multiplied by the phase factor),
when the function φ is scaled in y by
√
V . This is a choice made for technical reasons, which will be
helpful in Proposition 2.14. We next have the following result, related to Proposition 2.9 once we scale y.
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Lemma 2.13 Let 12 ≤ τ < 1 and ς ∈ (0, 1). Then, for δ small there exists a positive constant C,
depending only on p, τ , ς, L, Vˆ and fˆ , such that the following property holds: for fˆ small, for ε→ 0 and
for any function b ∈ L2(Cτς ) there exist u ∈ Hˆε, and v ∈ Kˆδ such that, in DL,ε
(90)

− 1
Vˆ
∂2ssu−∆yu+ u− hˆ
p−1
Vˆ
U(ykˆ/
√
Vˆ )p−1u− (p− 1) hˆp−1
Vˆ
U(ykˆ/
√
Vˆ )p−1e−ifˆsℜ(e−ifˆsu)
= b+ e−ifˆsv;
u = 0 on ∂DL,ε,
(notice that v above is intended scaled in y) and such that we have the estimates
(91) ‖u‖
L
2
(C
2,τ
ς )
+ ‖u‖
H
1
(C
1,τ
ς )
+ ‖u‖
H
2
(C
τ
ς )
≤ C
δ2
inf
v∈Kˆδ
‖b+ e−ifˆsv‖
L
2
(C
τ
ς )
;
(92) ‖v‖
L
2
(C
τ
ς )
≤ C‖b‖
L
2
(C
τ
ς )
.
Proof. First of all we observe that a solution to (90) of class L2 exists. In fact, replacing DL,ε with
[0, L/ε]×Rn−1, this would simply follow from Proposition 2.9 with V ≡ Vˆ . However, since the functions
in Kˆδ decay exponentially to zero as |y| → +∞ the Dirichlet boundary conditions do not affect the
solvability property: for more details see for example [13], Lemma 5.5. Notice that indeed, by (7) and
Proposition 2.5 e, the elements of Kδ decay at the rate e
−kˆ|y|, and by (8) kˆ >
√
Vˆ . In particular
‖v‖
L
2
(C
τ
ς )
is finite and (92) holds. We also have (91) replacing the left-hand side by the L2 norm of u.
We divide the rest of the proof into two steps.
Step 1: u ∈ L2(Cτς ) and ‖u‖L2(Cτς ) ≤
C
δ2 ‖b‖L2(Cτς ). We set u = e
−ifˆsv and c = e−ifˆs(b + v), so v
satisfies 
−∆v + (1 + fˆ2/Vˆ )v + 2ifˆ/Vˆ ∂sv − hˆp−1Vˆ U(ykˆ/
√
Vˆ )p−1v
−(p− 1) hˆp−1
Vˆ
U(ykˆ/
√
Vˆ )p−1ℜ(v) = c in Bε−δ+1(0),
v = 0 on ∂Bε−δ+1(0).
We now use a Fourier decomposition in the variable s: setting
c(s, y) =
∑
j
cj(y)e
ijεs; v(s, y) =
∑
j
vj(y)e
ijεs,
(here we are assuming for simplicity that L = 2pi) we see that each cj belongs to C
τ
ς,Vˆ
, that
(93)
∑
j
‖cj‖2Cτς =
1
ε
‖c‖2
L
2
(C
τ
ς )
;
∑
j
‖vj‖2Cτς =
1
ε
‖v‖2
L
2
(C
τ
ς )
≤ C
εδ2
‖b‖
L
2
(C
τ
ς )
,
and that each vj solves
(94)

−∆yvj +
(
1 + fˆ
2+ε2j2−2fˆεj
Vˆ
)
vj − hˆp−1Vˆ U(ykˆ/
√
Vˆ )p−1vj
−(p− 1) hˆp−1
Vˆ
U(ykˆ/
√
Vˆ )p−1ℜ(vj) = cj in Bε−δ+1(0),
vj = 0 on ∂Bε−δ+1(0).
From elliptic regularity theory, we find that for any R > 0 there exists a constant C depending only on
R, p and τ such that ‖vj‖Cτ (BR) ≤ C‖cj‖Cτς + C‖vj‖L2. Now we choose R (depending on p and ς) so
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large that p hˆ
p−1
Vˆ
Up−1(ykˆ/
√
Vˆ ) < 14 (1 − ς) for |y| ≥ R2 , and a smooth radial cutoff function χˆ such that
χˆ(y) = 1 for |y| ≤ R2 , and χˆ(y) = 0 for |y| ≥ R. Next, we write equation (94) as{
−∆yvj +
(
1 + fˆ
2+ε2j2−2fˆεj
Vˆ
)
vj − (1− χˆ)p hˆp−1Vˆ U(ykˆ/
√
Vˆ )p−1vj = c˜j + χˆp hˆ
p−1
Vˆ
U(ykˆ/
√
Vˆ )p−1vj ,
vj = 0 on ∂Bε−δ+1(0).
We notice that the first linear coefficient of vj is bounded below (uniformly in j) by 1. Therefore, using
the Green’s representation formula, the maximum principle and our choice of R (see Lemma 2.12) for
any ς ′ < ς we then have the estimate
‖vj‖Cτς′ ≤ C(‖cj‖Cτς + ‖vj‖L2)
for some fixed constant C depending only on p, ς and τ . Taking the square and summing over j we get
‖u‖2
L
2
(C
τ
ς′)
= ‖v‖2
L
2
(C
τ
ς′)
≤ C‖b‖2
L
2
(C
τ
ς )
+ C‖v‖2L2 ≤ ‖b‖2L2(Cτς ).
We next want to replace in the last formula ς ′ with ς . Rewrite (90) as
− 1
Vˆ
∂2ssu−∆yu+ u = cˆ := hˆ
p−1
Vˆ
U(ykˆ/
√
Vˆ )p−1u
+(p− 1) hˆp−1
Vˆ
U(ykˆ/
√
Vˆ )p−1e−ifˆsℜ(e−ifˆsu) + b+ e−ifˆsv;
u = 0 on ∂DL,ε.
Using the same procedure as above, write cˆ(s, y) =
∑
j cˆj(y)e
ijεs and u(s, y) =
∑
j uj(y)e
ijεs.
We consider now the function Up−1uj: by (7), if we choose ς ′ +
(p−1)kˆ√
Vˆ
> ς , it follows from the above
estimates that ‖cˆ‖
L
2
(C
τ
ς )
is finite and that
∑
j
‖cˆj‖2Cτς ≤
C
ε
‖b‖2
L
2
(C
τ
ς )
.
Moreover uj satisfies {
−∆uj +
(
1 + ε
2j2
Vˆ
)
uj = cˆj in Bε−δ+1(0),
uj = 0 on ∂Bε−δ+1(0).
Also, it is easy to show
‖u‖2
L
2
(C
2,τ
ς )
+ ‖u‖2
H
1
(C
1,τ
ς )
+ ‖u‖2
H
2
(C
τ
ς )
=
1
ε
∑
j
[
‖uj‖2C2,τς + (1 + ε
2j2)‖uj‖2C1,τς + (1 + ε
2j2 + ε4j4)‖uj‖2Cτς
]
,(95)
and therefore we are reduced to find estimate ‖uj‖2
C
2,τ
ς
, ‖uj‖2
C
1,τ
ς
and ‖uj‖2Cτς , done in the next step.
Step 2: proof concluded. We now set aj = 1 +
ε2j2
Vˆ
, and vj(y) = uj
(
y√
aj
)
. Then, from a change
of variables we have the equation{
−∆vj(y) + vj(y) = Fˆj(y) := 1aj cˆj
(
y√
aj
)
in B√aj(ε−δ+1)(0),
vj = 0 on ∂B√aj(ε−δ+1)(0).
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Notice that aj > 0 stays bounded from below independently of j, and therefore by a scaling argument
(and some elementary inequalities) one finds
sup
y,z∈B1(x)
|Fˆj(y)− Fˆj(z)| = 1
aj
sup
y,z∈B1/√aj (x)
∣∣ˆcj(y/√aj)− cˆj(z/√aj)∣∣
≤ C
aj
sup
y,z∈B1(x)
∣∣ˆcj(y/√aj)− cˆj(z/√aj)∣∣(96)
≤
C‖cˆj‖Cτς
a
1+ τ2
j
sup
y,z∈B1(x)
|y − z|τe−
ς|x|√
aj
where C depends on τ only, and hence we get
(97) ‖Fˆj‖Cτ ς√
aj
≤ C
a
1+ τ2
j
‖cˆj‖Cτς .
Now Lemma 2.12 implies that ‖vj‖C2,τς/√aj ≤
C
a
1+ τ
2
j
‖cˆj‖Cτς . From this estimate, we will obtain next some
control on uj by scaling back the variables.
We consider an arbitrary x ∈ Rn−1: similarly as before we have
sup
y,z∈B1(x)
|uj(y)− uj(z)|
|y − z|τ = supy,z∈B1(x)
|vj(√ajy)− vj(√ajz)|
|y − z|τ .
Since aj can be arbitrarily large, we cannot evaluate the difference vj(
√
ajy)−vj(√ajz) directly using the
weighted norm in the definition (87) (as we did for the first inequality in (96)), since the two points
√
ajy
and
√
ajz might not belong to the same unit ball. We avoid this problem choosing [
√
aj ] (the integer part
of
√
aj) points (y
l)l lying on the segment [
√
ajy,
√
ajz] at equal distance one from each other, and using
the triangular inequality. Now the distance of two consecutive points yl and yl+1 will stay uniformly
bounded from above, and the minimal norm of the yl’s is bounded from below by C−1√aj(|x| − 1).
Therefore, adding [
√
aj ] times the inequality and using (97) we obtain
sup
y,z∈B1(x)
|uj(y)− uj(z)|
|y − z|τ ≤
C
√
aj
|y − z|τ
C
a
1+ τ2
j
∣∣∣∣y − z√aj
∣∣∣∣τ e−√ajς (|x|−1)√aj ‖cˆj‖Cτς
≤ C
a
1+τ− 12
j
e−ς|x|‖cˆj‖Cτς ≤
C
aj
e−ς|x|‖cˆj‖Cτς ≤
C
aj
e−ς|x|‖c˜j‖Cτς ,
since we chose τ ≥ 12 and since aj is uniformly bounded from below. Similarly, taking first and second
derivatives we find that
sup
y,z∈B1(x)
|∇uj(y)−∇uj(z)|
|y − z|τ ≤
C√
aj
e−ς|x|‖c˜j‖Cτς ;
sup
y,z∈B1(x)
|∇2uj(y)−∇2uj(z)|
|y − z|τ ≤ Ce
−ς|x|‖c˜j‖Cτς
where, again, C depends only on τ . Recalling that aj = Vˆ + ε
2j2, we have in this way proved that
‖uj‖2C2,τς ≤ C‖c˜j‖
2
C
τ
ς
; ‖uj‖2C1,τς ≤
C
1 + ε2j2
‖c˜j‖2Cτς ; ‖uj‖
2
C
τ
ς
≤ C
(1 + ε2j2)2
‖c˜j‖2Cτς .
Now the conclusion follows from (93), (95), the last formula and the fact that
‖c˜‖
L
2
(C
τ
ς )
≤ C inf
v∈Kˆδ
‖b+ v‖
L
2
(C
τ
ς )
,
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see the beginning of Step 1.
We next consider the operator Lε in D˜ε, see (24), acting on a suitable subset of HD˜ε (verifying an
orthogonality condition similar to (68)). We want to allow some flexibility in the choice of approximate
solutions: to do this we consider a normal section Φ to γ which verifies the following two conditions
(98) Φ ∈ span
{
h
p+1
4 ϕj : j = 0, . . . ,
δ
ε
}
; ‖Φ‖H2(0,L) ≤ c1ε.
Here (ϕj)j are as in (55), while c1 is a large constant to be determined later. Notice that by (98) we have
‖Φ′′′‖L2[0,L] ≤ C, which implies ‖Φ′′‖L∞ ≤ C, so also (21) holds true. This will allow us, in the next
section, to apply Proposition 2.1. Next, we define the variables
(99) z = y − Φ(εs).
In the above coordinates (s, z), we will consider the approximate solution
(100) ψ˜ε = e
−i f˜(εs)ε ηε (h(εs)U(k(εs)z) + U1(s, z)) := ψ˜0,ε + ψˆε,
where εs = s, and where f˜ , U1 satisfy, for some fixed C > 0 and τ ∈ (0, 1)
(101) ‖f˜ − f‖H2([0,L]) ≤ Cε2; |U1|(s, z) ≤ Cε(1 + |z|C)e−k(s)|z|;
(102) ‖ |hU(k·) + U1|p−1 − |hU(k·)|p−1‖Cτ ≤ Cε in D˜ε.
With this choice of ψ˜ε, we are going to study the analogue of Lemma 2.13 for Lε, see (24), using a
perturbation method.
To state our final result we need to introduce some more notation. Recalling the definition in (87),
still using the coordinates (s, z), for τ ∈ (0, 1) and ς > 0 we define the function space
(103) L2(Cm,τς,V ) =
{
u : D˜ε → C : s 7→ u(s, ·/
√
V (εs)) ∈ L2([0, L/ε];Cm,τς,1 )
}
.
Also, for m ∈ N, we define similarly
(104) H l(Cm,τς,V ) =
{
u : D˜ε → C : s 7→ u(s, ·/
√
V (εs)) ∈ H l([0, L/ε];Cm,τς,1 )
}
.
We next let K˜δ be the counterpart of Kδ (see (67)), when we replace the coordinates y by z. Finally, we
denote by Hε the following subspace of functions
(105) Hε :=
{
φ ∈ HD˜ε : ℜ
∫
D˜ε
e−i
f˜(εs)
ε v φ = 0 for all v ∈ K˜δ
}
.
Defining
(106) ‖ · ‖ς,V := ‖ · ‖L2(C2,τς,V ) + ‖ · ‖H1(C1,τς,V ) + ‖ · ‖H2(Cτς,V ),
we have then the following result (recall the definition of D˜ε in (27)).
Proposition 2.14 Suppose 0 < ς < 1 and 12 ≤ τ < 1. Suppose ψ˜ε is as in (100), with f˜ , U1 satisfying
(101). Then, if K2(εs) = V (εs), if A and δ are sufficiently small, in the limit ε → 0 the following
property holds: for any function b ∈ L2(Cτς,V ) there exist u˜ ∈ Hε, and v˜ ∈ K˜δ such that
(107)
 −∆gε u˜+ V (εx)u˜ − |ψ˜ε|p−1u˜− (p− 1)|ψ˜ε|p−3ψ˜εℜ(ψ˜εu˜) = b+ e−i
f˜(εs)
ε v˜ in D˜ε
u˜ = 0 on ∂D˜ε
is solvable, and such that for every ς ′ < ς there exists some C > 0 for which we have the estimates
(108) ‖u˜‖ς′,V ≤ C
δ2
inf
v˜∈K˜δ
‖b+ e−i f˜(εs)ε v˜‖L2(Cτς,V ); ‖v˜‖L2(Cτς,V ) ≤ C‖b‖L2(Cτς,V ).
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Proof. We divide the proof into two steps.
Step 1: solvability of (107). First of all we notice that, from Proposition 2.9 and from elliptic
regularity results, if Hε denotes the subspace of function in H
2(Nγε) satisfying (68), then the operator
L1ε is invertible from (Hε, ‖ · ‖H2(Nγε)) onto (ΠεL2(Nγε), ‖ · ‖L2(Nγε)); moreover the norm of the inverse
operator is bounded by Cδ2 .
By the comments at the beginning of the proof of Lemma 2.13, we also deduce the following property.
Given b ∈ L2
(
{|y| ≤ (ε−δ + 1)/K(εs)}
)
there exist u ∈ H2
(
{|y| ≤ (ε−δ + 1)/K(εs)}
)
and v ∈ Kδ such
that
L˜εu := −∆gˆεu+ V (εs)u− h(εs)p−1U(k(εs)y)p−1u
− (p− 1)h(εs)p−1U(k(εs)y)p−1e−i f˜(εs)ε ℜ(e−i f˜(εs)ε u) = b+ e−i f˜(εs)ε v in {|y| ≤ (ε−δ + 1)/K};(109)
ℜ
∫
{|y|≤(ε−δ+1)/K}
ue−i
f(εs)
ε vdVgˆε = 0 for every v ∈ Kδ.
Again, we have the estimates
(110)
‖u‖H2({|y|≤(ε−δ+1)/K}) ≤
C
δ2
‖b‖L2({|y|≤(ε−δ+1)/K}); ‖v‖L2({|y|≤(ε−δ+1)/K}) ≤ C‖b‖L2({|y|≤(ε−δ+1)/K}).
Using a perturbative argument, we show that we can recover the same invertibility result for (107) where,
compared to (109), we need to substitute y with z, ∆gˆε with ∆g˜ε , f with f˜ and e
−i f(εs)ε hU with ψ˜ε.
In fact, let us denote by Πy and Πz the orthogonal projections in L
2 onto the orthogonal complements
of the sets {e−i f(εs)ε v : v ∈ Kδ}, {e−i
f˜(εs)
ε v : v ∈ K˜δ} with respect to the scalar products induced by
the metrics gˆε and g˜ε respectively. By (98), Lemma 3.1 in [10] and (101) for every u ∈ H2(D˜ε) and every
b ∈ L2(D˜ε) one has
‖Lεu− L˜εu‖L2(D˜ε) ≤ C(c1)ε‖u‖H2(D˜ε); ‖Πyb−Πzb‖L2(D˜ε) ≤ C(c1)ε‖b‖L2(D˜ε),
where C(c1) is a positive constant which depends on γ, V and the constant c1 in (98).
From (110) and the last formula we deduce the solvability of (107), together with the estimates
‖u˜‖H2(D˜ε) ≤ Cδ2 ‖b‖L2(D˜ε) and ‖v˜‖L2(D˜ε) ≤ C‖b‖L2(D˜ε).
Step 2: proof of (108). Recall that the coordinates y (see the beginning of this section) are not
global, since they are defined locally in s by normal parallel transport: the same holds of course for the
coordinates z. Therefore, if we prolong the z’s along γε, there will be a discontinuity between 0 and L/ε.
To reduce ourselves to the periodic case, as in Lemma 2.13, we apply a rotation Rε = Rε(εs) to the z
axes which makes the coordinates z˜ := R(εs)z periodic in s. To compute the Laplace-Beltrami operator
in the new coordinates z˜ one should apply the chain rule in this way
∂zju = (Rε)jl∂z˜lu; ∂
2
szju = ε∂s(Rε)jl∂z˜lu+ (Rε)jl∂
2
sz˜l
u; ∂2zjzlu = RmjRtl∂
2
z˜mz˜tu.
In particular, since Rε is orthogonal, ∂
2
zjzju = RmjRtj∂
2
z˜mz˜t
u = (Rε)mj(R
−1
ε )jt∂
2
z˜mz˜t
u = ∂2z˜mz˜mu, namely
the main term in the Laplacian stays invariant. Taking into account Lemma 3.1 in [10] and the last
formulas, for ς ′′ ∈ (ς ′, ς) one finds
(111) ‖∆z˜g˜εu−∆zg˜εu‖L2(Cτς′′,k) ≤ C(c1)ε‖u‖ς′′,V .
We use next a localization argument as in the proof of Proposition 2.9. If sˆj and χη,j are as in that
proof, by (101) we can find θˆj ∈ R such that f˜(εs)ε − fˆjs− θˆj = O(
√
ε) in the support of χη,j . If we set
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∆
(s,z˜)
Rn
= ∆z˜
Rn−1
+ ∂2ss, and if we scale the z˜ variables by K(εs) =
√
V (εs), the function χη,j(s)u(s, z˜)
(which is now periodic in s) satisfies the equation
− 1
Vˆj
∂2ssχη,ju−∆z˜Rn−1(χη,ju) + χη,ju−
hˆp−1j
Vˆj
U
(
z˜kˆj/
√
Vˆj
)p−1
χη,ju
−(p− 1) hˆ
p−1
j
Vˆj
U
(
z˜kˆj/
√
Vˆj
)p−1
e−i(fˆs+θˆj)ℜ(e−i(fˆs+θˆj)χη,ju) = Fj in {|z˜| ≤ (ε−δ + 1)/K};
χη,ju = 0 on {|z˜| = (ε−δ + 1)/K},
where
Fj = 1
V (s)
χη,je
−i f˜(εs)ε (b+ v) +
1
V (s)
(∆z˜g˜ε −∆
(s,z˜)
Rn
)χη,ju− 1
V (s)
(2∇z˜g˜εu · ∇z˜g˜εχη,j + u∆z˜g˜εχη,j)
+
1
V (s)
(Vˆj − V )χη,ju+ 1
V (s)
|ψ˜ε|p−1χη,ju+ 1
V (s)
(p− 1)|ψ˜ε|p−2ψ˜εℜ(ψ˜εχη,ju)
− hˆ
p−1
j
Vˆj
U
(
z˜kˆj/
√
Vˆj
)p−1
χη,ju− (p− 1)
hˆp−1j
Vˆj
U
(
z˜kˆj/
√
Vˆj
)p−1
e−i(fˆs+θˆj)ℜ(e−i(fˆs+θˆj)χη,ju).
In the last formula, the functions b, v, V and ψ˜ε are intended scaled in z˜ by
√
V (εs). Reasoning as
for (80), from (105) one finds that
∫
D˜ε
e−ifˆjs−θˆj vˆχη,jφ = O(δ2 +
√
ε)‖φ‖L2(supp(χη,j ))‖vˆ‖L2(D˜ε) for every
vˆ ∈ Kˆδ. Moreover, as for (111) one can show that
‖(∆z˜g˜ε −∆
(s,z˜)
Rn
)χη,ju‖L2(Cτς′′ ) ≤ C(c1)ε
(
‖χη,ju‖L2(C2,τ
ς′′
)
+ ‖χη,ju‖H1(C1,τ
ς′′
)
+ ‖χη,ju‖H2(Cτς′′ )
)
.
Therefore, using Lemma 2.13, (101) and (102) we obtain the estimate
‖χη,ju‖L2(C2,τ
ς′′
)
+ ‖χη,ju‖H1(C1,τ
ς′′
)
+ ‖χη,ju‖H2(Cτς′′ ) ≤
C
δ2
‖Fj‖L2(Cτς′′)
≤ C
δ2
‖χη,jb‖L2(Cτς′′ ) +
C
δ2
‖χη,jv‖L2(Cτς′′)(112)
+C
√
ε
(
‖u‖
L
2
(C
2,τ
ς′′
,supp(χη,j ))
+ ‖u‖
H
1
(C
1,τ
ς′′
,supp(χη,j ))
+ ‖u‖
H
2
(C
τ
ς′′ ,supp(χη,j ))
)
,
where the last symbols denote the restrictions of the weighted norms to supp(χη,j). Recall that the
functions in the previous formula have been scaled in z˜ by
√
V (εs): therefore, from the uniform continuity
of V (s), for some C > 0 we have (recall that ς ′′ ∈ (ς ′, ς))
1
C
‖χη,ju‖ς′,V ≤ ‖χη,ju(·,
√
V (s) ·)‖
L
2
(C
2,τ
ς′′
)
+ ‖χη,ju(·,
√
V (s) ·)‖
H
1
(C
1,τ
ς′′
)
+ ‖χη,ju(·,
√
V (s) ·)‖
H
2
(C
τ
ς′′ )
.
A similar inequality holds for the restriction of u to the support of χη,j , together with
‖χη,jb(·,
√
V (s) ·)‖
L
2
(C
τ
ς′′ )
+ ‖χη,jv(·,
√
V (s) ·)‖
L
2
(C
τ
ς′′ )
≤ C
(
‖χη,jb‖L2(Cτς,V ) + ‖χη,jv‖L2(Cτς,V )
)
.
Using the last two inequalities, taking the square of (112) and summing over j, we can bring the last
term in the right-hand side to the left, so we get (108).
3 Approximate solutions
In this section we construct some approximate solutions to (14) which depend on suitable parameters,
and find rigorous estimates on the error terms.
As in the previous subsection, we let y be a system of Fermi coordinates in Nγε, and for a normal
section Φ of Nγε of class H
2 we define the coordinates (see (99))
z = y − Φ(εs), z ∈ Rn−1.
By the results in Subsection 2.2, we will restrict our attention to the set D˜ε.
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Remark 3.1 In the spirit of Proposition 2.4, we will work with approximate solutions ψ˜ε supported in
D˜ε. Therefore, using the above coordinates, ψ˜ε(s, z) has to vanish for |z| sufficiently large. This can be
achieved by defining formally ψ˜ε(s, z) on Nγε, and multiplying it by a cutoff function ηε as in Subsection
2.2. However, since the functions we are dealing with decay exponentially to zero as |z| → ∞, the effect of
this cutoff on the expansions below is exponentially small in ε, and it will turn out to be negligible for our
purposes. Therefore, for reasons of brevity and clarity, we will tacitely assume that ψ˜ε(s, z) is multiplied
by such a cutoff, without writing it explicitly.
Recall that in (23) we defined
Sε(ψ) = −∆gψ + V (εx)ψ − |ψ|p−1ψ.
We set f˜0(s) = f(s)+ εf1(s), where f is given in (11) and f1 (depending on Φ and A) was defined at the
end of Subsection 4.1 in [10]), in order to satisfy the equation
(113) ∂s
(
h2f ′1
(p− 1)kn+1
[
(p− 1)hp−1 − 2σA2h2σ]) = 2A(p− 1
2θ
− 1
)
∂s〈H,Φ〉.
This equation is indeed solvable explicitly and the solution is given by
(114) f ′1 =
2A(p− 1)kn+1
(p− 1)hp+1 − 2σA2h2σ+2
(
p− 1
2θ
− 1
)
〈H,Φ〉+A′ (p− 1)k
n+1
(p− 1)hp+1 − 2σA2h2σ+2 ,
(we refer to [10] for the definition of A′). If wr and wi are smooth functions of s and z we have, formally
Sε
(
e−i
f˜0(εs)
ε (hU(kz) + ε(wr + iwi))
)
= e−i
f˜0(εs)
ε (ε(Rr + iRi)) + o(ε),
for some quantities Rr,Ri given in Subsection 3.2 of [10] (where we refer to also for the derivation of the
last formula). Rr and Ri can be written as Rr = Lrwr − Fr, Ri = Liwi −Fi, where
(115) Fr = −2f ′f ′1hU − 2f ′2hU(kz)〈H, z +Φ〉 − hk〈H,∇U(kz)〉 − 〈∇NV, z +Φ〉hU(kz);
(116) Fi = − [f ′′hU(kz) + 2f ′h′U(kz) + 2f ′hk′∇U(kz) · z] + 2
∑
j
[Φ′jf
′hk∂jU(kz)],
and where the operators Lr, Li are defined in (15). Therefore, for canceling the errors of order ε we
require wr and wi to be formally determined by the equations Lrwr = Fr, Liwi = Fi.
Dividing the right-hand sides of (115) and (116) into their even and odd parts (in the variables z),
we obtained that wr = wr,e + wr,o, and wi = wi,e + wi,o, where
(117) wr,e =
[
p− 1
θ
hp〈H,Φ〉+ 2f ′f ′1h
](
1
(p− 1)hp−1U(kz) +
1
2k
∇U(kz) · z
)
;
(118) wi,e =
p− 1
4
f ′h′|z|2U(kz); wi,o = −
∑
j
Φ′jf
′hzjU(kz),
and where wr,o is given implicitly by the equation
(119) Lrwr,o = −2(f ′)2hU(kz)〈H, z〉 − hk
∑
j
Hj∂jU(kz)− 〈∇NV, z〉hU(kz).
As noticed in Subsection 3.2 in [10] (see also the introduction here), the solvability of the last equation is
guaranteed by the stationarity condition (12). Moreover, it is standard to check that wr,o has exponential
decay in z, as for the other correction terms. Defining
ψ˜1,ε = e
−i f˜0(εs)ε (hU(kz) + εwr + iεwi) ,
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from the expansions in Subsection 3.3 of [10] we can write that
ei
f˜0(εs)
ε Sε(ψ1,ε) = ε
2(R˜r,e + R˜r,o) + ε
2(R˜r,e,f1 + R˜r,o,f1)(120)
+ ε2i(R˜i,e + R˜i,o) + ε
2i(R˜i,e,f1 + R˜i,o,f1) + o(ε
2).
In the last formula, the R˜’s represent the terms of order ε2 appearing in the expansion, see Subsection
3.3 of [10], while o(ε2) stands for the terms which are formally of higher order. Here indeed we want to
prove rigorous estimates, so we want to be careful in treating the latter term.
To allow some more flexibility in the choice of approximate solutions, we substitute the phase f˜0 with
the function f˜ = f + εf1 + ε
2f2, where f2 is some function of class H
2. On Φ and f2 we assume the
following conditions for some constants c1, c2 to be determined later
(121) ‖Φ‖H2 ≤ c1ε; ‖f2‖H2 ≤ c2.
Moreover, letting δ be as in Subsections 2.3 and ϕj , ωj as in (55), we also assume that
(122) Φ ∈ span
{
h
p+1
4 ϕj : j = 0, . . . ,
δ
ε
}
; f2 ∈ span
{
h
1
2ωj : j = 0, . . . ,
δ
ε
}
.
To deal with the resonance phenomenon mentioned in the introduction, related to the components in
K3,δ of the approximate kernel, we add to the approximate solutions a function vδ like
(123) vδ = β(εs)Zα(εs) + iξ(εs)Wα(εs)
(see (54) and the lines after), with β, ξ given by
(124) β(εs) =
δ2
ε∑
j=− δ2ε
bjβj(εs); ξ =
δ2
ε∑
j=− δ2ε
bjξj(εs),
where, we recall, ξj solves (59) and is related to βj by (60). Below, we will regard β as an independent
variable, and ξ as a function of β. Introducing the norm
(125) ‖β‖♯ :=
( δ2
ε∑
j=− δ2ε
b2j(1 + |j|)2
) 1
2
,
we will assume later on that
(126) ‖β‖♯ ≤ c3ε2
for some constant c3 > 0 to be specified later.
We will look for approximate solutions of the form
(127) Ψ˜2,ε(s, z) := e
−i ef(εs)ε
{
h(εs)U (k(εs)z) + ε [wr + iwi] + ε
2v˜ + ε2v0 + vδ
}
.
In this formula f˜ is as above, while v˜ and v0 are corrections whose choice is given below, in order to
improve the accuracy of the approximate solutions.
Our goal is to estimate with some accuracy the quantity Sε(Ψ˜2,ε): for simplicity, to treat separately
some terms in this expression, we will write Ψ˜2,ε as
(128) Ψ˜2,ε(s, z) = Ψ˜1,ε(s, z) + E(s, z) + F (s, z) +G(s, z),
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where Ψ˜1,ε, E, F and G are respectively defined by
Ψ˜1,ε(s, z) := e
−i ef(εs)ε
{
h(εs)U (k(εs)z) + ε [wr + iwi]
}
:= e−i
ε2f2(εs))
ε ψ˜1,ε;
E(s, z) := ε2e−i
ef(εs)
ε v˜; F (s, z) := ε2e−i
ef(εs)
ε v0; G(s, z) := e
−i ef(εs)ε vδ.
To expand Sε(Ψ2,ε) conveniently, we can write
Sε(Ψ˜2,ε) = Sε(Ψ˜1,ε) + A3 + A4 + A5 + A6,
where A3, . . . ,A6 are respectively the linear terms in the equation which involve E, F and G (see (128)):
(129) A3 = −∆gE + V (εx)E − |Ψ˜1,ε|p−1E − (p− 1)|Ψ˜1,ε|p−3Ψ˜1,εℜ(Ψ˜1,εE);
(130) A4 = −∆gF + V (εx)F − |Ψ˜1,ε|p−1F − (p− 1)|Ψ˜1,ε|p−3ψ˜1,εℜ(Ψ˜1,εF );
(131) A5 = −∆gG+ V (εx)G− |Ψ˜1,ε|p−1G− (p− 1)|Ψ˜1,ε|p−3Ψ˜1,εℜ(Ψ˜1,εG),
and where A6 contains the contribution of the nonlinear part
(132) A6 = −|Ψ˜2,ε|p−1Ψ˜2,ε + |Ψ˜1,ε|p−1(E + F +G) + (p− 1)|Ψ˜1,ε|p−3Ψ˜1,εℜ(Ψ˜1,ε(E + F +G)).
Next we also write (tautologically)
(133) Sε(Ψ˜1,ε) = e
−i ε2f2(εs)ε Sε(ψ˜1,ε) + A1; A1 = Sε(Ψ˜1,ε)− e−i
ε2f2(εs)
ε Sε(ψ˜1,ε),
and set
A2 = e
−i f˜(εs)ε
(
ei
f˜0(εs)
ε Sε(ψ˜1,ε)− ε2(R˜r,o + R˜r,e)− ε2(R˜r,o,f1 + R˜r,e,f1)
− ε2i(R˜i,e + R˜i,o)− ε2i(R˜i,e,f1 + R˜i,o,f1)
)
,(134)
so that A2 represents the terms which are formally of order ε
3 and higher in Sε(ψ˜1,ε) (multiplied by a
phase factor). Therefore, from the definitions (129)-(134) we find that
Sε(Ψ˜2,ε) = e
−i f˜(εs)ε
(
ε2(R˜r,o + R˜r,e) + ε
2(R˜r,o,f1 + R˜r,e,f1)
+ ε2i(R˜i,e + R˜i,o) + ε
2i(R˜i,e,f1 + R˜i,o,f1)
)
+ A1 + A2 + A3 + A4 + A5 + A6.(135)
To estimate rigorously the Ai’s, we display the first and second order derivatives of Ψ˜2,ε
∂sΨ˜2,ε = −if˜ ′(εs)e−i
ef(εs)
ε
[
h(εs)U(k(εs)z) + ε [wr + iwi] + ε
2v˜ + ε2v0 + vδ
]
+ e−i
ef(εs)
ε
[
εh′U(kz) + εhk′∇U · z + ε2∂swr + iε2∂swi + ε3∂sv˜ + ε3∂sv0 + ∂svδ
]
;
∂jΨ˜2,ε = e
−i ef(εs)ε
[
h(εs)k(εs)∂jU(k(εs)z) + ε [∂jwr + i∂jwi] + ε
2∂j v˜ + ε
2∂jv0 + ∂jvδ
]
;
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∂2ssΨ˜2,ε = (−f˜ ′2 − iεf˜ ′′)(εs)e−i
ef(εs)
ε
[
h(εs)U(k(εs)z) + ε [wr + iwi] + ε
2v˜ + ε2v0 + a(εs)Z(kz)
]
+ e−i
ef(εs)
ε
[
ε2h′′U(kz) + 2ε2h′k′∇U · z + ε2hk′′∇U · z + ε2hk′2∇2U [z, z] + ε3∂2sswr + iε3∂2sswi
+ ε4∂2ssv˜ + ε
4∂2ssv0 + ∂
2
ssvδ
]
− 2if˜ ′(εs)e−i
ef(εs)
ε
[
εh′U(kz) + εhk′∇U · z + ε2∂swr + iε2∂swi + ε3∂sv˜ + ε3∂sv0 + ∂svδ
]
;
∂2jlΨ˜2,ε = e
−i ef(εs)ε
[
h(εs)k2∂2jlU(k(εs)z) + ε
[
∂2jlwr + i∂
2
jlwi
]
+ ε2∂2jlv˜ + ε
2∂2jlv0 + ∂
2
jlvδ
]
;
∂2sjΨ˜2,ε = −if˜ ′(εs)e−i
ef(εs)
ε
[
h(εs)k∂jU(k(εs)z) + ε [∂jwr + i∂jwi] + ε
2∂j v˜ + ε
2∂jv0
+ a(εs)k∂jZ(kz)
]
+ e−i
ef(εs)
ε
[
εh′k∂jU(kz) + εhk′∂jU + εhkk′zl∂2jlU + ε
2∂2sjwr
+ iε2∂2sjwi + ε
3∂2sj v˜ + ε
3∂2sjv0 + ∂
2
sjvδ
]
.
To simplify the expressions of the error terms, we introduce some convenient notation. For any positive
integer q, the two symbols Rq(Φ,Φ
′) and Rq(Φ,Φ′,Φ′′) will denote error terms satisfying the following
bounds, for some fixed constants C, d (which depend on q, c1, c2, c3 but not on ε, s and δ){ |Rq(Φ,Φ′)| ≤ Cεq(1 + |z|d)e−k|z|;
|Rq(Φ,Φ′)−Rq(Φ˜, Φ˜′)| ≤ Cεq(1 + |z|d)[|Φ− Φ˜|+ |Φ′ − Φ˜′|]e−k|z|,
while the term Rq(Φ,Φ
′,Φ′′) (which involves also second derivatives of Φ) stands for a quantity for which
|Rq(Φ,Φ′,Φ′′)| ≤ Cεq(1 + |z|d)e−k|z| + Cεq+1(1 + |z|d)e−k|z||Φ′′|;
|Rq(Φ,Φ′,Φ′′)−Rq(Φ˜, Φ˜′, Φ˜′′)| ≤ Cεq(1 + |z|d)[|Φ− Φ˜|+ |Φ′ − Φ˜′|]e−k|z|
+ Cεq+1(1 + |z|d)
(
|Φ′′ + Φ˜′′|(|Φ− Φ˜|+ |Φ′ − Φ˜′|) + |Φ′′ − Φ˜′′|
)
e−k|z|.
Similarly, we will let Rq(s) denote a quantity (depending only on s and z) such that
|Rq(s)| ≤ Cεq(1 + |z|d)e−k|z|,
and which depends smoothly on s. In the estimates below, the assumptions (121)-(122) will be used: one
hand by (121) we have L∞ estimates on Φ, f2 and their first derivatives; one the other by (122) we have
L2 estimates on the higher order derivatives, of the type ‖Φ(l)‖L2 ≤ Cl δ
l
εl ‖Φ‖L2, for l ∈ N.
We will also use notations like ΦRq(Φ,Φ
′), f ′′2Rq(Φ,Φ
′), etc., to denote error terms which are products
of functions of s, like Φ or f ′2, and the above Rq’s.
Having defined this notation, we can compute (and estimate) Sε(Ψ˜2,ε) term by term.
• Estimate of A1
From the expression of the Laplace-Beltrami operator (see Subsection 3.1 in [10]) it follows that
ei
ε2f2(εs)
ε Sε(Ψ˜1,ε)− Sε(ψ˜1,ε) = g˜11
[
ε4(f ′2)
2ψ˜1,ε + iε
3f ′′2 ψ˜1,ε + 2iε
2f ′2∂sψ˜1,ε
]
+ 2i
∑
l
g˜1lε2f ′2∂lψ˜1,ε +
i√
det g˜
∂A
(
gA1
√
det g˜
)
ε2f ′2ψ˜1,ε.
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Using the expressions of wr , wi and the expansions of the metric coefficients in Subsection 3.1 of [10],
multiplying the last equation by ei
f˜0(εs)
ε one obtains
ei
f˜(εs)
ε A1 = e
i
f˜0(εs)
ε
(
ei
ε2f2(εs)
ε Sε(Ψ˜1,ε)− Sε(ψ˜1,ε)
)
= ei
f˜(εs)
ε Sε(Ψ˜1,ε)− ei
f˜0(εs)
ε Sε(ψ˜1,ε)
= A1,0 + A˜1 := A1,0 + A1,r,e + A1,r,o + A1,i,e + A1,i,o + A1,1,(136)
where
A1,0 = 2ε
2f ′f ′2hU ; A1,r,e = ε
3f ′2 [2f
′
1hU + 4〈H,Φ〉f ′hU + 2f ′wr,e] ,
A1,r,o = ε
3f ′2 [4〈H, z〉f ′hU + 2f ′wr,o] ;
A1,i,e = iε
3f ′′2 hU + 2iε
3f ′2 [f
′wi,e + h′U + hk′∇U · z] ; A1,i,o = 2iε3f ′f ′2wi,o(137)
A1,1 = (f
′
2)
2R4(Φ,Φ
′) + f ′′2R5(Φ,Φ
′) + f ′2Φ
′′R4(Φ,Φ′) + f ′2R4(Φ,Φ
′).
• Estimate of A2
Reasoning as for the previous estimate, collecting the terms of order ε3 and higher in Sε(ψ˜1,ε), we obtain
(138) ei
f˜(εs)
ε A2 = A2,0 + A˜2 := A2,r,e + A2,r,o + A2,i,e + A2,i,o + A2,1,
where A2,0 = 0 and where the remaining terms are given by
A2,r,e = ε
3Φ′′Fe(s);
A2,r,o = 2ε
3hk〈H,Φ〉
∑
j
Φ′′j ∂jU + ε
3f ′hf ′1
∑
j
zjΦ
′′
jU + 2ε
3f ′2h〈H,Φ〉
∑
j
Φ′′j zjU ;
A2,i,e = −2iε3f ′h
∑
j,l
Φ′lΦ
′′
j ∂l(zjU) + 2iε
4f ′h〈H, z〉
∑
j
Φ′′′j zjU ;
A2,i,o = iε
3
∑
j
Φ′′j zj (f
′′hU + f ′h′U + f ′hk′∇U · z) + iε3Φ′′′Fo(s) + 2iε4f ′h〈H,Φ〉
∑
j
Φ′′′j zjU ;
A2,1 = R3(s) + (Φ + Φ
′)R3(Φ,Φ′,Φ′′) +R4(Φ,Φ′,Φ′′),
where Fe(s) and Fo(s) are respectively an even real function and an odd real function in the variables z,
with smooth coefficients in s = εs, and satisfying the decay property |Fe(s)|+ |Fo(s)| ≤ C(1+ |z|d)e−k|z|.
• Choice of v˜ and estimate of A3
We choose the function v˜ in such a way to annihilate (roughly) one of the main terms in (136), namely
2ε2f ′f ′2hU(kz). Hence we define v˜ so that it solves
(139) Lr v˜ = −2f ′f ′2hU(kz).
Reasoning as for the definition of wr (see [10], Subsection 3.2), v˜ can be explicitly determined as
v˜ = 2f ′f ′2hU˜(kz).
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With this definition, using the above estimates on the metric coefficients and the expressions of error
terms, the linear terms involving E in Sε(Ψ˜2,ε) can be written as
ei
f˜(εs)
ε A3 = A3,0 + A˜3 := A3,0 + A3,r,e + A3,r,o + A3,i,e + A3,i,o + A3,1,(140)
where
A3,0 = ε
2Lr v˜;
A3,r,e = 2ε
3f ′hf ′2
(
2(f ′)2〈H,Φ〉+ 〈∇NV,Φ〉 − p(p− 1)hp−2Up−2wr,e
)
U˜
+ 4ε3(f ′)2f ′1hf
′
2U˜(kz)− 2ε4f ′f ′′′2 hU˜
A3,r,o = 2ε
3f ′hf ′2
(
2(f ′)2〈H, z〉+ 〈∇NV, z〉 − p(p− 1)hp−2Up−2wr,o
)
U˜
+ 2ε3f ′f ′2hk
∑
j
Hj∂jU˜(kz)− 2ε4f ′hkf ′2
∑
j
Φ′′j ∂jU˜
A3,i,e = 4if
′ε3∂s
(
hf ′f ′2U˜
)
+ 2iε3f ′f ′2
(
f ′′h− (p− 1)hp−1Up−1wi,e
)
U˜(141)
A3,i,o = −2(p− 1)iε3f ′f ′2hp−1Up−1wi,oU˜ − 4iε3(f ′)2f ′2hk
∑
j
Φ′j∂jU˜
A3,1 = f
′
2 [R4(Φ,Φ
′,Φ′′)] + f ′′2 [R4(Φ,Φ
′) +R6(Φ,Φ′,Φ′′)] + ε4f ′′′2 [R1(Φ,Φ
′)]
+ R4(Φ,Φ
′)f ′2
[
f ′2(1 + ε
2f ′2) + εf
′′
2
]
+R5(Φ,Φ
′)f ′′2 f
′
2 +R6(Φ,Φ
′,Φ′′)(f ′2)
2.
• Choice of v0 and estimate of A4
In order to make the approximate solution as accurate as possible, we add a correction ε2v0 in such a
way to compensate (most of) the terms ε2(R˜r,e + iR˜i,o), see Subsection 3.3 in [10]. We notice that these
terms contain parts which are independent of Φ, which we denote them by R˜0r,e and R˜
0
i,o respectively,
and parts which are quadratic in Φ or its derivatives, R˜Φr,e and R˜
Φ
i,o respectively. Since we will take Φ of
order ε, we regard the latter ones as higher order terms, and we add corrections to cancel R˜0r,e and R˜
0
i,o.
Precisely we define v0r,e and v
0
i,o by
− Lrv0r,e = − 12 (f ′)2hU(kz)
∑
l,m
∂2lmg11zmzl + 2(f
′)2〈H,+wr,oz〉+ 4(f ′)2hU(kz)〈H, z〉2 + 2f ′∂swi,e
+ f ′′wi,e −
[
h′′U(kz) + 2h′k′∇U(kz) · z + hk′′∇U(kz) · z + h(k′)2∇2U(kz)[z, z]]
+ 12
∑
l,m
∂2lmgtjzmzlhk
2∂2tjU(kz) + kh[〈H, z〉Hm − 12
∑
l
∂2mlg11zl]∂mU(kz)(142)
+ hk
∑
l
∂2lmgmjzl∂jU(kz) +
∑
l
H l∂lwr,o + hk〈H, z〉H l∂lU(kz) + 〈∇NV,wr,oz〉
− 12 (p− 1)hp−2U(kz)p−2w2i,e − 12p(p− 1)hp−2U(kz)p−2w2r,o + 12
∑
m,j
∂2mjV zmzjhU(kz);
− Liv0i,o = 2 [f ′′hU(kz) + 2f ′h′U(kz) + 2f ′hk′∇U(kz) · z] 〈H, z〉+
∑
i
Hj∂jwi,e
+ 2(f ′)2〈H, wi,ez〉+ 2f ′∂swr,o + f ′′wr,o − f ′hk
∑
j
∂jU(kz)
∑
l,m
∂2lmg1jzmzl(143)
− f ′hU(kz)
(∑
m
∂21mg11zm
)
− f ′h
∑
j,l
∂2ljg1jzl
U(kz) + 1
2
f ′h
(∑
l
∂21lg11zl
)
U(kz)
− (p− 1)hp−2U(kz)p−2wr,owi,e + 〈∇NV,wi,ez〉.
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We notice that the right-hand side of (142) is even in z, and hence orthogonal to the kernel of Lr. As
a consequence the equation is indeed solvable in v0r,e, see the comments after (15). The same comment
applies to (143), where the right-hand side which is odd in z. Furthermore the right-hand sides decay
at infinity at most like (1 + |z|d)e−k|z| for some integer d, so the same holds true for v0r,e and v0i,o. In
conclusion, after some computations one finds
ei
f˜(εs)
ε A4 = A4,0 + A˜4 := A4,0 + A4,r,e + A4,r,o + A4,i,e + A4,i,o + A4,1,
where
A4,0 = ε
2Lrv0r,e + iε2Liv0i,o;
(144) A4,r,e = ε
3F4,r,e(s); A4,r,o = ε
3F4,r,o(s); A4,i,e = ε
3F4,i,e(s); A4,i,o = ε
3F4,i,o(s);
(145) A4,1 = R4(Φ,Φ
′) + (Φ + Φ′)(1 + f ′2)R3(Φ,Φ
′) + f ′′2R5(Φ,Φ
′) + (f ′2)
2R6(s) + Φ
′′R4(Φ,Φ′).
As for Fe(s) and Fo(s) in A2, the F4’s depend only on V , γ,M , and are bounded above by C(1+|z|d)e−k|z|.
• Estimate of A5
The term involving vδ in Sε(Ψ˜2,ε) is given by
A5 = A5,0 + A˜5 := A5,0 + A5,r,e + A5,r,o + A5,i,e + A5,i,o + A5,1(146)
where
(147) A5,0 = βLrZα(kz)− ε2β′′Zα(kz)− 2εξ′Wαf ′ + iξLiWα − iε2ξ′′Wα + 2iεβ′f ′Zα;
A5,r,e = −εf ′′ξWα − 2ε2β′
(
∂Zα
∂α
α′ + k′∇Zα(kz) · z
)
− 2εf ′ξ
(
∂Wα
∂α
α′ + k′∇Wα(kz) · z
)
− (p− 1)εhp−2Up−2ξwi,eWα;
A5,r,o = εβ
∑
j
Hj∂jZα + 2ε〈H, z〉
[
(f ′)2βZα + ε2β′′Zα − 2εξ′f ′Wα
]
+ ε〈∇NV, z〉βZα − p(p− 1)εhp−2Up−2wr,oβZα;
A5,i,e = εf
′′βZα − 2ε2ξ′
(
∂Wα
∂α
α′ + k′∇Wα(kz) · z
)
+ 2εf ′β
(
∂Zα
∂α
α′ + k′∇Zα(kz) · z
)
− (p− 1)εhp−2Up−2βwi,eZα;
A5,i,o = εξ
∑
j
Hj∂jWα + 2ε〈H, z〉
[
(f ′)2ξWα + ε2ξ′′Wα + 2εβ′f ′Zα
]
+ ε〈∇NV, z〉ξWα − (p− 1)εhp−2Up−2wr,oξWα.
The error term A5,1 = A5,1(β,Φ, f2) satisfies the following estimates
|A5,1(β,Φ, f2)| ≤ C(ε2 + ε2|f ′2|+ ε3|f ′′2 |+ ε3|Φ′′|)(1 + |z|d)e−k|z|(|β|+ ε|β′|+ ε2|β′′|+ ε3|β′′′|);
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∣∣∣A5,1(β,Φ, f2)− A5,1(β˜, Φ˜, f˜2)∣∣∣ ≤ C(ε|Φ− Φ˜|+ ε|Φ′ − Φ˜′|+ ε3|Φ′′ − Φ˜′′|+ ε2|f ′2 − f˜ ′2|+ ε3|f ′′2 − f˜ ′′2 |)
× (1 + |z|d)e−k|z|(|β|+ ε|β′|+ ε2|β′′|+ ε3|β′′′|)
+ C(ε2 + ε2|f ′2|+ ε3|f ′′2 |+ ε3|Φ′′|)
× (1 + |z|d)e−k|z|(|β − β˜|+ ε|β′ − β˜′|+ ε2|β′′ − β˜′′|+ ε3|β′′′ − β˜′′′|).
By the form of the function β, see (59), (60) and (124), its Fourier modes are naively concentrated around
indices of order 1ε . As a consequence, L
2 norms of functions like εβ, ε2β′′, ε3β′′′, etc. can be controlled
with the L2 norm of β, see also the comments before (75).
• Estimate of A6
First of all we notice that we are taking Φ′ and f ′2 in H
1([0, L]), and hence they belong to L∞([0, L]). As a
consequence, since we have the bound ‖β‖L∞([0,L])+ε‖β′‖L∞([0,L])+ε2‖β′′‖L∞([0,L])+ε3‖β′′′‖L∞([0,L]) ≤
Cε2 (which follows from (126) and the above comments), one has the estimate
(148) |E|+ |F |+ |G| ≤ Cε2(1 + |z|d)e−k|z|.
If then we choose δ sufficiently small (recall also the expressions of wr, wi and (128)), we deduce that
|Ψ˜2,ε − Ψ˜1,ε| ≤ |Ψ˜1,ε| in D˜ε.
This estimate implies that A6 admits a uniform quadratic Taylor expansion in |Ψ˜2,1−Ψ˜1,ε| and is bounded
by |Ψ˜1,ε|p−2|Ψ˜2,ε − Ψ˜1,ε|2. Precisely, we can write
(149) A6 = A6,0 + A˜6 := A6,0 + A6,r,e + A6,r,o + A6,i,e + A6,i,o + A6,1,
where
(150) A6,0 = A6,r,e = A6,r,o = A6,i,e = A6,i,o = 0; A6,1 = R4(f
′
2,Φ,Φ
′, β),
where R4(f
′
2,Φ,Φ
′, β) is a quantity satisfying the estimates
|R4(f ′2,Φ,Φ′, β)| ≤ C
[
ε4 + (ε2 + ‖β‖L∞ + ε‖β′‖L∞)(|β|+ ε|β′|)
]
(1 + |z|d)e−k|z|;
|R4(f ′2,Φ,Φ′, β)−R4(f˜ ′2, Φ˜, Φ˜′, β˜)| ≤ C
(
ε2 + |β|+ ε|β′|+ |β˜|+ ε|β˜′|
)
(1 + |z|d)e−k|z|
×
(
ε|Φ− Φ˜|+ ε|Φ′ − Φ˜′|+ ε2|f ′2 − f˜ ′2|+ |β − β˜|+ ε|β′ − β˜′|
)
.
• Final estimate of Sε(Ψ˜2,ε)
By (135), in the above notation we have
ei
f˜(εs)
ε Sε(Ψ˜2,ε) = ε
2(R˜r,o + R˜r,e) + ε
2(R˜r,o,f1 + R˜r,e,f1)
+ ε2i(R˜i,e + R˜i,o) + ε
2i(R˜i,e,f1 + R˜i,o,f1) +
6∑
i=1
Ai,0 +
6∑
i=1
A˜i.
Recalling the choices of v˜, v0r,e and v
0
i,o in (139) and (142), (143) (and recalling the notation for the R’s
after (120)) we finally obtain the following result.
Proposition 3.2 Suppose Φ, f2 and β satisfy (121), (122) and (126) for some c1, c2, c3 > 0. Let
f˜ = f + εf1 + ε
2f2, where f is given in (11) and f1 in (114). Let also wr = wr,e + wr,o, with wr,e, wr,o
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given respectively in (117), (119), and wi = wi,e + wi,o, where wi,e and wi,o are given respectively in
(118). Let Ψ˜2,ε be defined in (127). Then, as ε tends to zero, we have that
ei
f˜
ε Sε(Ψ˜2,ε) = ε
2(R˜Φr,e + R˜r,o + R˜r,e,f1 + R˜r,o,f1) + ε
2i(R˜i,e + R˜
Φ
i,o + R˜i,e,f1 + R˜i,o,f1)
+ βLrZα(kz) + ε2β′′Zα(kz)− 2εξ′Wαf ′ + iξLiWα(151)
+ iε2ξ′′Wα + 2iεβ′f ′Zα + ei
f˜
ε
6∑
j=1
A˜j ,
where the R’s are as in (120), where R˜Φr,e, R˜
Φ
i,o are the terms quadratic in Φ,Φ
′ within R˜r,e, R˜i,o, and
where the latter error terms are given in (136), (138), (140), (145), (146), (149) respectively.
4 Proof of Theorem 1.1
In this section we prove our main theorem. First we solve the equation in the Hε components, see (105),
using a Lyapunov-Schmidt reduction. Then we turn to the components in K˜δ and solve the bifurcation
equation as well: in this last step we use crucially the non-degeneracy assumption on γ and an accurate
choice for the values of the parameter ε.
4.1 Solvability in the component of Hε
In Proposition 2.4 we showed that problem (14) is reduced to finding a solution of Lε(φ) = S˜ε(φ) in D˜ε,
see (24), (40) and (41), if we take K2(εs) = V (εs). Choosing in Proposition 2.14 as approximate solution
ψ˜ε = Ψ˜2,ε (the function constructed in the previous subsection), we have the following result where, as
usual, δ is sufficiently small. We recall Proposition 2.4, formulas (103)-(106) and the definition of K˜δ
after (104): also, we denote by Π˜ε the orthogonal projection onto the set {e−i
f˜(εs)
ε v˜ : v˜ ∈ K˜δ}.
Proposition 4.1 Let Ψ˜2,ε be as in Proposition 3.2. Then there exists vˇδ ∈ K˜δ, depending on the param-
eters Φ, f2, β, such that the following problem admits a solution
(152)
 −∆gε φˆ+ V (εx)φˆ− |Ψ˜2,ε|p−1φˆ− (p− 1)|Ψ˜2,ε|p−3Ψ˜2,εℜ(Ψ˜2,εφˆ) = S˜ε(φˆ) + e−i
f˜(εs)
ε vˇ;
φˆ ∈ Hε, vˇ ∈ K˜δ.
Furthermore, if m ∈ N , if ˜˜Ψ2,ε is an approximate solution corresponding to different Φ, f2, β, for a fixed
constant C independent of ε and δ, for τ = 12 and 0 < ς
′ < ς < 1 sufficiently small, we have
(153) ‖φˆ‖ς′,V ≤ C
δ2
‖Π˜εSε(Ψ˜2,ε)‖L2(Cτς,V ) + Cεm; ‖vˇ‖L2(Cτς,V ) ≤ C‖Sε(Ψ˜2,ε)‖L2(Cτς,V ).
(154) ‖φˆ− ˆ˜φ‖ς′,V ≤ C
δ2
‖Π˜ε(Sε(Ψ˜2,ε)− Sε( ˜˜Ψ2,ε))‖L2(Cτς,V ).
Proof. The proof relies on Proposition 2.1, Proposition 2.14 and the contraction mapping theorem.
By Proposition 2.14, the operator Lε (see (24)) is invertible from (Hε, ‖ · ‖ς′,V ) into L2(Cτς,V ), and the
norm of the inverse is uniformly bounded by C/δ2. By this invertibility, (152) is satisfied if and only if
φˆ is a fixed point of the operator Fˇε : (Hε, ‖ · ‖ς′,V )→ (Hε, ‖ · ‖ς′,V ) defined by
Fˇε(φˆ) = L
−1
ε
[
Π˜ε
(
S˜ε(φˆ)
)]
:= L−1ε
[
Π˜ε
(
Sε(Ψ˜2,ε) +Nε(ηεφˆ+ ϕ(φˆ))
+ |Ψ˜2,ε|p−1ϕ(φˆ) + (p− 1)|Ψ˜2,ε|p−3Ψ˜2,εℜ(Ψ˜2,εϕ(φˆ))
)]
.
We recall that, in the last formula, ϕ(φˆ) is given by Proposition 2.1, while Nε is defined in (25).
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Our next goal is to show that Fˇε is a contraction on a metric ball (in the ‖ · ‖ς′,V norm) of radius
C
δ2 ‖Π˜εSε(Ψ˜2,ε)‖L2(Cτς,V ) + Cεm for C large enough and m arbitrary integer. Setting for simplicity
Gˇε(φˆ) = Nε(ηεφˆ+ ϕ(φˆ)) + |Ψ˜2,ε|p−1ϕ(φˆ) + (p− 1)|Ψ˜2,ε|p−3Ψ˜2,εℜ(Ψ˜2,εϕ(φˆ)),
one clearly finds
(155)
 ‖Fˇε(φˆ)‖L2(Cτς′,V ) ≤ Cδ2
(
‖Π˜εSε(Ψ˜2,ε)‖L2(Cτς,V ) + ‖Gˇε(φˆ)‖L2(Cτς,V )
)
;
‖Fˇε(φˆ1)− Fˇε(φˆ2)‖L2(Cτ
ς′,V
) ≤ Cδ2 ‖Gˇε(φˆ1)− Gˇε(φˆ2)‖L2(Cτς,V ).
We next evaluate ‖Gˇε(φˆ)‖L2(Cτς,V ), and show that it is superlinear in ‖φˆ‖L2(Cτς′,V ) up to negligible terms:
we make first the following claim.
Claim: in the notation (31), letting k1(s) = (ς
′)2
√
V (s) we have ‖φˆ‖
C
1, 1
2
k1
≤ C‖φˆ‖ς′,V for some C > 0.
Assuming the claim true and choosing ς ′′ < (ς ′)2, we can apply Proposition 2.1 with τ = 12 , k0(s) =
ς
√
V (s), k1(s) = (ς
′)2
√
V (s) and k2(s) = ς
′′√V (s), to find
(156) ‖ϕ(φˆ)‖
C
1
2
−k2
≤ C
(
e− inf
k2+k0
K ε
−δ‖Sε(Ψ˜2,ε)‖
C
1
2
k0
+ e− inf
k2+k1
K ε
−δ‖φˆ‖
C
1, 1
2
k1
)
.
From the expression of wr, wi, v˜, v0 and formula (148), one can deduce that |Ψ˜2,ε| ≤ Ce−k0|z|: moreover,
from the estimates in the proof of Proposition 3.2 one also finds that ‖Sε(Ψ˜2,ε)‖L2(Cτς,V ) → 0 as ε → 0.
By (37) (recall that ζ > 0), the latter bounds on Ψ˜2,ε, the previous claim and (156), if m is an arbitrary
integer and if ς ′′ is sufficiently close to 1 after some elementary computations we deduce
‖Gˇε(φˆ)‖L2(Cτς,V ) ≤ C
(
‖φˆ‖1+ζL2(Cτς,V ) + ‖φˆ‖
p
L2(Cτς,V )
+ εm
(
1 + ‖φˆ‖L2(Cτς,V )
))
.
Similarly, if ‖φˆ1‖L2(Cτς,V ), ‖φˆ2‖L2(Cτς,V ) are finite one also finds
‖Gˇε(φˆ1)− Gˇε(φˆ2)‖L2(Cτς,V ) ≤ C
[
max
l=1,2
{
‖φˆl‖ζ∧(p−1)L2(Cτς,V )
}
+ εm
]
‖φˆ1 − φˆ2‖L2(Cτς,V ),
where the symbol ∧ stands for the minimum. Formula (155) and the latter one show that Fˇε is a
contraction, and we obtain (153); (154) follows similarly.
Proof of the claim. According to our previous notation, the norm ‖ · ‖ς′,V is evaluated using the
variables (s, z), where the z’s are defined in (99). If we want to estimate the ‖ · ‖
C
1, 1
2
k1
norm instead, we
should use lipschitzianity with respect to s and y.
Given s1, s2 ∈ R and y1, y2 ∈ Rn−1 we want to consider the difference ∇φˆ(s1, y1) − ∇φˆ(s2, y2).
Recalling (99) we can write that
∂sφˆ(s1, y1)− ∂sφˆ(s2, y2) = ∂sφˆ(s1, z1 +Φ(εs1))− ∂sφˆ(s2, z1 +Φ(εs1))
+ ∂sφˆ(s2, z1 +Φ(εs1))− ∂sφˆ(s2, z2 +Φ(εs2)).
By the definition of ‖ · ‖ς′,V , ∂sφˆ ∈ H1(Cτς′,V ) ⊆ C
1
2 (Cτς′,V ). This fact, the smoothness of V (s) and
‖Φ‖∞ + ‖Φ′‖∞ ≤ C(c1)ε (which follows from (121)) imply that if (s1, y1), (s2, y2) ∈ B1(s, y) then
e(ς
′)2
√
V (s)|z||∂sφˆ(s1, y1)− ∂sφˆ(s2, y2)| ≤ C(c1)‖φˆ‖ς′,V
(
|s1 − s2| 12 + |z1 − z2| 12 + ε|s1 − s2|
)
.
A similar estimate holds for the derivatives of φˆ with respect to y, so from (31) we get the conclusion.
To apply Proposition 4.1 we establish explicit estimates on Π˜εSε(Ψ˜2,ε) and Π˜ε(Sε(Ψ˜2,ε) − Sε( ˜˜Ψ2,ε)).
Precisely, assuming from now on τ = 12 , we have the following result.
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Proposition 4.2 Assume Φ, f2, β, Φ˜, f˜2, β˜ satisfy conditions (121), (122) and (126). Then, if φˆ is defined
as in Proposition 4.1 we have the estimates
(157)
√
εδ2‖φˆ(β,Φ, f2)‖∗ ≤ C(c1, c2, c3)ε3;
(158)
√
εδ2‖φˆ(β,Φ, f2)− φˆ(β˜, Φ˜, f˜2)‖∗ ≤ C(c1, c2, c3)
[
ε2‖Φ− Φ˜‖H2 + ε3‖f2 − f˜2‖H2 + ε‖β − β˜‖♯
]
,
where C(c1, c2, c3) is a positive constant depending on c1, c2, c3 but independent of ε and δ.
Proof. We prove (157) only: (158) will follow from similar considerations. To show (157) we use
Proposition 4.1, so we are reduced to estimate ‖Π˜εSε(Ψ˜2,ε)‖L2(Cτς,V ), for which we can employ (151).
By our assumptions on Φ, f2, β and by the estimates of the previous subsection, it is easy to see that∥∥∥ε2(R˜Φr,e + R˜r,o + R˜r,e,f1 + R˜r,o,f1) + ε2i(R˜i,e + R˜Φi,o + R˜i,e,f1 + R˜i,o,f1)∥∥∥
L2(Cτς,V )
≤ C(c1, c2, c3)ε
3
√
ε
;
∥∥ei f˜ε 6∑
i=1
A˜i
∥∥
L2(Cτς,V )
≤ C(c1, c2, c3)ε
3
√
ε
.
Recall that in the choice of approximate solutions we have formally corrected all the terms of order up
to ε2, so we are left with terms of order ε3 and higher. The factor
√
ε in the denominator arises from
the fact that the length of γε is L/ε: this gives a factor
1
ε when computing the L
2 norm squared, and we
need then to take the square root. For the estimates in A˜6, which also require the L
∞ norm of β, we can
use the interpolation inequalities
‖β‖L∞([0,L]) ≤ C‖β‖
1
2
L2([0,L])‖β′‖
1
2
L2([0,L]) ≤ Cε
3
2 ; ‖β′‖L∞([0,L]) ≤ C‖β′‖
1
2
L2([0,L])‖β′′‖
1
2
L2([0,L]) ≤ Cε
1
2 .
It remains to consider now the other terms in the right-hand side of (151), involving the functions Zα
and Wα. Let us call L˜
1
ε the operator obtained from L
1
ε (see (52)) by replacing the variables y with z and
f with f˜ . Let us first notice that the terms under interest, with this notation, are nothing but Π˜εL˜
1
εvδ.
Let us now recall the expression of β in (124) and vδ in (123): if v˜3,j stand for the functions in K3,δ
(see (66)) replacing y with z, we define the function
v˜δ =
δ2
ε∑
j=− δ2ε
bj v˜3,j .
From the expression of v˜3,j , see (62), one finds that
(159) ‖vδ − v˜δ‖ς,V ≤ C√
ε
( δ2ε∑
j=− δ2ε
b2jε
2(1 + j2)
) 1
2 ;
(160) L˜1ε(e
−i f˜(εs)ε vδ) = L˜1ε(e
−i f˜(εs)ε v˜δ) +O
(
1√
ε
)( δ2ε∑
j=− δ2ε
b2jε
2(1 + j2)
) 1
2 (in the ‖ · ‖L2(Cτς,V ) norm).
Similarly to (85), recalling the asymptotic of νj (see (59) and the lines before) one finds that
(161) L˜1ε(e
−i f˜(εs)ε v˜δ) = e−i
f˜(εs)
ε
δ2
ε∑
j=− δ2ε
νjbj v˜3,j +R1,
where ‖R1‖L2(Cτς,V ) ≤ C√ε
(∑ δ2
ε
j=− δ2ε
b2jε
2(1 + j2)
) 1
2 ≤ C√ε‖β‖♯. This implies the conclusion, by (126).
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4.2 Projections onto K˜δ
In this section we estimate the projections of the equation onto the components of K˜δ. We estimate first
their size and their Lipschitz dependence in the data Φ, f2 and β. Then we use the contraction mapping
theorem to annihilate the function vˇ in Proposition 4.1, which implies the solvability of (14).
4.2.1 Projection onto K˜1,δ
We want to evaluate the K˜1,δ component of the function vˇδ in (152). To do this we consider a normal
section Φ to γ which satisfies the first relation in (122), and the function
vΦ := h(εs)
p+1
4
(
〈Φ(εs),∇zU(kz)〉+ iε〈Φ′(εs), z〉f
′
k
U(kz)− ε
2
k2
〈Φ′′(εs),V(kz)〉
)
.
We then multiply both the left-hand side of (152) and S˜ε(φˆ) (see (41)) by the conjugate of e
−i f˜(εs)ε vΦ,
integrate over D˜ε and take the real part. When multiplying the left-hand side, we can integrate by parts
and let the operator Lε act on e
−i f˜(εs)ε vΦ: using the arguments in the proofs of Proposition 2.9 (see in
particular (83) and (84)) and of Proposition 4.2 one finds that
Lε(e
−i f˜(εs)ε vΦ) = e−i
f˜(εs)
ε v˜Φ +R(vΦ),
where v˜Φ ∈ K˜1,δ, and where ‖R(vΦ)‖L2(Cτς,V ) ≤ C(ε+δ3)‖vΦ‖L2(Cτς,V ) ≤ C√ε (ε+δ3)‖Φ‖L2([0,L]). Therefore,
since φˆ is orthogonal to K˜δ, from (157) we deduce that
(162)
∣∣∣∣ℜ ∫
D˜ε
ei
f˜(εs)
ε vΦLεφˆ
∣∣∣∣ dVg˜ε ≤ C√ε(ε+ δ3)‖Φ‖L2([0,L])‖φˆ‖L2(Cτς,V ) ≤ C(c1, c2, c3)δε2‖Φ‖L2([0,L]).
We next have to consider S˜ε(φˆ), whose main term is Sε(Ψ˜2,ε): for this we use formula (151). Here we
have three kinds of terms: the R˜’s, those involving Zα, Wα (which coincide with A5,0, with our notation
in (147)) and the A˜’s.
For the R˜’s, since vΦ is odd in z, the products with the even terms will vanish. The products of the
odd terms (notice that the two phases cancel and we use the change of variables s 7→ εs) instead give us
ε2ℜ
∫
D˜ε
(R˜r,o + R˜r,o,f1)vΦdVg˜ε + ε
2ℜ
∫
D˜ε
i(R˜Φi,o + R˜i,o,f1)vΦdVg˜ε = −ε
p− 1
2θ
C0
∫ L
0
〈J(Φ),Φ〉 ds+ R˜0,
where C0 =
∫
Rn−1
U(y)2dy and |R˜0| ≤ Cδε‖Φ‖L2([0,L]). To explain why this estimate holds, we notice first
that − p−12θ C0〈J(Φ),Φ〉 is exactly the first term of vΦ multiplied by R˜r,o+ R˜r,o,f1 , as shown in Subsections
4.1 and 4.2 in [10] (the factor h
p+1
4 in (56) is needed precisely to cancel the factor 1hk in the last formula
of Subsection 4.2 in [10]). The remaining terms in the last equation are given either by products of the
imaginary part of vΦ and the imaginary R˜’s or that of R˜r,o+ R˜r,o,f1 and the last term in vΦ. In the latter
case for example, we obtain a quantity bounded by
Cε2
∫ L/ε
0
(|Φ|+ |Φ′|+ |Φ′′|)ε2Φ′′ds ≤ Cε2δ2‖Φ‖L2([0,L]).
The last inequality follows from (121) and the fact that Φ satisfies the first condition in (122). On the
other hand, the terms involving Φ′ once integrated will be bounded by Cε2δ‖Φ‖L2([0,L]), still by (122).
Concerning A5,0, we next claim that for any m ∈ N one has
(163)
∣∣∣∣ℜ ∫
D˜ε
vΦ A5,0dVg˜ε
∣∣∣∣ ≤ Cεm‖Φ‖L2([0,L]) as ε→ 0.
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To see this, notice that Φ satisfies (122) while A5,0 arises from functions involving vδ (in particular β, see
(124)): since j ranges between − δ2ε and δ
2
ε , the main modes of β are much higher than the ones of Φ.
Hence, using Fourier cancelation as in Lemma 2.10, one can deduce (163). It is also easy to see that
(164)
∣∣∣∣∣∣ℜ
∫
D˜ε
vΦ
6∑
j=1
A˜jdVg˜ε
∣∣∣∣∣∣ ≤ C(c1, c2, c3)ε2‖Φ‖L2([0,L]).
It remains finally to consider the product of vΦ and the last three terms in (41). Indeed, since these are
either superlinear in φˆ (see (37)) or contain ϕ(φˆ) (see (32)), they are of lower order compared to (162).
Using (162)-(164) and the above arguments we finally obtain that, if vˇ is as in Proposition 4.1, then
(165)
∫
D˜ε
vˇ vΦdVg˜ε = −ε
p− 1
2θ
C0
∫ L
0
〈J(Φ),Φ〉 ds+R1; |R1| ≤ C(c1, c2, c3)ε2‖Φ‖L2([0,L]).
Similarly, using the estimates in Section 3 one finds that if ˜ˇv corresponds to the triple (Φ˜, f˜2, β˜), then
(166)
∫
D˜ε
(vˇ − ˜ˇv) vΦdVg˜ε = −ε
p− 1
2θ
C0
∫ L
0
〈J(Φ− Φ˜),Φ〉 ds+ R˜1,
where R˜1 satisfies
(167) |R˜1| ≤ C(c1, c2, c3)
(
δε‖Φ− Φ˜‖H2([0,L]) + ε2‖f2 − f˜2‖H2([0,L]) + δ‖β − β˜‖♯
)
‖Φ‖L2.
4.2.2 Projection onto K˜2,δ
For this projection we will be more sketchy since most of the arguments of the previous one can be
applied. If f
2
satisfies the second condition in (122), we consider the function
vf
2
= h(εs)
1
2
(
if
2
(εs)U(kz) + 2ε
f ′f ′
2
(εs)
k
U˜(kz)− iε2 f
′′
2
(εs)
k2
W(kz)
)
.
As for the previous case, the main contribution to the projection is given by the product of the first term
in vf
2
and the imaginary parts of Sε(Ψ˜2,ε) listed in (151) which are even in z.
We denote by Rˆi,e,f2 the sum of all imaginary even terms of order ε
3 appearing in the equation,
namely A1,i,e, A3,i,e and A4,i,e = F4,i,e(s), see (137), (141) and (144)
Rˆi,e,f2 = 2h
′f ′2U + 2hf
′
2k
′∇U · z + 2f ′f ′2wi,e + f ′′2 hU + 4f ′∂s(hf ′f ′2U˜)
+ 2f ′′hf ′f ′2U˜ − 2(p− 1)hp−1|U |p−2f ′f ′2U˜wi,e + F4,i,e(s) := R˜i,e,f2 + F4,i,e(s).
Notice that R˜i,e,f2 coincides with the function R˜i,e,f1 in (120) (see Subsection 3.3 in [10] for the precise
expression) if we replace f1 with f2. Therefore, from estimates similar to the previous ones (which use
especially the computations in Subsection 4.1 in [10]) we find
(168)
∫
D˜ε
vˇ vf
2
dVg˜ε = ε
2C0
∫ L
0
T (f2)f2 ds+ ε
2
∫ L
0
(∫
Rn−1
F4,i,eU(k(s))
)
f
2
ds+R2,
where C0 =
∫
Rn−1
U(y)2dy, where
(169) T (f2) = ∂s
(
h2f ′2
(p− 1)kn+1
[
(p− 1)hp−1 − 2σA2h2σ]) ,
and where R2 satisfies
(170) |R2| ≤ C(c1, c2, c3)δε2‖f2‖L2([0,L]).
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Moreover, if ˜ˇv corresponds to the triple (Φ˜, f˜2, β˜), then
(171)
∫
D˜ε
(vˇ − ˜ˇv) vf
2
dVg˜ε = ε
2C0
∫ L
0
T (f2 − f˜2)f2 ds+ R˜2,
with
(172) |R˜2| ≤ C(c1, c2, c3)
(
δε2‖f2 − f˜2‖H2([0,L]) + δε‖Φ− Φ˜‖H2([0,L]) + δ‖β − β˜‖♯
)
‖f
2
‖L2([0,L]).
4.2.3 Projection onto K˜3,δ
To compute the last components of the projection we recall our notation in Subsection 2.3, and define
β(εs) =
δ2
ε∑
j=− δ2ε
bjβj(εs); vβ =
δ2
ε∑
j=− δ2ε
bj v˜3,j .
As for the previous cases, the main contribution to the projection comes here still from Sε(Ψ˜2,ε). In
particular, following the arguments for K˜1,δ, when testing on vβ , by Fourier cancelation and parity the
major terms are indeed A5,0, A5,r,e and A5,i,e. With straightforward computations one finds that
(173)
∫
D˜ε
vˇ vβdVg˜ε =
1
ε
∫ L
0
Λ(β, ξ, β, ξ) ds+ Rˆ3,
where
Λ(β, ξ, β, ξ) = ββQ4,α − ε2β′′βQ1,α − 2εξ′f ′βQ3,α + ξξQ5,α − ε2ξ′′ ξQ2,α − εf ′′
(
ξβ − ξβ)Q3,α
+ 2εβ′f ′ξQ3,α − 2ε2α′
(
β′βQ6,α + ξξ′Q7,α
)− 2ε2k′ (β′βQ10,α + ξξ′Q11,α)
− 2εf ′k′ (ξβQ12,α − βξQ13,α)− 2εf ′α′ (ξβQ8,α − ξβQ9,α)− (p− 1)εhp−2 (ξβ + ξβ)Q14,α;
Q4,α(s) =
∫
Rn−1
Zα(s)LrZα(s); Q5,α(s) =
∫
Rn−1
Wα(s)LiWα(s); Q6,α(s) =
∫
Rn−1
Zα(s)
∂Zα(s)
∂α
;
Q7,α(s) =
∫
Rn−1
Wα(s)
∂Wα(s)
∂α
Q8,α(s) =
∫
Rn−1
Zα(s)
∂Wα(s)
∂α
; Q9,α(s) =
∫
Rn−1
Wα(s)
∂Zα(s)
∂α
;
Q10,α(s) =
∫
Rn−1
Zα(s)∇zZα(s) · z; Q11,α(s) =
∫
Rn−1
Wα(s)∇zWα(s) · z;
Q12,α(s) =
∫
Rn−1
Zα(s)∇zWα(s) · z; Q13,α(s) =
∫
Rn−1
Wα(s)∇zZα(s) · z;
Q14,α(s) =
∫
Rn−1
U(kz)p−2wi,eWα(s)Zα(s).
(174) |Rˆ3| ≤ C(c1, c2, c3)δε2‖β‖L2([0,L]).
After some manipulation using the fact that (Zα,Wα) solve (46) with ηα = 0, the normalization∫
Rn−1
(Z2α +W
2
α) = 1 and some integration by parts in z we find that
(175)
1
ε
∫ L
0
Λ(β, ξ, β, ξ) ds =
1
ε
∫ L
0
Λ0(β, ξ, β, ξ) ds+
∫ L
0
Λ1(β, ξ, β, ξ) ds,
where
Λ0(β, ξ, β, ξ) = Q1,α
(
ε2β′β′ − k2α2ββ)+Q2,α (ε2ξ′ξ′ − α2k2ξξ)
+ 2f ′Q3,α
(
εβ′ξ − εξ′β − kαββ − kαξξ) ;(176)
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Λ1 = (βξ + ξβ)g(s); g(s) =
[
f ′′Q3,α + 2f ′k′Q13,α + 2f ′α′Q9,α − (p− 1)hp−2Q14,α
]
.
Now we notice that, by (60), one has
βξ + ξβ = − ε
kα
 δ
2
ε∑
j,l=− δ2ε
bjbl(ξ
′
jξl + ξjξ
′
l)− F1
δ2
ε∑
j,l=− δ2ε
bjbl(νjξlξ
′
j + νlξjξ
′
l)
 ,
where F1 =
Q1,α
k2α2+2f ′kαQ3,α
. Integrating by parts in s and using (59) we find that
(177)
∫ L
0
Λ1(β, ξ, β, ξ) ds = ε
∫ L
0
ξξ
( g
kα
)′
(s)ds+O(δ2)‖β‖L2([0,L])‖β‖L2([0,L]).
Finally, combining (173), (174), (175) and (177) we deduce
(178)
∫
D˜ε
vˇ vβdVg˜ε =
1
ε
∫ L
0
Λ0(β, ξ, β, ξ) ds+R3,
where
(179) |R3| ≤ C(c1, c2, c3)(δε2 + (ε+ δ2)‖β‖L2([0,L]))‖β‖L2([0,L]).
Analogously we obtain
(180)
∫
D˜ε
(vˇ − ˜ˇv) vβdVg˜ε =
1
ε
∫ L
0
Λ0(β − β˜, ξ − ξ˜, β, ξ) + R˜3,
where R˜3 satisfies
(181) |R˜3| ≤ C(c1, c2, c3)δ
(
ε‖Φ− Φ˜‖H2([0,L]) + ε2‖f2 − f˜2‖H2([0,L]) + ‖β − β˜‖♯
)
‖β‖L2([0,L]).
Remark 4.3 Let us consider the eigenvalue problem in (β, ξ)∫ L
0
Λ0(β, ξ, β, ξ) = ν
∫ L
0
(Q1,αββ +Q2,αξξ) for all (β, ξ)
where Q1, Q2 are defined in (58). Then the eigenvalue equation is the following
(182)
{
−ε2 (Q1,αβ′)′Q1,α − k2α2β − 2f ′
Q3,α
Q1,α
(εξ′ + kαβ) = νβ;
−ε2 (Q2,αξ′)′Q2,α − k2α2ξ + 2f ′
Q3,α
Q2,α
(εβ′ − kαξ) = νξ.
By (61), the couple of functions (βj , ξj) constructed in Subsection 2.3 represents a family of approximate
eigenfunctions corresponding to ν = νj.
4.3 The contraction argument
The usual procedure in performing a fixed point argument is to apply to the equation an invertible
linear operator first. From the expansions in the last subsection, we showed that the main terms in the
projections onto K˜δ are the operators J, T and Λ0 (the latter is identified by duality with the associated
quadratic form), see (165), (168) and (178). By our non-degeneracy assumption on γ, J is invertible
and the same holds also for T , since it is coercive (and in divergence form). It remains then to invert
Λ0, which is the content of the next result: before stating it we introduce some notation. Using the
symbology of Subsection 2.3 we define the spaces
X1,δ = span
{
ϕj : j = 0, . . . ,
δ
ε
}
; X2,δ = span
{
ωj : j = 0, . . . ,
δ
ε
}
;
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X3,δ = span
{
βj : j = −δ
2
ε
, . . . ,
δ2
ε
}
,
with X1,δ, X2,δ endowed with the H
2 norm on [0, L], and X3,δ with the ‖ · ‖♯ norm.
We also call Y1,δ, Y2,δ, Y3,δ the same spaces of functions, but endowed with weighted L
2 norms: by
the normalization after (55) it is natural to put the weights hθ and h−σ on Y1,δ and Y2,δ respectively.
Concerning Y3,δ, by Remark 4.3, we will endow it with the product (β, β)Y3,δ =
∫ L
0
(Q1,αββ +Q2,αξξ)ds
where, as above, ξ is related to β by (60) and (124). Notice that by (55) J and T are exactly diagonal
from X1,δ to Y1,δ and from X2,δ to Y2,δ respectively, while Λ0 is nearly diagonal (see also (61)).
Lemma 4.4 Letting ΠY3,δ denote the orthogonal projection onto Y3,δ, there exists a sequence εk → 0
such that Λ0 is invertible from X3,δ into Y3,δ and such that its inverse satisfies ‖(ΠY3,δΛ0)−1‖ ≤ Cεk for
some fixed constant C.
Proof. First of all we show that there exists εk → 0 such that ΠY3,δΛ0 cannot have eigenvalues in Y3,δ
smaller in absolute value than C−1εk: after this, we estimate the (stronger) X3,δ norm of its inverse.
To prove the claim we apply Kato’s theorem (see [5], page 445): the latter allows to compute the
derivative of an eigenvalue ν(ε) of ΠY3,δΛ0 with respect to ε. The (possibly multiple) value of this
derivative is given by the eigenvalues of ΠY3,δ∂εΛ0, restricted to the ν(ε)-eigenspace of ΠY3,δΛ0.
Suppose that β satisfies the eigenvalue equation ΠY3,δΛ0β = νβ, which is equivalent to
(183)
∫ L
0
Λ0(β, ξ, β, ξ) = ν
∫ L
0
(Q1,αββ +Q2,αξξ) for all (β, ξ) with β ∈ Y3,δ.
Looking at the powers of ε in Λ0, see (176), we write Λ0 = Λ0,0 + εΛ0,1 + ε
2Λ0,2: notice that Λ0,0 is
negative-definite and Λ0,2 positive-definite. We also point out that, since f
′ satisfies (11), for f(εs)/ε to
be L/ε-periodic, when we vary ε also A needs to be adjusted. Precisely, since the total variation of phase
in (9) is
A
∫ L/ε
0
h(εs)σds =
A
ε
∫ L
0
h(s)ds = const.,
when differentiating with respect to ε we find that ∂A∂ε =
A
ε . Hence, applying Kato’s theorem we find
(184)
∂ν
∂ε
∈
[
min
β1,β2 6=0
Θ(β1, β2), max
β1,β2 6=0
Θ(β1, β2)
]
,
where
Θ(β1, β2) =
∫ L
0 (Λ0,1 + 2εΛ0,2)(β1, ξ1, β2, ξ2)∫ L
0
(Q1,αβ1β2 +Q2,αξ1ξ2)
+
1
ε
∫ L
0 (2f
′Q3,α (εβ′1ξ2 − εξ′1β2 − kαβ1β2 − kαξ1ξ2)∫ L
0
(Q1,αβ1β2 +Q2,αξ1ξ2)
,
and where (β1, ξ1), (β2, ξ2) are functions satisfying (183): using this, Θ(β1, β2) can be written as
1
ε
∫ L
0 (Λ0 − Λ0,0)(β1, ξ1, β2, ξ2) + ε
∫ L
0 Λ0,2(β1, ξ1, β2, ξ2)∫ L
0 (Q1,αβ1β2 +Q2,αξ1ξ2)
+
1
ε
∫ L
0
(2f ′Q3,α (εβ′1ξ2 − εξ′1β2 − kαβ1β2 − kαξ1ξ2)∫ L
0
(Q1,αβ1β2 +Q2,αξ1ξ2)
=
ν
ε
+
ε
∫ L
0 (Q1,αβ
′
1β
′
2 +Q2,αξ
′
1ξ
′
2) +
1
ε
∫ L
0 [k
2α2(Q1,αβ1β2 +Q2,αξ1ξ2) + 2f
′kαQ3,α(β1β2 + ξ1ξ2)]∫ L
0 (Q1,αβ1β2 +Q2,αξ1ξ2)
+
1
ε
∫ L
0 (2f
′Q3,α (εβ′1ξ2 − εξ′1β2 − kαβ1β2 − kαξ1ξ2)∫ L
0
(Q1,αβ1β2 +Q2,αξ1ξ2)
.
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Applying (59), (60) and Q1,α +Q2,α = 1 (see (58) and the lines after (47)), the last expression simplifies
as
ν
ε
+
1
ε
∫ L
0 (2α
2k2 + 4f ′αkQ3,α)ξ1ξ2∫ L
0 ξ1ξ2
+O(δ2)
1
ε
.
Since the numerator is symmetric in ξ1, ξ2, the infimum of the above ratio is realized by some ξ0, so by
(184) and the latter formula we find
(185)
∂ν
∂ε
≥ ν
ε
+
1
ε
∫ L
0 (2α
2k2 + 4f ′αkQ3,α)ξ20∫ L
0 ξ
2
0
+O(δ2)
1
ε
≥ 1
ε
[
ν + inf
[0,L]
(
2α2k2 + 4f ′αkQ3,α
)− Cδ2] .
Notice that for ν and δ sufficiently small, the coefficient of 1ε in the above formula is positive and uniformly
bounded away from zero. From (61) and the asymptotics in (59) (which follows from the Weyl’s formula),
one can show that ΠY3,δΛ0 has a number of negative eigenvalues of order
δ2
ε . This fact and (185) yield
the desired claim, which can be obtained as in [14], Proposition 4.5: since the argument is quite similar,
we omit the details.
The above claim provides invertibility of ΠY3,δΛ0 in Y3,δ, and gives
(186) ‖(ΠY3,δΛ0)−1β‖Y3,δ ≤
C
ε
‖β‖Y3,δ for any β ∈ Y3,δ :
we want next to estimate the X3,δ norm of (ΠY3,δΛ0)
−1β. Let β =
∑ δ2
ε
j=− δ2ε
bjβj and suppose βˆ =∑ δ2
ε
j=− δ2ε
bˆjβj is such that ΠY3,δΛ0βˆ = β, in the sense that∫ L
0
Λ0(βˆ, ξˆ, β, ξ) =
∫ L
0
(Q1,αββ +Q2,αξξ) for all (β, ξ) with β ∈ Y3,δ.
If β =
∑ δ2
ε
j=− δ2ε
bjβj , then by (61) integrating one finds
δ2
ε∑
j=− δ2ε
νj bˆjbj +O
(( δ2ε∑
j=− δ2ε
(ν2j + ε)
2bˆ2j
) 1
2
( δ2ε∑
l=− δ2ε
b2l
) 1
2
)
≤ C
( δ2ε∑
j=− δ2ε
bˆ2j
) 1
2
( δ2ε∑
l=− δ2ε
b2l
) 1
2
.
Choosing bj = bˆj for j > 0 and bj = −bˆj for j < 0, from the asymptotics of νj in (59) we obtain for
C˜1 > 0 sufficiently large that
ε
∑
C˜1≤j≤ δ2ε
|j| bˆ2j ≤ C
δ2
ε∑
j=− δ2ε
bˆ2j ≤ C‖βˆ‖2Y3,δ .
By (186) we have ‖βˆ‖Y3,δ ≤ Cε ‖β‖Y3,δ , so recalling (125) we get ‖βˆ‖2X3,δ := ‖βˆ‖2♯ ≤ C‖βˆ‖2Y3,δ ≤ C
2
ε2 ‖β‖2Y3,δ ,
which yields the conclusion.
Proof of Theorem 1.1 Let us introduce the operators
Gl : X1,δ ×X2,δ ×X3,δ → Yl,δ, l = 1, 2, 3,
defined by duality as
(G1(Φ, f2, β),Φ)Y1,δ =
∫
D˜ε
vˇ vΦdVg˜ε ; (G2(Φ, f2, β), f2)Y2,δ =
∫
D˜ε
vˇ vf
2
dVg˜ε ;
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(G3(Φ, f2, β), β)Y3,δ =
∫
D˜ε
vˇ vβdVg˜ε ,
where vˇ = vˇ(Φ, f2, β) is the function appearing in Proposition 4.1.
By Proposition 2.4, equation (14) (or (1)) is solved if and only if vˇ = 0: in the above notations, this is
equivalent to finding (Φ, f2, β) such that Gl(Φ, f2, β) = 0 for every l = 1, 2, 3. If εk is the sequence given
in Lemma 4.4 then Λ0 is invertible, and the condition vˇ = 0 is equivalent to the system (we set ε = εk)
(187)

Φ = G1(Φ, f2, β) := − 1ε J˜−1[G1(Φ, f2, β)− εJ˜(Φ)]
f2 − fˇ2 = G2(Φ, f2, β) := − 1ε2 T˜−1
[
G2(Φ, f2, β)− ε2T˜ f2 − ε2
∫
Rn−1
F4,i,eU(k(s)z)dz
]
β = G3(Φ, f2, β) := −ε(ΠY3,δΛ0)−1
[
G3(Φ, f2, β)− 1εΠY3,δΛ0β
]
,
where J˜ = − p−12θ C0J, T˜ = C0T (C0 =
∫
Rn−1
U(y)2dy) and where fˇ2 = −T˜−1(
∫
Rn−1
F4,i,eU(k(s)z)dz). By
(165)-(172), (178)-(180) and (181) one finds
‖G1(0, 0, 0)‖X1,δ ≤ Cε; ‖G2(0, 0, 0)‖X2,δ ≤ Cδ; ‖G3(0, 0, 0)‖X3,δ ≤ Cδε2;
moreover if Φ, f2, β satisfy the bounds (121), (126), then
‖G1(Φ, f2, β)−G1(Φ˜, f˜2, β˜)‖X1,δ ≤ C(c1, c2, c3)
(
δ‖Φ− Φ˜‖X1,δ + ε‖f2 − f˜2‖X2,δ +
δ
ε
‖β − β˜‖X3,δ
)
;
‖G2(Φ, f2, β)−G2(Φ˜, f˜2, β˜)‖X2,δ ≤ C(c1, c2, c3)
(
δ
ε
‖Φ− Φ˜‖X1,δ + δ‖f2 − f˜2‖X2,δ +
δ
ε2
‖β − β˜‖X3,δ
)
;
‖G3(Φ, f2, β)−G3(Φ˜, f˜2, β˜)‖X3,δ ≤ C(c1, c2, c3)
(
δε‖Φ− Φ˜‖X1,δ + δε2‖f2 − f˜2‖X2,δ + δ‖β − β˜‖X3,δ
)
.
We now consider the scaled norms ε‖ · ‖Xˆ1,δ = ‖ · ‖X1,δ , δ
1
2 ‖ · ‖Xˆ2,δ = ‖ · ‖X2,δ , ε2‖ · ‖Xˆ3,δ = ‖ · ‖X3,δ : with
this new notation the last formulas become
(188) ‖G1(0, 0, 0)‖Xˆ1,δ ≤ C; ‖G2(0, 0, 0)‖Xˆ2,δ ≤ Cδ
1
2 ; ‖G3(0, 0, 0)‖Xˆ3,δ ≤ Cδ;
‖G1(Φ, f2, β)−G1(Φ˜, f˜2, β˜)‖Xˆ1,δ ≤ C(c1, c2, c3)
(
δ‖Φ− Φ˜‖Xˆ1,δ + δ
1
2 ‖f2 − f˜2‖Xˆ2,δ + δ‖β − β˜‖Xˆ3,δ
)
;
‖G2(Φ, f2, β)−G2(Φ˜, f˜2, β˜)‖Xˆ2,δ ≤ C(c1, c2, c3)
(
δ
1
2 ‖Φ− Φ˜‖Xˆ1,δ + δ‖f2 − f˜2‖Xˆ2,δ + δ
1
2 ‖β − β˜‖Xˆ3,δ
)
;
‖G3(Φ, f2, β)−G3(Φ˜, f˜2, β˜)‖Xˆ3,δ ≤ C(c1, c2, c3)
(
δ‖Φ− Φ˜‖Xˆ1,δ + δ
3
2 ‖f2 − f˜2‖Xˆ2,δ + δ‖β − β˜‖Xˆ3,δ
)
.
If C is the constant appearing in (188), from the last four formulas we deduce that if δ is sufficiently
small then (G1,G2,G3) has a fixed point in {‖ · ‖Xˆ1,δ ≤ 2C}∩ {‖ ·−fˇ2‖Xˆ2,δ ≤ 2Cδ
1
2 }∩ {‖ · ‖Xˆ3,δ ≤ 2Cδ}.
This, by the comments before (187), leads to a solution of (1) with the desired asymptotics.
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