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ABSTRACT
This dissertation investigated the relationship between the spatial perception
abilities of operators and robot operation under direct-line-of-sight and teleoperation
viewing conditions. This study was an effort to determine if spatial ability testing may be
a useful tool in the selection of human-robot interaction (HRI) operators. Participants
completed eight cognitive ability measures and operated one of four types of robots under
tasks of low and high difficulty. Performance for each participant was tested during both
direct-line-of-sight and teleoperation. These results provide additional evidence that
spatial perception abilities are reliable predictors of direct-line-of-sight and teleoperation
performance. Participants in this study with higher spatial abilities performed faster, with
fewer errors, and less variability. In addition, participants with higher spatial abilities
were more successful in the accumulation of points. Applications of these findings are
discussed in terms of teleoperator selection tools and HRI training and design
recommendations with a human-centered design approach.
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CHAPTER ONE
INTRODUCTION
Teleoperation in the Early 21st Century
Over the last 10 years the field of robot teleoperation has seen a wealth of new
developments, applications, and domains, with varying levels of success. Following are
illustrations of just a few of these, which encompass advances in medicine, human-robot
interaction (HRI) evaluation, military applications, humanitarian efforts, and urban search
and rescue (USAR).
Medical teleoperation has seen advances in training, simulation, and minimally
invasive surgical techniques such as laparoscopy and endoscopy. This type of surgery
involves inserting slender tubular instruments into a patient, through small incisions, to
view and interact with internal organs. While this type of surgery is less invasive, less
expensive, and quicker to recover from, it also requires more complex operating
techniques. A study conducted by Ben-Porat, Shoham, and Meyer (2000), demonstrated
that a teleoperated robot may be advantageous for endoscopic surgery because it may
eliminate the need for what they referred to as “reversed visual-motor mapping (VMM)”
(p. 256). VMM refers to how the actual movement of a surgeon’s hand compares to the
camera view of that same motion. Due to the point of entry in endoscopic surgery, what
is called the “fulcrum effect” (p. 257) causes the surgeon to see their tool move in the
direction opposite to the actual motion of their hand. Reversed VMM has been shown to
degrade performance and hinder the proper acquisition of endoscopic surgical skills. Ben-
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Porat et al. (2000) showed that a normal VMM could be provided by a robotic
endoscopic surgical tool, eliminating the need to perform surgery with reversed VMM.
To better understand HRI, researchers have begun developing a kit that includes
metrics applicable to the three inherent components of the human; the robot, and their
interaction. Initial work on this kit has been completed by Steinfeld et al. (2006), who
stated that their goal was to provide a comprehensive document which can be utilized by
any researcher to assess these three components of HRI. Examples of human metrics
include the operator’s situation awareness (SA), intervention identification time, and
identification of the correct levels of autonomy being employed in a given application.
Their results suggest that some people may be more suited to being HRI operators than
others. Due to a recent exponential growth in both the overall number of robots available
and the variety of robot types (Singer, 2009), it is reasonable to assume that not all
operators will be experts in teleoperation. Although practice can play a role in HRI
performance, a toolbox of common metrics for selecting and training more qualified
operators may help overcome some of the current challenges in the field, particularly in
military and USAR environments.
Military funding of robotic devices has been driving the recent growth of this
field. Using machines in place of human soldiers has saved countless lives, especially in
the recent Middle Eastern conflicts (Singer, 2009). Department of Defense (DoD)
machines have achieved success in a multitude of applications, including reconnaissance
operations, building clearing, and explosive ordinance disposal (EOD). Recently, a study
funded by the Defense Advanced Research Projects Agency (DARPA) was completed by
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Howard, Parker, and Sukhatme (2006) that involved an 80 robot deployment. Using
combinations of low and high-end robots, this team coordinated a successful deployment
for exploration, building mapping, and detection. Results of their efforts provided
evidence that with proper planning and the ability to leave some robots behind (fault
tolerance), this type of ambitious mission is not only feasible, but will become a more
realistic option with continued improvements in technology.
In humanitarian efforts, a teleoperated 4-wheeled all-terrain vehicle (ATV) has
been assisting in the global removal of mines. This robot uses a 3 degrees-of-freedom
(DOF) robotic arm to scan the ground with a mine sensor payload and mark active
locations for later removal (Freese et al., 2007). This robot, referred to as Gryphon, can
be either fully automated, remotely operated, or driven as a regular ATV. Gryphon is an
example of successful advancements in HRI automation and has been used to remove
approximately 100,000 mines yearly. With further advances in HRI performance,
machines like Gryphon can begin to increase this number, in the hopes of eradicating the
estimated 100,000,000 active mines that currently exist around the globe.
Now that a few decades of robot research exists, review papers and meta-analyses
have been published in an effort to answer many of the currently open research questions.
For example, Chen, Hass, and Barnes (2007), in their review of more than 150 papers
within HRI, have assisted in focusing the future of robotics research into the two main
issues of remote perception and manipulation. They summarized findings, provided
interface design recommendations and discussed how current commercial and DoD
funding will continue to be a strong influence on robotics over the next decade. They
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underscore that despite autonomy, most machines will require human assistance at some
point during their operation, or at the very least when sensors fail. Another interesting
topic is uncoupled motion (UM), which deals with operating remote platforms while the
operator is in a moving vehicle. More research in uncoupled motion is required to
mitigate performance degradations caused by multiple, mismatched vestibular inputs.
Finally, multimodal interfaces are discussed as having the greatest potential for
improving operator SA. For example, providing voice, gaze, or pen inputs may decrease
the difficulty of tasks while increasing operator immersion.
Recent USAR deployments illustrate progress in HRI. Such deployments include
Ground Zero in 2001, an earthquake in Niigate Chuetsu, Japan in 2004, Hurricane
Katrina in 2005, and the La Conchita mudslide of 2005, each involving the Center for
Robot Assisted Search and Rescue (CRASAR), headquartered at the University of South
Florida (Murphy & Stover, 2007).
During the La Conchita mudslide, 400,000 to 600,000 tons of mud were released
over the city of La Conchita, California, leaving several homes covered, 10 people
buried, and six people missing. Within two days, CRASAR arrived with two people and
two robots to assist in the search for casualties and structural damage (Murphy & Stover,
2007). In this particular instance deployments were not successful, each consisting of
only 2 and 4 minutes of operation. While this demonstrated the infancy of rescue
robotics, the experience resulted in a number of relevant findings. One finding was that
current USAR scenarios used for testing and training have not been rigorous enough
when compared to actual disaster events such as those encountered at La Conchita.

4

A more recent CRASAR deployment occurred following the category five
Hurricane Wilma, at Cape Romano, Florida (Murphy et al., 2008). Much more successful
than La Conchita, this deployment included the first launch of an unmanned sea-surface
vehicle (USV) for search and rescue, and the first combination USV and micro-aerial
vehicle (MAV) deployment. Due to this success it is now standard protocol to deploy the
USV and MAV in tandem. The descriptive field studies following these deployments are
necessary to establish the first step for formal research, which is a new domain theory for
USAR deployable robotics.
Successes observed with recent deployments have been the product of both basic
and applied research. Two approaches have contributed to these advances; a technologycentered approach and a human-centered approach. While the importance of a humancentered approach to design has been gaining interest, especially in domains such as
USAR and EOD, the primary focus in robotics has been technological.

Technology-Centered Approach: Autonomy
Recent advances in robot technology have tended to focus on the development of
robot autonomy and interface design. The military has been a strong proponent of
autonomous and semi-autonomous systems. Examples of autonomous platforms include
semi-autonomous systems in unmanned ground vehicles (UGVs), construction, USAR,
subsurface and submarine robots, as well as space exploration.
During teleoperation, limited camera views of remote environments make it
difficult for operators to perceive the proximity of objects and obstacles (e.g. Casper &
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Murphy, 2003; Gomer et al., 2009; Moore et al., 2009; Tittle et al., 2002). Autonomy can
assist with this by adding proximity detection. In this case, low level sensors, such as
range finders or proximity detectors can minimize, if not eliminate unwanted collisions
due to limited camera views or perceptual errors. Kawabata et al. (1999) demonstrated
this empirically, as semi-autonomous sensors eliminated collisions by their UGV
operators. Their study is one of many that have shown performance benefits of adding
various levels of automated proximity sensor detection to teleoperated systems.
From full manual control to completely autonomous operation, there are several
different levels of automation (LOA) that can be implemented to maximize system
performance. While there are many ways to arrive at appropriate combinations of LOA
and human control, Kahane and Rosenfeld (2004) reported on a cost comparison and
breakeven point in the field of construction robotics. Their study resulted in the
identification of different types of autonomy benefits associated with block-laying tasks
and wall-painting tasks, depending on the economic markets for these platforms. For
example, using a robotic-assistance system with the lowest level of autonomy (minimal
help to the operator) the task duration was decreased by 70%, while higher levels of
autonomy only decreased the task duration by an additional 5%. Determining the
appropriate LOA with a cost/benefit ratio, their calculations required combinations of
robot cost, hourly wages of construction workers, and robot operators. Once these figures
were calculated, it was then possible to save money with automation by implementing
machines with cost-effective LOAs.
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Modern advances in autonomy have indicated that in the future humans will be
able to control not just one remote system, but multiple systems. Many investigators are
of the opinion that value is added to a system with every addition of automation, and they
have called for a focus on automation within USAR (e.g. Birk & Carpin, 2006). A push
for advances within the specific market of USAR, with higher costs and more complex
ruggedized systems, may allow for the transfer of the most practical advances in
autonomy to other markets. For example, the mass production of domestic or public
safety robots could easily benefit from successful USAR applications. Birk and Carpin
(2006) expressed an enthusiasm for autonomy, illustrating this with an example of
installing a robot next to each fire hose on every level of public buildings.
With the production of new autonomous platforms comes the creation of new
words to describe their capabilities, and to distinguish them from existing systems. Park
et al. (2005) demonstrated the advantages of what they call “teleautonomy,” which blends
the human operation of a robot with sensor-based autonomy. They describe how human
operators had experienced difficulty achieving precise movements with a one-to-one
teleoperated manipulator during space missions. Working with the new teleautonomous
manipulator, however, even novice operators performed with superior precision. Their
results provided initial validation of their enhanced interface and controller, and
additional support for the potential of autonomy to improve human performance.
Software improvements are necessary for instructing autonomous robots on how
to use the information they have acquired, especially in the unmanned exploration of
space. The development of software has helped create the supervision required to

7

remotely distribute autonomous robots for routine tasks. In order to support effective
mission operations, astronauts must be able to supervise autonomous tasks that will be
completed by remote rovers. In a software field test at the Haughton Crater on Devon
Island, Canada, conducted by the Intelligent Robotics Group of the NASA Ames
Research Center, two K10 rovers demonstrated the feasibility of their software
framework for successful HRI (Schreckenghost, Fong, & Milam, 2008). Incorporating
capabilities of event detection, situation summarization, and notification, this field test
demonstrated the potential of autonomy in space applications with extremely limited
human supervision.
Autonomous unmanned underwater vehicles (UUVs) are also becoming more
sophisticated with the addition of visual processing capability and a subsurface mode for
hovering in a stationary location. The goal of this type of robot is to reduce the risk,
fatigue, and data collection error that would normally be incurred by an underwater
marine biologist. Sattar, Giguere, and Dudek (2009) have been working toward
autonomous operation by developing and validating an approach to vision based control
of aquatic robots. They reported limited success with a UUV’s ability to hover
underwater in both a control pool and open water of the Caribbean and Canada.
Compared to UGVs, wireless communication and controlled mobility are much more
difficult with UUVs. However, current successes have demonstrated progress in UUV
automation.
Most military unmanned vehicles require one or more humans for successful
operation. However, several studies have looked into the feasibility of having one person
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operate multiple machines simultaneously. Adams (2009) reported few performance
differences between an operator of one or two minimally tasked robots, but major
differences occurred with four robots as workload increased. Without continued advances
in automation, multiple platform control will continue to be very difficult. Adams
discusses how as technology continues to improve and the number of robots deployed
continues to grow, the time and quality put into training operators will decrease.
Single operators controlling multiple complex robots, as well as more effective
training for such systems, are currently major DoD requirements. A recent article by
Singer (2009) discusses the DoD interest in autonomy. One DARPA official was quoted
as saying that “the human is becoming the weakest link in defense systems” (p. 37).
Singer discussed the exponential usage of robots in Iraq, from nil in 2003 to nearly
12,000 machines five years later; each with a price tag of roughly $150,000. With nearly
two billion dollars in sales, the push for autonomy by the DoD has motivated industry to
produce robots.
These examples help to illustrate how a technology driven focus on autonomy has
come about with HRI systems. Operators have benefitted from many of these automated
designs, which have saved lives and allowed humans to work in multiple hazardous
environments. The second largest focus within this technology-centered design approach
is on the interfaces used to operate these machines.
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Technology-Centered Approach: Interface Design
As machines have increased in automation and complexity, so have the interfaces
and input devices used to control them. Recent interface innovations include submillimeter manipulation, virtual reality (VR), multiple points of view, larger and more
intelligent 3-dimensional (3-D) integrated displays, as well as the integration of
moveable, decoupled cameras.
One of the ways that a machine can assist humans is by reducing, if not
eliminating any imprecision on the part of the operator. Recent work by Taylor et al.
(1999) demonstrated the advantages of using a machine controller for sub-millimeter
manipulation in medical robots. Referred to as “steady-hand micromanipulation” (p.
1201), this technique allows surgeons to more precisely place their tools, removing any
incidents of tremor. This application augmented performance and resulted in nearly
double the success of unaided micromanipulation.
In order to operate modern robots, the input device and interface must convey as
much information as possible to the operator. LaPointe and Massicotte (2003) discovered
advantages with VR interfaces for improving robot operation in zero gravity.
Teleoperation in space is extremely difficult, often requiring that additional crew
members become the eyes for the astronaut controlling the device. In an effort to make
this process easier, the International Space Station now has 14 cameras with pan/tilt units
to assist with the view of remote operations. There are also four cameras on the Space
Station Remote Manipulator System, for a total of 18 different views that can be used for
the completion of a task. With the addition of VR augmentation, instead of having to
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remember the selection number for the appropriate camera, astronauts can see which
camera has been selected by a highlighted image on a virtual structure, thus reducing the
need to rely on memory.
To provide a more global view of the environment surrounding a remote robot,
the integration of multiple points of view may be a possible solution. After designing an
interface which incorporated multiple camera views, Matsumoto, Ota, and Arai (2005)
demonstrated superior subjective impressions and shorter times in navigation tasks. Since
many different views of a scene can be disorienting, they also added an on-screen arrow
that pointed from the robot toward the end goal of the navigation task. This study resulted
in findings that can be integrated into robot interfaces, particularly for large public spaces
with preexisting security systems.
Males have often been found to have an advantage over females in spatial abilities
(see Devlin & Bernstein, 1995). In an effort to minimize this discrepancy, Tan,
Czerwinski, and Robertson (2006) studied the effect of larger screens and increased optic
flow on operator performance. Results of their experiments provided evidence that larger
interfaces and increased optic flow in navigation tasks assisted women in performing as
well as men. Their investigation indicated that women may rely more on verbal
information than men do. Instead of suggesting increased training for female operators,
they have found a way to design interfaces which improved operator performance, while
minimizing known differences in inherent abilities.
The idea of intelligent interfaces is another way to capitalize on different
interaction styles of teleoperators. This type of display collects certain metrics, or user
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preferences and capabilities, during the interaction between the user and the interface.
Medicherla and Sekmen (2007) demonstrated that with a voice-controllable adaptive user
interface, spatial ability and voice control were reliable predictors of teleoperator
performance. Additionally, 75% of the designated high spatial ability participants
actually preferred the voice option for control of the robot. Similar research has
investigated not only different styles of input devices, but also multi-modal interfaces,
which have the potential of improving the amount of information that can be
communicated between the machine and observers. Expanding from a keyboard and
mouse to voice, gaze, or other types of input, multi-modal interfaces will be a major
focus of future research.
More complex camera configurations can create more sophisticated views of a
remote environment. For example, adding a third dimension to a two-dimensional (2-D)
display can create a more realistic representation of a remote environment. As
teleoperators must infer what is taking place between a robot and a remote environment
from cameras and sensors, presenting information in a more realistic manner should
improve teleperception. Nielsen, Goodrich, and Ricks (2007) demonstrated that a 3-D
mixed-reality display is superior to a 2-D display in “robot control, map building speed,
robustness in the presence of delay robustness to distracting sets of information,
awareness of the orientation of the camera with respect to the robot, and the ability to
perform search tasks while operating a robot” (p. 939). Increasing SA over traditional 2D displays, this 3-D augmented virtuality display presented real objects mapped into a
virtual world.

12

A novel way to generate teleoperation design recommendations while getting
younger people involved with robotics is through annual competitions. Yanco, Drury, and
Scholtz (2004) published their recommendations from four different systems of the 2002
Robo Competition. This event was a USAR competition and each of their
recommendations incorporated specific interface observations. Apparent advantages were
noticed when users were provided a map of where the robot had been; provided more
spatial information in general; and provided views of sensor data. Additional
observations included providing windows for multiple robots on one screen, minimizing
the total number of windows used, and providing robot assistance when determining
whether or not to use different levels of autonomy. As four different systems converged
in the needs of their interfaces, a push for information integration became readily
apparent.
There are actually several events similar to the Robo Competition. The American
Association of Artificial Intelligence (AAAI) has a robot competition each year. Design
recommendations from three combined years of this event were submitted by Yanco and
Drury (2007). Following up with this second set of design recommendations, they applied
these results to USAR and once again four of five observations were interface related.
HRI recommendations included: one monitor over multiple monitors; a large video feed
window; no window occlusion; viewing one robot with another; and finally reinforcing a
user-centered design methodology.
Applying some of these competition findings, Yanco et al. (2007) were successful
in their creation of a new style of interface that combined video and map presentations.
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They tested two different interfaces; one focused more on video feed and the other
incorporating a map view. Results of these studies indicated that participants were
actually interested in viewing both types of information, which led to a third type of
display. Their combination display was preferred and produced superior operator
performance with regard to completion time and number of collisions.
A final example of a technology driven advance in interface design is decoupled
and moveable cameras. Decoupled cameras have been the focus of research by Aprile et
al. (2008) in an effort to provide an interface capable of switching between a panoramic
and stereoscopic view of the remote environment. With this “Active Robot Head” (p.
941), two different types of high resolution views can be presented to the operator,
mimicking human movement of the head and eyes. Based on the human perceptual
system, this robot can provide superior views of a remote location and can be mounted on
commercially available platforms. In addition, Gomer et al. (2009) have found that depth
perception in a remote environment can be improved by providing the operator with
optical motions from an automated moveable camera.
Engineering advances in automation and interface design are needed for the
evolution of robotics. Preceding investigations of the interactions between the human and
machine are also a necessary component for understanding how to design more
sophisticated robots. However, this same research focus has not been paralleled with
regard to making systems more usable for the human operator. To balance this equation
properly, the field of Human Factors Psychology focuses on the interaction of humans
with machines in an effort to achieve superior system performance.
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Human-Centered Approach: Spatial Perception
Thus far, I have discussed advances in teleoperation, including autonomy and
interface technology. Complementary to the technological advances of robotics, is a
human-centered design approach, which seeks to apply basic research in the area of
human cognition and perception to improving the interface between the operator and the
robot. Individuals differ in their cognitive and perceptual abilities, and these differences
may allow some individuals to be more proficient than others at teleoperation. One
hypothesis emerging from the recent HRI literature is that there may be a relationship
between spatial perception abilities and teleoperator performance. This section examines
this relationship, with a focus on the relevant theory behind spatial perception abilities
(SpA), gender differences in spatial perception, training implications, and considerations
for selection.

Human Spatial Abilities
In an integrated theory of skill acquisition put forward by Ackerman (1988),
changes in the relationships of ability and performance are seen as a function of
information processing demand consistency, the complexity of a task, and practice over
time. Ackerman’s theory described three stages of skill acquisition. The first of these
stages, the Cognitive Phase, relates to both general and broad content abilities as the
learner adapts to the task, learns instructions and goals, and develops strategies. During
the Associative Phase, perceptual speed increases and errors decrease as the learner
begins to streamline and proceduralize their actions. During the last stage, or the
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Autonomous Phase, psychomotor abilities come into play as effort, speed and errors are
minimized.
Regarding information processing demands, Ackerman stated that these will
depend on whether the tasks are consistent or inconsistent in their demands. For example,
with consistent tasks that do not vary a great deal, both general and broad content
abilities, as well as perceptual speed will have high initial correlations with performance,
but these will decrease as the user gains experience. Correlations with psychomotor
ability and performance will increase with practice as this skill becomes automatized. On
the other hand, if tasks vary a great deal or are inconsistent, performance will always be
predicted by general and specific abilities (i.e. spatial perception abilities). Ackerman
argued that correlations will remain constant between perceptual speed, ability and
performance.
Evidence for the validity of this theory was provided by a study employing an air
traffic control (ATC) task (Ackerman, 1992), which was applied and highly variable, or
inconsistent. Reinforcing Ackerman’s original theory, once the rules of the ATC system
had been learned, spatial perception abilities accounted for an increasing amount of
variance in performance; thus individual differences accounted for variability in
performance. Initial performance on several SpA measures was higher in male
participants, and these differences increased with practice. This illustrated the potential
benefit of a theory driven aptitude battery for predicting performance at all stages of
learning a new skill. The ATC task was a simplified version of controller training that
normally takes operators between two and three years to master. Based on reports from
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USAR deployments, it can be argued that teleoperation tasks will be more inconsistent
than consistent in nature. To date, evidence from descriptive studies have illustrated that
while navigation and visual search will remain constant, other variables (terrain, location,
platform, etc.) will create novel and challenging teleoperation situations. Taking into
account Ackerman’s theory (1992), existing technology, and the large variety of robots in
use around the world (Singer, 2009), this dissertation aims to further examine a potential
selection tool for teleoperators.
Some researchers have begun to investigate such a tool for use in other domains.
Howe and Sharkey (1998) developed a 2-D chart for predicting successful VR users.
They proposed that competence for VR environments could be attained with a
combination of mental adaptability, spatial awareness, visual perception, and
coordination. In order to test this competence, they proposed that individuals be tested in
verbal, numerical, diagrammatic, mechanical, spatial, clerical, dexterity, and sensory
capabilities. They even went as far as proposing that the Meyers-Briggs Personality Type
Indicator of introversion, intuition, thinking, perceiving (INTP) would potentially be the
most conducive to performance in VR tasks, while extroversion, sensing, feeling,
judgment (ESFJ) would be the least conducive. Howe and Sharkey were some of the first
researchers to look at personality and competence as they relate to a quantitative selection
tool for virtual tasks. Application of their VR selection tool to teleoperation may be a
natural progression, and may also be a valuable tool when human-centered design is not
an option.
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Additional support for examining SpA and performance comes from a
dissertation by Bowen (2004), which investigated participant monitoring and regulation
of a complex process control system. Bowen investigated the performance of high and
low SpA participants, during normal and fault trials, while they operated one of two
different interfaces. In these simulations, half the participants worked to maintain
balanced heaters, pumps, and reservoirs in a physical display that only showed virtual
representations of these items and reservoir water levels. The other half operated a similar
display, which was enhanced with additional functional information regarding the various
relationships of heat, volume, and temperature, between the heaters, pumps, and
reservoirs. This second, ecological interface display (EID) provided additional
information (nearly double that of the normal display) to participants, but resulted in
performance which was only superior with high spatial participants. Low spatial
participants performed better on the physical interface than with the EID, suggesting that
the additional information from the EID interface may have actually been overwhelming
to them. Bowen concluded that spatial ability seemed to have an effect on skill
acquisition when utilizing an EID interface. In other words, the higher the spatial ability
of the participant, the faster proficiency was acquired with the EID interface. EID was
originally created to mitigate some of the performance differences among people with
different ability levels. However, it appeared that the complexity of the EID display was
only superior when the requisite level of operator SpA was present. Results of Bowen
(2004) further support the investigation of SpA with complex interfaces.
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Spatial ability is considered to be comprised of several different constructs. In a
study by Pak, Rogers, and Fisk (2006), a task analysis was completed for a computer
search task, which divided the two major spatial constructs into orientation and
visualization. Spatial orientation relates to maintaining a particular perspective relative to
other objects in space. Spatial visualization relates more to the mental manipulation of
images into new orientations. Participants in this study completed measures of these two
constructs and numerous cognitive tests for determining the unique variance that could be
attributed to SpA. In a computer search task involving different levels of navigational
demand (map-based vs. step-by-step instruction), spatial orientation was related to
performance when search demands were high. In other words, when a map-based
navigation tool was utilized to search, only spatial orientation ability was related to
performance. This study resulted in design recommendations aimed at reducing the
spatial demands of navigational search, which should benefit all users not just those with
higher spatial orientation ability. From a web design perspective, this is a valuable
finding. However, if users needed to operate an existing system that required high
navigational demand, it may be beneficial to select users based upon spatial orientation
ability.

Gender
In 1998, an article by Moffat, Hampson, and Hatzipantelis investigated
performance, spatial abilities, and gender differences using a spatial route learning task
within a computer generated VR maze. They found that the males demonstrated an
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advantage for spatial navigation through the novel virtual environment. This was
confirmed by shorter completion times and fewer spatial memory errors. Results
provided significant correlations between spatial abilities and maze performance. Initial
trial times between males and females did not differ; only with experience did males
overtake females. Similar to Tan et al. (2006), verbal and spatial abilities in females (as
opposed to just spatial abilities in males) correlated with performance, providing
evidence that women used verbal abilities more than men to accomplish spatial route
learning tasks. While this study did not investigate actual movement through space,
Moffat and colleagues proposed that this VR measure may have superior ecological and
comparative validity to traditional paper and pencil tests. This study supports the
investigation of a VR SpA measure, even though currently the best way to arrive at a
quantification of SpA is with existing paper and pencil measures.
Gluck and Fitting (2003) provided additional empirical support that women and
men use different strategies for solving spatial problems. These differences are present in
mental rotation tasks, as well as environmental orientation and navigation measures. The
purpose of the Gluck and Fitting (2003) study was to suggest different strategies and
assessments in SpA testing. On a continuum from whole figure (holistic) mental rotation
to analytic strategies (i.e. labeling), including partial figure rotation which lies between
the two, results showed that there are differences in both rotation rate and time to encode.
Their work suggests that as figure complexity increases, so does the use of analytic
strategies (i.e. subvocal speech). Further, different individuals used different strategies to
solve these problems and some even applied multiple strategies within the same test.
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With respect to navigation, there are two basic strategies that are utilized by
operators; analytic (route) and holistic (orientation). The first involves the use of
landmarks when deciding where to turn, but does not allow the advantage of detecting
shortcuts from a global point of view. The second strategy is based on cardinal directions
and Euclidean distance information, which allows for shortcut detection. According to
Gluck and Fitting (2003), the stereotypical progression of strategies for people in new
environments begins with landmark knowledge, progresses to route knowledge, and
finally achieves global survey knowledge. Results of this study demonstrate that men are
more likely to use holistic strategies, while women tend to use analytic strategies. In
order to maximize performance, those superior at solving SpA problems appear to utilize
many different strategies and choose the most appropriate strategy for each task.

Training
In 1998, Kass, Ahlers, and Dugger demonstrated that training can eliminate
gender differences in spatial visualization involving mental rotation. With 30 minutes of
practice including strategy feedback, women were able to improve their spatial
visualization performance to become equal to that of men. While these results may not
generalize to spatial orientation, training may play an important role in minimizing, if not
eliminating, the most robust gender differences in spatial visualization.
Building on the idea that practice and strategies can improve human performance
in spatial tasks, Verner (2004) developed his “Robocell learning environment” (p. 213).
This curriculum of spatial learning was developed for middle and high school students
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interested in learning about robotics. Pre and post course tests demonstrated significant
progress by students in spatial visualization abilities in both simulated and real
environments. This research shows that practice with spatial tools can help improve
individual visualization skills on tasks initially difficult for most students. In order to
complete this curriculum, students are required to study concepts including Cartesian
coordinates, kinematic pairs, DOF, and articulated mechanisms. They learn in steps; first
about basic rotations, followed by groups of rotations, then the study of rotations of the
entire robot arm around an axis, and finally putting block puzzles together with the
assistance of a tutorial. Noticeable student improvements provided evidence that practice
may mitigate some of the differences in spatial visualization abilities.
In a review paper examining over 100 years of human performance research,
Dillon and Watson (1996) discussed how user information is valuable for design and
training. They discussed how training and design may actually reverse the effects of SpA
differences. Their discussion of SpA is limited to spatial visualization, but they stressed
that individual differences should be incorporated into design research to minimize these
effects. In addition, they discussed how differences in ability can play a part in
productivity and that ability measures can account for as much as 25% of variance in
performance. To illustrate this point, they argued that the U.S. government loses
approximately 16 billion dollars each year through poor selection of workers. Though
these studies are limited in scope and pertain only to spatial visualization, they present
evidence that interface design and user training can assist in reducing individual
differences in spatial abilities.
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Selection
In order to reduce the loss associated with poor selection, the military has been
funding research investigating additional aptitude measures. Alderton, Wolfe, and Larson
(2002) discussed the Armed Services Vocational Aptitude Battery (ASVAB) measure
and the proposal of the addition of the Enhanced Computer-Administered Test (ECAT) to
the current metric for placement within the U. S. Armed Forces. Since the ASVAB is a
test primarily of crystallized (learned) knowledge, these researchers provide support for
the inclusion of the ECAT, which measures fluid intelligence. This offers the potential of
reducing government losses by incorporating each of the two major components of
human intelligence. The ECAT primarily tests working memory, spatial ability, and
psychomotor ability. The SpA portion of the ECAT refers to three spatial constructs,
adding spatial relations to the two primary categories of orientation and visualization in
the research of Pak et al. (2006). This older organization of SpA defined these three types
of SpA as spatial relations (quick mental rotation), spatial orientation (imagining another
perspective), and spatial visualization (transforming figurally and spatially complex
information).
However, Held and Wolfe (2002) completed a study which found little or no
benefit to the addition of the spatial portion of ECAT computerized testing. They also
claimed that further research needs to be completed to determine the accuracy of the
previously reported DoD annual savings of $500 million with the addition of the ECAT.
At present, the ASVAB is still the only measure used for determining initial job
placement in the U.S. Armed Services.
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The next few studies focus on the current debate over SpA and selection in a
surgical setting. After an initial surgical study which provided support for SpA selection
(Wanzel et al., 2002), Wanzel et al. (2003) subsequently concluded that they no longer
recommend SpA selection for medical residents. Participants in this study ranged from
low to high levels of experience (students, residents, and surgeons), received testing
across different levels of SpA (low, intermediate, and high), and finally were tested
objectively while completing a complex surgical procedure. One important
methodological difference of this study was the incorporation of three complexity levels
of SpA assessment. To assess low SpA, an edge and surface extraction test was used.
Intermediate testing incorporated whole object recognition. And for high level SpA
assessment mental visualizations with 2-D and 3-D rotations were used. SpA correlated
with performance on this task with novices (correlations as high as .73 in some cases),
but residents and experts did not demonstrate higher SpA. Taken together, these two
studies have confirmed that higher level SpA ability correlated with performance and
quality of the final product on spatially complex surgical procedures. Wanzel et al.
(2003) stated that practice and experience may be more important than screening for
SpA, unless this information can be used for focusing on training strategies with those
having lower SpA scores. However, they also suggested that SpA may be used to identify
and predict the initial success of participants with spatially complex procedures.
Brandt and Wright (2005) investigated the possible relationship between SpA and
the initial specialty choices of residents. They compared the relationship of resident
student performance on a mental rotation test to their initial selection of spatially
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complex medical careers. Once again the results indicated that practice and experience
were better predictors of career choice, even though those with higher SpA indicated that
they were initially interested in more spatially demanding surgical careers. While each of
these medical studies have resulted in a lack of interest in SpA testing for surgical
selection, they confirm SpAs as predictors of initial performance of spatially demanding
tasks and illustrate their potential application to training.
In contrast to these studies, results from a study on SpA and VR laparoscopic
performance provided evidence that SpA, or visuo-spatial organization, should be
considered for optimal surgical performance. Keehner et al. (2006) argued that although
pre-screening of surgeons is a difficult issue to address (even though dentistry pre-screens
for SpA), surgeons with higher SpA reached proficiency faster than those with lower
SpA. Furthermore, even after training, surgeons with higher SpA are still faster than their
lower SpA counterparts in a laparoscopic task, which is considered to be more
challenging than the previously mentioned ATC task. Initial task results were related to
both SpA and general intelligence. Over time, differences between participants
decreased, but SpA remained significantly correlated with performance. This is consistent
with Ackerman’s theory (1992), which states that the content of a task may be more
important than the difference between consistent and inconsistent task processing
demands. This variance, unique to SpA, may persist beyond a strategic component of
spatial tests which covaries with general intelligence (Keehner et al., 2006). This
covariance may be responsible for the contradictory results of the two Wanzel et al.
studies (2002, 2003).
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The current discussion has examined SpA theory, including skill acquisition
theory, gender, training, and selection. Ackerman’s theory presented evidence for
persistent spatial perception correlations with inconsistent task performance. However,
gender affects spatial perception, with males having higher spatial abilities and superior,
unaided performance. Then again, technology-driven research and design, with larger
monitors and increased optic flow, has demonstrated a minimization of the gender gap in
virtual reality performance. Training and strategies show potential for reducing, if not
reversing, gender or ability differences with spatial visualization. On the other hand, less
research has been completed involving other types of spatial ability, such as spatial
orientation. In light of the previous relationships between spatial abilities and
performance, research in many different domains has demonstrated the potential benefits
of spatial measures as predictors of performance. In the following section, I will address
more specifically SpA correlations with teleoperation performance.

Applications of Spatial Perception and Teleoperation
Advances in automation and interface technologies have improved teleoperation
performance, but what about the individual differences of teleoperators? SpA is an aspect
of operator variance that may serve as a potential predictor for superior teleoperation
performance (see Steinfeld et al., 2006). Spatial abilities have been shown to predict
performance in web navigation, VR tasks, and training. Recent investigations of SpA
illustrate that teleoperation may benefit from the addition of SpA assessment.
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In 2002, Lathan and Tracey demonstrated that operator SpA, determined by four
different measures, was significantly correlated with the ability to successfully navigate a
robot through a remote environment. Lathan and Tracey defined SpA as the “ability to
navigate or manipulate objects in a 3-D environment” (p. 368). Within SpA, Lathan and
Tracey focused on spatial recognition (similar to spatial orientation), which involves
perceiving and retaining visual forms, and spatial manipulation (similar to spatial
visualization), or the ability to mentally rotate shapes. Results of their study demonstrated
that higher SpA scores were associated with superior teleoperation performance, as maze
completion time and collisions between the robot and the maze decreased. Lathan and
Tracey also discussed the Armed Services Vocational Aptitude Battery (ASVAB), which
may already provide the appropriate data which correlates with the potential of robot
operators.
In order to prepare for field deployments similar to Ground Zero, La Conchita, or
Cape Romano, training exercises are a necessity. An example of a training exercise is
provided by Burke et al. (2004). They describe a disaster response scenario completed in
Miami, FL which consisted of a high-fidelity, 16 hour response drill. Teleoperators were
instructed to complete a visual search task that consisted of victim search, the
communication of search findings, structural damage assessment, and navigation
mapping. At the conclusion of the training exercise numerous issues were documented,
with the perception and communication being identified as the two most important
aspects of performance. Due to perceptual challenges and high operator workload, the
operators’ SA of the robots was extremely low. USAR responders can expect to receive
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roughly three hours of sleep in the first 48 hours of a response (Burke et al., 2004).
Considering these complexities of perception, communication, and SA, further
exacerbated by fatigue, this study illustrates the importance of being able to deal with
spatial content during inconsistent processing demands. The addition of SpA assessment
to future exercises may provide a potential predictor of teleoperator performance. This
may prove to be especially important as teleoperation can be further complicated by
smoke, dust, debris, heat or damaged robots.
An organization forming to assist with global USAR is the Alliance for Robot
Assisted Crisis Assessment and Response (ARACAR). ARACAR recently completed a
human-centered selection event for land, air, and sea teleoperators (Gomer et al., 2006).
In this event candidates were required to undergo sleep deprivation, as well as kayak,
bike, and hike over difficult terrain, while completing robot competency selection
measures throughout the event. As a part of their testing the candidates underwent SpA
testing and their combined performance was evaluated to determine their suitability to
withstand the rigors associated with USAR. Further investigations of SpA will be
necessary to determine if SpA is an accurate predictor of teleoperation performance.
A military study by Chen et al. (2008), further supported SpA selection for
teleoperation. In this study, operators were tasked with simulated semiautonomous
UGVs, semiautonomous UAVs, and teleoperated UGVs. Results showed that higher SpA
predicted superior target detection and gunner performance, and further, that the gunner
performed best when only monitoring unmanned assets and worst when teleoperating
them. They argued that SpA may be good for certain aspects of scanning and target
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detection (Chen et al., 2008). Operators with higher SpA may have used spatial tactile
cues more often than those with lower SpA. Chen et al. also argued for multimodal
display design, which should be a future focus with teleoperators having lower SpA or
attention difficulties.
Additional support for the selection of higher SpA participants for teleoperation
comes from a simulated U.S. Army Future Combat Systems (FCS) Mounted Combat
System (MCS) study. Chen (2009) simulated an MCS environment in two experiments
focusing on the workload and performance of a combination gunner (primary) and
unmanned asset controller. The teleoperator was tasked to control either a semiautonomous or teleoperated reconnaissance UGV. An Aided Target Recognition system
(AiTR) was used to deliver tactile or tactile plus visual cueing information to an operator
for aiding target detection. Results of these studies showed degradations in concurrent
target detection and UGV monitoring performance without AiTR assistance. With AiTR
assistance, performance continued to improve until automation became less reliable,
when operators then relied on it too much. Results indicated positive correlations
between SpA and teleoperation performance, but the addition of AiTR technology
narrowed the differences between higher and lower SpA participants.
A study by Bolton and Bass (2009) describes three levels of “spatial awareness,”
that relate directly to SA theory. They define level one spatial awareness as the extent
that a teleoperator perceives objects in the environment, level two as the understanding of
where these objects are located, and level three as the understanding of the locations of
these objects in the future. Spatial awareness can be especially important when search
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operations in USAR require that operators be aware of the relative locations of casualties,
structural damages, or asset management.
Until recently, aggregate scores have been used to correlate SpA with
teleoperation performance. However, in a study by Wong (2009), spatial orientation and
spatial visualization had different correlations with teleoperation performance. Thirty-one
participants (11 males, 20 females) first completed a spatial visualization measure (VZ2), followed by a spatial orientation (S-2) measure. They then completed a fixed order of
low, then high difficulty navigation courses under direct line of sight (DLS), followed by
low, then high difficulty navigation courses under teleoperation (TO). In the DLS
navigation conditions, participants were required to stand in front of a maze, drive the
robot away from their position to the other side of the maze, and then turn the robot
around and drive it back toward where they were standing. In contrast to the first-person
perspective of the TO condition, this global view required the operator to mentally
account for perspective changes based on the different orientations of the controller and
the direction of the actual robot. Order of condition was fixed in this study, proceeding
from DLS to TO, which was thought to mirror current real-world training techniques.
The platform for this study was a wheeled vehicle, and similar to Lathan and Tracey
(2002), performance was quantified by the time to complete the course and the total
number of collisions. Results showed that higher SpA aggregate scores predicted faster
times and fewer collisions under both conditions. However, there was a stronger
correlation between SpA and performance in TO. There was also a stronger correlation
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with the spatial orientation measure than with the spatial visualization measure. Due to
low statistical power, gender was not examined.
Long et al. (2009) completed a similar study with counterbalanced orders of
condition and difficulty. In this study, the participants drove a smaller tracked vehicle.
The same SpA measures were used for this study, but they were counterbalanced by
order of test and were administered to the 29 participants (11 males, 18 females) either
prior to or after experimental conditions. Aggregate SpA continued to be positively
correlated with performance under all conditions. With these methodological
improvements, there was still lack of correlation between spatial visualization and
teleoperation performance. Similar to the results of Wong (2009), both measures related
to performance in the DLS conditions, while only the spatial orientation measure (S-2)
correlated with TO performance. In each of these teleoperation studies it was assumed
that the addition of the VZ-2 correlations with DLS were due to the added mental rotation
necessary to navigate under the DLS conditions. Once again, gender was not examined
due to low statistical power. These two studies suggest a role for spatial orientation
assessment in teleoperation selection. This is particularly relevant as there is a lack of
evidence for correcting deficiencies in spatial orientation abilities in the current literature.
The correlation of spatial visualization with DLS conditions may also be a relevant
finding, but the lack of correlation with TO conditions requires further investigation. The
fact that there are results which demonstrate improvements and even reversals in spatial
visualization assessments may reduce the strength of correlations with this measure.
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The present study is an attempt to improve on previous findings with the inclusion
of quadruple the number of participants, four different types of robots, and additional
cognitive ability testing. This investigation will include 120 participants and a range of
robots that will include a stationary arm, a combination wheeled and stationary arm
platform, and wheeled and tracked vehicles. To further investigate the unique
contribution of SpA, there will also be six additional measures of cognitive ability,
including perceptual speed, crystallized intelligence, reasoning, memory span, attention,
and visual memory.
Primary hypotheses for the current study are as follows:
1. Higher aggregate SpA scores will be associated with superior performance
(time and collisions) across all conditions.
2. Analyzed individually, higher spatial orientation and spatial visualization
measures will be associated with superior performance (time and collisions) across all
DLS conditions.
3. Higher spatial orientation measures will be associated with superior
performance (time and collisions) across all TO conditions.
4. Compared to the relatively static computer navigation tasks selected by Pak et
al. (2006), the nature of the 3-D teleoperation tasks in the current study will reveal higher
correlations with SpA and larger unique contributions of SpA to task performance.
Additional hypotheses for this study:
5. In accordance with results of Bowen (2004), the performance of participants
with lower SpA scores will be more variable than those with higher SpA scores.
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6. Male performance in both SpA and teleoperation will on average be superior to
female performance.
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CHAPTER TWO
METHODS
Participants
One-hundred and twenty Clemson University students and employees participated
in this experiment. Fifty-five were male with a mean age of 21.0 (SD = 4.89) and 65 were
female with a mean age of 19.5 (SD = 2.25). All participants read and signed an informed
consent document prior to participation. All participants were tested for high contrast
visual acuity of at least 20/25 measured binocularly from 6 m and self-reported full use of
their neck, arms, and hands. Participants completed a battery of eight cognitive ability
measures which were related to the teleoperation tasks and drove a robot under four
different conditions. Each participant completed one session, which lasted between 2 and
2.5 hours. Participants completed the NASA-TLX after training to standard on how to
operate their robot and following each experimental condition of the experiment, for a
total of five sets of responses. Once the experiment was complete, students were
debriefed and received course credit for their participation.

Materials
Task Analyses. In order to properly assess the unique contribution of SpA to these
teleoperation tasks, three task analyses (see Table 1) were completed in an effort to
determine which cognitive abilities participants would need to perform the required tasks.
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Table 1. Task Analysis for ArmBot Conditions.
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Table 2. Task Analysis for VexBot Conditions.
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Table 3. Task Analysis for CarBot & TankBot Conditions.

Ability Measures. In order to analyze correlations of performance and unique SpA
contributions, a battery consisting of the following eight ability measures was
administered to each participant. Total battery administration time was approximately 6075 minutes.
Spatial visualization was assessed using the Paper Folding Test (VZ-2) (Ekstrom
et al., 1976) (see Appendix A). This measure is comprised of two 10 item pages. Each
item presents an image of a piece of paper, and two to four additional images
demonstrating a sequence of the piece of paper being folded. On the final folded image, a
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circle indicates a hole punched through the paper. The object of the task is to select one
of five correct image representations of the unfolded piece of hole-punched paper. VZ-2
has a test-retest correlation of .84.
Spatial orientation ability was measured by using the Cube Comparison Test (S2) (Ekstrom et al., 1976) (see Appendix B). This inventory consists of 42 different items.
Each item presents two cubes, each with three sides in view. Based on the limited images
presented, the participant must decide whether the two cubes are the same or different. S2 has a test-retest correlation of .84.
Perceptual speed data was collected using the Digit-Symbol Substitution test
(Wechsler, 1997) (see Appendix C). This measure requires that participants study a list of
symbols that are matched with numbers, finally using only memory to recall and draw the
symbols that were associated with the appropriate numbers. Perceptual speed is an
important measure of the speed and accuracy with which someone can compare objects
and patterns. Digit Symbol Substitution has a test-retest correlation of .84.
Crystallized intelligence data was collected using the Advanced Vocabulary Test I
(V-4) (Eckstrom et al., 1976) (see Appendix D). This measure assesses participant
understanding of word meanings to arrive at crystallized, or learned knowledge. V-4 has
a test retest correlation of .79.
Reasoning data was collected with the Letter Sets Test (I-1) (Eckstrom et al.,
1976) (see Appendix E). The ability to navigate a robot through a maze or to use a robot
to assemble blocks, will require that participants logically consider and remember what
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strategies work and don’t work as they complete their tasks. I-1 has a test-retest
correlation of .84
Memory span data was collected using the Digits Backward (WAIS-III) test
(Wechsler, 1997) (see Appendix F). A common test of short-term memory, this measure
tested the longest list of items that a participant could repeat back in reverse order. Digits
Backward has a test-retest correlation of .80.
Attention data was collected using the Stroop Color and Word Test (Stroop, 1935)
(see Appendix G). The Stroop measures the participant’s ability to maintain attention as
they first read aloud the words red, blue, and green, then the colors of red, blue, and green
x’s, and finally are tasked to read aloud the words red, blue and green while the color of
these three words does not match the word. For example, the word red will be blue and
the participant must say red. The Stroop has a test-retest correlation of .68.
Visual memory data was collected using the Building Memory (M-2) test
(Eckstrom et al., 1976) (see Appendix H). In this measure, participants view a map with
different landmarks on it and then view the same map without these landmarks and have
to recall where the original landmarks were located on the first map. M-2 has a test-retest
correlation of .80.
Robots. Four different types of robots were used in this study. The first robot was
a wired control “Robotic Arm Edge” (ArmBot) stationary manipulator (OWI Inc.,
Carson, Calfornia), measuring 9.0 L x 6.3 W x 15.0 H in. (see Figures 1 & 2). This robot
was chosen because it is a smaller scale version of robotic arms used in many types of
industrial and USAR settings. To our knowledge, there have not been teleoperation
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studies which have incorporated stationary arm performance with SpA measures. Results
obtained with this arm will be of interest to researchers investigating different aspects of
performance with various types of robotic graspers. The ArmBot is a relatively small
robot with simplistic control features and the finest degree of movement control of all
four platforms in this study. Five input devices on the wired controller were used by
participants to move the 5-DOF arm and gripper.

Figure 1: ArmBot.

Figure 2: ArmBot with camera.
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The second robot was a “Vexplorer: Radio Control Robotic Construction System”
(VexBot); a mobile 6 wheeled vehicle with a robotic arm and claw (Revell, Inc., Elk
Grove Village, IL), measuring 19.0 L x 10.0 W x 18.5 H in. (see Figures 3 & 4). This
robot was chosen as the complexity of this design combines two of the other platforms
being used, and is a smaller scale version of military robots currently in use. The VexBot
is a small robot with controller features similar to a gaming system control pad. VexBot
has an average velocity of approximately .25 m/s.

Figure 3: VexBot and controller.
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Figure 4: VexBot with camera.

The third robot was a “Spy Gear Spy Video ATV 360” (TankBot) mobile tracked
vehicle (Wild Planet Entertainment, Inc., San Francisco, Calfornia), measuring 7.2 L x
6.0 W x 8.5 H in. (see Figures 5 & 6). This robot was chosen due to its similarity to many
other types of tracked vehicles available for purchase, and its ruggedized construction.
The TankBot is a small robot with simplistic control features and an average velocity of
approximately .30 m/s. TankBot had an extremely high level of fine movement control.
Two forward-and-back controls on the wireless control device were used by participants
to move the tank forward, backward, right, or left. The addition of the tracked vehicle to
this study will help to better understand two of the most popular types of robots in use
today. For example, a vehicle with tracks requires much less room to turn than a vehicle
with wheels, which must perform a maneuver similar to a 3-point turn in driving.
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Figure 5: TankBot with remote (very similar to CarBot).

Figure 6: TankBot with camera.
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The fourth robot was a remote control “Spy Video Car” (CarBot) mobile wheeled
vehicle (Wild Planet Entertainment, Inc., San Francisco, Calfornia), measuring 7.2 L x
6.0 W x 8.5 H in. (see Figures 7 & 8). This robot was chosen due to its similarity to many
remote control wheeled vehicles available for purchase and its ruggedized construction.
The CarBot is a small robot with simplistic control features and an average velocity of
approximately .35 m/s. One forward-and-back control and one side-to-side control on the
wireless device were used by participants to move forward, backward, right, or left. Even
though CarBot and TankBot are similar, they have different input devices and require
different types of strategies for navigation.

Figure 7: CarBot.
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Figure 8: CarBot with camera.

Camera. A Grandtec USA (Dallas, Texas) wireless “Eye See All” security camera
system (see Figure 9) was used for all of the teleoperation conditions. The camera system
included an RF CMOS USB transmitter and receiver. Software for recording the video
from the camera was included. Image resolution for the camera device was an
approximate 320 x 240 pixel array at 30 frames per second with compression. The
receiver was installed on a Dell desktop computer and the live camera feed was displayed
on a 15” Dell LCD monitor. The resulting image appeared in a 7.25 cm x 9.5 cm window
on the monitor (see Figure 10).
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Figure 9: The Eye See All USB Camera Device.

Figure 10: Monitor view of instruction videos for teleoperation conditions.

Participants operated the robots under both DLS and TO conditions. Similar to the
operational definition created by Sheridan (1992), the TO conditions of the current study
refer to the operation of the robot while viewing a monitor fed by a camera affixed to the
robot.
Tasks for ArmBot. Currently there is no standard task, or set of tasks, for testing
the operation of industrial stationary arms. In 2002, Yokokohji et al. proposed that a
LEGO block standard be created for worldwide comparison. Due to the size and
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capabilities of our ArmBot and VexBot, we have incorporated this idea into the
assembly, or stacking of wooden cylinders. Figure 11 shows the setup of the DLS low
difficulty condition for the ArmBot. Participants were required to move the three blocks
on the left hand side of the ArmBot into the three holes on the right hand side of the
ArmBot.

Figure 11: ArmBot DLS low difficulty condition.

For the DLS high difficulty condition (see Figure 12), participants were required
to perform a similar task, but this time the task involved reproducing three stacks of two
cylinders, for a total of 6 wooden cylinders.
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Figure 12: ArmBot DLS high difficulty condition.

For the teleoperation conditions of the ArmBot, the camera was mounted to the
rear of the middle section of the arm so that participants were able to view the final
section of the arm furthest from the base, containing the gripper (see Figure 13).

Figure 13: ArmBot TO condition setup.
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Tasks for VexBot. The VexBot was less precise than the ArmBot, so a slightly
different task was created. In the DLS low difficulty condition (see Figures 14 & 15), the
participant was required to drive the VexBot to a platform, pick up two wooden cylinders
(one at a time) and transport them to another platform location, reproducing the original
structure. In the high difficulty condition, the participant completed a similar task, but
this time reproducing two stacks of two cylinders, due to the size of the claw on the
VexBot.

Figure 14: VexBot DLS low difficulty condition.
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Figure 15: VexBot DLS high difficulty condition.

Tasks for TankBot and CarBot. The navigation courses for the TankBot and
CarBot were similar to the courses used by Long et al. (2009). Under the DLS conditions,
participants operated the robots while facing the robot and the course. Under the TO
conditions, participants controlled the robots while viewing the video feed on a computer
monitor (see Figure 10 above). For each condition, there was a low and high level of
course difficulty. This meant that the maze conditions differed in the amount of corridor
space and turning room, due to the removal or addition of obstacles. Each course had 10
wooden cylinders within the course (3.0 x 1.0 cm.), which acted as obstacles.
The low difficulty courses consisted of seven turns and eight straight pathways,
within a 3.05 x 1.22 m. rectangle (see Figure 16a). The width of corridor space was
slightly more than twice the width of the TankBot and CarBot.
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Figure 16(a & b): CarBot low (left) & high (right) difficulty navigation courses. The
robot began at the starting position located in the lower left hand portion of the figures
and was driven across the halfway line at the top of the figures and then back to the start.
In the high difficulty CarBot courses, the corridor and turning space were
restricted by the addition of wooden boards and cones (see Figure 16b). Each of the seven
turns was reduced to approximately 130% of the width of the robot. The addition of 9
cone obstacles (13.3 cm. base diameter) placed throughout the course further restricted
space and increased necessary turns in the course.
For the TankBot courses, an additional 18 wooden blocks (7.6 x 2.5 x 1.9 cm)
were inserted into the course due to the precision of the robot and pilot data which
revealed that the CarBot course was not challenging enough for the TankBot (see Figure
17).
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Figure 17(a &b): TankBot low (left) & high (right) difficulty navigation courses. The
robot began at the starting position located in the lower left hand portion of the figures
and was driven across the halfway line at the top of the figures and then back to the start.
Design
The present study used a 2 x 2 x 4 mixed design with within subjects factors of
Environment (DLS vs. TO) and Difficulty (low vs. high), and the between subjects factor
of Platform (ArmBot vs. CarBot vs. TankBot vs. VexBot). Prior to the experimental
conditions, each participant received a brief robot instruction session. All ability
measures were counterbalanced for administration and half of the participants completed
testing prior to experimental conditions while the other half completed testing after the
experimental conditions. The four experimental conditions were counterbalanced to
minimize practice effects. NASA-TLX questionnaires were administered after platform
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training to standard, as well as prior to and following all experimental trials. Upon
completion of experimental trials and cognitive ability measures, participants were
debriefed and students received extra credit for participation.

Procedure
Prior to the experiment, participants were instructed on how to control the
appropriate robot and given one minute for familiarity of these instructions after all
questions regarding operation had been answered. This session was conducted only with
the robot and the controller in a DLS setting, with the CarBot, TankBot, and VexBot in
an open area, and the ArmBot on a table free of anything else. At the end of this minute
of practice, the experimenter asked the participant to complete certain maneuvers to
determine if he or she understood the functionality of the input device. If they completed
the maneuvers appropriately then they were considered to be trained to standard and they
began the first TLX. If they did not complete the maneuvers appropriately, they were
given additional time to practice until they completed training to standard. During the
experiment, participants operated the robot under both a low and high level of course
difficulty for each viewing condition. To facilitate the completion of data collection, the
maximum time for each experimental condition for the ArmBot and the TankBot was 10
minutes.
ArmBot. For the ArmBot DLS low difficulty task, participants were instructed to
move three wooden cylinders from the left hand side of the ArmBot, to the right hand
side of the ArmBot and place them in three corresponding holes. For the DLS high
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difficulty task, participants were instructed to move six blocks (3 sets of 2 vertically
stacked wooden cylinders) in a similar fashion, stacking them on the right side of the
ArmBot. The TO conditions were identical, but a camera was placed on the ArmBot and
participants viewed the blocks from the computer monitor. Dependent variables included
the time to complete the task, the accuracy of the placement of the wooden objects, and
inappropriate collisions with wooden objects, the table surface, or the robot itself. Under
the low difficulty condition, it was possible for participants to achieve a maximum of
three points while placing three cylinders in three holes; one for each cylinder placed in
each of three holes. Under the high difficulty condition, it was possible for participants to
achieve a maximum of 12 points while attempting to recreate three stacks of two
cylinders; one for each correctly placed cylinder with the opportunity of doubling points
for stacks that were no more than one millimeter away from perfectly stacked.
VexBot. For the DLS low difficulty task, participants were required to navigate to
a platform where two vertical wooden blocks were located and then retrieve, transport,
and then place these blocks (one at a time) in holes in a platform in a different area of the
course. For the DLS high difficulty task, participants had to reproduce two stacks of two
cylinders. Dependent variables were the time to complete the task, the accuracy of the
placement of the wooden objects, and collisions. In a similar fashion to the ArmBot, it
was possible for participants to earn a maximum of two points for the low difficulty
condition and 8 points for the high difficulty condition.
CarBot and TankBot. Participants were instructed to navigate the robot from a
starting location to the furthest location in the course (the midpoint) as quickly as
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possible, while trying not to hit anything. Once they reached the end of the course, time
was stopped and the robot was rotated 180 degrees for returning to the starting point.
When the participant was ready, the time started again and they drove the robot back to
the start. Participants were informed that an experimenter would be recording the time to
complete the course as well as the number of obstacles and collisions with the course or
obstacles. Collisions were documented by three levels of severity: a low level (touching a
wall or obstacle without modifying the course), a medium level (modifying the course by
moving a wall or obstacle) and a high level (knocking obstacles over or becoming stuck
and requiring experimenter assistance) (see Long et al., 2009).
The DLS condition required participants to stand in front of the course and drive
the robot. Under the TO condition, participants operated the robot while seated at a
computer and viewed a live video feed from the camera mounted atop the robot. Before
the TO trials began, participants viewed a short training video demonstrating how the low
difficulty course would appear through the camera feed.
Following the instruction session and after each of the four conditions, the
NASA-TLX mental workload questionnaire (Hart & Staveland, 1988) was administered
as a manipulation check and additional dependent variable.
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CHAPTER THREE
RESULTS
Data Reduction
Determination of Points, Completion Times and Collisions. Time and collisions
were the primary dependent variables used to determine performance for all 120
participants. Total time was determined by the addition of completion times for each of
the four experimental conditions and these scores for time were also converted into zscores for analysis. The number and severity of collisions were combined into a single
overall composite score according to three different levels of severity. In USAR
situations involving casualties and structural damages, different types of errors will have
different levels of impact upon the success of the mission. The composite score was
created by assigning values to different levels of errors and summing them, similar to
Wong (2009) and Long et al. (2009). Low-level errors were defined as the robot gently
colliding with the course or an obstacle without altering it and these collisions added one
error point. Medium-level collisions added two points when the robot bumped into and
moved an obstacle or a section of the course. High-level collisions added three points to
the collision aggregate score when anything within the course was knocked over or the
robot became stuck and the experimenter was required to assist in moving the robot back
to the center of the course. These scores were also standardized into z-scores for analysis.
For the ArmBot and the VexBot conditions, it was possible to create tasks that allowed
the collection of a third dependent variable; the accumulation of points earned by
stacking wooden cylinders. For each of these 60 participants, the total point score was
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simply the addition of the four point totals from of each the different experimental
conditions, which were also converted to z-scores for analysis.
Outliers. Visual inspection of 15 matrix scatterplots for each of the cognitive
abilities and dependent variables revealed two cases that appeared to have undue
influence on the rest of the data (participants 45 & 98). In the case of participant 45, SpA
was high (standardized SpA aggregate score = 2.54) but performance was low
(standardized total points score = -1.50, standardized total time score = .66 &
standardized total collisions score = .87). During the session, participant 45 commented
that the difficulty in completing the robot tasks had to do with a lack of familiarity with
the input device due to no gaming experience. Closer inspection of the data for
participant 98 revealed that this participant was 3.26 standard deviations above the mean
for time to complete tasks. These two cases were removed from all analyses. Although
two other participants (viz., 71 & 85) had scores on the dependent variables that were
more than three standard deviations above the mean, these cases did not appear to have
undue influence on the rest of the analyses. Thus, they were not removed.
Scoring and Standardizing Ability Measures. All ability measures were scored
according to the recommended method for each and also converted to z-scores. VZ-2, S2, I-1, V-4 and MV-2 measures were scored according to the Ekstrom et al. (1976)
recommended method. The Stroop was scored according to the recommended method
(Stroop, 1935) and then two aggregate scores for attention were created for each
participant by summing the three subsection scores of time and errors. Digits Backward
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and Digit Symbol Substitution measures were scored as the number correct out of the
total number of items on each measure.

Workload
TLX Data Analyses for Manipulation Check of Low and High Difficulty Conditions
Paired-samples t-tests were computed to determine if all participants (n = 118)
perceived differences between low and high difficulty experimental conditions. All
comparisons were significant for DLS conditions t(117) = -10.32, p < .001, and TO
conditions t(117) = -8.53, p < .001 confirming that low difficulty differed from high
difficulty for all participants. Paired-samples t-tests were also computed to determine if
participants within each platform perceived differences between low and high difficulty
experimental conditions. Similar results for platform confirmed that subjective
perceptions of low difficulty differed from high difficulty for each type of robot.

Performance Correlations of Aggregate SpA Scores, Total Points, Time and Collisions
For all applicable participants (n = 59), aggregate SpA was positively correlated
with the total number of points (r = .400, p < .01). Replicating the findings of previous
research (Lathan & Tracey, 2002; Long et al., 2009; Wong, 2009), aggregate SpA for all
participants (n = 118) was inversely correlated with the total time to complete tasks (r = .260, p < .01). Initial inspection of aggregate SpA for all participants (n = 118) resulted in
a non-significant inverse correlation with total collisions (r = -.118, p = .203). Table 4
presents the correlation coefficients for SpA aggregate scores for each individual
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platform. Table 5 presents the correlation coefficients for spatial visualization (VZ-2) and
spatial orientation (S-2) for each platform.

Table 4. SpA Aggregate Correlations for DVs and Platform (OLS Fit).
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Table 5. VZ-2 and S-2 Correlations for DVs based on Platform (OLS Fit).

Weighted Least Squares Regression Analyses
Multiple regressions were conducted to determine the relationship between total
points, time, collisions, and aggregate SpA. In these regressions, it was necessary to
control for the differences in means and standard deviations occurring across the different
robot platforms. However, an inspection of the residuals based on ordinary least squares
(OLS) regression suggested that the homoscedasticity assumption was violated, resulting
in heteroscedasticity. In the present data, heteroscedasticity was caused by different
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levels of variability across each of the four robot platforms. See Figure 18 for a box plot
of the unstandardized residuals plotted against the four different platforms, which
illustrates this heteroscedasticity.

Figure 18: Heteroscedasticity illustrated by the different variabilities of the four different
platforms.
Heteroscedasticity can lead to inflated standard errors and decreased statistical power
(Fox, 2008). Thus, researchers have recommended weighted least squares (WLS)
regression to reduce the biasing effects of heteroscedasticity (Overton, 2001; Rosopa,
2006). Weights for WLS regression were estimated for this study using procedures
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described in Rosopa (2006). This procedure requires saving the unstandardized residuals
from computing regressions, and converting these to WLS weights and entering them
into the regression equation to control for differences in residual variance. Below, I
describe the results of WLS regression analyses for determining the relationship between
the SpA aggregate and each of the three DVs, due to differences in variability across the
different platforms.
With the WLS weights added into the regression for total collisions, the
correlation became significant (r = -.226, p < .01). When WLS weights were added to the
regression for total time, the correlation increased (r = -.296, p < .001), as did the
correlation for total points (r = .456, p < .001). Table 6 presents the correlation
coefficients for SpA aggregate score for both OLS and WLS. Table 7 presents the
correlation coefficients for VZ-2 and S-2 for both OLS and WLS. Due to the
heteroscedasticity present in our data, WLS coefficients better characterize the
relationships between SpA and our DVs when collapsing across different robot platforms.

Table 6. SpA Aggregate Correlations for DVs based on Type of Fit.
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Table 7. Spatial Visualization (VZ-2) and Orientation (S-2) Correlations for DVs based
on Type of Fit.

Correlations of VZ-2 and S-2 Scores and Total Points, Time, and Collisions
Table 8 shows correlation coefficients for DLS DVs by SpA aggregate score and
type of fit. Table 9 gives the correlation coefficients for VZ-2 and S-2 taken separately.
Both VZ-2 and S-2 were positively correlated with the total number of points.
Replicating the findings of previous research (Lathan & Tracey, 2002; Long et al., 2009;
Wong, 2009), VZ-2 for all participants was inversely correlated with the total time to
complete tasks, as was S-2. Initial inspection of VZ-2 for all participants resulted in a
non-significant inverse correlation with total collisions, as did S-2. Each of the
correlation coefficients increased when WLS weights were added to the models (see
Table 9). The correlation for VZ-2 became significant and the correlation for S-2
approached significance. Table 10 shows correlation coefficients for DLS DVs by VZ-2
and S-2 for each platform.
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Table 8. SpA Aggregate DLS Correlations for DVs based on Type of Fit.

Table 9. VZ-2 and S-2 DLS Correlations for DVs based on Type of Fit.

64

Table 10. VZ-2 and S-2 DLS Correlations for DVs based on Platform (OLS Fit).

Table 11 shows correlation coefficients for TO DVs by SpA aggregate score and
type of fit. Table 12 gives the correlation coefficients for VZ-2 and S-2 taken separately.
Both VZ-2 and S-2 were positively correlated with the total number of points. Contrary
to Long et al. (2009), VZ-2 for all participants was inversely correlated with the total
time to complete tasks (r = -.162, p < .05), and S-2 showed a similar relationship (r = .172, p < .05). Initial OLS correlations resulted in a non-significant inverse correlation
with total collisions. Each of the correlation coefficients increased when WLS weights
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were added to the models (see Table 12). The correlation for VZ-2 became significant as
did the correlation for S-2. Table 13 shows correlation coefficients for TO DVs by VZ-2
and S-2 for each platform.

Table 11. SpA Aggregate TO Correlations for DVs based on Type of Fit.

Table 12. VZ-2 and S-2 TO Correlations for DVs based on Type of Fit.
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Table 13. VZ-2 and S-2 TO Correlations for DVs based on Platform (OLS Fit).
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Unique Contributions of SpA to Performance
Correlations were computed to assess the relationships between abilities and
performance (see Table 14). Hierarchical regressions were then used to determine which
abilities uniquely predicted performance. Each of the significant contributors to each
dependent variable were entered into a hierarchical regression for all similar platforms
and also for the individual platforms. Table 15 shows total point performance, Table 16
shows total time performance, and Table 17 shows total collision performance. Table 17c
shows total collision performance with all cognitive ability measures entered into the
model for the VexBot, demonstrating a significant unique contribution of spatial
visualization ability above and beyond the other seven cognitive ability measures.
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Table 14. Correlations Between Abilities and Performance for All Participants.
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Table 15a: OLS Hierarchical Regression Analysis Predicting Total Point Performance.
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Table 15b: OLS Hierarchical Regression Analysis Predicting Total Point Performance.
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Table 16a: OLS Hierarchical Regression Analysis Predicting Total Time Performance.
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Table 16b: OLS Hierarchical Regression Analysis Predicting Total Time Performance.
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Table 17a: OLS Hierarchical Regression Analysis Predicting Total Collision
Performance.
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Table 17b: OLS Hierarchical Regression Analysis Predicting Total Collision
Performance.
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Table 17c: OLS Hierarchical Regression Analysis Predicting Total Collision
Performance for the VexBot, including Ability Measures Correlated with VZ-2.

Variability of SpA and Performance
To examine variability of SpA and performance, correlations with VZ-2 and S-2
were computed based on the standard deviations of participants’ DVs (see Table 8).
Most platforms had significant inverse relationships with DV standard deviations,
meaning that as SpA increased, variability in performance decreased. However, for the
VexBot, there were also two significant positive relationships, indicating that as SpA
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increased, variability also increased for point accumulation and total time to complete
tasks.
Table 18. VZ-2 and S-2 Correlations for DV Standard Deviations (OLS Fit).

Gaming Experience Interactions for predicting Time, Collisions, or Points
A multiple regression was computed predicting total task completion time by SpA
aggregate scores, current gaming hours, and the product of these two variables. The twoway interaction was significant for total time (n = 118) predicted by SpA aggregate
scores (p < .001), current gaming hours (p < .01), and the product of SpA aggregate
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scores and current gaming hours (p < .05). See Figure 19 for a depiction of this
interaction.

Figure 19. The two-way interaction of total task completion times predicted by
standardized SpA aggregate scores and current gaming hours.
SpA and Gender
Four separate independent-samples t-tests were conducted. For total points, total
time, total collisions, aggregate SpA, and VZ-2, males were significantly superior to
females. However, there were no significant differences between men and women for S-2
(see Table 19). Multiple regressions predicting total points, time, and collisions were
significant for gender, after controlling for differences in platform and aggregate SpA
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scores. Comparing gaming level, multiple regressions showed that gender was a
significant predictor of performance after controlling for aggregate SpA for low gamer
points, time, and collisions, but there were no significant gender differences for high
gamers for any of these DVs.

Table 19. Gender Differences for Points, Time, Collisions, & SpA.
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CHAPTER FOUR
GENERAL DISCUSSION
The current study investigated the relationship between operators’ SpA and their
performance with different robot platforms under direct-line-of-sight and remote
viewing conditions. Participants completed a cognitive ability battery of eight different
measures and operated one of four different robots under each of four conditions; directline-of-sight (low & high difficulty) and teleoperation (low & high difficulty). In each
session, participant performance was assessed by the total time needed to complete the
tasks, and the total number of collisions made during the trials. For two of the robot
platforms performance was also assessed by the accumulation of points associated with
the number of task components completed (ArmBot & VexBot only). Participants were
encouraged to accumulate as many points as possible, to complete their tasks as quickly
as possible, and to make as few collisions as possible.
Overall, results of this study confirm previous research and reinforce the existence
of a relationship between spatial abilities and the operation of robots under both DLS
and TO conditions. Overall, the accumulation of points, the time to complete tasks, and
the total number of collisions were all related to operator SpA in this study. Considering
the strength of the data presented here, it is recommended that the VZ-2 and S-2
measures of SpA (or something equivalent to them) be considered if the goal is selecting
for professional robot operators.
Aggregate SpA and Performance. Consistent with previous research (Lathan &
Tracey, 2002; Long et al., 2009; Wong, 2009), there were significant relationships

80

between the aggregate SpA scores and the total time needed to complete tasks as well as
the total number of collisions made by all participants during their trials. In addition,
there was a relationship between aggregate SpA score and total points. Statistically
significant correlations for time, collisions, and points reinforce the presence of a
relationship between the SpA of robot operators and their performance with different
types of robots. For time and collisions, as aggregate SpA scores increased, the amount
of time needed to complete tasks and the number of collisions with the course and
obstacles in the course decreased. For points, as aggregate SpA scores increased, the
amount of points accumulated by participants also increased. Of these three DVs, total
points maintained the strongest relationship with aggregate SpA. Compared to the
correlations for aggregate SpA and time (r = -.496, p < .01) and collisions (r = -.416, p <
.05) found by Wong (2009), the correlations for aggregate SpA with time and collisions
in the current study were smaller. Considering that several methodological
improvements have been made in the present study (counterbalanced order of condition
and testing, increased difficulty of tasks), perhaps the smaller correlations are more of an
accurate representation of these relationships. The correlations in the present study also
achieved higher levels of statistical significance.
WLS fit correlation coefficients were superior to OLS correlation coefficients for
each of the comparisons. WLS weights added into the regression models correct for
variability in standard error and the present results contained marked differences in
variability across the four different robots and tasks (e.g. Figure 18, p 61).
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Taking a closer look at the relationship between aggregate SpA and performance
across the different types of platforms, the only significant relationships appeared with
the VexBot and the ArmBot. In fact, with OLS fit, there were no significant relationships
between aggregate SpA and the performance for either the TankBot or the CarBot. The
results will be further examined by splitting the DVs into categories of SpA test (VZ-2 &
S-2), platform (ArmBot, VexBot, TankBot, CarBot), and viewing condition (DLS & TO).
Results will also be discussed below in terms of design differences inherent to each of the
robots and their input devices.
The ArmBot and the VexBot were the first two platforms that we know of which
required grasping and manipulation of objects in a SpA investigation. Previous studies
have only investigated the DVs of time and collisions. The DV of accumulated points in
the present study revealed stronger overall relationships with aggregate SpA than time or
collisions. Here the accumulated points measured the number of sub-tasks completed in
the maximum allotted time. This suggests that as robot operation goes beyond the task of
steering through an environment, the relationship between SpA and performance appears
to get even stronger. In addition, this research provides evidence which supports the
research of Yokokohji et al. (2002), in using the DV of points for stacking objects as an
industrial standard.
Spatial Orientation and Spatial Visualization Relationships with Performance.
Similar to previous studies (Long et al., 2009; Wong, 2009), spatial orientation and
spatial visualization were each related to overall operator performance. Across all
participants, there were significant correlations with all DVs for both VZ-2 and S-2.
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Looking separately at spatial visualization and spatial orientation, significant correlations
followed similar trends as those observed with aggregate SpA, with the largest of the
correlations being with points, followed by time, followed by collisions. The various
relationships with performance and spatial orientation and visualization can be seen to
varying degrees in each of the robot platforms except for the TankBot. Overall,
performance with the TankBot did not correlate with either of the SpA measures. The
VexBot, on the other hand, had strong correlations between performance and each of the
SpA measures. In this study, each DV was correlated most highly with the performance
of participants operating the VexBot and least correlated with the performance of
participants operating the TankBot. From the highest correlations to the lowest, the order
of descending difficulty of the platforms appeared to be VexBot, ArmBot, CarBot, and
finally the TankBot.
In contrast to previous work (Long et al., 2009; Wong, 2009), this study found
significant relationships between the measures of spatial orientation and visualization
and performance for each of the DVs under both viewing conditions, except for the
relationship between total collisions and S-2 during DLS. While previous results
suggested that only S-2 related to TO performance (Long, 2009), this study provides
evidence that spatial visualization and orientation each contribute to TO performance.
Unique Contributions to Performance. It was hypothesized that the unique
contributions of SpA to performance would be larger than those observed in a previous
study which involved a computer search task (Pak et al., 2006). In that study, under a
spatially demanding map-based computer navigation task, S-2 predicted approximately
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10% of the variance in operator performance. In the current study, larger and smaller
unique predictors of performance were observed.
For the DV of total points including both platforms, spatial visualization alone
predicted approximately 9% of the variance in performance. Spatial orientation alone
predicted roughly 4%, but this contribution disappeared if spatial visualization was
already in the model. For the individual platforms, neither of these measures predicted
point accumulation with the ArmBot. For the VexBot VZ-2 alone predicted 32% of the
variance, S-2 alone predicted 23%, and together they accounted for 36% of the variance
in the accumulation of total points.
Including the data for all four platforms, VZ-2 alone predicted 5% of the
variance, S-2 alone predicted 7% of the variance, and together they accounted for 8% of
the variance in the total time needed to complete tasks. Individually, only the ArmBot
had significant contributions for both VZ-2 and S-2. For the ArmBot, VZ-2 alone
predicted 21% of the variance, S-2 alone predicted 14% of the variance, and together
these measures predicted 23% of the variance in the total time required to complete the
tasks. There were no significant contributions of VZ-2 or S-2 for total time with the
VexBot, the TankBot, or the CarBot.
For the DV of total collisions including all platforms, only VZ-2 was significant
with a contribution of 1% of the variance in total collisions. Breaking collisions down by
platform, the VexBot was the only machine with any contributions from SpA for this
study. For the VexBot, VZ-2 alone predicted 41% of the variance in total collisions,
which did not change when S-2 was entered into the model.
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Examining these results in light of the methodology of Pak et al. (2006), multiple
regressions were conducted which included all the ability measures which correlated with
VZ-2 and S-2 for the total number of collisions for the VexBot. These multiple
regressions showed that after all other abilities were accounted for, VZ-2 still predicted
approximately 10% of the variance in the total number of collisions for the VexBot. This
finding reinforces that spatial visualization ability may be a unique contributor to robot
operation performance. Further, while other abilities contributed to performance with the
VexBot in these regressions, VZ-2 alone predicted approximately 41% of the variance in
total collision performance. Due to the strength of this finding, it appears that VZ-2 alone
(or in combination with S-2) may eliminate the need to administer additional cognitive
ability measures. However, according to the research of Howe and Sharkey (1998), other
measures which do not correlate with SpAs should not be excluded (e.g. personality,
motivation, coordination).
Aggregate SpA and Variability for DVs. Research by Bowen (2004) has
suggested that as SpA increases, performance on a spatially complex task becomes less
variable. He examined the relationship between SpA and performance on two different
interfaces of a complex DURESS pump and reservoir system (Dual REservoir System
Simulation; developed by Bisantz & Vicente, 1994), Bowen found several significant
correlations with SpA and performance. Spearman correlations for the relationship
between VZ-2 and fault detection time performance ranged from rs = .630 (p < .05) to rs
= .844 (p < .001). Correlations for the relationship between VZ-2 and trial completion
times ranged from rs = .663 (p < .05) to rs = .795 (p < .01). A strong negative correlation
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was found between SpA and mean trial completion times (r = -.851, t(6) = 3.98, p < .01).
Using the DV of the number of blow-ups of the system Bowen found a significant
negative correlation between VZ-2 and the number of blow-ups during normal trials of
his study (r = -.825, t(6) = 3.58, p < .05). In addition to all of these, by correlating the
square root of the SD of trial times (to correct for a non-linear relationship of the data)
with VZ- 2, Bowen also found a significant negative correlation between SpA and the
variability of normal trial completion times (r = -.739, t(6) = 2.68, p < .05) (Bowen,
2004). In the present study, correlating the standard deviations of the DVs with
performance of participants, several significant inverse relationships indicated that as
SpA increased, performance on many of the tasks became less variable. While two of the
DVs for the VexBot had positive correlations, it may be the case that this was due to the
lack of sophistication of the design of the platform, which will be discussed later.
Gaming Experience Interactions for Predicting DVs. The significant interaction
of total time to complete tasks, aggregate SpA, and gaming experience revealed that as
gaming experience and SpA increases, the total time needed to complete tasks decreases
(see Figure 19). The fastest performers were high gamers with high SpA and the slowest
performers were low gamers with low SpA.
Gender and Performance. While a secondary hypothesis for the current study, as
predicted men were superior to females for all DVs and two of the three measures of
SpA. For points, time, collisions, aggregate SpA, and VZ-2 scores, males were
significantly superior to females in this study. However for S-2, women performed as
well as men did. While there were many significant relationships with gender (see Table
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14), gender was not a primary focus for analyses. The strong male bias observed in this
study was likely related to the relationship between level of current gaming hours and
gender as most of the high gamers were male and all non-gamers were female. Additional
analyses showed that while gender predicted total point, time, and collision differences
between men and women for low gamers, gender was not a significant predictor of
performance for high gamers. In other words, it appears that as gaming experience
increases, gender differences may be eliminated.
Viewing Condition Considerations. Due to the scope of this study, regression
analyses were not computed for unique contributions of ability measures for the DLS or
TO viewing conditions. However, these will be examined at a later date to determine the
relationship of SpA and the unique challenges of each condition. For example, under the
DLS conditions for all of the mobile platforms, participants were required to stand facing
the maze in a stationary 3rd person point of view and were not allowed to rotate their
torso at all in an attempt to match the perspective of the robot. This situation, along with
the design of our maze necessitated that participants under the DLS conditions were
responsible for additional spatial transformation as compared to the first-person
perspective of TO. Thus the DLS condition may have been less challenging while driving
toward the midpoint of the course and more challenging when driving back toward the
participant. When navigating back to the starting point from the midpoint of the maze,
participants were required to operate the input device in a manner that was the opposite
of their actual point of view (i.e. turning the input device to the operators’ right would
turn the robot to its left). This idea parallels the concept of reversed visual motor mapping
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(r-VMM) (Ben-Porat et al., 2000). R-VMM, which was present under our DLS
conditions but not under our TO conditions, is not unique to camera views in general.
Another challenge for DLS conditions was the fact that when the robot was further away
from the participant their view of the course directly in front of the robot was occluded by
the walls of the course and the obstacles within it. This may have made it more difficult
for some participants to appropriately navigate around obstacles at the far end of the
course.
Under TO, each entire trial was in a first-person perspective, removing any need
to compensate for discrepancies in point of view (e.g. r-VMM). Additionally, the point of
view of the TankBot and the CarBot were very similar to driving a car, which was likely
a familiar activity for the participants. The VexBot, however, had a camera placement
which was very close to the gripper of the machine, which is an atypical view of a scene.
In order to present participants with a camera view close enough to make appropriate
grasps, the view of the remote environment was blocked by the gripper, increasing the
level of difficulty as compared to the open view of the TankBot and the CarBot. Further,
this limited view also left much of the rest of the robot out of view (most of the arm, and
the base of the robot). Similar to the camera placement on the VexBot, the TO conditions
of the ArmBot also challenged participants due to the nature of the view of the remote
environment. Similar to previous research on complex manipulators dissimilar to human
limbs (Gomer et al., 2006), it is possible that the TO conditions of the ArmBot and the
VexBot may have been more challenging that the TO conditions of the TankBot and
CarBot. Additionally, while participants had good first person information directly in
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front of the camera, their view was limited by the extremely small window of the camera
software, their view was compressed due to camera signal transmission, and their view
was distorted due to the lens of the camera. Further, participants were required to be
aware of the size of the entire robot and the relationship of this size to the course and the
location of objects within the course, in an effort to minimize collisions.
Limitations of the Present Study. There were some limitations with the present
study that should be considered in future investigations of SpA and robot operation.
These issues are related to course difficulty, controlling for gaming experience, and the
design of robot interfaces. Regarding the two-way interaction of SpA, current gaming
hours, and the time to complete tasks, there were unequal groups which represented
gaming experience. Two questions on our demographics sheet assessed past gaming
experience and current gaming hours per week. For data reduction, both of these
questions were used in the creation of a gaming level variable which was three different
levels of 1) no gaming experience 2) casual or low gamer, and 3) serious or high gamer.
When searching for a division between levels two and three, it appeared that
approximately seven hours a week or higher (roughly one hour each day) would represent
the lower end of the serious gamer. In assessing the interaction term in the multiple
regression, we instead used the current gaming hours per week. A problem with this
measure is that some serious gamers may have indicated fewer hours because they game
less or not at all while in school. The interaction was significant, but it may be the case
that there is a more objective way to analyze this data with respect to gaming experience.
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The tasks in this study were much more challenging than either of our
laboratory’s two previous studies regarding SpA and robot operation (Long et al., 2009;
Wong, 2009). The number and placement of obstacles in the course for the TankBot and
the CarBot were designed to be as challenging as possible, considering the operational
requirements of the machines. In an attempt to match the challenge of the tasks with the
ArmBot and the VexBot, the number of three-point turns (K-turns) required for the
CarBot and the number of additional objects placed into the maze for the TankBot were
perhaps excessive (see Figures 16 & 17). It may be the case that the tasks for the TankBot
and the CarBot were too challenging, thus reducing significant differences across
participant performance.
Regarding robot design, each of the robots had very different challenges for
participants and these will be discussed in a fashion that compares each machine relative
to the others. Robots were compared on precision of operation, intuitive design, and
speed. With regard to these comparison points, these machines can be ranked in order of
their functionality. The easiest to operate of the four platforms was the TankBot, as it had
high precision of operation of the robot and the input device, a highly intuitive design,
and a moderate speed. This machine only moved when the input device was being
manipulated and with the tracked design it had the highest precision of movement
throughout the course. The second easiest to operate of the machines was the CarBot,
which had a moderate precision of operation, a highly intuitive design, and a moderate to
high speed. The first of the two most serious drawbacks of this machine was that it was
slightly faster than the tank and due to the plastic wheels on the carpet of the surface of
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the course, it had the potential to slide, which decreased the precision of the movement of
the vehicle. The second drawback was that the CarBot had a rather large turning radius,
which made navigation through the course quite challenging, requiring many back and
forth K-turns. The third best machine was the ArmBot. This machine had the highest
level of precision of movement, but a counterintuitive input device and the lowest level
of speed. Many participants commented that the input device was confusing and this was
confirmed with multiple input selections that were the opposite of the appropriate
direction for the task. The hardest to operate of the platforms appeared to be the VexBot.
This machine had a low level of precision of operation, a highly counterintuitive control
device, as well as relatively high speed of movement. While this vehicle has wheels, the
manner of control is that of a tank, with a separate lever controlling each side of the
vehicle. However, the input device is similar to a game pad with two joysticks capable of
movement in any direction. But movements of the levers to the side resulted in no
feedback from the machine (see Figure 3). Therefore the appearance of the input device
was inconsistent with the necessary control strategy of the vehicle. In a similar fashion to
the ArmBot, the control device also had counterintuitive button placement. For example,
when holding the input device parallel to the ground, there were two buttons on the top of
it (facing away from the participant), and the lower button (closer to the ground) lifted the
arm, while the higher button (furthest from the ground), lowered the arm. Also, the
slightest push of the button required to close the claw resulted in a quick and full closure,
which many times knocked cylinders over, resulting in higher collision levels and lower
point scores. The only way that precise movements of the gripper could be achieved was
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to use the button to open the gripper, which did allow for more precise and incremental
movements. The speed of the claw of the VexBot was extremely challenging for
participants to utilize as their tasks required exceptionally precise placement. Further, the
speed of the machine was difficult to control. When placing cylinders, there were two
strategies for accomplishing this task. The first strategy involved small taps to the input
device, which usually moved the machine too far. This coupled with spatial rotation was
frustrating for participants. The second strategy involved barely pushing the joystick,
waiting for a humming sound in the machine which moved it only millimeters at a time,
and then quickly letting go of the input device. As this sound was audible under the TO
conditions as well, participants were still able to utilize this second strategy.
The relative differences of these machines are interesting in light of our results.
Examining the correlations of these four machines, the highest correlations with SpA and
performance can be seen in light of their sophistication of design. For example, the
TankBot had the fewest significant correlations with SpA and performance of the four
robots and it was also the easiest to use. On the other hand, the VexBot had the highest
correlations with SpA and performance and it was the most difficult to use.
Implications for future studies. In light of our results, there are several
implications for future investigations of SpA and robot operation. For example,
manipulating different types of input devices for the same robot would be helpful in more
specifically determining the relationship of SpA and the complexity or intuitiveness of
design. It may be the case that as complexity of the machine increases, the reliance on
SpA also increases, depending on the task. Adding in an additional element of speed
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control would also be interesting to see how participants deal with movement and speed
control.
This study revealed that for terrestrial robots and stationary arms, there is a
considerable need for SpA depending on the task of the operator. As lower correlations
were revealed for the wheeled and tracked vehicles, it may be the case that basic steering
and navigation does not rely as heavily on SpA. However, the stronger correlations for
tasks beyond simply driving, steering, or navigation illustrate the importance of
considering the selection of robot operators for higher SpA. Further, this study was
completed in a controlled lab setting, without many of the additional distracters and
stressors associated with military and USAR deployments. It may be the case that adding
mental fatigue, physical fatigue, and the additional complexities of stress,
communication, dust, smoke, fog, debris, etc., would increase the relationship with SpA.
While this study did not reveal significant relationships with the six cognitive measures
given in addition to VZ-2 and S-2, it may be the case that adding fatigue, deployment
stressors, or additional cognitive or fine motor tests may better parse out the true reliance
on SpA.
Implications for selection. These results support the use of SpA testing for robot
operators. VZ-2 and S-2 should be considered for selection of professional robot
operators and these measures take very little time to administer. No training is necessary
for administration, and in some cases there are already existing standardized measures
(e.g. ASVAB) which provide a measure of SpA without additional testing. In contrast to
what has been previously hypothesized, both measures provide an aggregate of spatial
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speed (S-2) and spatial power (VZ-2) (Pelligrino et al., 1984) which will provide the
necessary ability to be successful in robot operation tasks. While VZ-2 was the largest
predictor of performance in this study, especially for points and collisions, our data
reinforces that these two types of SpA are distinct. S-2 was related to the time to
complete some of the tasks and the DV of points, thus a combination of these two
abilities appears to be ideal.
Implications for design. The possibility that devices which are less complex are
easier to use and rely less on SpAs, conveys a strong message for engineers and
designers. In this study we observed that the most difficult of four machines was
associated with strong relationships between operator SpA and their performance for
three different types of tasks. Incorporating human factors, usability testing, and
principals of user-centered design can ensure that more people are able to successfully
operate such machines. As devices become more complex, the time needed to train
operators how to use them also increases. As technology continues to grow, user-centered
design is necessary to assist in balancing design complexity with human abilities. For the
present study, a task analysis was completed for each robot and then ability measures
were selected to match the necessary abilities of the task analysis. For future studies, if
spatial visualization or spatial orientation are a part of the task analyses for the operation
of new robot tasks, then it is recommended that SpA testing be implemented in the design
of these platforms. Successful designs should rely less on SpA, thus providing a design
that all users should be able to operate.
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Implications for training. Previous research has shown that gaming can enhance
skills that can be used for real world situations. Supplementing real world training with
off the shelf video game training has been shown to be effective for improving
performance in a building clearing task (Walker et al., 2009). Our findings also reinforce
the idea that gaming can be a useful tool when operating machines, especially robots.
Gaming assists with the creation of strategies for handling virtual and real world tasks,
and may balance out the need for people that are high in SpA or gender differences. As
gaming experience seems to help those lower in SpA complete tasks nearly as fast as
those higher in SpA, perhaps the military should focus on a campaign to recruit gamers
for future defense teleoperation efforts.
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