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Abstract— Object detection plays an important role in various 
visual applications. However, the precision and speed of detector 
are usually contradictory. One main reason for fast detectors’ 
precision reduction is that small objects are hard to be detected. 
To address this problem, we propose a multiple receptive field and 
small-object-focusing weakly-supervised segmentation network 
(MRFSWSnet) to achieve fast object detection. In MRFSWSnet, 
multiple receptive fields block (MRF) is used to pay attention to 
the object and its adjacent background’s different spatial location 
with different weights to enhance the feature’s discriminability. In 
addition, in order to improve the accuracy of small object 
detection, a small-object-focusing weakly-supervised 
segmentation module which only focuses on small object instead of 
all objects is integrated into the detection network for auxiliary 
training to improve the precision of small object detection. 
Extensive experiments show the effectiveness of our method on 
both PASCAL VOC and MS COCO detection datasets. In 
particular, with a lower resolution version of 300×300, 
MRFSWSnet achieves 80.9% mAP on VOC2007 test with an 
inference speed of 15 milliseconds per frame, which is the state-of-
the-art detector among real-time detectors. 
 
Index Terms—Multiple receptive field, small-object-focusing, 
weakly-supervised segmentation, object detection, multiple tasks 
loss. 
I. INTRODUCTION 
BJECT detection plays an important role in many visual 
applications, such as visual navigation [1]-[2], video 
surveillance [3]-[4], intelligent transport [5]-[6] and so on. 
Minaeian [1] proposed a customized detection algorithm for 
UAV’s navigation, and Yuan [2] presented a novel context-
aware multichannel feature pyramid for vehicle’s navigation. 
Yang [5] also proposed a fast and accurate vanishing point 
detection method for various types of roads used for autopilot. 
Comparing with traditional object detection methods based on 
hand-craft features [7]-[11], recent detectors based on deep 
convolution neural network (CNN) [12]-[24] show powerful 
performance because of robust and discriminate features. The 
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CNN-based methods for object detection can be divided into 
two classes, which are region-based two-stage detector [12]-[17] 
and region-free one-stage detector [18]-[24]. Two-stage 
detectors [12]-[17] achieve higher precision, however, their 
complex computation and lower speed limited the practical 
application. To accelerate the speed of object detection, several 
one-stage detectors [18]-[24] were proposed. Their running 
speed keep real time performance, but the accuracy has a clear 
drop which is about 10% to 40% relative to state-of-the-art two-
stage detector [12]-[17]. Previous one-stage detector, such as 
SSD [19], designed a serial of reference anchor boxes with 
different scales and aspect ratios and directly regressed these 
anchors on features from different levels. Lower features are 
mainly used to detect smaller object and higher features are 
used to detect larger object. However, the lower feature with 
less semantic information will result in difficult detection for 
small objects. In order to solve the problem of small object 
detection, several strategies [25]-[27], such as the fusion of 
multiple scales’ features, the new regulation of anchors, the new 
module of object detector, are introduced into one-stage 
detector, however, the running speed decreased because of new 
computation burden. To solve these problems, we proposed 
multiple receptive fields and small-object-focusing weakly-
supervised segmentation network (MRFSWSnet) for fast object 
detection.  
Many advances [28]-[34] have approved the fact that 
detectors can achieved better result because of receptive field 
modules. Inception module of GoogleNet [28] uses multiple 
convolution layers with different kernels which are sampled at 
the same center to construct its receptive field module. The 
receptive field block (RFB) [34] was also proposed by imitating 
the human population receptive field. Different from the 
Inception module [28], multiple convolution layers with 
different dilate rates were used to construct RFB. Different 
from above two types of receptive fields modules used in object 
detection, multiple receptive fields block (MRF) is designed in 
the proposed detector, which is composed of multiple 
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convolution layers with different kernels and different dilated 
rates. The proposed MRF are used to pay attention to the object 
and its adjacent background’s different spatial locations with 
different weights to enhance the features’ discriminability, and 
it can cover more positions from the center of an object to its 
surrounding. MRF can achieve better feature discriminability 
with lower computation burden.  
Object detection usually focuses on whole object but lack of 
paying attention to local cues, while semantic segmentation 
pays close attention to each position within the object. Many 
advances [35]-[36] show that combining object detection with 
weakly-supervised semantic segmentation can improve the 
performance of object detection. In order to further improve the 
precision of small object detection, a small-object-focusing 
weakly-supervised segmentation module (SWS) is integrated 
into the detection network for auxiliary training.  
Our main contributions can be summarized as follows: 
(1) Firstly, a multiple receptive field and small-object-
focusing weakly-supervised segmentation network 
(MRFSWSnet) is proposed to achieve fast object detection. It 
achieves state-of-the-art accuracy with real-time running speed 
on PASCAL VOC and MS COCO dataset.  
(2) Secondly, multiple receptive fields block (MRF) is 
designed as new convolutional predictors for SSD [19] to 
improve detection accuracy. MRF are used to pay attention to 
the object and its adjacent background’s different spatial 
location with different weights to enhance the features’ 
discriminability, and it can cover more positions from the center 
of an object to its surrounding. 
(3) Thirdly, a small-object-focusing weakly-supervised 
segmentation module is integrated into MRFSWSnet as an 
auxiliary training task which only focuses on small object 
instead of all objects to improve the precision of small object 
detection. MRFSWSnet shows significant performance 
boosting for small object detection, while it still keeps real-time 
speed.  
II. RELATED WORK 
The CNN-based modern object detector can be divided into 
two classes, which are region-based two-stage detectors and 
region-free one-stage detectors. Two-stage detector due to 
higher accuracy is received attention, the process of which 
generates a sparse of proposals firstly and then classifies these 
proposals by classifier. The representative method of two-stage 
detector is Faster RCNN [14], which generates a serial of 
candidate proposals by region proposal network (RPN) and 
then regresses and classifies these proposals through Fast 
RCNN [13]. Its descendants such as R-FCN [15], FPN [16] and 
Mask R-CNN [37] are proposed to further improve the 
detection accuracy. However, their slower running speed and 
complex computation limited its practical application. One-
stage detector is proposed to solve the problem of slower speed 
and complex computation of two-stage detector. It discards the 
phase of generating proposals and detects objects in a dense 
manner e.g. YOLO [18] and SSD [19]. YOLO and SSD adopted 
lightweight network as backbone to obtain faster running speed 
at expense of detection accuracy. However, many advances [23] 
[37] have approved the fact that detectors can achieved better 
result because of the robust and discriminate features of deeper 
network [38] with complex computation.  
In order to improve performance of detector with less 
computation, some works focus on enhancing the 
discrimination of lightweight network’s features by different 
receptive fields. Inception family [28]-[30] were born, which 
integrated multiple convolution layers with different kernels to 
get different scales’ information with different receptive field. 
Different from Inception family [28]-[30], ASPP [31] for 
semantic segmentation adopted multiple dilated convolution 
layers to generate a serial of uniform resolution features without 
additional parameters. Deformable CNN [32] proposed a novel 
 
Fig. 1. The structure of the proposed MRFSWSnet 
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dilated convolution operator by learning the offset of individual 
object on the basic of ASPP. RFB [34] designed a receptive 
field block with different dilation convolution layers only 
focusing on special position without focusing all surrounding 
specified position of one pixel. We propose multiple receptive 
fields block (MRF) in our detector, which is composed of 
multiple convolution layers with different kernels and different 
dilated rates. The proposed MRF pays attention to the different 
spatial location with different weights according to different 
distances from objects’ center position to its surrounding, and 
it can cover more surrounding positions of the object. 
With these improved methods, the precision for object 
detection can be promoted. However, the accuracy for small 
object detection was still lower. In order to improve the 
accuracy of small object detection, Zhu [26] proposed a novel 
anchor strategy to support anchor-based face detector, which 
improve the performance of tiny face detection. Levi [27] 
constructed the relational module through the spatial and 
semantic relations for object detection to improve the 
performance of small object detection. In our detector, a small-
object-focusing weakly-supervised segmentation module (SWS) 
is integrated into the detection network which only focusing on 
small object for auxiliary training to improve precision of small 
object detection. Object detection usually focuses on the whole 
object without paying attention to local cues, while semantic 
segmentation pays close attention to each position within the 
object. Many advances [35]-[36] show that combining object 
detection with weakly semantic segmentation can improve 
performance of object detection. S. Gidaris et al. [35] proposed 
a semantic segmentation-aware CNN model for object 
detection by enhancing the detection feature with semantic 
segmentation tasks at highest level. The semantic features with 
weakly-supervised were used to activate the feature of detection. 
Zhang et al. [36] used the semantic segmentation’s feature for 
activating the feature of detection at lowest layer, which could 
also improve the detection accuracy. The two methods used the 
feature of weakly-supervised semantic segmentation to activate 
the feature of detection, which enhanced the robustness and 
discrimination of feature for detection. All the objects with 
weakly-supervised ground truth were used to train the semantic 
features. Different from the above methods, a small-object-
focusing weakly-supervised segmentation module (SWS) is 
integrated into the detection network which only focusing on 
small object for auxiliary training. SWS shows significant 
performance boosting for small object detection, while our 
detector still keeps real-time speed. 
III. MULTIPLE RECEPTIVE FIELDS AND SMALL-OBJECT-
FOCUSING WEAKLY-SUPERVISED SEGMENTATION NETWORK 
In this section, we firstly introduce the whole detection 
architecture of MRFSWSnet in Section III.A. Then the multiple 
receptive fields block (MRF) for object detection is presented 
in Section III.B. Afterwards, the small-object-focusing weakly-
supervised segmentation module (SWS) is described in Section 
III.C. Finally, the training of MRFSWSnet in the form of 
multiple tasks is presented in Section III.D.  
A. The network architecture of MRFSWSnet 
The proposed multiple receptive fields and small-object-
focusing weakly-supervised segmentation network 
(MRFSWSnet) is composed of two branches, which are the 
detection branch and the segmentation branch. The whole 
network architecture is shown in Fig.1. The detection branch 
reuses the structure of SSD due to the effectiveness of 
detection’s accuracy and running speed. The base network in 
MRFSWSnet is same with original SSD, which is VGG-16 [39] 
trained in ImageNet dataset [40]. 
In our detection branch of MRFSWSnet, we keep the cascade 
structure unchanged while add one feature conv3_3_E 
generated by feature pyramid network (FPN) [16] in our 
MRFSWSnet. FPN [16] has been proven to ameliorate the 
performance of features and improve the detection accuracy. 
With a coarser resolution’s feature map conv9 as shown in Fig. 
1, we upsample the previous feature by a factor of 2 (using 
nearest neighbor upsampling), and then the upsampled feature 
is merged with the corresponding bottom-up feature map. The 
process does not end until the last finest-resolution feature map 
conv3_3_E is obtained, which is used as the first detection 
feature. Different from the original SSD, seven features (conv9, 
conv8, conv7, conv6, conv5_3, conv4_3, conv3_3_E) as shown 
in Fig. 1 are used as predicted features and each one except for 
conv9 and conv8 follows a multiple receptive fields (MRF) 
block as a new convolutional predictor. The resolution of last 
two detection feature maps are 1×1 and 3×3, which is unable to 
be replaced with MRF because these feature maps are too 
smaller to apply the larger kernels with 5×5 size. The detail 
structure of MRF will be shown in Section III.B. 
In our segmentation branch of MRFSWSnet, an auxiliary 
small-object-focusing weakly-supervised semantic 
segmentation module (SWS) follows conv3_3_E. SWS focuses 
only small object instead of all objects and it is integrated into 
the detection network for auxiliary training to improve the 
precision of small object detection. The detection branch and 
segmentation branch are combined in the form of multiple tasks. 
B. Multiple Receptive Fields Block(MRF) 
As shown in Fig. 2, the proposed multiple receptive fields 
block (MRF) is composed of multiple convolution layers with 
different receptive fields for focusing on more positions from 
the center of an object to its surrounding, and these convolution 
layers can be divided into two parts according to the forms of 
different receptive fields. One part of MRF is similar with 
Inception structure [28], whose components are several 
convolution layers with different kernel sizes, including 1×1 
convolution layer, 3×3 convolution layer and 5×5 convolution 
layer. The receptive fields of these convolution layers can cover 
more positions of one object from its center to its surrounding. 
The other part of MRF includes several dilated convolution 
layers with different dilated ratios, such as 3×3 convolution 
layer with dilated ratios 1, 2 and 3, respectively. These 
convolution layers pay attention to different spatial locations 
with different weights according to different distances from 
objects’ center position to its surrounding. 
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Fig. 2. The multiple receptive field block 
 
Fig. 3 The structure of multiple receptive field blocks (MRF) 
For example, as shown in Fig. 2, the 1×1 convolution layer 
with dilated ratio 1 only focus on a center point’s pixel of object, 
the 3×3 convolution layers with dilated ratios 1, 2 and 3 pay 
close attention to 9 pixels around one object at different spatial 
location. What’s more, the 5×5 convolution layer with dilated 
ratio 5 has a larger receptive field, and more contextual 
information are introduced. According to these designed 
convolution layers, more positions of one object and its 
adjacent background are focused. In addition, the different 
convolution layers will learn different weights according to 
different receptive fields, and it has two advantages. On the one 
hand, the bigger weight will be learned according to smaller 
receptive fields and it will be assigned to these pixels whose 
positions are nearer to the center of object. It shows that these 
pixels are more important than the further ones. On the other 
hand, more contextual information is also focused by larger 
receptive field, and smaller weights are allocated to these 
further pixels. Thus, the MRF can capture the characteristic of 
different position pixels of one object and its adjacent 
background with different weights, which is helpful for 
extracting high quality features. 
The detail structure of MRF is shown in Fig. 3, firstly, we 
adopt one bottleneck layer (1×1 convolution layer) to decrease 
and unify the number of channels in the previous feature map. 
Secondly, several convolution layers with different kernel sizes 
such as 1×1 convolution layer, 3×3 convolution layer, 5×5 
convolution layer and several dilated convolution layers with 
different dilated ratios e.g. 3×3 convolution layer with dilated 
rate 1, 3×3 convolution layer with dilated rate 2, 3×3 
convolution layer with dilated rate 3 are followed. Finally, the 
feature maps of all convolution layers with different receptive 
fields are concatenated to be inputted into a 1×1 convolution 
layer. In addition, we also design a shortcut layer likely ResNet 
[38] to maintain the performance of pervious layer. 
C. Small-Object-Focusing Weakly-supervised Segmentation 
Module (SWS) 
Small-object-focusing weakly-supervised segmentation 
module (SWS) is a weakly supervised semantic segmentation 
at the level of bounding box. The input of SWS is the feature 
conv3_3_E. The feature map conv3_3_E shown in Fig. 1 is 
generated by FPN [16], which contains both semantic 
information and detailed information. As shown in Fig. 4, the 
ground truth of weakly-supervised segmentation is generated 
by only focusing the small object’s bounding box. The output 
of SWS is the predicted score maps corresponding to 
foreground class and background class, respectively. The 
details of small-object-focusing weakly-supervised 
segmentation module are as follows.  
 
Fig. 4 The ground truth of small-object-focusing weakly-supervised semantic 
segmentation module 
Small objects are only focused on the semantic segmentation 
branch without considering the class of object, and pixels of the 
ground truth mask are labeled as foreground if it falls within the 
bounding box of small objects. We define two thresholds T1 and 
T2 for limiting the areas of small objects. The objects whose 
areas are in [T1, T2] are labeled as foreground. We also define 
some pixels as invalid pixels according to the setting threshold 
T1, and the objects whose areas are lower than T1 are overlooked 
in the training phase. The reason is that the extreme small object 
has not enough effective information for training segmentation 
module, which will result in incorrect prediction. The objects 
whose areas are higher than in T2 are labeled as background. If 
a pixel is overlapped with multiple ground truths such as 
foreground truth and background truth and invalid truth, 
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foreground truth will be selected preferentially. An example of 
ground truth for semantic segmentation is shown in Fig. 4.  
The weakly-supervised semantic segmentation module 
consists of two transposed convolution layers following 
conv3_3_E and one transition convolutional layer with a ReLU 
non-linearity layer. Finally, a binary softmax classifier is 
designed to predict probability score of each pixel in the output 
mask as shown in Fig. 1. 
D. The Training of Multiple Tasks 
During the process of training, our final loss function 
includes the binary cross-entropy loss for semantic 
segmentation L"#$(I, M) , the softmax loss for classification L*+,-(I, C)  and the smooth-l1 l oss function for localization L/+*(I, B). In short, the final loss combines detection loss with 
semantic loss, which is expressed as follows. 𝐿 𝑥, 𝑙, 𝑐, 𝑔, 𝐼, 𝑀 = 𝐿9:; 𝑥, 𝑙, 𝑐, 𝑔 + 𝛼𝐿>:? 𝐼,𝑀        (1) 𝐿9:; 𝑙, 𝑥, 𝑐, 𝑔 = @A 𝐿BCDE 𝑥, 𝑐 + 𝛽𝐿GCB(𝑥, 𝑙, 𝑔)	        (2) 
where 𝐿9:;(𝑥, 𝑙, 𝑐, 𝑔)  is the detection loss, 𝐿>:?(𝐼,𝑀)  is the 
segmentation loss, 𝛼 is a balance factor between detection task 
and segmentation task, 𝛽  is another balance factor between 
classification and localization in detection. I is the input image, 
and M is the ground truth at the level of bounding box for 
segmentation. g is the ground truth box for detection, c is the 
confidence score for predicted bounding box, l is the predicted 
bounding box, and x represents the predicted bounding box 
whether matches the ground truth or not.  
Specifically, the main detection loss function is shown in (3) 
and (4), which is similar with the loss function of original SSD 
[19]. 𝐿BCDE 𝑥, 𝑐 = − 𝑥JKL 𝑙𝑜𝑔 𝑐JLAJ∈OC> − 𝑙𝑜𝑔 𝑐JPJ∈A:? 	    (3) 𝐿GCB 𝑥, 𝑙, 𝑔 = − 𝑥JKQR∈ BS,BT,U,V 𝑠𝑚𝑜𝑜𝑡ℎ[@AJ∈OC> 𝑙JR − 𝑔KR   (4) 
Where 𝑐JL = #\]	 :_^:SL :_^_ , 𝑔KBS = 𝑔KBS − 𝑑JBS 𝑑JU , 𝑔KBT =𝑔KBT − 𝑑JBT 𝑑JV , 𝑔KU = 𝑙𝑜𝑔 ?ab9b^  and 𝑔KV = 𝑙𝑜𝑔 ?ac9b^ . d is 
designed default bounding box. Similar to SSD, we regress 
offsets for the center 𝑐𝑥, 𝑐𝑦  of the default bounding box (d) 
and for its width (w) and height (h). 
The added loss function of auxiliary segmentation task is 
shown in (5). 𝐿>:? 𝐼,𝑀 = − @ef 𝑙𝑜𝑔 𝑌U,V,𝑀U,VU,V           (5) 
Where 𝑌 ∈ 0, 1 @×e×f represents the predicted mask, 𝑀 ∈0, 1 @×e×f  is the bounding-box-level ground truth for 
segmentation. During the training phase, the two tasks are 
treated fairly. The balance factor α and β are set to 1. 
IV. EXPERIMENTS 
The extensive experiment is conducted on two main 
detection datasets, which are PASCAL VOC [41] and MS 
COCO [42]. For PASCAL VOC, we use the common dataset 
division for evaluation. During the training phase, we use the 
VOC2007 trainval and VOC2012 trainval as training data. The 
VOC2007 test is used as testing data. The mean accuracy 
precision (mAP) with a fixed value of Intersection over Union 
(IoU) is used as evaluation function. A predicted bounding box 
is positive if the value of IoU with ground truth is higher than 
0.5. For MS COCO, we follow a popular split, which uses 
train2015 as training dataset and minval2015 as testing data.  
The baseline of detector choses the classic based-VGG16 
SSD due to its higher accuracy and faster running speed, and 
we can confirm the effectiveness of the proposed modules on 
our detector by combining the classic based-VGG16 SSD on 
different datasets. Specifically, there are seven detection 
features including five MRFs on our detector MRFSWSnet300, 
and there are eight detection features including six MRFs on 
our detector MRFSWSnet512. The small-object-focusing 
weakly-supervised segmentation module (SWS) is integrated 
into detection branch following conv3_3_E layer for both 
MRFSWSnet300 and MRFSWSnet512. We follow the SSD 
training strategy throughout our experiments.  
Our detector is also compared with some state-of-the-art 
methods including Faster RCNN [14], R-FCN [15], FPN [16], 
Yolov2 [25], SSD [19], DSSD [20], RFB [34], RetinaNet500 
[23], these results of state-of-the-art detector are from original 
official published expect for RFB300 and RFB512. RFB300 
and RFB 512 are trained and tested by ourselves on the same 4 
Titan X GPUs for fair comparison. 
A. Experiment on PASCAL VOC 
On PASCAL VOC dataset, we do the training on a machine 
with 4 Titan X GPUs. The training process is little different 
from original SSD [19]. At the beginning of training, the 
learning rate is a “warm up” process, whose range is from 10mn 
to 10mo at the first 10 epochs. After 10 epochs, the learning rate 
is set to 10mo until 150-th epochs. Then, it is divided by 10 at 
150-th epoch and 250-th. The total number of training epochs 
is set to 300. Following original SSD, the weight decay is 
0.0005, the momentum is 0.9, and the batch size is set to 32. 
These parameters are similar with the original SSD. We use the 
pre-trained VGG-16 on the ILSVRC CLS-LOC dataset [40] to 
initialize our detector. T1 and T2 are set as 1024 and 9216. Its 
fc6 layer and fc7 layer in original VGG-16 are instead of 
convolution layers with the sub-sampling parameters, and the 
fc8 layer is removed. Other new convolutional layers of our 
detector including layers of auxiliary segmentation branch are 
TABLE I 
THE PERFORMANCE OF DIFFERENT DETECTORS ON PASCAL VOC2007 TEST 
Method backbone Time mAP (%) 
Faster RCNN [14] * VGG16 147ms 73.2 
Faster RCNN ++ [27] * ResNet-101 3.36s 76.4 
R-FCN [15] * ResNet-101 110ms 80.5 
YOLOv2 [25] * darknet 25ms 78.6 
SSD300 [19] * VGG16 12ms 77.2 
SSD512 [19] * VGG16 28ms 79.8 
DSSD513 [20] * ResNet-101 182ms 81.5 
RFB300 [34] VGG16 15ms 79.9 
RFB512 [34] VGG16 30ms 81.5 
MRFSWSnet300 VGG16 15ms 80.9 
MRFSWSnet512 VGG16 31ms 81.8 
    s represents second, and ms is millisecond. * represents that results are 
from original reference.  
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initialized with the MSRA method [43]. Table I shows the 
performance of different detectors on PASCAL VOC2007 test, 
and the bond font in Table I represents the best three results. 
As shown in Table I, our detector MRFSWSnet outperforms 
original SSD on both resolution settings. The mAP of 
MRFSWSnet300 is 3.7% higher than original SSD300, 
meanwhile it also keeps almost equivalent running speed. With 
the high resolution, mAP of MRFSWSnet512 improves 2% 
from 79.8% to 81.8% while keeping the real-time speed same 
as SSD512. Compared with other state-of-the-art detectors such 
as popular state-of-the-art two-stage methods R-FCN [15] and 
detector combined with receptive fields block RFB [34], our 
detector still shows a significant performance improvement. It 
is also better than most one stage and two stage object detection 
systems equipped with very deep base backbone networks such 
as ResNet101. 
B. Experiment on MS COCO 
The strategy for training our detector on MS COCO is almost 
similar with the strategy on PASCAL VOC. However, the 
defaulting anchors are slight different from anchors on 
PASCAL VOC2007 to fit COCO dataset, whose scale is 
smaller. The update strategy of learning rate also adopts “warm 
up” at the first 10 epochs. After 10-th epochs, the learning rate 
is set to 2×10mo until 150-th epochs. Then, it is divided by 10 
at 200-th epoch and 300-th epoch. The total epoch is set to 350. 
The momentum is set to be 0.9 and the weight decay is set to be 
0.0005, which are consistent with the original SSD settings. T1 
and T2 are set as 1024 and 9216. Similar to the experiment used 
for PASCAL VOC2007, we use the pre-trained VGG-16 on the 
ILSVRC CLS-LOC dataset [40] to initialize our detector. Table 
II shows the performance of different detectors on COCO 2015 
dataset, the bond font in Table II represents the best three results. 
From the Table II, the best three methods with higher mAP 
such as 36.2%, 37.1% and 39.1% are all region-based two-stage 
detector, but whose running time are much slower. Compared 
with these state-of-the-art methods, the average precision of 
MRFSWSnet300 can achieve 30.5%, and the mAP at IoU with 
0.5 is 49.8% at lower resolution on the COCO 2015 dataset, but 
the running time of MRFSWSnet300 is much faster than these 
methods, and it is much better than the baseline detector 
SSD300. With lower resolution, MRFSWSnet300 is even better 
than that of R-FCN [15] with higher input size (600×1000), 
which employed ResNet-101 as the backbone under the two 
stages framework. The speed of our detector is only 16 
milliseconds and 7 times faster than the speed of R-FCN.  
In aspect of the bigger model, the result of MRFSWSnet512 
with higher resolution (512×512) is also better than SSD512, 
the relative improvement of average precision is 14.9% from 
28.8% to 33.1%. Our detector with higher resolution only 
consumes 28 milliseconds per frame, which is equivalent to 
SSD512. Compared with the recent advance state-of-the-art 
one-stage model RetinaNet500, the result of our detector is little 
inferior with the similar input size. However, RetinaNet is 
based on deeper and more complicated ResNet101 with FPN 
backbone, and a new focus loss focusing on hard examples. 
MRFSWSnet512 is only based on lightweight VGG model with 
FPN backbone. Moreover, RetinaNet is not a real-time detector, 
which runs 90 milliseconds per frame. The speed of RetinaNet 
is far slower than MRFSWSnet512 with similar input size. 
Considering the precision and the running time, our detector 
achieves the state-of-the-art real-time detector. 
In addition, our detector is also compared with RFB, whose 
architecture is similar with ours. The average precision of our 
detector is higher than RBF regardless of the size of input and 
the mAP of our detector is also higher than RFB at higher IOU 
evaluation criteria (0.75). What’s more, the average precision 
of our detector on small object is far better than RFB. For 
example, the average precision of our detector on small object 
is 14.3% and 17.5% compared with 11.8% and 15.9% of RFB 
with input size of 300×300 and 512×512, respectively. 
Compared with the state-of-the-art detector RetainNet500, the 
precision MRFSWSnet512 of for small object detection is 
higher 2.8% with the similar input. This proves the 
effectiveness of the proposed MRFSWSnet for small object 
detection.  
TABLE II 
THE PERFORMANCE OF DIFFERENT DETECTORS ON MS COCO 2015 
Method backbone Time 
Avg. Precision IOU: 
Precision, 
Avg. Precision/Area 
Precision, 0.5:0.95 0.5 0.75 S M L 
Faster RCNN [14] VGG16 147ms 24.2 45.3 23.5 7.7 26.4 37.3 
Faster RCNN ++ [27] ResNet-101 3.36s 34.9 55.7 37.4 15.6 38.7 50.9 
FPN [16] ResNet-101-FPN 240ms 36.2 59.1 39.0 18.2 39.0 48.2 
R-FCN [15] ResNet-101 110ms 29.9 51.9  10.8 32.8 45.0 
Mask RCNN [26] ResNext-101-FPN 210ms 37.1 60.0 39.4 16.9 39.9 53.5 
YOLOv2 [25] darknet 25ms 21.6 44.0 19.2 5.0 22.4 35.5 
SSD300 [19] VGG16 13ms 25.1 43.1 25.8 -- -- -- 
SSD512 [19] VGG16 28ms 28.8 48.5 30.3 -- -- -- 
DSSD513 [20] ResNet-101 182ms 33.2 53.3 35.2 13.0 35.4 51.1 
RetinaNet500 [23] ResNet-101-FPN 90ms 34.4 53.1 36.8 14.7 38.5 49.1 
RetinaNet800 [23] ResNet-101-FPN 198ms 39.1 59.1 42.3 21.8 42.7 50.2 
RFB300 VGG16 16ms 30.3 49.3 31.8 11.8 31.9 45.9 
RFB512 VGG16 33ms 33.0 52.7 34.7 15.9 37.7 47.9 
MRFSWSnet300 VGG16 16ms 30.5 49.8 31.7 14.3 32.3 45.3 
MRFSWSnet512 VGG16 28ms 33.1 53.0 34.7 17.5 37.1 47.9 
    s represents second, and ms is millisecond.  
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C. Ablation Experiments 
To further prove the effectiveness of the proposed modules 
including MRF and SWS on our detector, some experimental 
results with different settings on PASCAL VOC2007 test 
dataset are shown in Table III. The resolution for all 
experiments is same with 300×300.  
1) Multiple receptive field block (MRF) 
In order to better understand the effectiveness of MRF, we 
compared the original SSD without MRF [19], SSD with RFB 
[34] and SSD with MRF. The result is summarized in Table III. 
As shown in Table III, the mean average precision (mAP) of 
original SSD [19] with the data augmentation achieves 77.2%. 
With RFB architecture [34], the mAP of SSD obtains 79.6%, 
which is 2.4% superior than original SSD. Instead of RFB, the 
mAP of SSD with MRF achieves 80.1%, which is 2.9% higher 
than original SSD and 0.5% higher than RFB. This shows that 
MRF is helpful for improving the detection accuracy.  
2) More detection feature with more anchors 
The original SSD consists of only six predicted features for 
object detection. Recent research [44] show that the higher 
resolution feature has benefit to detect small objects. We thus 
add a new convolution layer conv3_3_E as predicted feature. 
With the finest resolution layer, more anchors are proposed to 
cover more small instances. The experimental result is shown 
in Table III. We can see that the performance of our detector 
with conv3_3_E can improve 0.2% from 80.1% to 80.3% on 
PASCAL VOC2007 test. 
3) Small-object-focusing weakly-supervised semantic 
segmentation module (SWS) 
To further verify the effectiveness of the proposed small-
object-focusing weakly-supervised semantic segmentation 
module, we conduct two experiments with different setting on 
PASCAL VOC2007 test. In the first experiment, we add all-
object-focusing weakly-supervised semantic segmentation 
module (AWS) into our detector. In other words, all objects are 
need to be identify in the segmentation module regardless of the 
size of the object. The improvement of object detection’s 
performance is 0.4% from 80.3% to 80.7%. We believe that the 
weakly-supervised semantic segmentation module is important 
to improve the performance of object detection. In the second 
experiment, small-object-focusing weakly-supervised semantic 
segmentation module (SWS) is integrated into our detector 
which only focuses on small object as described in Section III.C. 
As shown in Table III, the performance of object detection 
improves 0.6% compared with our detector without SWS, 
which is also 0.2% better than our detector with AWS. This 
indicates that the small-object-focusing weakly supervised 
semantic segmentation module for auxiliary training is crucial 
to enhance the performance of detection. 
D. Inference Speed Comparisons 
 
Fig. 5. The mAP vs speed of different detectors on MS COCO dataset 
The mAP and running time comparison between our 
proposed MRFSWSnet and recent state-of-the-art detectors are 
shown in Fig. 5 and Table IV. We follow [23] to plot the 
speed/accuracy trade-off curve for some recent methods and 
our detector on the MS COCO dataset. This curve shows the 
relation between precision and inference time for each detector. 
The bond font in Table IV represents the best three results. 
From the Table IV, the best three methods with higher mAP 
such as 36.2%, 37.1% and 39.1% are all region-based two-stage 
detector, whose running time are much slower.   
Our detector MRFSWSnet300 is little slower than original 
VGG16-based SSD300, but mAP of MRFSWSnet300 is much 
TABLE III 
THE PERFORMANCE OF OUR DETECTOR WITH VARIOUS DESIGNS ON THE 
PASCAL VOC2007 TEST 
Method Original 
SSD [19] 
MRFSWSnet300 
Added RFB [34] × √ × × ×  
Added MRF × × √ √ √ √ 
More anchors with 
conv3_3_E 
× × × √ √ √ 
All-object-focusing 
weakly-supervised 
segmentation (AWS) 
× × × × √ × 
Small-object-focusing 
weakly-supervised 
segmentation (SWS) 
× × × × × √ 
mean Average Precision 
(mAP)/(%) 77.2 79.6 80.1 80.3 80.7 80.9 
 
TABLE IV 
THE MAP AND SPEED OF VARIOUS DETECTORS ON THE MS COCO DATASET 
Method backbone Time(ms) mAP(%) 
Faster RCNN [14] VGG16 147 24.2 
FPN [16] ResNet-101-FPN 240 36.2 
R-FCN [15] ResNet-101 110 29.9 
Mask RCNN [26] ResNext-101-FPN 210 37.1 
YOLOv2 [25] darknet 25 21.6 
SSD300 [19] VGG16 13 25.1 
SSD512 [19] VGG16 28 28.8 
DSSD513 [20] ResNet-101 182 33.2 
RetinaNet500 [23] ResNet-101-FPN 90 34.4 
RetinaNet800 [23] ResNet-101-FPN 198 39.1 
RFB300 VGG16 16 30.3 
RFB512 VGG16 33 33.0 
MRFSWSnet300 VGG16 16 30.5 
MRFSWSnet512 VGG16 28 33.1 
    ms is millisecond. * represents that results are from original reference.  
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higher than SSD300. Meanwhile, it is faster than other real-time 
detectors such as YOLOv2, RFB300 with the same input size. 
With higher resolution (512×512), our detector 
MRFSWSnet512 also keeps lower running time (28ms per 
frame) and higher precision (33.1%). Considering the precision 
and running time, our detector is the state-of-the-art method 
among real-time detectors.  
V. CONCLUSION 
In this paper, we propose a multiple receptive field and small-
object-focusing weakly-supervised segmentation network 
(MRFSWSnet) for fast object detection. In MRFSWSnet, 
multiple receptive fields (MRF) are used to pay attention to 
different spatial locations of the object and its adjacent 
background with different weights. MRF can effectively 
enhance the feature discriminability and robustness according 
to the verification of extensive experiments. In addition, in 
order to further improve the accuracy of small object detection, 
a small-object-focusing weakly-supervised segmentation 
module (SWS) is integrated into the detection network for 
auxiliary training. SWS shows significant performance 
boosting for small object detection, while it still keeps real-time 
speed. Extensive experiments show the effectiveness of our 
detector on PASCAL VOC and MS COCO detection datasets.  
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