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En amélioration des plantes du point de vue de la sélection, l'intérêt
réside dans l'étude des caractères quantitatifs au sein des populations pour
apporter des informations sur le mode moyen d'action des gènes et leur variabilité.
Le phénotype d'un individu est le résultat des effets héréditaires modifiés par
le milieu. En restreignant cette définition au cas où les phénomènes sont addi-
tifs on peut écrire que la valeur phénotypique d'un caractère (p) est la résultante
d'une valeur génotypique (G) et des effets d'environnement;
d'où l'expression:
P = G + E
En faisant l'hypothèse d'indépendance entre le génotype et l'environne-
ment les variances a~ (génétique) et a~ (environnement) s'additionnent
la valeur génotypique dépend des effets des gènes qui se manifestent
A) directement : .effet moyen d' .a'::'.itbrit~ (.)
B) indirectement a) effet d'interaction entre allèles à ...moyen un meme
locus ou effet de dominance (D)
b) effet moyen d'interaction entre allèles à des
loci différents ou effet d'épistasie (1)
d'où en faisant l'hypothèse de l'additivité des effets l'expression de la valeur
génotypique :
G = A + D + l
La connaissance de l'tmportance relative des variances d'additivité, dominance,
épistasie servira de base à la construction d'un schéma de sélection efficace,
pour un caractère quantitatif donné, chez les plantes allogames autotétraploIdcs,
comme elle l'est déjà chez les plantes allogames diploIdes.
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Dans la sélection pour la vigueur il s'agit d'utiliser au maxünum les
phénomènes d'hétérosis. Cet aspect est d'autant plus important chez les plantes
autotétrap1oides qu'il existe différents niveaux d'hétérozygotie possibles ù un
même locus, dans l'hypothèse de mu1tia11é1isme. Ainsi sans attacher d'importance
à la nature des allèles présents cinq états peuvent être rencontrés à un locus :
monogénique, digénique (simplex, duplex) trigénique et tétragénique.
Mais compte tenu des modalités de réalisation de la valeur génotypique,
l'état d'un locus ne peut pas à priori être considéré comme déterminant. La valeur
d'un génotype dépend de son niveau d'hétérozygotie, mais aussi des allèles présents,
de leur action moyenne directe (effet d'additivité) et de leurs interactions avec
le reste du genôme (effets de dominance, épistasie).
Le progrès de la sélection sera donc lié ~ l'efficacité du choix des
allèles les plus efficients dans le genôme. Ce progrès dépendra donc de l'impor-
tance et de la variabilité des effets géniques à un locus et des interactions de
ces effets entre loci. Plus un effet favorable en moyenne est variable, plus
le progrès attendu sera élevé.
Il icporte donc d'apprécier la variabilité des effets géniques avec
un modèle approprié. Or chez les espèces reconnues autopo1)~loïdes, les schémas
d'analyse de la variance génétique des diploïdes ont été appliqués tels quels sans
se soucier des particularités dues a l'état polyploïde.
Chez les espèces diploïdes différents modèles d'analyse de la variance
génétique d'une population à l'équilibre ont été proposés:
Expériences de types l et II de Comstock et Robinson (1952)
Analyse dia11è1e développée par Hayman (1954 a et b)pour les populations autogames,
biallè1iques, généralisée par Kempthorne et Griffing (1956 a et b).
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Dans 1 vexpérience de type l de Comstock et Robinson, ID individus mâles
pris au hasard sont croisés chacun avec un échantillon au hasard de F individus
femelles ; chaque descendance est testée dans r répétitions. Ce schéma est surtout
valable pour l'étude des populations animales. Il peut être modifié (expérience de
type II) lorsque tous les individus mâles peuvent être croisés avec le même
échantillon d'individus femelles.
L'inconvénient de cc type dVanalyse est de ne pas tirer parti de toute
lVinformation génétique apportée par l'ensemble des individus utilisés.
LVapplication des modèles établis en génétique quantitative y est délicate par
suite de lVabsence dVune partie de toutes les combinaisons possibles.
Les schémas d'analyse diallè1e dans lesquels tous les croisements
possibles sont réalisés fournissent plus dVinformation, notamment ils rensei-
gnent sur les effets réciproques. Cependant il faut remarquer que 1 vexécution
dVun dial1èle est délicat et représente un très gros travail expérimental.
Ces différents schémas d Vana1yse conduisent à définir deux notions
importantes quel que soit le niveau de ploidie : ce sont les notions dVaptitude
générale et aptitude specifique à la combinaison. Par contre l'expression de la
variance aptitude à la combinaison en termes de variances des effets géniques
n'est pas indépendante du niveau de ploidie.
Notre but est donc avec le schéma dVanalyse le plus complet, le
schéma diallè1e, dVarriver à un modèle permettant 1 Vestimation des composantes
de la variance génétique chez les autotétraploides avec le moins d'hypothèses
restrictives possibles sur les relations entre allèles.
LVétude comprend deux parties. la première concerne la mise au point
dVun modèle théorique, la seconde une tentative d'application sur un matériel
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végétal (luzerne autotétraploide du Puits).
La première partie sera consacrée au développement d'un modèle
d'analyse génétique adapté aux nutotétraploides à partir du nodèle de
décomposition statistique de la valeur génotypique déj~ présenté par O.Kempthorne.
PREHIERE PARTIE
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Théorie de l'analyse dia11è1e chez les Tétraploïdes
l - Définitions des croisements dia11è1es
On appelle "croisements diallè1es complets" 1vensemble des pz
croisements possibles entre individus différents pris deux à deux, et
"table diallèle" la matrice carrée p x p dont chaque élément d'indice i et j
est la mesure du résultat du croisement du ième individu ~ pnr le jème individu
cr. La diagonale principale porte les autofécondations des p individus (fig.1).
Chacune des entrées de la table peut être soit une plante, soit un
représentant d'une lignée, soit un échantillon aléatoire d'une population
suivant qu'on étudie un ensemble de plantes, un ensemble de lignées ou un
ensemble de. populations.
Les croisements dia11è1es complets se répartissent en 4 groupes :
1. p(p-1) croisements et p autofécondations, c'est-à-dire la table
complète.
2 p(p-1)
• 2 croisements, sans les croisements réciproques, r1us les p
autofécondations, c'est-à-dire la moitié de la table y compris la diagonale
principale.
3. p(p-1) croisements sans les autofécondations c'est-à-dire la
table sans la diagonale principale.
4 p(p-1)
• 2
croisements sans les croisements réciproques ni les
autofécondations c'est-à-dire la moitié de la table sans la diagonale principale.
Les groupes 1 et 3 sont les plus importants car ils permettent
d'estimer les effets réciproques.
..
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II - AHALYSE STATISTIQUE
Deux situations peuvent se présenter dans le cas de 1 Vétude dVun
ensemble de plantes (Eisenhart 1947).
1°) les génotypes sont choisis et les conclusions tirées ne portent que
sur ces génotypes. On ne pourra pas conclure sur la population, mais on pourra
obtenir un classement des croisements entre eux de manière 2 séparer les plus
intéressants pour le sélectionneur; cVest le modèle déterministe (modèle l
d'Eisenhart) appelé aussi modèle fixe.
2°) Les génotypes constituent un échantillon aléatoire de la popula-
tion, cet échantillon est supposé la représenter. Les effets génotypiques sont
des variables aléatoires et il est possible dVobtenir des estimations des para-
mètres caractérisant la structure génétique de la population: cVest le modèle
aléatoire (modèle II d'Eisenhart).
Le choix du modèle à utiliser réside dans les conclusions : ou bien
elles doivent se limiter aux individus effectivement étudiés (et l'expérience si
elle doit être refaite devra porter sur les mêmes individus) ou bien elles
doivent être étendues à la population (et 1 vexpérience si. elle doit être refaite
devra porter sur de nouveaux échantillons de la population).
Dans le premier cas on choisira le modèle l, dans le second le modèle
II.
Dans le modèle l les effets sont des paramètres ils peuvent donc être
estimés.
Dans le modèle II ce sont des réalisations de variables aléatoires les
variarièes de ces effets peuvent être estimées.
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A - An.:1lyse de 1.:1 variance "entre hybrides"
1°) liiénér.:l.lités
Cette analyse est importante. chronologiquement la première. ear en
l'absence de différences entre les hybrides la décomposition de la variance
génétique n'a pas de sens.
Le dispositif expérimental d'une étude de croisements dinllè1es peut
comprendre r répétitions des croisements dial1èles complets réalisés sur les p
mêmes individus.
Le groupe (3) serg étudié ici dans le cns des blocs incomplets ran-
domisés. Les résultats pourront être comparés à ceux du groupe (1). GRIFFING
(1958) montre que lorsque les autofécondations sont inclues dans l'analyse
on ne peut pas obtenir d'estimations sans biais des parrumètres et variances
(l'explication en sera donnée plus loin).
Les p(p-1) hybrides sont disposés aléatoirement dans chacun des r
blocs. (ainsi que les p autofécondations et les p parents qui seront étudiés
séparément). chaque parcelle comprend au départ un nombre constant de plantes
par suite des accidents pouvant survenir en cours de végétation le nombre de
plantes soumises aux analyses statistiques peut être variable d'une parcelle
à l'autre. Cependant si la variation est faible (dans le rapport de 3 à 1)
l'analyse peut être faite sur les moyennes parcellaires (Box G.E.P. 1954).
2°) l10dèle mathématique
Soit Yijk la moyenne des performances des plantes de la parcelle ijk
c'est-à-dire des descendants du croisement de lVindivi~u i par l'individu j
dans le bloc k.
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le nodèle que nous allons adopter est pour le groupe 3
i :/: j
où \.1 désigne une contribution COIllDune :1 tous les individus
une contribution commune ... tous les descendants du croisement ixjv .. a1.J
bk contribution commune
... tous les individus du bloc kune a
e ijk une dévi~tion aléatoire
LVestimation des paramètres est faite classiqueaent par la méthode des
moindres carrés qui consiste en la minimisation de la somme des carrés des dévia-
tions aléatoires
i, j. k ij1t
i:/:j
Le système dVéquations linéaire obtenu en annulânt les dérivées partielles de
cette somme par rapport aux différents paramètres donne les estimations de
\.l, vij ' bk • Elles nVont de réalité que pour le mod~le l mais permettent pour
les deux modèles dVobtenir la décomposition de la somme des carrés des écarts
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somme des carrés résiduelle (par différ~nce), dans lesquelles
y
• • •
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Dans les deux modèles le calcul des espérances nath~natiques a été fait ; les
résultats sont réunis dans le tableau I.
A partir de cette analyse la variable F permet le test de l'hypothèse de
différences entre hybrides
F{p(p_1)_1 ; '~(p-1)-lJ (r-l)} = carré moyen croisements~ carré moyen résiduel
pour le groupe (3)
F{p2_1 ; <r-1)(p2_1)} = carré moyen croisements
carré moyen résiduel
pour le groupe (1)
B - Etude des aptitudes a la combinaison
1°) généralités
Si la différence entre les croiseoents est significative on peut
c~ntinuer la décomposition pour estimer les aptitudes générale et spécifique
à la combinaison ainsi que les effets réciproques.
Une table dia11è1c ressemble à un plan factoriel et on pourra lui
appliquer une néthode d'analyse de variance.
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TABLEAU l
---- 1 -'-- --' ~ -- -------
1
espérances mathér.latiqucs des carrés
Variation d.d.l.
1
SOt:U:1C des carrés moyens
Modèle l Uodèle II
y2 y2
P (p-l)Blocs r-l L •• k ••• L b2 + 0'2 p(p-l)a~ + (;2p (p-l) - rp (p-l) r-l kk k
Y? . y2
Hybrides p(p-l)-l L~ ••• r L ra 2 + 0'2- rp(p-l) p(p-l)-l vij~j r i=!j v
+ 0'2











i espérances mathématiques des carrés : .
Vnriation d.d.l. Sonne des carrés moyensHodèle l Hodèle II
y2 y2
~Blocs r-l L...d-~ Lbt + 0'2 p2a2 + 0'2k p2 rp2 r-l k b
y2 y2
Hybrides p2_l L.:l.h. -~ r L 2 + 0'2 ra2 + 0'2
. . r 2 p2-l ij
V ij v1.J rp











L'analyse de la variance selon le schéma de Yates (1947) est vnlable
quels que soient les parents étudiés, leur homozygotie, leur polyplo!die elle
est commune aux deux modèles.
Cette analyse permet l'étude des aptitudes à ln coabinaison qui est
un concept important pour la sélection.
Les définitions de l'aptitude générale ~ la combinaison et de l'apti-
tude spécifique à la combinaison ont été données par Spr~GUE et TATml (1942).
L'aptitude générnle à la combinaison désigne ln performance moyenne
d'une lignée (ou d'une plante) en combinaison avec l'ensemble des autres lignées
(ou plnntes).
L'aptitude spécifique 2 la combinaison désigne la performance
particulière d'un CrOiSeLlent inférieu~ou supérieuœn ln performance moyenne
attendue sur la bnse de l'aptitude générale.
GRIFFlnG (1956) donne pour chaque groupe de croisements diallèles et
pour chaque modèle le tableau d'analyse de la variance. Le terme vij peut être
déco~osé en vue de mettre en évidence les aptitudes R la combinaison :
Vij = gi + Sj + Sij + r ij
~i désigne ln contribution apportée par le parent i
Sij une contribution spécifique au croisement de i par j Sij = Sji
r ij une contribution provenant de la différence entre le croisement
et son croisenent réciproque r ij =-rji
Le nodèle envisagé peut donc s'écrire
dans le modèle l 8i , Sij' r ij , bk sont supposés être des par~ètres certains
le matériel expérimental est considéré comme la pcpulation sur lnquelle les
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inductions sont faites. Le but en est la conparaison des aptitudes ~ la
combinaison des parents quand les parents eux-mêoes sont utilisés comne
testeurs, et l'identification des croisements de meilleurs rendeQents. Ainsi
nous sommes particulièrement intéressés par l'estimation des effets "aptitude "
ln combinaison" et par le calcul approprié des écarts types des différences
entre les effets.
Dans le modèle II giS Sij' r ij , bk sont des variables aléatoires
l'h)~othèse est que nous avons affaire à des échantillons nléatoires d'une
certaine population parente. et les inductions ne doivent pns être faites sur
les lignées individuelles dans l'échantillon, mais sur les par~ètres de la
population parente. En particulier nous soooes intéressés par l'estination des
composantes génétique et d'environnement de la variance de la population
complexe. Pour cela nous supposons que les effets dans ce modèle sauf ~ sont
normalement et indépendanrnent distribués de moyennes nulles ct de variances a2
8
(8 = b, B, s, r). Les est~ations des composantes de la variance sont alors
obtenues en égalant les carrés moyens observés et attendus dans l'analyse de
variance. Les écarts types des estimations des composantes de ln variance sont
calculés à partir des variances des carrés ~oyens.
Le calcul des sommes des carrés des effets est conduit par la méthode
des moindres carrés, sans faire d'hypothèse sur le sens des paranètres.
On obtient








'laptitude générale à la combinaison"




somme des carrés ".:lptitude spécifique a la combinnison"
I
i<j
(y i j. + Yji. ) 2
2r
y 2
+ • Il -
r(p-l) (p-2)
somme des cnrrés "effets réc~proqu~s"
s =r Ii<j
(Yij • - y ji.)2
2r
Nous allons ex~iner ces sommes des carrés dans chacun des deux modèles.
r·bdèle l :
Les estinations des effets sont les suivantes (annexe 1)
y
". ...
f! = rp (p-l) i =











A J.r .. =~J 2r
Les espérances mathématiques des carrés moyens se calculent selon une méthode
classique (.:lnnexe 2), on obtient le tnbleau II.







~ ••k _ •••t p(p-l) rp(p-l)
Espérances mathéoatiques
des carres noyens




(Y + Y )2 2y2
i.. .1. • ••







(Yij. - Yj i. ) 2
2r
2 2 ~
o +2r -p"'(p-_""!l'l~) L
<i<j
r~.~J












Variation d.è.1. Sor.nne des carrés des carrés noyens
1
y2 y2 2Blocs r-1 I-d-~ (J2+ ....E.:. l b2
k p2 p2r r-1 k k
(Yi •• + Y . )2 2y2 (J 2+ .3l?!. l 2AGe p-1 l .~. •••2pr - p2r p-1 Bii i
p(p-1) Yi' (Yi' + Y, i ) 2prA S C l J. J. J. + (J2+ l 22 ij 2r p (p-1) ij Sij
(yi ••+ y. i. ) 2 y2 •l +~
i 2pr p2r
...p(p-1) (Y" _ Y,. ) 2 2Réciproques . l ~J. ,.l~. (J2+ 2r l 22 i<j 2r p(p-l) i<j r ij
Résiduelle u= (r-1) (p2-1) par différence (J2
y2






Les tests F de nullité des différents effets sont les suivants
Carré Doyen ~ G C
F [p-l),~ = C:lrré moyen résiduel
A.S.C. Carré moyen A.S.C.C~rré moyen résiduel
C~rré Doyen A.S.c.
C~rré moyen résiduel pour le groupe (1»




= C~rré moyen résiduel
lU
Dans le nodè1e l il est intéressant de connaître les variances des
estimations des pnraoètres et de certaines différences entre ces paramètres de
façon à connaître la précision de ces estimations et a classer les Bénotypes
suivant leurs aptitudes (annexe 3).





Ol) = rp (;-15
var <8 i ) =
p-1 â22rp(p-2)








var (sij- sik) =
i :/: j, k ; j :/: k
p-3
r (p-25
pour le groupe (1)
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( ~ S) p-4 62var Sij- kl = r(p-2)
i f. jt k, l,




(Yjk) = 62 = carré Doyen résiduel
(y - y ) - 2 ô2ijle lon-
a!) = 2ô2
p2 r
var (8i) =~ ô22p2r
var (sU) = .cp-l)2 62
,,2r
var (Sij) = p2-2p+2 62
i:/:j 2rp2









i:/:j, k ; j :/:1:
= 3(p-2)
2pr
var (Sij- sile) = ~~l ô2
i:/:j, le ; j:/:k
var (....5 ....s) .E.:1. ....cr 2
.. - ~kl =~J - pr
if.j, k, 1 ; j:/:k ; k:/:l
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Modèle II
Dans ce modèle les valeurs observées sont des rén1is~tions de
variables aléatoires et n'ont en tant que telles que peu de sens; elles ne
sont pas des quantités estimables (O.IŒI1PTHOP1IE 1952) cependant la décomposi-
tion de la somoe des carrés reste valable.
Le calcul des espérances mathématiques des carrés moyens des effets
est ~oins simple que dans le modèle l (annexe 4) on obtient le tnb1e~u III
pour le modèle II
Les pnrrunètres qui nous intéressent dans ce modèle sont les variances cr 2 cr 2
e' s'
cr 2 • Pour tester leur nullité on utilise ln variable F.
r
Pour le groupe (3)
test de cr 2 = a
8
test de cr2 = 0
s
test de cr 2 = 0
r







Les estimations des composnntes de la variance sont les suivantes
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on peut donner une approxioation de la variRnce de l'estimation d'une variance
par la fomule
(SCHEFFE 1961)
u étant le nOIilbre de degré de liberté du carré moyen C~!e D on a donc
e
var (8 2) =_....,;l~_




=- 1: 4LP(p-15 (CH ) 2 + l (CH ~ ) 2Jr ures (annexe 5)
On peut donner aussi un intervalle de confiance apprcximatif de l'estination
d'une variRnce (.\nnexe Il)
Pour le Groupe (1) GR1FFIlTG (1958) nontre que les estimations des
aptitudes générale ct spécifique ~ la cOIilbinaison ne peuvent être faites.
En effet si on peut prendre le nodèle
pour les hybrides il n'en est pas de même pour les individus issus d'autofécon-
dations. Pour ces derniers le nodèle adopté devrait être :
avec ce modèle les carrés noyens "aptitude générale" et "aptitude spécifique"
ont pour espérance mathématique :
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E (CH ) == 0 2 + r 1-2 0 2 + l. (p-2) 20 2 + l. (p-2) 0 2 + 4 (p-2) ]B l' l P g P s P 0 gI
+ !L. (p-1) 0 [';1 ]
p2
Les expressions sont beaucoup plus compliquées, et les nouve~ux parnoètres
introduits ~I' o~, o~I ne peuvent pas être est~és èirect~ent par cette analyse
~
de variance.
Dès cette étape il est possible dé s~voir s'il y a des différences génétiques
significatives entre les croise~ents réalisés (c'est-à-dire si les aptitudes à
la combinaison sont signific~tivenent différentes entre p1~ntes) si ces diffé-
rences existent avec le nodè1e l il est possible de classer les croisements entre
eux selon leur noyenne , leur aptitude spécifique ou leur aptitude générale
à la combinaison pour les différents caractères étudiés.
Dans le modèle II il sera possible par l'utilisation d'un modèle génétique
approprié d'étudier la structure génétique de la population dont sont issus tous
les parents étudiés pour le ou les caractères considérés.
C - Décomposition des effets réciproques
Seul le groupe (3) sera envisagé ici. Si les effets réciproques existent
on peut mettre en évidence la part de ces effets due au parent femelle qu'on
appelle effet maternel (COCKERHP.J1 1963).
Le paramètre de l'effet réciproque r ij peut être décomposé de la façon
suivante
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mi est une variable aléatoire de moyenne nulle et de variance o~
représentant un effet du à l'individu i en tant que mère DU effet maternel;
r' .. est une variable aléatoire de moyenne nulle et de variance 02~ r'
effet réciproque autre que l'effet maternel.
La décomposition est la suivante :
TABLEAU IV
1 , Espérances mathématiques!
Variation j d.d.l. 1 Somme des carrés 1 des carrés moyens 11
•
"~fI
(Y - Y ) 2 iEffet maternel p-l L i.. .i. 0 2 + r02 + rp022rp !i 1 ri m
1







(Yij •- Yj i. ) 2





les tests de nullité de 0 2 et de 0 2 sont les suivants
r' m
(12
= 0 F~ uJ (ri)ri (p-l)~P-2) carré moyen effet réciproque= carré moyen résiduel
0 2 = 0
m F r(p-l) ; (p-l) ~P-2)J = carré moyen effet maternelL J carré moyen effet réciproque
dans le cas où (12, et (12 sont significativement différents de zéro les aptitudes
r m




lIodèle Yijk = + e' + I}' + s! . + t:li - n +
,
+ bk + eijk]J i "j I.J j r ij
, ,
1;' <" , r' b sont des vari~bles aléatoiresSij = s .. , .., m eJI.
de moyenne nulle et de variance 0 2 0 2 0 2 0 2 0 2 0 2
e' s' m r' b
---- ----------------- ---- - ------- ----. -------------
Variation
Blocs










Espérances des carrés noyens
- - -- - - ---------------
0 2 + ra 2 + 2ra 2 , + r(p-2)a 2 + 2r(p-2)a2,
r' s n g
0 2 + ra 2 + 2ra 2
r' s'
0 2 + ra2 + rp 0 2
r' fi
0 2 + ra 2
r'
résiduelle ; (r-l) (p2 -p-l): 0 2
linéaire de carrés moyens t aiaIi
Pour éprouver l'hypothèse 0 2 , = 0g
approximatif, le nombre de degrés
on peut (SATTERTlTI1AITE 1~46) faire un test
de liberté ~ attribuer a une combinaison
a 2CU2
est f' = (I ai ali )2/I i 9 ii i -i
fi étant le nombre de degrés de liberté de Q1i
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D - Etude de la variance intra-pnrce11aire
Nous avons jusquVà présent utilisé les moyennes des parcelles mais
chaque parcelle contient plusieurs plantes et il est intéressant pour la suite
dVobtenir une est~ation de la vari~nce intra-parce11aire dVo~ la nécessité
de faire une analyse de variance entre ct intr~-parce11es, soit :
Xijk1 le résultat de la nesure faite sur un individu de la parcelle
"ijkll ; et n""k le nonbrc d v individus de cette parcelle ; le Y""I utilisé plus1.J 1.J <




= l x ijk1ijk1 rT. •• = l nijkijk
Le tableau de cette analyse de variance est le suivant
TABLEAU V
~ource de variatio, d.d.1.
1
SOI:l1!!e des carrés ! carré ooyen !
• 1 1i 11
1 1 V 2 X 21 "'ijk.
entre parcelles
f






intra parcelles IN - rp(p-1) par différence CHI
••• 1
t X 2 '"-~,










cette décomposition est intéressante puisque 1 vespérance mathématique du carré
moyen de la variance intra-parce11aire sVexprtme en fonction de ln covariance
entre frères, chaque parcelle contenant des individus fr~res.
Soit
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E - Analyse des autofécondations
Soit x ikl la perfornance du liène descendant issu de l'autofécondation




Yik est la coyenne des nik descenèants issus de l'nutofécondation de
l'individu i dans le k iène bloc.
Le nodèlc mathématique est le ~uivant
hi contribution commune à tous les descendants issus de l'autoféccnda-
tion de i
bk contribution coonune ~ tout le bloc k
e ik déviation aléatoire
hi' bk , eik sont des variables aléatoires indépendantes de moyenne nulle et
. Z Z Z
var1ance ah' ab ' a •
E (G ) - a E(GZ';l) = atZ•il -'... •
f ikl effet d'environnement propre ~ l'individu ikl
e~k effet d'environnement propre ~ la parcelle ik
Une analyse de variance blocs, descendants, résidu, donne une estination de a~.
Une analyse de variance "entre et intra-parcelles" donne une
estimation de aZ + aZ - cov(FS)r (carré moyen intraparcellaire).r f
On a la relation suivante
....z
.....-.-'~
- Cov(FS)r ,-"a r
---- :--. ....Z+ Cov(FS)r = ahn
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n étant le nombre moyen (harmonique) dVindividus par parcelle.
Finalement ://\.







III - Analyse génétique
A - modèle génétique
Nous allons nous placer dans le cas du modèle II (groupe (3» qui est
le plus intéressant pour les considér~tions nénétiques
Les hypothèses sont les suivantes
1 - ségrégation tétraploïde chromosomique (a = 0) (1)
2 - épistasie quelconque et absence de linkage.
3 - nombre d'allèles quelconque à chaque locus.
4 - parents consanguins ou non, issus d'une population p~ictique sans sélection
è l'équilibre.
5 - pas d'interaction génotype x environnement.
La structure génétique des données d'un diallèle est
1°) les individus à l'intérieur d'une parcelle sont frèren.
2°) les individus de répétitions différentes d'un croisenent particulier sont
frères.
3°) les individus d'une même répétition ou de de~~ répétitions différentes
ayant un parent en commun sont demi-frères.
n Calcul des espérances mathématiques des carrés moyens en fonction
du modèle génétique.
Pour interpréter l'analyse de la variance nous devons trouver les
espérances des carrés moyens en fonction de notre modèle 3énétique. Les parents
sont un échantillon aléatoire d'un ensenble d'individus issus d'une population
panmictique par autofécondations jusqu'a un certain point mesuré par le coefficient
de consanguinité F. On doit noter que le cas on F = 0 correspond à la
(1) a est l'indice de séparation, c'cst-a-dire la proportion de division pseudo-
équationnelle à un locus donné. (Y.Dm~LY 1963).
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situation où les parents sont choisis dans une population panrnictique sans
consanguinité et que F = 1 correspond au cas où les parents sont des individus
homozygotes résultant par autofécondations jusqu'~ l'hanozygotie d'une popula-
tian panmictique. Il apparaît que la continuité totale des possibilités depuis
F = a jusqu'a F = 1 est intéressante.
La notation utilisée est celle des auteurs anglo-saxons
covariance entre frères = cov(FS)
covariance entre demi-frères = cov(HS)
covariance entre parent et enfant = cov(PO)
O. KE1IPTHORNE (1957) utilise une décomposition de la déviation aléatoire
attachée à chaque individu en une déviation eijk cornnune à tous les individus
d'une parcelle et une déviation f ijkl au niveau de l'individu.
On peut écrire :
bk , e ijk , f ijkl sont des variables aléatoires indépendantes normalement
distribuées de moyenne nulle et de variance ~2, 0 2, ai.
-p e .!..
Gijl est un effet global Bénotypique l'indice 1 est nécessaire
puisque deux frères n'ont pas des génotypes totalement identiques.
On montre que (annexe 6 et 7) l'espérance mathéoatique du carré moyen
intra-parcellaire peut se mettre sous la fo~e
0 2 + 0 2 - cov(FS)f G
Nous avons supposé que la variance génétique d'un descendant est o~
variance génétique de la population orieinale, ceci est vrai sous les hypothèses
d'absence de linkage et de sélection.
La variance de la moyenne de la parcelle "ijk" est (annexe 8)
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0 2
0 2 0 2 + -1.... " 0 2 + 0 2 - cov(FS)+ avec OL = etb 2 nijk 1 f G
0 2 = 0 2 + cov(I"S)2 e
La covariance entre deux moyennes de descendants d'un même croisement dans
des répétitions différentes est cov(FS).
La covariance entre deux moyennes de descendants ayant un parent commun dans
des répétitions différentes est cov(HS).
A l'aide de ces données on obtient les espérances mathématiques des différents
carrés Doyens de l'analyse de variance en fonction des covariances entre frères
et entre deni-frère (annexe 9) d'où le tableau VI
Les estimations des covariances sont donc :
"....'.,'-
cov(HS) = 0 2g'









Variation C.N. (sur les moyennes Espérance génétique
parcellaires)
Blocs C}~ 02 + p(p-l) 02 02 - covFS + ~Of + P (p-l) 02b 2 b
1
A.G.C. Cli 02 + 2r02 + 2r (p-2) 02 02 - covFS + ~Of + 2rcovFS+2r(p-4)covHS- r0 2ig s g 2 r
A.S.C. CH 02 + 2r02 02 - covFS + ~Of + 2rcovFS-4rcovHS- r02s s 2 r
Effet réc. CU 02 + 2r02 02 - covFS 2 + 2r02
r r 2 + nh01 r
Résiduelle CM~ 02 02 - covFS + ~Ofres 2
1
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C - Définitions des variances dVadditivité. de dominance. d'épistasie
Nous allons maintenant déco~poser 1~ variance génétique pour mettre
en évidence les variances dVadditivité. de dominance et dVépistasie dans le cas
de la tétrap1oIdic.
a) Définitions statistiques des effets ~éniques
Le génotype d'un individu tétrap10rde s'écrit:
AiAj~Al
A. désignant un allèle
1
La population est en équilibre en panmixie et la fréquence du gène A.
1
La composition génétique de la population peut s'écrire synbo1iquement
Chaque gène Ai apporte une contribution n la nesure du caractère quVon
étudie. on peut donc remplacer chaque gène par une valeur et par conséquent
chaque génotype aussi. l'expression précédente devient alors algébrique et repré-,
sente la moyenne de la population panmictique.
4
u = p =
avec p = l p.Aii 1
posons Ui = Ai - p
Ui représente l'écart de l'effet du ~ène Ai n la moyenne p des effets des allèles.
u. est donc composé dVun effet moyen commun à tous les allèles et dVun effet par-
1
ticu1ier au gène Ai •
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ou en développant le produit :
i\Aj '1/1. = p4 + p3Ui + p3 Uj + p3Uk + p3UI + p2UiUj + p2uiUk + p2UiUI + p2UjUk
LVens~ble des génotypes contenant A. peut s'écrire sYGboliquement
1.
Ai C l p A )3
s s
s
algébriquenent cette expression est la ~oyenne des valeurs des génotypes conten~t
A., si on centre par rapport à la moyenne générale on obtient :
1.
A. Cl: pA) 3
- ).l =1. S S
s
A. CLP A )3 _ cI A )4 =1. s S Ps s
s s
on voit donc que ai représente la noyenne centrée des performances de tous les
8énotypes contenant A.•
1.
21 est l'effet additif du gène Ai ou effet principal par analogie a l'analyse
des plans factoriels.
22°) Posons Bij = p ui uj
L'ensemble des cénotypes conten~nt l'association de gènes ÂiAj peut s'écrire
symboliquement
1_i A. CL pA) 2J s ss
algébriquement cette expression est la moyenne des valeurs des génotypes conte-
nant l'association ÂiÂj • ?our obtenir l'effet spécifique n l'association AiAj
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(tout comme en analyse des plans factoriels) il faut retrancher de cette expres-
sion la moyenne générale et les effets principaux.
Soit AiAj (L psAs )2 - ai - a j - ~ =
s
334
AiAj (L psAs )2 - (Ai-P)(LPsÂs ) - (Aj-P)(LPsAs ) - (LPsAs ) =
s s s s
(LPsAs)21-AiAj - (LP A )Ai + (h A )2 - (h A ) Aj + (LP A )2 - (LP A )2]=L s s s s s s s s s s
s s s s s s
(~PsAs)2fi (Aj - ~PsAs) - (~psAs)(Aj - ~PsAs)J =
(LP A )2 (Ai - Lp A )(Aj - Lp A ) = p2uiu.s s s s s s J
s s s
On voit que Bij représente un écart propre à l'association AiAj
Bij est l'effet digénique spécifique associé aux gènes Ai et Aj c'est l'équivalent
d'une interaction du premier ordre.
3°) Posons pu u uy ijk = i j k
Ici encore un raisonnement analogue peut s'appliquer. L'ensemble des génotypes
contenant l'association AiAj~ peut s'écrire symboliquement:
Algebriquement cette expression est la moyenne des valeurs des génotypes conte-
nant l'association AiAj"~ • Pour obtenir l'effet spécifique à l'association
AiAj~ il faut retrancher la moyenne générale, les effets ~rincipaux et les
interactions du premier ordre.
AiAj~ (L psAs ) - ai
s
AiAj~ (L psAs ) - (Ai
s
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- a j - ak - Bij - Bik - Bjk - ~ =
3 3
- L p A )(L pA) - (A. - L p A )(L pA)
s s s s J S S S S
S S S S
- (L p A )2 (Ai - L pA) (A - L pA)
s s s S -1< S S
S S S
4
- (L p A )2 (A. - L pA) (Ak - L pA) - cI psAs ) =s s s J s s s s s s s
on voit que Yijk représente un écart propre n 1
9 association Ai Aj ~
Yijk est 1
g
effet trigénique associé aux gènes Ai Aj ~
cVest 1 9 équivalent d 9 une interaction de second ordre.
4°) Posons ôijk1 = ui uj uku1
ôijk1 représente un écnrt prop~e à 1
9 associntion Ai Aj ~ Al
Ôijk1 est 1
g
effet tétragênique associé aux gènes Ai Aj fK Al
cVest 1 9 équivn1ent d 9 une interaction de troisième ordre.
b) - Expression de la vnriance génétique
Yijk1 mesure du génotype Ai Aj ~ Al se décompose en 1
g
expression suivante
la variance génétique est égale à ln variance de Yijk1
on peut supposer que 1 vordre des gènes d 9 un individu quelconque est aléatoire
La population est en panmixie à 1 9 équi1ibre.
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Prob{gène A. soit un gène donné A } = p
~ r r
cVest-à-dire ln probnbi1ité que le premier gène nu locus considéré soit un
gène A particulier est P fréquence du gène A dans la population.
r r r
Les gènes possédés par un individu pris au hasard dans la population sont
aléatoires et nous pouvons valablement parler d'espérance mathématique:




= l Pi (Ai - 1/.)p
i
3
= p (I P .A i - pI p.)i ~ i ~
et l p .A i = P. ~
~
donc E(a.) = a
~
de la même façon on montre que
E(S .. ) = l PiPjS .. = 0~J ij ~J
E(Yijk) = i!k Pi Pj Pk Yijk = a
de même
par exemple
E(Si,S'l) =J J C ••••• = 0
3
= l PiP j (A. - p)p (A. - P)(A. - p)p2ij ~ ~ J
5
= P l p.(Ai - p)2[I p.(A. - P)] = 0i ~ j J J
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par conséquent ln vnrinnce génétique sVécrit
= E{(ai + a j + ak + al + Bij + Bik + Bil + Bjk + Bjl + Bkl
+ Yijk + Yijl + Yikl + Yjkl + ôijkl)2}
= E(a~) + E(a~) + E(a2) + E(a2) + E(B 2 .) + E(B 2 ) + E(Bi2l )1. J k 1 iJ ik
+ E(Bjk) + E(Bil) + E(B~l) + E(Y~jk) + E(Y~jl) + E(Y~kl)
+ E(yjkl) + E(~ïjkl)
a2 est une somme dVespérnnces de carrés des effets car toutes les espérancesG
mathématiques des termes produits sont nulles.
On peut poser
E(a2) = l a2 a2 variance additivei 4 A A
E(Bfj) = ~a~ a~ variance digénique
E(y2 ) = l a2 a2 variance trigéniqueijk 4 T T
E(ô 2 ) - a2 a2 variance tétragéniqueijkl - Q Cl
On obtient :
2°) Cas de n loci
a) définition des effets géniques
Le génotype dVun individu tétraploïde a n loci sVécrit
1
où Ai désigne un allèle du premier locus
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on peut écrire ce génotype sous une forme de produit symbolique
"a" désignant le locus
En désignant par p~ la fréquence de l'allèle A~ dans la population la compo~itirn
&€~dt~igue de la pQpul~tion peut s'écrire syoboliquenent
comme précédemment
en remplaçant chaque cénotype par sa contribution dans la mesure du caractère
l'expression devient alcébrique et représente la moyenne ~ de la population
panmictique en posant
a ~ Et a
P = t Pi Ai
n
~ = TI (pa )4
.:1=1
soit
U~ représente un écart de lVeffet du ~ène A~
du locus "a".
aà la moyenne p des effets des allèles
A~ est donc composé d'un effet moyen COroI!lun a tous les allèles du locus "a" et
d'un effet propre au 3ène A~i
on peut écrire
n






(p a + Et) ( a a)( a a)( a + a)ui p + uj p + uk p ul
et comme pour un locus on peut définir les différents termes du développement
de ce produit de la façon suivante :
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moyenne génotypique de ln population
II
a:/:a ,





effet di~énique associé aux gènes A~
ou interaction du premier ordre
effet trigénique associé aux gènes A~
~ ou interaction du deuxième ordre
APlct j
,
II (p a )
a:/:a ,
effet quadricénique associé aux ~ènes A~ A~
j~ Af ou interaction du troisième ordre
II
a":/:a,a'
effet d'interaction additif par





effet d'interaction diBcnique par additif
a a'(S B ) ij ,kl
etc•••••






[ an' ](S a
C )ij,k + •••• + L [(SaSa')ij kl + ••••J
a, aV - ,
+ e ••••• ooao
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Comme précedemment on montre que :
nE(a i ) = 0
( an)E aia j = 0
n n'E(aia j ) = 0
etc
b) Expression de ln variance génétique
En posant
{( a )2}_ 1. 2E 8ij - 6 0D(a)
a a' 1E{ (a a ) ~} = -16i,J 0 2AA(a::t.') etc •••••
et en so1Ilt:1ant sur tOUti les loci l'espérance mathématique des produits étant nulle
0 2 = Ioi(a) variance additive totaleA
a
0 2 = I 2 variance dieénique totaleD °D(a)
a
0 2 = I 2 v"-riance tri8énique totaleT °T(a)
a





variance additive x additive totale
etc •••
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Ln variance de la valeur eénotypique se décomposera comme suit
•••••••
D - Décomposition des covariances entre individus apparentés en fonction des
composants de la variance Génétique
Le problème qui reste à traiter est celui de la décomposition des
covariances entre individus apparentés en fonction des différents composants de
a2 qui viennenet d'être définis.G
La méthode a été donnée par G.H.I\LECOT (1948) et par O.IŒHPTHOUE (1~57).
soient deux individus tétraploïdes X et ~
non consanguins liés par une relation de parenté telle que la moitié des gènes
viennent d'une source mâle et l'autre d'une source femelle indépendante de la
preoière.
Les x et y proviennent de la source mâle (source paternelle) les x 2t v
P p m "'m




1Q l/J-J ~, -,j,
.,
"") .~ ~
-..... ~y '-yA /
~: {x , x 2A l=\: .... }p~ p m o •.
•••••
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la série allélique transnise par la voie paternelle
et Qpi = Prob.{X et Y reçoivent par voie paternelle un gène donné ~pil
on pose lfi = LQ •pl.
I est la somme étendue à tous les allèles de la série mâle
lfi représente le coefficient de sinple parenté (mâle) c'est-a-dire la probabilité
de tirer au hasard un eène I!lâle de X, X un eène mâle de Y, A: tels queAi • et J
AX soit identique (au de W!.LECOT) , AY soit AI!ll' ~ A la sériesens n j •••••i --m2 r.r:
allélique transI!lise par la voie ~aternelle
et ~i = prob.{X et Y reçoivent par voie maternelle un gène donné A .1
ml.
on pose ~' = I~i •
I est la somme étendue a tous les allèles de la série femelle
lfi' représente le coefficient de siI!lple parenté (femelle) c'est-à-dire la
probabilité de tirer au hasard un ~~ne feQelle de X, K~ et un eène femelle
I.
A
y 1 A XY, j' te s que .il.i soit identique ~ ~:J
soit Rpipj = Prob.{X et Y reçoivent par voie paternelle un couple de 2ènes ~cnn6
A . ~ jlpl. p
et $ = IR i .p PJ
soit R' im. = Prob.{X et Y reçoivent par voie naternelle un couple de gènes donné
m J
A i A .1
m I!1J
et $' = IR'
mimj
$ et $' représentent respectivement les coefficients de double parenté (mâle et
femelle) c'est-à-dire la probabilité de tirer un couple de gènes mâles (ou
femelle) de X, ~~ A~ et un couple de gènes mâles (ou femelle) de Y, ~ A~ tels
X X , Y Yque Ai Aj soit identique a Ak Al •
r---- -
~. ~'t ~. ~' sont des coefficients qui déterminent le lien de parenté entre les
parents de X et Y et par conséquent le lien de parenté entre X et Y eux oêmes.
La décomposition de la covariance entre les valeurs eénotypiques de X
et Y va être faite en fonction de ces coefficients.
Soient GX et ~Y les valeurs génotypiques de v et Y. On désigne eénéra-
lement par cov(XY) la covariance entre GX et Gy'
G = ~ + a + a + a + a + S + S + Sv
X X xPl "-"'P2 xml xo2 xPlXP2 XPlxml "Pl Xë12
a représente l'effet additif du ~ène xPl ; un des de~~ gènes reçus par X de
XPI
son père.
S représente l'effet digénique spécifique aux gènes xPl et xP2 (ou effet
XPlxP 2
d'interaction entre les cènes xPl et =~2)'
etc •••••
Pour sinplifier on peut écrire r,v sous la fome
.-.
et de la même façon ~our Gy
G = ~ + La + LB + LY + Qy Y Y Y Y Y Y Y V v y vi i j i j 1: . i- j 1<-' 1
cov(XY) = E{(GX - ~x)(Gy - ~Y)}
= LE{a a } +LE{a S } +LE{a y } + LE{a Q }
xi Yj xi YjYk xi YjYkYl xi YjYkYlYm
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+ 'E{y Y } + 'E{y 6 }
l.. 'xxx. YYY LXXx. yyYYij K lnn ij K ln-np
+ 2E{6 a } + LE{ê B}
xixjx. xl y x,:=,x1xl y yK n l.J< Dn
+ 2E{6 y } + E{ê 6 }
XiXjx,xl y y y x i x j x1-xl y y y yK nnp ,onpq
Hnis nous avons vu nu parngrnphe 3 que pour if:. j :
E{a.a.} = 0
l. J
2E{a a } =
x. y.
l. J
E{Bi .B'l} = 0 etc •••J J-:
= 2LProb (x = y ) + Prob (x = y ) Il 0 2pp n n4J1_
puisque les ~èncs de source paternelle sont inèêpendants des zènes de source
oaternclle.
2E{a a } = (~ + ~') l 0 2
x. y. 4 !I.
l. J
d'après ln rcoarque ci-dessus 2E{a B } = a
xi YjYl:
2E{a y } = 0
xi YjYkYl
2E{a 6 } = 0
·x. Y'YkY1Yl. J TI
= [IProb(x x = y y ) + Prob (xP 1XP2 = :,'P 1YP 2)po pm
+ prob(xol xo2 = yr.11 yn2)] ~ aJ
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LE{S ô } = 0
xixj YkY1YnYn
LE{yx.x ~ Yy y y } = [LProb(xp = Yp ' xo1xrn2 = yn1ym2) +~jl< lmn
= [LProb(xp = Yp ) Prob(xm1xoZ = yn1ymZ) +
LProb(xn = Yn) Prob(XP1xP2 = YP1YPZ)] ~ cri
'E{y Y } = (~w' + ~IW) -41 crT2L. x.x.x. y y y '1'~Jl< lmn
E{ô ô }
x .x . x. xl y y y y~Jl< onpCl
d'où finaleoent
cov(XY)
2°) Cas de deux loci
Si on considère un carnctè~e dépendant de deux loci les eénotypes
de deux individus X et Y, pour lesquels on fait les nêmes hypothèses que pour
le cas d'un locus s'écrivent respectiveMent:
r- 46 -
G = lJ +X X
•••••••••••••
+ 000 •• 0 •• + (00). x .. 'V X X X. x
xil j Ck1"-n- i2 j 2 K2 12
la formule est analogue pour Gy
on v~ exnminer successivement les différents te~es de Cov(XY) en SOr.mk~nt les
termes analo~ues
cette expression a été calculée dans le cas d'un locus on a ~onc
1 2 ]
+4'°1\(2)
Tous les termes conprenant des pnr~lètres des deux loci différents
sont nuls puisque les deux loci ont des séries nllèliques indépenè-antes. Pour
un mêoe locus on a vu précedemnent 1ue les espérances nathr.natiqucs des ternes con-
tenant des par~ètres différents (tels que aS,ay,aô etc ••••• ) sont nulles.
Les ternes suivants non nuls sont ceux des sOI:lI:les
LE{S S }
x. x. y. Yj1.a J a 1.a a
(pour a = 1 a = 2)
qui ont été calculées dans le cas d'un locus.
on Do donc
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Pour les autres ternes de ln dooinnnce le calcul est ~naloBue ; ils
se décomposent en une variance pour le preoier locus et une variance pour le
second que lV on réunit en une variance totale conce on l va défini dans le
paragraphe ,.... 'l"..... '. .
Pour les ternes de lVépistasie on a comoe précédennent des ternes
nuls. Les ternes cooprennnt des paranètres des deux loci différents sont nuls.
les ternes comprenant des paranètres différents sont nuls.
=
et en fais8nt de mêoe pour toutes les sonmes on obtient :
0 2 0 2 0 2
cov(XY) = ($+$') ~ + ($$v + ~ + ~') -% + ($~v + $v~) -i
La forou1e se généralise sous la forne suivante pour n loci
cov (XY) = l (<P:<P' ) r
O<r,s,p,q<n
l<r+s+p+q<n
E - Calcul des coefficients (<P,<P',W et W') de pnrcnté
Soit F le coefficient de consnn~inité de la population étudiée. Les
coefficients de parenté ~, W, <p' et ~' dépendent évidennent de F. On étudiera
le cas où F = O.
On étudiera successivenent les différentes relations de parenté cxistnnt
dans la table dia11èle.
Relation parent-enfant
Les génotypes de X ct Y, X étant le père de Y, sont respectivenent
(x x' x x') et (y y' y y')
~pDn ppnn
= y ) + Prob(x = y') + Prob(x' = yV)ppp p p
+ Prob(x = y ) + Prob(x' = y ) + Prob(x = y') + Prob(x' = y')
m p D P m p p
1Prob (xp = yp) =4 puisque yp est l'un des quatre gènes xp ' x;, xn ' x~
Il en est de mêne pour toutes les probabilités qui COD~osent <P donc
1
<P = 8 x 4 <P = 2
On a supposé que la mère de X et la nère de Y sont indépendantes donc <p' = 0
~ = Prob(x XV = Y y') + Prob(x x = y yV) + Prob(x x' = y yV) +ppp p p n ppp n p p
Prob(x x' = '1 y')P P J p P
parmi x , x', x
m
'p p x' •m
+ Prob(x'x' = y y') + ~rob(x x' = y y')pI"'.. pp mm pp
puisque x x' est l'un des six couples de gènes prisp p
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~' étant nul ~' l'est aussi.
d'où finalement ~ = 2, ~ = l, ~' = 0, ~' = O.
Relation entre frères
X·et y sont frères
Soit abcd le eénotype du père de X et Y
Prob(x = y )p p = Prob(x = ap
+ Prot(x = d , Y
p P
1 1 1
= ('4 x '4 ) x 4 = '4
= d)
= b) + Prob(x = c ,y = c)p p
Il en est de même pour les autres probabilités donc ~ = 1.
La relation de parenté étant symétrique : ~' = 1.
~ = Prob(x x' = y y')ppp P
Il existe 36 couples x x' , y y' possibles qui peuvent être (ab, ab) (ab~ nc)ppp p
(ad, bc) etc ••• 0 • donc :
d'où finalement ~ = 1, ~ = ~ , ~' = 1, ~' = ~ •
Relation demi-frères
X et Y sont ici demi-frères
Le calcul est analogue au cas précédent pour ~ et ~ • 1, ~ = 1, ~ = (;
Les mères sont indépendantes ~' = ~' = 0
;




Re1nticn cj> cj> V : ljJ ljJ'
Pnrent-enfnnt 2 0 1 0
1 1 1 1Frères G D
Demi-Frères 1 0 1D 0
On obtient les trois expressions des covariances
Cov(po) 1 02 1 +1:. 02 1 02 1 2=- + - 02 +n + 36 °DD + ••••• 0 ••2 A 6 D 4 AA AD
1 02
? 1 +1- 02 1 02 1 1 + 1 2 4 2Cov(FS) = - + .::. 02 + - 02 +- + - 02 + - 022 A 9 D 12 T 36 Q 4 AA 9 /\1) 24 AT TI °AQ + sr °DD
1 2 1 2 1 2 1 2 +.l....- 2+54' °DT +m °nQ + 144 oTT + 432 °TQ 1296 0QQ + o ••••••
1 1 1 1 2 1Cov(HS) =- 02 + - 02 + - 02 + 144 °AD +-02 + •••••••4 A 36 n 16 !lA 1296 DD
F - Etude d'une population tétraploïde après une génération d'autofécondation
Soit F le coefficient de consanguinité de la population initiale, de
moyenne ~ et p~, p~, p~, p~, p~ les fréquences des cinq structures génotypiques,
monogénique, di8éniquc (simplex et duplex), trigénique, tétragéniquc o
F1 est
Après une génération d'autofécondation le coefficient de consanguinité
5(1 - F
o
) 6 = (1 - F1) et les fréquences des cinq structures :








































1 l r pO la 136 -0
1
2 a 1'09 -1
l 1
'00
lf 6 XI - 2
1
1
1 4 1 pO
2 '6 j 3
1
1 1a 6" 1 pOl 4
"








= a pO = 1a 1 2 3 4
ce qui entra~ne pl = .,,1 = a0 '1
pl 1 ,,1 1 pl = 1.= - = -2 6 -3 3 4 6
seules les structures digéniques (~up1ex), trigénique. et tétragénique sont
- - d f- 1 2 1 . trepresentees avec es requences 6 '3 et 6 respect~vemen.
1°) Uoyenne de la population
a) Cas d'un locus
En utilisant le même modèle que précedemment on peut décomposer la
valeur génotypique des différentes structures.
En revenant aux définitions des paramètres on voit que E{Sii} et E{oiijj} ne
sont pas nuls, en effet:
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8 .. = v~ <I pA )2
11 1 s S
S
mais
qui n'est pas nul
Eh ... }
11J
car l p.v. = 0j J J
E{Yi .. 1 }= ~ + E{8 .. }1J 1<' 11
+ y jkl + Ôijkl
La moyenne de la population est donc :
- 54 -
b) Cas de deux loci
Les calculs se font simplement, cn supposant que les paramètres Bii
et Ôiijj ont même moyenne pour les deux loci.
La décomposition de Yiijk.llnn est facile mais longue on notera seulement le
résultat
Pour la structure tétraeénique il est évident que l'espérance nathérnatique de la
valeur génotypique est ~.
1~I =-6 (~ + 4E{B .. } + 2E{ô i · .. } + 4E{(BS) .. Il} + 4E{(8 Ô)·i Il } + E{(ôô)i··· Il })11 1JJ 11. 1. mm 1JJ. ~
1
+ -6 E{(ôô) .... Il }11JJ, mm
2°) Variance de la population
a) Cas d'un locus
121
= 6 E{(Yiijj - ~)2} + 3 E{(Yiijk - ~)2} + 6 E{(Yijkl - ~)2}
,-------- --------~----------- -- - - --
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Et en recar~uant ~ue E{(Y" kl - W)2} = a2- - ~J • G
a~ = ~ a~ + ~ E{(Yiijj - W)2} + ~ E{(Yiijk - W)2} - (PI - p)2
Le calcul des différents termes de a~ est 10n8 mais ne présente pas de
difficultés. Les résultats sont les suivants :
+ 2E(a·/3·i) + 4E(a.y ... ) + 8E(/3"Yii·) + 2E(Sjkôi"l)~ ~ J HJ ~J J ~J .:
+ 4E(y, 'kô 'i'k)~J ~ J .
- 56 -
Dioù en réunissant les différents ternes, l'expression de la variance génétique
de la population des descendants d 1 autofécondation :
et après sinplification
4 32 4 4 4
+ -3 E(u.o· i ··) + --3 E(Si· Y... ) + -3 E(S .. o·ij·) + -3 E(S·ko .. ·k) + -3 E(S··Y···)~ ~ JJ J 11J ~J ~ J J 11J ~~ JJ ~
2 4 4 G 2[ J+ -3 E(S .. oi···) + -3 E(y ...y ... ) + -3 E(y ... oi· .. ) + -3 E(y. ·l 0 ·i·k) - -3 E(Sii) 2~~ ~JJ 11J JJ~ 11J ~JJ ~J': ~ .:1 _
b) Cas de deux loci
(J~ = ~ (J~ - (].lI - ].l)2 + ~ E{(Yiijj ,1lr.Jr.l)2} + ; E{ (Yiij!:,llnn)2} avec
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en utilisant ln même méthode que précedemneut qui est simple mais longue on
aboutit au résultat suivant en ne tenant compte que de termes entrant dans la
décooposition de ln variance Bénétiquc (voir annexe 10 pour les autres tcrôes).
0 2 = 1. 0 2 + 128:', 0n2 + i 0 2 + .1 0 2 + 1. 0 2 + 1l 0 2 + 1. 0 2 + 61 o'~"". + .,,-_777 0n2 Dl 2 :l T 6 Q 3 M 9!JJ 6 AT ' v
29 2 +.1 02 5 2 +.1 02 1 2
+ ï2 OnT 6 DQ + G oTT ~ TQ + G 0QQ + ••••••••••••
3°) Covariances entre apparentés
j
n) Cas d'un locus
~ Covariance entre frères : cov(FS)I
C'est la covariance entre les mesures de deux descendants d'un même individu
autofécondé.
Le résultat est le suiv~t :
Cov(r.S) = 0 2 +~ 0 2 + 41, 0T2 + 1- 0 2
- l !I. 36 n 3G Q
3 10 5
+ 4 E(BiiS jj ) + ~ E(BijYiij) + E(SiiYjji) + 18 E(SijOiijj)
+ 1~ E(BjkOUjk) + -h- E(BUOiijj ) + t E(Yfij) + ; E(YiijYjji)
+ tr E(YijjOI:kij) + 2ié E(otijj) + h E(Oiijk) + 17 E(oiijkOjjik)
+ -h- E(oiijj °ijkk) + 2iG E(OUjj 0kkU) - ~(f\i) + ~ E~Oiijj)J 2
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~ Covariance entre deci-frères : cov(HS)I
C'est ln covariance entre ln mesure d'un descendant d'un individu l nutofécondé
et la mesure d'un descend~nt du croisement de l pnr un ~utre individu.
Le résultat est le suivant :
111 1
CoV(HS)I = 6 o~ + 3G o~ + 2 E(aiBii) + E(aiYijj) + 3 E(BijYiij)
+ ;6 E(Bij'\ijj) + ~ E(Rjk(\ij!.) - [E(Bu ) + ~ E(Oiijj)]2
mL~ Covariance parent-enfant : cov(PO)I
C'est la covariance entre les mesures d'un individu et l'un de ces descendnnts
par autofécondation.
Le résultat est le suivant :
b) Cas de deux loci
Ici seuls les termes entrant dans la décomposition de ln variance
génétique ont été calculés.
~ Covariance entre frères: cov(FS)I
~2 25 2 1 2 1 2 13 2 29 ~2 31 2
Cov(FS)I = VA + 36 on + 4' °T + 36 0Q + ï2 °M + 36 v AD + 108 °AT
+ ••••••••
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~ Covariance entre demi-frères cov(HS)I
() l 2 l 2 7 2 7 2 29 2Cov HS l =Gal\. + 36 aD + 24 a/11. + n aAD + bZi'S' aDn + •••••••••••
~ Covariance parent-enfant cov(PO) l
+ •••••••••
Nous avons étudié la décomposition des différentes covariances entre
apparentés dans les populations des hybrides, des parents et des descendants
dVautofecondations, une tentative d'utilisation de ces résultats, joints aux
tableaux dVanalysc de variance, va être IVobjet de la seconde partie.
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DEUXIEME PARTIE Application à l'étude d'une population allogame autotétraploïde
La luzerne du fuits.
l - PRINCIPES
Les considérations théoriques développées dans la première partie vont nous per-
mettre d'étudier dans un premier temps les aptitudes à la combinaison, les effets récipro-
ques et les effets maternels d'un échantillon aléatoire d'une population de plantes alloga-
mes autotétraplordes.
Dans un second temps, moyennant un certain nombre d'hypothèses restrictives, nous
pourrons essayer d'apprécier la variabilité des effets géniques.
A) L'étude des aptitudes à la combinaison des effets réciproques et effets mater-
nels se font à l'aide des tableaux II, III, IV, V (1ère PARTIE).
BJ Appréciation de la variabilité des effets géniques.
Nous avons obtenu la décomposition de n variances et covariances en fonction des
composants de la variance génétique :
2 2 2 2 2 2
crA 11 cr D 1 cr T • crQ • cril t cr AD ••••••••
Nous pouvons écrire :
z. = a.
1. 1.
Nous avons vu que, pour les Z. calculés à partir des autofécondations, d'autres
1.
termes entrent dans la décomposition. Ce sont les termes qui tiennent compte des interactions
entre allèles identiques; nous allons supposer que ces termes interviennent peu. En effet les
interactions entre allèles identiques peuvent en première approximation ~tre supposés négli-
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geables ce qui biologiquement peut se concevoir; cette hypothèse (1) peut évidemment ~tre
contestée, il est possible que les résultats nous conduisent à refuser cette éventualité.
Nous allons, en faisant l'hypothèse (1), estimer dans un premier temps les quatre
composants d'additivité et de dominance à l'aide des quatre premières équations. Ensuite, à
l'aide des huit équations, nous essaierons d'estimer en plus les deux premières composantes
de l'épistasie ( ah et ak) qui d'après DUDLEY (1963) semblent ~tre les plus importantes.
Dans ces deux cas, pour obtenir des composants de la variance génétique, la mé-
thode sera la suivante :






La résolution du système de n équations à n inconnues donnera des estimations des





qui rendent minimum les en utilisant la méthode desEi
soit Zle vecteur colonne ayant pour composants les
.flla matrice des aij (variables indépendantes)
(J le vecteur colonne ayant pour composants les
[le vecteur colonne ayant pour composants les
Nous pouvons écrire :
Zi; (variables dépendantes);
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et la solution matricielle des équations normales est
=
II - MATERIEL ET METHODES
L'expérience a été menée à la Station d'Amélioration des Plantes Fourragères de
Lusignan (I.N.R.A.).
10) Choix de la population
Le choix de la population a été fait en fonction des hypothèses définies dans le
modèle génétique (1ère partie III-A). On peut considérer que les cinq hypothèses nécessaires
aux calculs sont approximativement vérifiées pour le matériel végétal choisi: la luzerne du
puits.
l - Ségrégation chromosomique
La constitution de la luzerne est fortement autotétraplorde (DEMitRLY, 1963). Ceci
ne fait pour ainsi dire plus aucun doute. La ségrégation est chromosomique a=O: il est peu
vraisemblable que tous les gènes conditionnant le caractère soient situés dans une zone pro-
che du centromère. On doit donc penser que dans certains cas, ct prend une valeur non nulle;
quoiqu'il en soit, les modifications apportées aux résultats en faisant l'hypothèse de ségré-
gation chromatidique ne sont jamais très importantes.
2 - Epistasie quelconque et absence de linkage :
Là encore, l' hypothèse est simplificatrice mais la luzerne ayant 32 chromosomes
(n =8) les probabilités de linkage sont relativement limitées.
3 - Nombre d'allèles quelconques à chaque locus.
4 - Parents consanguins ou non issus d'une population panmictique sans sélection à l'équilibre
La population de luzerne du Puits étant en multiplication depuis plusieurs armées,
- G3 -
on peut supposer qu'elle est en panmixie à l'équilibre, ou du moins que les déviations à la
panmixie ne peuvent changer dDns de grmldes proportions la variance génétique.
D'autre part, la luzerne étant une plante allogame, le pourcentage d'autoféconda-
tions au cours des générations de multiplications ne peut entratI1er de déviations à la pan-
mixie plus importante que celle due au hasard.
On peut donc considérer la population en panmixie à l'équilibre.
5 - Pas d'interaction génotype x environnement :
Les conditions de l'expérience sont telles que l'on peut considérer le milieu suf-
fisamment homogène pour que l'interaction génotype x environnement soit négligeable.
20) L'obtention du matériel.
Un échantillon de 10 plantes a été tiré au hasard de la population du Puits de la
pépinière du domaine du ch~ne. Les 90 croisements entre les 10 plantes et autofécondations
ont été réalisés. La pollinisation a été faite à la main avec une lame de verre, en trans-
portant le pollen d'une inflorescence à l'autre. Avec cette technique, on obtient 97 %de fé-.
condations croisées en apportant un excès de pollen étranger sans qu'il soit nécessaire de
pratiquer la castration. Les autofécondations sont faites simplement en déclanchant les
fleurs avec la lame de verre.
3°) Plan d'expérience
10
L'essai comporte 6 blocs complets randomisés, soit 6 répétitions de plantes par
traitement, il Y a 114 traitements répartis comme suit : 90 croisements, 10 autofécondations,
10 parents bouturés, l'échantillon de graines et l'échantillon de boutures de la population
d'origine. Les quatre derniers échantillons sont mis en place pour servir de référence. Cha-
que traitement est représenté par une ligne de 10 plantes. La culture sans sol en serre
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(DElVIARLY et CHESNEAUX - 1966) a permis de réduire au minimum la place prise par l'essai et
de maintenir constantes les conditions de température, d'éclairage et de nutrition. L'essai
a été installé dans des bacs en fibro-ciment remplis à partir du bas de lits successifs de
cailloux, gravier, sable grossier et sable fin, de façon à permettre l'alimentation des
plantes par sub-irrigation; un réservoir muni d'une pompe permet la montée d'une solution
nutritive deux fois par jour, avec trop plein, contrale automatique de niveau et retour dans
le réservoir par gravité, après drainage à travers le sable. La source de lumière était cons-
tituée de lampes situées au-dessus de chaque bac, commandées automatiquement de façon à pla-
cer les plantes en jour continu. Les plantules ont été mises en place dans les bacs après
prégermination en boite de Pétri. L'essai est resté en place environ 6 semaines, la coupe a
été faite plante par plante.
4°) Caractères étudiés
La sélection se fait en général sur le caractère le plus important des plantes,
c'est-à-dire la vigueur. Pour représenter le rendement, le poids de matière verte para1t le
mieux adapté, la hauteur et le nombre de feuilles sont en corrélation avec le rendement, tout
au moins au stade jeune où les mesures sont faites.
Les trois caractères choisis pour l'étude ont donc été le poids en vert, la hauteur
et le nombre de feuilles des plantes.
III - ANALYSE DES RESULTATS
A - Examen des tableaux
Le tableau ci-après contient les moyennes générales.
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Poids Hauteur Nb feuilles
Hybrides 2,422 13,25 6,19
Population 2,184 12,60 5,89
Auto- 1,773 Il,11 5,86
fécondations
Un test de comparaison des moyennes pour chaque caractère montre que la moyenne
des hybrides ne diffère pas significativement de la moyenne de la population, mais elle est
significativement supérieure à la moyenne des descendants d'autofécondations.
Ceci montre que la population est en équilibre en panmixie, et que l'effet "d'in-
breeding" est marqué.
1 0 ) Etude des hybrides
a) En annexe (12) les tableaux l, 2, 3,présentent pour les trois caractères
la table diallèle des moyennes des six blocs.
Dans l'ensemble de l'étude, les trois caractères se comportent de la même façon.
Nous allons donc examiner le poids; les conclusions restent pratiquement valables pour la
hauteur et pour le nombre de feuilles.
b) La décomposition aptitude générale, aptitude spécifique à la combinaison,
effets réciproques, montre que les trois variances 0 2 , 0 2 , ;., sont significativement diffé-g s r
rentes de zéro au risque de l %(tableau r). On peut donc calculer les estimations
.. 2 "" 2 .. 2
o g'O s,or' ainsi que les variances de ces estimations et les intervalles de confiance à
95 % (tableau II). Les variances ne sont là qu'à titre indicatif car les ""2cr ne sont pas
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des variables gaussiennes et le calcul des intervalles de confiance à partir de ces varian-
ces n'est pas possible. SCBEFFE (1959) donne les formules pour calculer par approximation
ces intervalles de confiance. Ce sont ces dernières qui ont été utilisées ici.
On peut remarquer que les limites de confiances sont relativement larges (0,02 à
0,3 pour l'estimation de la variance aptitude générale à la combinaison). L'utilisation de
l'estimation ponctuelle ne peut donc ~tre très précise, et se trouve de ce fait sujette à
caution. Les limites de confiance de l'estimation de la variance 0 2 sont plus proches l'une
s
de l'autre que celles de o~. Cette meilleure précision tient au fait que le nombre de de-
grés da liberté de 0 2 est supérieur à celui de 0 2 •
s g
c) Le tableau III présente la décomposition des effets réciproques. Les résultats
semblent un peu surprenants à première vue. En effet, cette nouvelle décomposition Challge
le sens donné aux paramètres g et s. Nous voyons que m. effet maternel et r! . appelé effet
1 1J
réciproque résiduel prélèvent une grande partie des effets aptitude générale et aptitude
spécifique à la combinaison. Ces derniers deviennent alors non significativement différents
de zéro. L'interprétation de ces nouvelles variables est très difficile. Il est possible
qu'en voulant dégager trop d'informations, on aboutisse à la chose suivante, les nouveaux
effets de l'aptitude à la combinaison n'ont plus de sens.
On peut remarquer aussi que le test F de AGe est un test approximatif, ce qui peut
~tre une cause d'imprécision. La présence d'un effet paternel, qui a déjà été remarquée dans
d'autres études, mais qui est difficilement explicable, n'est pas exclue. On a voulu étendre




ANALYSE DE LI. V.l.RIANCE SUR LES MOYENNES Pi~.RCELLAlRES
Caractère : poids en vert (dg) m = 2,422
Variation d.d.l. Somme des caITés Carré moyen F(cl.d.l.)
Blocs 5 435 fJ7
Croisements 89 253 2,843 4,95 5{89-445)
ES
Résiduelle 445 255 0,574
Totale 529 943
a = 0,758 cv. = 31,30 %
Variation d.d.l. Somme des caITés Carré moyen F(d.d.l.)
Blocs 5 435
AOO 9 77 8,562 4,43 (9-35 )
liS
ASC 35 68 1,931 3,36 (35-445)
ES
Effets récipro. 45 108 2,409 4,20 (45-445)
ES
Résiduelle 445 255 0,574
Totale 539 943
r------------- .-----------.-------------- ------- _
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Tlù3LEAU II
IIilTERVil.LLES DE CONFIiiNCE A 95 %
Caractère poids en vert
Estimation Limite Limiteinférieure supérieure
'"
&2 0,06907 0,02000 0,27696g
"'2 0,11308 0,05752 0,22665crs
.... 2 0,15292 0,09346 0,27247cr
r
V;:..RL\NCES DES ESTIMù.TIONS







DECOMPOSITION DES EFFETS Mf,.TERNELS







AGC 9 77 8,562 0,65 NS
ASC 35 68 1,931 1,14 NS
(35-36)
Effets mat. 9 47 5,222 , 3,08 HS
( 9-36)
Réciproques 36 61 1,694 2,95 HS
résiduelles (36-445)





d) Le tableau IV montre la décomposition "entre lt et "intra" parcelles. Le carré
moyen intraparcelles nous permet de calculer la variance génétique de la population d'origine
associée à une variance d'environnement individuelle , cr ~
Le tableau V résume les résultats déduits des calculs précédents. La cov(HS)
est faible, ce qui ne montre pas d'effet maternel très marqué et qui peut approuver l'utili-
sation des premiers calculs pour l'estimation de
2 0 ) Etude des clones




Variation d.d.l. Somme des carrés Carré moyen
Entre-parcelles 539 8225





ESTIJ:V1.\.TIONS DES V,'Jill\NCES ET COVl>.RI1iNCES DEDUITES DE L'ETUDE DES HYBRIDES
Estimation Poids Hauteur Nombre de feuilles
a2 1,67786 23,59290 1,216051
a2 0,80007 16,72268 0,85619
2
a2 0,57303 8 f l0112 0,33034
e
Cov(HS) 0,06907 2,72661 0,17880
Cov(FS) 0,32768 7,64985 0,41749
a2 + a2 2,08200 32,21446 1,74190g f
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sidu, faite sur les totaux des deux coupes effectuées à un mois d'intervalle. Le test F mon-
tre que la variance entre clones est significativement différente de zéro. Représente-t-elle
effectivement la variance génétique de la population ?
La variance génétique calculée à partir de graines et la variance entre clones
sont du m~me ordre pour le poids et très différentes pour la hauteur et le nombre de feuilles.
Ceci peut en partie s'expliquer par le fait que la quantité de matière fratche synthétisée
est sous contr$le génétique direct dans chaque génotype bouturé mais Si exprime différemment
par des composantes biologiques telles que la hauteur et le nombre de feuilles très sensi-
bles à la différenciation de l'élément bouturé.
Les variances intraparcellaires (tableau VI bis) ~emblent confirmer ces hypothèses",
3°) Etude des a.utofécondations.
Les deux tableaux VIII nous permettent (voir 1ère partie) de calculer des estima-
tions de ai + t a~ et cov(FS)I - i a~.
Là encore, il n'est pas possible de séparer cri et cov(FS)I de cr~, variance d'en-
vironnement individuel.
40) Etude faisant intervenir hybrides. clones. autofécondations.
Ces calculs sont ceux des covariances parent-enfant, parent et sa descendance is-
sue d'autofécondations, demi-frères (descendant d'autofécondations et hybride ayant un parent
commun). Ils sont faï ts directement sur les moyennes. Les résultats sont rassemblés dans le
tableau IX avec tous les précédents.
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TlI.B1El~U VI
;,.N!I.1YSE DE Lli V~'..RIlùlfCE ENTRE CLONES
~
Variation d.d.1. Somme des carrés Carré moyen F
Blocs 3 2,12835
Clones 9 43,32781 4,70309 13,357
HS




e = 0,59339 m = 2,8995
TABLEAU VI Bis
cv = 20,52 %
VARIlJifCE INTRlI.Pb.RCELLE CLONES
Poids Hauteur Nb de feuilles
1ère coupe 0,44262 65,12344 1,52188
2ème coupe 1,09386 84,34350 2,13640
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Tl~BLEAU VII
T.ABL&\.U RECAPITULATIF DES C.iliCULS EFFECTUES SUR LES CLONES
~paramètre Poids Hauteur nb feuilles
Moyenne des clous 1,4457 31,326 6,487
Estimation de la
variance entre 0,271936 46,269750 0,542625
clones
Le calcul est fait sur les moyennes de parcelles ayant en moyenne 8,17 plantes






Variation d.d.l. Somme des carrés Carré moyen F
Blocs 5 15,65046
Plantes 9 17,83170 1,9813 4,38
S




écart type = 0,6719
cv = 37,8 %
Variation d.d.l. Somme des carrés Carré moyen
entre-parcelles 59 376,5882
intra-parcelle 360 200,2695 0,5563
Totale 1 419 576,8577
1 ,
r- 75 -
B - Essai d'appréciation des composants de la variance génétique
Le tableau X résume les coefficients des différents composants de la variance gé-
nétique dans les décompositions des val"iances et covariances.
2 2 2 2
L'utilisation des quatre premières équations pour l'estimation de (1'A' aD' 0T,a Q'
donne les résultats rassemblés au tableau XI.
2 222 2 2
L'utilisation des 8 équations pour l'estimation de 0A' aD' Cir' °Q' a M,oAD' donne
les résultats rassemblés au tableau XII.
Nous allons examiner ce qui ressort de cette expérience. Si l'examen des chiffres
ne pennet pas de tirer des conclusions sur le plan biologique ~ en ce qui concerne cette é-
tude particulière, le modèle mathématique demeure cependant parfaitement valable et peut
être repris pour d'autres études dont le support expérilnental permettrait de récolter des
données plus fines.
La répétition de cette expérience sur plusieurs échantillons de cette m@me popula-
tion, en contr61ant de plus en plus finement les causes d'incertitudes, notamment par une
étude préalable du bouturage, permettrait de vérifier si les résultats sont constants ou
non dans leur ensemble.
Dans le tableau XI, on peut penser que le fait d ' avoir trouvé des composants néga-
tifs, entraf11e la présence d'épistasie. Mais la maintenance de ces composants négatifs, lors-
qu'on ajoute les variances de l'épistasie (tableau XII), ayant semble-t-il plus d'importance
par rapport aux autres, ne nous éclaire pas sur la répartition des différentes variations
contenues dans la variance génétique.
Le fait de trouver des composants négatifs pourrait permettre de penser qu'il faut
faire entrer d'autres termes dans la variance décomposition de la variance génétique. Mais
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ceci implique une expérience beaucoup plus importante, qui ferait intervenir des individus
ayant d1autres parentés que celles étudiées dans ce travail. Le nombre de relations de pa-
renté qui entrent dans l'analyse diallèle est limité, si on ne tient pas compte des indivi-
dus issus d'autofécondations, qui font intervenir des interactions entre allèles identiques
(ou isoactifs) sur lesquelles on trouve peu de renseignements. Dlautres types d'analyses a-
nalogues au diallèle ont été proposées: analyse triallèle, analyse "double cross hybrid".
(RAHLIUGS ct C0CKEPlL<Vf. 10 61-1962).
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TABLEAU IX
TABLEAU RECil.PlTULtlTIF DES ESTIH..'1.TIONS DES VARIANCES ET DES COViUill\NCES
Poids Hauteurs Nb de feuilles
Cov (liS) 0,06907 2,72661 0,17000
Cov (FS) O,3276r. 7,(j4935 ') ,[11749
2 2 2,08200 32,21446 1,74190
°G + Of
Cov (po) 0,09370 6,992Er1 0,1fJ727
Cov (liS)r 0,08374 3,96032 0,24958
Cov (PO)r 0,15454 9,56303 0,295fJ7
Cov (FS)r _l a2 0,17550 8,98104 0,426167 f
a2 + 2. a2 0,22186 7,41152 0,46670l 7 f
0 2 Clones 2,32175 378,0239 4,43320
8,17 moyenne harmonique des nombres de plantes par parcelles
.!
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Poids Hauteur Nb de feuilles
~ 0, 32072 9,36678 0,88553A
~ - 0,39996 13,85685 - 1,53297
cl- 3,53098 - 6,52662 4,48226T
a2
- 1,36974 15,51744 - 2,09292Q
Tl'J3LE!l.U XII
Poids Hauteur Nb de feuilles
2 0,517552 14,730580011. 0,909906
~ - 0,333425 - 9,369738 - 1,598968
~ - 1,467283 - 12,045534 - 0,445180
d2 3,111294 36,797609 2,185345
Q
0 2 - 0,162419 5,720519 0,353719
Ait





Dans le cas des plantes allogames, le but est dl amener un progrès génétique en
m~me temps que d'aboutir à un matériel végétal présentant une homogénéité de comportement
qui permette d'envisager des applications pratiques sur le plan agricole. Ces buts seront
atteints d'autant plus rapidement que les génotypes seront mieux appréciés.
Le progrès de la sélection est conditionné par l'étendue de la variabilité géné-
tique. L'étude de la répartition de cette variabilité entre additivité, dominance, épista-
sie, doit donc contribuer à aider les biologistes qui sont concernés par l'amélioration des
plantes.
Les effets des gènes s'exprimant directement (additivité) ou par leurs interac-
tions (dominance et épistasie) ont la possibilité de se transmettre d'une génération à la
suivante. Les effets additifs, dont la variabilité est mesurée par la variance d'additivité
sont essentiellement dus aux allèles eux-m~mes, alors que les effets de dominance et d' é-
pistasie sont des propriétés de l'ensemble du génotype.
Il est bien évident que la contribution d'un individu au progrès de la sélection
(si sa performance est supérieure à la moyenne de la population) ne sera pas de m~me na-
ture selon qu'elle sera due à une plus grande additivité ou à un génotype particulier.
On voit donc l'intér~t pour la sélection de pouvoir dissocier ces différents ty-
pes d'action des gènes et d'en conn.a!tre leur variabilité.
La taille "p" de l'échantillon nécessaire à la réalisation des croisements dial-
lèles doit être selon la littérature supérieure à 10. DESSUREAUX (1960) pense qu'il fau-
drait prendre au moins 16 plantes pour obtenir des estimations valables. Le nombre de de-
- 31 -
grés de liberté de l' aptitude générale à la combinaison étant (p-l), il faudrait donc que
p soit le plus grand possible pour que la puissance de l'estimation soit bonne. Il va de soi
que les difficultés de la réalisation des croisements de la table diallèle complète croissent
également avec la taille de l'échantillon. Nous avons pris ici 10 plantes et l'obtention des
graines n'a pas été simple. Nous sommes cepelldant à la limite indiquée par les différents
auteurs consultés. La taille de l'échantillon un peu faible est 1me source de biais.
Une autre difficulté apparaN lorsqu'on augmente le nombre de plantes, celle du
test d'un grand nombre de croisements dans des conditions homogènes. En effet, l'interaction
génotype x milieu que l'on peut négliger lorsque la surface de l'essai n'est pas trop grande
devient non négligeable si l'on veut faire intervenir un nombre important de croisements,
l . 2 2es vanances Ge' Gf , en sont d'autant plus importantes.
L'estimation de la variance génétique est biaisée, qu'elle soit obtenue à partir
de la variance intraparcellaire des hybrides, ou qu'elle soit obtenue à partir de la varian-
ce entre clones. En effet, dans le premier cas elle ne peut ~tre dissociée de 2Gf , dans le
second l'interaction génotype x clonage est importante, surtout pour la hauteur des plantes.
Une autre source de biais de nature génétique est due au fait que la fécondation
n'est pas au hasard dans la population mais est faite systématiquement sur l'échantillon ti-
ré au hasard dans la population.
Enfin, les composants de l'épistasie d'ordre élevé ne sont peut-~tre pas négli-
geables, ce qui entra1ne une imprécision dans l'estimation des premiers composants de la va-
riance génétique.
Les difficultés rencontrées dans l'étude expérimentale seront certainement aplanies
dans l'avenir. Le but de ces quelques pages est d'apporter une aide mathématique aux biolo-
gistes, qui soit susceptible de faire progresser la sélection et de la rendre plus efficace.
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ANNEXES
2PLAN DES l\Nl\TEJŒS DE C.\LCUL
1. Estimation des paramètres du modèle l (groupe 3).
2. Calcul des espérances mathématiques des carrés moyens modèle l (Groupe 3).
3. Variances des estimations des paramètres modèle l (Groupe 3).
4. Calcul des espérances mathématiques des carrés moyens modèle II (groupe 3).
5. Calcul des variances des estimations des variances modèle II (groupe 3).
6. Expression de l'espérance mathématique d'un carré moyen.
7. Espérance mathématique du cnrré moyen intr3.parcellaire.
8. Variances et covariances des moyennes parcellaires.
9. Espérances des carrés moyens en fonction du modèle génétique.
10. Expression de la variance génétique d'une population tetraploXde après une génération
d'autofécondation.
Il. Formules approximatives des limites de confiance des estimations des variances.
12. Tableaux des moyennes.
13. Analyse de la variance sur les moyennes parcellaires.
14. Tableaux des intervalles de confiance des estimations des variances.
15. Tableaux des variances des estimations.
16. Décomposition des effets maternels.
17. Variances intraparcellaires.
18. Analyses de variance sur les clones.
19. Tableau des moyennes des clones.
20. Tableau des moyennes des autofécondations.
21. Tableaux des analyses de variance sur les autofécondations.
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