ABSTRACT
A manually driven Auger-type brick making [1] [3] machine developed by Dr. J. P. Modak is as shown in figure. The operator drives the flywheel (17) though chain (25) and a pair of gears (19, 20) . The chain drive is utilized for first stage transmission because the drive is required to be irreversible. This is achieved with the conventional bicycle drive with a free wheel (21). When the flywheel attains sufficient speed, the single jaw clutch (13, 15) is engaged. The clutch drives the auger screw through a pair of gears (9, 10) . The mix fed through hopper (3) . A cone (2) connects the drum (30) to the die (1) . The cone eliminates the rotary motion of the mix before it enters the die. The extracted column is collected in a detachable mould (4) . It is lined on the inside by Perspex to provide least resistance to motion of the column. The column is subsequently demoulded by placing it upside down on the platform. The mould is moved horizontally, leaving the column on the platform. About one or two hours after the column is laid on the platform, it becomes stiff enough to be cut by a cutter to form bricks of standard size. The following process variables were involved in the process of experimentation. [1] 
Experimental setup
The experimental setup [1] basically consists of a manually driven brick making machine with following facilities  Facility to change die, cone, auger, screw, blades and gears  Facility to mount the torque meter and to record process torque during extrusion process.  Facility to mount technogerators to record speeds of flywheel and auger screw.
Procedure of Experimentation
Initially the machine parameters were set as per the plan of experimentation. A homogeneous mix of lime-flyash-sand, in requisite proportion by weight, was prepared by adding suitable amount of water. The mix was soaked for 48 hours and was kept ready for use. To assure thorough mixing, die and cone machine were removed. Sufficient mix was fed into the hopper.
The flywheel was speeded up to 400 rpm and the clutch was engaged. The mix passes out of the barrel and is collected in the collector. The total prepared mix was circulated by using the procedure described above three to four times to assure thorough mixing. Now die and cone were bolted to machine. The mix was fed into the hopper. The flywheel was speeded up to 400 rpm and the clutch was engaged. The extruded brick column was collected in a detachable mould. The brick column was replaced in the hopper. This procedure was repeated five to ten times until an uncracked column of uniform length was obtained. Now the experimental set up was ready to record the observations.
Experimental observations and Empirical Model [11]
The experimental observations were recorded in tabulated form. As the variables involved were high in number dimensionless pi terms were evaluated. And an empirical model was generated to predict the experimental findings. The model was as follows.
IDENTIFICATION OF PROBLEM AND SELECTED APPROACH
The plots are drawn to see the prediction of experimental evidences by the traditional empirical model. The figures 2 to 8 evaluate and compare the results. Figures 2 to 8 clearly shows that the equation is not able to draw a continuous path through the experimental findings. As the previous equation derived stand no more to predict the desired experimental findings, it is forced to go for such a model which will be more reliable and realistic. The percentage error is of the order of 200 to 300%. In view of the fact that independent variables involved are high in numbers, it becomes a very tedious and inaccurate work to build an accurate mathematical model. ANN i.e. Artificial Neural Network has shown its strength in the field of learning and prediction of the desired results when the input variables are high in numbers [7] . Since the equation is not predicting the observed data correctly we cannot rely on the same for predicting the output for the unseen data. On the contrary, ANN model can give more reliable model for the same.
MODIFICATION IN EXISTING DATABASE
The experimental evidences developed during experimentation were very little in number. As a result experimental database was found to be insufficient for training and validation of the model generated though ANN simulation.
In order to develop ANN model, the existing database was modified and improved in magnitude by manoeuvring plots on the basis of present experimental evidences. The intermediate positions in the plot are positioned and noted [6] . This database generated is as follows. 
FORMULATION AND IMPLEMENTATION OF SEQUENTIAL MODELLING EVALUATION
Modelling a system through ANN simulation involves use of ANN parameters appropriately. A topology is nothing but the complete architecture of network formed through the use of ANN parameters [9] . The ANN parameters should be varied systematically in an attempt to identify best topology for a specified problem. The number of layers was restricted to two as the variables involved were high in number. A table for evaluation of modelling technique is formed as below [5] . The shaded column indicates the variation of that particular parameter and shaded row shows the slandered value of that parameter. The training for all programs are carried and results were plotted to see the outcome. The training with so many parameters gives fantastic diversified results which are presented in graphical form as follows. 
GRAPHICAL REPRESENTATION OF RESULTS AFTER TRAINING

Effect of variation training styles
 Figure 10 to 14 gives the results when training styles are changed.  The results are too bad with "trainb" & "trainc"  As a result it can be concluded that training styles affect the performance of network to great extent.
 It is been observed that back propagation training functions are better for fitting function and the performance seems superior with "trainlm"
Effect of variation of Performance Function
 Figure 14 to 16 displays the results with change of performance function  The change of performance function has shown little effect on prediction  Performance function "sse" has shown better results.
Effect of variation transfer function to hidden layer
 Figure 16 to 24 shows the outcome when transfer function to hidden layers was changed.  There are too many transfer functions to use and network has two hidden layers. Hence various combinations of these transfer functions were use to see the effect on performance.  It is been observed that the outer most layer with linear transfer function "purelin" gives better results  The combination of "logsig, tansig" transfer functions is found best for this case whereas "with "tansig, logsig" is worst.
Effect of variation of Learning Function
 Figure 24 to 28 put on view the results with variation of learning function.  It clearly shows the is very mild effect of variation learning function on performance of network  Out of those learning functions "learncon" & "traingd" were very closed  "learngd" is selected amongst them.
CONCLUSION
 The ANN simulation carried for HPFM operated Brick Making M/C gives satisfactory results  The simulation is carried out is much exhaustive  It includes almost all ANN parameters to see its effect on network performance  The error in neural prediction much smaller and of the average of 5-10 %
FUTURE SCOPE
 Prediction of ANN model may be compared with the available empirical model.  The best ANN model may be further used to develop another mathematical model.  The ANN model could be validated through unseen data.  This mathematical model then could be utilized to develop a physical controller.
