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в)   если, кроме того, ( ) 0,,0, →βδ→βδε  и ( ) ( )pCBd β+δ≥βδε , , где 
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Данная задача решалась методом (1) и хорошо известным в научной литературе ме-
тодом простой итерации 
 ( ) 0,
,0,,,1 =−α+= δδδδδ+ xAxyxx nnn .                                  (3) 
 
Здесь воспользовались правилом останова (2), выбрав уровень останова .5,1 δ=ε  Итак, 
при 33 105,1,10 −− ⋅=ε=δ для достижения оптимальной точности при счёте методом ите-
раций (1) потребовалось 10 итераций, при счете методом простой итерации (3) – 21 ите-
рация. При 44 105,1,10 −− ⋅=ε=δ  соответственно потребовалось 17 и 48 итераций. 
Пример счёта показал, что для достижения оптимальной точности метод итераций (1) 
требует примерно в 2,5 раза меньше итераций, чем метод простой итерации (3). 
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Пусть в гильбертовом пространстве Н требуется решить уравнение 
 
yAx =                                                                    (1) 
 
где −A ограниченный, самосопряженный, положительный оператор HHA →: , для кото-
рого нуль не является собственным значением. Причем ÀS∈0 , т. е. задача некорректна. 
Предполагается существование единственного решения х при точной правой части у. Для его 
отыскания предлагается итерационный метод 
 
.0,2)( 0221 =α−α+α−=+ xAyyxAEx nn                                (2) 
 
Правую часть уравнения (1), как это обычно бывает на практике, считаем известной 
приближённо, т.е. вместо у известно δ– приближение δ≤− δδ yyy , . Тогда итераци-







,1 =α−α+α−= δδδδδ+ xAyyxAEx nn                    (3) 
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Ниже, под сходимостью метода (3) понимается утверждение о том, что приближения (3) 
сколь угодно близко подходят к точному решению х уравнения (1) при подходящем вы-















В случае, когда нет сведений об истокообразной представимости точного решения 
( 0, >= szAx s ), затруднительно получить априорные оценки погрешности и априор-
ный момент останова. И, тем не менее, метод итераций (3) можно сделать вполне эф-
фективным, если воспользоваться энергетической нормой гильбертова пространства 
( )xAxx A ,= , где Hx ∈ . Покажем сходимость метода (3) в энергетической норме к 
решению (1) и получим для него априорные оценки погрешности в энергетической норме. 
Рассмотрим разность ( ) ( )δδ −+−=− ,, nnnn xxxxxx . Запишем первое слагаемое в 
виде ( ) ( ) xAEyAEAxx nnn 221 α−=α−=− − . 
Нетрудно показать, что 0→− nxx  в исходной норме гильбертова пространства Н 
при ∞→n , но скорость сходимости при этом может быть сколь угодно малой, и для её 
оценки необходимо предположить, что 0, >= szAx s . При использовании энергетиче-
ской нормы нам это предположение не понадобится. Действительно, с помощью инте-




, где AM =  и λE  
– соответствующая спектральная функция, имеем 








Оценив подынтегральные функции, получим при условии 
M4
50 ≤α<  оценку по-














α+α≤− −δ nnxnxx An .                        (4) 




=s  для точного решения. Более того, для сходимости 
∞→→− δ nxx An ,0, , достаточно, чтобы 0,,0 →δ∞→→δ nn .  
Оптимизируем оценку (4) по n. Для этого при заданном δ  найдём такое значение 
числа итераций n , при котором оценка погрешности становится минимальной. При-
равняв нулю производную по n от правой части неравенства (4), получим 
( ) ( ) xen 121121oïò 22735 −−−− δα= . Подставив oптn  в оценку (4), найдём её опти-
мальное значение 
 
( ) ( ) 4/12/141oïò
,
22735 −δ δ≤− exxx An .                          (5) 
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Замечание. Из неравенства (5) вытекает, что оптимальная оценка погрешности 
не зависит от параметра α . Но onmn  зависит от α  и, поэтому для уменьшения n и, 
значит, объема вычислительной работы следует брать α  возможно большим, удов-
летворяющим условию 
M4
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В работе [1] указаны условия существования и единственности решения аналога за-
дачи Коши для дифференциального уравнения 
 
),,()( yxfy =α             (1) 
 
где 10 << α , найдена оценка приближения решения уравнения (1) решением специ-
ально построенного, с помощью линейных методов суммирования интегралов Фурье, 
операторного уравнения типа Абеля-Гаммерштейна.  
Пусть Π  параллелепипед в 4R вида: { }2,0,,0|),,,(: )(0)()(04)2()1()0( =+≤≤−≤≤∈=Π jhyyhylxyyyx jjjjj  R , 
где )2,0(, =∈ + jhl j R , RaΠ:f  заданная, абсолютно интегрируемая по параллеле-
пипеду Π  функция. 
Через );0()2( lL f  обозначим класс дважды дифференцируемых на отрезке ];0[ l  функ-
ций )(xyy =  с абсолютно непрерывной производной ''y , и таких, что функция 
))(''',),(''),('),(,( xyxyxyxyxf  абсолютно непрерывна на отрезке [0, l]. Нетрудно ви-










j dxxyy , 
);0()2( lL f  является банаховым пространством.  
Рассмотрим задачу нахождения функции )(xyy =  класса );0()2( lL f , удовлетворяю-
щей нелинейному дифференциальному уравнению, с дробной старшей производной 
 
)''','',',,()( yyyyxfy =α , 32 << α ,   (2) 
 
и начальным условиям 
0)0(  ,0)0(  ,0)0( )2()2()1( === −−− ααα yyy .      (3) 
 
Теорема. Пусть функция RaΠ:f  абсолютно интегрируема на параллелепипеде 
Π  и существует 0>A , что для любых двух точек ),,,,( )3(1)2(1)1(1)0(11 yyyyxM  и 












jj yyAMfMf . 
 
