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This paper considers the problem of robust subspace recovery: given a set of N points in RD, if many
lie in a d-dimensional subspace, then can we recover the underlying subspace? We show that Tyler’s
M-estimator can be used to recover the underlying subspace, if the percentage of the inliers is larger than
d/D and the data points lie in general position. Empirically, Tyler’s M-estimator compares favorably
with other convex subspace recovery algorithms in both simulations and experiments on real data sets.
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1. Introduction
A fundamental problem in data analysis is to approximate a given data set by a subspace, i.e., sub-
space recovery. The standard approach for subspace recovery is Principal Component Analysis (PCA).
However, PCA is problematic when the given data set is corrupted with outliers. Therefore, it is impor-
tant to develop subspace recovery methods that are robust to outliers, and the purpose of this work is
to show that Tyler’s M-estimator has theoretical guarantees on robust subspace recovery and performs
well empirically.
1.1 Notation and conventions
Let X = {xi}Ni=1 ⊂ RD be a set of N points, and for technical reasons, we assume that X does not
contain the origin. For a d-dimensional subspace L, we define the projector matrix ΠL as the D×D
symmetric matrix such that Π 2L =ΠL, and the range of ΠL is L. We define PL as any D×d projection
matrix such that ΠL = PLPTL . While PL is not uniquely defined, different choices of PL will not affect
the results in the rest of the paper. We use L⊥ to denote the orthogonal subspace of L.
We use X ∩ L to express the set of points that lie both in X and the subspace L, and X \ L to
express the set of points that lie in X but not in the subspace L. We use |X | to denote the cardinality
of the setX , and S+(D), S++(D) to denote the set of D×D semi-positive definite matrices and the set
of D×D positive definite matrices.
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1.2 Tyler’s M-estimator
Tyler’s M-estimator [23] is defined by
Σ ∗ = arg min
tr(Σ)=1,Σ=ΣT ,Σ∈S++(D)
F(Σ), where (1.1)
F(Σ) =
1
N ∑x∈X
log(xTΣ−1x)+
1
D
logdet(Σ),
and [23] also gives the following iterative algorithm:
Σ (k+1) = ∑
x∈X
xxT
xTΣ (k)−1x
/ tr
(
∑
x∈X
xxT
xTΣ (k)−1x
)
. (1.2)
Historically, M-estimators are viewed as being a more general class than the MLE estimators, and
M-estimators of covariance [14, 9, 16] are motivated from the MLE estimators under the assumption that
data samples are i.i.d. drawn from the elliptical distribution C(ρ)e−ρ(xTΣ−1x)/
√
det(Σ), where C(ρ) is
a normalization constant. That is, M-estimator of covariance is defined as the minimizer of
1
N ∑x∈X
ρ(xTΣ−1x)+
1
2
logdet(Σ). (1.3)
Tyler’s M-estimator is a special case of the M-estimators of covariance with ρ(x) = D2 log(x), and
can be considered as the MLE estimator for the multivariate Student distribution with ν → 0 [15, page
187]. Due to the scale invariance property of F(Σ)
F(Σ) = F(cΣ), (1.4)
we enforce the condition tr(Σ) = 1 in (1.1) for the uniqueness of the minimizer.
Since the multivariate Student distribution
Γ [(ν+D)/2]
Γ (ν/2)νD/2piD/2
√
detΣ [1+ 1ν xTΣ−1x](ν+D)/2
is heavy-tailed, Tyler’s M-estimator is robust to outliers. Indeed, Tyler [23] showed that it is the “most
robust” estimator of the scatter matrix of an elliptical distribution in the sense of minimizing the max-
imum asymptotic variance. Therefore, we also expect it to perform well in robust subspace recovery.
Now we are ready to present our main results:
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Theorem 1.1 If there exists a d-dimensional subspace L∗ such that
|X ∩L∗|
|X | >
d
D
, (1.5)
and the points in the sets {PL∗x : x ∈ X ∩ L∗} ⊂ Rd and {PL⊥∗ x : x ∈ X \ L∗} ⊂ RD−d lie in gen-
eral position respectively (i.e., any k-dimensional linear subspace contains at most k points), then the
sequence Σ (k) generated by (1.2) converges to some Σˆ such that im(Σˆ) = L∗.
Theorem 1.1 is our main result on robust subspace recovery: if the inliers lie exactly on the subspace
L∗ and the percentage of inliers is larger than dim(L∗)/D, then with some other weak assumptions we
can recover L∗ by the range of limk→∞Σ (k). The requirement of “general position” is weak: for example,
it holds almost surely when we sample inliers from a distribution µ1 in L∗ and outliers from a distribution
µ0 in RD, where µ0(L) = 0 for any subspace L⊂ RD, and µ1(L′) = 0 for any subspace L′ ⊂ L∗.
One may wonder about the stability of Tyler’s M-estimator, that is, what if the inliers do not lie
on the subspace L∗ exactly? We will show that the span of the top dim(L∗) eigenvectors of Tyler’s
M-estimator is stable to noise and recovers L∗ approximately in Theorem 3.1.
We remark that generally, Tyler’s M-estimator has the following property (see [10, Theorem 2] and
[5, Proposition 1(a)]):
Theorem 1.2 If for all linear subspaces L we have
|X ∩L|
N
<
dim(L)
D
, (1.6)
then the solution of (1.1) exists and is unique, and the sequence Σ (k) generated by (1.2) converges to the
unique solution of (1.1).
The condition (1.6) is almost the “complement” of the condition (1.5) in Theorem 1.1. Therefore,
these two theorems together reveal a phase transition phenomenon at |X ∩L∗||X | =
d
D : with more inliers,
Tyler’s M-estimator becomes singular and its range recover the underlying subspace; with fewer inliers,
Tyler’s M-estimator is full-rank and does not have the property of exact subspace recovery. Additionally,
Theorem 3 in [10] also indicates that the existence of full-ranked Tyler’s M-estimator implies (1.6),
which complements Theorem 1.2 from a different direction.
1.3 Previous works
Robust subspace recovery has been studied in many works before. In particular, some works try to fit
the linear model by PCA after removing possible outliers [22, 25]. However, they lack strong theoret-
ical guarantees: the method in [22] minimizes a nonconvex objective function by a heuristic iterative
reweighted algorithm, which has no guarantee of the convergence to the minimizer. The theory in [25]
only guarantees exact recovery of the subspace when the percentage of of outliers converges to 0 asymp-
totically.
Some recent works on robust linear estimation [26, 17, 27, 13] apply the tool of convex optimization
and provide conditions for exact subspace recovery (similar to Theorem 1.1) as guarantee of perfor-
mance. In particular, this work is related to the algorithm proposed in [27], which is given by the
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iterative procedure
Q(k+1) =
(
∑
x∈X
xxT
‖Q(k)x‖
)−1
/ tr
((
∑
x∈X
xxT
‖Q(k)x‖
)−1)
. (1.7)
One can consider Q in (1.7) as “inverse covariance” and (1.7) is equivalent to the procedure (up to a
scaling)
Σ (k+1) = ∑
x∈X
xxT
‖Σ (k)−1x‖/ tr
(
∑
x∈X
xxT
‖Σ (k)−1x‖
)
. (1.8)
Then it is clear that the difference between (1.7) and (1.2) lies in the choice of the denominator of xixTi ,
i.e., the weight of each data point in the iterative procedure.
Compared to (1.7), the algorithm in [13] have an additional step of thresholding the eigenvalues of
Q(k) in each iteration of (1.7), which leads to a stronger theoretical guarantee on subspace recovery and
a higher computational cost in each iteration, due to the SVD decomposition of Q(k).
Similar to Theorem 1.1, these convex methods give theoretical guarantees on exact subspace recov-
ery, and the conditions usually assume “incoherence conditions” that require the inliers to be spread out
on L∗ [26, Theorem 1], [27, (6)(7)], or probabilistic distributions of inliers and outliers [13, Theorem
1.1]. In comparison, our condition (1.5) is much simpler and usually less restrictive. For example,
[13, Theorem 1.1] shows exact recovery for the haystack model (i.e., inliers sampled from N(0,ΠL∗),
outliers sampled from N(0,ID)) with probability 1−4eβd if
|X ∩L∗|
d
>C1+C2β +C3(
|X \L∗|
D
+1+4β ),
where C1 ≈ 13,C2 ≈ 7,C3 ≈ 16. Therefore, our condition (1.5) is less restrictive due to these factors.
Additionally, as shown later in Section 4.5, Tyler’s M-estimator shows stronger robustness to outliers
than the competitive methods empirically.
This superiority of Tyler’s M-estimator has a theoretical guarantee from computational complexity
theory: Hardt and Moitra [8] studied the problem of robust subspace recovery and showed that it is
small set expansion hard to recover a d-dimensional subspace with fewer than (1− ε)d/D ·N points,
which is the threshold obtained by Tyler’s M-estimator. It is conjectured that small set expansion might
be NP-hard.
1.4 Structure of this paper
The paper is organized as follows: In Section 2, we introduce the background on the geometry of
S++(D) and the geodesic convexity. Then we prove Theorems 1.2 and 1.1 and discuss the stability of
subspace recovery by Tyler’s M-estimator in Section 3. Finally, we perform simulations to verify The-
orem 1.1 and show the performance of Tyler’s M-estimator on simulated and real data sets in Section 4.
Technical proofs are shown in the Appendix.
2. Preliminaries
Our analysis of F(Σ) relies on the property of geodesic convexity and the geometry of S++(D). To
make this paper self-contained, in Section 2.1 we present a brief summary of the geometry of S++(D)
and in Section 2.2 we introduce the definition of geodesic convexity. For more details on the geometry
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of S++(D) and geodesic convexity, we refer the reader to [2, 24].
2.1 Metric and geodesic on S++(D)
The metric of S++(D) has been studied in various fields. Interestingly, the trace metric in differential
geometry [11, pg 326], natural metric in symmetric cone [6, 3], affine-invariant metric [19], and the
metric given by Fisher information matrix for Gaussian covariance matrix estimation [20] give the same
metric on S++(D), which is defined by:
dist(Σ 1,Σ 2) = ‖ log(Σ−
1
2
1 Σ 2Σ
− 12
1 )‖F , (2.1)
and the unique geodesic connecting Σ 1 and Σ 2 is given by [2, (6.11)]:
γΣ1Σ2(t) = Σ
1
2
1 (Σ
− 12
1 Σ 2Σ
− 12
1 )
tΣ
1
2
1 . (2.2)
It follows that the midpoint of Σ 1 and Σ 2 is γΣ1Σ2(
1
2 ) = Σ
1
2
1 (Σ
− 12
1 Σ 2Σ
− 12
1 )
1
2Σ
1
2
1 .
2.2 Geodesic convexity
Geodesic convexity is a generalization of the convexity from Euclidean space to Riemannian mani-
folds [24, Chapter 3.2]. Given a Riemannian manifold M and a set A ⊂M , a function f : A → R
is geodesically convex, if every geodesic γxy ofM with endpoints x,y ∈A (i.e., γxy is a function from
[0,1] toM with γxy(0) = x and γxy(1) = y) lies in A , and
f (γxy(t))6 (1− t) f (x)+ t f (y) for any x,y ∈A and 0 < t < 1. (2.3)
Following the proof of [18, Theorem 1.1.4], for a continuous function, the geodesic midpoint con-
vexity is equivalent to the geodesic convexity:
LEMMA 2.1 Let f :A → R be a continuous function. If
f (γxy(
1
2
))6 f (x)+ f (y)
2
for any x 6= y ∈A (2.4)
then f is a geodesically convex function.
3. The proof of main results
In this section, we study the properties of the objective function F(Σ) and the algorithm in (1.2), and
prove Theorems 1.2 and 1.1. We first present the proof of Theorem 1.2 since the proof of Theorems 1.1
is based on it. While parts of the proof of Theorem 1.2 have appeared in previous works, we include
them for the completeness of the paper. We also discuss an implementation issue in Section 3.2 and the
stability of subspace recovery in Section 3.3.
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3.1 Proof of Theorem 1.1
We denote the set of outliers by X0 =X \L∗ and set of inliers by X1 =X ∩L∗. We let N1 = |X1|,
N0 = |X0|, denote an elementwise linear transformation A on the set X by A(X ) = {Ax : x ∈X }
and the solutions of (1.1) for the set X by Σ ∗(X ). We will prove that, if Σ ∗(PL∗(X1)) = Id/d and
Σ ∗(PL⊥∗ (X0)) = ID−d/(D−d), then
lim
k→∞
Σ (k) =
1
d
ΠL∗ . (3.1)
This result implies Theorem 1.1, and the argument is as follows. Since the points inX1 andX0 lie in
general position, by applying Theorem 1.2, Σ ∗(PL∗(X1)) and Σ ∗(PL⊥∗ (X0)) are nonsingular. Applying
the fact that Σ ∗(A(X )) = AΣ ∗(X )AT , the following set X ′, which is a linear transformation of X ,
satisfies Σ ∗(PL∗(X1)) = Id/d and Σ ∗(PL⊥∗ (X0)) = ID−d/(D−d):
X ′ = {PL∗(Σˆ 1)−1/2PTL∗x+PL⊥∗ (Σˆ 2)
−1/2PTL⊥∗ x : x ∈X }.
By the property of linear transformation between X ′ and X , it is easy to verify that if the algo-
rithm in (1.2) for X ′ converges to 1dΠL∗ (i.e., if (3.1) holds), then the algorithm for X converges
to PL∗Σ 1P
T
L∗/tr(PL∗Σ 1P
T
L∗), whose range is also in L∗. Therefore, to prove Theorem 1.1, we only need
to prove (3.1).
Now we will prove (3.1). Using the update formula in (1.2) and the assumption that the solutions of
(1.1) toX1 andX0 are Id/d and ID−d/(D−d) respectively, we have
∑x∈X1
PTL∗ xx
T PL∗
‖PL∗ x‖2
tr
(
∑x∈X1
PTL∗ xx
T PL∗
‖PL∗ x‖2
) = 1
d
Id (3.2)
and
∑x∈X0
PT
L⊥∗
xxT P
L⊥∗
‖P
L⊥∗
x‖2
tr
(
∑x∈X0
PT
L⊥∗
xxT P
L⊥∗
‖P
L⊥∗
x‖2
) = 1D−d ID−d . (3.3)
By checking the trace of the numerator of the LHS in (3.2) and (3.3), we have
∑
x∈X1
PTL∗xx
T PL∗
‖PL∗x‖2
=
N1
d
Id (3.4)
and
∑
x∈X0
PTL⊥∗ xx
T PL⊥∗
‖PL⊥∗ x‖2
=
|X0|
D−d ID−d =
N0
D−d ID−d . (3.5)
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Applying (3.4) and (3.5), we have
λmin(PTL∗ ∑
x∈X
xxT
xTΣ −1x
PL∗)> λ−1min(PTL∗ ∑
x∈X1
xxT
λmin(PTL∗ΣPL∗)‖x‖2
PL∗) =
N1
d
λmin(PTL∗ΣPL∗),
and
λmax(PTL⊥∗ ∑
x∈X
xxT
xTΣ −1x
PL⊥∗ )6 λ
−1
max(P
T
L⊥∗ ∑
x∈X0
xxT
λmax(PTL⊥∗ ΣPL⊥∗ )‖PL⊥∗ x‖2
PL∗) =
N0
D−d λmax(P
T
L⊥∗
ΣPL⊥∗ ).
Define the operator T : S+(D)→ S+(D) as
T (Σ) = ∑
x∈X
xxT
xTΣ −1x
/ tr( ∑
x∈X
xxT
xTΣ −1x
), (3.6)
we have
λmin(PTL∗T (Σ)PL∗)
λmax(PTL⊥∗ T (Σ)PL⊥∗ )
> α
λmin(PTL∗ΣPL∗)
λmax(PTL⊥∗ ΣPL⊥∗ )
, (3.7)
where α = N1(D−d)N0 d > 1 (it follows from the assumption
|X ∩L∗|
|X | =
N1
N >
d
D ). Therefore,
lim
k→∞
λmin(PTL∗Σ
(k)PL∗)
λmax(PTL⊥∗ Σ
(k)PL⊥∗ )
> lim
k→∞
αk−1
λmin(PTL∗Σ
(1)PL∗)
λmax(PTL⊥∗ Σ
(1)PL⊥∗ )
= ∞.
Since tr(Σ (k)) = 1 for all k > 0, we have
lim
k→∞
λmax(PTL⊥∗ Σ
(k)PL⊥∗ ) = 0, and limk→∞
PTL⊥∗ Σ
(k)PL⊥∗ = 0. (3.8)
Combining (3.8) and the fact that Σ (k) is positive semidefinite,
lim
k→∞
PTL∗Σ
(k)PL⊥∗ = 0. (3.9)
Considering (3.8) and (3.9), in order to prove (3.1), we only need to prove that PTL∗ΣPL∗ converges
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to Id/d. Applying (3.4) we have
λmax(PTL∗ ∑
x∈X
xxT
xTΣ −1x
PL∗)
6 ∑
x∈X0
λmax(PTL∗
xxT
xTΣ −1x
PTL∗)+λmax( ∑
x∈X1
PTL∗
xxT
xTΣ −1x
PTL∗)
6λmax(PTL⊥∗ ΣPL⊥∗ ) ∑
x∈X0
‖x‖2
‖PL⊥∗ x‖2
+
N1
d
λmax(PTL∗ΣPL∗)
and
λmin(PTL∗ ∑
x∈X
xxT
xTΣ −1x
PL∗)> λmin( ∑
x∈X1
PTL∗
xxT
xTΣ −1x
PL∗)>
N1
d
λmin(PTL∗ΣPL∗).
Therefore,
λmax(PTL∗T (Σ)PL∗)
λmin(PTL∗T (Σ)PL∗)
6
λmax(PTL∗ΣPL∗)
λmin(PTL∗ΣPL∗)
+
dλmax(PTL⊥∗ ΣPL⊥∗ )∑x∈X0
‖x‖2
‖P
L⊥∗
x‖2
N1λmin(PTL∗ΣPL∗)
. (3.10)
From (3.7) we have
λmin(PTL∗Σ
(k)PL∗)
λmax(PTL⊥∗ Σ
(k)PL⊥∗ )
> αk−1
λmin(PTL∗Σ
(1)PL∗)
λmax(PTL⊥∗ Σ
(1)PL⊥∗ )
. (3.11)
Combining it with (3.10) we have
λmax(PTL∗Σ
(k+1)PL∗)
λmin(PTL∗Σ
(k+1)PL∗)
6
λmax(PTL∗Σ
(k)PL∗)
λmin(PTL∗Σ
(k)PL∗)
+Cα1−k, (3.12)
where
C =
d ∑x∈X0
‖x‖2
‖P
L⊥∗
x‖2 λmax(P
T
L⊥∗
Σ (1)PL⊥∗ )
N1λmin(PTL∗Σ
(1)PL∗)
.
Therefore, the sequence
λmax(PTL∗Σ
(k)PL∗ )
λmin(PTL∗Σ
(k)PL∗ )
is bounded from above.
Next, we will prove
lim
k→∞
λmax(PTL∗Σ
(k)PL∗)
λmin(PTL∗Σ
(k)PL∗)
= 1. (3.13)
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If (3.13) does not hold, then since
λmax(PTL∗Σ
(k)PL∗ )
λmin(PTL∗Σ
(k)PL∗ )
is bounded from above and larger than 1, there exists
c0 > 1 and a subsequence such that
λmax(PTL∗Σ
(k)PL∗ )
λmin(PTL∗Σ
(k)PL∗ )
converges to c0. Since the sequence Σ (k) lies in a
compact space, there is a sub-subsequence {Σ (k j)} j>1 converging to some Σˆ with
λmax(PTL∗ ΣˆPL∗)
λmin(PTL∗ ΣˆPL∗)
= c0 > 1. (3.14)
Applying (3.8) and (3.9) we have ΠL∗ ΣˆΠL∗ = Σˆ . By simple calculation, this property also holds for
T n(Σˆ) for any n. Therefore the update T n(Σˆ) only depends on the set {PL∗xi,1 6 i 6 N1}. Applying
Theorem 1.2 to this set, we have
lim
n→∞T
n(Σˆ) =
1
d
ΠL∗ .
Therefore, for any ε1 > 0, there exists some n0 > 0 such that
λmax(PTL∗T
n0(Σˆ)PL∗)
λmin(PTL∗T n0(Σˆ)PL∗)
< 1+ ε1. (3.15)
Using the continuity of the mapping T and T n0 , for any η > 0 there exists ε2 > 0 such that∣∣∣∣∣λmax(PTL∗T n0(Σˆ)PL∗)λmin(PTL∗T n0(Σˆ)PL∗) −
λmax(PTL∗T
n0(Σ)PL∗)
λmin(PTL∗T n0(Σ)PL∗)
∣∣∣∣∣< η , (3.16)
when ‖Σ − Σˆ‖< ε2.
Choosing j0 large enough such that ‖Σ (k j0 )−Σˆ‖< ε2 and applying (3.15) and (3.16) with Σ =Σ (k j0 ),
(3.1), we obtain ∣∣∣∣∣λmax(PTL∗Σ k j0+n0PL∗)λmin(PTL∗Σ k j0+n0PL∗)
∣∣∣∣∣< 1+ ε1+η . (3.17)
Summing (3.10) with Σ = Σ k for all k > k j0 + n0 and applying (3.12), we obtain that for some
C1 > 0,
c0 = lim
k→∞
λmax(PTL∗Σ
(k)PL∗)
λmin(PTL∗Σ
(k)PL∗)
(3.18)
6
λmax(PTL∗Σ
k j0+n0PL∗)
λmin(PTL∗Σ
k j0+n0PL∗)
+C1α−k j0−n0 < 1+C1α−k j0−n0 + ε1+η .
Since we can choose ε1, η arbitrarily small and k j0 , n0 arbitrarily large, (3.18) is a contradiction
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to (3.14). Therefore, (3.13) is proved. Combining (3.13) with (3.8) and (3.9) and notice that tr(Σ (k)) = 1
for all k > 0, we proved (3.1).
3.2 Implementation issues
Careful readers may notice that the algorithm (1.2) breaks down if Σ (k) is singular and wonder if this
could be problematic in implementation. Here we make several remarks on this issue.
First, for general data sets, the condition (1.6) almost always holds, and the algorithm (1.2) does
not break down. Applying [10, Theorem 1], L(Σ)→ ∞ as λmin(Σ) approaches zero. Since L(Σ (k)) is
non-increasing (as shown in the proof of Theorem 1.2), λmin(Σ (k)) is bounded from below. Therefore,
the inversion of Σ (k) in (1.2) has no numerical issue.
Second, even if the condition (1.6) does not hold and Σ (k) becomes numerically singular for some
large k (that is, Σ (k) has very small eigenvalues), we claim that Σ (k) can be used to recover L∗. Based
on this claim, in our implementation, we stop the algorithm when the algorithm shows instability, that
is, when Σ (k) is numerically singular. Then we recover the underlying subspace by the span of the top
eigenvectors of Σ (k).
The argument for the claim is as follows. Assume that (Σ)−1 is numerically unstable when λmin(Σ)<
ε , then since
λmax(T (Σ))
λmin(T (Σ))
=
λmax(∑x∈X xx
T
xTΣ −1x )
λmin(∑x∈X xx
T
xTΣ −1x )
6
λmax(Σ)λmax(∑x∈X xx
T
‖x‖2 )
λmin(Σ)λmin(∑x∈X xx
T
‖x‖2 )
,
we have
λmax(Σ (k))
λmin(Σ (k))
6C2 Ck−13 , where C2 =
λmax(Σ (1))
λmin(Σ (1))
, C3 =
(λmax(∑x∈X xxT‖x‖2 )
λmin(∑x∈X xx
T
‖x‖2 )
)
.
Therefore the algorithm is stable for the first k1 iterations, where k1 = log(DC2/ε)/ log(C3). And by
(3.11) we know that
λmin(PTL∗Σ
(k1)PL∗)
λmax(PTL⊥∗ Σ
(k1)PL⊥∗ )
> αk1−1
λmin(PTL∗Σ
(1)PL∗)
λmax(PTL⊥∗ Σ
(1)PL⊥∗ )
,
so when the precision ε is sufficiently small,
λmin(PTL∗Σ
(k1)PL∗)
λmax(PTL⊥∗ Σ
(k1)PL⊥∗ )
is sufficiently large, and
λmax(PTL∗Σ
(k1)PL∗)
λmin(PTL∗Σ
(k1)PL∗)
is bounded above due to (3.12).
(3.19)
By the Courant-Fischer min-max theorem [21, Theorem 1.3.2], the d-th eigenvalue of Σ (k1) is larger
than λmax(PTL⊥∗ Σ
(k1)PL⊥∗ ) and the (d+1)-th eigenvalues of Σ
(k1) is smaller than λmin(PTL∗Σ
(k1)PL∗). And
by [4, Lemma 3.2],
Σ (k1)=
 (PTL∗Σ (k1)PL∗) 12 0
0 (PTL⊥∗ Σ
(k1)PL⊥∗ )
1
2

 I U T
U I

 (PTL∗Σ (k1)PL∗) 12 0
0 (PTL⊥∗ Σ
(k1)PL⊥∗ )
1
2
 ,
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where I−U TU and I−UU T are positive definite. Therefore λmax(Σ (k1)) 6 2λmax((PTL∗Σ (k1)PL∗)).
Combining it with (3.19), we obtain that Σ (k1) has a clear eigengap between the d-th eigenvalue and (d+
1)-th eigenvalue, where d = dim(L∗). By the Davis-Kahan theorem, the span of the top d eigenvectors
of Σ (k1) is a good approximation of L∗.
3.3 Stability of subspace recovery
In this section, we analyze the stability of subspace recovery by Tyler’s M-estimator, when data set con-
sists of a clean component and a component of noise, and the clean component satisfies the assumptions
in Theorem 1.1.
We first show that Σˆ = limk→∞Σ (k) is not robust to noise with the following example. Assuming that
X = {x1,x2, · · · ,x10}⊂R3 and x1,x2, · · · ,x8 ∈ L∗ for a two-dimensional subspace L∗. Since there are 8
inliers and 8/10> 2/3, by the proof of Theorem 1.1, the algorithm converges to PL∗Σ∗({PL∗x1,PL∗x2, · · · ,PL∗x8})PTL∗ .
Now we add an arbitrarily small noise to x8 and keep other points unchanged. Now there are 7
inliers and 7/10 > 2/3, so following the same argument, the algorithm converges to the different matrix
PL∗Σ∗({PL∗x1,PL∗x2, · · · ,PL∗x7})PTL∗ . That is, Tyler’s M-estimator could be unstable to an arbitrary
small noise.
While Tyler’s M-estimator itself is unstable to small noise, we still have the following statement,
which shows that Tyler’s M-estimator is robust for the purpose of recovering subspace. Its proof is
rather technical and is deferred to Section 7.1.
Theorem 3.1 Assume a data setX = {xi}Ni=1, N > 2D, all points lie on the unit sphere, i.e., ‖xi‖= 1
for all 1 6 i 6 N, and {xi}N1i=1 lie approximately on a d-dimensional subspace L∗ in the sense that
dist(xi,L∗)< ε for all 16 i6 N1, and additionally we have
1. The percentage of the inliers is larger than d/D: α = N1DNd > 1.
2. Data points do not concentrate around any subspace other than L∗: There exists constants c1,C1
and η0 such that if a subspace L approximately contains more than (dim(L)/D− c1)N points in
the sense that |{16 i6N : dist(xi,L)<η}|> (dim(L)/D−c1)N, where η <η0, then dim(L)> d
and L approximately contains L∗: ‖PL∗ −PPLL∗‖<C1η , where PLL∗ is the subspace obtained by
projecting all points in L∗ to L: PLL∗ = {ΠLx : x ∈ L∗}.
3. The set of outliers {xi}Ni=N1+1 does not concentrate around any subspace in RD: For any m-
dimensional subspace L containing L∗, |{N1+16 i6 N : dist(xi,L)< η}|< max(C2ηN,m−d).
.
Then there exists a constant C0 > 0 such that when ε < min(c1
√
C0,η0
√
C0,1/2), we have ‖PLd −
PL∗‖< εC1√C0 . The parameter C0 is specified later in (7.8) and (7.9) and does not depend on N.
We may assume WLOG that ‖xi‖ = 1 since Tyler’s M-estimator is invariant to the scaling of each
data point, and the condition N > 2D is required such that the RHS of (7.16) is positive. We note that
the choice of the factor of 2 is arbitrary and Theorem 3.1 still holds (with a different choice of C0) if we
replace the condition by N > cD for any other c > 1 such as c = 1.1.
Now we explain the three assumptions in the statement of Theorem 3.1. The first assumption is
equivalent to (1.5) and is necessary since this is a generalization of Theorem 1.1 to the noisy case.
Both the second and the third assumptions force the distribution of data points to be approximately
uniform with the exception of the concentration around L∗. To see this point, let use consider the
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following model: the inliers {xi}N1i=1 are sampled uniformly from the unit sphere in L∗, and the outliers
{xi}Ni=N1+1 are sampled uniformly from the unit sphere in the ambient space RD. We state with proof
that the assumptions are satisfied asymptotically with c1 = d2D , C1 =
2DB(D−12 ,
1
2 )
pid , η0 =
pid
2DB(D−12 ,
1
2 )
and
C2 = piB(D−12 , 12 )
, where B represents the beta function.
The proof is divided in three steps. For the first step, we prove that the conditional number of Σˆ is
large. Second, we will show that Σˆ has d large eigenvalues and D−d smaller eigenvalues. At last, we
will show that the span of the d large eigenvectors approximately recovers the subspace L∗.
4. Numerical Experiments
In this section, we run some simulations to investigate the empirical performance of this algorithm. We
also show that Tyler’s M-estimator outperforms other convex algorithms of robust PCA on a real data
set.
4.1 Model for simulation
In Sections 4.2-4.4, we apply the algorithm (1.2) to data sets generated from the following model. We
choose a d-dimensional subspace L∗, sample N1 points i.i.d. from the Gaussian distribution N(0,ΠL∗)
on L∗, and sample N0 outliers i.i.d. from the uniform distribution in the cube [0,1]D. We use this
distribution of outliers so that the outliers are anisotropic. In some experiments we also add a Gaussian
noise N(0,ε2I) to each of the point.
4.2 Exact recovery of the subspace
In this section, we choose D = 10 or 50, d = 5, N0 = 100 and different values of N1 (2 to 20 for D = 50
FIG. 1. The dependence on the number of inliers and recovery error: x-axis is the number of inlier and y-axis is the corresponding
recovery. error
and 80 to 120 for D = 10). The mean recovery error ‖Π Lˆ−ΠL∗‖F over 20 experiments is recorded in
Figure 1, where Lˆ is obtained by the span of top d eigenvectors of Tyler’s M-estimator and L∗ is the
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FIG. 2. Convergence rate for simulated data sets. See the text in Section 4.3 for more details of the experiment.
true underlying subspace. Theorem 1.1 guarantees exact subspace recovery, i.e., ‖Π Lˆ−ΠL∗‖F = 0 for
N1 > 100 when D = 10 and N1 > 10 when D = 50, and it is verified by this experiment. When D = 50
and N1 = 11 there is a small nonzero recovery error, which seems to contradict Theorem 1.1, but we
remark that when D= 50 and N1 = 11 the convergence is slow, and we stop the algorithm at the 1000-th
iteration without the eventual convergence to the solution to (1.1). We expect that the exact recovery of
L∗ might require a large number of iterations.
4.3 Convergence rate
In this section, we show that empirically the algorithm converges linearly. In the left figure in Fig-
ure 2, we show the convergence rate for simulated data sets with D = 10, d = 5, N0 = 100 and
N1 = 80,100,120, and we add a Gaussian noise with ε = 0.01. The x-axis represents the number
of iterations k and the y-axis represents ‖Σ (k)− Σ ∗‖F . From the left figure in Figure 2 we see that
‖Σ (k)−Σ ∗‖F converges linearly. We also show a different convergent rate: we plot the error of recov-
ered subspace if we use Lk, the span of first d eigenvectors of Σ (k) to recover the underlying subspace.
In particular, we plot Σ (k) ‖ΠLk −ΠL∗‖F with respect to the number of iterations k. We use the settings
(N1,N0,D,d) = (120,100,10,5) and (20,100,50,5) and we do not add noise, so Theorem 1.1 predicts
that ‖ΠLk −ΠL∗‖F converges to 0. From the right figure in Figure 2 we see that the recovery error
converges to 0 and the rate of convergence is also linear.
4.4 Robustness to noise
In this section we investigate the robustness of Tyler’s M-estimator to noise by simulated data sets with
(N1,N0,D,d) = (120,100,10,5) and various noise sizes ε . We use this setting since when ε = 0, the
subspace is recovered exactly and the recovery error is 0. We record the recovery error in Figure 4.4
with respect to the size of noise ε . In this experiment, the recovery error depends linearly on the size of
noise, which is same rate as in the statement of Theorem 3.1.
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FIG. 3. Robustness to noise: the x-axis represents the size of Gaussian noise ε , and the y-axis represents the recovery error.
4.5 Faces in a Crowd
In this section we test Tyler’s M-estimator on the experiment of “Faces in a Crowd” described in [13,
Section 5.4].
The purpose of this experiment is to show that our algorithm recovers the structure of face images
robustly. Linear modeling is applicable here since the images of the faces of the same person lies around
a nine-dimensional subspace [1]. In this experiment we learn the subspace from a data set that contains
32 face images of a person from the Extended Yale Face Database [12] and 400 random images from the
BACKGROUND/Google folder of the Caltech101 database [7]. The images are converted to grayscale
and downsampled to 20×20. We preprocess the images by subtracting their Euclidean median, and use
the span of top eigenvectors of the solution to (1.2) to obtain a 9-dimensional subspace, and then we use
32 other images from the same person to test the “goodness” of the recovered subspaces, and we expect
clearer images from the better methods.
This experiment is also used in [13, Section 5.4], therefore we only compare Tyler’s M-estimator
with S-Reaper, which has been shown to outperform spherical PCA, LLD and Reaper algorithms. PCA
algorithm is still included for comparison since it is the basic method of linear modeling. Figure 4.5
shows five images and their projections to the 9-dimensional subspace fitted by PCA, S-reaper and
Tyler’s M-estimator (which is labeled as “M-estimator”) respectively, and it shows that Tyler’s M-
estimator visually performs better than S-Reaper, especially for the test images. This observation can
also be quantitatively verified by checking the distances of 32 test images to the fitted subspace by PCA,
S-reaper and Tyler’s M-estimator. The subspace generated by Tyler’s M-estimator has smaller distances
to the test images, which explain the better performance of Tyler’s M-estimator in Figure 4.5.
Besides, in this experiment Tyler’s M-estimator performs much faster than S-Reaper; Tyler’s M-
estimator costs 4.4 seconds on a machine with Intel Core 2 Duo CPU at 3.00GHz and 6GB memory,
while S-reaper cost 40 seconds. The difference of the running time might be due to the additional
eigenvalue decomposition step in each iteration of the S-Reaper algorithm.
5. Discussion
In this paper, we investigated the performance of Tyler’s M-estimator for subspace recovery, and proved
that it recovers the underlying subspace exactly if the percentage of the inliers is larger than a threshold
and the data set satisfies a weak assumption on the distribution of data points. We also demonstrated the
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FIG. 4. The projection of images to the fitted subspace.
FIG. 5. Ordered distances of the 32 test images to the fitted 9-dimensional subspaces by Tyler’s M-estimator, S-reaper and PCA.
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virtue of this method by simulations and experiments on real data sets.
A future direction is to establish a stronger theoretical guarantee on the robustness of Tyler’s M-
estimator to noise. Another direction is to extend Tyler’s M-estimator for the high-dimensional case.
Currently, the iterative update formula (1.2) calculates the inversion of Σ (k), which could be prohibitive
for large D. One may approximate Σ (k) by a low-rank matrix in each iteration and reduce the computa-
tional cost, but then there is no theoretical guarantee as in Theorem 1.1. A method with both reasonable
computational complexity for large D and a theoretical guarantee on robust subspace recovery would be
very interesting and desired.
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7. Appendix
7.1 Proof of Theorem 3.1
Let T = Σˆ−1/2 and x˜i = T xi/‖T xi‖, then by diffrentiating the objective function of Tyler’s M-estimator,
we have
Σˆ
N
∑
i=1
xTi xi
xTi Σˆ
−1
xi
= cI, for some c ∈ R, (7.1)
which means
N
∑
i=1
x˜ix˜Ti = cI, for some c ∈ R. (7.2)
By compareing the trace of LHS and RHS of (7.2) we have c = ND and
N
∑
i=1
x˜ix˜Ti =
N
D
I. (7.3)
If Σˆ is singular then we can proceed with the following proof by treating the range of Σˆ as the ambient
space, and instead ofX , considering the subset of {xi}Ni=1 that lie in the range.
In the following proof, we use T (L) to denote the image of the subspace L after the transformation
T , which is a subspace with the same dimensionality of L.
Since
dist(T x,T (L∗))6 dist(T x,T (PL∗x))6 ‖T ‖dist(x,L∗), (7.4)
dist(x,L∗)6 dist(T−1(T x),T−1 T (PL∗x))6 ‖T−1‖dist(T x,T (L∗)),
and the above inequalities holds when L∗ and T (L∗) are replaced by L⊥∗ and T (L∗)⊥, for 16 i6 N1 we
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have
dist(x˜i,T (L∗))
dist(x˜i,T (L∗)⊥)
6 ‖T ‖‖T−1‖ dist(x˜i,L∗)
dist(x˜i,L⊥∗ )
6 ‖T ‖‖T−1‖ ε√
1− ε2 = κ(T )
ε√
1− ε2 ,
where κ(T ) = ‖T ‖‖T−1‖ is the conditional number of T . Therefore, ‖PT (L∗)x˜i‖>
√
1−ε2√
1+(κ(T )2−1)ε2 for
16 i6 N1 and applying (7.3) we have
N
D
d = tr
(
PT (L∗)(
N
∑
i=1
x˜ix˜Ti )P
T
T (L∗)
)
>
N1
∑
i=1
‖PT (L∗)x˜i‖2 > N1
1− ε2
1+(κ(T )2−1)ε2 .
Therefore,
κ(Σˆ) = κ(T )2 > (α−1) 1− ε
2
ε2
. (7.5)
The rest of the proof of Theorem 3.1 is based on the following lemmas, and their proof are deferred.
LEMMA 7.1 If
λm(Σˆ)
λm+1(Σˆ)
> β 2 (7.6)
for some 16 m6 D, then for any η > 0, there would be at least mη
2β 2+m−D
Dη2β 2 N points satisfying
dist(xi,Lm)
dist(xi,L⊥m)
6 η , (7.7)
where Lm is the m-dimensional subspace spanned by the top m eigenvectors of Σˆ .
LEMMA 7.2 Let
β0 = max
(
2,4C21 ,
D−d
5
,25C22(C1+2)
2,c1−1,η−20
)
, (7.8)
then for any 16 m6 d−1, λm(Σˆ)λm+1(Σˆ) < β
2
0 .
Besides, if there exists some m > d such that λm(Σˆ)λm+1(Σˆ)
> β 20 , then
λ1(Σˆ)
λm(Σˆ)
>
4−7ε2
4ε2
· m−d
10d
.
With Lemma 7.1 and Lemma 7.2, we are ready to prove Theorem 3.1. Assuming that m0 is the
smallest number such that m0 > d and
λm0 (Σˆ)
λm0+1(Σˆ)
> β 20 . If such m0 exists, then by Lemma 7.2,
λ1(Σˆ)
λm0 (Σˆ)
>
4−7ε2
4ε2 ·
m0−d
10d . By the definition of m0 and Lemma 7.2,
λi(Σˆ)
λi+1(Σˆ)
< β 20 for all 1 6 i 6 m0− 1 except for
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i = d. Therefore,
λd(Σˆ)
λd+1(Σˆ)
> 4−7ε
2
4ε2
· m0−d
10dβ 2D−20
.
If there does not exist m0 > d such that
λm0 (Σˆ)
λm0+1(Σˆ)
> β 20 , then by (7.5) we have
λd(Σˆ)
λd+1(Σˆ)
> 1− ε
2
ε2
· α−1
β 2D−20
.
Combining these two cases with the assumption that ε < 1/2 we have
λd(Σˆ)
λd+1(Σˆ)
>C0/ε2,where C0 = min
( m−d
20dβ 2D−20
,
α−1
2β 2D−20
)
(7.9)
By Lemma 7.1, there are at least ( dD − (D−m)εD√C0 )N points such that dist(xi,Ld)6
dist(xi,Ld)
dist(xi,L⊥d )
6 ε√C0 . Com-
bining it with the Assumption 2 and the assumptions that (D−m)εD√C0 < c1 and
ε√
C0
< η0, we have ‖PLd −
PL∗‖< εC1√C0 .
7.1.1 The proof of Lemma 7.1. Proof. By the definition of Lm and the eigengap in (7.6), it is easy to
verify that
β
dist(x,Lm)
dist(x,L⊥m)
6 dist(x˜,T (Lm))
dist(x˜,T (Lm)⊥)
.
Therefore, for any xi such that
dist(xi,Lm)
dist(xi,L⊥m)
> η , we have dist(x˜i,T (Lm))dist(x˜i,T (Lm)⊥) > ηβ and
‖PT (Lm)⊥ x˜i‖2 >
η2β 2
η2β 2+1
. (7.10)
Combing (7.10) with the fact that ∑Ni=1 ‖PT (Lm)⊥ x˜i‖2 = D−mD N, there are at most
(D−m)
D N · (η
2β 2+1)
Dη2β 2
points that violate (7.7) and therefore, there are at least mη
2β 2+m−D
Dη2β 2 N points satisfying (7.7). 
7.1.2 The proof of Lemma 7.2. Proof. If λm(Σˆ)λm+1(Σˆ)
> β 20 , then by applying Lemma 7.1 with β = β0
and η = β−
1
2
0 , there are at least (
m
D − D−mDβ0 )N points such that (7.7) is satisfied for Lm. Applying the
Assumption 2 with D−mDβ0 < c1 and β
− 12
0 < η0, we have m> d, and
‖PL∗ −PPLm L∗‖<C1β
− 12
0 .
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Now we only need to consider the case m > d. Divide the set of indices {1,2, · · · ,N} into three
subsets I1 = {1,2, · · · ,N1}, I2 = {i : N1 + 1 6 i 6 N, dist(xi,Lm)dist(xi,L⊥m) > β
− 12
0 }, and I3 = {i : N1 + 1 6 i 6
N, dist(xi,Lm)dist(xi,L⊥m)
6 β−
1
2
0 }. Applying Lemma 7.1 we have
|I2|6 (D−m)(β0+1)Dβ0 N. (7.11)
Let the subspace L′m defined by L′m = (Lm	PLmL∗)⊕L∗, where L1	L2 = L1 ∩L⊥2 and L1⊕L2 =
{x1 + x2 : x1 ∈ L1,x2 ∈ L2}. Since |dist(xi,L′m)− dist(xi,Lm)| 6 ‖PLm − PL′m‖ = ‖PL∗ − PPLm L∗‖ <
C1/
√
β0, for any i∈I3 we have dist(xi,Lm)< 1√β0−1 and therefore dist(xi,L
′
m)<C1/
√
β0+ 1√β0−1 <
(C1+2)/
√
β0, where the last step uses the assumption that β0 > 2. Applying Assumption 3 to L′m with
η = (C1+2)/
√
β0, we have
|I3|6max(C2(C1+2)N/
√
β0,m−d). (7.12)
Now let us consider ∑Ni=1 ‖PT (PLm L∗)x˜i‖2 and ∑Ni=1 ‖PT (Lm)	T (PLm L∗)x˜i‖2. When i ∈ I2, applying
(7.10) we have
‖PT (Lm)x˜i‖2 6
1
β0+1
. (7.13)
Combining (7.11), (7.12) and (7.13) we have
∑
i∈I2
‖PT (Lm)x˜i‖2+ ∑
i∈I3
‖PT (Lm)x˜i‖2 6M, where M =
(D−m)
Dβ0
N+max(C2(C1+2)N/
√
β0,m−d).
(7.14)
Combining (7.14) with ∑Ni=1 ‖PT (Lm)x˜i‖2 = mD N, we have
∑
i∈I1
‖PT (Lm)x˜i‖2 = ∑
16i6N
‖PT (Lm)x˜i‖2− ∑
i∈I2
‖PT (Lm)x˜i‖2− ∑
i∈I3
‖PT (Lm)x˜i‖2 >
m
D
N−M.
Combining it with the estimation from Lemma 7.3 that
∑i∈I1 ‖PT (Lm)	T (PLm L∗)x˜i‖2
∑i∈I1 ‖PT (PLm L∗)x˜i‖2
6 κmε
2
((1− ε2)(1−C21/β0)− ε2)
,
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where κm = λ1(Σˆ)λm(Σˆ) , we have
∑
i∈I1
‖PT (Lm)	T (PLm L∗)x˜i‖2 >
κmε2(mD N−M)
((1− ε2)(1−C21/β0)− ε2)+κmε2
. (7.15)
Applying (7.15) and (7.14), we have
m−d
D
N = ∑
i∈I1∪I2∪I3
‖PT (Lm)	T (PLm L∗)x˜i‖2 6
κmε2(mD N−M)
((1− ε2)(1−C21/β0)− ε2)+κmε2
+M.
Therefore,
κm >
(1− ε2)(1−C21/β0)− ε2
ε2
· (m−d)N−DM
dN
. (7.16)
By the definition of β0 and the assumption N > 2D, we have C21/β0 > 1/4, (m− d)D < 12 (m− d)N,
D D−mβ0 <
1
5 (m−d)N and DC2(C1+2)/
√
β0 < 15 (m−d). Therefore,
(1− ε2)(1−C21/β0)− ε2
ε2
> 4−7ε
2
4ε2
and
(m−d)N−DM > m−d
10
N.
The proof of Lemma 7.2 follows from these estimations and (7.16). 
LEMMA 7.3 For 16 i6 N1, we have
‖PLm	PLm L∗xi‖
‖PPLm L∗xi‖
6 ε√
(1− ε2)(1−C21/β0)− ε2
. (7.17)
‖PT (Lm)	T (PLm L∗)x˜i‖
‖PT (PLm L∗)x˜i‖
6 ε√
κm((1− ε2)(1−C21/β0)− ε2)
, (7.18)
where κm = λ1(Σˆ)λm(Σˆ) .
Proof. Since
dist(PL∗xi,PPLm L∗(PL∗xi)) = dist(PL∗xi,PLmL∗)6 ‖PL∗ −PPLm L∗‖‖PL∗xi‖6C1/
√
β0 ·1 =C1/
√
β0
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and
dist(xi,PL∗xi)6 ε,
we have
‖PLmxi‖=
√
1−dist(xi,Lm)2 >
√
1−dist(xi,PPLm L∗(PL∗xi))>
√
1− (C1/
√
β0+ ε)2.
Combining it with
‖PLm	PLm L∗xi‖= dist(PLmxi,PLmL∗)6 dist(xi,L∗)6 ε,
and
‖PPLm L∗xi‖2 = ‖PLmxi‖2−‖PLm	PLm L∗xi‖2,
(7.17) is proved. Combining (7.17) with the same argument in (7.4) (κ in (7.4) is replaced in κm since
the transformation T in (7.18) in restricted on the subspace Lm), (7.18) is proved. 
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