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COMPUTING EIGENVALUES OF MATRICES IN A QUANTUM COMPUTER
CHANGPENG SHAO∗
Abstract. Eigenproblem arises in a large number of disciplines of sciences and engineering. Combining quantum
algorithms to solve linear differential equations, quantum singular value estimation and quantum phase estimation, we
propose quantum algorithms to compute the eigenvalues of diagonalizable matrices of two types: matrices that only
have real eigenvalues and normal matrices. The quantum algorithms return a quantum state such that the first register
stores eigenvalues and the second register stores the corresponding eigenvectors. For normal matrices, the complexity
to obtain this quantum state is dominated by the complexity to perform quantum singular value estimation. For the
other case, the complexity is determined by the solving of a linear system of differential equations. Under certain
conditions (e.g. sparse), the complexities are polylog on the size n of the given matrix. If we perform measurements,
then we can obtain all the eigenvalues classically. If M is s sparse, then the complexity is O˜(sn‖M‖maxκ2/2), where
κ is the condition number of the matrix of eigenvectors.
Key words. quantum algorithm, quantum phase estimation, eigenvalues, normal matrices.
1. Introduction. One important problem in numerical linear algebra is to find efficient and
stable algorithms to compute the eigenvalues of matrices. The numerical computations of eigenval-
ues is a problem of major importance in many scientific and engineering applications [39]. Many
classical algorithms (e.g. QR algorithm, Lanczos algorithm and Arnoldi iteration etc.) were discov-
ered [23,39]. Except some special cases, the costs of these algorithms to estimate the eigenvalues of
n × n matrices range from O(n2) to O(n3). On the other hand, recent developments on quantum
algorithms [1, 6, 7, 11, 14, 15, 27, 32] prove the fact that quantum computer is good at solving many
linear algebraic problems. For instance, under certain assumptions we can efficiently estimate the
eigenvalues of unitary matrices [33] and Hermitian matrices [1], the singular values of general ma-
trices [11, 32]. For the general eigenvalue problem, it is shown in [19, 45] that if the eigenvector is
given, then we can estimate the corresponding eigenvalue efficiently in a quantum computer. To the
best of our knowledge these are the only two works in computing eigenvalues of nonunitary (and
non-Hermitian) matrices. One difficulty behind this is the results in complexity theory [29, 46],
which suggesting that many eigenvalue problems are QMA-complete, i.e., they are hard to solve
even for quantum computers.
The classical eigenvalue algorithms are mainly iterative. Based on quantum linear algebraic
techniques, we can generalize them into quantum algorithms. However, in this paper, we choose
to follow the idea of quantum phase estimation (QPE), a method that is totally different from
any classical algorithm to estimate eigenvalues. We propose quantum algorithms to estimate the
eigenvalues of diagonalizable matrices of two types: normal matrices and matrices whose eigenvalues
are all real. The goal of the assumption of diagonalizability is to estimate the eigenvalues without
the need to know the eigenvectors in advance. This is similar to the idea of QPE, which is the main
technique to estimate the eigenvalues of unitary and Hermitian matrices. We shall prove that in
these two types of matrices, we can obtain similar results to QPE. More precisely, if M is an n× n
diagonalizable matrix that only has real eigenvalues {λ1, . . . , λn}. Assume that the corresponding
unit eigenvectors are {|E1〉, . . . , |En〉}, then we can implement the following transformation
(1.1)
n∑
j=1
βj |Ej〉 7→
n∑
j=1
βj |λ˜j〉|Ej〉
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up to a normalization, where λ˜j is an approximation of λj . If M is normal, we write λj = σje
iθj ,
then we can implement
(1.2)
n∑
j=1
βj |Ej〉 7→
n∑
j=1
βj |Ej〉|σ˜j〉|θ˜j〉
in a quantum computer, where σ˜j , θ˜j are respectively the approximations of σj and θj . Diagonal-
izability implies that the left hand side of (1.1), (1.2) can be any quantum state.
The main technique we use are QPE, quantum singular value estimation and quantum algo-
rithms to solve linear differential equations. These are important techniques in designing quantum
machine learning algorithms [8,12,13,17,30,34,38,40–42,47]. Under certain conditions (e.g. sparse,
existence of block-encoding or QRAM), these algorithms are implemented in polylog time in a
quantum computer, which help us solving many machine learning problems “exponentially” faster
than the classical algorithms. As a result, the quantum algorithms proposed in this paper may
efficiently help us estimate the eigenvalues of diagonalizable matrices.
If we perform measurements on the right hand side of equations (1.1) and (1.2), we can obtain
all the eigenvalues of M classically. For the matrices considered in this paper, generally classical
algorithms [9, 22, 24, 28] still cost O(nw) to compute their eigenvalues, where 2 ≤ w ≤ 3. However,
in the quantum case, let s be the sparsity of the given matrix M , then it costs O(sn) to build the
sparse access oracles. Consequently, we can obtain all the eigenvalues in cost O˜(sn‖M‖maxκ2/2)
if M is s sparse, see Theorems 2.10 and 3.3 for more details. Here ‖M‖max is the max norm and κ
is the condition number of the matrix of the eigenvectors. For normal matrices κ = 1.
One potential application of quantum eigenvalue estimation that quantum singular value esti-
mation may not perform well is to implement functions of matrices in a quantum computer. For
Hermitian matrices, singular value decomposition is enough [44]. Generally, we can only use eigen-
value decomposition. If M = EDE−1 is the eigenvalue decomposition of M , and f is a function,
then usually f(M) = Ef(D)E−1. This is correct if f is a polynomial and many other functions, like
exponential functions and trigonometric functions. When we have the transformation (1.1) or (1.2),
then we can implement f(M) efficiently by using control rotations generated by the eigenvalues.
Note that if f is a polynomial, then based on the block-encoding [11] and linear combinations of
unitaries [16], we can also implement f(M) by the quantum singular value estimation. However, if f
is not a polynomial, such as f(x) = ex,
√
x or log x, then quantum eigenvalue estimation technique
is more preferable.
The paper is outlined as follows: In Section 2, we apply quantum linear differential equation
solver to propose a quantum algorithm to estimate the eigenvalues of matrices that only have real
eigenvalues. In Section 3, we propose the quantum algorithm to estimate the eigenvalues of normal
matrices based on quantum SVD and QPE. For the readers that are nor familiar with QPE, we
refer to Appendix A for a brief review.
2. Diagonalizable matrices only have real eigenvalues. In this section, we consider
the problem of computing eigenvalues of diagonalizable matrices that only have real eigenvalues.
Assume that M is an n×n diagonalizable matrix with real eigenvalues {λ1, . . . , λn} and eigenvectors
{|E1〉, . . . , |En〉} of unit norm, then the goal is to implement the following transformation
(2.1)
n∑
j=1
βj |Ej〉 7→
n∑
j=1
βj |λ˜j〉|Ej〉
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up to a normalization, where λ˜j is an approximation of λj . The main techniques are quantum
algorithms to solve linear differential equations and quantum phase estimation.
The assumption of diagonalizability implies that the eigenvectors are linearly independent so
that any vector is a linear combinations of them. Thus the left hand side of (2.1) can be any quantum
state. The class of diagonalizable matrices only has real eigenvalues may not general, but it includes
Hermitian matrices. It is shown in [20] that these kind of matrices are similar to Hermitian matrices.
Computing the eigenvalues of these kind of matrices may not easy classically. A parallelizable
algorithm was proposed in [28], which heavily depends on matrix multiplication. The required
operations is O(n3). In the quantum case, if we can efficiently implement the transformation (2.1),
then we can obtain all the eigenvalues of M efficiently by measurements.
2.1. The quantum algorithm to implement (2.1). In the subsection, we present a quan-
tum algorithm to implement the transformation (2.1). The main idea of the algorithm is to change
the eigenvalue estimating problem into a differential equations solving problem. Then use quantum
algorithms to solve the differential equations to obtain the quantum state of the solution. It turns
out the quantum state of the solution is close to the state |ψ1〉 defined in the QPE (see Algorithm
3 in Appendix A).
First we consider the special case that the left hand side of equation (2.1) is |Ej〉 for some j.
For simplicity, we assume that |Ej〉 is given. Later we will extend the idea to the general case in
which there is no need to know the eigenvectors in advance. Now let us start from the following
linear system of differential equations
(2.2)

dx(t)
dt
= 2piiMx(t),
x(0) = |Ej〉.
It is easy to see that the solution of this differential equation is
(2.3) x(t) = e2piiMt|Ej〉 = e2piiλjt|Ej〉.
Since M is not Hermitian, it may not easy to apply e2piiMt directly to |Ej〉 to obtain the solution.
Fortunately, there are some quantum algorithms [6,7,15] to solve differential equations in the quan-
tum computer. It is interesting to see that the differential equation (2.2) satisfies the assumptions
of the quantum algorithms proposed in [6, 7, 15]. Thus we can apply their results directly. In the
following, we use the idea of [7] to solve the differential equation (2.2). Due to the speciality of our
case, the analysis of the error and the complexity is much simplified.
For any integer k and any z ∈ C, denote the (k + 1)-terms truncation of exponential function
ez as
(2.4) Tk(z) =
k∑
j=0
zj
j!
.
If r ∈ R and |r| < 1, then it is easy to show that |Tk(ir)− eir| ≤ e/(k + 1)!.
To solve the differential equation, we discrete the time interval [0, t] into m short time intervals
by setting t0 = 0, t1 = ∆t, t2 = 2∆t, . . . , tm = m∆t = t. The final time t = 1/2|λmax|, where  is
the precision to approximate the eigenvalue λj and |λmax| = maxj |λj |. The integer m = Θ(1/)
and ∆t = Θ(1/|λmax|).
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Set d = m(k + 1), define the (d+ 1)n× (d+ 1)n matrix Cm,k by
Cm,k(2piiM∆t) =
d∑
p=0
|p〉〈p| ⊗ I −
m−1∑
p=0
k∑
q=1
|p(k + 1) + q〉〈p(k + 1) + q − 1| ⊗ 2piiM∆t
q
(2.5)
−
m−1∑
p=0
k∑
q=0
|(p+ 1)(k + 1)〉〈p(k + 1) + q| ⊗ I.(2.6)
The goal of this matrix is to implement Tk(2piiM∆t) without computing matrix powers. The
definition of this matrix is a special case of the one defined in [7]. We delete their fourth summation
term here. This is caused by the different goals. In [7], the authors aim to compute the quantum
state of the solution at time tm. The fourth term is introduced to improve the probability of this
state. However, in this paper we need the superposition of the quantum state of the solution at
time t0, . . . , tm. Thus, the solution at time tm is not special for us.
Before doing detailed analysis, we first state the main idea briefly. By equation (2.3), the state
of the superposition of the solution at time t0, . . . , tm is
(2.7)
1√
m+ 1
m∑
l=0
|l〉|x(tl)〉 = 1√
m+ 1
m∑
l=0
e2piilλj∆t|l〉|Ej〉.
We can extract λj easily by applying quantum Fourier inverse transform to the first register. Quan-
tum linear differential equations solver can return an approximation of the state (2.7). Below, we
consider the error caused by the discretization method.
Consider the following linear system
(2.8) Cm,k(2piiM∆t)x˜ = |0..0〉|Ej〉.
In the right hand side, |0..0〉 is added to make sure both sides have the same dimension. Here x˜
refers to the approximated solution of the differential equation (2.2). We can formally write the
solution as
(2.9) x˜ =
m−1∑
p=0
k∑
q=0
|p(k + 1) + q〉|xp,q〉+ |m(k + 1)〉|xm,0〉.
In the above expression, we use the ket notation to simplify the expression of x˜, but |xp,q〉 may not
a unit vector.
It is easy to check that (see Appendix B)
|x0,0〉 = |Ej〉,(2.10)
|x0,q〉 = (2piiM∆t)
q
q!
|Ej〉 = (2piiλj∆t)
q
q!
|Ej〉, (q = 1, . . . , k).(2.11)
If p > 0, then
|xp,0〉 = Tk(2piiM∆t)|xp−1,0〉 = Tk(2piiλj∆t)|xp−1,0〉,(2.12)
|xp,q〉 = (2piiM∆t)
q
q!
|xp,0〉 = (2piiλj∆t)
q
q!
|xp,0〉, (q = 1, . . . , k).(2.13)
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Lemma 2.1. Assume that 2pi∆t|λj | < 1 and e ≈ 2.718 is the Euler’s number, then for any
p ∈ {1, 2, . . . ,m}, we have
(2.14) ‖|x(tp)〉 − |xp,0〉‖2 ≤
(
1 +
e
(k + 1)!
)p
− 1.
Moreover,
(2.15)
∣∣∣‖|xp,0〉‖2 − 1∣∣∣ ≤ (1 + e
(k + 1)!
)p
− 1.
Proof. By equations (2.3), (2.12),
‖|x(tp)〉 − |xp,0〉‖2 = ‖e2piiλj∆t|x(tp−1)〉 − Tk(2piiλj∆t)|xp−1,0〉‖2
≤ |e2piiλj∆t − Tk(2piiλj∆t)|+ |Tk(2piiλj∆t)| ‖|x(tp−1)〉 − |xp−1,0〉‖2
≤ e
(k + 1)!
+
(
1 +
e
(k + 1)!
)
‖|x(tp−1)〉 − |xp−1,0〉‖2
≤ e
(k + 1)!
p−1∑
r=0
(
1 +
e
(k + 1)!
)r
=
e
(k + 1)!
(1 + e(k+1)! )
p − 1
(1 + e(k+1)! )− 1
=
(
1 +
e
(k + 1)!
)p
− 1.
This proves the first claim. Since |x(tp)〉 is unit, the second result comes naturally.
Proposition 2.2. Let |x〉 = 1√
m+1
∑m
p=0 |p〉|x(tp)〉 be the superposition of the exact solution of
the differential equation (2.2). Denote the quantum state of
∑m
p=0 |p〉|xp,0〉 as |xˆ〉, then
(2.16) ‖|x〉 − |xˆ〉‖2 ≤ 2(m+ 1)
((
1 +
e
(k + 1)!
)m
− 1
)(
2−
(
1 +
e
(k + 1)!
)m)−1/2
.
Proof. Denote the l2-norm of
∑m
p=0 |p〉|xp,0〉 as
√
L. Thus
‖|x〉 − |xˆ〉‖2 =
m∑
p=0
∥∥∥∥ |x(tp)〉√m+ 1 − |xp,0〉√L
∥∥∥∥
2
(2.17)
≤
m∑
p=0
∣∣∣∣ 1√m+ 1 − 1√L
∣∣∣∣+ 1√L
m∑
p=0
‖|x(tp)〉 − |xp,0〉‖2.(2.18)
By Lemma 2.1,
|L−m− 1| ≤ (m+ 1)
((
1 +
e
(k + 1)!
)m
− 1
)
=: (m+ 1)A,
so ∣∣∣∣ 1√m+ 1 − 1√L
∣∣∣∣ = |L−m− 1|√L(m+ 1)(√m+ 1 +√L) ≤ A√1−A.
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Thus the first term of (2.18) is bounded by (m + 1)A/
√
1−A. Again by Lemma 2.1, the second
term of (2.18) is bounded by (m+ 1)1/2A/
√
1−A. This completes the proof.
Proposition 2.2 states that if we choose k such that (k + 1)!  m, then the quantum state of
the solution of the the differential equation (2.2) is approximated by the part of the quantum state
of the solution of the linear system (2.8) with q = 0. The following lemma further shows that this
part occupies an constant amplitude. If we perform amplitude amplification, then we can enlarge
this amplitude close to 1 with O(1) extra operations. As a result, the quantum state of the solution
of the linear system (2.8) provides a good approximation of the the quantum states of the solution
of the differential equation (2.2).
Lemma 2.3. Assume that |2piλj∆t| < 1, then the l2-norm of the solution x˜ of the linear system
(2.8) satisfies
(2.19)
∣∣∣∣∣‖x˜‖22 − e2piλj∆t
m−1∑
p=0
‖|xp,0〉‖22 − ‖xm,0‖22
∣∣∣∣∣ ≤ e(k + 1)! .
Proof. By equation (2.9)
‖x˜‖22 =
m−1∑
p=0
k∑
q=0
‖|xp,q〉‖22 + ‖xm,0‖22
=
m−1∑
p=0
k∑
q=0
(2piλj∆t)
q
q!
‖|xp,0〉‖22 + ‖xm,0‖22
= Tk(2piλj∆t)
m−1∑
p=0
‖|xp,0〉‖22 + ‖xm,0‖22.
It is easy to prove that
|Tk(2piλj∆t)− e2piλj∆t| ≤ e
(k + 1)!
.
This completes the proof.
Proposition 2.4. Let M be an n × n diagonalizable matrix which only has real eigenvalues.
Assume that one of its eigenvector is known. Suppose that the linear system (2.5) can be solved in
time T (κ(Cm,k), ,m(k + 1)n) to precision . Then we can estimate the corresponding eigenvalue
in a quantum computer to precision |λmax| in cost
(2.20) T (κ(Cm,k), , n
−1 log(1/)).
Proof. By Proposition 2.2, to make sure the error between |x〉 and |xˆ〉 is smaller than , we can
choose k such that (k + 1)! ≥ m2/. That is k ≥ log(m/). Thus, we can set k = O(log(m/)) =
O(log(1/)) as m = O(1/).
Let |x¯〉 be the quantum state obtained by the quantum linear solver to solve the linear system
(2.5). Since 2pi∆t|λj | < 1, Lemma 2.3 shows that in |x¯〉 the amplitude of |xˆ〉 is close to e−2pi∆t|λj | >
e−1 > 0.36. Apply amplitude amplification with O(1) operations, we can increase the amplitude of
|x¯〉 close to 1 in |xˆ〉. As a result, we have ‖|x〉 − |xˆ〉‖2 ≤ . Since
(2.21) |x〉 = 1√
m+ 1
m∑
l=0
|l〉|x(tl)〉 = 1√
m+ 1
m∑
l=0
e2piiλj l∆t|l〉|Ej〉.
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If we apply quantum Fourier inverse transform to the first register of |xˆ〉, then we can obtain an 
approximation of
(2.22)
1
m+ 1
m∑
k=0
(
m∑
l=0
e2piil(λj∆t−
k
m+1 )
)
|k〉|Ej〉.
Based on the analysis of QPE, we can obtain k such that k/m is an  approximation of λj∆t with
probability close to 1.
The complexity is dominated by the solving the linear system (2.5). Based on the choices of k
and m, we obtain the complexity of the above procedure easily.
In a quantum computer, under certain conditions, the complexity to solve a linear system is
linear on the condition number, logarithm on the precision and the dimension. For the linear
system (2.5), the dimension is m(k + 1)n. As proved in Theorem 5 of [7], the condition number
of Cm,k is bounded by O(κ(E)km) = O(κ(E)
−1(log 1/)), where κ(E) is the condition num-
ber of the matrix generated by the eigenvectors. Thus, we can simplify the result of (2.4) into
O(κ(E)−1(log 1/)(log n)).
The general case can be done similarly. We summarize the idea into the following algorithm.
Algorithm 1 Quantum algorithm for computing the real eigenvalues
Input: (1). An n×n diagonalizable matrix M only with real eigenvalues. Suppose the eigenvalues
are {λ1, . . . , λn} and the unit eigenvectors are {|E1〉, . . . , |En〉}.
(2). A upper bound |λmax| of the eigenvalues, i.e., |λj | ≤ |λmax| for all j.
(3). A quantum state |φ〉 which formally equals ∑nj=1 βj |Ej〉.
(4). The precision  ∈ (0, 1), ∆t = 1/2|λmax|, m = d1/e, k = log(1/).
Output: The quantum state
(2.23)
n∑
j=1
βj |λ˜j〉|Ej〉
up to a normaliation, where |λ˜j − λj | ≤ |λmax| for all j.
1: Construct the matrix Cm,k based on equation (2.5).
2: Use quantum linear algebraic technique to construct C−1m,k|0..0〉|φ〉.
3: Apply quantum Fourier inverse transform to the first register of C−1m,k|0..0〉|φ〉.
Theorem 2.5. Let M be an n×n diagonalizable matrix which only has real eigenvalues {λ1, . . . ,
λn}. Assume that the corresponding unit eigenvectors are {|E1〉, . . . , |En〉}. Let |λmax| be a upper
bound of the eigenvalues. Suppose that C−1m,k can be implemented in a quantum computer in time
T (κ(Cm,k), ,m(k + 1)n) to precision . Then we can perform the following transformation
(2.24)
n∑
j=1
βj |Ej〉 7→ 1
Z
n∑
j=1
βj |λ˜j〉|Ej〉
in time
(2.25) O
(
T
(
κ(E)−1 log(1/), , n−1 log(1/)
)
× κ(E)

√
log
1

)
,
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where Z is the normalization factor, κ(E) is the condition number of the matrix generated by the
eigenvectors and |λj − λ˜j | ≤ |λmax| for all j.
Proof. By equation (2.9), up to a normalization
C−1m,k|0..0〉|φ〉 =
n∑
j=1
βjC
−1
m,k|0..0〉|Ej〉
=
n∑
j=1
βj
(
m∑
p=0
|p(k + 1)〉|xp,0〉+
m−1∑
p=0
k∑
q=1
|p(k + 1) + q〉|xp,q〉
)
.
As k+1 is invertible modulo m(k+1)+1, we can find (k+1)−1 and multiple it on the first register.
As a result, we obtain
(2.26)
n∑
j=1
βj
(
m∑
p=0
|p〉|xp,0〉|0〉+ |0〉⊥
)
.
In the above state, we add a new ancilla qubit |0〉 to separate the two summation terms. This is
possible as the first registers are orthogonal between them.
By equation (2.3) and Lemma 2.1, equation (2.26) is -close to the state
(2.27)
n∑
j=1
m∑
p=0
βje
2piiλjp∆t|p〉|Ej〉|0〉+ |0〉⊥.
If we apply quantum Fourier inverse transform to it, then we obtain
(2.28)
1√
m+ 1
n∑
j=1
m∑
q=0
m∑
p=0
βje
2piip(λj∆t− qm+1 )|q〉|Ej〉|0〉+ |0〉⊥ ≈
√
m+ 1
n∑
j=1
|λj〉|Ej〉|0〉+ |0〉⊥.
By [7, Lemma 3], ‖C−1m,k‖ ≤ 3κ(E)
√
km, As a result, ‖C−1m,k|0..0〉|φ〉‖ ≤ ‖C−1m,k‖ ≤ 3κ(E)
√
km.
The amplitude of |0〉 in the state (2.27) equals√√√√√ m∑
p=0
∥∥∥∥∥∥
n∑
j=1
βje2piiλjp∆t|Ej〉
∥∥∥∥∥∥
2
2
.
Note that if p = 0, then ‖∑nj=1 βj |Ej〉‖22 = ‖|φ〉‖22 = 1. Therefore, the amplitude of |0〉 is larger
than 1/3κ(E)
√
km. By amplitude amplification and the choices of the parameters in the algorithm,
the complexity to obtain the state (2.24) is (2.25) as claimed.
Remark 2.6. For eigenvalue problems of diagonalizable matrices, Bauer and Fike in [4] showed
the condition number κ(E) describes the stability and conditioning of calculating the eigenvalues.
If κ(E) is large, then small permutations on the matrix M will give rise to large permutations on
the eigenvalues. This makes the calculation of the eigenvalues inaccurate. Thus the complexity of
Algorithm 1 depends on κ(E) seems acceptable. But the quadratic form can be improved to linear
by using the variable time amplitude amplification technique [2].
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In the following, we consider sparse matrices in which the complexity of inverting Cm,k is
known. The following lemma about the sparsity of Cm,k is easy to prove.
Lemma 2.7. If M is s-sparse, then the sparsity of Cm,k is Θ(s+ k).
Proof. By equation (2.5), for any p ∈ {0, . . . ,m}, q ∈ {0, . . . , k} and r ∈ {1, . . . , n}
〈p(k + 1) + q| ⊗ 〈r|Cm,k = 〈p(k + 1) + q| ⊗ 〈r| − 〈p(k + 1) + q − 1| ⊗ 〈r|2piiM∆t
q
− δpq
k∑
q′=0
〈p(k + 1) + q′| ⊗ 〈r|.
The nonzero element of this row vector is bounded by 1 + s + k + 1 = Θ(s + k). Similar analysis
also holds for the columns of Cm,k.
By the quantum linear solver [14, Theorem 5], if M is s sparse, then combining Lemma 2.7,
T (κ(Cm,k), ,m(k + 1)n)
= O((s+ log(1/))κ(Cm,k)(log n
−1 log(1/))polylog((s+ log(1/))κ(Cm,k)/)).
By [7, Theorem 5], κ(Cm,k) = O(κ(E)km) = O(κ(E)
−1(log 1/)), Thus, equation (2.25) can be
simplified into O˜(sκ(E)2/2). The quantum linear solver [14] depends an oracle OC to query Cm,k.
Assume that we have the oracle OM to query M . It is defined as
(2.29) OM |i, j, z〉 = |i, j, z ⊕mij〉, OM |i, l〉 = |i, ν(i, l)〉,
where ν(i, l) is the index of the l-th nonzero element in the i-th row/column. For any 0 ≤ p1, p2 ≤
m, 0 ≤ q1, q2 ≤ k and 1 ≤ r1, r2 ≤ n, it is easy to check that
〈p1(k + 1) + q1, r1|Cm,k|p2(k + 1) + q2, r2〉(2.30)
= δr1r2 δ
p1
p2 δ
q1
q2 − [p2 ≤ m− 1][q2 ≤ k − 1]δp1p2 δq1q2+1〈r1|
2piiM∆t
q2 + 1
|r2〉(2.31)
− [p2 ≤ m− 1]δr1r2 δp1p2+1δq10 ,(2.32)
where the notation [a ≤ b] means that it equals 1 if a ≤ b and 0 otherwise. The three terms in
equations (2.31), (2.32) cannot coexist, so it is easy to build the oracle OC to query Cm,k when we
have OM . The cost to build this oracle OC is the same as that to build OM .
Corollary 2.8. With the same assumptions as Theorem 2.5. If M is s sparse, then we can
implement the transformation (2.24) in time O˜(sκ(E)2/2).
To obtain all the eigenvalues classically, we can perform measurements on the right hand side
of equation (2.24). The following lemma shows how many measurements we should perform.
Lemma 2.9. Let P = {p1, . . . , pn} be a probability distribution. Set pmax = max{p1, . . . , pn}.
To see every events under the distribution P it suffices to make O(p−1max log(n/δ)) measurements.
The success probability is at least 1− δ.
We defer the proof of this lemma to Appendix C. To apply Lemma 2.9, we need to analyze
the complexity to obtain each eigenvalue. Assume that M has d distinct eigenvalues λ1, . . . , λd,
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we can rewrite the initial state as
∑d
j=1 γj |Vj〉, where |Vj〉 is a normalized vector generated by the
eigenvectors corresponding to λj . Then the right hand side of equation (2.24) can be written as
1
Z
∑d
j=1 γj |λ˜j〉|Vj〉. The probability to obtain λ˜j equals pj = |γj |2/Z2. Note that Z2 =
∑d
j=1 |γj |2,
so pmax = maxj |γj |2/Z2 ≥ 1/d. Thus, it suffices to make O(d log d) = O(n log n) measurements
by Lemma 2.9. The sparse access oracle of M can be built in time O(sn). Thus we obtain the
following result.
Theorem 2.10. Let M be an s sparse diagonalizable matrix that only has real eigenvalues and
E the matrix generated by all the unit eigenvectors. Let |λmax| be a upper bound of the eigenvalues.
Then Algorithm 1 together with measurements can obtain all the eigenvalues of M to precision
|λmax| in cost O˜(snκ(E)2/2).
2.2. What if the diagonalizable matrices have complex eigenvalues. Algorithm 1 also
works for diagonalizable matrices that only have pure imaginary eigenvalues. It suffices to change
2piiM into 2piM in equation (2.2). In the following, we consider the problem that what would happen
if we apply Algorithm 1 directly to any diagonalizable matrix. We will show that Algorithm 1 has
many difficulties to estimate the complex eigenvalues.
To do the analysis, we just focus on the special case that the j-th eigenvector |Ej〉 is known.
Denote the corresponding eigenvalue are λj0 +iλj1, where λj0, λj1 ∈ R. Then similar to the analysis
of obtaining (2.21), we will obtain an approximation of
(2.33) |x〉 = 1
Z
m∑
l=0
|l〉|x(tl)〉 = 1
Z
m∑
l=0
e2piiλj l∆t|l〉|Ej〉,
where Z is the normalization constant. Since λj ∈ C, usually Z 6=
√
m+ 1. If we set λj1∆t = −b
for simplicity, then
Z2 =
m∑
l=0
e4pibl =
1− e4pib(m+1)
1− e4pib .
To make sure the quantum differential equation solver works, one assumption made in [7] is that
the real part of the coefficient matrix is non-positive. This assumption relates to the stability of the
differential equation. Here we should make the same assumption, that is λj1 > 0 as we use 2piiM
in the differential equation (2.2). Thus b < 0. When concerning about computing eigenvalues, this
assumption is easy to be satisfied. We just need to consider M − i|λmax|I instead, where |λmax| is
some upper bound of the eigenvalues.
If we apply quantum Fourier inverse transform to the first register of |x〉, then we obtain
(2.34)
1
Z
√
m+ 1
m+1∑
k=0
m+1∑
l=0
e2piil(λj0∆t−
k
m+1 )e2pilb|k〉|Ej〉.
For convenience, we set a = λj0∆t− km+1 . From equation (2.34), k only provides an estimation of
λj0. Now we assume that |a| ≤  = 1/(m+ 1), then the probability of this k is
P =
1
Z2(m+ 1)
∣∣∣∣∣
m∑
p=0
e2piip(a−ib)
∣∣∣∣∣
2
=
1
Z2(m+ 1)
∣∣∣∣e2pii(m+1)(a−ib) − 1e2pii(a−ib) − 1
∣∣∣∣2(2.35)
=
1
Z2(m+ 1)
(e2pib(m+1) − 1)2 + 4e2pib(m+1) sin2(pi(m+ 1)a)
(e2pib − 1)2 + 4e2pib sin2(pia)(2.36)
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To make sure P large, a necessary condition is e2pib(m+1) ≈ 0, so we can assume that b = −C/(m+1)
for some C < m+ 1. Consequently,
P =
1
m+ 1
1− e4pib
1− e4pib(m+1)
(e2pib(m+1) − 1)2 + 4e2pib(m+1) sin2(pi(m+ 1)a)
(e2pib − 1)2 + 4e2pib sin2(pia)(2.37)
≈ 1
m+ 1
C/(m+ 1)
C2/(m+ 1)2 + 4e2pibpi2/(m+ 1)2
(2.38)
≈ 1
C
.(2.39)
This seems fine as we can choose C = O(1) or C = poly logm for instance. However, b =
−C/(m+ 1) implies that ∆t = C/(m+ 1)λj1. We only have
|a| =
∣∣∣λj0∆t− k
m+ 1
∣∣∣ = ∣∣∣λj0 C
(m+ 1)λj1
− k
m+ 1
∣∣∣ ≤ 1
m+ 1
,
thus we obtain
(2.40)
∣∣∣λj0 − kλj1
C
∣∣∣ ≤ λj1
C
.
As an approximation, we hope the right hand side of equation (2.40) is small, that is C should be
large. However, If C is large, then P is small. Perform measurements on the quantum state (2.34),
if P is large (say close to 1), then we have more confidence that the measuring result gives an good
approximation of the eigenvalue. If P is small (say 1/ logm), we need perform many measurements.
But from the results obtained by the measurements, we still have difficulties to determine which one
provides an good approximation of the eigenvalue. We cannot distinguish them from the probability
distribution. What we can do is to check the results by the definition of eigenvalues. By doing so,
we need to perform matrix-vector multiplication in a classical computer, which is not the original
goal of the quantum eigenvalue algorithm.
The above analysis shows that when the eigenvalues are complex, Algorithm 1 may not find a
good approximation of the eigenvalues, even the real parts.
Remark 2.11. To compute all the complex eigenvalues, it suffices to have a quantum algorithm
to compute all the real parts. More precisely, let M be a diagonalizable matrix with complex eigen-
values λj+ iµj , where j = 1, . . . , n. The corresponding unit eigenvalues are |E1〉, . . . , |En〉. Suppose
that we have a quantum algorithm that can output
∑n
j=1 βj |λj〉|Ej〉 (up to a normalization) when
the input is
∑n
j=1 βj |Ej〉. Then we can apply this algorithm further to obtain
∑n
j=1 βj |λj〉|µj〉|Ej〉.
This is obtained by considering iM and viewing
∑n
j=1 βj |λj〉|Ej〉 as the new initial state.
3. Normal matrices. A square matrix is called normal if it commutes with its conjugate
transpose. The condition of normality may be strong, but it includes the unitary, Hermitian, skew-
Hermitian matrices and their real counterparts as special cases. These matrices are of great interests
to physicists [36]. In [26], Grone et al. listed 70 different equivalent conditions of normal matrices.
19 more were added later in [21]. One interesting result we will use in this paper is the fact that
normal matrices can be diagonalized by unitary matrices. The list [21, 26] reflects the fact that
normality arises in many ways.
Computing eigenvalues of (normal) matrices is not easy classically. A special kind of normal
matrices whose eigenvalues are easy to compute are circulant matrices [25]. They can be diagonal-
ized by Fourier transform. Based on the fast Fourier transform, the eigenvalues can be obtained in
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costs O(n log n). Generally we should use iterative algorithms to find the eigenvalues. These kind
of algorithms typically proceed in two phases [23,39]: First, transform the matrix to a suitable con-
densed matrix format (e.g. Hessenberg or tridiagonal), sharing the eigenvalues; Second, compute
the eigenvalues of the condensed matrix. The intermediate matrix can save a lot of the computing
time. For instance, for an n× n Hermitian matrix, first we use Lanczos algorithm to transform it
into a real tridiagonal symmetric matrix. Then use the divide-and-conquer algorithm [18] to com-
pute all the eigenvalues of the tridiagonal matrix. The complexity of the the two steps are O(sn2)
and O(n log n) respectively, where s is the sparsity of the Hermirian matrix. Consequently, the total
complexity is O(sn2). Usually, the complexity is dominated by the first step. For unitary matrices,
the complexity to compute the eigenvalues is O(n2) in the Hessenberg case [24], and O(n3) in the
general case [9].
For generic normal matrices, condensed matrix formats with O(n) parameters does not exist.
The intermediate structures are often of Hessenberg form, which requires O(n2) storage. If we use
QR algorithm to compute all the eigenvalues of the Hessenberg matrices, then each step of iteration
costs O(n2). If Arnoldi method is used in the first step, then the complexity is bounded by O(n3).
In [22], Ferranti and Vandebril proposed an algorithm to find a memory cheap intermediate matrix
of tridiagonal complex symmetric form for normal matrices. However, their algorithm to compute
all the eigenvalues of generic normal matrices costs O(n3). When the spectral decomposition is
known of the (n − 1) × (n − 1) principal minors, Cecchi et al. [10] showed that the eigenvalues of
n× n normal matrices can be computed in costs O(n2).
3.1. Main result. Assume that M is an n × n normal matrix, then there exists a diagonal
matrix Λ = diag(λ1, . . . , λn) and a unitary matrix U such that M = UΛU
†. Thus {σj := |λj | : j =
1, . . . , n} are the singular values of M . Denote λj = σje2piiθj , the problem we want to solve in this
section is to estimate σj , θj for all j to certain precision in the quantum computer. To be more
precise, assume that the j-th column of U is |uj〉. Let |b〉 be any given state. Since U in unitary,
there exist β1, . . . , βn such that |b〉 =
∑n
j=1 βj |uj〉. The main objective we want to obtain is to
implement the following transformation in the quantum computer:
(3.1)
n∑
j=1
βj |uj〉|0〉|0〉 7→
n∑
j=1
βj |uj〉|σ˜j〉|θ˜j〉,
where σ˜j and θ˜j are respectively the approximations of σj and θj .
To state our main result, we need the technique of quantum singular value estimation. Let M
be a n-by-n matrix with singular value decomposition (SVD) M =
∑n
j=1 σj |uj〉〈vj |. Denote
(3.2) M˜ =
(
0 M
M† 0
)
,
which is Hermitian. The eigenvalues of M˜ are {±σj : j = 1, . . . , n}. The corresponding eigenvectors
are
(3.3) |w±j 〉 :=
1√
2
(|0〉|uj〉 ± |1〉|vj〉), j = 1, . . . , n.
Based on quantum phse estimation, we can implement the following transformation
(3.4)
n∑
j=1
β+j |w+j 〉+ β−j |w−j 〉 7→
n∑
j=1
β+j |w+j 〉|σ˜j〉+ β−j |w−j 〉| − σ˜j〉
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in a quantum computer, where |σj − σ˜j | ≤ . More details can be found in Appendix A. With this
preliminary, our main result is stated as follows.
Theorem 3.1. Let M be an n-by-n normal matrix. Assume that its eigenvalue decomposition
is
∑n
j=1 σje
2piiθj |uj〉〈uj |. If the complexity to implement (3.4) for M is O(T/1), then the transfor-
mation (3.1) can be implemented in time O(T/12) in a quantum computer, where |σj − σ˜j | ≤ 1,
|θj − θ˜j | ≤ 2 for all j.
As a direct application of Theorem 3.1 and Proposition A.1, we have the following result.
Corollary 3.2. Let M be an s sparse n × n normal matrix, let C be a upper bound of its
eigenvalues. Then the complexity to implement (3.1) is O(sC‖M‖max(log n)/12).
There are several methods to find the upper bound of the eigenvalues. A simple method is
based on the Gershgorin circle theorem [23], which states that every eigenvalue of M lies within at
least one of the Gershgorin discs {z ∈ C : |z −mii| ≤
∑
j 6=i |mij |}, where i = 1, . . . , n. As a result,
‖M‖1, ‖M‖∞ are upper bound of the eigenvalues. The spectral norm ‖M‖ also provides a upper
bound of the eigenvalues. Since we can estimate the singular values in a quantum computer, we
can estimate the spectral norm as well. For instance, see [31].
If we perform measurements on the right hand side of (3.1), then we can obtain all the eigen-
values of M . The complexity is affected by the unknown coefficients βj . Also if βj = 0, then
we cannot obtain the j-th eigenvalue by measuring the right hand side of (3.1). Assume that
βj 6= 0 for j ∈ S. By Lemma 2.9, to obtain all the eigenvalues λj with j ∈ S, it suffices to make
O((maxj |βj |2)−1 log n) = O(n log n) measurements, where δ is ignored. Thus the complexity to
obtain these eigenvalues is O(n(log n)T/12). If we randomly generate the initial states, then we
can obtain all the eigenvalues.
For instance, if we choose the initial state as
(3.5) |M〉 = 1‖M‖F
n∑
i,j=1
mij |i, j〉 = 1‖M‖F
n∑
i,j=1
σje
2piiθj |uj〉|uj〉,
where mij is the (i, j)-th entry of M . The second equality comes from the definition of eigenvalue
decomposition. Then the complexity to compute all nonzero eigenvalues of M is
(3.6) O
(
‖M‖2F
maxj σ2j
T/12(log n)
)
= O(n(log n)T/12).
One underlying problem here is that |M〉 may not easy to prepare.
We can also use the language of density operator to describe the transformation (3.1). Con-
cerning about the influence of the unknown coefficient βj , we choose the initial density operator as
the maximally mixed state I = 1n
∑
j |j〉〈j| which also equals 1n
∑
j |uj〉〈uj | due to the unitary of
U . Then (3.1) becomes
(3.7)
1
n
n∑
j=1
|uj〉〈uj | 7→ 1
n
n∑
j=1
|uj〉〈uj | ⊗ |σ˜j〉〈σ˜j | ⊗ |θ˜j〉〈θ˜j |.
To obtain all the eigenvalues, by Lemma 2.9 it suffices to make O(n log n) measurements on the
right hand side of (3.7). In this case, the complexity is O(n(log n)T/12). Thus by Corollary 3.2,
we have
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Theorem 3.3. Let M be an s sparse n×n normal matrix with eigenvalues σjeiθj , j = 1, . . . , n.
Let 1, 2 be the precisions to approximate all σj , θj respectively. Assume that σj ≤ C for all j. Then
there is a quantum algorithm to estimate all the eigenvalues in time O(snC‖M‖max(log n)2/12).
3.2. Proof of Theorem 3.1. For any j, denote |vj〉 = e−2piiθj |uj〉, then the SVD of M is∑n
j=1 σj |uj〉〈vj |. We can rewrite the initial state |0〉|b〉 as |0〉|b〉 =
∑n
j=1
βj√
2
(|w+j 〉 + |w−j 〉). The
main technique is described in the following lemma.
Lemma 3.4. With the same notation as Theorem 3.1, then there is a unitary operator W that
performs
(3.8) W :
n∑
j=1
βj |0〉|uj〉 7→
n∑
j=1
βje
−2piiθj |0〉|uj〉.
The operator W is implemented in time O(T/1).
Proof. By viewing |0, b〉 as the initial state, if we perform the transformation (3.4) to it, then we
obtain
∑n
j=1
βj√
2
(|w+j 〉|σ˜j〉+ |w−j 〉| − σ˜j〉). Since −σ˜j ≤ 0, we can add a negative sign to the second
term to change it into
∑n
j=1
βj√
2
(|w+j 〉|σ˜j〉 − |w−j 〉| − σ˜j〉). Based on analysis of QPE in Appendix A
about the signs of eigenvalues, the operation here is feasible. Now we perform the inverse procedure
of the transformation (3.4), then we obtain
∑n
j=1
βj√
2
(|w+j 〉−|w−j 〉) =
∑n
j=1 βj |1〉|vj〉. Finally, apply
Pauli-X to the first register to generate
∑n
j=1 βj |0〉|vj〉 =
∑n
j=1 βje
−2piiθj |0〉|uj〉. The complexity is
determined by the implementation of the transformation (3.4), which equals O(T/1).
With the lemma, we state the quantum algorithm to implement (3.1) as follows:
Algorithm 2 Quantum eigenvalue estimation of normal matrices
Input: (1). An n× n normal matrix M with (unknown) eigenvalues {σ1e2piiθ1 , . . . , σne2piiθn} and
(unknown) eigenvectors {|u1〉, . . . , |un〉}.
(2). A quantum state |b〉 which formally equals ∑nj=1 βj |uj〉.
(3). The precisions 1, 2.
Output: The quantum state
(3.9)
n∑
j=1
βj |uj〉|σ˜j〉|θ˜j〉,
where |σ˜j − σj | ≤ 1 and |θ˜j − θj | ≤ 2 for all j.
1: Apply Lemma 3.4 to construct W defined in equation (3.8).
2: Apply QPE (see Algorithm 3 in Appendix A) to W with initial state |0〉|b〉.
3: Apply quantum SVD (see equation (3.4)) to estimate the singular values of M .
In the following, we do more analysis about the step 2 and 3 of Algorithm 2.
Lemma 3.5. The state obtained in step 2 of Algorithm 2 is an approximation of
(3.10)
n∑
j=1
βj |0〉|uj〉|θ˜j〉.
The complexity to obtain this state is O(T/12).
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Proof. This is a direct application of QPE. More precisely, to apply QPE, we first generate the
following state by Hadamard transformation |0〉|b〉⊗ 1√
m
∑m−1
k=0 |k〉 = 1√m
∑n
j=1
∑m−1
k=0 βj |0〉|uj〉|k〉,
where m is determined by the precision 2. Usually, it equals O(1/2). Then view |k〉 as a control
qubit to apply W k to |0〉|b〉, we obtain 1√
m
∑n
j=1
∑m−1
k=0 βje
−2piiθjk|0〉|uj〉|k〉. Finally, apply quantum
Fourier transform to |k〉 to generate 1m
∑n
j=1
∑m−1
l=0 βj
(∑m−1
k=0 e
2piik( lm−θj)
)
|0〉|uj〉|l〉. Similar to the
analysis of QPE, the final state is an approximation of (3.10). The complexity analysis comes from
QPE, which equals O(T/12).
In the state (3.10), we already obtain approximations of the phases. As for the singular val-
ues, we can apply the quantum singular value estimation technique, which is a simple applica-
tion of the transformation (3.4). More precisely, apply (3.4) to the state (3.10), then we have∑n
j=1
βj√
2
(|w+j 〉|σ˜j〉 + |w−j 〉| − σ˜j〉)|θ˜j〉. Apply the oracle |x〉|0〉 7→ |x〉||x|〉 to the second register to
obtain
∑n
j=1
βj√
2
(|w+j 〉|σ˜j〉+ |w−j 〉| − σ˜j〉)|σ˜j〉|θ˜j〉. The implementation of this oracle is discussed in
detail in Appendix A (see equation (A.10)). Finally, apply the inverse of (3.4) to yield the claimed
state (3.9). The complexity is O(T/1). Therefore, the total cost of Algorithm 2 is O(T/12) as
claimed.
4. Conclusions. In this paper, we proposed a quantum algorithm to compute the eigenvalue
of normal matrices based on QPE and quantum SVD. We also proposed a quantum algorithm
based on QPE and quantum linear solver to estimate the eigenvalues of diagonalizable matrices
whose eigenvalues are real. The complexity is dominated by the complexity of the quantum linear
algebraic techniques. Under certain conditions, we can obtain the quantum state that stores the
eigenpairs in registers in polylog time. By measurements, the costs to obtain all the eigenvalues
can be faster than any classical algorithm with a polynomial speedup.
Note that classically one reason leads to the importance of computing eigenvalues is that it can
help solving differential equations. However, our results showed that the roles are reversed in the
quantum case. Currently, based on quantum linear solvers, we can solve linear differential equations
efficiently in a quantum computer [5,6,15]. A closely related problem is solving the integral equation
(e.g. Volterra integral equation and Fredholm integral equation [3]). By discretization method, this
kind of problem reduces to either a linear system or an eigenvalue problem. In the first case, we
can apply quantum linear solvers. The algorithms proposed in this paper maybe helpful in solving
the second type of problems.
Diagonalizability seems a necessary assumption to estimate the eigenvalues in the quantum
computers. We hope the idea proposed in this paper can be generalized to estimate the eigenvalues
of all diagonalizable matrices. As discussed in Subsection 2.2, Algorithm 1 works not so well in the
general case. Thus new ideas are needed.
5. Acknowledgement. This work was supported by the QuantERA ERA-NET Cofund in
Quantum Technologies implemented within the European Union’s Horizon 2020 Programme (Quan-
tAlgo project), and EPSRC grants EP/L021005/1 and EP/R043957/1. No new data were created
during this study.
Appendix A. Quantum phase estimation: brief overview. Quantum phase estimation
(QPE) [33] is a useful technique to design quantum algorithms. Many quantum algorithms are
related to it, such as Shor’s algorithm [43] and HHL algorithm to solve linear systems [27]. QPE
is an algorithm to estimate the eigenvalues of unitary matrices. As a simple generalization, it
can be used to estimate the eigenvalues of Hermitian matrices [1] or the singular values of general
16 CHANGPENG SHAO
matrices [27, 32]. In this paper, QPE is also an important technique we will apply to estimate the
eigenvalues of more general matrices. Thus in the following, we briefly review the QPE to estimate
the eigenvalues of Hermitian matrices, the error and complexity analyses can be found in [37, Section
5.2]. One aspect we want to emphasize is how to determine the signs of the eigenvalues.
A.1. Apply QPE to estimate the eigenvalues of Hermitian matrices. Let H be an
n×n Hermitian matrices with eigenvalues λ1, . . . , λn and eigenvectors |u1〉, . . . , |un〉. Let |b〉 be any
given quantum state, which can formally be written as a linear combinations of the eigenvectors
|b〉 = ∑nk=1 βk|uk〉. Suppose we know a upper bound of the eigenvalues, then choose a upper
bound C > 0 such that |λj/C| < 1/2. Let  be the precision to approximate the eigenvalues and
δ be the failure probability of the quantum algorithm, denote q = dlog 1/e + dlog(2 + 1/2δ)e and
Q = 2q = O(1/δ), then QPE can be stated as follows:
Algorithm 3 Quantum phase estimation (QPE)
Input: (1). An n×n Hermitian matrix H with (unknown) eigenvalues {λ1, . . . , λn} and (unknown)
eigenvectors {|u1〉, . . . , |un〉}.
(2). A quantum state |b〉 which formally equals ∑nk=1 βk|uk〉.
(3). The precision  and failure probability δ.
Output: The quantum state
(A.1)
n∑
k=1
βk|λ˜k〉|uk〉,
where |λ˜k − λk| ≤  for all k.
1: Set the initial state as
(A.2) |ψ0〉 = 1√
Q
Q−1∑
j=0
|j〉|b〉.
2: Apply control operator
∑Q−1
j=0 |j〉〈j| ⊗ e2piijH/C to |ψ0〉 to prepare
(A.3) |ψ1〉 = 1√
Q
Q−1∑
j=0
n∑
k=1
βke
2piijλk/C |j〉|uk〉.
3: Apply quantum inverse Fourier transform to the first register of |ψ1〉
(A.4) |ψ2〉 = 1
Q
Q−1∑
l=0
n∑
k=1
βk
Q−1∑
j=0
e2piij(
λk
C − lQ )|l〉|uk〉.
Denote
Λk =

{l ∈ {0, 1, . . . , Q− 1} : |λk
C
− l
Q
| ≤ }, if λk ≥ 0,
{l ∈ {0, 1, . . . , Q− 1} : |1 + λk
C
− l
Q
| ≤ }, if λk < 0.
(A.5)
|Λk〉 = 1
Q
∑
l∈Λk
Q−1∑
j=0
e2piij(
λk
C − lQ ) |l〉.(A.6)
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In theory, we do not know Λk. The notation introduced here is to simplify the expression of |ψ2〉.
Then we can rewrite |ψ2〉 as
(A.7) |ψ2〉 =
n∑
k=1
βk|Λk〉|uk〉+ others.
It is shown in [37, Section 5.2] that the amplitude of the first term is larger than
√
1− δ. Thus, if
we choose δ small enough (e.g. 0.01 or 1/poly log n), then we can approximately write |ψ2〉 as
(A.8) |ψ2〉 ≈
n∑
k=1
βk|Λk〉|uk〉.
Any integer l in Λk provides an -approximation l/Q of λk/C or 1 + λk/C.
One problem we need pay attention in the above procedure is the signs of the eigenvalues. In
|ψ1〉, if λk ≥ 0, then the coefficient of |j〉|uk〉 is βke2piijλk/C . However, if λk < 0, then the coefficient
becomes βke
2piij(1+λk/C) as we need to make sure the phase lies between 0 and 2pi. As a result, in
QPE we actually obtain approximations of λk/C if λk ≥ 0 and of 1 + λk/C if λk < 0. Note that
C is chosen such that |λk/C| < 1/2, thus in the former case, if l/Q is an approximation of λk/C,
then l ≤ Q/2. In the latter case, if l/Q is an approximation of 1 + λk/C, then (Q − l)/Q is an
approximation of −λk/C. Hence l > Q/2. In conclusion, if integers in Λk are smaller than or equal
to Q/2, then we know λk ≥ 0, otherwise λk < 0. Therefore, based on the integers in Λk, we can
determine the signs of the eigenvalues.
The complexity of QPE is dominated by the second step. If the complexity to implement the
unitary eiHt
′
to precision ′ in the quantum circuit is T (t′, ′, n), then the complexity of QPE to
compute -approximations of eigenvalues of Hermitian matrices is T (C/δ, ′, n). For example, for
an s sparse n×n Hermitian matrix H = (hij), it is shown in [35] that T (t′, ′, n) = O((st′‖H‖max +
log 1/′
log log 1/′ ) log n), which is optimal at the parameters t
′ and ′. Here ‖H‖max = maxi,j |hij |. In this
case, the complexity of QPE is O(sC‖H‖max(log n)/δ) if we set ′ = .
In the following of this paper, we will simply write equation (A.8) as
(A.9)
n∑
k=1
βk|λ˜k〉|uk〉.
Although this state is not rigorous especially when λk < 0, it clearly describes the result of QPE.
It can be viewed as the quantum eigenvalue decomposition of Hermitian matrices. Moreover, for
simplicity we will ignore δ in the complexity analysis by setting it as a small constant.
In the end of this part, we give a method to implement the following transformation
(A.10)
n∑
k=1
βk|λ˜k〉|uk〉|0〉 7→
n∑
k=1
βk|λ˜k〉|uk〉||λ˜k|〉,
which will be useful in Section 3. Define the function f : ZQ → ZQ by
(A.11) f(l) =
{
l if l ≤ Q/2,
Q− l if l > Q/2.
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It defines an oracle Uf as follows: Uf : |x, y〉 7→ |x, y⊕f(x)〉. Based on this oracle, we can implement
(A.10) via
(A.12)
n∑
k=1
βk
∑
l∈Λk
Λkl |l〉|uk〉|0〉 7→
n∑
k=1
βk
∑
l∈Λk
Λkl |l〉|uk〉|f(l)〉.
The equivalence comes naturally from the above analysis about the signs of eigenvalues. If λk ≥ 0,
then |λk| = λk and l ≤ Q/2 for all l ∈ Λk. Thus f(l) = l. If λk < 0, then |λk| = −λk and l > Q/2
for all l ∈ Λk. Moreover, (Q− l)/Q are approximations of λk/C for all l ∈ Λk, thus f(l) = Q− l.
A.2. Apply QPE to estimate the singular values of matrices. For any matrix M =
(mij)m×n, in a quantum computer we can compute its singular value decomposition (SVD). More
precisely, assume that its SVD is M =
∑d
j=1 σj |uj〉〈vj |, where d = min{m,n}. Denote
(A.13) M˜ =
(
0 M
M† 0
)
,
which is Hermitian. The eigenvalues of M˜ are {±σj : j = 1, . . . , d}. The corresponding eigenvectors
are
(A.14) |w±j 〉 :=
1√
2
(|0〉|uj〉 ± |1〉|vj〉), j = 1, . . . , d.
Based on QPE, we can implement the following transformation (see equation (A.9))
(A.15)
d∑
j=1
β+j |w+j 〉+ β−j |w−j 〉 7→
d∑
j=1
β+j |w+j 〉|σ˜j〉+ β−j |w−j 〉| − σ˜j〉
in a quantum computer [11], where |σj− σ˜j | ≤ . Based on the analysis about QPE, the minus sign
in equation (A.15) is reasonable.
If M is s sparse, then we can implement (A.15) in cost O(sC‖M‖max(log(m+ n))/). Finally,
we conclude these two situations in the following proposition.
Proposition A.1. Let M be an m× n matrix. Let C be a upper bound of its singular values.
If M is s sparse, then we can implement (A.15) in time O(−1sC‖M‖max log(m+ n)).
Appendix B. Verification of equations (2.10)-(2.12). Recall from (2.5), (2.9) that
Cm,k(2piiM∆t) =
m(k+1)∑
p=0
|p〉〈p| ⊗ I −
m−1∑
p=0
k−1∑
q=0
|p(k + 1) + q + 1〉〈p(k + 1) + q| ⊗ 2piiM∆t
q + 1
−
m−1∑
p=0
k∑
q=0
|(p+ 1)(k + 1)〉〈p(k + 1) + q| ⊗ I,
x˜ =
m−1∑
p=0
k∑
q=0
|p(k + 1) + q〉|xp,q〉+ |m(k + 1)〉|xm,0〉.
Then
Cm,k(2piiM∆t)|m(k + 1)〉|xm,0〉 = |m(k + 1)〉|xm,0〉.
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Moreover,
Cm,k(2piiM∆t)
m−1∑
p=0
k∑
q=0
|p(k + 1) + q〉|xp,q〉
=
m−1∑
p=0
k∑
q=0
|p(k + 1) + q〉|xp,q〉 −
m−1∑
p=0
k∑
q=1
|p(k + 1) + q〉 ⊗ 2piiM∆t
q
|xp,q−1〉
−
m−1∑
p=0
|(p+ 1)(k + 1)〉
k∑
q=0
|xp,q〉
= |0〉|x0,0〉 − |m(k + 1)〉
k∑
q=0
|xp,q〉+
m−1∑
p=1
|p(k + 1)〉
(
|xp,0〉 −
k∑
q=0
|xp−1,q〉
)
+
m−1∑
p=0
k∑
q=1
|p(k + 1) + q〉
(
|xp,q〉 − 2piiM∆t
q
|xp,q−1〉
)
.
Consequently, |x0,0〉 = |Ej〉. If 0 ≤ p ≤ m− 1 and 1 ≤ q ≤ k, then
|xp,q〉 = 2piiM∆t
q
|xp,q−1〉 = (2piiM∆t)
q
q!
|xp,0〉.
If 0 ≤ p ≤ m and q = 0, then
|xp,0〉 =
k∑
q=0
|xp−1,q〉 =
k∑
q=0
(2piiM∆t)q
q!
|xp−1,0〉 = Tk(2piiM∆t)|xp−1,0〉.
Appendix C. Proof of Lemma 2.9. First we consider the special case of uniform distribu-
tion. Denote |φ〉 = 1√
n
∑n
j=1 |j〉. This corresponds to a uniform distribution, and |j〉 can be viewed
as the j-th event. Consider |φ〉⊗m. Perform measurements on the basis states, then the probability
to obtain all the basis states such that all events happen is
P :=
1
nm
∑
i1+···+in=m
i1,··· ,in≥1
(
m
i1, . . . , in
)
,
where (
m
i1, . . . , in
)
:=
m!
i1! · · · in!
is multinomial coefficient.
Let x1, . . . , xn be n variables, then
(x1 + · · ·+ xn)m =
∑
i1+···+in=m
(
m
i1, . . . , in
)
xi11 · · ·xinn .
Especially when x1 = · · · = xn = 1, we have
nm =
∑
i1+···+in=m
(
m
i1, . . . , in
)
.
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Note that Pnm refers to the number of monomials in (x1 + · · · + xn)m such that all xi appear.
Thus, ∑
i1+···+in=m
i1,··· ,in≥1
(
m
i1, . . . , in
)
≥ nm − n(n− 1)m.
The right hand side of the above inequality means that we set xi = 0 and the remaining variables
as 1 in (x1 + · · · + xn)m. There are n possibilities. However, it may happen that different cases
have common terms. Thus
P ≥ n
m − n(n− 1)m
nm
= 1− n(1− 1
n
)m ≈ 1− ne−m/n.
Choose m such that ne−m/n = δ is small (say 0.01), that is m = n log(n/δ), then P ≥ 1 − δ.
The above analyses show that in a uniform distribution, to make sure every events happen with
probability close to 1− δ, it suffices to make m = O(n log n) experiments.
In the general case, assume that |φ〉 = ∑nj=1√pj |j〉, where p1 + · · · + pn = 1. Also consider
|φ〉⊗m, then
P =
∑
i1+···+in=m
i1,··· ,in≥1
(
m
i1, . . . , in
)
pi11 · · · pinn .
Denote pmax = max{p1, . . . , pn}. We assume that pmax 6= 1, otherwise the distribution is trivial.
Then similar analysis shows that
P ≥ 1−
n∑
j=1
(1− qj)m ≥ 1− n(1− pmax)m ≈ 1− ne−mpmax .
Thus it suffices to choose m = p−1max log(n/δ). Since
∑
j pj = 1, we have pmax ≥ 1/n. Consequently,
m ≤ n log(n/δ).
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