Abstract. We prove the uniqueness of bounded solutions for the spatially homogeneous FokkerPlanck-Landau equation with a Coulomb potential. Since the local (in time) existence of such solutions has been proved by Arsen'ev-Peskov [2], we deduce a local well-posedness result. The stability with respect to the initial condition is also checked.
Introduction
We consider the spatially homogeneous Landau equation for a Coulomb potential. This equation of kinetic physics, also called Fokker-Planck-Landau equation, has been derived from the Boltzmann equation by Landau. It describes the density f t (v) of particles with velocity v ∈ R 3 at time t ≥ 0 in a spatially homogeneous dilute plasma:
Here
and for z ∈ R 3 , a(z) is the symmetric nonnegative matrix (2) a ij (z) = |z| −3 (|z| 2 δ ij − z i z j ).
We refer to Villani [14, 15] , Alexandre-Villani [1] and the references therein for many information on this equation, which has been widely used in plasma physics. Let us mention that conservations of mass, momentum and kinetic energy hold a priori, that is for t ≥ 0, ϕ(v)f t (v)dv = ϕ(v)f 0 (v)dv, for ϕ(v) = 1, v, |v| 2 . We classically may assume without loss of generality that f 0 (v)dv = 1. Another fundamental estimate, that we will not use here, is the decay of entropy: f t (v) log f t (v)dv ≤ f 0 (v) log f 0 (v)dv for all t ≥ 0. Assume that in a dilute gas or plasma, particles collide by pairs, due to a repulsive force proportional to 1/r s , where r stands for the distance between the two particles. Then if s ∈ (2, ∞), the velocity distribution solves the corresponding Boltzmann equation [14, 15] . But if s = 2, the Boltzmann equation is meaningless [14] and is often replaced by the Landau equation (1) . However, there are also many mathematical works on the Landau equation where |z| −3 is replaced by |z| γ in (2), with γ = (s − 5)/(s − 1) ∈ [−3, 1). One usually speaks of hard potentials when γ ∈ (0, 1) (i.e. s > 5), Maxwell molecules when γ = 0 (i.e. s = 5), soft potentials when γ ∈ (−3, 0) (i.e. s ∈ (2, 5)), Coulomb potential when γ = −3 (i.e. s = 2). When γ > −3, the Landau equation can be seen as an approximation of the corresponding Boltzmann equation in the asymptotic of grazing collisions [14] . This can help to understand the effect of grazing collisions in the Boltzmann equation without cutoff and is also of interest numerically. But it seems that only the Landau equation with a Coulomb potential has considerable importance in plasma physics.
The existence theory for the homogeneous Landau equation is quite complete. In [14] , Villani has proved the global existence of weak solutions to the homogeneous Landau equation for all possible potentials γ ∈ [−3, 1), for any initial condition with finite mass, energy and entropy. He also showed in this paper that the solution to the Landau equation can be seen as the limit of a sequence of solutions to some suitable Boltzmann equations. It is worth noting that for γ ∈ [−2, 1), the tools used in [14] are quite classical. But for γ ∈ [−3, −2), Villani uses some very fine a priori estimates provided by the entropy dissipation. The paper of Alexandre-Villani [1] contains some existence results in the much more difficult inhomogeneous case.
Uniqueness for the Landau equation is much less well-understood, even in the spatially homogeneous case. To our knowledge, this problem is still completely open in the realistic Coulomb case. Of course, uniqueness is very important, even from the physical point of view: if uniqueness is not holding, this means that the equation is not well-posed and thus that some additional physical conditions have to be added.
Let us summarize the situations in which uniqueness for the homogeneous Landau equation is known to hold. The initial condition f 0 is always supposed to have finite mass and energy,
On has global uniqueness when γ = 0, see Villani [13] , when γ ∈ (0, 1) and f 2 0 (v)(1+|v| q )]dv < ∞ for some q > 5γ +15, see Desvillettes-Villani [5] , and when γ ∈ (−2, 0] and [8] . One has local (in time) uniqueness when γ ∈ (−3, −2] and f 0 ∈ L p for some p > 3/(3 + γ), see [8] . The goal of this paper is to extend this final result to the case of a Coulomb potential γ = −3, showing local uniqueness for bounded initial conditions with finite mass and energy. As a matter of fact, we will show that for any T , uniqueness holds in the space
. But the only known result that provides existence of such solutions is that of Arsen'ev-Peskov [2] : for f 0 bounded, one can find T * (f 0 ) > 0 and a solution to (1) 
. Thus our uniqueness result is not so satisfying at the moment, since it concerns a functional space in which solutions are known to belong only for bounded time interval.
The Coulomb case is really more difficult than the case γ > −3, essentially because |z| −3 is not integrable near 0. Thus while the global scheme of the proof is the same as in [8] , the central computations are much more delicate and borderline. It seems that Villani's existence results can be extended to the case γ ∈ (−4, −3], see [14, p 284 ], but we are here really at the boundary of our possibilities.
Let us finally mention that the starting point of our proof is the famous work of Tanaka [12] , who proved the first uniqueness result for the Boltzmann equation without cutoff (for Maxwell molecules). We already used Tanaka's approach to study uniqueness for the Boltzmann equation without cutoff for hard and soft potentials [6, 7] .
Main result
Let P be the set of probability measures on R 3 and
For a measurable family (f t ) t∈[0,T ] ⊂ P, we say that
Observe that any reasonable solution to (1) 
When f ∈ P has a bounded density, we say that f ∈ L ∞ , we also denote by f its density and by ||f || ∞ its L ∞ -norm. For a measurable family (f t ) t∈[0,T ] ⊂ P, we say that
We denote by C 2 b the set of C 2 functions ϕ : R 3 → R with bounded derivatives of order 0 to 2. For ϕ ∈ C 2 b and v, v * ∈ R 3 , we introduce
where
for some constant C ϕ . Thus (8) and our conditions on (f t ) t∈[0,T ] ensure us that all the terms are well-defined in (5) . The weak formulation (5) is standard and can be found in [14, Eq. (36) ].
We will widely use the Wasserstein distance W 2 , defined for f,f ∈ P 2 , by
Here V ∼ f means that V is a R 3 -valued random variable with law f and H(f,f ) is the set of all probability measures on R 3 × R 3 with marginals f andf . The set (P 2 , W 2 ) is a Polish space and its topology is slightly stronger than the weak topology, see Villani [16, Theorem 7.12] . It is well-known [16, Chapter 1] that the infimum is reached: for f,f ∈ P 2 , we can find R ∈ H(f,f ) and
. Our main result reads as follows.
, there is at most one weak solution to (1) starting from f 0 and belonging to
Arsen'ev-Peskov [2] have proved the following existence result. Let A > 0 be fixed. There exist some constants T A > 0 and C A depending only on A (with lim Aց0 T A = +∞) such that for any f 0 ∈ L ∞ ∩ P 2 with ||f 0 || ∞ ≤ A, there exists a weak solution (f t ) t∈[0,TA] to (1) satisfying sup [0,TA] ||f t || ∞ ≤ C A . Theorem 2 ensures us that this solution is unique and continuous with respect to the initial condition. The result in [2] is based on the (formally easy) estimate
In the next section, we establish some fundamental regularity estimates on the coefficients a and b of the Landau equation and we recall a well-known generalization of the Gronwall Lemma. The proof of Theorem 2 is handled in Sections 4 and 5. In the whole paper, C stands for a universal constant, whose value changes from line to line.
Preliminaries
We will study the Landau equation through a stochastic differential equation whose coefficients are b (recall (4)) and σ, defined for z ∈ R 3 by
Proof. First, we have |σ(z)| ≤ |z|
By symmetry, we deduce that
We also have |b(z)| ≤ 2|z|
whence by symmetry,
which ends the proof.
Next, we state some easy estimates of constant use in the paper.
There is a constant
sup
Proof. Below, the variable u belongs to R 3 . Recall that there is a constant C such that for ǫ ∈ (0, 1],
and that for α ∈ (−3, 0], there is a constant C α such that for all ǫ
Since g has mass 1 and α ∈ (−3, 0], for any v ∈ R 3 ,
whence (7) due to (12) with ǫ = 1. Inequality (8) follows from (7) because g has mass 1. Next (9) is deduced from (12): for v, w ∈ R 3 and ǫ ∈ (0, 1],
from which (10) follows using (11) .
We also consider the increasing continuous function Ψ : [0, ∞) → R + defined by
The following remark will allow us to apply the Jensen inequality.
Remark 5. We can find a concave increasing continuous function Γ :
Proof. Choose Γ(x) = x(1 − log x) for x ∈ [0, 1/2] and Γ(x) = x log 2 + 1/2 for x ≥ 1/2.
The two next lemmas contain the fundamental computations of the paper.
Proof. We denote by I the left hand side of (14) . Using Lemma 3,
First, (7) with α = −1 implies that
Next, using (10) with ǫ = |v −ṽ| 2 yields
Finally, we deduce from (9) with α = −1 and ǫ = |v −ṽ| 2 that
We now denote by J the left hand side of (15) . By Lemma 3,
Using (7) with α = −2, we get
Next, (10) with ǫ = |v −ṽ| 2 yields
by (9) with α = −2 and ǫ = |v −ṽ| 2 .
Lemma 7. Consider g,g ∈ P 2 ∩ L ∞ and Q, R ∈ H(g,g). Then
Proof. We denote by K the left hand side of (16) and by δ(v,ṽ, v * ,ṽ * ) = |v−ṽ|.|b(v−v * )−b(ṽ−ṽ * )|. Due to Lemma 3, δ is smaller than
Hence we can write
As a consequence,
Since now R has marginals g andg, we deduce from (7) with α = −2 that
Similarly,
Next,
Thus, (10) with ǫ = |v −ṽ| 4 yields
Remark 5 and the Jensen inequality allow us to conclude that
The third term K 3 is bounded symmetrically. For the fourth term, we first notice that
But for all v,ṽ, using (9) with α = −2 and ǫ = |v −ṽ| 4 ,
Using now the Hölder inequality (with p = 5 and q = 5/4), then (9) with α = 0, ǫ = |v −ṽ| 4 and finally (7) with α = −5/2,
We thus have shown that
The last term K 5 is treated symmetrically, which ends the proof. 
An integral inequality
Theorem 2 will be easily deduced, in the next section, from Lemma 8 and the following result. Recall that Ψ was defined in (13).
Theorem 9.
There is a constant C such that for any pair of weak solutions (f t ) t∈[0,T ] and
From now on, T > 0 and the two weak solutions (
We follow closely the scheme of proof of [8] : first, we introduce two coupled Landau stochastic processes, the first one associated with f , the second one associated withf , in such a way that they remain as close to each other as possible. The probabilistic interpretation of the Landau equation we use here has been introduced by Funaki [9] , Guérin [10] and is inspired by the work of Tanaka [12] .
For all s ∈ [0, T ], we denote by R s ∈ H(f s ,f s ) the (unique) probability measure on
On some probability space, we consider a three-dimensional white noise W (dv, dṽ, ds) on
, where W 1 , W 2 and W 3 are three independent white noises on R 3 × R 3 × [0, T ] with covariance measure R s (dv, dṽ)ds, see Walsh [17] for definitions. We also need two R 3 -valued random variables V 0 ,Ṽ 0 with laws f 0 ,f 0 , independent of W , such that W
. We consider the two following R 3 -valued stochastic differential equations.
b, σ being defined by (4) and (6) . We set (17) and (18).
We admit this proposition for a while.
Proof of Theorem 9. By Proposition 10-(ii), we have W
. We thus compute this last quantity carefully. The marginals of R s being f s andf s , we may rewrite (17) and (18) as
Using the Itô formula and taking expectations, we obtain
Let Q s (dv, dṽ) be the law of the couple (V s ,Ṽ s ). Using (16) and that R s , Q s ∈ H(f s ,f s ),
Next, using (14),
Due to Remark 5 and the Jensen inequality,
We now set ρ(
and since Ψ is increasing, we have shown that
It only remains to check that ρ is bounded on
It remains to give the Proof of Proposition 10. We only check the results for (17) , the study of (18) being the same.
Step 1. For x 0 ∈ R 3 and for X = (X t ) t∈[0,T ] a R 3 -valued progressively measurable process, we introduce the R 3 -valued progressively measurable process (Φ(x 0 , X) t ) t∈[0,T ] defined by
The goal of this step is to prove that (Φ(x 0 , X) t ) t∈[0,T ] is automatically continuous and that
which is finite thanks to the conditions imposed f . We observe, since the first marginal of R s is f s and using (7) with α = −1, that a.s.,
From (7) with α = −2,
The a.s. continuity of Φ(x 0 , X) on [0, T ] follows and the mean square estimate is easily deduced from the Doob inequality.
Step 2. We now aim to show that for t ∈ [0, T ], for X, Y two progressively measurable processes,
where Ψ was defined in (13) . Using the Itô formula and taking expectations, we derive
Due to (14) and (15) and since the first marginal of R s is f s ,
with L defined by (3) . It suffices to apply the Itô formula, to take expectations, to use that the first marginal of R s is f s and that σ.σ t = a. See [8, 
A s ϕ(X s )ds defined for t ∈ [t 0 , T ] is a martingale. To apply [11, Theorem B.1], we have to check that: (i) there is a countable family (ϕ k ) k≥1 ⊂ C for which we have shown the strong existence and uniqueness (only in the case t 0 = 0 and x 0 = V 0 , but the generalization is straightforward). Point (ii) follows.
Conclusion
Our main result is easily deduced from Theorem 9 and Lemma 8. 
