Abstract. The Image Conjecture was formulated by the third author, who showed that it implied his Vanishing Conjecture, which is equivalent to the famous Jacobian Conjecture. We prove various cases of the Image Conjecture and show that how it leads to another fascinating and elusive assertion that we here dub the Factorial Conjecture. Various cases of the Factorial Conjecture are proved.
Introduction
The notion of a Mathieu subspace was introduced by coauthor Wenhua Zhao in [7] , inspired by a conjecture of Olivier Mathieu ([3] ), which was shown by Mathieu to imply the famed Jacobian Conjecture. The third author then formulated the Image Conjecture (Conjecture 2.1) upon noticing the resemblance of Mathieu's conjecture with his own Vanishing Conjecture, which he had shown to be equivalent to the Jacobian Conjecture ( [6] ). He proved that the Image Conjecture, for characteristic zero, implies the Vanishing Conjecture. This connection makes the Image Conjecture a matter of intrigue. The reader is referred to [1] for more details on this story.
We begin by defining a Mathieu subspace. Let k be a field and A a commutative kalgebra. Consider the following two conditions relating to a k-vector subspace M of A and an element f of A:
f m ∈ M for all m ≥ 1, and (M2) for any g ∈ A, we have f m g ∈ M for m ≫ 0.
We will refer to these conditions by their labels (M1) and (M2) throughout this paper. .) In the next section we will state the Image Conjecture, for which the notion of a Mathieu subspace is needed, and prove some special cases. Before we proceed, one more definition is in order. 1 · · · z ℓn n ) = ℓ 1 ! · · · ℓ n !). Many of the results surrounding the conjecture involve this curious map L, which will be at the heart of the Factorial Conjecture, introduced and discussed in Section 4.
The Image Conjecture
The Image Conjecture, formulated by the third author in [8] 1 , goes as follows:
Conjecture 2.1 (Image Conjecture). Let k be a field and A be a k-algebra, and let B = A[z 1 , . . . , z n ] be the polynomial ring in n variables over A. For a 1 , . . . , a n ∈ A a regular sequence, the image of the A-linear map B n → B defined by D = (∂ z 1 − a 1 , . . . , ∂ zn − a n ) is a Mathieu subspace in B.
We will begin by showing the Image Conjecture is true when k has positive characteristic. We are most interested, though, in the case when k has characteristic zero, from which the Jacobian Conjecture would follow. For the characteristic zero case we have only a partial result for n = 1 (Theorem 2.8 below); beyond that the Image Conjecture remains a mystery. Theorem 2.2. Let A be an F p -algebra, and let B = A[z 1 , . . . , z n ] be the polynomial ring in n variables over A. For a 1 , . . . , a n ∈ A a regular sequence, the image of the A-linear map B n → B defined by D = (∂ z 1 − a 1 , . . . , ∂ zn − a n ) is a Mathieu subspace in B.
1 The formulation in [8] assumes A is a Q-algebra; however it is more general in its assumption about D.
Remark 2.3. The theorem fails if we drop the hypothesis that a 1 , . . . , a n forms a regular sequence. This can be seen in the case n = 1, A = F p (or any field of characteristic p), and Before proving Theorem 2.2 we need some preliminary results, the first of which is a well-known fact about regular sequences.
Lemma 2.4. Let A be a ring and let a 1 , . . . , a n be a regular sequence A . If g 1 , . . . , g n ∈ A are such that n i=0 a i g i = 0, then for each pair (i, j) with 1 ≤ i, j ≤ n and i = j there exists an element g ij ∈ A such that g ij = −g ji for each pair and g i = j =i g ij a j .
Proof. This follows from the exactness of the Koszul complex for the sequence (a 1 , . . . , a n ) (see [4] , §18.D).
For the rest of this section A, B, a 1 , . . . , a n , and D will be as in Theorem 2.2, and a will denote the ideal Aa 1 + · · · + Aa n of A. We will write z r for the monomial z Proof. Being in the image of D, g has the form
for some h 1 , . . . , h n ∈ B. For 1 ≤ i ≤ n and any integer m ≥ 0 we will denote by h i,m the degree m homogeneous summand of h i . Let e be the maximum of the degrees of h 1 , . . . , h n . Since deg g = d, it is clear from (1) that not all of h 1 , . . . , h n can have degree strictly less than d, so we have e ≥ d. If e = d it follows from (1) that
, and hence that all its coefficients belong to a, and we are done.
If e > d then it follows from (1) that n i=1 a i h i,e = 0. We appeal to Lemma 2.4, replacing A with B (which is innocent, since a 1 , . . . , a n is a regular sequence in B as well), which asserts the existence of polynomials p ij,e ∈ B, for i = j, such that p ij,e = −p ji,e and h i,e = j =i p ij,e a j . Since each h i,e is homogeneous of degree e, we can replace p ij,e by its degree e homogeneous summand and assume p ij,e homogeneous of degree e as well.
More generally, we claim that for m ≥ d + 1 we have, for each pair i, j with i = j, a polynomial p ij,m , homogeneous of degree m and 0 if m > e, such that p ij,m = −p ji,m and
Note that the preceding paragraph established exactly this for m = e, with p ij,e+1 = 0 as required. Suppose inductively that the polynomials have been found for larger values of m. Reading equation (1) in degree m gives
From this equation, Lemma 2.4 provides polynomials p ij,m ∈ B with p ij,m = −p ji,m such that h i,m + j =i ∂ z j p ij,m+1 = j =i p ij,m a j , which, solving for h i,m , yields (2) .
Finally, we complete the proof by reading (1) in degree d, which gives g d as the right side of (3) We now will need to assume that A is an F p -algebra. 
and the proof is complete by induction. Lemma 2.7. For all r = (r 1 , . . . , r n ) we have a
With these facts the proof of Theorem 2.2 follows quickly.
Proof of Theorem 2.2. We will show, more strongly, that if f ∈ B with f p ∈ Im D, then for
r z p 2 r , it follows that for every g ∈ B all coefficients of f m g belong to Aa
For characteristic zero, the Image Conjecture is not even completely solved in the case n = 1. However, the theorem below solves a weak version of this case. Here z represents only one variable.
Theorem 2.8. If A is a Q-algebra and if a ∈ A is a non-zero-divisor such that Aa is a radical ideal, then the image of
Remark 2.9. The proof of this theorem will appeal to a result from Section 4, namely Theorem 4.9, which says that if f ∈ C[z] (z representing one variable) and L(f m ) = 0 for all m ≥ 0, then f = 0. An easy use of the Lefschetz principle shows that the same holds replacing C by an arbitrary field of characteristic zero.
In the case where a is a unit in A it can be shown rather easily that Im D = B, hence is a Mathieu subspace. Just note that ∂ z − a has the inverse map
, which makes sense because ∂ z is locally nilpotent. Therefore we make some preparations in the case a is not a unit, in which case
For c ∈ A−I there exists a unique integer m ≥ 0 such that c ∈ Aa m −Aa m+1 . Setting m = ∞ if c ∈ I, we call m the a-order of c and denote it by v a (c). Since a is a non-unit in B as well, v a extends to elements of B which do not lie in
In the following proposition D is as in Theorem 2.8. Here A can be any commutative ring, not necessarily a Q-algebra.
Proof. 
Multiplying by a and using
For ii), note that the hypothesis and (5) imply that
this is precisely the hypothesis.
Now we return to our assumption that A is a Q-algebra. 
Proof. Writingf m = f m + h one easily sees that the terms of h satisfy the hypothesis of Lemma 2.11, and so we have h ∈ Im D. Since f m ∈ Im D, it follows thatf m ∈ Im D.
Proof of Theorem 2.8. Suppose, to the contrary, that v a (c i ) ≤ i for some i. Let t be the maximum of the numbers i − v a (c i ), which, by our assumption is non-negative. Let h = a t f . Then for each term cz i of h we have v a (c i ) ≥ i, and equality holds for at least one i. Clearly h m ∈ Im D for all m ≥ 1. Using Lemma 2.13 to remove the terms for which equality does not hold, we arrive at a polynomial ∈ Aa. We are assuming Aa is a radical ideal, hence it is the intersection of the prime ideals containing it. Therefore there is a prime ideal P in A containing Aa but not containing b s . Lettingp be the image of p in k[z] where k is the fraction field of A/P, we havep = 0 and L(p m ) = 0. But this contradicts Theorem 4.9 (see Remark 2.9).
Specific version of the Image Conjecture relevant to the Vanishing and Jacobian Conjectures
The following specific version of the Image Conjecture, from [8] , is of special interest. For this we let ξ = (ξ 1 , . . . , ξ n ) and z = (z 1 , . . . , z n ) be two sets of commuting indeterminates, and we consider the commuting operators In [8] it is shown that the above conjecture implies the Jacobian Conjecture.
2 More specifically, it is shown that it suffices to show that 2 One has to prove the conjecture for all n ≥ 1, which then implies the Jacobian Conjecture for all n ≥ 1. (1) For any f ∈ C[ξ, z] of the form (ξ 2 1 +· · ·+ξ 2 n )P with P ∈ C[z] and P is homogeneous of degree four, then f m ∈ Im D for all m ≥ 1 implies that, for each g ∈ C 
We also have the ordinary grading on C[ξ, z] by which ξ 1 , . . . , ξ n each have degree −1 and z 1 , . . . , z n each have degree 1. The motivation for these choices is the map E, which preserves z 1 , . . . , z n but converts ξ 1 , . . . , ξ n to operators which lower degree by one. In the discussion below, "multi-degree" refers to the former; "degree" refers to the latter. With C[z] viewed as a subring of A = C[ξ, z], these gradings restrict to give a multi-grading and a grading on C[z]. Note that the map E : A → C[z] preserves both the multi-degree and the degree of a monomial.
(1) Condition (M2) is satisfied if it holds whenever g is a monomial in A.
(2) We can write any f ∈ A as a sum of terms of the form z r 1 1 · · · z rn n Q where Q has multi-degree (0, . . . , 0), and (r 1 , . . . , r n ) ∈ Z n . These terms are just the multihomogeneous summands of f . Any Q(ξ, z) of multi-degree (0, . . . , 0) can be written in the form q(U 1 , . . . , U n ) where U i = ξ i z i for i = 1, . . . , n. (3) If f is multi-homogeneous of multi-degree (r 1 , . . . , r n ), in other words if f has the form z
Note that if (b) holds for f then it holds for f m for any m ≥ 1, hence (M1) holds for f . Moreover it's easy to see that, for any g ∈ A, (b) holds for all multihomogeneous terms of f m g, for m ≫ 0, so (M2) holds for f as well. (4) For any f ∈ A, let N f be the convex polyhedron (Newton polyhedron) in R n determined by the finite set of points (r 1 , . . . , r n ) which are multi-degrees of the nonzero terms z r 1 1 · · · z rn n q(U ) (as above) appearing in f .
(5) Note that if f ∈ A is such that there exists i such that the multi-degree of all multi-homogeneous summands of f have negative i-coordinate, then again we have E(f m ) = 0 for all m ≥ 1 and E(f m g) = 0 for all g ∈ A, m ≫ 0, hence f satisfies (M1) and (M2). This condition simply says that N f lies in the half space {(x 1 , . . . , x n ) ∈ R n | x i < 0}. (6) More generally, if there exists a hyperplane H ⊂ R n through the origin such that the strictly positive n-tant {(x 1 , . . . , x n ) ∈ R n | x 1 , . . . , x n > 0} and N f lie strictly on opposite sides of H, then E(f m ) = 0 for all m ≥ 1 and L(f m g) = 0 for all g ∈ A, m ≫ 0, hence f satisfies (M1) and (M2). This can be seen as follows: There is a nonzero vector v = (v 1 , . . . , v n ) ∈ R n such that v 1 , . . . , v n ≥ 0 and such that H = {x ∈ R n | (x · v) = 0} (usual inner product). Then (v · r) < 0 for all r ∈ N f . It follows that for all terms z
where m ≥ 1, we must have (v · s) < 0, where s = (s 1 , . . . , s n ) (in other words all points on the Newton polyhedron of f m lies below H). Therefore we must have s i < 0 for some i, from which it follows that E(f m ) = 0. Similarly, if g ∈ A then for sufficiently large m, all points in the Newton polyhedron of f m g are below H, so that E(f m g) = 0. (7) If f ∈ A and N f has an extremal point (r 1 , . . . , r n ) corresponding to the term z r q(U ) = z Recall that U i = ξ i z i . One sees that for a monomial
is precisely the map L of Definition 1.2. In the conjectures below U = (U 1 , . . . , U n ) can be taken to be any system of variables (forgetting ξ and z for the moment), and L : C[U 1 , . . . , U n ] → C the C-linear map sending U ℓ to ℓ!.
The Factorial Conjecture
It follows from the discussion of the preceding section that the following assertion, which draws interest merely by virtue of its simplicity, is necessary for the Image Conjecture to hold. As per items 8 and 9 above, we propose the stronger assertion, which we dub the Factorial Conjecture:
As seen above, this conjecture would imply that the Newton polyhedron of any f ∈ A = C[ξ, z] satisfying (M1) has no extremal points in the closed positive n-tant.
The Factorial Conjecture looks innocent on first glance; one would think it is either easy to prove or else a counterexample should be findable. However no proof or counterexample has yet been given. The authors believe it to be true and will devote quite a bit of effort below in showing that the condition L(f m ) = 0 for all m ≥ 1 implies f = 0 in various situations. In this case we say "the Factorial Conjecture holds for f ".
As a first observation, let us note that the Factorial Conjecture holds for f = cM where c ∈ C and M is a monomial in C[U ], since the condition L(f ) = 0 obviously implies c = 0. More strongly we have: 
The proof will involve the following observation.
Remark 4.4. The one-variable formula ∞ 0 U k e −U dU = k! (easily proved inductively using integration by parts) leads to the multi-variable formula
(which, incidentally, gives a way to calculate L(f ) using a symbolic algebra program such as Maple). Letting , be the Hermitian inner product defined on C[U ] by
we note that this restricts to a positive definite form on R[U ], and that L(f 2 ) = f, f , which must be strictly positive if f ∈ R[U ] and f = 0.
h, h , which shows c 1 = 0, since h, h > 0. By symmetry we have c 2 = 0, so f = 0. Now we make two remarks that will be important in several of the proofs that follow.
3
The first remark shows that to prove the Factorial Conjecture we may assume f has coefficients which are algebraic numbers. , for some ℓ ∈ Z, and we can take O to be a Dedekind ring (replacing O by its integral closure). Hence for all but finitely many primes p ∈ Z (specifically, those primes not dividing ℓ), pZ extends to a prime ideal of O, or, equivalently, O has a (not necessarily unique) valuation v p which has positive value at p. We will say "v p is a valuation lying over p". For k ∈ Z it will then be the case that v p (k) > 0 if and only if p divides k in Z. 
We make two observations: Since M properly divides M i , we have α < α i , so (pα)! divides (pα i )! in Z and moreover, p divides (pα i )!/(pα)! in Z. Secondly, since M p divides N j , (pα)! divides (pβ j )! in Z. Dividing (9) by (pα)!, we get Proof. Any nonzero polynomial in one variable has the form f = M h of Proposition 4.7.
The following says something a little different from Proposition 4.7. 
Let us note that, by our assumption about 
and we let P (T ) be the latter power series. Now we specialize to c 1 , . . . , c n ∈ C and view S(T ) and P (T ) as elements of
Returning to f = g r , we see that our hypotheses L(f m ) = 0 for m ≥ 1 says that h mr = 0 for m ≥ 1. By Theorem 4.13, we must have S(T ) = 1, i.e., s 1 , . . . , s n vanish at (c 1 , . . . , c n ). It is well-known (and easily seen) that the only zero of s 1 , . . . , s n is (0, . . . , 0), so we must have g = 0.
Remark 4.12. In the case where f itself is a linear form one can easily see from the proof that, more strongly, L(f ) = L(f 2 ) = · · · = L(f n ) = 0 implies f = 0. 
