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Abstract
We study the small dispersion limit for the Korteweg-de Vries (KdV) equation
ut + 6uux + ǫ
2uxxx = 0 in a critical scaling regime where x approaches the trail-
ing edge of the region where the KdV solution shows oscillatory behavior. Using
the Riemann-Hilbert approach, we obtain an asymptotic expansion for the KdV
solution in a double scaling limit, which shows that the oscillations degenerate to
sharp pulses near the trailing edge. Locally those pulses resemble soliton solutions
of the KdV equation.
1 Introduction
We consider the Cauchy problem for the Korteweg-de Vries (KdV) equation
ut + 6uux + ǫ
2uxxx = 0, u(x, t = 0, ǫ) = u0(x), ǫ > 0, t > 0, (1.1)
in the small dispersion limit where ǫ → 0. We consider real analytic negative initial
data with sufficient decay at infinity and with a single negative hump. For small t > 0,
the solution to this problem can be approximated [21, 8] by the solution to the Cauchy
problem for the (dispersionless) Hopf equation
ut + 6uux = 0, u(x, 0) = u0(x), t > 0, (1.2)
which can be solved using the method of characteristics. At time
tc =
1
maxξ∈R[−6u′0(ξ)]
,
the Hopf equation reaches a point of gradient catastrophe where the derivative of the
Hopf solution blows up. For t > tc, the Hopf solution only has a multi-valued con-
tinuation. However, the KdV solution is well-defined for all positive t and ǫ > 0: the
dispersive term ǫ2uxxx regularizes the gradient catastrophe. For t slightly bigger than
tc, the KdV solution u(x, t, ǫ) develops rapid oscillations [21, 24] that in the limit ǫ→ 0
are confined in a certain interval [x−(t), x+(t)], see Figure 1. In the (x, t)-plane, the
oscillations take place in a cusp-shaped region (which depends on the initial data) as
illustrated in Figure 2. Inside the cusp-shaped region for t slightly bigger than tc, the
KdV solution u(x, t, ǫ) can be written, asymptotically for small ǫ, in terms of the Jacobi
elliptic theta function and the complete elliptic integrals of the first and second kind
E(s) and K(s) [21, 8, 26, 19]:
u(x, t, ǫ) ≃ β1 + β2 + β3 + 2α+ 2ǫ2 ∂
2
∂x2
lnϑ(Ω(x, t);T ), (1.3)
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Figure 1: Solution of the KdV equation with ǫ = 10−2, initial data u0(x) = −sech2(x),
and t = 0.4.
where Ω, α, and T have the form
Ω(x, t) =
√
β1 − β3
2ǫK(s)
[x− 2t(β1 + β2 + β3)− q], (1.4)
α(s) = −β1 + (β1 − β3)E(s)
K(s)
, T = iK
′(s)
K(s)
, s2 =
β2 − β3
β1 − β3 . (1.5)
Note that K ′(s) = K(
√
1− s2), and ϑ is defined by the Fourier series
ϑ(z;T ) =
∑
n∈Z
eπin
2T +2πinz.
The formula for q in the phase Ω in (1.4) is equal to [17, 8]
q(β1, β2, β3) =
1
2
√
2π
∫ 1
−1
∫ 1
−1
dµdν
fL(
1+µ
2 (
1+ν
2 β1 +
1−ν
2 β2) +
1−µ
2 β3)√
1− µ√1− ν2 , (1.6)
where fL(y) is the inverse function of the decreasing part of the initial data u0. Formula
(1.3) can be written also in terms of Jacobi elliptic function dn in the form
u(x, t, ǫ) ≃ β2 + β3 − β1 + 2 β1 − β2
dn2(2K(s)Ω)
≃ β2 + β3 − β1 + 2(β1 − β3)dn2(2K(s)Ω + (2k + 1)K(s)),
(1.7)
for any integer k since dn(u; s) is periodic with period 2K(s).
2
xt
Figure 2: Cusp-shaped oscillatory region in the (x, t)-plane for t > tc.
For constant values of the βi’s, the right hand side of (1.7) is an exact solution of
KdV. However in the description of the leading order asymptotics of u(x, t, ǫ) as ǫ→ 0,
the numbers β1 > β2 > β3 depend on x and t and evolve according to the Whitham
equations [27]
∂
∂t
βi + vi
∂
∂x
βi = 0, vi = 4
∏
k 6=i(βi − βk)
βi + α
+ 2(β1 + β2 + β3), i = 1, 2, 3, (1.8)
with α as in (1.5).
The Whitham equations (1.8) can be integrated through the so-called hodograph
transform, which generalizes the method of characteristics, and which gives the solution
in the implicit form [25]
x = vit+ wi, i = 1, 2, 3, (1.9)
where the vi’s are defined in (1.8) and wi = wi(β1, β2, β3) for i = 1, 2, 3 is obtained
from an algebro-geometric procedure by the formula [24]
wi =
1
2
(
vi − 2
3∑
k=1
βk
)
∂q
∂βi
+ q, i = 1, 2, 3, (1.10)
with q defined in (1.6). The formula (1.6) for q is valid as long as β3 does not reach
the minimal value of the initial data u0. When β3 reaches the negative hump it is
also necessary to take into account the increasing part of the initial data fR. However,
formula (1.6) is sufficient for the purpose of this manuscript.
Near the boundary of the oscillatory cusp-shaped region, neither the Hopf asymp-
totics nor the elliptic asymptotics are satisfactory. Three different transitional regimes
can be distinguished: (1) the cusp point where the gradient catastrophe for the Hopf
equation takes place and where β1 = β2 = β3, (2) the leading edge of the oscillatory
zone where β2 = β3, and (3) the trailing edge of the oscillatory zone where β1 = β2.
Near the point of gradient catastrophe, it was conjectured [10, 11] and proved after-
wards [5] that the asymptotics for the KdV solution are given in terms of a distinguished
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Painleve´ transcendent, namely a special smooth solution U(X,T ) to the fourth order
ODE
X = T U −
[
1
6
U3 +
1
24
(U2X + 2U UXX) +
1
240
UXXXX
]
,
which is the second member of the first Painleve´ hierarchy. In a double scaling limit
where ǫ → 0 and simultaneously x and t approach the point and time of gradient
catastrophe xc and tc at an appropriate rate, the KdV solution has an expansion of the
following form [5],
u(x, t, ǫ) = uc +
(
2ǫ2
k2
)1/7
U
(
x− xc − 6uc(t− tc)
(8kǫ6)
1
7
,
6(t− tc)
(4k3ǫ4)
1
7
)
+O
(
ǫ4/7
)
,
where k is a constant depending on the initial data. This expansion holds for negative
real analytic initial data with a single negative hump and sufficient decay at infinity,
but it is conjectured by Dubrovin that it has a universal nature and extends to all
Hamiltonian perturbations of hyperbolic systems near the point of gradient catastrophe.
It is remarkable that the function U(X,T ) itself is a solution to the (re-scaled) KdV
equation UT + UUX +
1
12UXXX = 0.
Near the leading edge at the left of the zone where the oscillations appear (see Figure
1), numerical results [17] showed that the amplitude of the oscillations is asymptotically
described by the Hasting-McLeod solution to the second Painleve´ equation. For t
slightly bigger than tc, in a double scaling limit where ǫ → 0 and simultaneously x
approaches the leading edge x− at an appropriate rate, it was proved in [6] that
u(x, t, ǫ) = u− 4ǫ
1/3
c1/3
A
[
− x− x
−
c1/3
√
u− v ǫ2/3
]
cos
(
Θ(x, t)
ǫ
)
+O(ǫ2/3),
with A the Hasting-McLeod solution to the second Painleve´ equation, the phase
Θ(x, t) = 2
√
u− v(x− x−) + 2
∫ u
v
(f ′L(ξ) + 6t)
√
ξ − vdξ,
and x−(t), u(t) and v(t) are obtained from (1.9) in the limit β2 = β3 = v. This
expansion holds, just like near the gradient catastrophe, for negative real analytic
initial data with a single negative hump and sufficient decay at infinity. It is natural
to expect that it is, to a certain extent, universal for a whole class of equations.
Our aim is to give an asymptotic description of the KdV solution near the trailing
edge. Here the behavior of the KdV solutions is genuinely different compared to the
Painleve´ type behaviors near the point of gradient catastrophe and the leading edge.
This is not surprising when considering Figure 1, where we observe that the amplitude
of the oscillations is of order O(1) near the trailing edge, whereas it smoothly decays
towards the leading edge. We will show that, in the limit where ǫ → 0, the last
oscillations at the right end of the oscillatory zone behave like solitons which are, in
the local scale, at a large distance away from each other. Recall that the KdV equation
admits soliton solutions of the form a sech2(bx− ct). We should note that the trailing
edge asymptotics we will obtain show remarkable similarities with recently obtained
critical asymptotics for the focusing nonlinear Schro¨dinger equation [3].
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The trailing edge x+(t) of the oscillatory interval (i.e. the right edge of the cusp-
shaped region in Figure 2) is uniquely determined by the equations [24, 18]
x+(t) = 6tu(t) + fL(u(t)), (1.11)
6t+ θ(v(t);u(t)) = 0, (1.12)∫ v(t)
u(t)
(6t+ θ(λ;u(t)))
√
λ− u(t)dλ = 0. (1.13)
Here v(t) > u(t) and
θ(v;u) =
1
2
√
v − u
∫ v
u
f ′L(ξ)dξ√
v − ξ , (1.14)
and fL is the inverse of the decreasing part of u0. System (1.11)-(1.13) is the confluent
form of the Whitham equations where β1 = β2.
Before stating our result, let us take a look at the elliptic asymptotics for KdV in
the limit β1 → β2. Note that this is a formal limit of the asymptotic expansion for
KdV and that there is no rigorous argument to justify that this actually leads to a
good approximation for the KdV solution near the trailing edge. The phase defined in
(1.4) behaves like
2K(s)Ω ≃ x− x
+
ǫ
√
v − u, as β1 − β2 → 0,
and
K(s) ≃ 1
2
ln
[
8
1− s
]
, as s→ 1.
In addition the Jacobi elliptic function dn(u; s) → sech(u) as the modulus s → 1.
Therefore the formal limit of the elliptic solution (1.7) as s → 1, β1, β2 → v, β3 → u,
gives
u(x, t, ǫ) ≃ u+ 2(v − u) sech2
[
x− x+
ǫ
√
v − u+ (k + 1
2
) ln
[
8
1− s
]]
. (1.15)
We would like to underline that the limit we computed in the above expression has
appeared many times in the literature, starting from the seminal paper of Gurevich-
Pitaevski [19] but the important second term of the phase in (1.15) which was calculated
later by Deift, Venakides and Zhou [8], was and is still ignored in some literature. When
taking the limit s→ 1 for fixed ǫ, the solitonic sech2-term in (1.15) is of orderO(β1−β2).
However it is clear from Figure 1 that the amplitude of the oscillations near x+ is of
order O(1). This indicates that it is necessary to perform a double scaling limit letting
ǫ → 0 and x → x+ simultaneously at an appropriate rate. If we want to capture the
top of an oscillation close to the trailing edge, we should take the double scaling limit
in such a way that the phase of the sech2 term is zero for some integer k. If k ≥ 0,
this will turn out to be consistent with the rigorous asymptotic expansion for u we will
obtain below in Theorem 1.2, up to a phase shift.
Similarly as in [5, 6], we consider initial data u0(x) which satisfy the following
conditions.
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Assumptions 1.1
(a) u0(x) is real analytic and has an analytic continuation to the complex plane in a
domain of the form
S = {z ∈ C : |Im z| < tan θ0|Re z|} ∪ {z ∈ C : |Im z| < σ},
for some 0 < θ0 < π/2 and σ > 0,
(b) u0(x) decays as x→∞ in S such that
u0(x) = O
(
1
|x|3+s
)
, s > 0, (1.16)
(c) for real x, u0(x) is negative and it has a single local minimum at a certain point
xM , with
u′0(xM ) = 0, u
′′
0(xM ) > 0,
for simplicity we assume that u0 is normalized such that u0(xM ) = −1,
(d) the point of gradient catastrophe for the Hopf equation is ’generic’ in the sense
that
f ′′′L (uc) 6= 0, (1.17)
where fL is the inverse of the decreasing part of the initial data u0.
Because of condition (b), we will be able to apply direct and inverse scattering theory,
and to setup a Riemann-Hilbert (RH) problem for the Cauchy problem of KdV. Con-
ditions (a) and (c) will enable us to keep control over the reflection coefficient in the
small dispersion limit; condition (d) will be needed only in the core of the RH analysis,
but is nevertheless needed for the result stated below.
Theorem 1.2 Let u0(x) be initial data for the Cauchy problem of the KdV equation
satisfying Assumptions 1.1, and let x+ = x+(t), u = u(t), and v = v(t) solve the
system (1.11)-(1.13). There exists T > tc such that for tc < t < T , we have the
following expansion for the KdV solution u(x, t, ǫ) as ǫ→ 0,
u
(
x+ +
ǫ ln ǫ
2
√
v − uy, t, ǫ
)
= u+ 2(v − u)
∞∑
k=0
sech2(Xk) +O(ǫ ln2 ǫ), (1.18)
where
Xk =
1
2
(
1
2
− y + k) ln ǫ− ln(
√
2πhk)− (k + 1
2
) ln γ,
hk =
2
k
2
π
1
4
√
k!
, γ = 4(v − u) 54
√
−∂vθ(v;u),
(1.19)
and θ is given by (1.14). This expansion holds point-wise for y ∈ R and uniformly for
y bounded.
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Figure 3: Cartoon picture of u
(
x+ + ǫ ln ǫ
2
√
v−uy, t, ǫ
)
as a function of s = −y for ǫ = 10−5,
or in other words a magnified version of Figure 1 near the trailing edge with the x-axis
stretched with a factor O(1/(ǫ| ln ǫ|)). One observes narrow pulses near the negative
half integers.
Remark 1.3 Observe that each term in the sum of (1.18) generates a pulse with
amplitude 2(v − u) for y near a half positive integer (as shown in Figure 3), which
can be seen as a soliton. The term sech2(Xk) is centered at y ≈ k + 12 , and it already
decreased to order O(ǫ 12 ) for y near k and k+1. Near k− 12 and k+ 32 , the contribution
of sech2(Xk) is absorbed by the error term O(ǫ ln2 ǫ). For any y, the infinite sum in
(1.18) thus reduces to the sum of the two solitons centered closest to y. The sum of all
the other terms is of order O(ǫ ln2 ǫ). Values of y for which y ≤ −12 lead us out of the
oscillatory zone: the contribution of the sum of solitons to (1.18) is small, in this case
we have u(x, t, ǫ) = u(t) +O(ǫ ln2 ǫ).
Remark 1.4 Whereas the function u is clearly decreasing for x to the right of the
trailing edge in Figure 1, this is not visible in Figure 3 or in the asymptotic expansion
(1.18). The reason is that this effect is of order ǫ ln ǫ in the local variable y. On the
other hand, it is not clearly visible in Figure 1 that the oscillations degenerate to sharp
pulses towards the trailing edge. This is a consequence of the fact that the length of
the pulses scales with O(1/| ln ǫ|), which decreases slowly as ǫ→ 0.
Remark 1.5 Analyzing the Whitham equations carefully in the limit β1 → β2, it
is possible to deduce an expansion of the form (1.18) from (1.15), but the formally
obtained Xk misses a constant term (depending on k) compared to (1.19).
Remark 1.6 The time T > tc appearing in Theorem 1.2 should be sufficiently small
such that Proposition 3.1 holds. Loosely speaking, this means that theG-function which
we will construct below is not allowed to have any singular behavior for tc < t < T .
Remark 1.7 The techniques we will use to prove Theorem 1.2 are very close to the
ones used in [2, 4, 22], where orthogonal polynomials on the real line with respect to
a critical exponential weight were studied. Those polynomials describe the birth of a
cut in unitary random matrix ensembles, see also [12]. Although the focus in [2, 4, 22]
was on the random matrix eigenvalues rather than on the orthogonal polynomials, we
expect that the recurrence coefficients for the associated orthogonal polynomials admit
an asymptotic expansion similar to (1.18) in an appropriate double scaling limit.
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In Section 2, we will set up the RH problem for the KdV equation, and we will
recall asymptotic results about the reflection coefficient in the small dispersion limit.
In Section 3 we will analyze asymptotically the RH problem using the Deift/Zhou
steepest descent method. At the heart of the analysis lies the construction of a local
parametrix built out of Hermite polynomials. The degree of the Hermite polynomials
depends on the scaling variable y. The transitions where the degree of the Hermite
polynomials increases takes place for y near positive half integers and are responsible
for the presence of the spikes in the asymptotic behavior of the KdV solution u.
2 RH problem for KdV and reflection coefficient
It is well-known that solutions to the KdV equation can be expressed in terms of a
RH problem. This fact relies on the direct and inverse scattering transform [1, 13].
Consider the following RH problem.
2.1 RH problem for M
(a) M(λ;x, t, ǫ) : C\R→ C2×2 is analytic.
(b) M has continuous boundary values M+(λ) and M−(λ) when approaching λ ∈
R \ {0} from above and below, and
M+(λ) =M−(λ)
(
1 r(λ; ǫ)e2iα(λ;x,t)/ǫ
−r¯(λ; ǫ)e−2iα(λ;x,t)/e 1− |r(λ; ǫ)|2
)
, for λ < 0,
M+(λ) =M−(λ)σ1, σ1 =
(
0 1
1 0
)
, for λ > 0,
with α given by
α(λ;x, t) = 4t(−λ)3/2 + x(−λ)1/2, (2.1)
defined with the branches of (−λ)θ which are analytic in C\ [0,+∞) and positive
for λ < 0. Furthermore for fixed x, t, ǫ, we impose M(λ) to be bounded near 0.
(c) M(λ;x, t, ǫ) =
(
I +O(λ−1))
 1 1
i
√−λ −i√−λ
 as λ→∞.
In particular we can write
M11(λ;x, t, ǫ) = 1 +
M1,11(x, t, ǫ)√−λ +O(1/λ), as λ→∞.
In general it is true that, if the RH problem for M is solvable in a neighborhood of x0
and t0, then the function
u(x, t, ǫ) := −2iǫ∂xM1,11(x, t, ǫ), (2.2)
is, locally near x0 and t0, a solution to the KdV equation. Modifying the function
r(λ; ǫ) in the jump matrix leads to different KdV solutions. If r(λ; ǫ) is the reflection
coefficient corresponding to the Schro¨dinger equation
ǫ2
d2
dx2
f = u0(x)f,
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(with u0 satisfying Assumptions 1.1, but also under much milder conditions) then u is
the solution to the Cauchy problem (1.1) for KdV with initial data u0. In this case the
RH problem is solvable for all x ∈ R and t ≥ 0; its solution can be constructed using
fundamental solutions to the Schro¨dinger equation.
Our main task in what follows, is to approximate the RH solutionM asymptotically
for ǫ → 0 and x close to the trailing edge. To this end, we need estimates for the
reflection coefficient r(λ; ǫ) as ǫ→ 0.
2.2 Asymptotics for the reflection coefficient
Semiclassical asymptotics for the reflection coefficient as ǫ→ 0 were obtained in [23, 15]
for initial data u0 that are such that Assumptions 1.1 hold: we have
r(λ; ǫ) = ie−
2i
ǫ
ρ(λ)(1 +O(ǫ)), for λ ∈ (−1, 0), (2.3)
r(λ; e) = O(e− cǫ ), for λ ∈ (−∞,−1), (2.4)
where ρ is given by
ρ(λ) = fL(λ)
√
−λ+
∫ fL(λ)
−∞
[
√
u0(x)− λ−
√
−λ]dx. (2.5)
Moreover, there is a sector containing R− such that r(λ; ǫ) is analytic for λ in this
sector [15]. Let us write
κ(λ; ǫ) = −ir(λ; ǫ)e 2iǫ ρ(λ), for λ ∈ Ω+, (2.6)
where
Ω+ := {λ ∈ C : −1− δ < Reλ < −δ, 0 < Imλ < δ, |λ + 1| > δ
2
}. (2.7)
For sufficiently small δ > 0, we have the following as ǫ→ 0, see [23] and [6, Section 2.2]
κ(λ; ǫ) = 1 +O(ǫ), uniformly for λ ∈ Ω+, (2.8)
r(λ; ǫ) = O(e− cǫ ), for λ < −1− δ, c > 0. (2.9)
In addition
1− |r(λ; ǫ)|2 ∼ e− 2ǫ τ(λ), for −1 + δ < λ < 0, (2.10)
with
τ(λ) =
∫ fR(λ)
fL(λ)
√
λ− u0(x)dx, (2.11)
and fR is the inverse of the increasing part of the initial data u0. Those estimates for
the reflection coefficient are essential for the RH analysis we will perform in the next
section.
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3 Asymptotic analysis of the RH problem
We study the RH problem for M asymptotically in the small dispersion limit when
x is close to the trailing edge. Our approach is based on the Deift/Zhou steepest
descent method [9] which has been applied to the KdV RH problem in [8]. We follow
roughly the same lines as in [5, 6], where the RH problem was studied near the point
of gradient catastrophe and near the leading edge. Compared to the situation near the
leading edge, the main difference here is the construction of the local parametrix near
the point v, which will be built out of Hermite polynomials.
3.1 G-function and transformation M 7→ T
Let us define, for tc < t < T , G = G(λ;x, t) by
G(λ) =
(u− λ)1/2
π
∫ 0
u
ρ(η) − α(η;x, t)√
η − u(η − λ) dη, (3.1)
where u = u(t) is the solution to (1.11)-(1.13), and α and ρ given by (2.5) and (2.1).
The square root (u − λ)1/2 is analytic for λ ∈ C \ [u,+∞) and positive for λ < u. G
has the asymptotic behavior
G(λ;x) = G1(x, t)
1
(−λ)1/2 +O(λ
−1), as λ→∞, (3.2)
with
G1(x, t) =
1
π
∫ 0
u
ρ(η) − α(η;x, t)√
η − u dη. (3.3)
Since ρ(η) is independent of x, we have
∂xG1(x, t) = − 1
π
∫ 0
u
√ −η
η − udη =
u
2
. (3.4)
G is analytic for λ ∈ C \ [u,+∞) and it satisfies the properties
G+(λ) +G−(λ)− 2ρ(λ) + 2α(λ) = 0, as λ ∈ (u, 0), (3.5)
G+(λ) +G−(λ) = 0, as λ ∈ (0,+∞). (3.6)
In order to modify the jumps forM in a convenient way without losing its normalization
at infinity, we define
T (λ) =M(λ)e−
i
ǫ
G(λ;x)σ3 . (3.7)
Then, using the RH conditions for M , we obtain the following RH problem for T .
RH problem for T
(a) T is analytic in C \ R,
10
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Figure 4: The jump contour ΣS after opening of the lens
(b) T+(λ) = T−(λ)vT (λ), as λ ∈ R, with
vT (λ) =

σ1, as λ > 0,(
1 r(λ)e
2i
ǫ
(G(λ)+α(λ))
−r¯(λ)e− 2iǫ (G(λ)+α(λ)) 1− |r(λ)|2
)
, as λ ∈ (−∞, u),(
e−
i
ǫ
(G+(λ)−G−(λ)) r(λ)e
2i
ǫ
ρ(λ)
−r¯(λ)e− 2iǫ ρ(λ) (1− |r(λ)|2)e iǫ (G+(λ)−G−(λ))
)
, as λ ∈ (u, 0),
(3.8)
(c) T (λ) = (I +O(λ−1))
(
1 1
i
√−λ −i√−λ
)
as λ→∞.
By (2.2), (3.4), and (3.7), we obtain the identity
u(x, t, ǫ) = u− 2iǫ∂xT1,11(x, t, ǫ), (3.9)
where
T11(λ;x, t, ǫ) = 1 +
T1,11(x, t, ǫ)√−λ +O(λ
−1), as λ→∞. (3.10)
3.2 Opening of lenses T 7→ S
Let us define the function φ by
φ(λ;x, t) = G(λ;x, t) − ρ(λ) + α(λ;x, t),
such that φ is analytic in a neighborhood of (−1, u), with an analytic extension to the
whole region Ω+ defined in (2.7). Under the condition that (1.11) holds, it was shown
in [5, Lemma 3.2] that
φ(λ;x, t) =
√
u− λ(x− x+) +
∫ u
λ
(f ′L(ξ) + 6t)
√
ξ − λdξ, (3.11)
with, as usual, principal branches of the square roots. It then follows that
φ′(λ;x, t) = − 1
2
√
u− λ(x− x
+)−
√
u− λ[6t+ θ(λ;u)], (3.12)
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where θ(λ;u) is given by (1.14). In a complex neighborhood of v it is convenient to
define φ̂ as the analytic continuation of −iφ from the upper half plane,
φ̂(λ;x, t) = ∓iφ(λ;x, t)
= −
√
λ− u(x− x+) +
∫ λ
u
(f ′L(ξ) + 6t)
√
λ− ξdξ, as ±Imλ > 0. (3.13)
We then have using (1.12)-(1.13),
φ̂(v;x+, t) = 0, φ̂′(v;x+, t) = 0, φ̂′′(v;x+, t) =
√
v − u θ′(v;u) < 0. (3.14)
Now we can express the jump matrix for T in terms of φ and φ̂:
vT (λ) =
(
e
2
ǫ
bφ(λ) iκ(λ; ǫ)
iκ∗(λ; ǫ) (1− |r(λ)|2)e− 2ǫ bφ(λ)
)
, as λ ∈ (u, 0), (3.15)
vT (λ) =
(
1 iκ(λ; ǫ)e
2i
ǫ
φ(λ)
iκ∗(λ; ǫ)e−
2i
ǫ
φ∗(λ) 1− |r(λ)|2
)
, as λ ∈ [−1− δ, u), (3.16)
where φ∗(λ) = φ(λ¯), and φ(λ) and φ∗(λ) should be understood as the + boundary
values on (−1− δ,−1).
Similarly as in [6, Proposition 3.1], φ and φ̂ satisfy a number of inequalities.
Proposition 3.1 There exists a time T > tc such that for tc < t < T , we have
φ̂(λ;x+) < 0, as λ ∈ (u, 0] \ {v},
φ′(λ;x+, t) > 0, as λ ∈ [−1, u),
−τ(λ)− φ̂(λ;x+, t) < 0, as λ ∈ (u, 0].
(3.17)
Proof. If (1.17) holds, the function 6tc+θ(λ;u(tc)) has a double zero at λ = u(tc) and
is strictly negative elsewhere on [−1, 0], see [5]. For t slightly bigger than tc, because
of the smoothness of u(t), 6t + θ(λ;u(t)) can have at most two zeroes on [−1, 0]. It
follows from (1.12) that one zero lies at λ = v(t). Because of (1.13), another zero
must lie in between u and v. Consequently we have that 6t+ θ(λ;u(t)) is negative for
λ ∈ [−1, u) ∪ (v, 0] for sufficiently small times after the time of gradient catastrophe.
Now it is straightforward to verify the first and the second inequaltity.
For the last inequality, it is straightforward to verify by (2.11) that
−τ(λ)− φ̂(λ;x−) = −4t(λ− u) 32 +
∫ u
−1
√
λ− ξf ′L(ξ)dξ −
∫ λ
−1
√
λ− ξf ′R(ξ)dξ,
where fR is the inverse function of the increasing part of the initial data u0(x). The
inequality follows directly because each of the three terms on the right hand side is
negative. ✷
On the interval (−1− δ, u), we can factorize vT :
vT (λ) =
(
1 0
iκ∗(λ)e−
2i
ǫ
φ−(λ) 1
)(
1 iκ(λ)e
2i
ǫ
φ+(λ)
0 1
)
. (3.18)
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Using this factorization, we can open lenses as shown in Figure 3.2. We choose the
lenses such that the upper lens Σ1 lies in Ω+ (for some fixed but sufficiently small
δ > 0) and such that the lower lens Σ2 is the complex conjugate of Σ1. Define
S(λ) =

T (λ)
(
1 −iκ(λ; ǫ)e 2iǫ φ(λ;x)
0 1
)
, in the upper part of the lens,
T (λ)
(
1 0
iκ∗(λ; ǫ)e−
2i
ǫ
φ∗(λ;x) 1
)
, in the lower part of the lens,
T (λ), elsewhere.
By the RH problem for T , we obtain modified RH conditions for S.
RH problem for S
(a) S is analytic in C \ ΣS,
(b) S+(λ) = S−(λ)vS for λ ∈ ΣS , with
vS(λ) =

(
1 iκ(λ)e
2i
ǫ
φ(λ)
0 1
)
, on Σ1,(
1 0
iκ∗(λ; ǫ)e−
2i
ǫ
φ∗(λ;x) 1
)
, on Σ2,(
e
2
ǫ
bφ(λ;x) iκ(λ; ǫ)
iκ∗(λ; ǫ) (1− |r(λ)|2)e− 2ǫ bφ(λ;x)
)
, as λ ∈ (u, 0),
σ1, as λ ∈ (0,+∞),
vT (λ;x), as λ ∈ (−∞,−1− δ).
(3.19)
(c) S(λ) = (I +O(λ−1))
(
1 1
i
√−λ −i√−λ
)
as λ→∞.
Since T (λ) = S(λ) for large λ, we have, using (3.9),
u(x, t, ǫ) = u− 2iǫ∂xS1,11(x, t, ǫ), (3.20)
where
S11(λ;x, t, ǫ) = 1 +
S1,11(x, t, ǫ)√−λ +O(λ
−1), as λ→∞. (3.21)
The construction of S has been organized in such a way that the jump matrices for
S decay uniformly to constant matrices, except in arbitrary small neighborhoods of u
and v.
Proposition 3.2 There exists T > tc such that the following holds for tc < t < T . For
any fixed neighborhoods Uu of u and Uv of v, there exists δ0 > 0 such that for |x−x+| <
13
δ0, the jump matrices vS(λ) = (I+O(ǫ))v(∞)(λ;x, ǫ) uniformly on ΣS \ (Uu∪Uv ∪{0})
if ǫ→ 0, with
v(∞)(λ) =

σ1, on (0,+∞),
iσ1, on (u, 0),
I, elsewhere.
(3.22)
Proof. See [6, Proposition 3.3]. ✷
For x > x++ ǫ ln ǫ
2
√
v−u , it is straightforward to verify that the convergence is also uniform
on R ∩ Uv for sufficiently small Uv.
3.3 Outside parametrix
Let us first ignore small neighborhoods of u and v, and uniformly small jumps. Then
we need to solve the following RH problem for the outside parametrix.
RH problem for P (∞)
(a) P (∞) : C \ [u,+∞)→ C2×2 is analytic,
(b) P (∞) satisfies the jump conditions
P
(∞)
+ = P
(∞)
− σ1, on (0,+∞), (3.23)
P
(∞)
+ = iP
(∞)
− σ1, on (u, 0) \ {v}, (3.24)
(c) P (∞) has the following behavior as λ→∞,
P (∞)(λ) = (I +O(λ−1))
(
1 1
i(−λ)1/2 −i(−λ)1/2
)
. (3.25)
This RH problem is solved by
P
(∞)
0 (λ) = (−λ)1/4(u− λ)−σ3/4N, N =
(
1 1
i −i
)
. (3.26)
This solution is bounded near v. Depending on the value of
y := 2
√
v − u x− x
+
ǫ ln ǫ
, (3.27)
we will need an outside parametrix which has singular behavior near v. Therefore we
observe that
P
(∞)
k (λ) = (−λ)1/4(u− λ)−σ3/4ND(λ)∓kσ3 , for ±Imλ > 0, (3.28)
is a solution to the RH problem for P (∞) for any k ∈ N, with
D(λ) =
√
λ− u−√v − u√
λ− u+√v − u. (3.29)
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Indeed this follows from the fact that D is analytic on C \ (−∞, u], with
D+(λ)D−(λ) = 1, for λ < u, (3.30)
D(∞) = 1. (3.31)
Near v, we have that P
(∞)
k (λ)λ
±kσ3 is bounded for ±Imλ > 0.
The appropriate choice for k turns out to be as follows: if y ≤ 0, we take k = 0,
and if y ≥ 0, we let k be the non-negative integer closest to y (for the half integers, we
may choose k = y − 12 or k = y + 12), so y − 12 ≤ k ≤ y + 12 . As λ→∞, we have
P
(∞)
k (λ) =
(
I +
u
4λ
σ3 +O(λ−2)
)( 1 1
i(−λ)1/2 −i(−λ)1/2
)
×
(
I − 2ik
√
v − u
(−λ)1/2 σ3 +O(λ
−1)
)
. (3.32)
3.4 Local parametrix near u
In [6, Section 3.5], the Airy function was used to construct a local parametrix in a
neighborhood Uu of the point u. If conditions (1.11)-(1.12) hold, it was proved that
the constructed parametrix satisfies the following properties.
RH problem for Pu
(a) Pu is analytic in Uu \ ΣS.
(b) Pu satisfies the jump conditions
Pu,+(λ) = Pu,−(λ)
(
1 ie
2i
ǫ
φ(λ;x)
0 1
)
, as λ ∈ Σ1 ∩ Uu, (3.33)
Pu,+(λ) = Pu,−(λ)
(
1 0
ie
−2i
ǫ
φ∗(λ;x) 1
)
, as λ ∈ Σ2 ∩ Uu, (3.34)
Pu,+(λ) = Pu,−(λ)
(
e
−2i
ǫ
φ+(λ;x) i
i 0
)
, as λ > u. (3.35)
(c) As ǫ → 0 and x → x+ in such a way that x − x+ = O(ǫ2/3), Pu matches with
P (∞) in the following way,
Pu(λ) = P
(∞)(λ)
[
I − is(λ;x)
2
4ǫ(−ζ(λ))1/2 σ3 −
s(λ;x)
4ζ
σ1 +O(ǫ)
]
, for λ ∈ ∂Uu.
(3.36)
Here s(λ;x) is an analytic function of λ ∈ Uu with
s(u;x) =
(−f ′L(u)− 6t)−1/3 (x− x+). (3.37)
In the (stronger) double scaling limit where ǫ → 0 and x → x+ in such a way that
x− x+ = O(ǫ ln ǫ), it follows that
Pu(λ) = P
(∞)(λ)
[
I +O(ǫ ln2 ǫ)] , for λ ∈ ∂Uu. (3.38)
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For the explicit construction of Pu in terms of the Airy function, we refer to [6, Section
3.5]. It will be important in what follows that, in the limit ǫ → 0, the jump matrices
for Pu are equal to those for S up to an error of order O(ǫ). This follows from (3.19)
and the asymptotic formulas (2.8) and (2.10) for the reflection coefficient.
3.5 Local parametrix near v
The construction of the local parametrix will depend on the value of
y = 2
√
v − u x− x
+
ǫ ln ǫ
. (3.39)
If y ≤ −1, there is no need to construct a separate local parametrix near v since the
jump matrix for S is equal to the one for P (∞) up to an O(ǫ ln2 ǫ) error; in this case
we write for notational convenience Pv(λ) = I. Let us assume now that y > −1. The
aim of this section is to construct a local parametrix in a small neighborhood Uv of
v having approximately the same jump property as S has near v (in the limit ǫ →
0), and matching with the outside parametrix at ∂Uv. Substituting the semiclassical
asymptotics (2.8) and (2.10) for the reflection coefficient, the jump matrix for S given
in (3.19) behaves as follows when ǫ→ 0,
vS(λ) = (I +O(ǫ))
(
e
2
ǫ
bφ(λ;x) i
i 0
)
. (3.40)
This brings us to the RH problem for the local parametrix.
RH problem for Pv
(a) P is analytic in Uv \ R,
(b) P has the jump condition
P+(λ) = P−(λ)
(
e
2
ǫ
bφ(λ;x) i
i 0
)
, (3.41)
(c) if we let ǫ→ 0 and simultaneously x→ x+ in such a way that
|x− x+| < Mǫ| ln ǫ|, (3.42)
we have
P (λ) = P (∞)(λ)(1 + o(1)), as λ ∈ ∂Uv. (3.43)
We will construct P explicitly in terms of a model RH problem built out of Hermite
polynomials.
3.5.1 Model RH problem
Define Ψ by
Ψ(ζ; k) =
 1hkHk(ζ) 12πihk
∫
R
Hk(u)e
−u
2
u−ζ du
−2πihk−1Hk−1(ζ) −hk−1
∫
R
Hk−1(u)e
−u
2
u−ζ du
 e− ζ22 σ3 ,
for ζ ∈ C \R, (3.44)
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where Hk denotes the degree k Hermite polynomial, orthonormal with respect to the
weight e−x2 on R. The leading coefficient of the normalized polynomial Hk is equal to
hk =
2k/2
π1/4
√
k!
, (3.45)
and we agree H−1 = h−1 = 0. Ψ = Ψ(ζ; k) solves the following RH problem for
k ∈ N ∪ {0}, which is a particular case of the RH problem for orthogonal polynomials
discovered in [14].
RH problem for Ψ
(a) Ψ : C \ R→ C2×2 is analytic.
(b) Ψ has continuous boundary values for ζ ∈ R, related by the condition
Ψ+(ζ) = Ψ−(ζ)
(
1 1
0 1
)
. (3.46)
(c) As ζ →∞, we have
Ψ(ζ) =
(
I − 1
ζ
(
0 12πih
−2
k
2πih2k−1 0
)
+
1
ζ2
(
k(k−1)
4 0
0 −k(k+1)4
)
+O (ζ−3))ζkσ3e− ζ22 σ3 .
(3.47)
The further terms in the large-ζ expansion can be calculated explicitly, but are unim-
portant for us.
3.5.2 Modified model RH problem
In order to have a model RH problem which resembles the RH problem for P , we let
Φ(ζ; k, s) =
e
s2
2
σ3e−
iπ
4
σ3Ψ(ζ + s; k)e
iπ
4
σ3iσ1, as Im ζ > 0,
e
s2
2
σ3e−
iπ
4
σ3Ψ(ζ + s; k)e
iπ
4
σ3 , as Im ζ < 0.
(3.48)
It is straightforward to check the RH conditions that are satisfied by Φ.
RH problem for Φ
(a) Φ : C \ R→ C2×2 is analytic.
(b) For x ∈ R,
Φ+(x) = Φ−(x)
(
1 i
i 0
)
. (3.49)
(c) Φ behaves as follows as ζ →∞,
Φ(ζ) = Φ̂(ζ)ζkσ3e−
ζ2+2sζ
2
σ3iσ1, as ζ →∞, Imλ > 0, (3.50)
Φ(ζ) = Φ̂(ζ)ζkσ3e−
ζ2+2sζ
2
σ3 , as ζ →∞, Imλ < 0, (3.51)
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where Φ̂ has the asymptotic expansion
Φ̂(ζ) = I +
1
ζ
Φ̂1 +
1
ζ2
Φ̂2 +O(ζ−3), (3.52)
with
Φ̂1 =
(
ks es
2 1
2πh2
k
e−s22πh2k−1 −ks
)
, (3.53)
Φ̂2 =
(
k(k−1)
2 (s
2 + 12 ) −(k + 1)ses
2 1
2πh2
k
(k − 1)se−s22πh2k−1 k(k+1)2 (s2 − 12))
)
. (3.54)
3.5.3 Construction of the parametrix
We construct P in the form
P (λ) = Ek(λ)Φ(ǫ
−1/2ζ(λ); k, ǫ−1/2s(λ))e±
1
ǫ
φˆ(λ)σ3 , as ±Imλ > 0, (3.55)
where ζ is a real conformal mapping which maps v to 0, s is analytic near v, and
Ek(λ) =
{
−iP (∞)k (λ)σ1ζ(λ)−kσ3ǫ−
∆k
2
σ3 , as Imλ > 0,
P
(∞)
k (λ)ζ(λ)
−kσ3ǫ−
∆k
2
σ3 , as Imλ < 0,
(3.56)
which defines Ek analytically near v, with
Ek(v) = (−v)1/4(v − u)−σ3/4e−
πi
4
σ3Nζ ′(v)−kσ3ǫ
−∆k
2
σ34−kσ3(v − u)−kσ3 . (3.57)
As before we take
y =
2
ǫ ln ǫ
√
v − u(x− x+), (3.58)
and let k be the non-negative integer closest to y, and ∆k := y−k. Using (3.41), (3.49),
and (3.55), one easily verifies that P satisfies the correct jump condition near v.
In order to have the right matching (3.43) between P and P (∞), we need to ex-
ploit the remaining freedom in choosing the conformal mapping ζ(λ) and the analytic
function s(λ) in such a way that
2φ̂(λ;x) = −ζ(λ)2 − 2s(λ;x)ζ(λ) − yǫ ln ǫ. (3.59)
If we take a look at φ̂ in (3.13), we see that
φ̂(λ;x) = −√v − u(x− x+)− (
√
λ− u−√v − u)(x− x+)
+
∫ λ
u
(f ′L(ξ) + 6t)
√
λ− ξdξ. (3.60)
Let us now define ζ by
ζ(λ)2 = −2φ̂(λ;x+) = −2
∫ λ
u
(f ′L(ξ) + 6t)
√
λ− ξdξ, (3.61)
18
so that
ζ(v) = 0, ζ ′(v) = (v − u)1/4(−θ′(v;u))1/2 > 0. (3.62)
Furthermore let
s(λ;x) =
1
ζ(λ)
(
√
λ− u−√v − u)(x− x+), (3.63)
which defines s analytically near v with
s(v;x) =
x− x+
2(v − u)3/4(−θ′(v;u))1/2 . (3.64)
Now by (3.60), (3.61), and (3.63), it follows that (3.59) holds.
We constructed the parametrix in such a way that for λ ∈ ∂Uv ,
P (λ)P (∞)(λ)−1 = Ek(λ)
(
I +
ǫ1/2
ζ(λ)
Φ̂1 +
ǫ
ζ(λ)2
Φ̂2 +O(ǫ3/2)
)
Ek(λ)
−1. (3.65)
If we choose k to be the non-negative integer closest to y, then it follows from (3.56)
that P and P (∞) have a good matching at ∂Uv as long as y is not to close to a half
positive integer. In order to have a uniform matching, also when y approaches a half
integer, we need to improve the parametrices.
3.6 Improvement of parametrices
The goal of this section is to improve the local parametrices and the outside parametrix
in such a way that they match uniformly for y bounded. This section is inspired by [2].
Let us define, if y > −1,
P˜ (∞)(λ) =
(
I +
C(x, t, ǫ)
λ− v
)
P (∞)(λ), (3.66)
P˜u(λ) =
(
I +
C(x, t, ǫ)
λ− v
)
Pu(λ), (3.67)
where C is a nilpotent matrix (so that the determinant of Q is identically 1) which
we will determine below. With those improved definitions of the parametrices, P˜ (∞)
and P˜u satisfy the same RH conditions as before (see (3.24)-(3.25) for P
(∞)). If C is
bounded for small ǫ, we have by (3.38)
P˜u(λ)P˜
(∞)(u)−1 = I +O(ǫ ln2 ǫ)), as λ ∈ ∂Uu, (3.68)
if ǫ→ 0. Next we define the improved local parametrix near v as follows,
P˜v(λ) = E˜k(λ)
 1 −δǫ 12 es2 12πh2kζ(λ)
−(1− δ)ǫ 12 e−s2 2πh
2
k−1
ζ(λ) 1

× Φ(ǫ−1/2ζ(λ); k, ǫ−1/2s(λ))e± 1ǫ φˆ(λ)σ3 , (3.69)
as ±Imλ > 0, with
E˜k(λ) =
(
I +
C(x, t, ǫ)
λ− v
)
Ek(λ), (3.70)
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and with
δ = 1, if k ≤ y ≤ k + 12 , δ = 0, if k − 12 ≤ y < k. (3.71)
In any case one of the off-diagonal entries of the second factor on the right hand side
of (3.69) vanishes. If we let ǫ→ 0 in such a way that y remains bounded, we have that
s(λ;x) = O(ǫ ln ǫ), and it follows from (3.50)-(3.51), (3.55), and (3.56) that
P˜v(λ)P˜
(∞)(λ)−1 = I +O(ǫ1/2+|∆k|), as λ ∈ ∂Uv. (3.72)
Note that E˜k is not analytic at v: it has a simple pole at v. However we can choose the
matrix C such that P˜ is bounded near v. After a straightforward calculation, it turns
out that this is the case if
C = Ek(v)
(
0 δd1
(1− δ)c1 0
)[
Ek(v)
(
1 −δd2
−(1− δ)c2 1
)
− E′k(v)
(
0 δd1
(1− δ)c1 0
)]−1
,
(3.73)
with
c1 = c1(k; ǫ) =
ǫ
1
2 e−s2(v)2πh2k−1
ζ ′(v)
, (3.74)
c2 = c2(k; ǫ) = −c1ζ
′′(v)
2ζ ′(v)
− 2s(v)s′(v)c1, (3.75)
d1 = d1(k; ǫ) =
ǫ
1
2 es
2(v)
2πh2kζ
′(v)
, (3.76)
d2 = d2(k; ǫ) = −d1ζ
′′(v)
2ζ ′(v)
+ 2s(v)s′(v)d1. (3.77)
Note that c1(k + 1; ǫ)d1(k; ǫ) =
ǫ
ζ′(v)2 , and that the matrix C bounded for small ǫ. In
particular, writing E = Ek, we have
C12 = −(1− δ) c1E12(v)
2
detE(v)− c1 [E′12(v)E22(v)− E12(v)E′22(v)]
+ δ
d1E11(v)
2
detE(v)− d1 [E11(v)E′21(v)− E′11(v)E21(v)]
. (3.78)
Observe that
detE(v) = −2i√−v, (3.79)
E11(v)
2 = −i
√ −v
v − u (4(v − u))
−2k ζ ′(v)−2kǫ−∆k , (3.80)
E12(v)
2 = −i
√ −v
v − u (4(v − u))
2k ζ ′(v)2kǫ∆k , (3.81)
E11(v)E
′
21(v) −E′11(v)E21(v) = 2i
√−v (4ζ ′(v)(v − u))−2k−1 ζ ′(v)ǫ−∆k , (3.82)
E′12(v)E22(v) −E12(v)E′22(v) = 2i
√−v (4ζ ′(v)(v − u))2k−1 ζ ′(v)ǫ∆k . (3.83)
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This leads to
C12(k,∆k) = −2(1− δ)
√
v − u c1γ
2k−1ζ ′(v)ǫ∆k
1 + c1γ2k−1ζ ′(v)ǫ∆k
+ 2δ
√
v − u d1γ
−2k−1ζ ′(v)ǫ−∆k
1 + d1γ−2k−1ζ ′(v)ǫ−∆k
+O(ǫ2 ln2 ǫ), (3.84)
in the double scaling limit where ǫ→ 0 and x− x+ = O(ǫ ln ǫ), with
γ = 4ζ ′(v)(v − u). (3.85)
3.7 Final RH problem
Now we define R in such a way that it has jumps that are uniformly I + O(ǫ1/2) in
the double scaling limit where ǫ→ 0, x− x+ = O(ǫ ln ǫ), also when y is close to a half
integer. Therefore we let
R(λ;x, ǫ) =

S(λ;x)P˜ (∞)(λ)−1, as λ ∈ C \ (Uu ∪ Uv),
S(λ;x)P˜u(λ;x)
−1, as λ ∈ Uu,
S(λ;x)P˜v(λ;x)
−1, as λ ∈ Uv,
(3.86)
where we use the notations P˜u = Pu and P˜v = I in the case where y ≤ −1. Obviously,
R is analytic in C \ (ΣS ∪ ∂Uu ∪ ∂Uv). On ∂Uu ∪ ∂Uv, the jump matrix for R is close
to the identity matrix because of the matching of the (improved) local parametrices
with the outside parametrices. Outside the disks Uu and Uv, the decay of the jump
matrix to I is inherited from the decay of the jump matrix for S. Inside the disks,
there are residual jumps on ΣS because the jump matrices for the local parametrices
are not exactly the same as the ones for S. However, using the small ǫ asymptotics for
the reflection coefficient, one verifies easily that they are of the form I+O(ǫ) as ǫ→ 0.
RH problem for R
(a) R is analytic in C \ (ΣS ∪ ∂Uu ∪ ∂Uv).
(b) R has the jump condition R+(λ) = R−(λ)vR(λ) for λ ∈ ΣS ∪ ∂Uu ∪ ∂Uv, where
vR(λ) = I +O(e−
c
ǫ ), for λ ∈ ΣS \ (Uu ∪ Uv), (3.87)
vR(λ) = I +O(ǫ), for λ ∈ ΣS ∩ (Uu ∪ Uv), (3.88)
vR(λ) = I +O(ǫ ln2 ǫ), for λ ∈ ∂Uu, (3.89)
vR(λ) = I +O(ǫ
1
2
+|∆k|), for λ ∈ ∂Uv, (3.90)
in the double scaling limit where ǫ → 0 in such a way that y remains bounded.
We choose the clockwise orientation for ∂Uu and ∂Uv.
(c) As λ→∞, we have
R(λ) = I +
R1
λ
+O(λ−2). (3.91)
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All jumps are thus of the form I + O(ǫ1/2), and if y is a half integer or if y ≤ −1,
the situation improves to I+O(ǫ ln2 ǫ). Taking a closer look at the jump for R on ∂Uv,
and using s(λ;x) = O(ǫ ln ǫ), we obtain using (3.69) and (3.52) that
vR(λ) = P˜v(λ)P˜
(∞)(λ)−1
= E˜k(λ)
(
I +
ǫ1/2
ζ(λ)
(
0 (1− δ) 1
2πh2
k
δ2πh2k−1 0
)
+
ǫ
ζ(λ)2
(
k(k−2)
2 0
0 −k(k−2)2
)
+O(ǫ 32 ln ǫ)
)
E˜k(λ)
−1.
By (3.73), this leads to
vR(λ) = I +
ǫ1/2
ζ(λ)
Ek(λ)
(
0 (1− δ) 1
2πh2
k
δ2πh2k−1 0
)
Ek(λ)
−1 +O(ǫ). (3.92)
We can write
vR(λ) = I + ǫ
1
2
+|∆k|v(1)R (λ) +O(ǫ ln2 ǫ), for λ ∈ ΣS ∪ ∂Uu ∪ ∂Uv,
uniformly for ǫ → 0 and y bounded. By a standard procedure for small-norm RH
problems [7, 20], it follows that R has a similar expansion in the double scaling limit:
R(λ) = I + ǫ1/2+|∆k|R(1)(λ) +O(ǫ ln2 ǫ). (3.93)
Compatibility of (3.92) with (3.93) and the jump condition R+ = R−vR on ∂Uv gives
the relation
R
(1)
+ (λ)−R(1)− (λ) = v(1)R (λ), for λ ∈ ∂Uv . (3.94)
In addition R(1) is analytic in C \ ∂Uv, and R(1)(∞) = 0. The unique function which
satisfies those (additive) RH conditions is given by
R(1)(λ) =
Res(v
(1)
R ; v)
λ− v , if λ ∈ C \ Uv, (3.95)
R(1)(λ) =
Res(v
(1)
R ; v)
λ− v − v
(1)
R (λ), if λ ∈ Uv, (3.96)
and consequently we have the following asymptotics for R1 defined by (3.91),
R1(x, t, ǫ) = ǫ
1
2
+|∆k|Res(v(1)R ; v) +O(ǫ ln2 ǫ). (3.97)
Using the definition (3.86) of R, the improved outside parametrix given by (3.32),
and the expansion (3.66) of the outside parametrix at infinity, we obtain that
S11(λ;x, t, ǫ) = 1− i(R1,12(x, t, ǫ)+C12+2k
√
v − u) 1√−λ+O(λ
−1), as λ→∞,
(3.98)
which implies by (3.20) that
u(x, t, ǫ) = u− 2ǫ∂x (R1,12(x, t, ǫ) + C12(x, t, ǫ)) . (3.99)
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Substituting the asymptotics obtained in (3.97) gives
u(x, t, ǫ) = u− 2ǫ∂x
(
ǫ
1
2
+|∆k|Res(v(1)R ; v)12 + C12(x, t, ǫ)
)
+O(ǫ ln2 ǫ). (3.100)
It is not so obvious that it is allowed to formally take derivatives of the asymptotics
obtained for R. However R is analytic as a function of y, and the asymptotic expansion
(3.93) can be shown to hold true for y in a small complex neighborhood of any y ∈ R.
Using this property, (3.100) can be justified.
After some calculations we obtain
2ǫ
3
2∂x[ǫ
|∆k|Res(v(1)R ; v)12]
= −8ǫ 12+|∆k|(v − u) |∆k|
∆k
[
− 1− δ
2πh2kγ
2k+1
+ 2πδh2k−1γ
2k−1
]
, (3.101)
where hk is defined in (3.45) and γ is defined in (3.85). By (3.78),
2ǫ∂xC12 = −8(v − u)(1− δ)
ǫ
1
2
+∆k2πh2k−1γ
2k−1(
1 + ǫ
1
2
+∆k2πh2k−1γ2k−1
)2
− 8(v − u)δ ǫ
1
2
−∆k/(2πh2kγ
2k+1)(
1 + ǫ
1
2
−∆k/(2πh2kγ2k+1)
)2 . (3.102)
Putting together the above formulas and using the fact that δ = 1 for k ≤ y ≤ k + 12
and δ = 0 for k + 12 ≤ y < k + 1 we arrive at the expression
u(x, t, ǫ) = u+ 2(v − u) [sech2(Xk) + 4e−2Xk−1]+O(ǫ ln2 ǫ), (3.103)
if k ≤ y < k + 1/2, and at the expression
u(x, t, ǫ) = u+ 2(v − u) [sech2(Xk) + 4e2Xk+1]+O(ǫ ln2 ǫ), (3.104)
if k + 1/2 ≤ y ≤ k + 1, where
Xk =
1
2
(
1
2
− y + k) ln ǫ− ln(
√
2πhk)− (k + 1
2
) ln γ. (3.105)
We can write this also in the following more elegant form, which holds for all |y| ≤M :
u(x, t, ǫ) = u+ 2(v − u)
∞∑
k=1
sech2(Xk) +O(ǫ ln2 ǫ). (3.106)
For each value of y, there are at most two of the sech2-terms which are bigger than
O(ǫ ln2 ǫ), all the others are absorbed by the error term. This proves Theorem 1.2.
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