This paper helps us better understand the drivers of exponential improvements in performance and cost and thus why some technologies experience more rapid improvements than do other technologies. It shows how exponential improvements in performance and cost are largely driven by two mechanisms: 1) creating materials to better exploit their physical phenomena; 2) geometric scaling. Some technologies directly experience improvements through these two mechanisms while those consisting of higher-level "systems" indirectly experience them through improvements in specific "components." Understanding these drivers can help us better understand when new technologies might become economically feasible and the appropriate policies for promoting improvements.
Introduction
Understanding why some technologies experience exponential improvements in performance and cost is essential to understanding when new technologies might become economically feasible and for developing good policies for new technologies. The predominant viewpoint is that costs drop a certain percentage each time the cumulative production of a product doubles in a so-called learning or experience curve i , partly as automated manufacturing equipment is introduced and organized into flow lines ii . Although learning curves do not explicitly exclude activities done outside of a factory, the fact that these learning curves link cost reductions with cumulative production focuses policy and other analyses on the production of the final product and imply that learning done outside of the factory is either unimportant or is being driven by the production of the final product.
Furthermore, it is a short step from thinking that demand drives cumulative production and thus cost reductions to thinking that demand drives investments in R&D and thus improvements in both performance and cost. This is the case with Clayton Christensen"s theory of disruptive innovation: increases in demand for a low-end niche product stimulate investments in R&D and thus improvements in cost and performance and these improvements cause the low-end product to displace the mainstream products iii .
Based on a recently published book from Stanford University Press (Technology Change and the Rise of New Industries) and subsequent research iv , this paper describes a different set of mechanisms for improvements in cost and performance (or in trajectories, which Giovanni Dosi calls them v ) and these mechanisms help us better understand the drivers of exponential improvements than do the predominant viewpoint. It shows how exponential improvements in performance and cost are largely driven by two mechanisms: 1) creating materials (and their associated processes) to better exploit their physical phenomena; and 2) geometric scaling. Some technologies directly experience improvements through these two mechanisms while those consisting of higher-level "systems" indirectly experience them through improvements in specific "components vi ."
In describing these two mechanisms, this paper helps us better understand why some technologies experience more rapid improvements than do other technologies. Such an understanding can help us better identify those technologies with a large potential for improvements in performance and cost and the higher level systems that might benefit from these improvements. This can help governments support technologies that have a better chance of becoming economically feasible and of having a positive impact on specific activities. For example, the many orders of magnitude improvements in integrated circuits (ICs), MEMS (microelectronic mechanical systems), magnetic recording density, DNA Sequencers and in their higher-level systems such as computers and mobile phones suggest that technologies that benefit from reductions in the scale of specific features deserve funding; a good example is nanotechnology.
Understanding the drivers of improvements can also help us better analyze the timing of discontinuities. While such analyses are clearly problematic, many firm and to some extent government decisions depend on this timing and thus methods that can improve our understanding of this timing are important tools for firms and governments. For example, firms can use their understanding of new electronic systems and the rates of improvement in ICs, MEMS, bio-electronic ICs and hard disks to better understand when these new types of electronic systems might become economically feasible.
This paper concludes with an analysis of improvements in clean energy technologies, which is arguably the most important managerial challenge of this decade if not century vii .
Current policies emphasize demand-based subsidies, which reflect the predominant view of management and economics that costs fall as cumulative production rises. These demand-based subsidies have encouraged firms to implement existing technologies in order to obtain the subsidies, as opposed to developing new technologies. A concluding section of this paper argues that policies based on this paper"s analysis of exponential improvements would result in a faster rate of improvement for the same level of funding than do the current demand-based subsidies.
Creating Materials that Better Exploit Physical Phenomena
The technologies shown in Table 1 
Geometrical Scaling: increases in scale
The concept of geometrical scaling can help us understand the technologies that will benefit from increases or reductions in physical scale. Geometric scaling refers to the relationship between the geometry of a technology, the scale of it, and the physical laws that govern it. Or as others describe it: the "scale effects are permanently embedded in the geometry and the physical nature of the world in which we live
The benefits from increases in physical scale are often confused with economies of scale, particularly with production equipment. Chemical plants, aluminum smelters, and other material processing plants exhibit economies of scale more than do assembly plants xi because the production equipment for the former benefits more from increases in physical scale than do the production equipment for assembly plants. For example, with chemical plants, the costs of pipes vary as a function of radius whereas the outputs from pipes vary as a function of radius squared. Similarly, the costs of reaction vessels vary as a function of surface area (radius cubed) whereas the output of a reaction vessel varies as a function of radius cubed. Transportation equipment such as oil tankers, freighters, industrial trucks, buses, trains, and to some extent aircraft also benefit from increases in scale. In addition to the benefits from increasing the scale of engines, the reason is that the cost of the transportation equipment is largely a function of their outer surface area (e.g., dimension squared) while the output is a function of volume (dimension cubed). For example, the price per capacity of a 265,000 ton oil tanker is 59% cheaper than the price of a 38,500 oil tanker, the price of a 170,000 ton freight vessel is 50% cheaper than a 40,000 ton freight vessel, and the price per passenger capacity of an 853 passenger A380 is 14% cheaper than that of a 132 passenger A318 xxii . Not only are labor and fuel costs also less on a per capacity basis for the larger oil tankers, freight vessels and aircraft than are the smaller ones, the advantages of scale become even more apparent when one considers that some of the first oil tankers were very small (e.g., 1807 tons in late 19 th century) and the first commercial aircraft, the DC-1 (early 1930s), could only carry 12 passengers. Extrapolating to these extremes suggests that today"s largest oil tanker is almost 1/20 the price per ton of an 1807-ton tanker and that the A380 has a price per passenger almost 1/2 that of the DC-1 xxiii . In combination with containerized shipping and better information technology (described below), increases in scale is one of the reasons why the price of airline tickets has dropped dramatically over the last few decades, the price per ton-mile of rail freight in the U.S. dropped by 88% between 1890 and 2000, the share of U.S. 
Geometrical Scaling -reductions in scale
The concept of geometric scaling also helps us understand when technologies benefit from reductions in scale. These benefits have almost nothing to do with economies of scale and more to do with the physical laws that govern a technology and the technology"s geometry.
Reducing the scale of transistors, storage regions, and other dimensional features has led to many orders of magnitude improvements in the cost and performance of ICs, magnetic and optical discs, and newer types of ICs such as MEMS and bio-electronic ICs (see Table 2 ). This is because for these technologies, reductions in scale lead to improvements in both performance and cost. For example, placing more transistors or memory cells in a certain area of an IC increases the speed and functionality and reduces both the power consumption and size of the final product, which are typically considered improvements in performance for most electronic products; these reductions in scale also lead to lower material, equipment, and transportation costs. The combination of both increased performance and reduced costs as size is reduced has led to many orders of magnitude improvements in the performance to cost ratio of many ICs. For example, three orders of magnitude reductions in transistor length have led to about nine orders of magnitude improvements in both the cost of an individual transistor and the number of transistors on a chip xxv . Similar arguments can be made for magnetic and optical storage. Reductions in the magnetic storage area enabled increases in the magnetic recording density of magnetic cores, drums, disks, and tape, which led to improvements in both speed and cost. For optical discs, reductions in the wavelength of light emitted by semiconductor lasers are needed to reduce the size of storage cells for them.
Looking to newer technologies, similar arguments can be made for MEMS, bio-electronic ICs, and DNA sequencing equipment. MEMS are used in motion sensors for Nintendo"s Wii, nozzles for ink jet printers, in the sensing for micro-gas analyzers, and in the building blocks for optical computing (e.g., waveguides, couplers, resonators, and splitters) and they are fabricated using some of the same equipment and processes that are used to construct ICs.
Reductions Of course, benefiting from either reductions or increases in scale is not a simple task and they often depend on advances in science and improvements in components. For example, advances in solid state, plasma, and quantum physics were needed for reducing the scale of transistors and advances in giant magneto resistance were needed to reduce the scale of magnetic storage regions on magnetic disks or tape. Similar advances in science were needed for increasing the scale of the technologies in the previous section. This includes thermodynamics and heat transfer for engines, aerodynamics for aircraft, and material science for all of these technologies. As for components, achieving reductions in the size of transistors required better manufacturing equipment and many of these equipment (e.g., photolithographic, plasma etchers) required advances in science and also benefited from increases in their scale and those of wafers (like LCDs). Larger engines and transportation equipment required better materials and components with finer tolerances. These finer tolerances required improvements in manufacturing equipment which in turn required both better components and manufacturing equipment, along with advances in science xxviii .
Similarly, larger aircraft has required improvements in aluminum, jet engines, and more recently composites; the weight of aircraft has dropped significantly over the last 20 years as the strength to weight ratio of materials has been increased several times xxix .
Some readers might call geometrical scaling and the activities associated with its implementation "learning" since all improvements involve some form of learning and a certain type of learning is probably required to exploit geometrical scaling. However, so-called learning or experience curves focus on cumulative production and imply that learning done outside of the factory is either unimportant or is being driven by the production of the final product. Furthermore, since much of the management literature on learning primarily focuses on the organizational processes that are involved with learning, this literature implies that the organization and not the characteristics of the technology is the bottleneck for improving the performance or costs of a technology xxx . Thus, while the management literature on learning implies that solving energy and environmental problems is primarily an organizational issue, the concept of geometrical scaling reminds us that the potential for improving the cost and performance of a technology depends on the characteristics of the technology xxxi . Without a potential for improvements through for example the two mechanisms addressed in this paper, it would be difficult for organizational learning to have a large impact on the costs and performance of a technology no matter how innovative is the organization.
Impact on Higher-Level Systems
The largest benefit from the two mechanisms covered above comes from the impact of specific components on higher level systems. The rapid rates of improvements that were described above for ICs, magnetic tape and discs, optical discs, liquid crystal displays (LCDs), and other electronic components have had a large impact on higher-level systems such as computers, telecommunications equipment, televisions, mobile phones, and DNA sequencing machines.
Of course, exponential improvements in components do not lead to improvements in systems in a linear and continuous manner. For example, exponential improvements in the recording density of magnetic disk platters or tape did not merely lead to improvements in the first magnetic disks or reel-to reel tape; they also led to changes in the way we design magnetic storage systems or what scholars call technological discontinuities (See Table 3 ).
Technological discontinuities involve changes in either the concepts or architectures (i.e., linkages between components) that form the basis for a product xxxii . For example, magnetic storage on disks is based on a concept different from that of tape while changes in the size of a hard disk drive or magnetic tape system involve changes in the architecture. Smaller disk drives and tape players emerged and diffused as increases in the magnetic recording density of platters and disks made these smaller ones economically feasible xxxiii .
Similar stories can be told for computers, mobile phones, and other electronic products.
Improvements in electronic components (and also magnetic storage) did not merely lead to improvements in the first kind of computers, mainframe computers; they also led to the introduction of scaled-down computers that involve small yet significant changes in the computer"s architecture. Computers only benefit from some increases in scale and instead smaller ones with different architectures have provided advantages over mainframe computers where these advantages are now demanded by most users. This includes easier customization (first with mini-computers), faster response time (first with personal computers or so-called PCs) xxxiv and different levels of portability in laptops, PDAs (personal digital assistants), and tablet computers.
For mobile phones, improvements in electronic components also did not merely lead to improvements in for example the first private mobile radio systems that were introduced in the 1920s; these improvements led to changes in the way that mobile phone systems are Firms knew that relatively simple systems based on so-called single stationary heads in which tape is pulled past a single stationary head were cheaper than systems based on multiple rotary heads in which both the tape and head(s) moved. The problem was that the magnetic recording density of tape was not high enough to allow the use of a single stationary head (i.e., simple system) for video recording and playback in the 1950s without using excessively high tape speeds and long reels of tape. Thus, four rotary heads were used in the so-called "Quadruplex" in order to reduce the tape speed and length of the tape reel and to produce a level of quality that was demanded by broadcasting companies xxxviii .
The commercialization of simpler systems depended on dramatic improvements in the magnetic recording density of tape, which primarily came from further reductions in the scale of magnetic storage regions, i.e., geometric scaling). Single head systems such as the VHS and Betamax systems were simpler and less expensive than the Quadruplex system and through improvements in magnetic recording density they eventually provided comparable image quality. Following the replacement of analog with digital systems for both audio and video applications, which required the processing of more data than with analog systems, similar changes from complex to simple systems occurred as improvements in magnetic recording density of tape continued to occur. Thus one of the largest technological challenges for tape-based magnetic systems was to modify the design of the system in response to improvements in the magnetic recording density of tape where improvements were driven by the benefits from geometrical scaling.
A similar story can be told for computers. Mainframe computers were introduced in the We now use these lessons to analyze two types of clean energy -wind turbines and solar cells. In doing so, it is important to note that this paper"s analysis is much different from the predominant viewpoint. The predominant viewpoint is that costs fall (and performance rises)
as cumulative production increases in a so-called learning/experience curve as automated manufacturing equipment is introduced and organized into flow lines. This conventional wisdom forms the basis for most government policies with respect to clean energy in that the majority of government funding in developed countries is devoted to the subsidization of producing these technologies, i.e., demand-based subsides, because many believe that cumulative production is the main driver of cost reductions. For example, in Germany"s recent announcement that it will stop subsidizing the implementation of solar cells, one analyst argued that $130 Billion in subsidies enabled solar cells to reach 0.3% of Germany"s electricity-generating capacity xliii . The next section describes how a focus on this paper"s mechanisms for achieving improvements in cost and performance lead to different and probably more cost effective policies for achieving these improvements.
Wind Turbines and Solar Cells
Research has found that increases in scale have the largest impact on reductions in the cost of electricity from wind turbines and this geometrical scaling works in a number of different (As an aside, if cumulative production was the key driver of cost reductions, firms would build many small wind turbines in order to benefit from increases in cumulative production.) To achieve these increases in wind turbine scale, materials (various forms of composites) with higher strength to weight ratios have been borrowed from other industries such as initially pleasure boats (i.e., yachts) and now aircraft. Higher strength to weight ratios also enables the use of large wind turbines in areas with strong wind speeds. Interestingly, since there have been no major changes in the design of "the three-blade, vertical axis, upwind mounted design" during this time frame xlvi , advances in wind turbine design have played a much smaller role in these cost reductions than have increases in rotor diameter.
But how much larger can these wind turbines be made? One problem is that the costs of the materials for wind turbine blades rise more quickly for rotor diameters over 50 meters than below 50 meters. This suggests that more research and development is needed on these materials and that funding the development of these materials will probably have a larger impact on reducing the cost of electricity from wind turbines than will subsidizing the installation of more wind turbines. A second problem is that larger wind turbine blades require larger towers and these towers are beginning to represent a significant fraction of total cost. Thus, new forms of designs may be needed and in particular ones that do not require large towers. For example, a British firm has proposed a V-shaped design that does not have a tower and in which two smaller blades are attached perpendicularly to the ends of the two blades that form a V-shape. Thus a larger percentage of this wind-turbine"s structural materials are devoted to harnessing wind than in the conventional design. Furthermore, this design can also be used in offshore locations where wind speeds are often stronger and more consistent. This firm claims that it will introduce a 275 meter diameter version of this design by 2014 xlvii . Wouldn"t it be more effective in the long term to fund research on new types of designs than to merely subsidize the installation of existing wind turbine designs?
For solar cells, both increases in scale and creating materials that better exploit physical phenomena have had a large impact on final costs. Solar cell costs are typically compared in terms of cost per peak Watt where the final electricity cost from solar energy roughly depends on this cost per peak Watt, the degree of incoming solar radiation, and the cost of installing the solar cells. Focusing on the cost per peak Watt, it has been dropping steadily as the scale of substrates and equipment have been increased and as new materials and processes have enabled higher efficiencies and lower costs.
Beginning with improvements in efficiency, these efforts are particularly relevant for thin film solar cells, which have received much less emphasis than have crystalline solar cells.
Crystalline solar cells have received the most emphasis in terms of both research and production and thus their efficiencies are much higher than are those of other solar cells (see Table 4 ). While proponents of silicon solar cells cite these efficiencies as a reason for focusing on crystalline silicon, the fact that thin-film solar cells have about the same theoretical maximum efficiencies as crystalline solar cells means that there are more opportunities for making improvements in the efficiencies (both best laboratory and best production efficiencies) of thin film than of crystalline solar cells.
There are two other reasons why the cost of thin-film solar cells will fall faster than will those of crystalline silicon solar cells. First, it is much easier to reduce the thickness of the active materials in thin-film than in crystalline silicon solar cells, which is a form of geometric scaling. This is important because reducing the thickness of materials leads to lower material and equipment costs; the latter comes partly from shorter processing times.
The problem with reducing the thickness of the active materials is that it often causes the efficiencies to fall as more photons pass through the materials without generating electricity.
Thus, greater research is needed on how to simultaneously reduce these thicknesses while increasing or at least maintaining the efficiencies. Among other things, researchers are attempting to increase the amount of time a photon spends in the relevant material by "trapping" the light in the material. For example, one method is to deposit materials with textured surfaces that cause light to enter the material at an angle and thus increase the chances that light will be bounced around and take a long path through the material.
A second reason that the cost per peak Watt of thin-film solar cells are likely to fall faster than those of crystalline solar cells is that new process such as roll-to roll printing can be more easily applied to thin films than to crystalline silicon. While crystalline silicon requires expensive deposition and photolithographic equipment borrowed from the semiconductor industry, thin film materials can be fabricated with much simpler equipment. For example, some thin films can be applied and/or the masking for them can be done with roll-to roll printing. This is particularly true with organic solar cells where even the active materials can be applied with roll printing. As roll printing and other simpler processes are applied to thin films and as the scale of them are increased (which has already been done for most processes), it is likely that this will enable substantial reductions in the cost of some thin-film solar cells and in particular organic ones. One analysis by Hewlett Packard found that the cost of roll printing equipment per output for the same scale is as low as 1/3 for some processes given to Solyndra. For wind turbines, policies should encourage the development of materials that facilitate increases in scale and that that more money should be devoted to research and development of these materials than is currently done even if this means cutting demand-based subsidies for wind turbines.
While management and economic scholars might interpret these policy errors solely in terms of institutional problems in governments, I believe that since their model of cost reductions, i.e., learning curve model, emphasizes that costs fall as cumulative production increases, the literature is implicitly recommending that increasing cumulative production is the most important thing that governments can do. This paper and the book from which it is based argue that we need to promote better models of improvements in cost and performance in order to help governments make better decisions. This paper and the book from which it is based are a step in that direction.
Discussion
Understanding why some technologies experience exponential improvements in performance and cost is essential to developing good government policies for new technologies. The conventional wisdom is that costs drop (and performance rises) as cumulative production increases in a so-called learning or experience curve. Based on an analyses of many industries, this paper describes a different set of mechanisms for improvements in performance and cost and ones that help us better understand the drivers of exponential improvements than do the conventional wisdom. Although some industries may exhibit different drivers particularly at certain points in time, this paper shows how exponential improvements in performance and cost are largely driven by two mechanisms: 1) creating materials to better exploit their physical phenomena; and 2) geometric scaling. Some technologies directly experience improvements through these two mechanisms while those consisting of higher-level "systems" indirectly experience them through improvements in specific "components."
The first mechanism depends much more on design and R&D activities than on cumulative production experience. Improvements in LEDs, OLEDs, organic transistors, batteries, load bearing and magnetic materials, crop yields, and to large extents solar cells have been primarily accomplished in laboratories and thus production (which is expensive)
has not been needed. Although some form of demand is needed, this demand could be from government funding agencies, niche applications, or just the curiosity of university scientists and engineers. This suggests that government support for R&D will be much more effective (and cheaper) for this mechanism than is support for cumulative production.
For changes in scale, cumulative production might be an indirect driver of them and their resulting improvements. However, like the improvements from creating materials that better exploit physical phenomena, many of the reductions in scale are done in laboratories. For example, reducing the feature sizes on ICs or in magnetic storage media have primarily depended on activities done in laboratories including those of equipment and material suppliers. For increases in scale, the role of cumulative production is even more ambiguous since many of these increases led to lower cumulative production in terms of units and thus these increases in scale are only partly driven by increases in cumulative production. For example, if cumulative production were the key driver for cost reductions in engines, electricity generation, and transportation equipment, firms would produce many small engines, steam turbines, boilers, oil tankers, freighters, and aircraft in order to increase cumulative production and thus reduce cost through the implementation of automated equipment and its organization into flow lines.
Cumulative production also cannot explain the emergence of new systems or improvements in the performance and cost of them. For example, the improvements in ICs that made the first personal computers, mobile phones and other electronic products possible were being driven by the demand from previously introduced electronic products. It was not until there were significant amounts of demand for the new products, that their demand became an important motivation for improvements in ICs. For example, cumulative production in PCs was not directly or even indirectly the main driver of improvements in PCs until long after PCs were introduced and the PCs had become a key motivation for improvements in ICs and magnetic storage.
All of these examples suggest that government support for basic and applied research is much more important than support for cumulative production and I believe that this paper"s ideas can help prioritize this support because the two mechanisms identified in this paper help us better understand the drivers of exponential improvements than does the learning curve.
Another example can be found in space and fusion energy. Both of these systems are very complex and many billions of dollars are spent each year on them. This paper"s analysis suggests that we should focus on those technologies that are experiencing rapid improvements and then let the marketplace combine those technologies into systems. For space, this means government support for basic and applied research on new materials and electronics and then letting the marketplace combine these technologies into systems, a direction that is already gathering speed with the emergence of private ventures such as Virgin Galatic. For fusion, this means a focus on superconductors, which are the primary driver of improvements in fusion and which are experiencing rather rapid improvements in performance and cost as scientists create new materials (and processes) that exhibit superconductivity at higher temperatures and higher currents. It is important to note that both 25 of these directions represent a much cheaper alternative than government development of new systems and thus both of these directions enable the government to fund a much broader set of basic and applied research than is currently done.
Finally, this paper"s analysis can help firms better understand when new technologies might become economically feasible. Firms must make decisions about the development and introduction of new products and these decisions depend on when the new technologies might become economically feasible. New technologies become economically feasible when they provide superior cost and/or performance and the process of them becoming economically feasible depends primarily on the two mechanisms outlined in this paper. We believe that monitoring the rates of improvements exhibited by technologies while understanding the potential for further improvements through the two mechanisms can help firms better understand the timing for new technologies. Sources, roughly from top: (Nordhaus,1997; Azevedo, 2009; Sheats et al, 1996; Lee, 2005; Martinson, 2007; Suzuki, 2010; Nemet, 2006; Koh and Magee, 2008; Shaw and Seidler, 2001; Dong et al, 2010;  U.S. Department of Agriculture, 2012, NAS/NRC, 1989) xv (Keshner and Arya, 2004) xvi (Zhang,2011) xvii (Lipsey, Carlaw and Bekar, 2005; Winter, 2008 ) xviii (Lipsey, Carlaw, and Bekar, 2005) xix Such a calculation assumes that production volumes are the same for all sizes of engines and that there are no limits to increasing the scale of these engines. Since small engines probably have much higher production volumes than larger engines the price data probably underestimates the benefits from scaling while the extrapolations probably overestimate the benefits from scaling.
xx See (Hirsh, 1989) and in particular Figures 16 through 21 . Increasing the voltage in transmission systems dramatically reduced the energy losses in long-distance transmission and without low energy losses, it would have been difficult to benefit from the geometrical scaling in generating stations (Hirsh, 1989; Munson, 2005; Smil, 2010) xxi Data on capital cost per output is from (Hirsh, 1999) . Edison"s Pearl Street Station Plant in 1880 was about 100 kw. Benefits from geometrical scaling can also be seen in the price per kilo-watt of existing diesel generators. For example, the price of a large Cummins engine (2250 kw) is less than 20% that of smaller ones (e.g., 7 kw) on a per unit output basis. see the data on the following site:
http://www.generatorjoe.net/store.asp xxii See (UNCTD, 2006), Wikipedia"s entries on Airbus planes, and www.airbus.com/.../media_object_file_2010-Aircraft-List-price.pdf xxiii Like engines, there is greater demand for smaller aircraft and ships than smaller ones and thus differences in demand are not driving these differences in price per output. See (UNCTD, 2006) and http://www.boeing.com/commercial/cmo/. The smaller benefits from scaling in aircraft than in oil tankers may be because of the increasing cost of composites and other engineered materials in the largest aircraft, which was also found to be a problem in wind turbines (See subsequent section).
xxiv (Glaeser and Kohlhase,. 2004) xxv See for example, (Kurzweil, 2005; ICKnowledge, 2005) xxvi (Kurzweil, 2005; Teo, 2010 : Humphries, 2010 .
xxvii Other reasons include the falling cost of semiconductor lasers and camera chips for identifying the bases with fluorescent dyes (Carlson, 2010) where these lasers and camera chips benefit from both reductions in feature size and increase in wafer size xxviii The notion that improvements in manufacturing equipment depend on the use of this equipment to make parts for this equipment is also evident in computers; improvements in computers are needed in order in for semiconductor manufacturing equipment to produce the ICs for the computers.
xxix (Freeman and Louca, 2001; Hounshell, 1984) . xxx (Argote, L. and Epple, 1990; March, 1991) .
xxxi One paper that does recognize this distinction is (Gold, 1981) xxxii (Henderson and Clark, 1990) xxxiii (Daniel et al, 1999) xxxiv Although early analyses suggests that the cost of computing power only increased as the square root of processing speed, more recent analyses and the replacement of large (e.g., mainframe) with small (personal) computers suggest that this relationship is much less important than it was originally thought (Ein-dor, 1985; .
xxxv (Christensen, 1997; Christensen, Craig, and Hart, 2001; Christensen, Grossman, Hwang, 2008; Christensen, Johnson and Horn, 2008) xxxvi For example, the Economist devoted at least five articles to his ideas in 2010 and 2011 
