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In a recent work [1] we presented results for the Bose-Fermi-Hubbard model (BFHM) in the limit of ultrafast
fermions. The present work gives an overview over the used methods and an deeper insight into the implications
arising from the treated limit. Starting from the discussion of the phase diagram obtained by numerical means,
we develop an analytic theory and derive an effective bosonic Hamiltonian. Arising issues in the Hamiltonian are
overcome by inclusion of a back-action, renormalizing the solution of our system. Based on a detailed analysis
of the effective Hamiltonian, the phase diagram in the thermodynamic limit is constructed by analytic means and
comparison to numerical results obtained by density matrix renormalization group (DMRG) techniques for the
full BFHM shows a very reasonable agreement. The most prominent feature of the phase diagram, the existence
of a phase separation between Mott insulator (MI) and charge density wave (CDW) is discussed in depth with
inclusion of important effects due to the boundary condition.
I. INTRODUCTION
Recent experiments on very cold 4He [2] found a supersolid
behavior predicted nearly forty years ago [3–5]. In a super-
solid, superfluidity coexists with a solid structure, where the
superfluidity is believed to be related to vacancies in the solid
4He with possible issues from remaining 3He in the sample as
well as disorder (see overview [6]). As shown by several au-
thors, supersolids also exist in bosonic systems with non-local
interactions [7–11] or in multi-species systems with a purely
local interaction [12–20]. Beside the prediction of a super-
solid phase, a multitude of other phases in mixed systems such
as phase separation between the species [8, 9, 14, 15, 21–23],
CDW phases [1, 15, 21, 23, 24] and coexistence regions of
different phases [1, 16, 18] are reported and are a vital field of
research.
As believed in the case of Helium, the supersolid exists be-
cause of a particle or hole doping, where the latter one is sim-
ilar to the mentioned vacancies. For mixtures of bosons and
fermions, He´bert et al. showed by numerical means, that a
supersolid of the bosons is only present, if and only if the
fermions are at half filling and the bosons are doped away
from half filling [13]. Special interest gained the situation of
double-half filling, where beside the mentioned phases also
situations with Luttinger liquid behavior or density wave char-
acter [25] as well as fermionic CDW in addition to a bosonic
CDW of full amplitude [15] exist.
Here we provide a conclusive analytic theory to understand
the physics of the bosonic subsystem in the BFHM for ultra-
fast fermions. This limit is of natural interest, since in most
experimental realizations the fermionic atoms are lighter than
the bosonic ones [26, 27], leading to an increased mobility of
the fermions compared to the bosons. Alongside the idea of
an effective bosonic theory [12] we derive the bosonic Hamil-
tonian for JF → ∞, adiabatically eliminating the fermions
similar to the approach in [28]. After explaining the nature of
the induced long-range couplings between the bosons, a dis-
cussion of the bosonic phase diagram is given together with
a study of the influence of boundary effects. All results are
accompanied by numerical studies using DMRG for the full
BFHM.
So far, no direct connection between the long-range in-
teracting and the mixture case is pointed out to our knowl-
edge, where this similarity can be seen within our effective ap-
proach. As shown in [12, 28–33], the inclusion of the second
species allows for an effective description of the first species
in terms of an effective Hamiltonian. Within linear response
theory, the induced interactions for the first species are attrac-
tive for mixtures of bosons and fermions [34], where so far no
effects of the long-range density-density interactions are stud-
ied in the framework of ultracold atoms, yet. Nevertheless,
quantum monte carlo results in two dimensions [18] suggest
the appearance of long-range, sign-alternating interactions at
least for double half filling similar to our findings.
The framework of our approach is set by the BFHM, de-
scribing a mixture of ultracold bosons and fermions in an op-
tical lattice [35]:
Hˆ = −JB
∑
j
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
+
U
2
∑
j
nˆj (nˆj − 1)
− JF
∑
j
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj
)
+ V
∑
j
nˆjmˆj , (1)
Here, aˆ†, aˆ (cˆ†, cˆ) are bosonic (fermionic) creation and
annihilation operators and nˆ (mˆ) the corresponding number
operators. The bosonic (fermionic) hopping amplitude is
given by JB (JF ), and U (V ) accounts for the intra- (inter-)
species interaction energy. In the following we restrict
ourselves to the limit of large fermionic hopping, i.e. we
assume JF  U, |V |, JB and the energy scale is set by
U = 1.
This work is structured as follows. In section II, the depen-
dence of the Mott insulators for vanishing bosonic hopping
is studied as a function of the fermionic filling using DMRG.
These numerical results lead to the development of an effec-
tive bosonic theory described in section III with a detailed dis-
cussion of the upcoming coupling constants in section IV. As
the couplings display a divergent behavior, an renormalization
scheme introducing a free parameter into the system resolves
these unphysical behavior and results in the derivation of a
proper effective bosonic Hamiltonian in section V. Section VI
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2shows possible approaches in the selfconsistent determination
of the free parameter from suitable choices of the ground state.
Finally, section VII discusses the phase diagram in the ultra-
fast fermion limit with open boundaries as well as in the ther-
modynamic limit.
II. FRIEDEL OSCILLATIONS: FERMION INDUCED
SUPERPOTENTIAL
A first, intuitive ansatz to the understanding of the physics
in the regime of ultrafast fermions lies in the assumption of a
full decoupling of the fermions from the bosons. This uncou-
pling assumption leads to a homogeneous fermion distribution
〈mˆj〉 = %F and thus to an effective chemical potential for the
bosons. The effective potential arising from the the interaction
part
V
∑
j
nˆjmˆj → V %F
∑
j
nˆj (2)
simply gives a shift of the bosonic chemical potential as
µB 7→ µB − V %F . Nevertheless, this only holds for pe-
riodic boundary conditions or in the thermodynamic limit.
For open boundaries, substantial in DMRG simulations, the
ground state of the fermions is changed in a very important
way. Here, the fermionic density displays Friedel oscillations
[36, 37], given by
〈mˆj〉 =
N + 12
L+ 1
− 1
2(L+ 1)
sin
(
2pij
N+ 12
L+1
)
sin
(
pij
L+1
) . (3)
Thus, instead of a resulting homogeneous chemical potential
µB for the bosons, the system has to be considered as hav-
ing a site dependent potential
∑
j µj nˆj , where the chemical
potential is given by µj = µB − V 〈mˆj〉. This site depen-
dent chemical potential introduces a qualitatively new fea-
ture to the system which is equivalent to the disordered Bose-
Hubbard model (dBHM), respectively the BHM with a super-
potential. For the MI phases, it is well justified to neglect any
possible influence of the bosons onto the fermions even for
finite but large values of JF . At other densities it will turn
out that this does not hold. For this reason, we only discuss
the Mott lobes at this point and map out the dependence of
the MI boundaries as function of the fermionic density %F for
JB = 0.
On ground of this superpotenial BHM we are now able to
discuss the phase diagram for JB = 0 in a straightforward
way. Considering particle-hole excitations [38], we find the
chemical potentials for the upper and lower lobe of the n−th
Mott insulator to satisfy
µ+n = V n%F + V min
j
〈mˆj〉 , (4)
µ−n = V n%F + V max
j
〈mˆj〉 . (5)
This result is shown in figure 1, where numerical results as
well as the corresponding analytic curves are presented. In
fermionic density ρF
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FIG. 1. (Color online) Phase diagram of the BFHM for zero bosonic
hopping JB = 0 as a function of the fermionic filling %F at large
hopping JF = 10. The yellow shaded regions each represent the dif-
ferent Mott lobes, where the shrinking of the Mott lobes is a typical
feature of the underlying effective potential as described in the main
text. The numerical data are obtained for L = 64 with V = 1.25
and the agreement with the analytic prediction from the Friedel os-
cillations (dashed line along the data) is very good. The mean-field
shift V %F is indicated by the straight dash-dotted lines. The zoom
indicates the non-closing of the Mott lobes for half fermionic filling
as discussed in the main text.
the figure it may be recognized, that with increasing fermion
density, the Mott insulators are first shrinking, opening a gap
between two adjacent Mott insulators. This gap is maximal
around quarter filling with a reclosing for half filling. Beyond
half filling, the same structure arises due to particle hole sym-
metry of the fermions. This property is superimposed onto
a mean-field shift V %F which comes from the first term in
equation (3). Although the explanation for the phase diagram
is quite intuitive, it lacks an important feature. As can be seen
from the zoom in figure 1, the Mott insulators do not exactly
close the gap for half fermionic filling %F = 12 . This behavior
cannot be understood from the Friedel oscillations, since for
half filling these are in phase with the lattice spacing, i.e., the
fermionic density is constant in this case. This observation
is the starting point of our study of the phase diagram with
special focus on half fermionic filling, i.e., %F = 1/2.
As a first step we construct the phase diagram for the lowest
two lobes by numerical means using DMRG and exact diag-
onalization (ED). As shown in figure 2, beside the usual Mott
lobes, a third incompressible phase can be observed. Whilst
the Mott lobes do not touch each other, opening a gap between
them, a CDW phase extends even beyond this gap, partially
overlapping with the MI. This region of metastability indi-
cates the existence of a thermodynamic instable phase with
coexistence of Mott insulator and CDW and both, the exis-
tence and the extent can be fully understood by an effective
theory as pointed out in the upcoming sections.
3bosonic hopping JB
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FIG. 2. (Color online) Phase diagram of the BFHM for %F = 12 .
Beside the expected Mott insulating lobes (yellow), an incompress-
ible CDW for half filling is found (gray). Most prominent feature
is the overlap between the CDW phase and each of the MI (green),
indicating a thermodynamic instable region as discussed in the main
text. The numerical data (points) were obtained for V = 1.25 and
JF = 10, using DMRG and ED for small lattices with system sizes
as indicated in the legend. The lines are to guide the eye.
III. ADIABATIC ELIMINATION OF THE FERMIONS
In order to understand the presented phase diagram we de-
rive an effective bosonic capturing all physical effects. From
a simple rewriting, we split the full Hamiltonian (1) into a
bosonic part HˆB, a fermionic part HˆF and an interaction part
HˆI, i.e., Hˆ = HˆB + HˆF + HˆI, with
HˆB = −JB
∑
j
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
+
U
2
∑
j
nˆj (nˆj − 1)
(6)
HˆF = −JF
∑
j
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj
)
+ V
∑
j
n˜jmˆj (7)
HˆI = V
∑
j
(nˆj − n˜j)mˆj . (8)
At this step, we already introduced a bosonic mean-field po-
tential n˜j in HˆI. This term serves later in the renormalization
as discussed in section V. For the moment, this term is kept for
simplicity, without a deeper meaning. The effective bosonic
Hamiltonian is found from an adiabatic elimination, which is
performed in the framework of the scattering matrix
Sˆ = T exp
− i~
∞∫
−∞
dτHˆI(τ)
 (9)
of the full system in the interaction picture, i.e., HˆI(τ) =
e−
i
~ (HˆB+HˆF)τ HˆI e
i
~ (HˆB+HˆF)τ and T being the time order-
ing operator. Tracing over the fermionic degrees of freedom
yields the bosonic scattering matrix via SˆBeff = TrF Sˆ. At
this point, we make use of the so-called cumulant expan-
sion [39, 40], which relates the average of an exponential
〈exp{sX}〉X (with respect to a stochastic variable X) to the
exponential of the averages, i.e., the higher order cumulants
of the stochastic variable
〈exp{sX}〉X = exp
{ ∞∑
m=1
sm
m!
〈〈Xm〉〉
}
. (10)
Since the cumulants for the fermionic system vanish for orders
higher than two due to the nature of the fermionic state, the
final expression for the bosonic S-matrix is given by
SˆBeff = T exp
{
− i
~
V
∑
j
∞∫
−∞
dτ
(
nˆj(τ)− n˜j
)
〈〈mˆj(τ)〉〉F
+
1
2
(
− i
~
)2
V 2
∑
j,l
∞∫
−∞
dτ
∞∫
−∞
dσ× (11)
×
(
nˆj(τ)− n˜j
)(
nˆl(σ)− n˜l
)
〈〈T mˆj(τ)mˆl(σ)〉〉F
}
.
At this point, the time ordering in the fermionic cumulants
is important as discussed in [40, 41]. So far, no approxima-
tions are used, thus the effective bosonic S-matrix is exact.
To derive an effective Hamiltonian for the bosonic system we
apply a Markov approximation [42, 43], replacing the two-
time bosonic density-density operators by equal time opera-
tors, i.e.,∫∫
dτdσ
(
nˆj(τ)− n˜j
)(
nˆl(σ)− n˜l
)
〈〈T mˆj(τ)mˆl(σ)〉〉F
7→
∫
dτ
(
nˆj(τ)− n˜j
)(
nˆl(τ)− n˜l
)
× (12)
×
∫
dσ 〈〈T mˆj(τ)mˆl(σ)〉〉F.
This approximation is valid since the timescale of the
fermionic system is 1/JF and therefore much shorter than any
other timescale in the system. Using the Markov approxima-
tion, we rewrite the bosonic S-matrix as
SˆBeff = T exp
− i~
∞∫
−∞
dτHeffI (τ)
 , (13)
which defines the effective bosonic interaction Hamiltonian in
the interaction picture
HˆeffI (τ) = V
∑
j
(
nˆj(τ)− n˜j
)
〈〈mˆj(τ)〉〉F
− iV
2
2~
∑
jl
(
nˆj(τ)− n˜j
)(
nˆl(τ)− n˜l
)
×
×
∞∫
−∞
dσ 〈〈T mˆj(τ)mˆl(σ)〉〉F.
(14)
The first order cumulant 〈〈mˆj(τ)〉〉F is equal to the ex-
pectation value and the second order cumulant, given by
4density−density
fermion−induced
interaction
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FIG. 3. Feynman graph representing the fermion induced density-
density interaction.
〈〈mˆj(τ)mˆl(σ)〉〉 = 〈mˆj(τ)mˆl(σ)〉 − 〈mˆj(τ)〉〈mˆl(σ)〉 only
depends on the difference T of the times τ and σ and the dis-
tance d between the sites j and l as will turn out in the next
section. The final form of the effective bosonic Hamiltonian
in the Schro¨dinger picture can thus be written as
HˆeffI = −JB
∑
j
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
+
U
2
∑
j
nˆj (nˆj − 1)
+ V
∑
j
(
nˆj − n˜j
)
〈mˆj〉F (15)
+
∑
j
∞∑
d=−∞
gd(%F )
(
nˆj − n˜j
)(
nˆj+d − n˜j+d
)
.
This result allows to distinguish the effect of the fermions on
the bosonic subsystem into two cases: (i) the mean-field in-
teraction (1st order) and (ii) the induced density-density inter-
actions (2nd order). Physically, in second order, the fermions
act as virtual photons (see figure 3), inducing long range in-
teraction between the bosons given by the coupling constants
gd(%F ) = −iV
2
2~
∞∫
−∞
dT 〈〈T mˆj(T )mˆj+d(0)〉〉F. (16)
As can be seen from the couplings, the remaining task in
the calculation of the effective Hamiltonian is to calculate the
fermionic density-density correlator 〈〈T mˆj(T )mˆj+d(0)〉〉F
using the fermionic Hamiltonian in (7). Subsequently, the
phase diagram can be constructed.
IV. COUPLINGS gd(%F ) FOR FREE FERMIONS
The calculation of the couplings relies on the straightfor-
ward solution of the fermionic problem given by (7). In
the present section we restrict ourselves on the case of free
fermions, i.e., n˜j ≡ 0, assuming a full decoupling of bosonic
and fermionic quantities.
Assuming the ground state of the fermionic subsystem to
be the ground state of the free fermionic Hamiltonian
HˆF = −JF
∑
j
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj
)
, (17)
the local density 〈mˆj〉F and the couplings gd(%F ) are easily
calculated in momentum space. Applying a Fourier transform
cˆj =
1√
L
L
2 −1∑
k=−L2
e−2pii
kj
L fˆk, (18)
the fermionic Hamiltonian transforms into
HˆF = −2JF
∑
k
cos(2pi
k
L
) fˆ†k fˆk, (19)
and the ground state is given by the Fermi sphere KF =
{k| |k| ≤ kF } with Fermi momentum kF = NF /2. Here NF
is the number of fermions in the system andL is the number of
sites. The real-space density operator mˆj(τ) in the interaction
picture and in Fourier space is given by
mˆj(τ) =
1
L
∑
k1,k2
e−
i
~ τ2JF [cos(2pi
k1
L )−cos(2pi
k2
L )]× (20)
× e−2pii (k1−k2)jL fˆ†k1 fˆk2 ,
which together with the ground state |ΨF 〉 =
∏
k∈KF fˆ
†
k |0〉
and the four-point function
〈fˆ†k1 fˆk2 fˆ
†
k′1
fˆk′2〉 = δk1,k2δk′1,k′2Θ(kF − |k1|)Θ(kF − |k′1|)
+ δk1,k′2δk′1,k2Θ(kF − |k1|)Θ(|k′1| − kF ),
(21)
allows to directly calculate the density-density cumulant:
〈〈mˆj(T )mˆj+d(0)〉〉F = 1
L2
∑
k1∈KF
∑
k′1 6∈KF
(22)
e−
i
~ 2JFT cos(2pi
k1
L )e
i
~ 2JFT cos(2pi
k2
L )e−2pii
dk1
L e2pii
dk′1
L .
This is done for T > 0, where time ordering is irrelevant.
To simplify the calculation of the momentum sums it is more
convenient to switch to the thermodynamic limit L → ∞
which is reached by defining ξ = kL and changing
1
L
∑
k to∫
dξ. Together with a further substitution 2piξ 7→ ξ, the cu-
mulant simplifies to
〈〈mˆj(T )mˆj+d(0)〉〉F = 1
pi2
%Fpi∫
0
dξ
pi∫
%Fpi
dξ′
cos(dξ) cos(dξ′) e−
i
~ 2JFT [cos(ξ)−cos(ξ′)],
(23)
which is it’s final form. The applicability of the made Markov
approximation (12) can be seen in figure 4, where the real,
imaginary and absolute values of the cumulant show a sharp
localization around T = 0.
The knowledge of the cumulant allows to perform the time-
integration in (16). Using time-symmetry and the Riemann-
Lebesgue lemma [44], the final result for the coupling con-
stants for the case of free fermions is given by
gd(%F ) = − V
2
2pi2JF
%Fpi∫
0
dξ
pi∫
%Fpi
dξ′
cos(dξ) cos(dξ′)
cos(ξ)− cos(ξ′) . (24)
5FIG. 4. (Color online) Density-density cumulant (23) for free
fermions split in real and imaginary parts as well as the absolute
value. %F = 1/2 and JF = 10. The sharp peak around T = 0
shows the validity of the used Markov approximation.
Prior to our discussion of the phase diagram, several im-
portant properties of the arising coupling constants have to
be discussed. The first thing to observe is the existence of a
particle-hole symmetry gd(%F ) = gd(1 − %F ) which can be
shown by substituting ξ → pi − ξ and ξ′ → pi − ξ′ and inter-
changing ξ ↔ ξ′ afterwards. This is a natural consequence of
the underlying fermionic system.
Secondly, for any density %F 6= 0, 1, the local interaction is
reduced, i.e.,
g0(%F )
∣∣∣
%F 6=0,1
= − V
2
8JF
< 0. (25)
This negative shift is in full agreement with the results from
[12, 28, 45], predicting the enhancement of the superfluid
phase because of a reduction of the on-site interaction U of
the bosons. Beyond this simple local renormalization, we are
able to incorporate further interaction effects affecting the
phase diagram in this regime. A detailed discussion of the
coupling constants nevertheless reveals some important issues
to be overcome. Figure 5 shows the numerical results for
the coupling constants as a function of the fermionic filling
%F . For the case of zero or unity fermionic filling it should
be mentioned, that the coupling constants are zero in these
two cases, whereas the limit lim%F→0,1 gd(%F ) = g0(%F )
is unequal to zero. Figure 6 shows the dependence of the
couplings on the distance d for selected densities %F . One
can see a periodic modulation of the couplings, with the
wavelength of the modulation given by 1/%F (for %F < 12 ,
otherwise the wavelength is given by 1/(1 − %F )). This
behavior of the couplings is typical for induced couplings of
the RKKY-type (Rudermann-Kittel-Kasuya-Yosida) [46–48].
The most interesting case can be found for %F = 1/2.
In this case, the wavelength of 2 leads to a strict alterna-
tion in the sign of the couplings from site to site. As a
result, the effective Hamiltonian (15) displays repulsive
nearest-neighbor, attractive next-nearest-neighbor, repulsive
next-next-nearest-neighbor interaction and so on. See [18]
for a similar, numerical study in this case for two dimensions.
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FIG. 5. (Color online) Dependence of the coupling strength gd(%F )
for various distances d on the fermionic filling %F . One can obvi-
ously see the particle-hole symmetry, reflecting gd(%F ) = gd(1 −
%F ) as well as the singular behavior for integer filling.
FIG. 6. (Color online) Dependence of the coupling strength gd(%F )
for selected densities %F = 0, 1/20, 1/8, 1/4, 1/2 on the distance
d. The periods of the oscillations are 1/%F =∞, 20, 8, 4, 2. For all
cases, the signs in the minima are negative and the maxima positive
with a strict alternation from site to site for the case of half filling.
Figure 7 directly reveals the mentioned issues arising from
the free fermion approach. There, the dependence of the cou-
pling constants is plotted for a larger region of distances for
selected %F . More precisely, the absolute value of the minima,
i.e. −gm/%F (%F ) for m ∈ N is shown on a double logarith-
mic plot. From the figure it can be seen, that the long-range
decay of the coupling constants is given by
gd(%F ) ∼ 1
d
. (26)
Concerning the fitting procedure of the couplings to the
numerical data it should be mentioned, that the first few
distances were left out and that the exponent is slightly less
than one because of the finite number of fitting points (When
increasing the number of fitted data points, the exponents
saturate at one.). This slow decay of the couplings indicated
the need for a renormalization procedure, which can be seen
6distance d
−
g d
(ρ F
)   
 [ V
2 /2
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2 J
F 
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FIG. 7. (Color online) Absolute value of the couplings g m
%F
(%F )
as a function of distance d for selected densities %F . Points are the
numerical integration of the double integral and the solid lines are
a linear fit in the double logarithmic plot. As indicated, the fitting
yields a decay of the couplings inverse to the distance for all densities
%F . The slight deviation of the exponent from one can be attributed
to the limited set of fitting points.
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FIG. 8. (Color online) Amplitude of the bosonic CDW as a function
of the bosonic hopping JB for V = 1.25 and JF = 10. Since the
effective theory predicts a CDW for any hopping JB (dashed lines),
the necessity of a renormalization scheme is evident. Additionally
the non-zero amplitude of the fermionic CDW is in strong contrast
to the underlying ansatz and another indication of a more involved
physics. The numerical data are obtained from DMRG for lattice of
512 sites and NF = NB = 256.
from the following argument:
From the numerical data in figure 2, we conclude the exis-
tence of a CDW phase at double half filling %F = %B = 12 as
also reported in [15, 25] for slightly different choice of the
system parameters. This CDW phase directly results from
the induced interactions and a simple explanation at vanish-
ing bosonic hopping JB can be found by subsequently adding
bosons to the system starting from zero filling up to the CDW
filling %B = 12 . The first boson occupies an arbitrary site j.
A second boson minimizes the energy at site j ± 2, since here
the density-density interaction is negative. All additional par-
ticles will continue occupying all even sites, ending up in the
CDW phase at half filling %B = 1/2. Since the couplings
decay as 1d , the total interaction energy in the thermodynamic
limit diverges and since this argument also holds for JB > 0,
the ground state would always be given by a CDW with full
amplitude ηB = 1 for any hopping JB . This result is in strong
contrast to the numerical results displayed in figure 2 and
more precisely in figure 8. The latter one shows the amplitude
of the bosonic CDW from figure 2 as a function of the bosonic
hopping JB together with the constant prediction from the ar-
gument above. As the amplitude of the CDW quickly drops
to zero with in creasing hopping contradicting the previous
results, the figure also gives a hint to a solution of this prob-
lem. Also shown is the amplitude of a fermionic CDW, i.e.,
the CDW phase discussed earlier is a double CDW. The ex-
istence of a fermionic CDW directly reveals that the initial
assumption of free fermions is invalid and the back-action of
the bosons to the fermions have to be included, which will be
incorporated by the already introduced quantity n˜j . These ar-
guments also hold in the case of a fermionic density %F 6= 12 ,
with a ground state which has a boson at every 1%F -th site.
Before we move onto a scheme including this back-action
for %F = 12 we consider the properties of the coupling con-
stants in momentum space. This will provide a valuable tool
to judge the performance of the upcoming renormalization.
The main aspects of the nature of the couplings gd(%F ) can
be seen from the Fourier transform of the couplings defined as
g˜%F (k) =
∑
d
gd(%F )e
ikd. (27)
From the analytic form of the couplings (24), the Fourier
transform can be reduced to the Fourier transform of the nu-
merator given by
∞∑
d=−∞
cos dξ cos dξ′eikd =
pi
2
∞∑
l=−∞
∑
C1,C2=±1
δ(2pil − C1ξ − C2ξ′ − k) (28)
as proven in section A in the appendix. By introduction of
usual unit step functions Θ(x), the double integral in Fourier
space can be reduced to a single integral
g˜%F (k) = −
V 2
4piJF
∑
l,C1,C2
%Fpi∫
0
dξ
Θ(pi − 2pilC2 + C1C2ξ + C2k)Θ(2pilC2 − C1C2ξ − C2k − pi%F )
cos(ξ)− cos(C1ξ + k) . (29)
7wave number k
g ρ
F(k
)   
 [ V
2 /4
pi
J F
 
]
−2pi 0.45 −2pi 0.3 −2pi 0.15 0 2pi 0.15 2pi 0.3 2pi 0.45
 
 
~
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
ρ=0.45 ρ=0.3 ρ=0.15
FIG. 9. (Color online) Numerical results for the Fourier transform
of the couplings from equation (29). Shown are the couplings for
selected values of %F . The divergence at±2pi%F indicating the need
for a renormalization of the fermions is very sharp.
The infinite sum over l turns out to be unproblematic since
the Θ-functions strongly limit the valid range of l and natu-
rally the couplings are 2pi-periodic. For k = 0, above inte-
gral expression is undefined, where a proper treatment of the
limit k → 0 gives g˜ 1
2
(0) = − V 24piJF . Figure 9 shows the cou-
plings in momentum space as a function of the momentum k
for different densities %F . From the figure, a divergence for
k = ±2pi%F may be seen. This van Hove-singularity [49],
also reported for instance in [12, 29] is directly connected to
the earlier discussed divergence of the energy.
V. RENORMALIZATION OF THE FERMIONIC SYSTEM
AND THE EFFECTIVE HAMILTONIAN
The previous section proved that the initial ansatz, assum-
ing a full decoupling of the fermions leads to an unphysical
behavior. This problem is overcome in the present section.
As already stated above, the induced interaction on the free
fermion level drives the bosons into a CDW state. This CDW
state now, in turn, acts as an external potential to the fermionic
subsystem. Thus, introducing this back-action, the fermionic
correlators have to be calculated with respect to fermions in
an alternating potential, introduced into the Hamiltonian by
the bosonic mean-field amplitude n˜j in equation (7). In the
following we restrict ourselves to the most interesting case
%F = 1/2, where a generalization to other situations with
%F = 1/m with m ∈ N will be provided elsewhere.
Treating the bosons as being in a CDW state, the mean-field
amplitude ansatz [50] is given by
n˜j = %B
[
1 + ηB(−1)j
]
(30)
= %B(1− ηB) + 2%BηB δ(sin(pi j
2
)), (31)
where the latter form serves as a simplification in the fol-
lowing calculation. Here we introduced the amplitude of
the bosonic CDW ηB as a free parameter. Figure 8 already
showed that this amplitude drops to zero for increasing
hopping JB .
The main task in resolving the divergence is to calculate the
fermionic cumulants used in the effective bosonic Hamilto-
nian (15), i.e., free fermions in an alternating potential, given
by
HˆF = −JF
∑
j
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj
)
+ V 2%BηB
∑
j
δ(sinpi
j
2
)mˆj . (32)
In this Hamiltonian, a global energy shift V %B(1 − ηB)%F
from the potential is left out and a solution can be found
straightforwardly. Although the solution is easy by means of
a canonical transformation [51, 52], the resulting expressions
are rather involved and the quantities needed are hard to ex-
press. Here we employ a Green’s function approach, extract-
ing all needed quantities for the full calculation of the bosonic
Hamiltonian for double half filling.
A. General framework and initial definitions
In order to calculate the second order cumulant
〈〈mˆj(T )mˆj+d(0)〉〉F with respect to the ground state of
the fermionic Hamiltonian (32) we make use of the Green’s
function technique [53]. The second order cumulant fac-
torizes by use of Wick’s theorem [53, 54] into a product of
advanced and retarded Green’s functions
〈〈mˆj(T )mˆj+d(0)〉〉F = G(+)j,j+d(t+ T, t) G(−)j,j+d(t+ T, t)
=
〈
cˆ†j(t+ T )cˆj+d(t)
〉〈
cˆj(t+ T )cˆ
†
j+d(t)
〉
. (33)
Here we used T > 0 and the definition of the Green’s func-
tions
G(+)j,j+d(t+ T, t) =< T cˆ†j(t+ T ) cˆj+d(t) >,
G(−)j,j+d(t+ T, t) =< T cˆj(t+ T ) cˆ†j+d(t) > .
(34)
To find a solution of the problem it is more convenient to
switch to momentum space. Using the Fourier transformation
(18), Hamiltonian (32) gives
HˆF = −2JF
L/2−1∑
k=−L/2
cos(2pi
k
L
) fˆ†k fˆk
+ V ηB%B
L/2−1∑
k=−L/2
∑
α=±1
fˆ†
k+L2 α
fˆk (35)
apart from a constant energy shift V ηB%B%F which is
neglected. Here it should be mentioned that the summation
over α only includes those terms which fulfill |k| < L2 . To
denote Green’s functions in momentum space change indices
as j → k and j + d→ k′.
8Due to the perturbation of the ground state from the po-
tential V , we first calculate the Green’s functions (34) for
the unperturbed system, i.e., the ground state of Hamiltonian
(32) for ηB = 0. A straightforward calculation gives for the
Green’s functions
G(0+)k,k′ (t, t′) = Θ(t− t′)Θ(F − k)eik(t−t
′)δk,k′
−Θ(t′ − t)Θ(k − F )eik(t−t′)δk,k′
G(0−)k,k′ (t, t′) = Θ(t− t′)Θ(k − F )eik(t
′−t)δk,k′ (36)
−Θ(t′ − t)Θ(F − k)eik(t′−t)δk,k′
in the time domain and
G(0±)k,k′ (ω) = ±δk,k′
i√
2pi
1
k ∓ ω ⊕ iδ (37)
in the frequency domain. Here, the frequency domain is de-
fined by the (time) Fourier transformation
G(0±)k,k′ (ω) =
1√
2pi
∞∫
−∞
dT G(0±)k,k′ (t+T, t) e−iωT e±δT . (38)
The last term in the integral kernel is introduced to as-
sure convergence and will be properly removed later on. In
equation (36) we introduced the dispersion relation k =
−2JF cos(2pi kL ) of the free particle and
⊕ =
{
+ k ∈ KF
− k 6∈ KF (39)
distinguishes between momentum modes within the Fermi
sphere and those outside.
Following the technical details presented in [53], we im-
mediately arrive at a Dyson equation for the Green’s function
since the induced potential is only quadratic in the fermionic
operators. This gives
G(+)k,k′(ω) = G(0+)k,k′ (ω) (40)
+
i
~
√
2piV ηB%B G(0+)k,k (ω)
∑
α=±1
G(+)
k+L2 α,k
′(ω)
for the advanced Green’s function and the retarded Green’s
function is given by
G(−)k,k′(ω) = G(0−)k,k′ (ω) (41)
+
i
~
√
2piV ηB%B G(0−)k′,k′ (ω)
∑
α=±1
G(−)
k,k′+L2 α
(ω).
These equations allow for an algebraic solution.
B. Solution of the Dyson equations
For the solution we only discuss the case of the advanced
Green’s function, the situation for the retarded one is exactly
the same. Considering
G(+)
k±L2 ,k′
(ω) = G(0+)
k±L2 ,k′
(ω) (42)
+
i
~
√
2piV ηB%B G(0+)k±L2 ,k±L2 (ω)G
(+)
k,k′(ω),
the contributions in the latter part of equation (41), reinserting
them into (41) and solving for G(+)k,k′(ω), the solution of the
Green’s functions in terms of the unperturbed ones is given by
G(+)k,k′(ω) =
G(0+)k,k′ (ω) + i~
√
2piV ηB%B G(0+)k,k (ω)
[
G(0+)
k+L2 ,k
′(ω) + G(0+)k−L2 ,k′(ω)
]
1 +
2piV 2η2B%
2
B
~2 G(0+)k,k (ω)
[
G(0+)
k+L2 ,k+
L
2
(ω) + G(0+)
k−L2 ,k−L2
(ω)
] . (43)
Here it should be mentioned that the contribution from
G(+)k±L,k′(ω) vanish since the momentum modes are limited to
the first Brillouin zone k ∈ [−L2 , L2 ] with k ± L 6∈ [−L2 , L2 ].
From (37) we note that G(0±)k,k′ (ω) ∼ δkk′ and therefore
only the terms G(+)k,k (ω), G(+)k,k±L2 (ω) and G
(+)
k±L2 ,k
(ω) of the
full Green’s functions are non-zero. Applying the same pro-
cedure to G(−)k,k′(ω) gives a similar expression. The final form
for the Green’s functions in momentum space and time do-
main is found by using the precise form of G(0±)k,k′ from (37)
and simplifying the resulting expressions, giving
G(±)k,k (ω) = ±
i√
2pi
k ± ω ⊕ iδ
(k ∓ ω ⊕ iδ)(k ± ω ⊕ iδ) + V
2η2B%
2
B
~2
(44)
and
G(±)
k,k±L2
(ω) = G(±)
k±L2 ,k
(ω) (45)
=
iV ηB%B√
2pi~
(k ∓ ω ⊕ iδ)(k ± ω ⊕ iδ) + V
2η2B%
2
B
~2
.
9Here, again ⊕ distinguishes between momentum modes k
within or outside the Fermi sphere KF .
This is the main result of this section. It has to be completed
by transforming back to the time domain which can be found
in appendix B. After the Fourier transformation, introducing
the renormalized dispersion relation
¯k =
√
2k +
V 2η2B%
2
B
~2
, (46)
the Green’s functions in momentum space and time domain
are found to read
G(±)k,k (t+ T, t) =
1
2
e−i¯kT
(
1∓ k
¯k
)
(47)
G(±)
k±L2 ,k
(t+ T, t) = −V ηB%B
2~
1
¯k
e−i¯kT . (48)
These expressions allow to calculate the density-density cor-
relations for the fermionic Hamiltonian according to (33).
C. Green’s function in real space and expectation values
Going back from momentum to real space allows for a di-
rect calculation of the needed cumulant. Again we restrict
ourselves on the calculation of G(+)j,j+d(t+ T, t), since the cal-
culation for G(−)j,j+d(t + T, t) is similar. Following the defi-
nitions (34) of the Green’s functions and (18) of the Fourier
transformation, the real space Green’s functions are connected
to the momentum space Green’s functions by
G(+)j,j+d(t+ T, t) =
1
L
L/2−1∑
k1,k2=−L/2
(49)
e−2pii
(k1−k2)
L je−2pii
k1
L dG(+)k2,k1(t+ T, t).
From the previous discussions we know, that only certain
Green’s functions in momentum space are non-zero. This
is incorporated by including δk1k2 + δk1+L2 k2 + δk1−L2 k2 to
the summation, picking out the non-zero elements. After
performing the summation over k2, a slight restructuring of
the exponentials and an application of the symmetry of the
Green’s functions (45), the final result in the thermodynamic
limit is found to be
G(±)jj+d(t+T, t) =
1
2pi
pi∫
0
dξ cos(dξ) e−iT2JF
√
cos2(ξ)+a2
(
1± cos(ξ)√
cos2(ξ) + a2
)
−(−1)j a
2pi
pi∫
0
dξ cos(dξ)
e−iT2JF
√
cos2(ξ)+a2√
cos2(ξ) + a2
.
(50)
Here we introduced an amplitude factor a = V ηB%B2~JF . Note
that the integration cannot be carried out explicitly for arbi-
trary distance d.
The calculation of the Green’s functions does not only
allow to calculate the density-density correlator in equation
(16) but also gives a prediction of the behavior of the
fermionic system, as long as the bosonic CDW amplitude
ηB is known. Here we first verify the analytic expression
of the Green’s function in the fermionic problem itself, i.e.,
all numerical data shown are calculated for the Hamiltonian
(32).
Local density: The expression for the Green’s functions
gives an (analytic) prediction of the fermionic density in the
alternating potential. Using 〈mˆj〉F = G(+)j,j+0(t + 0, t), the
fermionic density evaluates analytically as
〈mˆj〉F = 1
2
− (−1)j a
pi
√
1 + a2
K
[
1
1 + a2
]
. (51)
The first important result from the renormalization procedure
therefore is
〈mˆj〉F = 1
2
[
1− ηaF (−1)j
]
, (52)
where ηaF =
2a
pi
√
1+a2
K
[
1
1+a2
]
and K[x] is the complete el-
liptic integral of the first kind [55]. This means, the renor-
malization procedure results in the prediction of a fermionic
CDW with some amplitude ηaF which is in agreement with
the numerical results from figure 8. Figure 10 shows numer-
ical calculation of the amplitude of the fermionic CDW from
DMRG calculations for the Hamiltonian (32) as a function of
the potential strength V ηB along with the analytic results.
Another feature of (52) which will be important for the later
discussion of the full BFHM is the minus sign in front of the
site dependent part. This is a direct consequence of the al-
ternating boson potential ansatz. Since the interaction V is
chosen positive, i.e., repulsion between bosons and fermions,
it is expected that the phase of the bosonic and fermionic den-
sity wave is shifted by pi compared to each other. For the case
of attractive interaction, both density waves are in phase. This
is in full agreement with the numerical results presented in the
discussion of the results for the full BFHM in chapter VII. In
the limit a → 0, corresponding to the free fermion case the
result for the density reduces to the result for free fermions at
half filling, i.e., 〈mˆj〉F = 12 .
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renormalized fermionic Hamiltonian (32). Points are the numerical
results from DMRG calculations with 300 sites and JF = 10. Solid
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and JF = 10 obtained from the full BFHM. The solid lines are the
analytic results for ηaF .
Figure 11 furthermore shows the numerical results for the
amplitudes ηaF as a function of ηB from figure 8 as well as the
analytic prediction according to equation (52). To remember,
the numerical data comes from the full BFHM, proving the
chosen approach to be valid already in the prediction of the
fermionic quantities.
First-order correlations: Figures 12 and 13
show numerical results for the first-order correlations〈
cˆ†j cˆj+d
〉
= G(+)j,j+d(t + 0, t) compared to the analytic
results. Unfortunately, the integral expression for the Green’s
function cannot be evaluated analytically for arbitrary dis-
tance d, making a numerical integration necessary. The
perfect agreement proves the validity of the obtained expres-
sion for the Green’s function.
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FIG. 12. (Color online) Distance dependence of the first-order corre-
lations < cˆ†j cˆj+d > for three different interactions V ηB calculated
from the fermion model (32). Solid lines are the theoretical results
from a numerical integration of (50). The points are the numerical
results from the data used in figure 10.
10−3 10−2 10−1 100 101
−12
−10
−8
−6
−4
−2
0
2
4
6
8 x 10
−3
<
c+ j
 
c j+
d>
potential strength VηB/JF
 
 
d=3
d=4
d=5
d=6
d=7
d=8
d=9
d=10
d=11
FIG. 13. (Color online) Dependence of the first-order correlations
< cˆ†j cˆj+d > for a wide range of interactions V ηB for selected dis-
tances d calculated from the fermion model (32). Solid lines are the
theoretical results from a numerical integration of (50). The points
are the numerical results from the data used in figure 10.
Density-density correlations: Finally we calculate the
density-density correlations used in the expression for the
coupling constants (16) with the renormalized fermionic
model. Having a closer look at the result for the Green’s func-
tion (50) it can be seen that both Green’s functions are of the
general form G(±)j,j+d(t + T, t) = A± − aB. In equation (33)
we already noted that the density-density cumulant splits up
into the product of advanced and retarded Green’s function,
which may be written as
〈〈mˆj(T )mˆj+d(0)〉〉F = A+A−−a(A++A−)+a2B2. (53)
From the definition of the coupling constants (16) we can see,
that they are proportional to V 2, since they are a second order
correction in the effective Hamiltonian (15). This means, that
in order V 2, only the first term in (53) is relevant.
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Following this argument, the renormalized form of the
density-density cumulant reads
〈〈mˆj(t+ T )mˆj+d(t)〉〉 = 1
4pi2
pi∫
0
pi∫
0
dξdξ′ cos(dξ) cos(dξ′)
× e−iT2JF
(√
cos2(ξ)+a2+
√
cos2(ξ′)+a2
)
(54)
×
(
1 +
cos(ξ)√
cos2(ξ) + a2
)(
1− cos(ξ
′)√
cos2(ξ′) + a2
)
.
This is the main result from the renormalization procedure.
Comparing the renormalized result to that of free fermions (at
%F =
1
2 ) in equation (23) one can see, that the correspond-
ing limit a → 0 gives the same result as equation (23). Note,
that the last line in (54) serves as a cutoff function which con-
strains the integration limits to the free fermion values in the
limit a→ 0.
D. Discussion of the renormalized couplings
Applying the time integration from (16) as done in the pre-
vious section using the Riemann-Lebesgue lemma, the renor-
malized couplings gd(a) at half fermionic filling %F = 1/2
can be found to be
gd(a) = − V
2
8pi2JF
pi∫
0
pi∫
0
dξdξ′
cos(dξ) cos(dξ′)√
cos2(ξ) + a2 +
√
cos2(ξ′) + a2
(
1 +
cos(ξ)√
cos2(ξ) + a2
)(
1− cos(ξ
′)√
cos2(ξ′) + a2
)
. (55)
Since we restricted ourselves to the case of half filling for the
fermions, the additional argument %F is dropped here but the
dependence of the renormalized couplings on the amplitude
factor a is explicitly written. As done in the case of free
fermions, we shortly discuss the properties of the renormal-
ized couplings. Figure 14 shows a comparison of the cou-
plings from the free free fermion case to the case a ∼ ηB > 0.
Obviously the decay is much faster than 1/d thus resolving
the divergence. This is best seen in the Fourier transform, ob-
tained by the same calculation as above:
g˜a(k) = − V
2
16piJF
∑
l,C1,C2
pi∫
0
dξ
Θ(pi − 2pilC2 + C1C2ξ + C2k)Θ(2pilC2 − C1C2ξ − C2k)√
cos2(ξ) + a2 +
√
cos2(C1ξ + k) + a2(
1 +
cos(ξ)√
cos2(ξ) + a2
)(
1− cos(C1ξ + k)√
cos2(C1ξ + k) + a2
)
. (56)
The numerical integration shown in figure 15 for different
amplitude factors a directly reveals the lifting of the diver-
gence at k = ±pi. It should be noted that the limits k → 0 and
a → 0 are not interchangeable and need to be treated care-
fully as can be seen from the figure. Relevant in our case is
only the limit a → 0 for k = 0 as discussed later on. For
these most important cases k = 0,±pi, analytic expressions
for the Fourier transformed couplings could be found. Here, a
detailed analysis of the summations over (l, C1, C2) reveals a
very limited set of contributions, resulting in
g˜a(±pi) = − V
2
8piJF
1√
1 + a2
(
2K[
1
1 + a2
]− E[ 1
1 + a2
]
)
(57)
g˜a(0) = − V
2
8piJF
1√
1 + a2
E[
1
1 + a2
], (58)
with E[x] being the complete elliptic integral of second kind
[55].
E. The renormalized Hamiltonian
The knowledge of the renormalized couplings finally al-
lows to write down the effective bosonic Hamiltonian for half
fermionic filling %F = 1/2. Starting from (15) together with
the renormalized fermionic density (52), the couplings (55)
and the ansatz for the bosonic CDW (30), the full effective
bosonic Hamiltonian is given by
HˆeffB = −JB
∑
j
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
+
U
2
∑
j
nˆj (nˆj − 1)
− µ¯
∑
j
nˆj −∆
∑
j
nˆj(−1)j +
∑
j
∑
d
gd(a) nˆj nˆj+d.
(59)
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FIG. 14. (Color online) Comparison of the couplings for the free
fermion case (a = 0) and the renormalized couplings for a = 0.1.
The free fermion couplings decay as 1
d
, whereas the renormalized
couplings decay much faster, preventing the divergence of the energy
for the ground state.
Beside the usual hopping and interaction terms, two promi-
nent features arise. On the one hand, the already discussed
long-range density-density interaction with couplings gd(a)
lead to the emergence of CDW phases. These are further sta-
bilized by the occurring induced alternating potential with am-
plitude
∆ = 2%BηB g˜a(pi) + V η
a
F /2, (60)
being a direct consequence of the fermionic density wave
〈mˆj〉F = 1
2
[
1− ηaF (−1)j
]
. (61)
Though derived only for the case of double-half filling, the
emergence of the induced chemical
µ¯ = 2%B g˜a(0)− V/2 (62)
in combination with the general ansatz also allows for an ex-
tension of the effective Hamiltonian to other fillings %B as
done later on. For completeness, the amplitude factor a =
V ηB%B
2~JF couples to the amplitude ηB of the induced bosonic
CDW which is still a free parameter. For the Fourier trans-
form, the identities∑
d
gd(a) = g˜a(0),
∑
d
(−1)d gd(a) = g˜a(pi), (63)
hold. Before we exploit the resulting Hamiltonian in the de-
termination of the phase diagram, possible approaches in a
self-consistent determination of the bosonic CDW amplitude
are shown in the next section.
VI. SELF-CONSISTENT DETERMINATION OF ηB
The introduction of the bosonic CDW amplitude ηB as a
free parameter demands for a proper way in the determination
wave number k
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FIG. 15. (Color online) Fourier transform of the renormalized cou-
plings g˜a(k) for different amplitude factors a. At k = ±pi, the di-
vergence for a → 0 is clearly observable. For k = 0 the situation
is more complicated and a short discussion can be found in the main
text.
thereof. Although the knowledge of ηB as a function of
the bosonic hopping JB is not necessary in the discussion
of the phase diagram as done in our approach, a possible
reproduction of figure 8 further supports the validity of our
chosen approach. This prediction of the CDW amplitude
on ground of Hamiltonian (59) is obtained from possible
choices of the ground state together with a minimization of
the resulting energy. Within the minimization scheme, the
free parameter is obtained from analytic results for the energy.
Coherent state: The simplest choice for the ground state
of Hamiltonian (59) is given by local coherent states |α〉 [56].
Using the ansatz
|Ψ〉coh =
∞∏
j=−∞
|α+〉2j |α−〉2j+1 , (64)
the requirement of proper local densities
coh 〈Ψ| nˆj |Ψ〉coh = 1
2
[
1 + ηB(−1)j
]
(65)
as assumed in the derivation of the Hamiltonian lead to a direct
connection between the coherent amplitudes α± and ηB as
α± =
√
1
2 ± 12ηB . The energy E [ηB ] = coh 〈Ψ| HˆeffB |Ψ〉coh
now becomes a function of ηB and upon neglecting unphysi-
cal contributions from the interaction [57], the energy is given
by
E [ηB ] = −JB
√
1− η2B +
1
2
g0(a) (66)
− 1
4
V ηaF ηB −
1
4
g˜a(pi)η
2
B −
1
4
g˜a(0).
We stress that the amplitude factor a = V ηB4~JF as well as the
fermionic amplitude ηaF also depend on ηB . Minimization of
this function with respect to ηB at the end gives a prediction
of the bosonic CDW amplitude. This is shown in figure
13
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FIG. 16. (Color online) Self-consistent determination of the ampli-
tude of the bosonic CDW from the minimization of the energy for the
effective Hamiltonian with respect to a coherent state ansatz. Shown
are the same numerical results as in figure 8 (left plot, L = 512) as
well as results for V = 2.4 and JF = 10 (right, L = 256). One can
see the rather poor quantitative agreement with a general qualitative
agreement.
16, where the self-consistent prediction is compared to
the numerical data from figure 8 and to data for V = 2.4
and JF = 10. One can see that the coherent approach
gives a qualitatively good agreement for small JB , but the
quantitative agreement is rather poor in particular for larger
JB because of the strongly simplified ansatz used here.
Matrix product state: Better results for the CDW ampli-
tude may be found from a matrix product like ansatz. Using a
different description of the two-site blocks by the ansatz
|Ψ〉MPS =
∞∏
j=−∞
1∑
i1,i2=0
Ai1i2 |i1〉2j |i2〉2j+1 , (67)
the problems arising from the higher number states are ruled
out by definition. With the introduction of the prefactorsAi1i2
which are chosen to be real, we introduce four free parameters
which have to be minimized in general. This set of parame-
ters can be reduced by constraints from the normalization of
the ground state as well as the expected local densities (30).
Altogether, these constraint reduce to A00 = A11 ≡ 0 and the
energy functional only depends on ηB as
E[ηB ] = −JB
√
1− η2B −
V
2
ηaF ηB −
1
2
g˜a(pi)η
2
B −
1
2
g˜a(0)
+ (1− η2B)
[1
2
g0(a)− 1
2
g1(a)
]
.
(68)
The corresponding numerical results for the minimization can
be found in figure 17. The quantitative agreement is slightly
better compared to the coherent state approach for smaller
interaction V but still the strong simplification of the ansatz
pays its tribute. For larger V , the made matrix product ansatz
seems to fail. We believe this to be connected to the increas-
ing induced alternating potential which fosters higher number
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FIG. 17. (Color online) Self-consistent determination of the am-
plitude of the bosonic CDW from the minimization of the energy
for the effective Hamiltonian with respect to a matrix product state
ansatz. Shown are the same numerical results as for figure 8 (left plot,
L = 512) and results for V = 2.4 and JF = 10 (right, L = 256).
One can see the better quantitative agreement compared to the result
for the coherent state in figure 16 for small amplitude factor a, i.e.,
for small interaction V .
states. Nevertheless, the two presented self-consistent deter-
minations of the amplitude ηB show that this free parameter in
principle may be calculated with more sophisticated ansatzes
involving higher number states. As will be seen in the next
chapter, an exact calculation of ηB as a function of the bosonic
hopping is not of importance however.
VII. PHASE DIAGRAM OF THE EFFECTIVE BOSONIC
MODEL
We now use the effective bosonic Hamiltonian
HˆeffB = −JB
∑
j
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
+
U
2
∑
j
nˆj (nˆj − 1)
− µ¯
∑
j
nˆj −∆
∑
j
nˆj(−1)j +
∑
j
∑
d
gd(a) nˆj nˆj+d
(69)
to calculate the full phase diagram and compare it to the nu-
merical results from figure 2. As a reminder, the potentials µ¯
and ∆ are given by
µ¯ = 2%B g˜a(0)− V/2, ∆ = 2%BηB g˜a(pi) + V ηaF /2.
(70)
The calculation of the phase boundaries of the different in-
compressible regions (MI, CDW) is performed from a canon-
ical point of view, i.e., the particle-hole gap is analyzed. For
an incompressible phase with filling %B , the chemical poten-
tials of the upper and lower boundaries are obtained from
µ±%B = ±
[
E(%BL± 1)− E(%BL)
]
. (71)
First we restrict ourselves to the zero-hopping limit JB = 0,
whereas later on we employ a full degenerate perturbation the-
ory in JB . Concerning the bosonic amplitude ηB it should be
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FIG. 18. (Color online) Phase diagram of the effective bosonic
Hamiltonian for vanishing bosonic hopping JB = 0. Data points
are the numerical results obtained from DMRG and ED for the full
BFHM and the lines are the analytic results. Yellow: extended re-
gion of the different Mott insulators (MI). Gray: charge density
wave phase (CDW); Green: Coexistence region of CDW and MI.
Fermionic density %F = 1/2 and JF = 0.
mentioned, that both, in the zero hopping limit (here the am-
plitude naturally equals one) as well as in the small hopping
region, ηB = 1. In the latter situation this is the case because
the perturbation theory starts at JB = 0 and all energies and
quantities are to be calculated for this case.
A. Zero-hopping phase diagram
The calculation of the chemical potentials for JB = 0 is
straightforward. In this case, the energy is given by a replace-
ment of the number operators nˆj in (69) by real numbers ac-
cording to the ground state in the system. Additionally, the
density %B and a possible CDW amplitude ηB needs to be
fixed, too. This is done for the Mott insulator with unity filling
(%B ; ηB ; 〈nˆj〉) = (1; 0; 1), the empty Mott insulator (0; 0; 0)
as well as the CDW ( 12 ; 1;
1
2 [1 + (−1)j ]) and the correspond-
ing particle or hole states. Possible competing ground state
configurations as (1; 1; 1 + (−1)j) for the case of a Mott in-
sulator are ruled out from a detailed analysis of the resulting
energies. Also the different choices for the position of the
additional particle (or hole) are considered. Finally, the con-
figuration with minimal energy is used for the determination
of the boundaries.
For the prediction of the phase diagram in the considered
regime of chemical potentials µB , this results in
µ−1 =
V
2
− g0(0), (72)
µ±1
2
=
V
2
± V
2
ηaF ± g0(a), (73)
µ+0 =
V
2
+ g0(0), (74)
which together with the results for the couplings gd(a) (55)
and the fermionic CDW amplitude ηaF from (52) allow to con-
struct the phase diagram at zero bosonic hopping. This is
shown in figure 18, where the chemical potentials are dis-
played as a function of the interaction V for a fixed fermionic
hopping JF , cleaned up from the mean-field shift V2 .
The first observation from the figure is the very good agree-
ment of the numerical results for the full BFHM and the ana-
lytic results obtained from the effective bosonic Hamiltonian.
Increasing deviations for larger V could be addressed both
to the breakdown of the Markov approximation (12) as well
as the negligence of higher order contributions in (54). Most
prominent feature is the overlap between the MI and CDW
phases, i.e., µ+0 > µ
−
1
2
and µ−1 < µ
+
1
2
. This behavior, already
seen in figure 2, is uncommon since it indicates a negative
compressibility
κ =
∂〈Nˆ〉
∂µB
< 0 (75)
within the coexistence phase. These kind of coexistence
phases are not new (see e.g. [8, 15, 16, 18] for a variety of
different coexistence phases), but the coexistence of a Mott
insulator and a CDW phase has to our knowledge not been re-
ported before. Though being uncommon, a physical explana-
tion of this effect could easily be given. In the grand-canonical
ensemble, the coexistence phase does not exist since in this
situation, the number of particles in the system is chosen such
that the energy is minimized: this drives the system always
into a CDW phase within this region. From a canonical point
of view, adding further particles to the CDW phase results in
configurations, where the repulsive contribution to the energy
remains constant whereas the attractive one is increased; the
energy per particle is thus reduced. This of course holds in the
thermodynamic limit. For finite systems, the boundaries play
a vital role as discussed in section VII C. Within the coexis-
tence phase in a canonical picture, the resulting ground state
displays a configuration, where one part of the lattice inherits
all features of a MI and the other part those of a CDW. This
corresponds to a phase separation between MI and CDW.
Finally, some remarks on the data points in figure 18. These
are obtained from numerical results, where the Mott insula-
tors are calculated using a finite size extrapolated exact diag-
onalization and the numerical results for the CDW are result-
ing from DMRG calculations where the boson distribution is
fixed, acting as a potential to the fermions. This procedure is
necessary here, since the full DMRG for this system has se-
vere problems in obtaining the proper ground state. The rea-
son for this is on the one hand the sensitivity of the system to
the boundary in the open boundary DMRG and on the other
hand the problem of seeking the ground state within the en-
ergy manifold with many close-lying meta-stable states. This
complicates the numerical calculation enormously. A detailed
discussion of the boundary issue can be found in sectionVII C.
B. 2nd order strong-coupling theory
Going beyond the zero-hopping limit, we aim at a pertur-
bative treatment in the hopping amplitude JB . This allows to
generate the full phase diagram in the (µB , JB) plane. Since
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the methodology of the perturbation theory is quite involved,
we only present the basic ideas. Details could be found in [?
].
Basic idea of the degenerate perturbation theory is the de-
termination of the ground-state energy in second order in the
bosonic hopping. Since the particle (hole) states obtained
from adding (removing) a particle to (from) the system are
highly degenerate, degenerate perturbation theory has to be
applied within the degenerate manifold of states |Ψ 〉l. The in-
dex just labels the different states within the manifold. Differ-
ent formulations of degenerate perturbation theory exist (e.g.,
as [38] used in for the pure and disordered Bose Hubbard
model), where we use Kato’s expansion [58–60], which relies
on the calculation of an effective Hamiltonian (in arbitrary or-
der) within the degenerate subspace. The last step is to solve
this effective Hamiltonian and obtain the ground-state energy
as a function of the perturbation parameter.
Up to second order, Kato’s expansion is given by
Hˆeff = E0 + PHˆ1P + PHˆ1Q 1
E0 − Hˆ0
QHˆ1P, (76)
where P is the projector onto the degenerate subspace, Q =
1−P the orthogonal projector andE0 is the zero order energy
of the manifold. Here, the Hamiltonian is written in the form
Hˆ = Hˆ0 +Hˆ1, where Hˆ1 is the perturbation, i.e., the hopping
in our case. For the calculation of the effective Hamiltonian,
only the action of (76) on any input state |Ψ 〉l from the de-
generate subspace needs to be studied. In our case, the result
is of the form
Hˆeff |Ψ 〉l = E0(|Ψ 〉l) + J1
[
|Ψ 〉l−1 + |Ψ 〉l+1
]
(77)
+ J2
[
|Ψ 〉l−2 + |Ψ 〉l+2
]
+W |Ψ 〉l
since our perturbation only consists of a nearest-neighbor hop-
ping. In [? ], a generalization to arbitrary long-range hopping
can be found. This (maximally) tridiagonal matrix represen-
tation of the effective Hamiltonian can be solved by a Fourier
transform, which gives the energy
E = E0 + 2J1 cos(2pi
k
L
) + 2J2 cos(4pi
k
L
) +W, (78)
where the kmode has to be chosen such that the energy is min-
imal. In this system this is typically the case for k = 0 since
both J1 ∼ JB and J2 ∼ J
2
B
E0−〈Hˆ0〉 are negative. A crucial
point in the calculation comes from the nature of the effective
bosonic Hamiltonian in (69). Since the density-density inter-
action is long ranged, the energy denominator depends on the
distance of the particle performing the first hopping process
from the reference site where the additional particle (hole) is
situated. This needs to be taken into account for the calcu-
lation of the chemical potentials. Since the expressions for
the chemical potentials are lengthy, these are only given in
appendix C.
A major difficulty in the calculation of the chemical poten-
tials is the dependence of the results on all coupling strengths
gd(a), which need to be calculated up to a large distance. For
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FIG. 19. (Color online) Analytic results for the phase diagram to-
gether with the numerical results from figure 2. The agreement be-
tween the analytics and the numerics is quite reasonable with the
natural deterioration for larger hopping JB due to the perturbative
treatment..
the analytic results used in figure 19 it turns out, that d ≈ 100
is sufficient to gain convergence. Here we only give the nu-
merical values for the chemical potential. Using (C1)-(C4)
and directly plugging in numbers, these are given by
µ+0 = 0.605469− 2JB , (79)
µ−1
2
= 0.583612 + 33.076J2B , (80)
µ+1
2
= 0.666388− 45.4392J2B , (81)
µ−1 = 0.644531 + 2JB − 4.12927J2B (82)
Figure 19 shows the previously used numerical data from fig-
ure 2 together with the analytic predictions. From the figure
it can be seen, that the overall agreement is quite reasonable
compared to a second order treatment. Altogether, our ana-
lytic approach allows to completely derive the bosonic phase
diagram analytically up to a good agreement and provides an
intuitive physical understanding of the arising effects.
C. Boundary effects in an effective model with long-range
interactions
As already mentioned at several places, boundary effects
play an important role in this system. The long-range charac-
ter of the fermion mediated interactions leads to a substantial
modification of the system dynamics even for relatively large
systems. This can directly be seen for the case of the CDW
phase, where we first discuss the zero hopping case. Adding a
further particle to the CDW phase, this particle has to choose
an odd side. Since due to the open boundaries the transla-
tional symmetry is broken, it matters whether the particle is
added close to the boundary or at the center. Because of the
long-range interaction, the possible choices differ in energy,
where the additional energy close to the boundary is given
by
∑L/4
d=−L/4 g2d+1, in contrast to the energy at the center∑L/2
d=0 g2d+1. According to the properties of the couplings,
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FIG. 20. (Color online) Phase diagram of the full BFHM with open
boundaries. One can see that the lobes bend apart from each other,
resulting in an extent region where the CDW and the Mott insulator
exist together (filled green region), but with a spatial phase separation
(PS). The data are obtained with DMRG and open boundary condi-
tions for a fixed length of L = 128 sites. The other parameters are
JF = 10 and V = 1.25. Black crosses show the points where the
density profiles in figure 23 are taken from. The dashed lines are to
guide the eye.
the energy is minimal for a position close to the boundary.
Adding further particles, the same arguments apply and whilst
increasing the filling, a Mott insulating region is growing from
the boundary. Switching to small, but finite hopping does not
change the situations. As long as the hopping is small com-
pared to the energy difference between the state with a parti-
cle pinned close to the border and the state with the additional
particle at the center, the reduction of the interaction energy
due to the pinning to the boundary dominates the increase of
the kinetic energy. When removing a particle from the system,
i.e., going below half filling, the same arguments apply.
This behavior supports our observation of a phase sepa-
ration between a Mott insulator and a CDW in the infinite
system with negative compressibility. However, the (open)
boundary leads to a different dependence of the compressibil-
ity, now being strict positiveκ > 0. This can be seen from
figure 20, where the DMRG results for a system exposed to
open boundaries are shown. In contrast to 19, the Mott lobes
and the CDW phase bend apart from each other, not over-
lapping anymore. This is due to the positive compressibility
due to boundaries. The positive compressibility could also be
seen in figure 21, where the bosonic filling is shown for three
different cuts at fixed JB along the µB-axis is shown. The
filling is in each situation a monotonous function of µB ac-
cording to κ > 0. The incompressible CDW and MI phases
are clearly observable. Interestingly our system dose not dis-
play a so-called Devil’s staircase as described in [10, 61, 62]
for the case of a dipolar Bose gas with density-density inter-
actions decaying as gd ∼ 1d3 . Most likely, this is because of
the alternating sign in our coupling constants together with the
alternating potential, where a detailed discussion of this fact
might be an interesting supplement to the present work.
For the phase diagram with open boundaries as presented in
20, the extend of the phase-separated phase (PS) is sketched
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FIG. 21. (Color online) Density cut along the chemical poten-
tial axis in figure 20 for three different bosonic hoppings JB =
0.01, 0.04, 0.07 (from left to right). Shown is the density as a
function of the chemical potential. Clearly the CDW and the Mott
plateaus are visible, indicated by the extend region of constant fill-
ing, where there is no devil’s staircase as might be expected because
of the long-range interactions. For JB = 0.01, some data points are
missing due to some convergence problems of the DMRG.
without a rigorous numerical analysis for rather small sys-
tems. The boundaries are determined from the behavior of
the order parameter
O =
∑
j
|〈mˆj〉 − 〈mˆj+1〉| , (83)
which accounts for the CDW amplitude of the fermionic sub-
system. Figure 22 shows the behavior of the order parame-
ter as a function of the bosonic hopping for NB = 24 and
L = 64. The phase boundary is clearly visible from the sharp
drop around JB = 0.02. For larger hopping, the system enters
a phase where the fermions finally behave as free fermions,
i.e., showing a homogeneous density and the bosons have the
density profiles according to that of interacting bosons (in the
finite system). This behavior, together with examples from
the PS and the CDW phase are shown in figure 23. Here, for
certain choices of the different parameters in the full BFHM,
the resulting local density of bosons and fermions are shown.
The phase separation between MI and CDW is evident.
VIII. CONCLUSION AND OUTLOOK
Deriving an effective bosonic Hamiltonian we provided a
comprehensive understanding of the bosonic phase diagram
in the limit of ultrafast fermions. For double half filling, the
physics is dominated by induced long-range density-density
interactions alternating in sign, leading to the emergence of
a bosonic charge-density wave phase. Divergences arising
from the full decoupling of the fermions are overcome by a
renormalization scheme which includes the back-action of
the bosonic CDW on the fermions. Beyond half filling, the
induced interactions lead to thermodynamically unstable re-
gions in the (µB , JB)-phase diagram, displaying coexistence
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FIG. 23. (Color online) Density profile obtained by DMRG for vari-
ous numbers of particles. From bottom to top: NB = 20, 64, 86, 101
for a system of L = 128 sites. The lower three are for JB = 0.01
and the uppermost for JB = 0.07. One can immediately see the pin-
ning of the additional particles to the boundary resulting in a phase
separation of Mott insulator and CDW. In the uppermost plot, the
fermionic state is roughly given by a homogeneous distribution ac-
cording to the Friedel oscillations whereas the bosons behave as in-
teracting bosons. This can be seen from the additional solid line
which, gives the density profile for the same choice of parameters
but without interspecies interaction, decoupling the bosons and the
fermions. The positions of the data set for the density cuts in the
phase diagram are depicted by the small marks in figure 20.
of CDW and Mott insulating phases, i.e., a phase separation
between CDW and Mott insulator. Numerical results obtained
by DMRG for the full BFHM are in a reasonable agreement
with our analytic predictions. Application of our effective
theory to Bose-Bose of Fermi-Fermi mixtures is straightfor-
ward.
Mainly focussing on the study of the incompressible and the
phase-separated phases, the nature of the phase transition or
crossover for double half filling remains open. Exponentially
decaying first-order correlations even beyond the numerically
detectable extent of the CDW phase indicate further physi-
cal processes in this system for larger bosonic hopping. Here
bosonization could give an understanding of the behavior of
the correlation functions as well as the nature of the phase
transition. Furthermore, the question of supersolidity in the
effective model is yet unanswered, where the interplay of the
induced potential and the long-range interactions could lead
to new effects. Focussing on low densities %B < 1, the nature
of the different phases for larger boson densities is not studied
so far and should give a variety of further phases.
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APPENDIX
Appendix A: Fourier transform of the coupling constants
As discussed in section IV, the Fourier transform of the
couplings (24) is governed by the Fourier transform of the
numerator. At this place we will prove the result given in the
main text using the Poisson sum formula [63]
∞∑
d=−∞
f(d) =
∞∑
l=−∞
∞∫
−∞
f(x)e−2piilxdx. (A1)
Rewriting of the cosine parts as
∞∑
d=−∞
cos dξ cos dξ′eikd =
1
4
∑
C1,C2=−1,1
∞∑
d=−∞
eidα (A2)
with α = C1ξ+C2ξ′+k, application of Poisson’s sum to the
last term gives
∞∑
d=−∞
eiαd =
∞∑
l=−∞
∞∫
−∞
eixαe−2piilxdx (A3)
= 2pi
∞∑
l=−∞
δ(α− 2pil). (A4)
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Together with the definition of α we end up in the stated rela-
tion
∞∑
d=−∞
cos dξ cos dξ′eikd =
pi
2
∞∑
l=−∞
∑
C1,C2=−1,1
δ(2pil − C1ξ − C2ξ′ − k). (A5)
Appendix B: Fourier transform of the Green’s functions
In section V B, the solution of the Dyson equation for the
Green’s function is presented. At this point we summarize the
important points in the Fourier transform of the Green’s func-
tions, going back from the frequency domain to time domain.
From equations (44) and (45) and with the definition of the
Fourier transform
G(±)kk′ (t+ T, t) =
1√
2pi
∞∫
−∞
dω G(±)kk′ (ω)eiωT , (B1)
the calculation of G(±)kk′ (t+ T, t) is straight forward.
For G(±)kk (t+T, t), the Fourier transformation together with
(44) gives
G(±)kk (t+ T, t) =
± i
2pi
∞∫
−∞
dω
k ± ω ⊕ iδ
2k ⊕ 2iδk − δ2 − ω2 + V
2η2B%
2
B
~2
eiωT . (B2)
Since the convergence factor δ is chosen in the limit δ → 0,
the δ2 in the denominator may be neglected. Looking at the
dispersion of the free fermions and taking into account the
definition of ⊕, the combination ⊕k is always of negative
sign, since for k ∈ KF , ⊕ means + but k < 0. In the other
case the signs are just the other way around. Neglecting the
factor of 2 before the δ and defining the renormalized disper-
sion
¯k =
√
2k +
V 2η2Bη
2
B
~2
, (B3)
the Green’s function calculates as
G(±)kk (t+ T, t) = ±
i
2pi
∞∫
−∞
dω
k ± ω ⊕ iδ
¯2k − ω2 − iδ
eiωT . (B4)
This integration is done by means of residue integration [64],
where the contour is closed in the upper half plain, enclosing
the pole at ω0 = −
√
¯2k − iδ. Finally, after performing the
limit δ → 0, the Green’s function is given by
G(±)kk (t+ T, t) =
1
2
e−i¯kT
(
1∓ k
¯k
)
. (B5)
In the unequal momentum case, the calculation for
G(±)
kk+L2
(t + T, t) follows the same route as described above.
Using the result for the Green’s function in the frequency do-
main (45) and the same argument for the combination ⊕k as
above, the Fourier transform is calculated from
G(±)
k±L2 k
(t+ T, t) = i
V ηB%B
2pi~
∞∫
−∞
dω
1
¯2k − ω2 − iδ
eiωT .
(B6)
Again closing the contour in the upper half plain with the same
pole as above, the residue integration gives
G(±)
k±L2 k
(t+ T, t) = −V ηB%B
2~
1
¯k
e−i¯kT (B7)
as stated in the main text.
Appendix C: Chemical potentials within the perturbative
treatment
As discussed in the main text, the derivation of the ener-
gies of the different particle-number states are determined in
second order perturbation theory. The resulting chemical po-
tentials read as:
19
µ+0 =
V
2
+ g0(0)− 2JB (C1)
µ−1
2
=
V
2
− V
2
ηaF − g0(a) + 2J2B
(
1
V ηaF + 2g0(a)− 4g1(a) + 2g2(a)
− 1
V ηaF + 4g0(a)− 4g1(a)
−
∑
m even
[
1
V ηaF + 2g0(a)− 2g1(a)
− 1
V ηaF + 2g0(a)− 2g1(a) + 2gm(a)− 2gm+1(a)
])
(C2)
µ+1
2
=
V
2
+
V
2
ηaF + g0(a)− 2J2B
(
4
U + V ηaF + 4g0(a)− 4g1(a)
− 1
V ηaF + 4g0(a)− 4g1(a)
+
1
V ηaF + 2g0(a)− 4g1(a) + 2g2(a)
+
2
U − V ηaF
(C3)
−
∑
m even
[
1
V ηaF + 2g0(a)− 2g1(a)
− 1
V ηaF + 2g0(a)− 2g1(a) + 2gm(a)− 2gm−1(a)
])
µ−1 =
V
2
− g0(0) + 2JB − 4J2B
(
1
U
+
1
U + 4g0(0)− 4g1(0) −
1
U + 2g0(0)− 4g1(0) + 2g2(0) (C4)
+
∑
m
[
1
U + 2g0(0)− 2g1(0) −
1
U + 2g0(0)− 2g1(0) + 2gm+1(0)− 2gm(0)
])
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