Evaluación y optimización del proceso de reconocimiento de objetos con sensores de visión y profundidad by Sánchez Romero, Alberto et al.
Evaluacio´n y Optimizacio´n del
proceso de reconocimiento de




Ana Cristina Murillo Arnal
Eduardo Montijano Mun˜oz
Trabajo Fin de Ma´ster
Ma´ster en Ingenier´ıa de Sistemas e Informa´tica
Departamento de Informa´tica e Ingenier´ıa de Sistemas





El reconocimiento automa´tico de objetos es uno de los temas ma´s populares y que ma´s intere´s
provocan en el campo de la visio´n artificial. Esto se debe principalmente a las mu´ltiples aplicaciones
que pueden beneficiarse de algoritmos capaces de reconocer la informacio´n presente en el entorno.
Pueden ser desde aplicaciones en el a´mbito de la industria, orientadas al control de la produccio´n
y la calidad, a aplicaciones en entornos dome´sticos como videojuegos o tareas de asistencia, sin
olvidarse del a´mbito de la robo´tica de servicio.
La actual aparicio´n de sensores de bajo coste que combinan informacio´n de color y profundidad
de la escena, conocidos como sensores RGB-depth o RGB-d, ha generado grandes oportunidades
para el desarrollo de aplicaciones relacionadas con la deteccio´n automa´tica de objetos. El hecho de
incluir informacio´n de profundidad en la escena para cada p´ıxel de la imagen resulta un comple-
mento muy beneficioso para los algoritmos t´ıpicos de reconocimiento. Sin embargo, los algoritmos
que existen actualmente para resolver este problema todav´ıa se encuentran en una fase inicial
de desarrollo, obteniendo resultados limitados y, en la mayor parte de los casos, siendo capaces
u´nicamente de distinguir un nu´mero pequen˜o de objetos diferentes.
Este proyecto presenta un sistema completo de reconocimiento automa´tico que es capaz de
reconocer de manera eficiente un gran nu´mero de objetos. Para ello se hace uso de informacio´n
3D proporcionada por los sensores RGB-d y de te´cnicas de tratamiento de informacio´n 2D y 3D
para poder realizar la clasificacio´n de los objetos. El conjunto de datos que se ha empleado para
la implementacio´n se ha obtenido de una dataset de ima´genes muy utilizada en la comunidad
investigadora a nivel internacional.
Se parte de un estudio de la literatura relacionada con las te´cnicas ba´sicas de visio´n por compu-
tador, te´cnicas para el manejo de la informacio´n obtenida de sensores RGB-d, sobre todo para re-
presentacio´n de la informacio´n mediante nubes de puntos en 3D y el ca´lculo y uso de descriptores.
Tambie´n ha implicado al aprendizaje de la plataforma de desarrollo ROS, as´ı como del sistema de
reconocimiento del que se part´ıa en este trabajo (un trabajo previo del grupo de investigacio´n).
Este proyecto presenta una evaluacio´n exhaustiva de dicho sistema base y propone una serie de
mejoras, pra´cticas y teo´ricas, para aumentar el rendimiento, flexibilidad y formalizacio´n del mismo.
Los experimentos realizados durante este proyecto demuestran las mejoras obtenidas tanto en coste
computacional, como la gestio´n de recursos; as´ı como las mejoras obtenidas por el algoritmo de
clasificacio´n. El resultado final es un sistema completo de reconocimiento, disen˜ado para el manejo
de dataset de ima´genes de gran taman˜o y con capacidad de devolver resultados probabil´ısticos en
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En el presente cap´ıtulo se describe la motivacio´n que ha llevado al desarrollo de este proyecto,
los objetivos y alcance del mismo. As´ı mismo, se describen las herramientas utilizadas y el entorno
de trabajo, para finalmente comentar la organizacio´n de la memoria.
1.1. Motivacio´n y trabajo relacionado
La comprensio´n de escenas 3D es un problema fundamental en percepcio´n y robo´tica. El po-
der reconocer, modelizar y localizarse en el entorno es un requisito previo para otras tareas ma´s
complejas de interaccio´n en robo´tica. Hasta la explosio´n de la visio´n por computador (gracias a
procesadores mas potentes y a sensores de visio´n cada vez mejores y ma´s baratos), la mayor´ıa del
trabajo en cuanto a localizacio´n en robo´tica se hab´ıa centrado en el uso de sensores de rango, como
esca´neres la´ser o dispositivos so´nar [1, 2].
Desde hace varios an˜os, se han empezado a utilizar de forma habitual sensores de visio´n artificial
para estas tareas de localizacio´n y construccio´n de modelos del entorno [3, 4, 5]. En cuanto al
ana´lisis y modelado del entorno con sensores de visio´n, y en particular en las escenas interiores,
como habitaciones o despachos, uno de los retos que siguen activos es la deteccio´n y reconocimiento
de objetos. Debido a la variacio´n en la apariencia de los objetos, el taman˜o, las oclusiones, la gran
variedad de elementos que se pueden encontrar o las diversas escalas, entre otros factores.
En los u´ltimos an˜os, este problema de deteccio´n y ana´lisis de escenas 3D ha avanzado mucho.
La aparicio´n de sensores RGB-depth, de bajo coste como el sensor Kinect1 o el sensor Asus2, que
brindan la posibilidad de obtener informacio´n combinando color y profundidad, han favorecido el
desarrollo de caracter´ısticas y algoritmos para trabajar directamente con informacio´n 3D; y de esta
forma se ha mejorado notablemente la precisio´n en la deteccio´n de objetos.
Es precisamente el reconocimiento de objetos con sensores RGB-d el tema general de este pro-
yecto. La idea es poder desarrollar un sistema de visio´n capaz de detectar y clasificar ciertos objetos
de uso cotidiano para su posterior integracio´n en un sistema robo´tico que necesite interactuar con
ellos, por lo que este proyecto se enmarca en el campo de la visio´n por computador aplicada a la
robo´tica.
Encontramos un amplio abanico de investigaciones relacionadas con el reconocimiento de obje-
tos, atendiendo a diferentes para´metros o caracter´ısticas del objeto como pueden ser sus cualidades
f´ısicas color, forma, material. Por ejemplo en [6] encontramos una propuesta para reconocimiento
de objetos que necesita informacio´n combinada de varias vistas del objeto a reconocer. Adema´s de
utilizar la informacio´n de apariencia de las ima´genes, se puede an˜adir el uso del lenguaje natural
para mejorarlo [7]; aunque precise seleccionar un gran vocabulario de palabras clave, y siendo muy
dependiente del idioma.
En general, todo sistema automa´tico de reconocimiento requiere de un conocimiento a priori
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ello, es necesario entrenar o construir un modelo de referencia para nuestro sistema a partir de
datasets de ima´genes que reu´nen informacio´n de objetos de ejemplo capturados, en nuestro caso con
sensores RGB-d. En los dataset de ima´genes que vamos a utilizar en este proyecto, la informacio´n
de referencia de cada imagen esta compuesta por el conjunto de objetos que aparecen en la imagen
y su segmentacio´n. [8]
El objetivo de esta fase de aprendizaje previa es construir un sistema de clasificacio´n o re-
conocedor, que dada una nueva imagen, nos clasifique lo que ve, entre los posibles objetos que el
sistema conoce. Los tipos de clasificadores con los que podemos trabajar pueden ser discriminati-
vos o generativos [9]. En las te´cnicas t´ıpicas del enfoque discriminativo como Adaboost [10], SVM
(Support Vector Machines) [11] se necesita un entrenamiento para crear un espacio de muestras
o modelado. La atencio´n se centra en aprender los l´ımites de las muestras, sin tener en cuenta la
densidad de las mismas. Para una nueva consulta, se analiza como esta´ dividida la informacio´n del
espacio de muestras, y se intenta dividir hasta acotar la ma´s cercana. Mientras que en un enfoque
generativo por ejemplo un clasificador Naive Bayes [12] se trabaja con un espacio de muestras, en
el cual se construye un modelo a partir de un conocimiento a priori de unos pocos ejemplos, y dada
una nueva muestra, se trata de encontrar que modelo que es ma´s probable que la haya generado.
Este trabajo propone una mejora sobre el sistema de reconocimiento, al que denominaremos
sistema de reconocimiento base [13], desarrollado anteriormente en el grupo de investigacio´n donde
se desarrolla este proyecto, y una evaluacio´n formal y exhaustiva con datasets de ima´genes esta´ndar
utilizados para el reconocimiento de objetos con ca´maras RGB-d. Una de las diferencias principales
con respecto al sistema base es que el sistema disen˜ado en este trabajo esta´ pensado para el manejo
de datasets de ima´genes de gran taman˜o y con capacidad de devolver resultados probabil´ısticos
como resultado de la clasificacio´n (en lugar de respuestas binarias), como se detalla ma´s adelante
en el Cap´ıtulo 3. Esto se debe a que al introducir una cantidad mucho mayor de objetos, tanto
los usados como referencia como los que hay que evaluar, hay mayor variedad y tambie´n ma´s
posibilidades de confusio´n de unas clases con otras, por lo que es ma´s fa´cil equivocarse. En vez de
tomar decisiones u´nicas sobre el objeto que se encuentra en la imagen a evaluar, se devuelve una
lista de objetos ma´s probables, con las probabilidades asociadas a cada uno de ellos. Al emplear
un volumen de informacio´n mucho mayor, son necesarias una serie de mejoras en el disen˜o e
implementacio´n del sistema, debido a las restricciones hardware y a la bu´squeda de eficiencia. Por
ello se ha estudiado que cantidad mı´nima de referencia es necesaria.
Para la realizacio´n de nuestro sistema se ha optado como modelo de clasificacio´n un enfoque
generativo. Esto es debido a que los sistemas discriminativos ba´sicos requieren un aprendizaje o
entrenamiento, para todos los objetos, cada vez que se requiera an˜adir una nueva clase u objeto.
Sin embargo, con un enfoque generativo, el poder an˜adir un nuevo objeto al sistema solo requiere
tener unas cuentas ima´genes de ejemplo de dicho objeto, y extraer los datos necesarios de estos
ejemplos.
1.2. Objetivos y alcance
Este proyecto tiene como principal objetivo desarrollar un sistema de reconocimiento de objetos
mejorado, que permita manejar grandes cantidades de informacio´n, dotando al sistema de una
mayor capacidad de aprendizaje, as´ı como de un sistema de clasificacio´n con una mayor robustez a
la hora de clasificar objetos dentro de escenas. Tras el ana´lisis del sistema de reconocimiento base,
desarrollado recientemente en el grupo de investigacio´n 3, se lleva a cabo un proceso de refinamiento
con el propo´sito de mejorar los resultados iniciales y adaptarlo a los nuevos requisitos, as´ı como
una evaluacio´n exhaustiva comparando con el estado del arte en reconocimiento de objetos con
ca´maras RGB-d.
Para poder cumplir estos objetivos se procede, como primer paso, a decidir que dataset de
ima´genes pu´blico emplear durante el proyecto. Al mismo tiempo se estudian las te´cnicas ba´sicas
de visio´n por computador utilizadas en el trabajo de base [13] para las tareas de reconocimiento
visual. Estas te´cnicas incluyen te´cnicas de segmentacio´n de imagen, descriptores y caracter´ısticas
de ima´genes as´ı como algoritmos de comparacio´n para las mismas. Una vez revisada la literatura, se
3robots.unizar.es
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selecciona la plataforma de desarrollo, el driver de interaccio´n con el sensor RGB-d, y las librer´ıas
para el procesamiento de ima´genes. A esto se le an˜aden otra serie de criterios como son, la usabilidad
en aplicaciones reales, complejidad, integracio´n, y la posibilidad de combinacio´n entre ellos.
Una vez seleccionados, se procede a la implementacio´n del sistema y a su refinamiento progresivo
con el propo´sito de obtener mejores resultados, para finalmente, mediante sistemas probabil´ısticos,
elevar su robustez. Como paso final se realiza un estudio exhaustivo de los resultados obtenidos
as´ı como una elaboracio´n de las conclusiones, al mismo tiempo que se proponen nuevas mejoras
del sistema y l´ıneas de trabajo futuro.
1.3. Herramientas y entorno de trabajo
Todo el desarrollo del proyecto se ha llevado a cabo bajo el sistema operativo Ubuntu versio´n
10.04 y se ha implementado utilizando el lenguaje C++. En una capa superior al sistema operativo,
se ha utilizado el pseudo-sistema operativo ROS 4 (Robotic Operative System), sobre el cual ha sido
desarrollado el sistema de reconocimiento. ROS nos ha facilitado el tratamiento de la informacio´n
por su versatilidad y fa´cil integracio´n con el sensor RGB-d empleado, que en nuestro caso ha
sido el sensor Kinect. En pos de futuras l´ıneas de investigacio´n, se ha optado por el uso de la
plataforma ROS, en lugar de desarrollar el sistema de reconocimiento de forma independiente
de esta plataforma. Esto se debe a que se trata de una plataforma muy extendida en el a´mbito
investigador, ya que el uso de dicha plataforma puede favorecer la diseminacio´n de esta propuesta
en el mundo acade´mico, as´ı como la futura integracio´n de este sistema de reconocimiento en una
plataforma robo´tica.
Para posibilitar la interaccio´n con el sensor Kinect, cuyas especificaciones se muestran en el
Anexo A, se ha utilizado el driver OpenNI, que es uno de los ma´s utilizados debido a que ofrece
muchas funcionalidades. Este driver nos va permite leer y modificar la informacio´n que el sensor
recibe de su entorno. Adema´s para el procesamiento de ima´genes y te´cnicas 2D se han utilizado
diversos algoritmos y se ha hecho uso de librer´ıas de visio´n por computador como OpenCV, que
la podemos encontrar integrada en ROS. Mientras que para la gestio´n de informacio´n 3D se he
empleado la librer´ıa PCL (Point Cloud Library) [14]. Ambas se encuentran muy presentes en
desarrollo de aplicaciones en visio´n por computador, para el procesamiento de ima´genes 3D.
1.4. Organizacio´n de la memoria
El resto de la memoria del proyecto se estructura en una serie de cap´ıtulos cuya idea principal
y contenidos se exponen a continuacio´n:
En el cap´ıtulo 2 se expone el proceso de reconocimiento de objetos empleado. Es aqu´ı donde
se describe como se representa la informacio´n, se define el concepto de descriptores de imagen,
se presentan distintas clasificaciones de los descriptores y se hace referencia a los empleados en
el sistema. A continuacio´n se explica el proceso de segmentacio´n de la escena que lleva a cabo el
sistema; finalizando con una explicacio´n de las fases de que consta la clasificacio´n de una imagen.
El cap´ıtulo 3 detalla los me´todos de evaluacio´n adoptados para obtener los resultados. El disen˜o
de los experimentos, la realizacio´n de los mismos y los resultados obtenidos son la parte central de
este cap´ıtulo. Finalmente se ha llevado a cabo un ana´lisis de resultados con el objetivo de elaborar
conclusiones objetivas y proponer posibles mejoras en la respuesta del sistema.
El cap´ıtulo 4 contiene las conclusiones extra´ıdas del trabajo y posibles l´ıneas de trabajo futuro
a las que este proyecto puede dar paso.
Las referencias consultadas para la elaboracio´n de este proyecto pueden encontrarse al final de la
memoria en la seccio´n Bibliograf´ıa, seguidas por una serie de Anexos que detallan la informacio´n
adicional sobre el proyecto: una descripcio´n de la arquitectura del sistema, informacio´n de los
objetos que conforman el dataset de ima´genes, ma´s resultados de los experimentos, las mejoras
llevadas a cabo y una descripcio´n de la creacio´n de los modelos para cada objeto.
4wiki.ros.org
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Cap´ıtulo 2
Proceso de reconocimiento de
objetos
En este cap´ıtulo se explica todo el proceso desarrollado para reconocer de manera automa´ti-
ca objetos en ima´genes capturadas por una ca´mara RGB-d. Este proceso de reconocimiento lo
podemos dividir en dos grandes etapas:
Una primera etapa, en la cual se procede a crear una base de datos de caracter´ısticas repre-
sentativas a partir de un conjunto de ima´genes de ejemplo de los objetos a reconocer. Esta etapa
consiste en la extraccio´n y organizacio´n de dichas caracter´ısticas.
La segunda etapa, engloba todos los pasos del procesamiento de informacio´n de una nueva
imagen en la que queremos identificar que objetos aparecen. Esta etapa empieza, al igual que la
etapa anterior, con la adquisicio´n de una imagen RGB-d y el ca´lculo de la nube de puntos asociada
a dicha imagen. Sin embargo, lo ma´s normal es que esta imagen, que dispone de informacio´n de
una escena general, pueda contener varios objetos e informacio´n no relevante para sistema. Por lo
cual es muy importante realizar un buen pre-procesado de la imagen antes de pasar al proceso de
reconocimiento.
En el resto de este cap´ıtulo se detalla como representar la informacio´n contenida en una imagen
RGB-d mediante nubes de puntos en la Seccio´n 2.1. Para, a continuacio´n, en la Seccio´n 2.2 explicar
los descriptores de imagen utilizados, que facilitan la tarea de reconocimiento. En la Seccio´n 2.3
se explican las te´cnicas de pre-procesamiento empleadas para, partiendo de una escena cualquiera,
adquirida mediante una ca´mara RGB-d, identificar las regiones candidatas a contener un objeto.
Finalmente, el proceso de reconocimiento del objeto se detalla en la Seccio´n 2.4.
2.1. Representacio´n de la informacio´n
Como se ha indicado, en este proyecto se ha trabajado con sensores RGB-d. Estos sensores son
capaces de capturar, adema´s de la imagen t´ıpica de color RGB, una segunda imagen de profundidad
con la distancia expresada en metros asociada a cada p´ıxel, en la Figura 2.1 se puede ver la imagen
de color RGB y la de profundidad asociada. Y es el hecho de poder an˜adir una tercera dimensio´n
para representar la informacio´n con la que se trabaja, la que implica que ya no es suficiente con
una matriz de p´ıxeles, que representan el color de cada imagen. Para ajustarse a estas necesidades
se ha optado por trabajar con el modelo denominado nube de puntos que se explica a continuacio´n.
2.1.1. Nube de puntos
Una nube de puntos se define como un conjunto de puntos en tres dimensiones, cada uno de
ellos con un color asociado, obtenidos a partir de la informacio´n contenida en las ima´genes de color
y profundidad, como se puede ver en la Figura 2.1, la nube de puntos generada a partir de la
imagen RGB y depth que podemos ver en la Figura 2.2.
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Figura 2.1: Ejemplo de imagen RGB (izquierda) e imagen de profundidad asociada (derecha). Cuan-
to ma´s claro es el valor de la imagen de profundidad ma´s lejos se encuentra el objeto representado
en ese p´ıxel.
Si se quiere conseguir los valores de un p´ıxel, en este nuevo modelo, expresado en coordenadas
de la imagen XY es relativamente sencillo si se cuenta con un mapa de profundidad que indique
en metros la distancia de cada p´ıxel a la ca´mara. Concretamente, para calcular los valores XY de
un elemento [i, j] del mapa de profundidad basta con aplicar las siguientes formulas:
X =
(i− ci) · depth[i, j]
f
Y =
(j − cj) · depth[i, j]
f
(2.1)
Z = depth[i, j]
Siendo ci y cj los ı´ndices del centro de la matriz de profundidad (en caso de que la matriz
fuera de 640x480 elementos, los valores ser´ıan 320 y 240 respectivamente), depth[i, j] el valor de la
profundidad en la posicio´n [i, j] y f la distancia focal, un para´metro propio de la ca´mara con la
que se tome la escena. Adicionalmente, a esta informacio´n se le puede an˜adir los valores de color
que correspondan al elemento [i, j] del mapa de profundidad.
De esta manera cada punto 3D de la escena cuenta con sus coordenadas XY Z y tiene asociado
el color del p´ıxel correspondiente a la imagen RGB.
Figura 2.2: Ejemplo de imagen RGB (derecha) y la correspondiente nube de puntos (izquierda)
obtenida. Se pueden aprecier ciertas formas de los objetos que componen la escena desde este punto
de vista
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2.2. Descriptores de imagen
2.2.1. Introduccio´n
Aunque consideremos que una nube de puntos contiene un u´nico objeto, no es conveniente
trabajar con toda la informacio´n en crudo de cada punto de la nube. Por eso es muy recomendable
realizar un procesamiento previo que extraiga la informacio´n relevante, para que esta pueda ser
procesada de manera eficiente. Esto nos va a permitir trabajar siempre con una cantidad limitada
y fija de datos. Todo este proceso en el que los datos de entrada se reducen para su posterior
utilizacio´n se puede ver como una reduccio´n de la dimensionalidad.
El contenido de una nube de puntos esta´ codificado digitalmente en el valor de cada una de las
unidades mı´nimas de informacio´n que la componen llamadas p´ıxeles. De esta manera los p´ıxeles
representan el nexo de unio´n entre el contenido abstracto de sus valores y las propiedades de una
imagen que entendemos como relevantes para las personas. Una propiedad es una caracter´ıstica
que tiene un objeto, que permite identificarlo y compararlo con otros a trave´s del establecimiento
de semejanzas o diferencias. Un ejemplo de propiedad es color rojo, otro forma triangular, o ser
un objeto de cocina. Las palabras como caracter´ıstica o atributo suelen utilizarse tambie´n para
designar a las propiedades.
Puede pensarse que es mejor tener un nu´mero de caracter´ısticas elevado para poder hacer una
mejor diferenciacio´n, esto es habitualmente falso. Aunque es cierto que incrementando el nu´mero
de atributos (color, forma, textura, etc), la precisio´n con la que las variables de entrada pueden ser
especificadas aumenta, este aumento tambie´n conlleva un crecimiento exponencial de la cantidad
de datos que se necesitan para especificar el conjunto de objetos a reconocer. Este feno´meno se
denomina maldicio´n de la dimensionalidad [15].
Podemos destacar dos procedimientos para reducir la cantidad de informacio´n contenida en la
nube de puntos. El primero consiste en la seleccio´n de atributos, donde simplemente se eligen las
caracter´ısticas ma´s interesantes, desechando el resto. El segundo se basa en la transformacio´n de
caracter´ısticas, donde se crea un nuevo espacio de caracter´ısticas a partir de las variables originales.
Debido a esto, este segundo procedimiento se denomina extraccio´n de las caracter´ısticas. El
uso de un conjunto de caracter´ısticas limitado simplifica tanto la representacio´n de los patrones
como la complejidad del clasificador, lo que hace que el proceso de reconocimiento posterior sea
ma´s ra´pido y utilice menos memoria.
Como respuesta a la necesidad de describir el contenido de la informacio´n de una imagen o
de una nube de puntos de forma objetiva y automatizada, surgen los descriptores de imagen.
Un descriptor, como por ejemplo el color, es un conjunto de propiedades relacionadas entre si.
Estas propiedades son los distintos colores: rojo, azul, amarillo, verde, etc. Puede decirse que los
descriptores son las variables o aspectos observables en los objetos que pueden tomar distintos
valores y las propiedades o caracter´ısticas son cada uno de los distintos valores que puede tomar
la variable.
2.2.2. Tipos de descriptores
Existen diferentes tipos de descriptores de imagen dependiendo del nivel de abstraccio´n de la
representacio´n. Es posible clasificarlos en dos grandes grupos:
Descriptores de informacio´n general: engloban descriptores tambie´n llamados de bajo
nivel, que proporcionan una descripcio´n respecto de la forma, color, regiones, textura y
movimientos presentes en la imagen.
Descriptores de informacio´n de dominio especifico: tambie´n llamados descriptores
sema´nticos, proporcionan informacio´n acerca de los objetos y eventos que constituyen la
escena.
Dentro de los descriptores de informacio´n general, podemos clasificar a los mismos segu´n el nivel
sobre el que actu´an, es decir, sobre que regiones de la imagen realizan las distintas operaciones
para generar los resultados que componen el descriptor.
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Descriptores globales: resumen el contenido de la imagen en un u´nico vector o matriz de
caracter´ısticas. Poseen la ventaja de encapsular una gran cantidad de informacio´n de la ima-
gen requiriendo un pequen˜a cantidad de datos para describirla. A pesar de su simplicidad,
este tipo de descriptores han resultado ser ampliamente utilizados para diferentes tareas de-
bido entre otras cosas a su bajo coste computacional unido a unas prestaciones relativamente
buenas. Un representante de esta clase es el Histograma de color.
Descriptores locales: son utilizados en aquellas tareas en las que una descripcio´n local del
contenido de la imagen resulta ma´s apropiado. Actu´an sobre regiones de intere´s, previamente
calculadas o identificadas, construyendo un vector de caracter´ısticas de esa regio´n que tiene
en cuenta la informacio´n contenida tanto en el punto de intere´s como en la regio´n adyacente
al mismo. Normalmente las regiones descritas se conocen como puntos de intere´s, tambie´n
llamados puntos destacados o keypoints. Sin embargo estas regiones suelen referirse a bordes
o pequen˜as partes de la imagen. El descriptor entonces, esta´ construido por la totalidad de los
vectores de caracter´ısticas calculados. A modo de ejemplo podemos mencionar el descriptor
local SIFT.
Es necesario mencionar que existen diferentes clasificaciones de descriptores, y sin a´nimo de
ser exhaustivos y solamente a modo de ejemplo, se ha elegido la clasificacio´n mencionada ante-
riormente debido a que abarca distintos tipos de descriptores exponiendo las diferentes categor´ıas
o herramientas de descripcio´n en las que se dividen los descriptores de bajo nivel respecto de las
caracter´ısticas de la imagen sobre las que actu´an. A continuacio´n se detallan los descriptores de
imagen elegidos para este proyecto.
2.2.3. Descriptores utilizados
En este proyecto, despue´s de estudiar las opciones disponibles en la literatura y las librer´ıas
de manejo de Kinect, se ha optado por utilizar el descriptor de forma VFH (Viewpoint Feauture
Histrogram) como descriptor principal o discriminante. Para a continuacio´n apoyarnos en otros
descriptores que se complementan mutuamente, el descriptor de textura SURF y el Histograma de
color.
Viewpoint Feature Histogram o VFH
El primero y principal de los descriptores seleccionados para nuestro sistema. Se trata de
un descriptor de datos para nubes de puntos 3D, que codifica geometr´ıa y punto de vista.
Es decir, representa la informacio´n de la nube de puntos de forma ma´s compacta, logrando
capturar sus caracter´ısticas ma´s discriminantes. Este descriptor encaja dentro de los descrip-
tores globales. En concreto, es un histograma calculado por cada imagen, que captura tanto la
forma del objeto como el punto de vista desde donde se toma la imagen. Entre las razones en-
contradas para utilizar este descriptor, resaltan los buenos resultados que muestran sistemas
de reconocimiento estudiados como [16, 17] que utilizan dicho descriptor. Adema´s, al tratarse
de un descriptor global, la memoria necesaria para almacenarlos es muy reducida, pues solo
se calcula un descriptor por objeto, y las operaciones de comparacio´n entre ellos son ra´pidas.
No obstante, para almacenar el modelo de un objeto en la base de datos de caracter´ısticas
de forma efectiva, es necesario almacenar varios de estos descriptores desde distintos puntos
de vista, y de esta manera tener la forma del objeto desde varias perspectivas.
Para calcular este descriptor, primero es necesario calcular las componentes normales de la
nube de puntos, en nuestro caso del objeto. Estas componentes se utilizan en gran variedad
de a´reas y existen numerosos me´todos para calcularlas. Dada una superficie geome´trica, suele
ser trivial inferir la direccio´n de la normal de un punto en dicha superficie como el vector
perpendicular a la superficie en dicho punto. Sin embargo, puesto que las nubes de puntos
representan conjuntos de puntos en la superficie real es necesario usar aproximaciones para
inferir las normales directamente desde el punto de la nube. Para calcular dichas normales
se ha utilizado una funcio´n implementada en la librer´ıa PCL. Para ma´s informacio´n de los
ca´lculos utilizados se puede consultar [17]. En la Figura 2.3 se observa una representacio´n de
las normales de un subconjunto de los puntos de un objeto.
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Figura 2.3: Representacio´n de las normales de un objeto. El objeto, en este caso una jarra, se
muestra como fondo y los vectores de color blanco representan la direccio´n de las normales en un
subconjunto de los puntos de la nube capturada.
Una vez calculadas las componentes normales, se puede calcular el descriptor VFH. Para
ello, se calculan los a´ngulos pan-tilt-yaw entre las normales de cada punto del objeto y las
normales del centroide del objeto, para despue´s plasmar la informacio´n en un histograma.
Concretamente, para cada punto pi del objeto, su componente normal ni y el centroide pc se
calculan los siguientes a´ngulos:
α = v · ni
φ = u · pi − pc
d
(2.2)
θ = arctan(w · ni, u · ni)
Donde u, v y w representan un marco de Darboux 1 elegido en pi. La Figura 2.4 representa la
seleccio´n del marco de Darboux y una representacio´n gra´fica de los tres a´ngulos calculados. A
parte de los datos calculados hasta ahora, que describir´ıan la forma del objeto, el descriptor
incorpora informacio´n sobre el punto de vista desde el que se tomo´ la foto.
Figura 2.4: El descriptor almacena estad´ısticas de los a´ngulos relativos entre las normales de cada
punto a la normal del centroide del objeto. La parte de abajo a la izquierda describe los tres a´ngulos
calculados para un par de puntos de ejemplo.
1En geometr´ıa diferencial de superficies, un marco mo´vil construido en una superficie.
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Esta informacio´n resulta u´til para poder reconocer la orientacio´n en la que se encuentra
el objeto, aplicacio´n interesante en campos como la robo´tica. Para obtener la informacio´n
sobre el punto de vista se calcula un histograma de los a´ngulos que hacen cada componente
normal con el punto de vista central trasladado a dicha normal. La Figura 2.5 representa
gra´ficamente el concepto.
Figura 2.5: Parte de la informacio´n del descriptor VFH se calcula a partir de las estad´ısticas de
los a´ngulos relativos del punto de vista central con cada componente normal de la nube.
Toda esta informacio´n se distribuye en un histograma. En la Figura 2.6 se muestra una
representacio´n de dicho histograma.
Figura 2.6: Ejemplo de un histograma VFH obtenido para un objeto. El histograma se distribuye
o en 60 subdivisiones para cada uno de los tres a´ngulos pan-tilt-yaw, y 128 subdivisiones para la
componente del punto de vista, lo que en total hace un total de 308 componentes.
En la siguiente Figura 2.7 podemos ver dos ejemplos de histograma VFH obtenidos para dos
objetos diferentes.
Figura 2.7: Histogramas VFH de dos de los objetos usados. Se pude apreciar tanto la diferencia en
las componentes de forma, como de punto vista.
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Speed-Up Robust Features o SURF
El siguiente descriptor que se ha decidido emplear es el SURF [18, 19], ya que se trata de uno
de los ma´s empleados y que mejor rendimiento han dado en aplicaciones de reconocimiento
y visio´n por computador. Se trata de un descriptor que trabaja sobre informacio´n de los
gradientes en 2D alrededor de ciertos puntos de intere´s de la imagen, es decir se engloba
dentro de los descriptores locales.
Este detector y descriptor surge como alternativa a los descriptores SIFT [20], descriptores
muy robustos, invariantes a escala y orientacio´n, pero a la vez demasiado complejos como
para realizar aplicaciones de reconocimiento en tiempo real. La principal ventaja frente al
descriptor SIFT es una mayor velocidad de calculo sin producirse perdidas en el rendimiento
del descriptor. Estas mejoras se consiguen mediante la reduccio´n de la dimensionalidad y la
complejidad en el ca´lculo de los vectores de caracter´ısticas de los puntos de intere´s obtenidos,
mientras continu´an siendo suficientemente caracter´ısticos e igualmente repetitivos.
Como ya hemos mencionado, fue desarrollado como un algoritmo capaz de detectar puntos
caracter´ısticos o de intere´s estables en una imagen. Estos puntos presentan cierta invarianza
frente a diferentes transformaciones como translacio´n, escala, rotacio´n, iluminacio´n y transac-
ciones afines. En la Figura 2.8 puede verse el resultado de la extraccio´n de puntos SURF de
un objeto.
Figura 2.8: Puntos SURF encontrados en un objeto perteneciente al dataset de ima´genes.
La estabilidad de los puntos de intere´s es importante debido a que la comparacio´n realizada
entre objetos pertenecientes a dos ima´genes diferentes se lleva a cabo mediante la comparacio´n
de los mismos puntos de intere´s. Sin embargo el problema ma´s destacable de este tipo de
descriptores es que solo son aplicables a objetos con textura. Adema´s toda la robustez que
presenta, tiene un precio, tanto en el coste computacional como en el taman˜o del descriptor,
aunque puede obtenerse con una mayor velocidad que los descriptores SIFT. Para subsanar
alguno de estos inconvenientes, se ha optado por emplear de manera adicional un histograma
de color, para buscar descriptores que se complementen entre si.
Histograma de color
Se ha empleado el histograma color [21], en adelante histograma, como alternativa para los
casos en los que el reconocimiento tiene que abordar objetos que carecen de textura, en donde
el descriptor SURF no pueden ayudarnos. Se trata de un descriptor global que trabaja sobre
informacio´n 2D. Este histograma representa la frecuencia de aparicio´n de cada una de las
intensidades de color en la imagen. El histograma esta compuesto por diferentes rangos que
representan un valor o conjuntos de valores de intensidad de color.
El espacio color se define como un modelo de representacio´n del color con respecto a los valores
de intensidad. La dimensionalidad del espacio de color puede ser de una a cuatro dimensiones,
siendo los espacio ma´s representativos y utilizados los formados por tres componentes o
canales de color. Para este proyecto, se considero´ el espacio de color RGB (Red,Green,Blue),
uno de los ma´s utilizados para este tipo de tareas. El sistema RGB esta formado por los
colores primarios Rojo Verde y Azul con valores entre [0, 1], y cuya mezcla proporcionada
resulta en el color deseado. El sistema RGB utiliza las coordenadas cartesianas como se
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muestra en la Figura 2.9. Pero al tratarse de un sistema muy sensible a cambios de escena
los histogramas obtenidos a partir de este espacio de colores son de poca utilidad.
Por lo tanto, se ha utilizado otro espacio de color que es algo ma´s robusto a cambios de
iluminacio´n, el sistema HSV. El sistema HSV [22] (Hue, Saturation y Value) esta formado
por estas componentes, que se muestran en la Figura 2.9. La componente Value representa la
intensidad del color o brillo, la componente Hue representa lo que se conoce como tonalidad,
y la componente de Saturation representa la densidad del propio color o la pureza. Siendo la
componente Hue la que mayor peso tiene de las tres.
Figura 2.9: Espacios de color : (a) RGB y (b)HSV
La resolucio´n de las distintas componentes no es uniforme, sino que se utiliza un mayor
numero de bits para representar la componente Hue que para las dos restantes. Sin embargo
todas las componentes var´ıan en un rango tambie´n normalizado de entre [0, 1]. El espacio de
color HSV guarda una mayor relacio´n o esta ma´s pro´ximo a la manera que tienen el sistema
de visio´n humano de percibir el color, que el espacio RGB.
Teniendo en cuenta que la descripcio´n del color expuesta esta´ formada por tres componentes,
el histograma de color de una imagen, como descriptor, estara´ formado por la composicio´n de
los distintos histogramas de cada uno de los canales o componentes de color, construyendo
as´ı un u´nico vector. A continuacio´n podemos ver en la Figura 2.10 un representacio´n del
histograma en el espacio de color HSV.
Figura 2.10: Representacio´n del histograma HSV. a) representa la imagen original en el espacio
de color HSV. b)Representacio´n vertical de las tres componentes de color H,S,V de la imagen. c)
representacio´n del histograma de cada una de las componentes de la imagen.
El aspecto ma´s atractivo y ventajoso del histograma es su simplicidad y velocidad de compu-
tacio´n, tanto en la tarea de comparacio´n como en la creacio´n del descriptor. Resulta robusto
frente a pequen˜os cambios de escala o pequen˜os movimientos de los elementos representados
en la imagen y se muestra invariante respecto de la rotacio´n sobre los ejes. Es sencillo y
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compacto; presenta un bajo coste computacional, respecto del taman˜o y tiempo de ca´lculo
as´ı como poca memoria necesaria para almacenarlo.
Sin embargo existen diversos inconvenientes asociados al mismo, como por ejemplo la fal-
ta de consideracio´n de informacio´n espacial de las distribuciones de color. Se trata de un
descriptor que no incluye informacio´n espacial: 2 ima´genes completamente distintas pueden
tener histogramas similares si tienen un numero similar de p´ıxeles de cada color. Adema´s las
variaciones de iluminacio´n pueden alterar el histograma de forma muy significativa.
Al tratarse de un descriptor global es menos representativo que los locales, por lo que el
rendimiento que ofrecen a nivel requerido para identificar un objeto puede ser demasiado
bajo, es por eso que, como en este trabajo, se suele utilizar en combinacio´n con descriptores
adicionales.
2.3. Pre-procesado de la escena
Es posible que no toda la informacio´n recibida del sensor sea u´til para el sistema, ya que los
objetos se encuentran sobre un fondo con ruido, por lo que es necesario realizar un pre-procesado de
los datos antes de realizar la clasificacio´n de los posibles objetos visibles. La etapa de reconocimiento
dada una imagen de test comienza por tanto con el pre-procesado de la escena, la Figura 2.11
muestra un resumen, en el cual, se intenta eliminar la informacio´n no relevante contenida en la
nube de puntos mediante tres pasos: el filtrado del rango de percepcio´n del sensor, la substraccio´n
de planos dominantes y la clusterizacio´n de los puntos restantes. Una vez que se han obtenido las
regiones con posible informacio´n relevante, se pasara´n al algoritmo de clasificacio´n. A continuacio´n
se detallan estos tres pasos de segmentacio´n o pre-procesado de la nube de puntos. Es decir, esta
es la etapa en la que se tratan los datos antes de proceder a su clasificacio´n.
Figura 2.11: Proceso de pre-procesado de una nueva imagen. En la figura se pueden ver las diferentes
etapas que atraviesa la nube de puntos, antes de poder obtener la informacio´n u´til de cada posible
objeto. El resultado al final de este proceso (clusters de p´ıxeles contiguos), es lo que se le entrega
al algoritmo de clasificacio´n de objetos.
2.3.1. Eliminar rango de visio´n
El primer paso del pre-procesado consiste en la eliminacio´n del rango de visio´n del sensor.
El sensor Kinect tiene un rango de visio´n de alrededor 3,5 metros, pero solo vamos a considerar
elementos a menos de 1.1 metros de distancia, ya que supondremos que lo que este ma´s lejos, sera
demasiado pequen˜o para ser reconocido o corresponde con elementos del entorno tipo puertas y
paredes. Adema´s, el sistema robo´tico final podra´ “acercarse” a mirar ma´s de cerca los elementos
que considere. En la siguiente Figura 2.12, se muestra un ejemplo de la captura de una escena, y
la eliminacio´n del rango de visio´n del sensor.
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Figura 2.12: Imagen que representa como queda la escena una vez eliminado el rango de visio´n del
sensor. La imagen superior representa la nube de puntos original. En la imagen inferior la nube de
puntos eliminando todo lo que se encuentra ma´s alla´ de 1.1 metros.
2.3.2. Eliminar planos de fondo
El segundo paso de pre-procesado consiste en el ca´lculo de los puntos pertenecientes a superficies
planas dominantes en la escena, para eliminarlos de nuestros puntos de intere´s (ya que corresponden
a la estructura de la escena: paredes, mesa, suelo,....). Es decir, este paso consiste en una eliminacio´n
o substraccio´n de los planos dominantes. La eliminacio´n de planos suele realizarse mediante un
algoritmo robusto, en nuestro caso el algoritmo Random Sample Consensus [23] o RANSAC. Se
trata de un algoritmo que estima, dado un conjunto de datos, un modelo matema´tico deseado. En
este proyecto, el modelo matema´tico buscado son los planos (suelo, mesa, pared), y el conjunto de
datos, las nubes de puntos de los objetos detectados por el sensor. El principio sobre el que se basa
el algoritmo es sencillo.
Es un algoritmo iterativo, en el que en cada iteracio´n, se elige aleatoriamente un subconjunto
de datos del conjunto total que formaran parte del hipote´tico modelo final. Despue´s se comprueban
los puntos restantes, para saber si encajan en el modelo. La estimacio´n de las iteraciones restante
cambia en cada iteracio´n y significa el nu´mero de intentos necesarios para conseguir un conjunto
en el que todos los datos pertenezcan al modelo con probabilidad K. En este paso los puntos
calculados por el algoritmo RANSAC se eliminan de la nube de puntos final que contienen los
objetos a clasificar. Respecto a las nubes de puntos, puede ocurrir que en el proceso de ca´lculo del
plano, algunos de los puntos de la parte inferior de los objetos pueden ser tomados como parte del
plano. Esto hace que en objetos relativamente planos como pueden ser los libros, cajas ... muchos
puntos del objeto sean eliminados y como consecuencia no se pueda alcanzar el taman˜o mı´nimo
necesario para poder ser detectados. Continuando con la escena de ejemplo, en la Figura 2.13 se
puede ver como queda la escena una vez eliminados los planos dominantes.
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Figura 2.13: En la imagen superior podemos ver la imagen a la que hab´ıamos eliminado el rango
de visio´n. Debajo la misma imagen una vez eliminado el plano dominante, el suelo.
2.3.3. Clusterizacio´n de puntos pertenecientes al mismo objeto
El tercer paso del pre-procesado de la nube de puntos consiste en una “clusterizacio´n” de
la nube de puntos para agrupar los puntos en grupos contiguos que son candidatos a representar
posibles objetos. Si los pasos anteriores se han realizado de manera correcta, la nube de puntos solo
contendra´ conjuntos o grupos de p´ıxeles aislados entre si que no formen un plano. Esta informacio´n
aparentemente desordenada (cada uno de estos grupos tiene una etiqueta en comu´n, que se ocupa
de diferenciar entre los grupos de p´ıxeles), contiene los objetos que se quieren reconocer, adema´s
de ruido u otros elementos de la escena, necesita ser ordenada en clusters y as´ı poder reconocer
cada objeto de forma separada.
Para lograr la agrupacio´n de la informacio´n, se ha optado por utilizar un me´todo de extraccio´n
de clusters eucl´ıdeo. Se trata de un me´todo que divide el modelo de nube de puntos desorgani-
zado P en partes ma´s pequen˜as para reducir el tiempo de procesamiento de P significativamente.
La implementacio´n del modelo se lleva a cabo mediante el uso de de una subdivisio´n del espacio
3D en una rejilla, utilizando cajas de un taman˜o fijo, o algo ma´s general, una estructura de datos
octree2. Esta representacio´n en particular es muy ra´pida de construir y es u´til en situaciones en las
que o bien se necesita una representacio´n volume´trica del espacio ocupado, o los datos resultantes
en cada caja 3D (u hoja octree) puede ser aproximada con una estructura diferente. En un sentido
ma´s general, se puede hacer uso de los vecinos ma´s cercanos y poner en pra´ctica una te´cnica de
clustering que esencialmente es similar a un algoritmo de relleno 3.
Supongamos que tenemos una nube de puntos con una mesa y objetos sobre ella. Queremos
encontrar y procesar los clusters individuales de los posibles objetos situados sobre el plano. Su-
poniendo que se utiliza un estructura kd-tree4 para encontrar los vecinos ma´s cercanos, los pasos
del algoritmo ser´ıan:
2Un octree es una estructura de datos basada en a´rbol para la gestio´n de datos 3D dispersos. Cada nodo interno
tiene exactamente ocho hijos
3Determina el a´rea formada por elementos contiguos en una matriz multidimensional
4Un kd-tree es una estructura de datos utilizado en informa´tica para la organizacio´n de un nu´mero determinado
de puntos en un espacio de dimensiones k.
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1. Crear una representacio´n con un Kd-tree para la nube de puntos de entrada P ;
2. Crear una lista de cluster C, y una cola de puntos que necesitan ser comprobados Q ;
3. Despue´s, para cada punto pi ∈ P realizar los siguientes pasos:
An˜adir pi a la cola actual Q ;
Para cada punto pi ∈ Q :
• Buscar el conjunto de P ik de vecinos de pi en una esfera con radio r < dth;
• Para cada vecino pki ∈ P ki ; comprobar si el punto ya ha sido procesado, y si no
an˜adirlo a Q.
Cuando la lista de todos los puntos en Q se ha procesado, an˜adir Q a la lista de clusters
C y limpiar la cola Q deja´ndola vac´ıa
4. El algoritmo termina cuando todos los puntos pi ∈ P han sido procesados y son ahora parte
de la lista de clusters de C.
Una vez acabado este proceso, es conveniente nuevamente, eliminar aquella informacio´n que
no vaya a servirnos. De lo que se trata es de ignorar los cluster demasiado pequen˜os o demasiado
grandes, los primeros, porque lo ma´s probable es que sean producto del proceso de la eliminacio´n
de planos; mientras que los segundos sean de un taman˜o superior a los objetos que queremos
reconocer. En la Figura 2.14 se puede ver el resultado del proceso de clusterizacion.
Figura 2.14: Objetos de la escena ya clusterizados. Debajo el resultado de agrupar la imagen, donde
cada tonalidad representa un cluster distinto.
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2.4. Clasificacio´n de una imagen
Esta seccio´n presenta las dos fases de las que se compone el me´todo de clasificacio´n, la fase de
entrenamiento o aprendizaje y la fase de consulta o test. Cada fase se puede desglosar en varios
apartados.
2.4.1. Fase de entrenamiento
En esta fase, el sistema es entrenado con diferentes instancias de cada objeto, que le permitan
reconocer un objeto diferente de una misma clase ma´s adelante durante la fase de consulta. En
esta fase de entrenamiento se deben atender los siguientes aspectos:
Figura 2.15: Fases en las que se divide el proceso de clasificacio´n de una imagen. En esta imagen
se resalta la fase de entrenamiento.
Recopilacio´n de datos. Hay que tener en cuenta cual va a ser el campo o criterio de
clasificacio´n, es decir, que tipo de clases se van reconocer y clasificar. Los dataset son muy
diferentes en funcio´n de lo que se quiera clasificar: objetos, personas, palabras, etc. Estos
presentan una organizacio´n estructurada en forma de a´rbol, donde cada rama del dataset
es una clase fa´cil de reconocer y las hojas son los diferentes objetos, que a su vez tienen
otras ramas que pueden contener instancias. En internet podemos encontrar varios dataset
en funcio´n del campo de aplicacio´n en el que queremos evaluar el clasificador. Por ejemplo
Caltech 1015, Warehouse google6 incluso otra opcio´n puede ser la creacio´n de un dataset
propio.
Ma´s adelante, en la seccio´n 3.2.2, se describe el dataset de ima´genes elegido, compuesto por
una gran variedad de clases de objetos, que pueden verse en detalle en el Anexo C. En la
Figura 2.15 este punto se corresponde con las ima´genes de referencia.
5www.vision.caltech.edu
6sketchup.google.com/3dwarehouse.
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Creacio´n de los modelos y eleccio´n de la representacio´n adecuada. Una vez que se
ha elegido que´ datos se van a emplear, hay que considerar que´ tipo de caracter´ısticas pueden
representar a una clase de manera correcta, o dicho de otra forma, cua´les van a ser los
descriptores, para poder generar los modelos que aglutinen la informacio´n. Por ejemplo, si se
necesita clasificar entre una manzana verde y otra roja, el color ser´ıa un descriptor acertado,
mientras que si tenemos que discernir entre una silla y un vaso la forma o el taman˜o ser´ıa lo
ma´s adecuado. Una vez que se ha seleccionado una serie de caracter´ısticas habra´ que disen˜ar
o elegir que me´todo de clasificacio´n se va a utilizar.
Como ya se ha explicado en la Seccio´n 2.2.3 los modelos para cada uno de los objetos que
utilizaremos estara´n formados por un conjunto de descriptores (VFH, SURF, e Histograma
de color). En el Anexo F se puede ver el proceso de creacio´n de los modelos.
Entrenamiento del clasificador Por u´ltimo, una vez realizados los pasos anteriores, se
selecciona un conjunto de ejemplos del dataset, que llamaremos de referencia o entrenamien-
to. Estos datos junto con sus descriptores o caracter´ısticas correspondientes, se utilizan para
construir el modelo de referencia, es decir, “entrenar” nuestro clasificador. Esta informacio´n
se almacena para poder clasificar nuevos ejemplos en las diferentes clases de intere´s. A estos
datos de “referencia” almacenados, los podemos denominar base de datos de caracter´ısticas.
2.4.2. Fase de consulta
Concluida la fase de entrenamiento, se puede ejecutar y evaluar la fase de consulta del recono-
cedor. Por cada nueva imagen a reconocer, el sistema extrae sus descriptores o caracter´ısticas, para
luego evaluar la similitud respecto al modelo aprendido almacenado, decidiendo en nuestro caso
que imagen de referencia presenta mayor similitud y asignando al test la clase de dicho ejemplo de
referencia. Es decir, nuestro clasificador esta basado en un sistema “nearest neighbour”.
En la Figura 2.16, en la fase de consulta, se pueden ver las dos partes ma´s importantes de esta
fase: el Algoritmo de Bu´squeda (similitud) y el Algoritmo de Decisio´n.
Figura 2.16: Fases en las que se divide el proceso de clasificacio´n de una imagen segu´n el ”vecino
mas cercano”. En esta imagen se resalta la fase de consulta.
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2.4.2.1 Evaluacio´n de similaridad de la nueva imagen y nuestro modelo
Una vez que se ha decidido co´mo va a representarse la informacio´n de las ima´genes, el siguiente
paso natural es el de decidir que´ medida de similitud se va a utilizar. Elegir de forma adecuada la
medida de similitud que mejor se ajuste a las necesidades del problema es de gran importancia, ya
que el comportamiento del sistema puede variar dependiendo de la medida utilizada.
Bu´squeda del vecino ma´s cercano
Nuestro sistema de clasificacio´n se basa en la bu´squeda del vecino o vecinos ma´s cercanos a
la nueva imagen dentro de nuestra informacio´n de referencia. Por lo tanto, debemos comparar
los descriptores de la imagen de test con todos los descriptores de las ima´genes de referencia,
Figura 2.17, obteniendo un nu´mero de correspondencias para cada imagen, segu´n lo similares que
sean los descriptores de cada una de ellas. La imagen de referencia con ma´s correspondencias
sera´ considerada la ma´s similar.
Figura 2.17: Representacio´n del algoritmo de bu´squeda del vecino ma´s cercano. Las caracter´ısticas
de la imagen de test se comparan con las caracter´ısticas de las ima´genes de referencia, obteniendo
como resultado aquella imagen de referencia donde se encuentren mas correspondencias con la
imagen de test.
Se ha empleado para la bu´squeda de correspondencias el algoritmo de Bu´squeda aproximada;
al presentar unos resultados aceptables [13]. La eleccio´n de este algoritmo implica que en la fase
de entrenamiento se genere una estructura para ordenar los datos, los kd-trees [24]. La ventaja de
este algoritmo es la disminucio´n del coste de co´mputo, aunque no puede garantizar encontrar la
solucio´n o´ptima.
Un kd-tree o k dimensional tree, es una estructura de datos de particionado del espacio que
organiza los puntos en un espacio eucl´ıdeo de k dimensiones, los kd-tree son un caso especial de
a´rboles BSP 7. Se trata de un a´rbol de bu´squeda binaria al que se le imponen unas limitaciones.
Los kd-tree son muy u´tiles para las bu´squedas de un rango o las bu´squedas del vecino ma´s cercano.
En nuestro caso estamos trabajando con nubes de puntos tridimensionales, por lo que la dimensio´n
7Binary Space Partitioning es un me´todo para subdividir de forma recursiva un espacio en conjuntos convexos
por hiperplanos
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de nuestros kd-trees sera´ igual a tres, en la Figura 2.18 podemos ver una representacio´n. Cada
nivel del kd-tree se divide a su vez en hijos a lo largo de una dimensio´n especifica, utilizando un
hiperplano que es perpendicular al eje correspondiente. En la ra´ız del a´rbol en la que se dividieron
todos los hijos sobre la base de la primera dimensio´n (por ejemplo, si la primera coordenada de la
dimensio´n es menor que la ra´ız sera´ en el sub-a´rbol de la izquierda y si es mayor que la ra´ız, sera en
el sub-a´rbol de la derecha). Cada nivel en el a´rbol se divide en la siguiente dimensio´n, volviendo a la
primera dimensio´n cuando todos los dema´s se han agotado. Se repite el proceso en los sub-a´rboles
de la izquierda y de la derecha hasta que el u´ltimo a´rbol particionado este compuesto solo por un
elemento.
Figura 2.18: Representacio´n de un kd-tree tridimensional y sus divisiones espaciales asociadas
Esta te´cnica sirve para comparar ima´genes representadas tanto con descriptores globales como
locales, la diferencia radica en co´mo medir la distancia entre descriptores. A continuacio´n se explica
con ma´s detalle cuales han sido las medidas utilizadas, dependiendo de la naturaleza del descriptor.
Bu´squeda del vecino ma´s cercano con descriptores locales
Para medir la distancia entre los descriptores locales, el SURF en nuestro caso, se ha aplicado
la distancia eucl´ıdea. No se ha estudiado una medida ma´s compleja ya que el nu´mero de
descriptores a comparar puede ser muy grande, as´ı como las componentes de cada descriptor,
por lo que una medida ma´s compleja resultar´ıa en un tiempo de co´mputo demasiado elevado.
Esta medida puede obtener correspondencias incorrectas entre las ima´genes, por lo que puede
ser recomendable an˜adir un paso de estimacio´n robusta con el objetivo de eliminar dichas
correspondencias erro´neas. El algoritmo RANSAC (RAndom SAmple Consensus) [23] es
un buen me´todo para conseguirlo. Ya que mediante la restriccio´n geome´trica que an˜ade
consigue rechazar las correspondencias que no sean consistentes con el modelo geome´trico
de la escena. Aunque aplicar el algoritmo RANSAC supone una importante mejora en los
resultados basados en la bu´squeda del vecino ma´s cercano, no siempre es aconsejable utilizarlo,
pues su coste de co´mputo es elevado y supone un notable incremento en el tiempo de ejecucio´n.
Bu´squeda del vecino ma´s cercano con descriptores globales
En el caso de utilizar los descriptores globales, como el nu´mero de comparaciones es menor,
solo hay un descriptor por imagen que comparar, se ha evaluado el uso de una distancia ma´s
compleja y robusta que la eucl´ıdea, la te´cnica Earth Mover’s Distance[25] (EMD).
Conceptualmente, la distancia EMD se define como la cantidad de trabajo que llevara encajar
la forma de un histograma en la del otro. Calcular esta distancia se basa en resolver el
conocido problema de transporte Monge-Kantorovich [26]. Esta te´cnica se ha escogido para
ser utilizada como medida de similitud entre los histogramas de color. Se ha elegido esta
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medida porque el concepto se ajusta muy bien a las necesidades de los problemas, ya que la
EMD es una medida de distancia entre histogramas, en vez de emparejamiento. Esto resulta
muy u´til ya que histogramas de color del mismo objeto pero en diferentes escenas pueden
sufrir cambios de iluminacio´n, lo que causa un desplazamiento de dichos histogramas, pero
manteniendo la misma “forma”.
2.4.2.2 Algoritmo de decisio´n: clase asignada a la nueva imagen
La creacio´n de la lista de candidatos es un paso muy importante, pues hay que asegurar que en
ella este´ contenido el objeto al que corresponde el cluster que se esta´ reconociendo, aunque debido
a ello se introduzcan ma´s candidatos. Los siguientes pasos que evalu´an otros descriptores ya se
encargara´n de pulir la decisio´n. Por tanto, la lista de candidatos, definida como LC, contiene una
serie de instancias similares al cluster que se esta´ intentando reconer. La lista se crea de la siguiente
manera: una vez extra´ıdo el descriptor VFH del cluster que estamos evaluando de la imagen de
test, y calculada la distancia Chi-cuadrado entre este cluster y los ejemplos de la base de datos, se
eligen los n vecinos ma´s cercanos de la base de datos. De entre estos vecinos se incluyen en la lista
todos los objetos cuya distancia d cumplan estas condiciones:
d < 3mindist si mindist ≤ 20
d < 2mindist ∧ d < 100 si mindist > 20
Siendo mindist la distancia del primer vecino ma´s cercano. Es muy posible que un mismo objeto
de la base de datos corresponda a varios de los vecinos ma´s cercanos que cumplen las condiciones
arriba expuestas, pero solo conviene guardar una distancia por objeto en esta lista de candidatos.











Siendo dji la j -e´sima mejor distancia Chi-Cuadrado del objeto i, rep i el numero de veces que el




3, si repi ≥ 3
repi, si repi < 3
(2.4)
Esta distancia almacenada es la media de hasta las tres mejores distancias, pero se le resta un
1 % a esa distancia para cada vez que se repita el objeto, para premiar la repeticio´n.
Siguiendo con el diagrama de funcionamiento del sistema, descrito en el Anexo B, una vez
extra´ıdas las caracter´ısticas SURF de los elementos de la lista de candidatos, para los que resulten
como objetos con textura, ya que se encontraron suficientes puntos SURF, se almacena la mejor






Siendo Matchesij el nu´mero de correspondencias entre las ima´genes i y j, y NumDesci el
nu´mero de descriptores extra´ıdos la imagen i.
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En una segunda etapa se calcula una medida de similitud global, normalizada entre cero y uno,
que indica como de parecido es cada candidato al cluster que se esta´ evaluando. Dado un candidato
v, esta medida de similitud la definimos como Pond(v)→ (0, 1).
Con todas las medidas calculadas, se procede a elegir el objeto y la clase que mejor representan
















Donde C(v) se define como la clase que representa la instancia v y O(v) denota el objeto que
representa la instancia v.
Denotamos mediante Ok al conjunto de instancias de la lista de candidatos que representan al
objeto k,
Ok = {v ∈ LC|O(v) = k}, (2.7)
y de manera analoga, Ck, representa el conjunto de objetos de la lista de candidatos que representan
a la clase k,
Ck = {v ∈ LC|C(v) = k}. (2.8)
Por ejemplo, si k se refiere a apple 1, Ok denota el conjunto de candidatos que son instancias de
apple 1, mientras que Ck se refiere a la clase apple.
Teniendo esto en cuenta, la probabilidad de que el objeto de query se corresponda con el objeto











Para determinar el rendimiento del sistema se han llevado a cabo una serie de experimentos que
permitan conocer su comportamiento. En esta seccio´n se van a presentar aquellos experimentos
que mejor caracterizan el rendimiento del sistema.
3.1. Me´todos de evaluacio´n
En la clasificacio´n de objetos, una imagen se clasifica de acuerdo a su contenido visual. Existen
muchas me´tricas para conocer distintos aspectos de un sistema de clasificacio´n. En este proyecto
vamos a utilizar algunas de las me´tricas de evaluacio´n ma´s utilizadas en el a´mbito cient´ıfico para
evaluar la calidad de un clasificador.
3.1.1. Matriz de confusio´n
La matriz de confusio´n se utiliza habitualmente en el aprendizaje supervisado para mostrar la
relacio´n entre las clases reales y las clases predichas por un sistema de clasificacio´n. En la Figura
3.1 se muestra el esquema de representacio´n de una matriz para una clasificacio´n binaria:
Figura 3.1: Tabla de confusio´n. Contiene la informacio´n acerca de las clasificaciones actuales y
predicciones hechas por el sistema
Las filas representan la clase real de un objeto mientras que las columnas representan la clase
predicha por el clasificador. En este contexto distinguimos cuatro posibles resultados de la clasifi-
cacio´n:
Verdadero positivo (VP) es la prediccio´n correcta de una muestra positiva; por
ejemplo, un objeto que es una taza el clasificador lo ha identificado como una taza.
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Falso negativo (FN) es la prediccio´n incorrecta de una muestra positiva; siguiendo
con el ejemplo, una taza que el clasificador no ha sido capaz de identificar como tal.
Falso positivo (FP) es la prediccio´n incorrecta de una muestra negativa; por ejemplo,
un objeto que NO es una taza el clasificador la identificado como una taza.
Verdadero negativo (VN) es la prediccio´n correcta de una muestra negativa; un
objeto que NO es una taza, el clasificador lo identifica como que NO es una taza.
Las entradas de la matriz contienen el nu´mero de VPs, FNs, FPs y VNs de un sistema de
clasificacio´n. Utilizando los valores contenidos en esta matriz se pueden calcular indicadores de la
calidad del proceso de reconocimiento.
3.1.2. Precision-Recall
Estos coeficientes son medidas utilizadas para evaluar los sistemas de reconocimiento, y cuyos
valores vienen determinados de la siguiente manera: entie´ndase Precision como cuantos de los
clasificados positivamente son realmente ciertos, y se calcula usando la expresio´n:
Precision =
V P
V P + FP
Mientras que la medida Recall, o sensibilidad traducido al castellano, viene a describir la propor-




V P + FN
A continuacio´n presentamos un pequen˜o ejemplo para poder ver como se entienden estos con-
ceptos en el escenario desarrollado. Nuestro clasificador ha sido entrenado para distinguir entre las
clases manzana, con objetos apple 1 apple 2 y pelota, con objetos ball 1 y ball 2. Asumiendo un
ejemplo de 20 consultas a la base de datos, correspondientes a los siguientes objetos: 5 apple 1, 10
apple 2, 10 ball 1 y 12 ball 2, el resultado de la matriz de confusio´n de las pruebas es:
Clasificado como
apple 1 apple 2 ball 1 ball 2
Realmente es
apple 1 4 1 0 0
apple 2 6 3 1 0
ball 1 0 0 7 3
ball 2 0 0 0 12
Tabla 3.1: Matriz de confusio´n.
En esta matriz de confusio´n todas las respuestas correctas se encuentran en la diagonal de
la tabla, por lo que es fa´cil de inspeccionar visualmente los errores cometidos por el clasificador,
representados por valores distintos de cero fuera de la diagonal. En la Tabla 3.1 podemos ver que
el sistema distingue bien entre ball 2 y el resto de objetos.
En el caso del objeto apple 1, de las cinco consultas sobre dicho objeto, el sistema ha clasificado
cuatro correctamente y una de las muestras de manera erro´nea (correspondiente al elemento de la
primera fila y segunda columna). Mas en detalle, la tabla de confusio´n, Tabla 3.2, para el objeto
apple 1 es:
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4 Verdaderos Positivos
(4 apple 1 que fueron
clasificadas como apple 1)
1 Falso negativo (1 apple 1 que fue
marcada como apple 2)
6 Falsos Positivos ( 6 apple 2 que
fueron clasificados como apple 1 )
28 Verdaderos Negativos (todas las
instancias restantes clasificadas como
NO apple 1)
Tabla 3.2: Tabla de confusio´n para el objeto apple 1 y la clasificacio´n obtenida en la Tabla 3.1
3.2. Disen˜o de los experimentos
3.2.1. Entorno de desarrollo
Como se menciono´ en la Seccio´n 3.1, todo el proyecto ha sido desarrollado sobre el framework
de desarrollo en robo´tica ROS. Tambie´n se han empleado un conjunto de herramientas y librer´ıas,
como OpenCV , OpenNI y PCL, de cara´cter open source y de fa´cil integracio´n en ROS. El entorno
empleado se muestra esquematizado en la Figura 3.2.
Figura 3.2: Esquema de comunicacio´n entre el sistema y el sensor RGB-d empleado. El interfaz
OpenNI simplifica la tarea al usuario, proporcionando un conjunto de funciones que hacen que
todo el proceso de control de la ca´mara sea transparente.
Los elementos utilizados para el desarrollo de los experimentos son:
Sensor Kinect
El sensor Kinect es un dispositivo hardware que es capaz de obtener ima´genes 3D com-
primiendo color y profundidad. Cuenta con una ca´mara RGB, un sensor de infrarrojos, y
micro´fonos. En el Anexo A se detallan ma´s caracter´ısticas.
OpenNI (Open Natural Interaction)
De las diferentes librer´ıas que existen para obtener y transmitir informacio´n del sensor Kinect
se ha buscado la que ofrece una mejor compatibilidad con ROS.
Finalmente se ha optado por utilizar OpenNI, porque tiene un gran rendimiento, y propor-
ciona capacidades al sensor, incluyendo registro de RGB y profundidad (no requiere de una
calibracio´n previa), adema´s de soportar diferentes resoluciones de profundidad y color. El
principal objetivo de OpenNI es crear una API esta´ndar que permita la comunicacio´n entre
los dispositivos de entrada de informacio´n y la aplicacio´n o sistema que los recibe.
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ROS (Robot Operating System)
A pesar de su nombre, ROS no es un sistema operativo propiamente dicho (de hecho funciona
sobre otro sistema operativo que hace de “host”, normalmente linux), sino ma´s bien un meta-
sistema o una infraestructura de desarrollo, despliegue y ejecucio´n de sistemas robo´ticos, que
cuenta con un gran nu´mero de repositorios que ofrecen paquetes software de todo tipo, para
robots.
ROS provee de un mecanismo de comunicaciones (middleware) distribuido entre nodos del
sistema robo´tico. Entie´ndase un nodo como cualquier pieza de software del sistema (desde
un algoritmo SLAM hasta un driver para el manejo de un motor). Estos nodos se comunican
entre ellos mediante mecanismos de paso de mensajes RPC o Publish/Subscribe, Service
lookup, etc. Y permite crear arquitecturas P2P de componentes robo´ticos distribuidos.
Uno de los principales motivos por los que se ha decidido implementar el sistema de clasi-
ficacio´n utilizando ROS es su popularidad en el mundo cient´ıfico. De esta manera se puede
facilitar la diseminacio´n del algoritmo de reconocimiento desarrollado en este proyecto y la
posibilidad de integrarlo en otros sistemas, gracias a la modularidad que brinda ROS.
OpenCV (Open Source Computer Vision Library)
OpenCV es una librer´ıa de funciones, escritas en C/C++, para realizar tareas de procesa-
miento de ima´genes y visio´n computacional, que van desde lo mas ba´sico (acceso a p´ıxeles
individuales, despliegue en pantalla, dibujo de formas geome´tricas) hasta lo ma´s avanzado
(filtrado, deteccio´n de bordes, transformaciones geome´tricas).
Figura 3.3: Comunicacio´n entre ROS y OpenCV. ROS permite un fa´cil formateo de informacio´n.
Como muestra la Figura 3.3, ROS cuenta con mecanismos que permiten convertir la infor-
macio´n y poder procesarla en OpenCV.
PCL (Point Cloud Library)
Point Cloud Library (PCL) es otra librer´ıa, en este caso para el procesamiento de nubes de
puntos, cuyo propo´sito es acelerar los algoritmos 3D de percepcio´n para el uso en aplicaciones
robo´ticas. El framework PCL contiene numerosos algoritmos como filtering, surface recons-
truction, registration, model fifting y segmentation, por nombrar algunos. De igual manera
se ha empleado PCL debido a su fa´cil integracio´n en ROS y a su gran popularidad en el
procesamiento de nubes de puntos.
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3.2.2. Dataset de ima´genes
El dataset de ima´genes que se ha empleado en este proyecto es uno de los mas referenciados
a nivel mundial en la comunidad investigadora1, el cual esta´ formado por un gran conjunto de
objetos de uso cotidiano. Los objetos se encuentran organizados en 51 categor´ıas, que han sido
dispuestas usando WordNet2. El conjunto de datos ha sido obtenido grabando con una ca´mara
RGB-d Kinect, las capturas se han sincronizado y alineado a 640x480 p´ıxeles RGB e ima´genes de
profundidad a 30Hz. Cada objeto cuenta con capturas de secuencia de video sobre una rotacio´n
entera, la Figura 3.4 es un ejemplo. Para cada objeto hay 3 secuencias de video, cada una grabada
desde una altura diferente de modo que el objeto se ve desde diferentes a´ngulos
Figura 3.4: Mu´ltiples vistas de un caja de cereales, pertenecientes a una secuencia de video.
A diferencia de otros dataset de ima´genes existentes, como Caltech 1013 o IMAGEnet4, los
objetos de este dataset se organizan en clases, objetos y lo que hemos denominado instancias
(correspondientes a los frames de cada secuencia de video). Una clase es, por ejemplo, lemon, un
objeto de esa clase es lemon 2, y una instancia del objeto lemon 2 es lemon 2 8. En los otros,
la clase pelota, por poner un ejemplo, contiene ima´genes de muchas pelotas diferentes, y no hay
manera de saber si dos ima´genes contienen la misma pelota, mientras que el dataset de ima´genes
RGB-d la clase pelota se divide en instancias u´nicas, como pelota roja o pelota amarilla. La Figura
3.5 muestra algunos ejemplos de objetos que estan incluidos en el dataset de ima´genes.
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En la Figura 3.6 se puede ver un ejemplo de como una clase, en esta caso apple, esta´ dividida
en varios objetos que van desde apple 1 hasta apple 5. Cada objeto a su vez lo podemos dividir en
cada uno de los frames de las secuencias de video, que denominamos instancias, apple 5 65. En el
Anexo C se detallan todo las clases que conforman el dataset.
Figura 3.6: Ejemplo de una instancia de cada objeto de la clase apple.
3.2.3. Base de datos de caracter´ısticas
Una vez que se ha elegido el dataset de ima´genes, se procede a generar un modelo para cada
una de las ima´genes de cada instancia que van a componer la base de datos que se utilizara´ como
referencia en el sistema de reconocimiento. Cada modelo consta de un conjunto de descriptores
VFH, que sirven para describir su forma desde varios puntos de vista, un conjunto de histogramas
de color y si el objeto tuviera textura, se obtendr´ıan sus descriptores SURF. En el Anexo F se
detallan los pasos de extraccio´n de los descriptores para crear los modelos. La creacio´n de una
base de datos de caracter´ısticas a partir de un dataset de ima´genes, adema´s de permitir extraer la
informacio´n ma´s representativa y u´til de cada objeto, tambie´n permite reducir el taman˜o que ocupa
esta informacio´n. En la Tabla 3.3 podemos ver el espacio que ocupa la informacio´n proporcionada
por el dataset de ima´genes(para cada instancia de cada objeto tenemos un archivo con la nube de
puntos, otro con la imagen 2D mı´nima, otro con la ma´scara mı´nima y otro con la profundidad); y
la informacio´n que es u´til para nuestro sistema, almacenada en la base de datos de caracter´ısticas
(una vez generados los modelos para cada instancia).
Espacio en GB Numero de ficheros
Dataset de ima´genes 70 1,113,000
Base de datos de caracter´ısticas de referencia 2,4 617,000
Tabla 3.3: Tabla comparativa de nu´mero de ficheros que conforman el dataset de ima´genes y la
base de datos de caracter´ısticas, as´ı como el espacio que ocupan.
3.2.4. Proceso de clasificacio´n
3.2.4.1 Fase de entrenamiento
A partir de la base de datos de caracter´ısticas obtenida empleando todo el dataset de ima´genes,
se ha procedido a generar otras bases de datos de caracter´ısticas ma´s reducidas, y que vendra´n
determinas por un para´metro, que hemos denominado step. Este para´metro nos ha permitido
realizar un muestreo de los modelos que conforman la base de datos de caracter´ısticas en cada uno
de los training-set.
Denominamos training-set a cada uno de los conjuntos que se emplean en esta fase. Estos
conjuntos esta´n formados por una base de datos de caracter´ısticas, cuyo contenido se obtiene
de la base de datos de caracter´ısticas principal, y cuyo taman˜o var´ıa en funcio´n del para´metro
anteriormente mencionado step. En el Anexo E se da una explicacio´n ma´s detallada con ejemplos.
training-set 1 : Para este primer conjunto, la base de datos esta´ formada por todos los
descriptores VFH de cada instancia de cada objeto de la base de datos de caracter´ısticas
tomados de 1 en 1, es decir esta´ formada por todos los descriptores VFH.
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training-set 2 : La base de datos esta´ formada por los descriptores VFH seleccionados de 2
en 2. Es decir, se emplea u´nicamente solo la mitad de los descriptores VFH contenidos en la
base de datos de caracter´ısticas
training-set 3 : La base de datos esta´ formada por todos los descriptores VFH de la base
datos de caracter´ısticas tomados de 10 en 10, en este caso solo se contara´ con la de´cima
parte de los descriptores. Esta reduccio´n en el nu´mero de descriptores seleccionados se lleva
a cabo buscando obtener un equilibrio entre el nu´mero de modelos empleados y la precisio´n
del sistema.
training-set 4 : La base de datos de este conjunto solo cuenta con la vige´sima parte de los
descriptores VFH (unos 10420 elementos). Para este u´ltimo caso el nu´mero de descriptores
VFH para cada objeto es de entre 30 a 40.
Los descriptores SURF e Histograma de color u´nicamente se cargan cuando se dispone de la
lista de posibles candidatos en la fase de consulta.
3.2.4.2 Fase de consulta
Se van a realizar tres experimentos mediantes los cuales se pretende estimar el grado de res-
puesta del sistema de clasificacio´n, analizando en un primer lugar su coste computacional, para a
continuacio´n evaluar la calidad de respuesta del mismo.
Experimento 1: Evaluacio´n del sistema de reconocimiento utilizando escenas
sencillas.
Se denominan escenas sencillas porque se tratan de escenas recortadas y preparadas sin
apenas ruido. En la figura 3.7 se pueden ver un par de ejemplos.
Figura 3.7: Ejemplos de lo que se ha considerado escena simple. Puede observarse que apenas tienen
planos que eliminar ni ruido de fondo.
Evaluaremos nuestras te´cnicas en dos niveles, a nivel de categor´ıa o clase y a nivel de objeto. El
reconocimiento y deteccio´n a nivel de clase implica clasificar los objetos como pertenecientes
a una misma clase. Mientras que el reconocimiento y deteccio´n a nivel de objeto consiste en
identificar si un objeto es el mismo objeto que se hab´ıa visto anteriormente.
La capacidad de reconocer y detectar objetos en ambos niveles es importante si queremos
utilizar este sistema de reconocimiento en el contexto de tareas robo´ticas aplicadas a servi-
cios. Por ejemplo, la identificacio´n de un objeto como un taza de cafe´ gene´rica o una taza de
cafe´ amarilla puede tener implicaciones diferentes segu´n el contexto.
Para este experimento se hara´ uso en la fase de entrenamiento del sistema de los cuatro
traning-set. En la fase de consulta se seleccionara´n dos subconjuntos independientes. Uno
que denominaremos, subconjunto A, en el que las escenas etiquetadas con ı´ndice par sera´n
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las que conformen la base de datos de modelos de la fase de entrenamiento. Y otro que deno-
minaremos,subconjunto B, en el que las escenas esta´n etiquetadas con ı´ndice impar, cuyos
descriptores no formara´n parte de la base de datos caracter´ısticas de la fase de entrenamiento.
Para cada subconjunto se obtendra´n de forma aleatoria 10 instancias de cada objeto del
dataset de ima´genes, teniendo un total 2970 objetos a evaluar (el dataset de ima´genes esta
formado por 51 clases y 297 objetos). A la vez que se realicen estas pruebas, tambie´n se
evaluara´ el coste computacional del sistema.
Experimento 2 : Evaluacio´n y comparacio´n de la respuesta del sistema de re-
conocimiento base con la del sistema de reconocimiento propuesto ante escenas
sencillas (con el pre-procesado ya realizado).
Para el siguiente experimento se va a realizar la evaluacio´n del sistema haciendo uso en la
fase de entrenamiento de clases obtenidas del dataset(emplearemos los training-set 3 y 4, la
justificacio´n de esta eleccio´n responde a los buenos resultados obtenidos en el Experimento
1 3.3.2) mientras que la fase de consulta estara´ formada por un conjunto de escenas, que
contienen un solo objeto, capturados mediante el sensor Kinect, y preparadas para contener
la menor cantidad de ruido.
Algunos de los objetos de las escenas s´ı que pertenecen a algunas de las clases que conforman
el dataset, mientras que otros no. En la Figura 3.8 podemos ver dos objetos de la misma clase,
lata de comida, pero tenemos otros casos en los que el objeto a identificar no esta´ presente
dentro del “conocimiento” del sistema, y es ah´ı donde radica lo interesante del experimento.
Figura 3.8: Ejemplo de objeto de dataset y objeto capturado.
Para este segundo test se cuenta con 32 clases a evaluar y 10 objetos por clase, lo que hacen
un total de 320 objetos a evaluar.
Experimento 3: Evaluacio´n y comparacio´n de la respuesta del sistema de re-
conocimiento base con la del sistema de reconocimiento propuesto ante escenas
cotidianas complejas.
Una vez evaluada la respuesta del sistema de reconocimiento, tanto el sistema de reconoci-
miento base como para el desarrollado, ante escenas ya recortadas y pre-procesadas; vamos
a proceder a su evaluacio´n ante escenas ma´s complejas. Esto nos va a permitir evaluar la
respuesta del sistema de reconocimiento desarrollado, del sistema de reconocimiento base y
de manera secundaria obtener informacio´n sobre posibles carencias del sistema a lo largo de
las distintas fases de pre-procesado de la escena. Estas escenas van desde muy simples a ma´s
complejas, an˜adiendo grados de dificultad como oclusio´n de objetos o poca separacio´n de las
superficies. En la Figura 3.9 podemos observar dos ejemplos de los distintos tipos de escenas
capturados para este experimento. Se dispondra´ de 100 frames correspondientes a 25 escenas
divididas en cinco niveles en funcio´n de la complejidad de la escena, cada escena es tomada
desde 4 puntos de vista distintos.
En las escenas aparecen objetos muy similares y objetos bastante distintos, aunque siempre
pertenecientes a alguna de las clases etiquetadas. En cuanto al conjunto de elementos que
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componen la fase de entrenamiento, para este u´ltimo experimento solo se ha empleado el
training-set 4.
Figura 3.9: Ejemplos de escenas complejas capturadas. Cada recta´ngulo en las escenas indica que
el sistema ha detectado un objeto e indica lo que piensa que es. En la escena de la izquierda ha
identificado y clasificado de manera correcta los objetos de la escena, mientras que en la escena
de la derecha no ha identificado todos los objetos, y tampoco los ha podido clasificar de manera
correcta.
3.3. Ana´lisis de resultados
3.3.1. Coste computacional
Durante la realizacio´n de los diferentes experimentos se ha tenido presente la gran cantidad de
informacio´n que se ha empleado. Es por este motivo que se ha tenido que implementar una nueva
manera de adquirir la informacio´n durante la fase de entrenamiento. Adquirir esta informacio´n
no es otra cosa que cargar todos los descriptores de los que el sistema va ha hacer uso. Conviene
recordar que la cantidad de informacio´n que el sistema va a tomar para construir su base de datos
de caracter´ısticas viene dada por el para´metro step. En el Anexo E se detalla la implementacio´n
del sistema propuesto que hemos realizado.
Este ana´lisis se ha llevado a cabo con la configuracio´n del experimento 1, para que se tenga
presente los para´metros empleados. A continuacio´n se muestran las Tablas comparativas 3.4 y 3.5
de los tiempos medios, expresados en segundos, correspondientes a las fases ma´s significativas del
sistema. En ellas se muestran los tiempos obtenidos por el sistema de reconocimiento base y por
nuestro sistema de reconocimiento. En la Tabla 3.4 los tiempos para step=1 y step=2 no se han
podido calcular por limitaciones del hardware (estas limitaciones no permit´ıan mantener todos los
descriptores en memoria antes incluso de poder llegar a cargarlos todos).
Fase de Entrenamiento Fase de Consulta
training-set step Load Kd-tree Query Total Querys Total
1 1 > 3600 − − − −
2 2 > 3600 − − − −
3 10 305, 38 2, 13 0, 08619 256, 01 563, 52
4 20 283, 11 1, 07 0, 07715 229, 16 513, 34
Tabla 3.4: Tiempos medios de ejecucio´n (en segundos) del sistema de reconocimiento base.
En las Tablas 3.4 y 3.5 se puede ver que el sistema de reconocimiento propuesto ha aportado un
mejora significativa al rendimiento del sistema. Se puede apreciar esta mejora en el tiempo de carga,
(Load), de los descriptores necesarios para la construccio´n de la estructura de bu´squeda durante
la fase de entrenamiento, construccio´n del kd-tree. Tambie´n se observa una mejora en el tiempo
medio de ejecucio´n de cada test (Query), durante la fase de consulta; lo que implica una reduccio´n
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Fase de Entrenamiento Fase de Consulta
training-set step Load Kd-tree Query Total Querys Total
1 1 1713, 83 21, 29 0, 10404 309, 02 2044, 14
2 2 1107, 44 10, 6 0, 08660 257, 21 1375, 25
3 10 49, 09 2, 11 0, 06189 183, 82 235, 02
4 20 24, 71 1, 13 0, 06075 180, 45 206, 29
Tabla 3.5: Tiempos medios de ejecucio´n (en segundos) del sistema de reconocimiento propuesto.
en tiempo total de la fase de consulta (Total Querys). Si se suman todas estas reducciones, se
consigue mejorar sustancialmente el tiempo global de ejecucio´n.
3.3.2. Evaluacio´n de la calidad del sistema de reconocimiento base
Experimento 1: Evaluacio´n del sistema de reconocimiento utilizando escenas sen-
cillas.
Con este primer experimento se ha evaluado la respuesta del sistema de clasificacio´n, adema´s
de determinar que cantidad de informacio´n mı´nima, nu´mero de descriptores de cada objeto, es
necesaria para poder obtener una respuesta aceptable por parte del sistema. Los resultados ob-
tenidos para este primer experimento muestran una gran tasa de acierto, tanto a nivel de clase,
como a nivel de objeto. En la siguientes Tablas 3.6 y 3.7 se muestra la Precision y Recall obtenidos
por el sistema base, expresados en tanto por uno; as´ı como los tiempos medios en el Load, expre-
sados en segundos (porque es la etapa que mayor tiempo consume dentro del workflow del sistema).
En una primera parte dentro del experimento 1 se evalu´a el sistema a nivel de clase. Como se
describe anteriormente en la Seccio´n 3.2.4, tenemos dos subconjuntos:
Subconjunto A: Las instancias de los objetos empleados en la fase de consulta, podra´n es-
tar contenidos dentro de las instancias de los objetos que conforman la base de datos de
caracter´ısticas generada durante la fase de entrenamiento.
Subconjunto B: Para este segundo subconjunto, las instancias de los objetos que se emplean
en la fase de consulta no esta´n contenidos dentro de las instancias de objetos que conforman
la base de datos de caracter´ısticas generada durante la fase de entrenamiento. Pero el sistema
si tiene ejemplos de otras instancias de los mismos objetos.
Subconjunto A Precision Recall
Tiempo medio de carga
de la informacio´n - Load
training-set 1 0, 997 0, 999 1713
training-set 2 0, 978 0, 997 1107
training-set 3 0,958 0,993 49, 089
training-set 4 0,931 0,992 24, 705
Tabla 3.6: Tabla de resultados Precision y Recall para el Subconjunto A, a nivel de clases.
Subconjunto B Precission Recall
Tiempo medio de carga
de la informacio´n - Load
training-set 1 0, 997 0, 998 1713
training-set 2 0, 965 0, 989 1107
training-set 3 0,923 0,982 49, 089
training-set 4 0,886 0,976 24, 705
Tabla 3.7: Tabla de resultados Precision y Recall para el Subconjunto B, a nivel de clases.
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Se puede observar en la Tablas 3.6 y 3.7 que conforme utilizamos menos informacio´n en el
training-set los resultados empeoran, como cabe esperar, el training-set 1 presenta mejores re-
sultados que el training-set 4. Otro hecho importante a analizar en este experimento, es que al
clasificar instancias nuevas, el valor de Precision baja, como era esperado, pero se mantiene en
unos valores bastante buenos, lo cual indica que el sistema es robusto a la hora de clasificar nuevas
instancias de las clases que conoce.
De la misma forma, tambie´n se ha procedido a evaluar el sistema a nivel de objeto, al igual que
a nivel de clase, se han empleado los Subconjuntos A y B:
Subconjunto A Precision Recall
Tiempo medio de carga
de la informacio´n - Load
Training-set 1 0, 997 0, 999 1713
Training-set 2 0, 968 0, 997 1107
Training-set 3 0,925 0,993 49, 089
Training-set 4 0,887 0,991 24, 705
Tabla 3.8: Tabla de resultados Precision y Recall para el Subconjunto A, a nivel de objetos.
Subconjunto B Precision Recall
Tiempo medio de carga
de la informacio´n - Load
Training-set 1 0, 997 0, 998 1713
Training-set 2 0, 935 0, 989 1107
Training-set 3 0,852 0,979 49, 089
Training-set 4 0,789 0,974 24, 705
Tabla 3.9: Tabla de resultados Precision y Recall para el Subconjunto B, a nivel de objetos.
Al emplear un mayor nivel de detalle para clasificar los objetos, se puede observar en las Tablas
3.8 y 3.9, un comportamiento muy similar al presentado a nivel de clases, en cuanto a la cantidad
de informacio´n empleada por el sistema y la respuesta del mismo.
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En las siguientes ima´genes se muestran las matrices de confusio´n obtenidas en el traning-set 1.
En la Figura 3.10 podemos ver las matrices de confusio´n para el Subconjunto A y B a nivel clase.
Mientras que en la Figura 3.11 se trata de las matrices de confusio´n a nivel de objeto.
Figura 3.10: Matriz de confusio´n correspondiente al training-set 1, a nivel clases. Los puntos de
color verde representan a los Verdaderos positivos (TP), en la diagonal, lo que indica que han sido
clasificados correctamente. Los puntos azules son para los falsos negativos (FN) y los puntos rojos
representan los falsos positivos(FP).
Figura 3.11: Matriz de confusio´n correspondiente al training-set 1, a nivel de objetos. La clasifica-
cio´n de los puntos es la misma que para la Figura 3.10.
3.3. ANA´LISIS DE RESULTADOS 37
En las Tablas anteriores podemos observar como la diferencia entre la Precision y el Recall
obtenidos por los dos primeros conjuntos de pruebas (training-set 1, training-set 2) y los 2 segundos
(training-set 3 y training-set 4) no presentan un diferencia muy significativa. Por el contrario, en los
tiempos de ejecucio´n si que se aprecia una gran disparidad. Se ha optado por escoger los training-set
3 y 4 para los siguientes experimentos. Esto es debido a nuestro compromiso entre el rendimiento
y el tiempo de respuesta del sistema, ya que tanto el training-set 3 como training-set 4 presentan
una respuesta muy aceptable dentro de unos tiempos razonables.
Gracias a la representacio´n de las matrices de confusio´n a nivel de objeto se ha podido observar
el comportamiento general del sistema de clasificacio´n (ver Figura 3.12). Los falsos positivos (FP)
en su gran mayor´ıa quedan muy pro´ximos a la diagonal, indicando que se trata de elementos de la
misma clase (ya que los objetos de la misma clase esta´n numerados de manera consecutiva y por
lo tanto corresponden a filas-columnas contiguas). Esto es debido a que el algoritmo de decisio´n,
penalizado por alguno de los descriptores, provoca que en vez que decidir el objeto deseado, se
decida algu´n otro dentro de la misma clase. En el Anexo D se pueden encontrar todas las matrices
de confusio´n y otros detalles de este experimento.
Figura 3.12: Matriz de confusio´n de uno de los training-set 3 a nivel de objeto.
Experimento 2 : Evaluacio´n y comparacio´n de la respuesta del sistema de recono-
cimiento base con la del sistema de reconocimiento propuesto ante escenas sencillas
(con el pre-procesamiento ya realizado).
Para este experimento solo se ha hecho uso de los training-set 3 y 4, ya que como se ha
observado en el experimento 1, se producen unos resultados aceptables tiempo-precisio´n. Como
consecuencia de la evaluacio´n de elementos que no son exactamente los mismos a los usados en la
fase de entrenamiento o que el sistema no los tiene en su base de datos de caracter´ısticas puede
verse como la Precision y el Recall se reducen. En la Tabla 3.10 podemos observar los resultados
obtenidos del sistema de clasificacio´n base y del sistema de clasificacio´n propuesto.
El objetivo de este experimento ha sido comprobar la respuesta del sistema ante objetos de los
que no tiene un conocimiento previo. A partir de los resultados, mostrados en la Tabla 3.10, puede
apreciarse que el sistema es sensible a la evaluacio´n de objetos que no le hayan sido ensen˜ados
previamente, es decir, el sistema no cuenta con ningu´n modelo de estos objetos en su base de datos
de caracter´ısticas. Esto nos va servir como paso previo al experimento 3, en el cual se van a evaluar
escenas de cara´cter cotidiano, analizando la influencia de la etapa de pre-procesamiento de una
escena en el resultado final.
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Sistema de reconocimiento de base Sistema de reconocimiento propuesto
Precision Recall Precision Recall
Traning-set-3 0,669 0,675 0,707 0, 676
Training-set-4 0,649 0,616 0,698 0,684
Tabla 3.10: Tabla comparativa de Precision y Recall para el sistema de reconocimiento base y el
sistema de reconocimiento propuesto.
Experimento 3: Evaluacio´n y comparacio´n de la respuesta del sistema base con la
del sistema de reconocimiento propuesto, ante escenas cotidianas complejas.
Este experimento va a permitir analizar varios aspectos del sistema. El objetivo principal es
analizar la respuesta de nuestro sistema de clasificacio´n, as´ı como la comparacio´n de la respuesta
obtenida por el sistema de reconocimiento base. De manera paralela se van a observar otros aspec-
tos como por ejemplo si nuestro descriptor discriminador, el VFH ,realiza su funcio´n de manera
correcta, adema´s de observar posibles problemas derivados de la etapa de pre-procesamiento.
Dentro de la etapa de pre-procesamiento de la escena se va a evaluar si se realiza de manera
correcta la eliminacio´n de las superficies, y una vez realizada si es capaz de identificar los clusters
dentro de la escena. A continuacio´n se procede a observar si el descriptor VFH es capaz de realizar de
manera correcta la funcio´n que desempen˜a en nuestro sistema. Es decir si es un buen discriminador,
proporciona´ndonos una lista de posibles candidatos, entre los cuales tiene que encontrarse objeto
a identificar. Y por u´ltimo evaluar, la respuesta obtenida por parte de nuestro sistema de decisio´n
y compara´ndola con el sistema de reconocimiento base.
Para este experimento se han capturado una serie de escenas etiquetadas en cinco niveles, del
uno al cinco, dependiendo de su complejidad. En cada nivel se han etiquetado cinco escenas, y
cada escena esta compuesta de 4 frames (en los que se captura el objeto u objetos desde diversos
puntos de vista: frontal, lateral izquierdo, derecho y superior), lo que hace un total de 100 frames.
En la Tabla 3.11 se describe el contenido de cada uno de los niveles de dificultad de la escena,
indicando el nu´mero de frames y el nu´mero de objeto totales en el nivel.
Nivel Descripcio´n Numero Numero Total
de frames de Objetos
Nivel 1 Cinco escenas que contiene un objeto. En la Figura
3.13 podemos ver un ejemplo de un frame de una
escena etiqueta en este nivel.
20 20
Nivel 2 Cinco escenas que contiene dos objetos En la Figura
3.13 podemos ver un ejemplo de un frame de una
escena.
20 40
Nivel 3 Cinco escenas que contiene tres objetos. En la Figura
3.14 podemos ver un ejemplo de un frame de una
escena.
20 60
Nivel 4 Cinco escenas que contiene tres o ma´s objetos. En la
Figura 3.14 podemos ver un ejemplo de un frame de
una escena.
20 68
Nivel 5 Cinco escenas que contiene un objeto. En la Figura
3.15 podemos ver un ejemplo de un frame de una
escena.
20 68
Tabla 3.11: Descripcio´n del contenido de cada “nivel” en el que se han etiquetado las escenas de
evaluacio´n.
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Figura 3.13: Ejemplo de escena nivel 1 (izq) y ejemplo de nivel 2 (dcha).
Figura 3.14: Ejemplo de escena nivel 3 (izq) y ejemplo de nivel 4 (dcha).
Figura 3.15: Ejemplo de escena de nivel 5.
Los resultados obtenidos del ana´lisis de las escenas se puede observar en la Tabla 3.12. A
continuacio´n se muestra una breve descripcio´n de lo que se ha registrado en cada columna de la
tabla:
No Segmentados: representa la cantidad de objetos de ese nivel que el sistema no ha sido
capaz de pre-procesar correctamente.
Mal segmentados: expresa que nu´mero de objetos del nivel no han sido clusterizados de
manera correcta, es decir, que a la hora de analizar los clusters, por ejemplo, donde hab´ıa
dos lo ha tratado como uno.
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No filtra VFH : mediante esta columna se expresa la cantidad de ocasiones en las que el
descriptor VFH no ha sido capaz de proporcionar una lista de candidatos en la que estuviese
el objeto que realmente era, para cada uno de los objetos del nivel.
Sistema base: expresa la cantidad de veces que el sistema de reconocimiento base no clasifica
de manera correcta un objeto del nivel, estando e´ste en la lista de candidatos devuelta por
el VFH.
Sistema propuesto: expresa la cantidad de veces que el sistema de reconocimiento propuesto
no clasifica de manera correcta un objeto del nivel, estando e´ste en la lista de candidatos
devuelta por el VFH.
NO segmentados Mal segmentados No filtra VFH Sistema base Sistema propuesto
Nivel 1 0 % 0 % 20 % 40 % 35 %
Nivel 2 2,5 % 0 % 32,5 % 27,5 % 25 %
Nivel 3 18,33 % 1,66 % 11,66 % 35 % 28,33 %
Nivel 4 17,64 % 2,94 % 23,52 % 29,41 % 20,58 %
Nivel 5 13,23 % 7,35 % 22,05 % 41,17 % 32,35 %
Tabla 3.12: Tabla de registro de errores cometidos por el sistema de reconocimiento base y propuesto
La tabla permite ir observando la respuesta del sistema a lo largo del todo el workflow, analizan-
do as´ı las partes mas susceptibles de producir errores, y que llevan a una mala clasificacio´n de los
objetos. Obse´rvese que en los niveles 4 y 5 los porcentajes de errores a los pasos NO segmentados,
Mal segmentados y No filtra VFH, comienzan a presentar unos valores ma´s elevados, producidos
en parte por las disposiciones de los objetos en estos niveles.
En cuanto a la respuesta de clasificacio´n de los sistemas, la podemos ver en la siguiente tabla:
Sistema de reconocimiento de base Sistema de reconocimiento propuesto
Precision Recall Precision Recall
Nivel 1 1 0,4 1 0,45
Nivel 2 1 0,4 1 0,425
Nivel 3 0,976 0,525 0,972 0,593
Nivel 4 0,911 0,462 0,973 0,5522
Nivel 5 0,920 0,348 0,935 0,439
Tabla 3.13: Tabla Precision y Recall obtenidos en cada uno de los niveles.
Los resultados obtenidos en esta Tabla 3.13, nos dan una idea de la robustez del sistema, que
cuando identifica algo lo identifica bien. La cantidad de objetos que encuentra es escasa, indicado
por un Recall inferior al obtenido en los otros experimentos, pero manteniendo una Precision alta,
lo que indica que lo que ha segmentado ha sido capaz de clasificarlo correctamente.
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Para finalizar, en este experimento se han podido observar una serie de comportamientos inco-
rrectos por parte del sistema que merece la pena destacar. Al disponer de un nu´mero elevado de
objetos en la base de datos, aparecen situaciones en las que los objetos son tan parecidos que es
bastante complicado para el sistema poder dar una respuesta adecuada si no se han pre-procesado
con precisio´n. A continuacio´n se muestran dos ejemplos representativos de algunos experimentos.
Ejemplo 1: Ejemplo demostrativo de la similitud de varios objetos del dataset : calculator,
cell phone y key board. Como se puede ver en la Figura 3.16, las ima´genes de estos objetos
comparten ciertas similitudes en cuanto a forma y color.
Figura 3.16: Objetos (a) key board, (b) calculator, (c) cell phone.
En la Figura 3.17 podemos ver la respuesta devuelta por el sistema identificando el objeto
en la escena. Como se puede ver, se trata de un cell phone, pero la respuesta de nuestro
sistema de clasificacio´n indica que tiene mayor probabilidad de ser los otros dos objetos ma´s






cell phone 10.1988 %
notebook 6.43956 %
hand towel 2.89867 %
Figura 3.17: Resultado devuelto por el sistema. El sistema identifica y clasifica un objeto cell phone
como un objeto calculator.
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Ejemplo 2: Ejemplo demostrativo de los similares que son los objetos: binder, notebook y
hand towel. Nuevamente las ima´genes de la Figura 3.18 corresponden a objetos que comparten
ciertas similitudes en forma y color.
Figura 3.18: Objetos (a) binder, (b) notebook y (c) hand towel.
En la Figura 3.19 podemos ver la respuesta devuelta por el sistema identificando el objeto en
la escena. Como se puede ver, se trata de un notebook, pero la respuesta de nuestro sistema
de clasificacio´n indica que tiene mayor probabilidad de ser otro de los objetos ma´s parecidos.







Figura 3.19: Resultado devuelto por el sistema. El sistema identifica y clasifica un objeto notebook
como un objeto binder.
Los resultados obtenidos en algunas escenas generan preguntas que se plantean como propuesta
de trabajos futuros en cuanto al uso de descriptores.
Cap´ıtulo 4
Conclusiones y Trabajo futuro
4.1. Conclusiones
El objetivo de este proyecto ha sido desarrollar un sistema de reconocimiento que sea capaz de
identificar objetos dentro de escenas cotidianas 3D, proporcionadas por un sensor RGB-d. Ello ha
implicado un estudio del estado del arte de la literatura previa, desde librer´ıas y drivers para el
manejo del sensor Kinect, pasando por las te´cnicas de reconocimiento que utilizan informacio´n 2D
y 3D, hasta la integracio´n de todos los requisitos funcionales bajo un misma plataforma ROS.
Se ha conseguido el objetivo general, de construir un nuevo sistema mejorado que presenta
una serie de funcionalidades que mejoran los sistemas desarrollados con anterioridad. Es capaz de
gestionar dataset de ima´genes de gran taman˜o de manera ma´s eficaz y ma´s ra´pida. Este objetivo
se ha alcanzado mediante la reduccio´n y mejor ordenacio´n de la cantidad de informacio´n que el
sistema necesita adquirir durante su fase de entrenamiento. Adema´s, la nueva implementacio´n
posibilita samplear la informacio´n que el sistema necesita cargar para poder llevar a cabo su labor,
llegando a un compromiso entre la precisio´n de respuesta del sistema y el coste computacional que
supone.
Tambie´n se ha mejorado y formalizado la fase de la toma de decisiones. En la fase de consulta
para reconocer el contenido de una nueva imagen, se responde al usuario con una lista de candidatos
priorizada, en vez de un u´nico candidato, y estimando la probabilidad de que sea cada uno de estos
candidatos, teniendo en cuenta la frecuencia de aparicio´n de cada uno en la salida del sistema.
Todas estas mejoras se han evaluado extensivamente disen˜ando una bater´ıa de conjuntos de test
con un grado creciente de dificultad, y con ciertas caracter´ısticas necesarias para evaluar distintas
caracter´ısticas del sistema. Se han analizado las prestaciones del sistema, as´ı como los errores, para
determinar los puntos de´biles y pasos futuros donde seguir investigando..
En conjunto podemos afirmar que se han cumplidos los objetivos, presentado un sistema de
reconocimiento ma´s eficaz, que da una mejor respuesta, de manera ma´s eficiente ante una evaluacio´n
ma´s elaborada, adema´s de haber formalizado la representacio´n y evaluacio´n del mismo.
4.2. Trabajo Futuro
Durante la realizacio´n de este proyecto han surgido ciertas cuestiones que han quedado fuera
del alcance del mismo, pero que pueden ser abordadas en una investigacio´n futura. Y que servir´ıan
para completar o mejorar el sistema de reconocimiento desarrollado.
Como posible trabajo futuro estar´ıa emplear otro tipo de segmentacio´n en las regiones de in-
tere´s. Durante la fase experimental se ha podido apreciar que el algoritmo de segmentacio´n ba´sico
empleado, la clusterizacion eucl´ıdea, presenta ciertas cadencias. Algunas de estas cadencias o fa-
llos se aprecian ma´s significativamente en escenas en las que los objetos se encuentran demasiado
juntos o solapa´ndose unos a otros. En tales casos los objetos son considerados como uno. El uso de
te´cnicas ma´s novedosas de pre-procesamiento podria subsanar esta serie de errores, aunque siempre
habra´ que tener en cuenta el balance rapidez/calidad de esta fase.
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Un estudio ma´s exhaustivo de los descriptores empleados tambie´n podr´ıa ayudar a resolver
alguno de los fallos que se producen. Durante el la fase experimental se pudo observar ciertas
pautas para el descriptor SURF. En ciertos objetos, el descriptor SURF obtiene suficientes puntos
para que el sistema decida utilizarlo, pero sin embargo no son correctos o no tiene la precisio´n
suficiente para obtener correspondencias entre una nueva imagen y la informacio´n de referencia.
Esto puede ocurrir si se producen variaciones en los detalles (que captura el descriptor SURF).
Por lo tanto, intentar utilizar ma´s descriptores de forma global del objeto quiza´s ayudar´ıan a no
cometer errores por cambios en los detalles como por ejemplo los cambios de textura de unas cajas
de cereales a otras, o los de una lata de cocacola a otra.
Por u´ltimo, otro paso interesante ser´ıa ampliar de manera au´n ma´s si cabe el base de datos
de referencia, mediante la inclusio´n de ma´s objetos, as´ı como creacio´n un base de datos ma´s
heteroge´nea en cuanto a variedad dentro de cada categor´ıa. Esto nos permitir´ıa evaluar nuevamente
si los descriptores empleados siguen siendo u´tiles ante esta nueva premisa o tendr´ıamos que proceder
a emplear otros.
Bibliograf´ıa
[1] J. D. Tardo´s, J. Neira, P. M. Newman, and J. J. Leonard, “Robust mapping and localization
in indoor environments using sonar data,” The International Journal of Robotics Research,
vol. 21, no. 4, pp. 311–330, April 2002.
[2] S. Daniel, “Side-scan sonar image matching,” The IEEE Journal of Oceanic Engineering,
vol. 23, no. 3, pp. 245–259, Jul 1998.
[3] S. Se, D. G. Lowe, and J. J. Little, “Vision-based global localization and mapping for mobile
robots,” IEEE Transactions on Robotics, vol. 21, no. 3, pp. 364–375, Jun. 2005.
[4] A. C. Murillo, P. Campos, J. Kosecka, and J. J. Guerrero, “Gist vocabularies in omnidirec-
tional images for appearance based mapping and localization,” in 10th IEEE Workshop on
Omnidirectional Vision, Camera Networks and Non-classical Cameras (OMNIVIS), held with
Robotics, Science and Systems, 2010.
[5] A. J. Davison, I. D. Reid, N. D. Molton, and O. Stasse, “Monoslam: Real-time single camera
slam,” IEEE Transactions on Pattern Analysis Machine Intelligence., vol. 29, no. 6, pp. 1052–
1067, Jun. 2007.
[6] K. Lai, L. Bo, X. Ren, and D. Fox, “Detection-based object labeling in 3d scenes,” in IEEE
International Conference on on Robotics and Automation, May. 2012, pp. 1330–1337.
[7] Y. Sun, L. Bo, and D. Fox, “Attribute based object identificacion,” in IEEE International
Conference on Robotics and Automation, May. 2013, pp. 2096–2103.
[8] K. Lai, L. Bo, X. Ren, and D. Fox, “A large-scale hierarchical multi-view rgb-d object dataset,”
in IEEE International Conference on on Robotics and Automation, May. 2011, pp. 1817–1824.
[9] P. Liang and M. I. Jordan, “An asymptotic analysis of generative, discriminative, and pseu-
dolikelihood estimators,” in Proceedings of the 25th International Conference on Machine
Learning, Jul. 2008, pp. 584–591.
[10] Y. Freund and R. E. Schapire, “A decision-theoretic generalization of on-line learning and an
application to boosting,” Journal of computer and system sciences, vol. 55, pp. 119–139, Dec.
1997.
[11] C. Cortes and V. Vapnik, “Support-vector networks,” Journal of Machine Learning Research.,
vol. 20, no. 3, pp. 273–297, Mar. 1995.
[12] H. Zhang, “The optimality of naive bayes,” in Proceedings of the Seventeenth International
Florida Artificial Intelligence Research Society Conference, 2004.
[13] D. B. Monge, “Reconocimiento de objetos en 3d utilizando sensores de vision y profundidad
de bajo coste,” Universidad de Zaragoza, Tech. Rep., 2012, pFC.
[14] R. B. Rusu and S. Cousins, “3d is here: Point cloud library (pcl),” in IEEE International
Conference on Robotics and Automation, May. 2011, pp. 1–4.
45
[15] J. Rodr´ıguez, “Metodolog´ıa experimental, me´todos y te´cnicas de miner´ıa de datos,” Ph.D.
dissertation, Departamento de Informa´tica de la Universidad de Burgos, 2004.
[16] R. B. Rusu, G. Bradski, R. Thibaux, and J. Hsu, “Fast 3d recognition and pose using the
viewpoint feature histogram,” in International Conference on Intelligent Robots and Systems
(IROS) IEEE/RS, Oct 2010, pp. 2155–2162.
[17] R. B. Rusu, “Semantic 3d object maps for everyday manipulation in human living environ-
ments,” Ph.D. dissertation, Computer Science department Technische Universit at Munchen
Germany, 2009.
[18] A. C. Murillo, J. J. Guerrero, and C. Sagues, “Surf features for efficient robot localization with
omnidirectional images,” in IEEE International Conference on Robotics and Automation, Apr.
2007, pp. 3901–3907.
[19] H. Bay, A. Ess, T. Tuytelaars, and L. Van Gool, “Speeded-up robust features (surf),” Com-
puter Vision and Image Understanding, vol. 110, no. 3, pp. 346–359, Jun. 2008.
[20] D. G. Lowe, “Distinctive image features from scale-invariant keypoints,” International Journal
of Computer Vision, vol. 60, no. 2, pp. 91–110, Nov. 2004.
[21] B. S. Manjunath, J. R. Ohm, V. V. Vinod, , and A. Yamada, “Color and texture descriptors,”
IEEE Transactions on Circuits and Systems for Video Technology, Special Issue on MPEG-7,
vol. 11, no. 6, pp. 703–715, Jun. 2001.
[22] S. Siggelkow, “Feature histograms for content-based image retrieval,” Ph.D. dissertation,
Albert-Ludwigs-Universitat Freiburg, 2002.
[23] M. A. Fischler and R. C. Bolles, “Random sample consensus: A paradigm for model fitting
with applications to image analysis and automated cartography,” Communications of the
ACM, vol. 24, no. 6, pp. 381–395, Jun. 1981.
[24] J. L. Bentley, “Multidimensional binary search trees used for associative searching,” Commu-
nications of the ACM, vol. 18, no. 9, pp. 509–517, Sep. 1975.
[25] Y. Rubner, C. Tomasi, and L. J. Guibas, “The earth mover’s distance as a metric for image
retrieval,” International Journal of Computer Vision, vol. 40, no. 2, pp. 99–121, Nov. 2000.
[26] S. Rachev, “The monge-kantorovich mass transference problem and its stochastic applica-
tions,” Theory of Probability and Its Applications, vol. 29, no. 4, pp. 674–676, Apr. 1984.
Anexo A
Sensor RGB-d Kinect
Kinect es un controlador de juego y entretenimiento desarrollado por Microsoft para la video-
consola Xbox 360 y para PC, lanzado al mercado en Noviembre de 2010. En la Figura A.1 se
muestra una fotograf´ıa del dispositivo y sus componentes.
Figura A.1: Dispositivo Kinect y sus componentes.
El sensor Kinect es una barra horizontal conectada a una pequen˜a base con un pivote motori-
zado y esta disen˜ado para posicionarse encima o debajo de una pantalla de v´ıdeo. El dispositivo
cuenta con una ca´mara RGB, un sensor de profundidad y varios micro´fonos. Tambie´n integra un
software propietario que permite la captura de movimiento en 3D del cuerpo, reconocimiento facial
y reconocimiento por voz. No obstante, en este anexo solo se van a describir las caracter´ısticas
relacionadas con la visio´n.
El sensor de profundidad consiste en un proyector de la´ser infrarrojo combinado con un
sensor CMOS monocroma´tico, lo que captura datos de v´ıdeo en 3D bajo cualquier condicio´n de
luz ambiental.
La ca´mara RGB del sensor es una ca´mara de v´ıdeo que ayuda al reconocimiento facial y
otras funcionalidades mediante la deteccio´n de tres componentes de color: rojo, verde y azul.
Tambie´n proporciona v´ıdeo a un frecuencia de 30 Hz, con una resolucio´n de 640x480 p´ıxeles y una
profundidad de 8 bits, mientras que el sensor de profundidad cuenta con una resolucio´n de 640x480
p´ıxeles con una profundidad de 11 bits, lo que provee hasta 2048 niveles de sensibilidad. el sensor
tiene un campo de visio´n angular de 57◦ horizontalmente y de 43◦ verticalmente, mientras que el
pivote motorizado puede inclinar el sensor hasta 27◦, hacia arriba o hacia abajo.
Desde su lanzamiento han aparecido varios controlados de co´digo abierto que permiten inte-
grarlo en un ordenado bajo cualquier sistema operativo, lo cual ha permitido su explotacio´n para
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fines de investigacio´n. Actualmente este sensor es la herramienta de trabajo de multitud de investi-
gaciones, pues sus caracter´ısticas abren nuevas posibilidades a a´reas de investigacio´n relacionadas
con la visio´n por computador, como pueden ser la reconstruccio´n de escenas 3D, la deteccio´n y
reconocimiento de objetos, captura de gestos, etc.
Anexo B
Arquitectura del sistema de
reconocimiento
En este anexo se presentan las diferentes partes o mo´dulos principales de los que se compone el
sistema, apartado B.1, y a continuacio´n en el apartado B.2 se detalla el funcionamiento del sistema.
B.1. Funcionamiento del sistema
La Figura B.1 muestra el diagrama de los principales mo´dulos del sistema desarrollado. Dichos
mo´dulos se describen a continuacio´n:
Figura B.1: Representacio´n de los principales mo´dulos del sistema desarrollado y su correlacio´n
con las librer´ıas del sistema de desarrollo.
Reconocedor. Es el mo´dulo principal del sistema de reconocimiento, es como el main en
programacio´n. Se encarga de realizar las llamadas al resto de mo´dulos o funciones y de decidir
mediante las respuestas obtenidas cuales son los objetos a reconocer.
• Captura de datos de entrada. La funcio´n de este mo´dulo es conseguir una nube de
puntos a trave´s del sensor Kinect. El modulo utiliza el driver OpenNI para comunicarse
con el sensor.
• Procesamiento de nubes de puntos. Este mo´dulo se encarga de pre-procesar las
nubes de puntos de entrada. Entre sus funciones esta´n la de eliminar el rango de visio´n
del sensor, substraer los planos dominantes como paredes, suelo, mesas, etc y agrupar
los puntos en clusters que representan los puntos de la nube que pertenecen a un mismo
objeto. El modulo utiliza funciones implementadas en la librer´ıa PCL.
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• Reconocimiento 3D. Este mo´dulo es el encargado de todo lo relacionado con recono-
cimiento que emplea informacio´n 3D. Sus funciones son extraer los descriptores VFH de
los clusters, compararlos con los descriptores almacenados en la base de datos de objetos
a trave´s de una bu´squeda en un kd-tree, crear una lista de objetos candidatos y calcular
una medida de similitud para cada objeto de la lista. El modulo utiliza funciones de la
librer´ıa PCL para extraer los descriptores VFH y la librer´ıa FLANN para realizar la
bu´squeda.
• Reconocimiento SURF. Este mo´dulo se encarga de todo lo relacionado con el reco-
nocimiento por descriptores SURF. Sus funciones son extraer los descriptores SURF de
la imagen mı´nima que engloba el cluster a reconocer, compararlos con los descriptores
SURF de los objetos de la lista de candidatos y calcular una medida de similitud con
cada objeto de la lista. El modulo utiliza funciones de la librer´ıa OpenCV para extraer
los descriptores SURF.
• Reconocimiento histogramas de color. Este mo´dulo se encarga de todo lo rela-
cionado con el reconocimiento por histogramas de color. Sus funciones son calcular el
histograma de color del cluster a reconocer, compararlo con los histogramas de los ob-
jetos de la lista de candidatos y calcular una medida de similitud con cada objeto de
la lista. El modulo utiliza funciones de la librer´ıa OpenCV para calcular el espacio de
color HSV a partir de la informacio´n RGB y para calcular la distancia EMD entre dos
histogramas.
B.2. Funcionamiento del sistema
En este apartado se va a explicar como funciona el sistema de reconocimiento, describiendo
todos los pasos que sigue hasta dar con la solucio´n. En la Figura B.2 se describe gra´ficamente el
proceso, y a continuacio´n se explica con detalle los pasos del algoritmo.
Figura B.2: Diagrama de reconocimiento del contenido de una imagen de test. Realizada la etapa
de pre-procesado, para cada cluster que se obtiene se procede a extraer sus descriptores y se
realizan las be´squedas pertinentes en busca de las similitudes con los descriptores de los objetos
ya almacenados en el base de datos de caracter´ısticas. Una vez obtenida dicha informacio´n, el
algoritmo de decisio´n nos devolvera´ una lista de los posibles objetos.
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La informacio´n de entrada al sistema se corresponde con una imagen(nube de puntos) captura-
da mediante el sensor RGB-d. Esta imagen es pre-procesada con el fin de poder definir los posibles
clusters que representan los objetos contenidos en la imagen. Una vez identificados los clusters,
para cada uno, se tiene la nube de puntos recortada, a partir de la cual se obtiene la imagen 2D
mı´nima y su ma´scara; como en el proceso de creacio´n de los modelos del Anexo F.
A partir de este momento, los siguientes pasos se realizan para cada cluster encontrado son:
Extraer el descriptor VFH del cluster y realizar una bu´squeda con la base de datos de
descriptores VFH almacenados. Esta bu´squeda se realiza en un kd-tree y se calcula la distancia
Chi−cuadrado del descriptor de test a los k vecinos ma´s cercanos. El resultado es un lista de
posibles objetos candidatos, que el sistema considera que pueden ser el cluster en cuestio´n,
visto en la Seccio´n 2.4.2.2. Esto permite al sistema realizar las siguientes bu´squedas sobre un
subconjunto bastante reducido de posibles objetos, lo que permite una mayor rapidez. Como
se explica en el ejemplo del Anexo E, la lista de objetos candidatos puede presentar tres
posibles opciones. Si la lista no contiene ningu´n candidato, se dice que el objeto a reconocer
no corresponde con ningu´n objeto de la base de datos, si solamente hay un candidato, esa
sera´ la solucio´n. Pero si la lista contiene ma´s de un candidato, son necesarios los siguientes
pasos para intentar decidir de que´ objeto se trata.
Extraer los puntos SURF de la imagen del cluster, con ayuda de la ma´scara para solo hacerlo
en las zonas que pertenezcan al objeto. Si se supera un umbral determinado de puntos
encontrados, se considera que el objeto tiene textura y se realiza una bu´squeda, mientras
que si no se alcanza el umbral se pasa al paso siguiente. Esta bu´squeda esta´ basada en el
algoritmo de bu´squeda del vecino ma´s cercano, pero solo se compara con los objetos de la lista
de candidatos. Por este motivo la bu´squeda que se hace es exhaustiva en lugar de aproximada,
pues se comparara´ con pocos candidatos.
A continuacio´n, obtener el histograma de color del cluster y realizar una bu´squeda con los
histogramas de los objetos de la lista de candidatos. Como medida de similitud se utiliza la
distancia EMD explicada en 2.4.2.1.
Finalmente tenemos una la lista de candidatos los cuales tiene asociada uno valores nor-
malizados obtenidos de las diferentes bu´squedas. Un algoritmo de decisio´n se encarga de
estimar a partir de esa informacio´n cual es el objeto. Para ma´s informacio´n sobre este paso
del algoritmo ve´ase la Seccio´n 2.4.2.2.
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Anexo C
Informacio´n de los objetos del
dataset
La Tabla C.1 muestra los nombres de todos los objetos empleados en la realizacio´n de los
experimentos que evalu´an el rendimiento del sistema. Estos objetos han sido obtenidos de un
dataset 1 de ima´genes de referencia. El dataset esta formado por 51 clases divididas en 297 objetos.
A continuacio´n se puede ver un ejemplo de un objeto de cada clase.
apple ball banana bell pepper binder bowl calculator
camera cap cell phone cereal box coffe mug comb dry battery
flashlight food bag food box food can food cap food jar garlic
glue stick greens hand towel instant noodles keyboard kleenex lemon
lightbulb lime marker mushroom notebook onion orange
peach pear pitcher plate pliers potato rubber eraser
scrissors shampoo soda can sponge stapler tomato toothbrush
toothpaste water bottle




54 ANEXO C. INFORMACIO´N DE LOS OBJETOS DEL DATASET
55
56 ANEXO C. INFORMACIO´N DE LOS OBJETOS DEL DATASET
57
58 ANEXO C. INFORMACIO´N DE LOS OBJETOS DEL DATASET
Anexo D
Experimentos sobre el sistema de
reconocimiento 3D
En este anexo se presentan con detalle las pruebas llevadas a cabo sobre el sistema reconoci-
miento con el objetivo de evaluar su robustez, haciendo uso de las me´tricas descritas en 3.1. Estos
resultados son la ampliacio´n del Experimento 1, Seccio´n 3.2.4.
En todas las matrices de confusio´n se pueden encontrar identificados los verdaderos positivos
(TP) con un color verde, falsos negativos(FN) con un color azul y los falsos positivos (FP) de
color rojo. Adema´s en al pie de cada matriz se puede encontrar el numero de verdaderos positivos
(TP) , de falsos negativos(FN), y de falsos positivos (FP) clasificados, as´ı como el total de objetos
evaluados.
Antes de mostrar los resultados, se va a explicar los para´metros empleados en el experimento:
Se han planteado dos subconjuntos de pruebas:
Subconjunto A: las instancias de los objetos empleados en la fase de consulta, podra´n
estar contenidos dentro de las instancias de los objetos que conforman la base de datos de
caracter´ısticas generada durante la fase de entrenamiento.
Subconjunto B: Para este segundo subconjunto, las instancias de los objetos que se emplean
en la fase de consulta no esta´n contenidos dentro de las instancias de objetos que conforman
la base de datos de caracter´ısticas generada durante la fase de entrenamiento. Pero el sistema
si tiene ejemplos de otras instancias de la mismos objetos.
Se ha parametrizado la informacio´n de la que puede hacer uso el sistema, durante la fase de
entrenamiento, mediante los conjuntos training-set :
training-set 1 : Para este primer conjunto, la base de datos esta´ formada por todos los
descriptores VFH de cada instancia de cada objeto de la base de datos de caracter´ısticas
tomados de 1 en 1, es decir esta´ formada por todos los descriptores VFH.
training-set 2 : La base de datos esta´ formada por los descriptores VFH seleccionados de 2
en 2. Es decir, se emplea u´nicamente solo la mitad de los descriptores contenidos en la base
de datos de caracter´ısticas.
training-set 3 : La base de datos esta´ formada por todos los descriptores VFH de la base
datos de caracter´ısticas tomados de 10 en 10, en este caso solo se contara´ con la de´cima
parte de los descriptores. Esta reduccio´n en el nu´mero de modelos seleccionados se lleva a
cabo buscando obtener un equilibrio entre el nu´mero de modelos empleados y la precisio´n
del sistema.
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training-set 4 : La base de datos de este conjunto solo cuenta con la vige´sima parte de los
descriptores VFH (unos 10420 elementos). Para este u´ltimo caso el nu´mero de descriptores
para cada objeto es de entre 30 a 40.
A continuacio´n se muestran las matrices de confusio´n obtenidas para los subconjuntos A y B, en
funcio´n del traning-set empleado. Para todas las Figuras la imagen de la izquierda es la respuesta
obtenida para el Subconjunto A y la de la derecha para el Subconjunto B.
En este primer conjunto de resultados se muestra la evaluacio´n de la respuesta del sistema
de reconocimiento a nivel de clases.
Figura D.1: Matrices de confusio´n correspondiente al traning-set 1. A la (izq) matriz correspon-
diente al Subconjunto A, a la (drch) matriz correspondiente al Subconjunto B.
Figura D.2: Matriz de confusio´n correspondiente al traning-set 2.A la (izq) matriz correspondiente
al Subconjunto A, a la (drch) matriz correspondiente al Subconjunto B.
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Figura D.3: Matriz de confusio´n correspondiente al traning-set 3. A la (izq) matriz correspondiente
al Subconjunto A, a la (drch) matriz correspondiente al Subconjunto B.
Figura D.4: Matriz de confusio´n correspondiente al traning-set 4. A la (izq) matriz correspondiente
al Subconjunto A, a la (drch) matriz correspondiente al Subconjunto B.
Visualmente se puede apreciar que la tasa de acierto en el Subconjunto A, es mayor que en el
Subconjunto B. Esto se puede corroborar haciendo uso de los indicadores Precision y Recall. Los
resultados se muestran en las siguientes Tablas de D.1.
Subconjunto A Precision Recall
Training-set-1 0, 997 0, 999
Training-set-2 0, 978 0, 997
Training-set-3 0,958 0,993
Training-set-4 0,931 0,992
Subconjunto B Precision Recall
Training-set-1 0, 997 0, 998
Training-set-2 0, 965 0, 989
Training-set-3 0,923 0,982
Training-set-4 0,886 0,976
Tabla D.1: Tablas Precision y Recall a nivel de clases, para los Subconjuntos A y B.
Los resultados obtenidos de Precision y Recall, muestran que se trata de un sistema robusto, que
es capaz de encontrar bastante bien as´ı como de identificar de manera correcta lo que ha encontrado.
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En este segundo grupo de resultados se muestra la evaluacio´n de la respuesta del sistema
de reconocimiento a nivel de objetos.
Figura D.5: Matriz de confusio´n correspondiente al traning-set 1. A la (izq) matriz correspondiente
al Subconjunto A, a la (drch) matriz correspondiente al Subconjunto B.
Figura D.6: Matriz de confusio´n correspondiente al traning-set 2. A la (izq) matriz correspondiente
al Subconjunto A, a la (drch) matriz correspondiente al Subconjunto B.
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Figura D.7: Matriz de confusio´n correspondiente al traning-set 3. A la (izq) matriz correspondiente
al Subconjunto A, a la (drch) matriz correspondiente al Subconjunto B.
Figura D.8: Matriz de confusio´n correspondiente al traning-set 4. A la (izq) matriz correspondiente
al Subconjunto A, a la (drch) matriz correspondiente al Subconjunto B.
Visualmente lo ma´s destacable respecto a la evaluacio´n a nivel de clases, es que al elevar el nivel
de precisio´n a la hora de clasificar, ha implicado una mayor tasa de error en la clasificacio´n, que
no en la deteccio´n, pero como se puede ver en las Tablas de D.2, el sistema mantiene su robustez.
Subconjunto A Precision Recall
Training-set-1 0, 997 0, 999
Training-set-2 0, 968 0, 997
Training-set-3 0,925 0,993
Training-set-4 0,887 0,991
Subconjunto B Precision Recall
Training-set-1 0, 997 0, 998
Training-set-2 0, 935 0, 989
Training-set-3 0,852 0,979
Training-set-4 0,789 0,974
Tabla D.2: Tablas Precision y Recall a nivel de objetos, para los Subconjuntos A y B
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Anexo E
Mejoras de rendimiento
Para poder llevar a cabo la implementacio´n del sistema se han tenido varias cuestiones presen-
tes, entre ellas la cantidad de informacio´n empleada, as´ı como las limitaciones del hardware y la
bu´squeda de la eficiencia.
Lo que se plantea es un nuevo enfoque para gestionar la informacio´n que el sistema va adquirir
durante la fase de entrenamiento. En vez de cargar (Load) todos los descriptores que conforman
el modelo de cada instancia: descriptor VFH, SURF e Histograma de color, durante la fase de
entrenamiento, para emplearlos posteriormente o no; se ha optado por cargar (Load) solo los
descriptores VFH, empleados por el algoritmo de bu´squeda 2.4.2 para construir el ı´ndice kd-tree.
Dependiendo de la respuesta obtenida por el algoritmo de bu´squeda nos encontraremos ante una
de estas tres posibles opciones:
0 : el cluster a reconocer es desconocido.
1 : el cluster a reconocer es el objeto elegido.
N : el cluster a reconocer puede se alguno de la lista de posibles candidatos.
Atendiendo a este resultado, opcio´n N, se procede a cargar (Load) los descriptores SURF e Histo-
grama de color de las instancias seleccionadas como posibles candidatos. De esta forma se consigue
completar los modelos de las instancias que se van a necesitar en cada test (Query). Pero toda esta
explicacion se puede ver de una manera ma´s clara con un ejemplo.
Se captura una escena, Figura E.1, compuesta por 3 objetos: una caja de cereales, un plato y
una taza.
Figura E.1: Escena capturada compuesta por objetos cotidianos.
Una vez capturada la escena, el sistema procede a cargar los descriptores VFH de todas las
instancias de objetos que conforman la base de datos de caracter´ısticas, para construir la estructura
que se emplea en el algoritmo de bu´squeda, el kd-tree. Una vez construido el kd-tree, se procede a
la fase de pre-procesamiento de la escena, la Figura E.2 muestra el resultado de esta fase, descrita
en la Seccio´n 2.3 . Terminada esta etapa, en la escena ya solo quedan los cluster, que puede ser un
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objeto, es en este momento donde entre en juego el algoritmo de decisio´n.
Figura E.2: Resultado del pre-procesamiento de la escena. Se pude apreciar que de los posibles
cluster, la caja de cereales ha desparecido, posiblemente por que el sistema la ha interpretado
como un plano.
Y es aqu´ı atendiendo a la respuesta del reconocedor cuando procedemos a la segunda fase de
nuestro sistema: Si el reconocedor, atendiendo al descriptor VFH, indica que no lo ha reconocido, se
etiqueta como unrecogniced. Si lo detecta y reconoce solo uno; devuelve el objeto. Pero si devuelve
una lista de posibles objetos candidatos Figura E.3, es en este punto donde se procede a cargar los
descriptores SURF e Histograma de color de cada uno de los posibles instancias, necesarios para
el resto de la fase de reconocimiento. De esta forma solo se mantienen el sistema aquellos modelos
necesarios para cada test (Query).
Figura E.3: Lista de los posibles objetos devueltos por el sistema (izquierda), Lista de los des-
criptores cargados en el sistema(derecha). El sistema solo empleara´ en cada query o consulta la
informacio´n de los descriptores de la base de datos de caracter´ısticas que necesite.
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De la misma manera se repite el proceso para cada cluster detectado. Una vez evaluados
todos los clusters, el reconocedor devolvera´ un resultado. Podemos ver en la Figura E.4 como ha
identificado y reconocido la taza de cafe´, ha identificado el cluster correspondiente al plato, pero
no lo ha reconocido, y la caja de cereales ha sido discriminada en la fase de pre-procesamiento.
Figura E.4: Respuesta del sistema de evaluacio´n ante la escena captura.
A continuacio´n podemos ver una tabla comparativa Tabla E.1, que indica los tiempos medios,
expresados en segundos, obtenidos para el sistema de reconocimiento base (B) y para el sistema
de reconocimiento propuesto (P), en cada una de las etapas mas representativas del workflow del
sistema.
B P B P B P B P B P





1 > 3600 1713, 83 − 21, 29 − 0, 10404 − 309, 02 − 2044, 14
2 > 3600 1107, 44 − 10, 6 − 0, 0866 − 257, 21 − 1375, 25
10 305, 38 49, 09 2, 13 2, 11 0, 08619 0, 06189 256, 01 183, 82 563, 52 235, 02
20 283, 11 24, 71 1, 07 1, 13 0, 07715 0, 06075 229, 16 180, 45 513, 34 206, 29
Tabla E.1: Tabla comparativa de los tiempos medios de cada seccio´n para el sistema de reconoci-
miento base (B) y para el sistema de reconocimiento propuesto (P). Se puede apreciar claramente
la mejora significativa en todas las etapas que permite el sistema propuesto.
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Anexo F
Creacio´n de modelos de los
objetos a reconocer
Cada modelo de una instancia de un objeto almacenado en la base de datos de caracter´ısticas
consta de un conjunto de descriptores VFH que denotan su forma y punto de vista desde que se
tomo la imagen, un conjunto de histogramas de color y si el objeto tuviese textura, descriptores
SURF que lo describen. Todo este conjunto de datos proviene de las nubes de puntos tomadas para
cada objeto.
La entrada al sistema de creacio´n del modelo consta por tanto de un numero de nubes de puntos
del mismo objeto. En la Figura F.2 se explica el proceso de creacio´n de dicho modelo. El proceso
comienza con la adquisicio´n de la imagen(nube de puntos). Esta nube de puntos es pre-procesada
para obtener el cluster correspondiente al objeto. A partir de este cluster se obtienen: una imagen
2D del taman˜o mı´nimo que engloba al objeto y una imagen de la ma´scara que denota cuales de
los p´ıxeles de la imagen 2D pertenecen realmente al objeto, estas tres ima´genes se pueden ver la
Figura F.1.
Figura F.1: Datos de la nube de puntos tras el pre-procesado. De izquierda a derecha tenemos la
nube segmentada, la imagen 2D mı´nima y su ma´scara.
Una vez terminada esta etapa, se procede a extraer el descriptor VFH del cluster a partir de
la nube de puntos recortada. Despue´s, gracias a la imagen 2D mı´nima y a su ma´scara, se intentan
extraer el descriptores SURF del objeto, almacenando u´nicamente los descriptores de las ima´genes
que alcancen un determinado numero de puntos SURF. No´tese que un objeto puede tener textura
o no, dependiendo del punto de vista, por lo que el nu´mero de ima´genes de las que se guardan
sus descriptores SURF puede variar desde 0 (objeto sin textura) al total de instancias (objeto con
mucha textura). Por ultimo, y de nuevo a partir de la imagen 2D y la mascara, se construye el
histograma de color del objeto. Conviene sen˜alar que cada descriptor almacenado en la base de
datos esta asociado a una etiqueta que denota de que instancia se trata, que se almacena al mismo
tiempo que el propio descriptor.
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Figura F.2: Diagrama de creacio´n de modelos de los objetos. Cada nube de puntos se pre-procesa,
se extrae y almacena el descriptor VFH y a partir de cada imagen mı´nima y su respectiva ma´scara,
se calcula y almacena el histograma de color y los descriptores SURF en caso de que el objeto
tuviese textura. Tambie´n se almacena una etiqueta junto a cada descriptor que denota de que
instancia se trata.
