This paper proposes and analyses two numerical methods for solving elliptic partial differential equations with random coefficients, under the finite noise assumption. First, the stochastic discontinuous Galerkin method represents the stochastic solution in a Galerkin framework. Second, the Monte Carlo discontinuous Galerkin method samples the coefficients by a Monte Carlo approach. Both methods discretize the differential operators by the class of interior penalty discontinuous Galerkin methods. Error analysis is obtained. Numerical results show the sensitivity of the expected value and variance with respect to the penalty parameter of the spatial discretization.
Introduction
The numerical solution of stochastic partial differential equations is an active area of research, and has many applications in engineering. For instance, in porous media flow, uncertainty in the permeability of the medium yields a stochastic elliptic problem for the Darcy model. For given stochastic functions a, f : × D → R, the solution to the stochastic elliptic problem satisfies almost surely
u(ω, ·) = 0, on ∂D.
Here, D is a polygonal domain in R d , d = 2, 3 and ( , F, P) is a probability space. The stochastic coefficient a is assumed to be uniformly bounded 0 < a 0 ≤ a(w, x) ≤ a 1 , a.e. × D.
Under the assumption of finite-dimensional noise (justified for instance by the use of truncated Karhunen-Loève [15] ), the stochastic elliptic problem is reduced to a parametrized one. We write a(ω, 
u(y, x) = 0, ∀(y, x) ∈ × ∂D.
We propose two numerical methods for solving Equations (4) and (5): the stochastic discontinuous Galerkin (SDG) method and the Monte Carlo discontinuous Galerkin (MCDG) method. The two methods differ in the treatment of the uncertainty. This paper points out the advantages and disadvantages of each method. The common denominator is the spatial discretization. The class of interior penalty discontinuous Galerkin methods [18] is employed. These methods have been shown to be well-suited for porous media flows, with deterministic discontinuous permeability [19] . There are three variations of the interior penalty methods: symmetric [2, 22] , non-symmetric [20] and incomplete [8] . In this work, we show the effects of uncertainty on the choice of discretization. In particular, we discuss the numerical advantages and disadvantages of using the non-symmetric MCDG versus the symmetric MCDG. Our paper can be related to the work of [4] where the classical finite element methods are used to solve stochastic elliptic problems. Our paper differs in the fact that discontinuous Galerkin (DG) methods are employed for the spatial discretization techniques. As a result, the analysis of the proposed method uses different techniques. Several stochastic finite element methods have been proposed and analysed in the literature: see for instance [5, 9, 11, 13, 14, 16] and the references therein. Collocation methods have also been studied in the context of stochastic partial differential equations [3, 17, 23] . Collocation methods are known to converge faster than Monte Carlo methods, but they require special quadrature rules for optimal rates.
There is very little published literature on the formulation and analysis of SDG methods. In [24] , the local discontinuous Galerkin (LDG) method is applied to the Poisson problem with white noise in the source function and in [7] , the same approach is applied to Helmholtz problems. The LDG method is another class of DG methods, that uses a mixed formulation of the problem, and is well-suited to hyperbolic problems.
An outline of the paper is as follows. Section 2 introduces the SDG method. Theoretical convergence results are proved. Section 3 defines the MCDG method and provides an error analysis. Some numerical examples for the MCDG are given in Section 4. Conclusions follow.
SDG methods

Scheme
The outcome set is partitioned into a finite number of disjoint boxes of maximum size k. The resulting mesh is denoted by F k . The spatial domain D is partitioned into elements (triangles and parallelograms in 2D, tetrahedra or hexahedra in 3D) with maximum diameter h. The family of meshes, denoted by T h , is assumed to be shape regular. Denote by h the set of interior edges (or faces) of the subdivision T h . With each edge (or face) e, we associate a unit normal vector n e . If e is on the boundary ∂D, then n e is the outward vector normal to ∂D. If two elements T e 1 and T e 2 are neighbours with one common side e, there are two traces of u along e. We also assume that the normal vector n e is oriented from T e 1 to T e 2 , and defines the average and jump as
We extend the definition to sides or faces that belong to the boundary ∂D
We now define the bilinear form A corresponding the interior penalty method
The discrete space for the SDG method is the tensor product space
where D r h is the space of piecewise discontinuous polynomials of degree r over the partition T h
and V q k is the space of discontinuous polynomials of degree q in each direction over the partition
The SDG method is defined as follows:
Assume that the parameters r, and σ e are chosen so that they satisfy one of the following four assumptions:
Case 1: In the non-symmetric case ( = 1), r ≥ 1 and σ e = 1 for all faces e; this method is referred to as the non-symmetric interior penalty Galerkin method.
Case 2:
In the symmetric case ( = −1), r ≥ 1 and σ e is large enough; this method is referred to as the symmetric interior penalty Galerkin method.
Case 3:
In the incomplete case ( = 0), r ≥ 1 and σ e is large enough; this method is referred to as the incomplete interior penalty Galerkin method.
Case 4:
In the non-symmetric case ( = 1), r ≥ 2 and σ e = 0 for all faces e.
For cases 2 and 3, the penalty value σ e varies over each face and one can easily see that the minimum values for deterministic problems are valid for the parametrized elliptic problem. The reader can refer to [1, 10, 21] and the references herein for various computable lower bounds of the penalty parameter. We now recall the minimum penalty values for stable DG solutions of 2D problems, given in [10] . Let e be an interior edge shared by two triangles E 
We now define the energy norm
The property (3) and the assumptions above on r, , and σ e imply coercivity of the form A [18] , which then yields coercivity of the form ρA(y; ·, ·)dy. There is a positive constant α > 0 such that
Existence and uniqueness of the linear finite-dimensional problem (10) follow from this coercivity result. We finally remark that the scheme is consistent, i.e. the exact
satisfies Equation (10).
Error analysis
In this section, a priori error estimates are obtained with respect to the discretization parameters k and h. The following approximation result can be easily obtained from [4] .
and let r ≥ 0 be an integer. There exists a constant C independent of u, h and k and a functionũ
and
In addition,ũ can be chosen so that it is continuous over D and vanishes on the boundary ∂D.
The next theorem states that the SDG solution converges optimally to the exact solution in the energy norm. (10) . There is a constant C independent of h, k and u, such that
Proof We first estimate the error χ E with χ = u kh −ũ. Using the coercivity property (13) and the consistency of the scheme, we have
To bound the terms T i , for i = 1, . . . , 4, we use techniques standard to the analysis of interior penalty discontinuous Galerkin methods. Details can be found in [18] . We briefly state the results. The terms T 3 and T 4 vanish becauseũ is continuous and vanishes on the boundary of D. The terms T 1 and T 2 are bounded by
The constant C is independent of u,ũ and h, k but depends on the coercivity constant α, the penalty parameter σ e and the upper bound a 1 of the coefficient a. Using the approximation results of Lemma 2.1, we obtain
The final result is obtained by the triangle inequality
and the approximation bounds of Lemma 2.1.
The next result estimates the expected value of the solution. We recall the definition of the expected value. 
Proof The argument for the proof involves the solution to a dual problem.
Elliptic regularity [4] implies existence of a constant C that depends on the domain D and the coefficient a, such that
Therefore, we have by denoting
Integrating by parts on each element yields
Consistency of the scheme implies that
Subtracting Equation (20) from Equation (19) and using the fact that = −1, we have
Choose v =˜ , an approximation of , satisfying Lemma 2.1. The last two terms in the righthand side of Equation (21) vanish. The first two terms are bounded by using trace inequalities and Caucy-Schwarz's inequality. We have
We then obtain by using the approximation bounds (14), (15) and (18) E
and the final result is obtained with Theorem 2.2.
Remark 1 Because of the Galerkin framework, theoretical convergence of the SDG method is relatively easy to obtain. However, these methods become computationally expensive as the dimension of the outcome space increases. In addition, they are not as easily parallelizable as the Monte Carlo methods. Therefore, in the next section, we formulate a MCDG method.
MCDG methods
Scheme
In this section, the Monte Carlo sampling technique is combined with the discontinuous Galerkin discretization. The notation is defined in Section 2.1. The MCDG method consists of the following steps:
• Choose a number of realizations M ∈ N + and a finite dimensional space D r h .
• For each j = 1, . . . , M, sample independent, identically distributed (iid) realizations of the coefficient a(y j , ·), the source function f (y j , ·) and find an approximation u h (y j , ·) ∈ D r h such that
• Approximate the expected value E[u(·, ·)] by the sample average
Error analysis
The computational error is naturally split into a space discretization error η h and a statistical
The space discretization error η h is controlled by the size of the spatial triangulation, while the statistical error η M is controlled by the number of realizations.
Lemma 3.1 There is a constant C > 0 independent of M and h such that
Proof We note that the norm · DG results from the following inner-product:
Then, we write
The last equality is due to the fact that since the realizations are iid, the expected value of
now expand the quantity E[u h ] − u h (y i ), E[u h ] − u h (y i ) and use the fact that E[u h ] = E[u h (y i )] and E[u
Therefore, we have
Since u h satisfies Equation (22) , an energy argument yields with a constant C independent of M and h
This implies
, which combined with Equation (25) gives the result. Lemma 3.1 with Markov's inequality and Borel-Cantelli lemma [6] yields a convergence result for the statistical error. The proof is omitted as it is similar to the one in [4] (see Proposition 4.1).
Theorem 3.2 Let (M k ) k≥0 be a sequence of increasing number of realizations, that is a subset of {2
k : k ∈ N + }. Then for any α in (0, 1 2 ) and any choice of mesh size h, we have
and for any δ > 0 we have with a constant C independent of M and h
The space discretization error η h is estimated in the following result.
Theorem 3.3 Assume u is a solution to Equations (4) and (5) and belongs to L 2 ( ; H s (D)) for s ≥ 2. There is a constant C independent of h and u such that
Proof A simple calculation shows for any function v
Consistency of the DG scheme in space yields the fact that u and u h satisfy the following error equation
h , y ∈ . One can then perform a standard DG error analysis to obtain
which combined with Equation (27) leads to Equation (26).
Remark 1
Under the additional assumptions of convexity for D and symmetry of the form of A (i.e. = −1), the Aubin-Nitsche lift allows us to prove an error bound of the expected value in the L 2 norm.
Remark 2 We have proved theoretical convergence of the MCDG method, and as expected, the rate is relatively slow as it is proportional to M −1/2 . Compared with SDG, the method does not require integration in the outcome space, and uses straightforward sampling techniques. In addition, the method has the advantage of being easily parallelizable.
Numerical examples
In this section, we solve the stochastic elliptic problem (4) and (5) 
The domain D is partitioned into an unstructured triangular mesh containing 689 triangles, that is generated by Gmsh [12] . Each random variable y i satisfies a log-normal distribution with mean equal to 0 and standard variance equal to 1. The number of Monte Carlo realizations is equal to 10 4 and our software is run on a parallel cluster with 50 Intel Core i7 processors. For all simulations, the polynomial degree is chosen equal to 2. We first apply the non-symmetric interior penalty Galerkin method ( = 1) and vary the penalty parameter. Figure 1 shows the sample average (defined by Equation (23)) for penalty parameter equal to 1. Figures 2 and 3 give the corresponding results for penalty parameter equal to 10 and 100, respectively. We observe that the simulation results do not depend on the size of the penalty parameter. Next, we repeat the numerical experiments with the symmetric interior penalty Galerkin method that uses the parameter = −1. We vary the penalty parameter from 1 to 100. The numerical expected value and variance are shown in Figures 4-6 . In this case, we observe that there are some numerical instabilities for the penalty parameter value equal to 1 or 10. This confirms the theoretical results that there is a certain threshold for the penalty parameter value that yields a stable method.
Next, we apply the incomplete interior penalty Galerkin method with parameter = 0. Figures 7-9 show the numerical expected value and variance for penalty parameters equal to 1, 10 and 100, respectively. We observe some numerical instabilities for the penalty parameter equal to 1. These instabilities seem to disappear for penalty parameter equal to 10 or 100. Theoretically, it is known that, for deterministic problems, as in the symmetric case, there is a threshold value for the penalty parameter. It is also easy to see that this result extends to stochastic elliptic problems. To further investigate the effect of the penalty values for the symmetric formulation, we repeat the numerical experiments but we choose varying penalty values according to Equations (11) and (12) . These equations show that the threshold penalty parameter value depends on the ratio of the maximum value of the coefficient a and its minimum value for all elements in the mesh. For a given realization of a and a given mesh, the values of the penalty parameters vary across edges. We compute the maximum value and show in Figure 10 (a) how this maximum value varies for Even though the constant penalty value of 100 yields a MCDG solution without spurious oscillations as shown in Figure 6 , there is no guarantee that this value would work for any stochastic coefficients. The use of varying penalty values according to Equations (11) and (12) would guarantee a stable solution. Figure 11 shows the pointwise differences between the MCDG solution obtained with penalty equal to 100 and the MCDG solution obtained with varying penalty values. In this numerical example, the maximum errors are 10% for the expected value and 3% for the variance.
Conclusions
We describe two approaches for solving elliptic problems with random coefficients: the first one handles the uncertainty in a Galerkin framework, and the second one is based on the popular Monte Carlo technique. By utilizing locally mass conservative discontinuous Galerkin methods, our work is well suited to simulate flows in random porous media. This paper focuses on the theoretical convergence of both approaches. The numerical results for the MCDG approach indicate that penalty values and solutions for the non-symmetric interior penalty Galerkin method are independent of the variations of the stochastic coefficients. The symmetric and incomplete versions depend strongly to the magnitude of the penalty value, which in turn depends on the variations of the stochastic coefficients. This yields linear systems with large condition numbers.
