This paper is devoted to the autonomous Lagrange problem of the calculus of variations with a discontinuous Lagrangian. We prove that every minimizer is Lipschitz continuous if the Lagrangian is coercive and locally bounded. The main difference with respect to the previous works in the literature is that we do not assume that the Lagrangian is convex in the velocity. We also show that, under some additional assumptions, the DuBois-Reymond necessary condition still holds in the discontinuous case. Finally, we apply these results to deduce that the value function of the Bolza problem is locally Lipschitz and satisfies (in a generalized sense) a Hamilton-Jacobi equation.
Introduction
In this paper we study the Lipschitz continuity of the solutions to the Lagrange problem of the calculus of variations where the Lagrangian L : I R n × I R n → I R + is a Borel function having a superlinear growth with respect to the second variable, i.e., there exists a function Θ: I R n → I R + , with lim |u|→∞ Θ(u) |u| = +∞, (1.2) such that ∀ (x, u) ∈ I R n × I R n , L(x, u) ≥ Θ(u).
We assume also that L is bounded in a neighborhood of each point of I R n × {0}, i.e., is sequentially weakly lower semicontinuous on W 1,1 (a, b; I R n ).
By the classical results of Olech [15] and Ioffe [13] , a standard assumption for the semicontinuity of L b a is that L is lower semicontinuous on I R n × I R n and L(x, ·) is convex on I R n for every x ∈ I R n , but these conditions are not necessary for the lower semicontinuity of L b a (see, e.g., [12] ). Recently Amar, Bellettini and Venturini have proved in [1] that any integral functional of the form (1.5), satisfying suitable growth conditions, has a lower semicontinuous envelope L b a that can be written as
where L + is an integrand depending on L (see (4.4) ). If L is continuous, then L + coincides with the convexification L 0 of L with respect to u, but, if L is discontinuous, one can prove only that the function L + (x, ·) is convex for a.e. x ∈ I R n , and there are examples where L + (·, u) is not lower semicontinuous on I R n . This shows that there are problems of the form (1.1) which admit a solution even if L is not convex in u (nor lower semicontinuous in x), and provides a motivation for the study of the Lipschitz continuity of the solutions of (1.1) without convexity hypotheses.
If L(x, ·) is convex for every x ∈ I R n , it was proved by Ambrosio, Ascenzi, and Buttazzo in [2] that every minimizer of (1.1) is Lipschitz continuous. This kind of results goes back to Tonelli [17, 18] for smooth Lagrangians, and is the first step to prove, under some additional conditions on L, that all minimizers are smooth (see, e.g., [8, Section 2.6] ). Note that, in general, when the Lagrangian is time dependent, the problem may have no Lipschitz minimizer (see [5] and [10] ).
The aim of Section 2 of the present paper is to show that the convexity hypothesis can be removed from [2] . Assuming only (1.2), (1.3), and (1.4), we prove that all minimizers of (1.1) are still Lipschitz continuous (Theorem 2.1), and provide an estimate of the Lipschitz constant if, in addition, L is locally bounded (Theorem 2.2). If L is continuous, then every minimizer y of (1.1) is also a minimizer of the same problem with L replaced by its convexification L 0 with respect to u, so that the Lipschitz continuity of y follows from [2] . But, if L is discontinuous, we can only say (under suitable growth conditions) that y is a minimizer of (1.1) with L replaced by L + , and we know that L + (x, ·) is convex only for a.e. x ∈ I R n . For this reason we can not apply the results of [2] . On the other hand, the proof of [2] is based on an extension of the DuBois-Reymond necessary condition, which is not always valid when L(x, ·) is not convex. Therefore we need different arguments.
As in [2] , we begin by proving (Lemma 2.3) that if y is a minimizer of (1.1), then the function ψ(t) := t is a minimizer of the problem (1.7)
Then we show (Lemma 2.4) that ψ(t) := t is a minimizer of the problem
where f 0 = co v f is the lower semicontinuous convex envelope of f with respect to v. This implies (Lemma 2.6) that there exists a constant c ∈ I R such that These inequalities, together with (1.2), (1.3), and (1.4), are used to obtain a bound on the Lipschitz constant of y (Theorem 2.1), which is locally uniform (with respect to the data of the problem) if L is locally bounded (Theorem 2.2).
In Section 3 we obtain some extensions of the DuBois-Reymond necessary condition. When L(x, ·) is not convex this condition is not always satisfied, and we propose some additional assumptions on L, which hold true, for instance, when L(x, ·) is semiconvex or differentiable. Under these assumptions we show (Theorems 3.2 and 3.6) that, if y is a minimizer, then there exists a constant c ∈ I R such that
where
More general results of this kind (Lemma 3.1 and Theorem 3.10) are obtained with different generalized gradients of L.
Finally, in Section 4 we apply the Lipschitz regularity of minimizers to study the value function of the Bolza problem:
where ϕ: I R n → I R + ∪ {+∞}, ϕ ≡ +∞, and L is locally bounded, not necessarily convex with respect to the second variable.
Let I R ⋆ + := {t ∈ I R | t > 0} and let H be the Hamiltonian associated with L, defined by
Assuming that for all (t, x) ∈ I R ⋆ + × I R n the infimum in (1.8) is attained, we prove that V is locally Lipschitz on I R ⋆ + × I R n (Theorem 4.4) and solves the Hamilton-Jacobi equation
in a generalized sense (Theorem 4.8). When ϕ is lower semicontinuous, we also provide a comparison result for lower semicontinuous subsolutions of (1.10), which characterizes the value function as the maximal lower semicontinuous subsolution of (1.10) (Theorem 4.9).
We conclude the paper with two results (Theorems 4.12 and 4.13) which show the relationships between minimizers of (1.8) and contingent derivatives of the value function.
Lipschitz Regularity of Minimizers
Let L: I R n × I R n → I R + be a Borel function, let [a, b] be a bounded closed interval in I R, and let y ∈ W 1,1 (a, b; I R n ) be a function such that
The main results of this section are the following two theorems.
Theorem 2.1 Let L: I R n × I R n → I R + be a Borel function which satisfies (1.2) , (1.3) , (1.4) , and let y ∈ W 1,1 (a, b; I R n ) be a function which satisfies (2.1) . Then y is Lipschitz continuous.
When L is locally bounded on I R n × I R n , we obtain a uniform estimate of the Lipschitz constant of every minimizer. 
and y ∈ W 1,1 (a, b; I R n ) satisfies (2.1) and
then y is Lipschitz continuous with Lipschitz constant bounded by K.
To prove Theorems 2.1 and 2.2 we need some technical lemmas. Let us fix a function y ∈ W 1,1 (a, b; I R n ) which satisfies (2.1). As in [2] we use the auxiliary function f : [a, b] × I R → [0, +∞] defined by (1.7), which turns out to be L 1 × B 1 -measurable, where L 1 and B 1 denote the σ-algebras of Lebesgue measurable subsets of [a, b] and of Borel subsets of I R, respectively. From (1.7) and (2.1) it follows that
The following lemma is well known (see, e.g., [8, p. 46] ). We write the proof only to give a self-contained presentation of the arguments used to obtain Theorems 2.1 and 2.2.
for every ψ ∈ W 1,1 (a, b) such that ψ(a) = a and ψ(b) = b.
Proof -Let us fix ψ ∈ W 1,1 (a, b), with ψ(a) = a and ψ(b) = b, such that the right hand side of (2.7) is finite. Then ψ ′ (t) > 
where | · | denotes the Lebesgue measure, and that z: = y • ψ −1 belongs to W 1,1 (a, b; I R n ) and satisfies z(a) = y(a) and z(b) = y(b). Using (2.8) and the chain rule one proves easily that z ′ (t) = y ′ (ψ −1 (t))/ψ ′ (ψ −1 (t)) for a.e. t ∈ [a, b]. Thus, after the change of variables
which, together with (2.1) and (1.7), yields (2.7). 2
If g: I R → [0, +∞] is an arbitrary function, its lower semicontinuous convex envelope co g: I R → [0, +∞] is, by definition, the greatest lower semicontinuous convex function which is less than or equal to g. It is well known that the epigraph of co g is the closed convex hull of the epigraph of g, and that, if co g is finite in a neighborhood of some point v ∈ I R, then
where A(v) is the set of all triples (λ,
Let us return to the function f defined in (1.7), and let f 0 = co v f be its lower semicontinuous convex envelope with respect to v. We observe that for every t ∈ [a, b], the function v → f 0 (t, v) is continuous on ( 1 2 , +∞), since it is convex and finite on this set. Let us prove that for every v ∈ (
As this set belongs to the σ-algebra The following lemma is usually proved when f is continuous in v, or satisfies some growth condition. We give here a detailed proof to show that we do not need any additional hypothesis.
Lemma 2.4 We have
In particular,
Proof -The first inequality in (2.10) follows from the fact that f 0 (t, 1) ≤ f (t, 1) for every t ∈ [a, b]. To prove the second inequality we argue by contradiction. Assume that there exists ϕ ∈ L 1 (a, b), satisfying (2.11), such that
As f 0 (t, v) = +∞ for v < 1 2 , from (2.6) and (2.13) we obtain that ϕ(t) ≥ , we obtain a new function, still denoted by ϕ(t), which continues to fulfill (2.11) and (2.13) (by convexity), and, in addition, satisfies the improved inequality ϕ(t) ≥
For every t ∈ [a, b] we define A ε (t) as the set of all triples (λ,
By (2.9) this set is nonempty for every t ∈ [a, b].
From the measurability properties of f and t → f 0 (t, ϕ(t)) we deduce that the graph of the set-valued map t ; A ε (t) belongs to L 1 × B 1 × B 1 × B 1 . By the Aumann-von Neumann selection theorem (see, e.g., [7, Theorem III.22] ) there exist Lebesgue measurable functions µ,
From the definition of A ε (t) and from (2.14) we deduce that
) .
As 0 < µ(t) < 1, the interval [a, b] is the union of the sets E (k) , which are pairwise disjoint.
by (2.6), from (2.16) and (2.17) we obtain that for every k ≥ 2 the functions ϕ i (t) and 
Let ϕ 3 ∈ L 1 (a, b) be the function defined by ϕ 3 := ϕ 1 on E 1 and ϕ 3 := ϕ 2 on E 2 , and let ψ be the primitive of ϕ 3 with ψ(a) = a. By (2.20) we have also
which contradicts (2.7) and concludes the proof of (2.10).
As f 0 ≤ f and f (·, 1) ∈ L 1 (a, b) by (2.6), if we take ϕ ≡ 1 in (2.10) we get (2.12). 2
Remark 2.5 As v → f 0 (t, v) is convex and finite, for every t ∈ [a, b] there exist the limits
For the sake of completeness, we give now a new elementary proof of a particular case of Theorem 3.1 of [2] .
Lemma 2.6
There exists a constant c ∈ I R such that
Proof -We argue by contradiction. If (2.24) does not hold, then there exists α ∈ I R such that ess sup
Then the sets
are disjoint and have positive measure. By (2.22) for every t ∈ A l the set
is nonempty. Since the graph of the set-valued map t ; E l (t) belongs to L 1 × B 1 , by the Aumann-von Neumann selection theorem (see, e.g., [7, Theorem III.22 ]) there exists a measurable function δ l :
Similarly, using (2.23) we can prove that there exists a measurable function δ r : A r → (0,
Let us define
and let ϕ(t) := −c l δ l (t) for t ∈ A l , ϕ(t) = c r δ r (t) for t ∈ A r , and ϕ(t) = 0 otherwise. Then by (2.27) we have b a ϕ(t)dt = 0, and, by (2.10), for every ε > 0 this implies
which is equivalent to
By the monotonicity property of the difference quotient of a convex function, using (2.25) we obtain for εc l < 1
for every t ∈ A l . Similarly, for εc r < 1 we obtain, using (2.26),
This contradiction proves (2.24). 2
Proof of Theorem 2.1 -By (2.23) and (2.24) there exists a constant c ∈ I R such that for a.e. t ∈ [a, b] and every ε ∈ (0, 1) we have
By convexity we have
so that we obtain from (2.31) and (2.32)
By (1.3) and (1.7) for every v > 0 we have
where co Θ is the lower semicontinuous convex envelope of Θ, which still satisfies (1.2). Since the function v → co Θ(y ′ (t)/v)v is convex for v > 0, from (2.34) we deduce that
From (1.7), (2.33), and (2.35) we obtain
for a.e. t ∈ [a, b] and every ε ∈ (0, 1).
Let us now fix t ∈ [a, b] such that (2.36) holds and |y
Since B(0, R) is compact, from (1.4) we know that
Choosing ν = r, from (2.37), (2.38), and (2.39) we get
Since co Θ satisfies (1.2), by (2.40) there exists a constant C = C(Θ, c, r, M ) ≥ 2, depending only on co Θ, c, r, and M , such that for a.e. t ∈ [a, b] with |y ′ (t)| > 2 we have
As C ≥ 2, inequality (2.41) holds also when |y ′ (t)| ≤ 2. 2 Proof of Theorem 2.2 -By Lemma 2.6 there exists c such that 
We next provide an estimate of c from below. From (2.43) and (2.5) it follows that α ess inf
We now return to the last part of the proof of Theorem 2.1 with ν = r = 1 and M = Ψ(R + 1). As the constant C which appears in (2.41) depends on c in a decreasing way, and c ≥ −3Ψ(R + 2M 2 ), it is enough to set K = C(Θ, −3Ψ(R + 2M 2 ), 1, Ψ(R + 1)). 2
DuBois-Reymond Necessary Conditions
Let L: I R n × I R n → I R + be a Borel function, let y ∈ W 1,1 (a, b; I R n ) be a function which satisfies (2.1), and let g: 
Therefore we obtain from (2.12)
Furthermore t → g 0 (t, v) is measurable. To prove this fact it is enough to adapt the arguments used for f 0 in the proof of Lemma 2.3.
Let us define d l v g 0 (t, 1) and d r v g 0 (t, 1) as in (2.22) and (2.23). It is easy to prove that
Therefore, by (2.24) there exists a constant c ∈ I R such that
and from (3.3) and (3.4) we obtain the DuBois-Reymond necessary condition
Our aim is to derive similar results when L(y(t), ·) is not differentiable. All our extensions of the DuBois-Reymond necessary condition (Theorems 3.2, 3.6, and 3.10) are based on the following lemma. 
Then there exist a constant c ∈ I R and a measurable function p:
where ∂ ξ ψ(t, 0) denotes the subdifferential of the convex function ψ(t, ·) at 0.
Proof -Since ψ(t, ·) is convex and positively homogeneous of degree one,
Let us fix t ∈ [a, b] such that these inequalities are satisfied. The set ∂ ξ ψ(t, 0) being convex, we deduce that for some q ∈ ∂ ξ ψ(t, 0) we have q,
By the previous argument B(t) = Ø for a.e. t ∈ [a, b]. The graph of the set-valued map t ; B(t) is the intersection of the sets B 1 and B 2 defined by
Clearly B 1 and B 2 belong to L 1 × B n , where B n denotes the σ-algebra of all Borel subsets of I R n . This implies that the graph of the set-valued map t ; B(t) defined by (3.9) belongs to L 1 × B n , and by the Aumann-von Neumann selection theorem (see [7, Theorem III.22] ), there exists a measurable function p: [a, b] → I R n such that p(t) ∈ B(t) for a.e. t ∈ [a, b]. Then (3.6) and (3.7) follow from (3.9). 2 Let L 0 := co u L be the lower semicontinuous convex envelope of L with respect to u. 
where d u L 0 (x, u)(ξ) denotes the directional derivative of the convex function L 0 (x, ·) at u in the direction ξ. Then there exist a constant c ∈ I R and a measurable function p:
Consequently,
, vy ′ (t)) for a.e. t ∈ [a, b] and for every v ∈ I R, if (3.10) holds, then by (3.2)
so that (3.11) and (3.12) are actually equalities. Assumptions (3.10)-(3.12) are satisfied, for instance, if g 0 (t, v) = L 0 (y(t), vy ′ (t)) for a.e. t ∈ [a, b] and every v ∈ I R.
Remark 3.4
If H is the Hamiltonian associated to L, defined in (1.9), then, by (3.15), H(y(t), p(t)) = −c for almost all t ∈ [a, b]. The function p corresponds to the co-state of optimal control theory. In other words, we proved that the Hamiltonian is constant along the optimal trajectory/co-state pair (y, p). In the case of smooth Hamiltonians this is indeed a well known property of optimal trajectories of autonomous Bolza control problems.
Proof of Theorem 3.2 -
The result follows from Lemma 3.1, taking ψ(t, ξ) := d u L 0 (y(t), y ′ (t))(ξ). Indeed, the convexity of L 0 (y(t), ·) implies that ψ(t, ·) is convex and ∂ ξ ψ(t, 0) = ∂ u L 0 (y(t), y ′ (t)) for a.e. t ∈ [a, b]. Equality (3.15) follows from (3.10), (3.13), and (3.14). 2
To state further extensions of the DuBois-Reymond necessary condition, we need to recall several notions of generalized derivatives. Let ϕ: I R m → I R ∪ {+∞}. The subdifferential of ϕ at x ∈ dom(ϕ) is defined by
An equivalent definition of subdifferential uses the lower contingent derivatives of ϕ defined by
(see, e.g., [4] ). The upper contingent derivative of ϕ at x is defined by
We use also the lower Dini directional derivative, defined by
Let us return to the Lagrangian L considered at the beginning of this section. Partial derivatives and partial differentials of L with respect to u are defined in the usual way: given x ∈ I R n , we consider the function ϕ(·) := L(x, ·), and set
Remark 3.5 By (3.1) and (3.2) for a.e. t ∈ [a, b] and every v ∈ (0, 2) we have
Therefore the conclusions of Lemma 3.1 continue to hold if (3.5) is replaced by
For every (x, u) ∈ I R n × I R n let ξ → co D ↑u L(x, u)(ξ) be the lower semicontinuous convex envelope of the function ξ → D ↑u L(x, u)(ξ).
Theorem 3.6 Let L: I R n × I R n → I R + be a Borel function and let y ∈ W 1,1 (a, b; I R n ) be a function which satisfies (2.1) . Suppose that for a.e. t ∈ [a, b]
Then there exist a constant c ∈ I R and a measurable function p: [a, b] → I R n such that
Remark 3.7 By (3.21) inequalities (3.23) and (3.24) are satisfied if 
Observe that every convex function is semiconvex (with ω equal to zero). Furthermore, if ϕ: I R n → R is continuously differentiable, then it is semiconvex. Using standard arguments of convex analysis (see, e.g., [3, p. 25] ) one can prove that every semiconvex function ϕ is locally Lipschitz. Furthermore, for every
and the function v → D ↑ ϕ(x)(v) is convex (see, e.g., [6, Theorem 3.9] ). These facts, together with Remark 3.7, show that assumptions (3.23)-(3.25) of Theorem 3.6 are always satisfied when L(x, ·) is semiconvex.
Proof of Theorem 3.6 -Let us define ψ(t, ξ) := co D ↑u L(y(t), y ′ (t))(ξ). Using the projection theorem it is possible to check the measurability with respect to t.
, y ′ (t))(ξ) for every ξ ∈ I R n , hence q ∈ ∂ − u L(y(t), y ′ (t)) by (3.18). The conclusion follows then from Lemma 3.1. 2 Remark 3.9 Theorem 3.2 has stronger assumptions and stronger conclusions than Theorem 3.6. Indeed, as L ≥ L 0 , it follows from (3.10) that
This shows that (3.10)-(3.12) imply (3.23)-(3.25).
On the other hand, (3.18) and (3.
. Therefore (3.10), (3.13), and (3.14) imply (3.26) and (3.27). 
where ∂ u L(x, u) denotes the Clarke generalized gradient of L(x, ·) at u.
Proof -Let us define
It is known that ψ(t, ·) is convex and that ∂ ξ ψ(t, 0) is the Clarke generalized gradient of L(y(t), ·) at y ′ (t) (see [9] ). Since d − u L(y(t), y ′ (t))(ξ) ≤ ψ(t, ξ), the result follows from Lemma 3.1 and Remark 3.5. 2.
Replacing subdifferential by superdifferential we get another extension of the DuBoisReymond necessary condition, which is meaningful only at those points t ∈ [a, b] for which ∂ + u L(y(t), y ′ (t)) = Ø.
Proposition 3.11 Let L: I R n × I R n → I R + be a Borel function and let y ∈ W 1,1 (a, b; I R n ) be a function which satisfies (2.1). There exists a constant c ∈ I R such that
Proof -From (3.2) we have
. These inequalities and (3.3) imply that there exists a constant c such that for a.e.
and we deduce from (3.
ending the proof. 2
Hamilton-Jacobi Inequalities
Let ϕ: I R n → I R + ∪ {+∞} with ϕ ≡ +∞. Given T > 0 and y 0 ∈ I R n , let us consider the Bolza problem:
over all absolutely continuous functions y ∈ W 1,1 (0, T ; I R n ) satisfying the initial condition y(0) = y 0 . The dynamic programming approach associates with this problem the family of problems (t ≥ 0, x ∈ I R n ):
over all absolutely continuous functions y ∈ W 1,1 (0, t; I R n ) satisfying y(0) = x. The corresponding value function V : I R + × I R n → I R + ∪ {+∞} is defined by (1.8).
Proposition 4.1 Let L: I R n ×I R n → I R + be a Borel function and let ϕ: I R n → I R + ∪{+∞} with ϕ ≡ +∞. Then V (0, x) = ϕ(x) for every x ∈ I R n . Furthermore, if L satisfies (1.2) and (1.3) , and ϕ is lower semicontinuous, then lim inf
for every x 0 ∈ I R n .
Proof -Fix x 0 ∈ I R n and let t i → 0+, x i → x 0 be such that lim inf
If the above limit is infinite, then our claim follows. If this limit is finite, then we consider
By (1.3), since ϕ ≥ 0, for some M > 0 we have
, we deduce from (1.2) that the functions y ′ i are equiintegrable and therefore the functions y i are equicontinuous. Since t i → 0+ and y i (0) = x i → x 0 , we get
Taking the lower limit and using the lower semicontinuity of ϕ we conclude the proof. 2
We recall that I R ⋆ + := {t ∈ I R | t > 0}. In this section we often assume the following hypotheses:
(H1) for every (t, x) ∈ I R ⋆ + × I R n the infimum in (1.8) is attained, (H2) L is locally bounded and satisfies (1.2) and (1.3).
It is easy to see that (H2) implies that 0 ≤ V (t, x) < ∞ for all (t, x) ∈ I R ⋆ + × I R n .
Remark 4.2 If for every t > 0 the functional
is sequentially weakly lower semicontinuous on W 1,1 (0, t; I R n ) and ϕ is lower semicontinuous, then from (1.2) and (1.3) it follows that (H1) is satisfied. Furthermore, arguing as in [11, Proof of Proposition 3.1], we can show that in this case V is lower semicontinuous on I R + × I R n . Lemma 4.3 Let L: I R n × I R n → I R + be a Borel function and let ϕ: I R n → I R + ∪ {+∞} with ϕ ≡ +∞. Assume that (H1) and (H2) are satisfied. Then, given (t 0 , x 0 ) ∈ I R ⋆ + × I R n and 0 < δ < t 0 , there exists r > 0 such that for all (t, x) ∈ B((t 0 , x 0 ), δ) every minimizer y(·; t, x) of (1.8) is r-Lipschitz.
Proof -Consider y 0 ∈ I R n , with ϕ(y 0 ) < +∞, and set z(s) = x + s t (y 0 − x). If y(·; t, x) is a minimizer of (1.8), we obtain t 0 L(y(s; t, x), y ′ (s; t, x))ds ≤ ϕ(y 0 ) + t sup
Since L is locally bounded, for every 0 < δ < t 0 there exists a constant M δ > 0 such that
for every (t, x) ∈ B((t 0 , x 0 ), δ). The conclusion follows now from Theorem 2.2. 2 Proof -The Lipschitz continuity is proved in [11, Corollary 3.4] . For the reader's convenience we repeat here the proof.
Fix (t 0 , x 0 ) ∈ I R ⋆ + × I R n . By Lemma 4.3, there exist r > 0 and δ > 0 such that for all (t, x) ∈ B((t 0 , x 0 ), δ) every minimizer y(·; t, x) of (1.8) is r-Lipschitz. We may assume that 5δ < t 0 . Let (t 1 , x 1 ) and (t 2 , x 2 ) be two distinct points of B((t 0 , x 0 ), δ), let h 1 := |t 1 − t 2 | + |x 1 − x 2 |, and s 1 := h 1 − t 1 + t 2 . Let u 1 ∈ I R n be such that y(s 1 ; t 2 , x 2 ) = x 1 + h 1 u 1 . Then 0 < h 1 < t 1 , 0 ≤ s 1 ≤ 2h 1 , and
Let y 1 : [0, t 1 ] → I R n be the function defined by
L(y(s; t 2 , x 2 ), y ′ (s; t 2 , x 2 ))ds + ϕ(y(t 2 ; t 2 , x 2 )).
As s 1 = h 1 − t 1 + t 2 ≥ 0 and L ≥ 0, we obtain
Since L is locally bounded, it follows from (4.3) that there exists a constant M , depending only on L, t 0 , x 0 , δ, and r, such that
Exchanging the roles of (t 1 , x 1 ) and (t 2 , x 2 ) we get that V in M -Lipschitz on B((t 0 , x 0 ), δ). If ϕ is lower semicontinuous, then V is lower semicontinuous at all points of {0} × I R n by Proposition 4.1. The lower semicontinuity on I R ⋆ + × I R n is a consequence of the local Lipschitz continuity. 2
We recall the definition of the function L + (x, u) used in [11] to study Hamilton-Jacobi equation (1.10) arising from a discontinuous Lagrangian:
Similarly we define the function L − (x, u) by
Proof -The following proof is a slight modification of the proof of [11, Proposition 3.6] . Let us fix (x, u) and u h as in the statement of the proposition, and let L(x, u) be the right hand side of (4.6). We want to show that L(x, u) ≤ L + (x, u). For every h > 0 let ε h = |u h − u| and let y h be such that
We extend y h on the interval [−h, −(1 − ε h )h] by the affine function satisfying y h (−h) = x − hu h and y h (−(1 − ε h )h) = x − (1 − ε h )hu. Since on this interval the derivative of y h is equal to (u h − (1 − ε h )u)/ε h , which is uniformly bounded, we deduce that for some M > 0 and all h > 0,
Dividing by h and taking the upper limit when h → 0+ we get L(x, u) ≤ L + (x, u). The opposite inequality can be proved in the same way. The proof of (4.7) is similar. 2 Remark 4.6 From the previous proposition it follows that, if h i → 0+, u i → u, and
Proof -Assume first y ∈ W 1,∞ (0, t; I R n ). Since L is locally bounded, the function s → ψ(s) := s 0 L(y(τ ), y ′ (τ ))dτ is absolutely continuous. Let s ∈ [0, t] be such that both ψ ′ (s) and y ′ (s) do exist and ψ ′ (s) = L(y(s), y ′ (s)). Since u h = (y(s)−y(s−h))/h converges to y ′ (s) as h → 0+, from Proposition 4.5 we obtain
which concludes the proof of the inequality L + (y(s), y ′ (s)) ≤ L(y(s), y ′ (s)) when y is Lipschitz. If y ∈ W 1,1 (0, t; I R n ), we can apply a Lusin type approximation theorem for Sobolev functions (see, e.g., [19, Theorem 3.10.5] ), which asserts that for every ε > 0 there exist y ε ∈ W 1,∞ (0, t; I R n ) and an open set U ε such that |U ε | < ε and y ε (s) = y(s) for all
Since ε is arbitrary, these inequalities hold for a.e. s ∈ [0, t].
If y is a minimizer of (1.8), then for every s ∈ (0, t) and every h ∈ (0, s) we have Let us define 
Consequently, V is a supersolution to (1.10) on I R ⋆ + × I R n when H is replaced by H − , i.e.,
and V is a subsolution to (1.10) on I R + × I R n when H is replaced by H + , i.e.,
Proof -Let t > 0, x ∈ I R n , and let y be a minimizer of (1.8). By Theorem 2.1 y(·) is Lipschitz. By minimality for all 0 < h ≤ t we have
Consider h i → 0+ such that for some u ∈ I R n ,
which proves (4.12).
Let (p t , p x ) ∈ ∂ − V (t, x). Then, by (3.18),
. By (4.11) this inequality gives (4.14).
To prove inequality (4.13), we fix any u ∈ I R n and let h i → 0+, u i → u. From the definition of V it follows that
Then we divide by h i and pass to the upper limit as i → ∞. Taking (4.6) into account we obtain (4.13). To prove (4.15) it is enough to apply (3.18), (4.13), and (4.10). 2 
Proof -By Lemma 4.10 the function f M (t) := f (t) − M t is nonincreasing. Therefore
, and the Lebesgue theorem on derivatives of monotone functions yields
Proof of Theorem 4.9 -Let us fix t > 0, x ∈ I R n , and let y be a minimizer of (1.8). It is Lipschitz continuous by Theorem 2.1. Let us define γ(s) := W (s, y(t − s)). Then γ is lower semicontinuous on [0, t] and γ(0) = ϕ(y(t)) < +∞. Let us fix s ∈ [0, t) with γ(s) < +∞. Consider a sequence h i → 0+ such that
We can write
with u i := −(y(t − s − h i ) − y(t − s))/h i . Passing to a subsequence we may assume that u i converges in I R n to some vector u, whose norm is bounded by the Lipschitz constant of y. From (4.16), (4.18) , and (4.19) it follows that
Since the function L + is locally bounded, we conclude that there exists a constant M such that d − γ(s) ≤ M for every s ∈ [0, t) with γ(s) < +∞. By Corollary 4.11 this implies that γ(s) < +∞ for every s ∈ [0, t].
If the derivative y ′ (t − s) exists, then u = y ′ (t − s). Therefore Since the right hand side is equal to V (t, x), we have proved that W (t, x) ≤ V (t, x). The last assertion of the theorem follows now from Theorems 4.4 and 4.8. 2
We conclude this section with some results which connect the minimizers of (1.8) with the contingent derivatives of the value function. Given t > 0, x ∈ I R n , and y ∈ W 1,1 (0, t; I R n ) with y(0) = x, the following conditions are equivalent:
(a) y is a minimizer of (1.8 Proof -If y is a minimizer if (1.8), then y ′ (s) ∈ F (t − s, y(s)) and y ′ (s) ∈ G(t − s, y(s)) for a.e. s ∈ (0, t) by (4.21) and (4.22) .
If y solves the differential inclusion y ′ (s) ∈ F (t − s, y(s)) for a.e. s ∈ [0, t], we define γ(s) := V (t − s, y(s)). Since V is locally Lipschitz on I R ⋆ + × I R n , the function γ is locally absolutely continuous on [0, t). Using (4.23) and the definition of F (t − s, y(s)), we obtain that L(y(s), y ′ (s)) ≤ −γ ′ (s) for almost all s ∈ [0, t], which implies that L(y(s), y ′ (s)) is integrable on [0, t − ε] for every ε > 0. By integrating we obtain γ(t − ε) + t−ε 0 L(y(s), y ′ (s))ds ≤ γ(0).
As γ(t − ε) = V (ε, y(t − ε)) and γ(0) = V (t, x), taking the lower limit as ε → 0 and using Proposition 4.1 we get ϕ(y(t)) + t 0 L(y(s), y ′ (s))ds ≤ V (t, x).
Consequently, y is a minimizer of (1.8).
If y solves the differential inclusion y ′ (s) ∈ G(t − s, y(s)) for a.e. s ∈ [0, t], we repeat the same proof, replacing (4.23) with (4.24). 2
