Abstract The minimal code length for which there exists an unextendable Hamming isometry of a linear code defined over a matrix module alphabet is found. An extension theorem for MDS codes over module alphabets is proved. An extension theorem for the case of MDS group codes is observed.
Introduction
The famous MacWilliams Extension Theorem states that each linear Hamming isometry of a linear code extends to a monomial map. The result was originally proved by MacWilliams in her Ph.D. thesis, see [10] . Later, the result was generalized for codes over module alphabets. A summary is given below.
Let R be a ring with identity. For two R-modules A and B, let Hom R (A, B) denote the set of R-module homomorphisms from A to B. Let Aut R (A) denote the set of all invertible homomorphisms in Hom R (A, A).
Let A be a finite left R-module and let n be a positive integer. Consider the Rmodule A n with the Hamming metric and let C be a code that is an R-submodule of A n . Call a map f ∈ Hom R (A n , A n ) monomial if there exist a permutation π ∈ S n and automorphisms g 1 , . . . , g n ∈ Aut R (A) such that, for all a ∈ A n , B Serhii Dyshko dyshko@univ-tln.fr 1 IMATH, Université de Toulon, B.P. 20132, 83957 La Garde, France f (a 1 , . . . , a n ) = g 1 a π (1) , . . . , g n a π(n) .
Note that a monomial map preserves the Hamming distance, i.e., it is a Hamming isometry. It can be easily shown that each Hamming isometry f ∈ Hom R (A n , A n ) is a monomial map.
We say that a module alphabet A has an extension property if for every positive integer n and for every code C ⊆ A n each Hamming isometry f ∈ Hom R (C, A n ) extends to a monomial map. Classical linear codes correspond to the case when A = R = F q , where F q is a finite field. The original MacWilliams Extension Theorem states that the alphabet A = R = F q has an extension property.
Following the original terminology of [12] , a module A is called pseudo-injective, if for each submodule B ⊆ A, each injective homomorphism f ∈ Hom R (B, A) extends to an endomorphism h ∈ Hom R (A, A).
The socle of A is a submodule soc(A) ⊆ A defined as the sum of all simple (irreducible) submodules of A. Recall that an R-module M is called cyclic if there exists x ∈ M such that Rx = M. In [17] the author proved a general extension theorem for a pseudo-injective module alphabet with a cyclic socle.
Theorem 1 Let R be a finite ring with identity. A finite R-module A has an extension property if and only if A is a pseudo-injective R-module with a cyclic socle.
In [3] the extension problem for a general module alphabet was partially translated to the case of matrix rings and matrix modules. There the authors proved the necessary conditions for the existence of a code over a matrix module alphabet with an unextendable isometry. An explicit construction appeared in [17] . 
is a Hamming isometry, but there is no monomial map extending f .
Note that Theorem 2 does not say if the given counterexample has minimum possible code length. In our previous work [5] we found the precise bound on the code length for the case m = 1, which corresponds to linear codes over a vector space alphabet. In this paper we improve this result by finding the bound for all m. More precisely, in the context of matrix modules, we find the minimum code length for which a code with an unextendable Hamming isometry exists, see Proposition 3.
In [4] we showed that Hamming isometries of almost all MDS linear codes, defined over a vector space alphabet, extend to monomial maps. The special geometric structure of MDS codes allows us to avoid the pseudo-injectivity and the cyclic socle conditions. In Theorem 4 we prove that an extension property holds for MDS codes over a module alphabet if the dimension of a code does not equal 2. Despite the general result of Theorem 1, for MDS codes the extension theorem holds for arbitrary finite R-module alphabet. Also, in Theorem 4 we do not require the ring R to be finite. In Theorem 7 we give a detailed description of the extension properties of MDS codes over a group alphabet. Regarding the finiteness of the ring R, in Theorem 3 we show that the statement of Theorem 1 remains correct even if the ring is infinite.
Extension criterion
Let W be a module isomorphic to C. Let λ ∈ Hom R (W, A n ) be an encoding map of C, i.e., λ(W ) = C, in the form λ = (λ 1 , . . . , λ n ), where λ i ∈ Hom R (W, A) is the projection on the ith coordinate, for i ∈ {1, . . . , n}. Consider the following modules, for i ∈ {1, . . . , n},
Denote the n-tuples of modules V = (V 1 , . . . , V n ) and U = (U 1 , . . . , U n ). We say that V = U if they represent the same multiset of modules. In other words, V = U if and only if there exists π ∈ S n such that for each i ∈ {1, . . . , n},
The following proposition characterizes extendable Hamming isometries in terms of the n-tuples V and U.
Proposition 1 The map f ∈ Hom R (C, A n ) is a Hamming isometry if and only if the equality holds
If f extends to a monomial map, then V = U. If A is pseudo-injective and V = U, then f extends to a monomial map.
Proof By definition, the map f is a Hamming isometry if for each a ∈ C, wt( f (a)) = wt(a), or, equivalently, for each w ∈ W , wt(λ(w)) = wt(μ(w)). Note that for all
and the same holds for the map μ. Hence, f is a Hamming isometry if and only if (1) holds. If f extends to a monomial map, then there exist a permutation π ∈ S n and automorphisms
In [17, Proposition 5.1], the author proved, based on the original proof for rings in [2] , that an R-module A is pseudo-injective if and only if for every submodule B ⊆ A each injective homomorphism σ ∈ Hom R (B, A) extends to an automorphism g ∈ Aut R (A).
Let V = U and let A be a pseudo-injective module. There exists π ∈ S n such that Ker λ i = Ker μ π(i) , for i ∈ {1, . . . , n}. 
General extension theorem
The original proof of Theorem 1 is mainly character-theoretical. In this section we show how to use the approach from the previous section and the Fourier transform to prove the theorem (the if part) in a different way. Recall that an R-module M is called cyclic if there exists a generator element x ∈ M such that M = Rx. 
Lemma 1
If M is not cyclic, then for all x ∈ M\{0}, {0} ⊂ Rx ⊂ M, and therefore M = x∈M\{0} Rx. Lemma 2 Let n be a positive integer and let a 1 , . . . , a n ,
two n-tuples of cyclic R-submodules of some ambient finite R-module M. Assume that X i = X j implies a i = a j , and X
Proof Simplify the equality by combining terms with equal modules in the left and right hand sides and eliminating terms with equal modules in different hand sides. After renaming the variables, the resulting equality has the following form,
Assume that n > 0. Among the modules X 1 , . . . , X n , Y 1 , . . . , Y n choose one that is maximal with respect to the inclusion, suppose it is X 1 . Then
Hence, for every submodule Z ⊆ M, considering the assumption of the lemma on equal coefficients, the submodule Z appears in the n-tuples X and Y an equal number of times, and thus X = Y .
Characters and the Fourier transform
Consider the multiplicative abelian group of nonzero complex numbers (C * , ×). Let G be a finite abelian group. Recall an abelian group is a Z-module. Denote by
the group of all characters of G. The isomorphism holds,
where the annihilator H ⊥ ⊆ G is defined as
Note that the Fourier transform is invertible, see [15, p. 168] . In [8, Theorem 5.6] the following two facts were proven. For all subgroups H ≤ G, N ≤ G,
Let R be a ring with identity. A finite left(right) R-module M is an abelian group. The group of characters M has a natural structure of a right(left) R-module, see [7, Section 2.2] .
Let N be another finite R-module. 
Since A is cyclic, for all i ∈ {1, . . . , n} the R-modules V ⊥ i = Im λ i and U ⊥ i = Im μ i are cyclic. Applying Lemma 2 to the equality (2), there exists a permutation π ∈ S n such that
Theorem 1 is stated and proved for finite rings. In fact, we can omit this restriction. Let R be a ring with identity (not necessary finite). Let M be a finite R-module.
Consider the canonical projection R → R M , r →r , wherer is the class of r in R M . Any R-module V ⊆ M can be seen as an R M -module with the well-defined actionrm = rm, for r ∈ R, m ∈ V . Conversely, every R M -module V ⊆ M is an R-module, where the action is defined as rm =rm for all r ∈ R, m ∈ V .
For every positive integer n, it is easy to see that Ann R (M n ) = Ann R (M), and hence, R M = R M n . From the arguments above, every R-submodule V ⊆ M n is an R M -module and vice versa. Also, it is not difficult to check that for every two
Lemma 3 The ring R M is finite.
Proof For each elementr ∈ R M , the map hr : M → M, m →rm is an element of the ring of endomorphisms End Z (M). Prove that the map R M → End Z (M),r → hr is an injection. Assume the opposite. Then there existr 1 =r 2 such that hr 1 = hr 2 . The last is equivalent to,r 1 m =r 2 m, for all m ∈ M. Hencer 1 =r 2 . Since R M can be embedded into a finite set End Z (M), it is finite itself.
Theorem 3 Let R be a ring with identity. A finite R-module A has an extension property if and only if A is a pseudo-injective R-module with a cyclic socle.
Proof By definition, an R-module A has an extension property if for every positive integer n, for every R-linear code C ⊆ A n , each R-linear Hamming isometry f ∈ Hom R (C, A n ) extends to an R-linear monomial map. Hence, R-module A has an extension property if and only if R A -module A has an extension property.
In the same way, A is pseudo-injective as R-module if and only if it is pseudoinjective as R A -module. The socle soc(A) is the same for the module A considered both as R-module and R A -module. It is cyclic as an R-module if and only if it is cyclic as an R A -module.
From Lemma 3, the ring R A is finite and hence from Theorem 1 and the arguments above, the statement of this theorem holds. 
Matrix module alphabet
Let R = M m (F q )be the ring of m × m matrices over a finite field F q , where m is a positive integer and q is a prime power. Let M be a left R-module. It is proved in [9, p. 656] that M is semisimple(completely reducible) and it is isomorphic to M m×k (F q ), where k is a nonnegative integer. In [18, Lemma 6.2] the author proved that there exists an isomorphism between
Lemma 4 Let M be a t-dimensional R-module and let X be a p-dimensional submodule of M. For each i ∈ {p, . . . , t},
Proof From the arguments above, the number of submodules of M of dimension k equals to the number of k-dimensional subspaces of a t-dimensional vector space. It is equal to t k q , see [14, Proposition 1.7.2]. The number of submodules that contain X is equal to the number of submodules of dimension i − dim F q X in the quotient module M/ X . Since dim M/ X = dim M − dim X , the statement of the lemma holds.
Lemma 5 For every positive integer t the following equalities hold,
Proof Use the q-binomial theorem, see [14, p. 74 
To get the equalities in the statement, put x = −1 and x = 1.
In the next proposition we improve Theorem 2 by giving an example of a shorter code, in terms of code length, with an unextendable Hamming isometry. Note that the code length K in Theorem 2 depends on the dimension of the alphabet, whereas in the following proposition the code length N ,
depends on the dimension of the ring, considered as a module over itself. This improvement is easily obtained from the construction in [17] , however it does not appear in the original statement of the author. Note that if k > m, then K ≥ N .
Proposition 2 Let R = M m (F q ) and let A = M m×k (F q ) be a left R-module. If k > m, then there exist a linear code C ⊂ A N and a map f ∈ Hom R (C, A N ) that is a Hamming isometry, but there is no monomial map extending f .
Proof Construct a code of the length N with an unextendable Hamming isometry. Let C be the code over the alphabet B = M m×(m+1) (F q ) and let f ∈ Hom R (C, B N ) be the unextendable Hamming isometry, constructed in Theorem 2 (see original proof in [17] ). Note that the length of C is exactly N . Since k > m, in A there exists a submodule isomorphic to B, so C can be considered as a code in A N and f ∈ Hom R (C, A N ) . Based on the construction of the author in [17] , the code C has an all-zero column and f (C) does not. Therefore f is an unextendable Hamming isometry.
For a positive integer n, consider the equation
where the unknowns are n-tuples
. . , Y n ) of submodules of some ambient finite R-module M.
Lemma 6 If a pair of n-tuples (X, Y ) satisfies Eq. 3 and X = Y , then n ≥ N .
Proof Let n * be the smallest positive integer such that there exists a solution of Eq. 3 with X = Y . For a pair of n * -tuples (X, Y ) define
Let r * be the minimum value of r (X, Y ) over all the pairs of n * -tuples (X, Y ) that satisfy Eq. 3 and X = Y . Let (X , Y ) be one such pair of n * -tuples with r (X , Y ) = r * and dim X 1 = r * . Consider the pair of n * -tuples (X * , Y * ), which equals to the pair (X , Y ) restricted on the submodule X 1 , i.e., X * i = X i ∩ X 1 and
for j ∈ {0, . . . , r * }, where the summation is over all the submodules V of X * 1 of the given dimension.
Prove by induction that for all t, 0 ≤ t ≤ r * , Eq. 3 with X = X * and Y = Y * can be transformed to
for some positive integer a, by changing the order of terms and substituting the values. Prove the base step, t = 0. Calculate the restriction of Eq. 3 on the module X * 1 and put all the terms 1 X * 1 = 0 to the left hand side of the equality and all other terms to the right hand side. We get,
where a = |{i | X * i = X * 1 }|, which is exactly equality (4) for t = 0. Assume that (4) holds for some t ∈ {0, . . . , r * − 1}. Let Z ⊂ X * 1 be a submodule of dimension r * − t − 1. Restrict (4) on Z ,
The dimension of Z is the largest among all the submodules that appear in (5) and it is smaller than r * . For the pair of n * -tuples
Calculate the number of 1 Z terms from the left and from the right hand sides of (5). Since X ∩ Z = Y ∩ Z , the numbers are equal. Using Lemmas 4 and 5,
and therefore c = 0 if t is even and b = 0 if t is odd. All the submodules of X * 1 of dimension r * − t − 1 are present in the right hand side of (4) with positive or negative sign, depending on the parity of t, with the same multiplicity. Move all the submodules of dimension r * − t − 1 from the right hand side to the left hand side of (4). Now, it has the form of (4) calculated for t + 1,
By induction, for t = r * , we get,
After moving all the summands with negative coefficients to the right hand side, we get the equality in the form of (3). Note that
If we assume r * ≤ m, then all the submodules are cyclic and X * = Y * , see Lemma 2 applied to Eq. 3 with X = X * and Y = Y * . Hence, r * ≥ m + 1. Also, a ≥ 1, and from Lemma 5,
Hence, n ≥ n * = N .
The main result of this section follows. It states that N is the minimum possible value of code length for which an unextendable Hamming isometry exists. Let C ⊆ A n be an R-linear code with an unextendable Hamming isometry. By Proposition 1, since A is pseudo-injective, for the n-tuples U and V, the equality (1) holds and U = V. From Lemma 6, n ≥ N .
Extension theorem for MDS codes
There is a famous Singleton bound, which states that for a code C ⊆ A n its cardinality |C| is not greater than |A| n−d+1 , where d is the minimum distance of the code. When a code attains the bound, it is called an (n,
An alternative definition is the following. A code C ⊆ A n is MDS if and only if the restriction of C on any k = n − d + 1 columns is isomorphic to A k as an R-module. In other words, any k columns of C can be taken as an information set of the code. We interpret this definition in terms of modules in the n-tuple V = (V 1 , . . . , V n ), see the notations of Sect. 2. Proof Let I ⊆ {1, . . . , n} be a subset with k elements. Let C be a code obtained from C by keeping only coordinates from I . The map λ = (λ i ) i∈I , λ : W → A k is an encoding map of C . Since C is MDS, λ is injective, which implies i∈I V i = {0}. Calculating the annihilators of both sides, we get i∈I V ⊥ i = W . All the modules W , C and C are isomorphic to A k . Thus the dual modules W and A k are isomorphic. Since for all i ∈ {1, . . . , n},
Therefore there are equalities everywhere in the expression above. We get |V ⊥ i | = | A| = |A| and W = i∈I V ⊥ i .
The next lemma shows that the condition of pseudo-injectivity in Proposition 1 can be omitted if a code is MDS. (1), we get the equality (2).
The proof is obvious for the case k = 1, so let k ≥ 3. Without loss of generality, let U ⊥ 1 be covered nontrivially by the modules
. . , t}, and no module is contained in another.
We observed the case of MDS codes of dimension 2 in [4] , where R is a finite field and the alphabet A is a vector space. In the next section we generalize an extension property for MDS codes over a group alphabet. Recall that a nontrivial partition of a finite abelian group G is a set of proper subgroups H 1 , . . . , H t with the property that for any g ∈ G\{0} there exists unique i ∈ {1, . . . , t} such that g ∈ H i . The following theorem was proven in [11] . Proof By contradiction, assume that there exists an unextendable Hamming isometry f ∈ Hom R (C, A n ). From Proposition 1 and Lemma 8, the equality (1) holds and U = V. From Lemma 7, V i ∩ V j = U i ∩ U j = {0}, for all i = j ∈ {1, . . . , n}. Also, there exists ∈ {1, . . . , n} such that V = n j=1 V ∩ U j and the covering is nontrivial. Obviously, (V ∩ U j ) ∩ (V ∩ U i ) = {0}. Hence, the module V has a nontrivial partition. Considering V as a finite abelian group, from Theorem 5, it is isomorphic to Z m p , where p is a prime and m ≥ 2. From the contradiction, the map f extends to a monomial map.
Remark 1
As we have already noted in the introduction, unlike Theorem 1, in Theorem 4 and Proposition 4 the ring R may not be finite.
Extension theorem for MDS group codes
In this section we prove the extension theorem for MDS codes over a group alphabet. A finite abelian group is a Z-module. However, Z is not a finite ring, so the results of Theorem 1 cannot be applied directly to Z-module alphabets, so we use our improved statement of Theorem 3.
Lemma 9 If G is a finite abelian group with a cyclic socle, then G is cyclic.
Proof Use the fact that G is isomorphic to the product of abelian p-groups, G ∼ = G p 1 × · · · × G p r , for different primes p i , i ∈ {1, . . . , r }. Obviously,
Each socle soc(G p i ) is an abelian p i -group itself. Thus, the subgroup soc(G) is cyclic if and only if each socle soc(G p i ) is cyclic.
For a prime p consider a finite abelian p-group G p . The group G p is isomorphic to the product Z Remark 2 Note that Theorem 7 is a generalization of Theorem 4 and the results of [4] for the case of a group alphabet. In both cases, the value k of an MDS code that differs from 2 always leads to an extension property. However, an attempt to generalize these results for MDS codes over an arbitrary alphabet, i.e., without any algebraic structure, fails. In [13] there was given an example of a (4, 3) MDS binary code with an unextendable Hamming isometry. Though, except this case, (n, n − 1) MDS codes over arbitrary alphabet, n = 4, have an extension property.
