Battiti's mutual information feature selector (MIFS) and its variant algorithms are used for many classification applications. Since they ignore feature synergy, MIFS and its variants may cause a big bias when features are combined to cooperate together. Besides, MIFS and its variants estimate feature redundancy regardless of the corresponding classification task. In this paper, we propose an automated greedy feature selection algorithm called conditional mutual information-based feature selection (CMIFS). Based on the link between interaction information and conditional mutual information, CMIFS takes account of both redundancy and synergy interactions of features and identifies discriminative features. In addition, CMIFS combines feature redundancy evaluation with classification tasks. It can decrease the probability of mistaking important features as redundant features in searching process. The experimental results show that CMIFS can achieve higher best-classification-accuracy than MIFS and its variants, with the same or less (nearly 50%) number of features.
I. Introduction
Feature selection plays an important role in improving accuracy, efficiency, and scalability of the classification process. Since relevant features are often unknown a priori in the real world, irrelevant and redundant features are introduced to represent the domain. However, more features will significantly slow down the learning process and lead to classification over-fitting. With a limited amount of sample data, irrelevant features may obscure the distributions of a small set of truly relevant features for the task and confuse the learning algorithms. It has been proven in both theoretical and empirical aspects that reducing the number of irrelevant or redundant features drastically increases the learning efficiency of algorithms and yields more general concepts for a better insight into the classification tasks.
In supervised classification learning, one is given a training set of labeled instances. An instance is typically described as an assignment of attribute values to a set of features F, and each instance is associated with one of l possible classes in C = {c 1 , …, c l }. The feature selection can be formalized by selecting a minimum subset S from the original feature set F such that P(C|S) is as close as possible to P(C|F), where P(C|S) and P(C|F) are the approximate conditional probability distribution given the training set [1] . The minimum subset S is called an optimal subset. To find the best subset, the order of the search space is O(2 degrade because of the following two reasons. First, they all ignore the case of feature cooperation and suppose all features are competitive. Second, in their criterions, the feature redundancy is evaluated regardless of the classification problem at hand. However, if the redundant information between two important features is rarely relative to the corresponding target concept, even when they are highly redundant, neither of them should be ignored.
In this paper, we propose a novel criterion based on conditional mutual information to select promising features. This criterion considers not only the competition among features but also the cooperation. In addition, we propose feature classification redundancy (FCR) to indicate the part of feature redundancy (FR) which is really relative to the target classification task. By computing FCR information rather than FR information, it can decrease the probability of mistaking important features as redundant features in searching process. Based on our criterion and FCR, a fast sequential forward feature selection algorithm named conditional mutual information-based feature selection (CMIFS) is devised by using greedy optimization. With neither intensive matrix operation nor high-dimension MI evaluation, CMIFS provides a low-complexity solution for resource-constraint applications. The requirement of the memory storage of CMIFS is low because it need not calculate the accumulated MI between the candidate features and the selected ones. Experimental results show that CMIFS outperforms MIFS, mRMR, and NMIFS on the public benchmark data sets.
The reminder of this paper is organized as follows. Section II reviews the concepts of information theory and gives the formal definition of feature interaction. Section III presents our proposed CMIFS algorithm. Section IV reports experimental results on several public benchmark data sets. Finally, the conclusions are drawn in section V.
II. Feature Selection Based on Conditional Mutual Information 1. Evaluation of Mutual Information
In classification tasks, the relevant features contain important discriminative information of the classes. Shannon's information theory provides us a way to quantify the feature information with entropy and MI [12] , [13] . Evaluating the entropy and MI between two discrete feature variables is feasible and convenient through histograms. For continuous feature variables, some type of discretization methods such as the minimum description length (MDL) discretization method [14] will be applied before computing entropy or MI.
Let F, S, and C denote the original feature set, the selected feature subset, and output classes, respectively. We review the following three formulas which are used in our work. Formula 1. Given an output set of classes C = {c 1 , c 2 , …, c l }, the initial uncertainty in C is
where P(c i ), i = 1, …, l, is the probability for the specific classes [13] . Formula 2. Given a feature vector F and an output class C, the average uncertainty in C is
where P(f) is the probability for individual features in F, and P(c|f) denotes the conditional probability for class c given input feature f [13] . Formula 3. Given a feature vector F and an output class C, the amount of decreased class uncertainty is
where P(c; f) is the joint probability of class c and feature f [13] .
Optimal Feature Subset
Definition 1. The optimal feature subset is the feature subset S iff I(C; S) is maximized or H(C|S) is minimized [5] .
According to definition 1, in a greedy strategy of sequential forward searching, where one feature is selected at a time, the next feature f i ∈ F -S to be selected is the one that makes I(C; {S, f i }) its maximum. Since I(C; {S, f i }) satisfies the chain rule for information [13] , it can be represented as ( ;{ , }) ( ; ) ( ; | )
For a given feature subset S, I(C; S) is a constant. To maximize I(C; {S, f i }), the conditional mutual information I(C; f i | S) should be maximized.
Interaction Information
Interaction information [15] among features can be understood as the amount of information (redundancy or synergy) bound up in a set of features, but not present in any subset. I(C; f i | S) in (4) can be represented as ( ; | ) ( ; ) ( ; ; )
where I(C; f i ; S) is called the interaction information among C, f i , and S. For two features, f i and f j , the interaction information I(C; f i ; f j ) is a 3-way interaction. Let Θ denote a metric that measures the relevance of the class label with a feature or a feature subset. Definition 2. Given a feature subset S with k features, the interaction of the k features is said to form k-way feature interaction iff for any arbitrary partition of S, denoted as S 1 , S 2 , S 3 ,…, S l , where l ≥ 2 and S i ≠ Ф, we have
Unlike the mutual information, the interaction information can be negative, positive, or zero [16] . For simplicity, we use 3-way interaction to illustrate the three types of interaction. When I(C; f i ; f j ) < 0, the negative interaction suggests a redundancy between f i and f j , meaning that f i and f j provide completely or partially the common information about C. When I(C; f i ; f j ) > 0, the positive interaction indicates a synergy between f i and f j instead. It means that f i and f j yield more information together than what could be expected from the two individual interactions with the class labels. When I(C; f i ; f j ) = 0, it implies that f j does not affect the relationship between f i and C. It is extremely important to note that the three types of interactions coexist in most real-life domains. However, directly identifying a k-way feature interaction requires exponential time. In order to avoid exponential time complexity, the interaction is approximately evaluated in MIFS and its variants described in section I. The estimation formula for I(C; f i |S) in MIFS and the variants can be uniformly expressed as
where f i ∈ F -S, ξ is the feature redundancy penalization parameter and ξ ≥ 0. By comparing (5) and (6) 
III. CMIFS
In this section, we propose a conditional mutual information based feature selection criterion which considers synergy and redundancy interactions of features. In addition, we propose to use feature classification redundancy information rather than feature redundancy information to evaluate feature redundant information for classification. Based on our criterion and feature classification redundancy, we devise the CMIFS algorithm. 
Let f k (k=1,…,|S|) denote the k-th feature previously selected into S and f i ∈ F -S denote the candidate feature.
When |S| = 1, I(C; f i | f 1 ) can be calculated effectively. In the case of |S| ≥ 2, it may be hard to calculate I(C; f i | S) exactly because of the limited number of samples and high computation effort. A substitute is to measure I(C; f i | S) approximately with low-complexity criterions.
Suppose we already have the subset S with n (n ≥ 2) features. We propose that the next feature is selected by optimizing the following criterion:
We use the inductive method to describe the derivation of our proposed criterion.
For n = 2, we reduce the dimension of measuring I(C; f i | {f 1 , f 2 }) by evaluating I(C; f i |f 2 ) in the context of f 1 . According to (7) ,
By using (9), we can approximately compute I(C; f i |{f 1 , f 2 , f 3 }) as 
We assume that I(C; f i |S k-1 ) (k ≥ 3) can be approximately calculated by
For n = k, we can derive the approximate I(C; f i |{S k-1 , f k }) from (9) and (11) ( ; | ) ( ; | ) ( ; | ).
Thus, we get the approximate estimation formula for
According to (13) , a k-way interaction (k ≥ 4) can be eventually simplified to 3-dimensional conditional information computation. Unlike (6), (13) can measure positive interactions as well as negative and zero interactions. Although only two features, f 1 and f n , rather than all the previously selected features, are used to decide the selection of f i , the recurrence relation potentially involves all the selected feature subset in the searching process.
The computational complexity of (8) 
is O(|F -S|). It is lower than that of the criterions used in MIFS and its variants with O(|S|·|F -S|).
The linear computation complexity ensures that criterion (8) can be applied to many applications with high dimension data, such as image retrieval, object recognition, analysis of genomic microarrays, and text categorization.
Feature Classification Redundancy
In classification tasks, redundant features as a kind of noise data should be removed. MIFS and its variants recognize a redundant candidate feature f i based on its dependency with the selected features, that is,
. The higher the sum is, the more likely f i will be identified as redundant regarding class discriminative power and not preferred. In fact, FR information, regardless of the classification task, such as I(f i ; f j ), only says how overlapping these features are. It is possible that FR information does not subsume anything about C.
We define FCR information as the redundancy information which is really relative to the target concept. To distinguish FR and FCR, the comparison is illustrated in Fig. 1 . We can see that in Figs. 1(a) or 1(c) , FCR information (I FCR ) is part of FR information (I FR ) measured by I(f i ; f j ). While in case Fig. 1(b) , there is no I FCR between f i and f j , even though I FR exists. Intuitively, if I FCR between f i and f j subsumes the total information of f i on the class discrimination, f i can be removed without compromising the learning of a classification rule. In Fig. 1 . FCR information vs. FR information. We use FCR information rather than FR information to evaluate feature redundant information for classification. When f i is a classification redundancy feature of f j , we have I(C; f i | f j ) = 0. Extending f j to the selected subset S, we give the following definition of classification redundant feature. Obviously, according to the searching rule of maximizing I(C; f i |S), the existence of classification redundant features have little impact on the criterions' results of selected suboptimal subsets. However, in order to reduce unnecessary time costs, classification redundant features of S should be removed before a new turn of looking through the candidate subset space.
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CMIFS Algorithm
On the basis of the criterion proposed in (8), we devise the feature selection algorithm CMIFS. Although CMIFS is a greedy algorithm, it will not waste time on unnecessary features by removing classification redundancy features beforehand. The procedure description of CMIFS is illustrated in Fig. 2 .
In CMIFS, the feature subset S is built up step by step, by adding one feature at a step. For simplicity, we evaluate classification redundant features of individual features in the selected subset S. Since approximate classification redundant features are reasonable for general applications, we define the ratio of I(C; f i |s n ) to I(C; f i ) as a candidate feature f i 's classification information gain degree for the selected feature s n . We set a threshold δ to quantify the likeness of f i being a classification redundancy feature of s n . While the ratio of I(C; 
Algorithm CMIFS
Input: F = {f 1 , f 2 ,…,f n },C, δ Output: the features ranked in the selection order 1:
end if 11:
end for 12:
+I(f i ; s n |C)} 14: FCR information between f i and s n . In order to detect approximate classification redundant features of s n , we should set δ a value between 0 and 1. As δ grows, it excludes the classification redundant features more efficiently. However, the value of δ should be under a reasonable value range so as to prevent informative features from being removed unreasonably. Based on our observation, a value for δ between 0.05 and 0.2 is appropriate for many classification tasks to make good tradeoff between efficiency and reasonability. If we set δ as zero, only the precise classification redundant features of s n will be removed from the candidate subset. If we set δ a value less than zero, the search space has the original size. The benefit of using threshold δ is that it provides the possibility to further speed up CMIFS. Which kind of δ can be determined based on the requirements of the classification task at hand.
IV. Experiments
In this section, we describe how we conduct the experiments on the public data sets and present the experimental results.
Experiment Setup
CMIFS is compared with MIFS, mRMR, and NMIFS on Fig. 3 . Average classification accuracies on zoo data set. four public benchmark data sets (see Table 1 ). Zoo, glass, and sonar data sets are available on the UC-Irvine machine learning database [17] . Testcolon is a microarray gene expression data set, available on the mRMR Web site [18] . The four data sets are very different in the number of instances, features, and label classes. In addition, the first two data sets are discrete, and the latter two are continuous. For continuous data, MDL discretization method is used before feature selection is taken.
In the experiments, we set the threshold δ used in CMIFS to 0.2. Because Battiti [5] finds that a value for β (the feature redundancy penalization parameter) between 0.5 and 1 is appropriate for many classification tasks, we set β used in MIFS to 0.7. In addition, we choose MIFS (β = 0) as the maxrelevance criterion which only considers the relevance of individual features and the class labels.
In order to evaluate how good the selected features are, we apply a C4.5 classifier to evaluate the classification quality of the features selected by each of the four algorithms. All the classification experiments are conducted in the WEKA environment [19] . For every data set, the classification is performed by using 10-fold cross-validation.
Evaluation Metric
The metric of average classification accuracy A is used to evaluate C4.5 classifier and evaluated by the formula:
where t i is the number of instances correctly classified in the i-th run, n is the total number of instances, and k is the number of repetitions. For a 10-fold cross-validation, k = 10. Figure 3 shows the average accuracies on the zoo data set. The highest average accuracy achieved by CMIFS is 96.04%, which is higher than 95.05% obtained by MIFS (β = 0), mRMR, NMIFS, and the 93.07% gotten by MIFS (β = 0.7). In addition, the best classification result of CMIFS is achieved when only 6 features are selected rather than the 10 or more features required in MIFS (β = 0), MIFS (β = 0.7), mRMR, and NMIFS. On this data set, with the help of the threshold δ, 2 classification redundancy features are removed beforehand, which makes CMIFS focus on informative features during searching process.
Results on Benchmark Data
For the testcolon data set, 20 features are selected by using each feature selection algorithm. As we can see from the results shown in Fig. 4 , the features selected by CMIFS have clearly higher discriminative ability than the features selected by MIFS (β = 0), MIFS (β = 0.7), mRMR, and NMIFS. Although all of them achieve their best average accuracy when 2 features are selected, CMIFS achieves the highest accuracy at 91.94%, while the best average accuracy achieved by MIFS (β = 0.7) and NMIFS is 90.32%. MIFS (β = 0) and mRMR obtains lower classification accuracy with 88.71% and 83.87%, respectively. Figure 5 shows the average accuracies on the glass data set. We observe that the overall feature selection performance of CMIFS is better than that of other algorithms. The highest Table 2 summarizes the best average classification accuracies obtained by the four algorithms and the respective number of selected features when the best accuracies are achieved. Obviously, CMIFS can more quickly find out the suboptimal feature subset than other three algorithms. In addition, the features selected by CMIFS have stronger classification discriminative power than the features selected by other algorithms. The outperformance of CMIFS can be attributed to the reason that CMIFS takes account of both positive and negative interactions. The feature dependency in CMIFS ensures the possibility to detect the relevant feature combinations in some degree.
Moreover, the removal of classification redundancy features makes CMIFS focus on informative features during searching process. Last but not least, the requirements of computation cost and memory storage of CMIFS are low. The calculation of CMIFS only needs C, f 1 , f n , and F -S for evaluating the next feature to be selected. However, MIFS needs C, S, and F -S to do the evaluation task. With the increase in the number of original features, the computation effort and memory storage are increased for considering the MI between the selected feature subset and the candidate feature subset.
V. Conclusion
This paper presents a new greedy feature selection algorithm based on conditional mutual information named CMIFS. Unlike MIFS and its variants which ignore synergy of features, CMIFS can detect both cooperation and redundancy interactions of features. CMIFS computes FCR information rather than FR information. It can decrease the probability of mistaking important features as redundant features in searching process. With the benefit of removing unnecessary features, CMIFS focuses on informative features in searching process.
Besides, CMIFS imposes no limitation on feature information distribution. Experimental results, except those of the testcolon data set, show that CMIFS uses almost half the number of features required by other comparison methods (MIFS, mRMR, and NMIFS) to get higher best-classification-accuracy. For the testcolon data set, both CMIFS and the comparison methods use two features to obtain their own bestclassification-accuracy, but CMIFS achieves 91.94% bestclassification-accuracy, which is higher than the 88.71%, 90.32%, and 83.87% obtained by MIFS, NMIFS, and mRMR, respectively. Since the computation complexity of the criterion used in CMIFS is O(|S -F|), CMIFS can be applied to the applications with high-dimensional data, such as image processing, biology, and multimedia data retrieval. Zhiguang Qin received his MS from Xiangtan University, P.R. China, in 1989. He received his PhD from UESTC, P.R. China, in 1996. He is now a professor and the dean of the School of Computer Science and Engineering, UESTC. His research interests include information retrieval, peer-to-peer systems, and mobile networks.
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