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Abstract 
For parabolic PDEs, we present a new certainty equivalence-based 
adaptive boundary control scheme with a least-squares identifier of an 
event-triggering type, where the triggering is based on the size of the 
regulation error (as opposed to the identifier updates being triggered by 
the estimation error, or the control changes being triggered by the 
regulation error). The scheme guarantees exponential convergence of the 
state to zero in the 2L  norm and a finite-time convergence of the parameter 
estimates to the true values of the unknown parameters. The scheme is 
developed for a specific benchmark problem with Dirichlet actuation, 
where the only unknown parameters are the reaction coefficient and the 
high-frequency gain. For this specific problem, no existing adaptive 
scheme can handle the unknown high-frequency gain. An illustrative 
example allows the comparison with other adaptive control design 
methodologies.  
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1. Introduction 
 
The development of adaptive control for parabolic Partial Differential Equations (PDEs) is an actual 
necessity due to the wide use of parabolic PDEs in many important control problems. In most cases, 
some of the parameters appearing in the parabolic PDE are not accurately known. Three different 
methodologies of adaptive boundary control design for parabolic PDEs are available in the 
literature (see [19,21,23,32,33,34]): 
i) Lyapunov-based design, 
ii) design with passive identifiers, and 
iii) design with swapping identifiers.  
Recently, the scope of adaptive controllers has been extended to more complicated cases: parabolic 
PDEs with input delays (see [11]) and parabolic PDEs with distributed parameters and inputs (see 
[27]). Moreover, adaptive controllers have been used extensively for hyperbolic PDEs: see [1-
10,20].  
    The purpose of the present work is the development of a novel adaptive boundary control scheme 
for parabolic PDEs. The proposed methodology is based on the extension to the parabolic infinite-
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dimensional case of the recently proposed adaptive control scheme in [17] for finite-dimensional 
systems. It is a certainty-equivalence adaptive scheme with a least-squares, regulation-based 
identifier. The proposed adaptive boundary control scheme guarantees exponential convergence of 
the state to zero in the 2L  norm. Moreover, the scheme guarantees a finite-time convergence of the 
parameter estimates to the true values of the unknown parameters. The adaptive scheme is 
developed for a specific benchmark problem with Dirichlet actuation, where the only unknown 
parameters are the reaction coefficient and the high-frequency gain. For this specific problem, no 
other adaptive scheme can handle the unknown high-frequency gain. It should be noticed that the 
proposed adaptive design can be extended to more complicated cases as well as to systems of 
parabolic PDEs.  
     An advantage of the certainty-equivalence adaptive boundary control scheme with regulation-
based, least-squares identifier is that it can be combined with all methodologies of static boundary 
feedback design for parabolic PDEs. More specifically, the proposed scheme can be combined with: 
i) the backstepping design (see [22,31]), and 
ii) the reduced model design (see [12,25]).  
The derivation of the adaptive control scheme does not require the knowledge of a Lyapunov 
functional for the parabolic PDE. 
      It should be noted that the closed-loop system under the proposed adaptive control scheme is a 
hybrid infinite-dimensional system. The study of hybrid (event-triggered) distributed-parameter 
systems has attracted the interest of many researchers during the last decade: see the works [13,30] 
for parabolic PDEs, the works [14,15,24,29] for hyperbolic PDEs and the works [16,26] for abstract 
infinite-dimensional systems.  
    The structure of the present work is as follows: Section 2 describes the adaptive boundary control 
scheme in detail and explains the intuitive ideas behind the event-trigger and the regulation-based, 
least-squares identifier. The main result (Theorem 2.2) is stated in Section 2 and its consequences 
are discussed in detail. Section 3 is devoted to the selection of the nominal feedback. It is shown 
how the adaptive scheme can be combined with the backstepping design and the reduced model 
design. An illustrative example is presented in Section 4, where the proposed adaptive scheme is 
compared with the adaptive controller with the passive identifier as well as with the backstepping 
controller with known parameter. The proof of the main result is provided in Section 5. The proof 
of Theorem 2.2 requires the development of certain technical, auxiliary results, which are stated in 
Section 5 and proved in the Appendix. Finally, the concluding remarks are given in Section 6. 
 
Notation. Throughout this paper, we adopt the following notation.  
 : [0, )   . Z  denotes the set of all non-negative integers.  
 Let nU   be a set with non-empty interior and let  be a set. By  0 ;C U  , we denote the 
class of continuous mappings on U ,which take values in  . By  ;kC U  , where 1k  , we 
denote the class of continuous functions on U , which have continuous derivatives of order k  on 
U and take values in  . 
 For a vector mx , we denote by x  its usual Euclidean norm. For real numbers i , 1,...,i m , 
 1 2, ,..., mdiag     denotes the diagonal square matrix with 1 2, ,..., m    on its main diagonal. For a 
matrix m mW  , the matrix norm W  is given by  sup : , 1mW Wx x x   . 
 We use the notation 2 (0,1)L  for the standard space of the equivalence class of square-integrable, 
measurable functions defined on (0,1)  and 
1/2
1 2
0
( )f f z dz
 
   
 
, for 2 (0,1)f L .  
 For an interval I  , the space 
0 2( ; (0,1))C I L  is the space of continuous mappings 
2[ ] (0,1)I t u t L   . 
 Let : [0,1]u    be given. We use the notation [ ]u t  to denote the profile of u  at certain 0t   , 
i.e. ( [ ])( ) ( , )u t z u t z , for all [0,1]z . 
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2. The Adaptive Controller  
 
In this section we gradually introduce the adaptive control law. The reader interested in a quick 
access to the adaptive controller may immediately refer to (2.8), (2.9), (2.10), (2.12), (2.13), (2.19), 
(2.28) and then resume reading the rest of this section for explanations. 
 
Consider the parabolic equation  
2
2
( , ) ( , ) ( , )
u u
t x p t x u t x
t x

 
 
 
, 0t  , (0,1)x                                   (2.1) 
 
where , 0p c  ,    are constants, with boundary conditions  
 
( ,0) 0u t  , for 0t                                                      (2.2) 
 
( ,1) ( )u t cU t , for 0t                                                   (2.3) 
 
where ( )U t   is the control input. The values of the parameters    (reaction coefficient) and 
0c   (high-frequency gain) are unknown and are to be estimated.  
    Let ,...}3,2,1{)(   N  and ( )1 ( )( ( ),..., ( ))
N
Nk k

      be mappings with the property that 
for every   , there exist constants 0,  R  such that for every 
2
0 (0,1)u L , the initial boundary 
value problem (2.1), (2.2), (2.3) with  
1
1
0
( ) ( , ) ( , )U t c k x u t x dx                                                       (2.4) 
where 



)(
1
)()(),(


N
n
nn xkxk , [0,1]x                                               (2.5) 
 
)sin(2)( xnxn   ,  1,2,...n                                                 (2.6) 
 
and initial condition 0 [0]u u , has a unique solution 
0 2 1( ; (0,1)) ((0, ) [0,1])u C L C     with 
2[ ] ([0,1])u t C  for 0t   which also satisfies the following estimate  
 
0[ ] exp( )u t R t u   ,  0t                                            (2.7) 
 
 We refer to the controller (2.4), (2.5) as the nominal feedback. Notice that the implementation of 
the nominal feedback requires the knowledge of the values of the parameters   , 0c  .  
 
The proposed adaptive scheme can work with any nominal feedback of the form (2.4), (2.5) that 
guarantees (2.7). There are two ways of designing the required mappings ,...}3,2,1{)(   N  and 
( )
1 ( )( ( ),..., ( ))
N
Nk k

      with the above properties: 
1) the finite-mode approximation of the backstepping design (see [22,31]), and  
2) the reduced model design methodology (see [12,25]). 
 
An extensive discussion of the construction of the mappings ,...}3,2,1{)(   N  and 
( )
1 ( )( ( ),..., ( ))
N
Nk k

      is given in the following section (Section 3).  
 
Our certainty equivalence adaptive controller with regulation-triggered least-squares identification 
has three different components:  
I) the certainty-equivalence controller, 
II) the event-trigger, and 
III)  the least squares identifier.   
Each component is described in detail below.  
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2.I. The Certainty-Equivalence Controller  
 
The control action in the interval between two consecutive events is governed by the nominal 
feedback with the unknown   , 0c   replaced by their estimates ˆ  , ˆ 0c   at the beginning of 
the interval. Moreover, the estimates ˆ  , ˆ 0c   of the unknown   , 0c   are kept constant 
between two consecutive events. In other words, we have 
 
1
1
0
ˆˆ( ) ( ) ( ( ), ) ( , )i iU t c k x u t x dx  

  , 1[ , ) ,i it i Z                                           (2.8) 
ˆ ˆ( ) ( )it   , ˆ ˆ( ) ( )ic t c  , 1[ , ) ,i it i Z                                                 (2.9) 
 
where   00 ii  is the sequence of times of the events that satisfies 
 
 1
0
min , ,
0
i i iT r i Z 

   

                                                  (2.10) 
 
where 0T  is a positive constant (one of the tunable parameters of the proposed scheme) and 
iir   is a time instant determined by the event trigger. 
 
 
2.II. The Event-Trigger 
 
     The proposed event trigger is based on the evolution of the regulation of the state.  
 
Let 0a   be a positive constant (one of the tunable parameters of the proposed scheme). The event 
trigger sets iir   to be the smallest value of time it   for which  
 
ˆ( )
[ ] (1 ) [ ]
i
iu t R a u                                                       (2.11) 
 
where ][tu  denotes the solution of (2.1), (2.2), (2.3) with (2.8) and ˆ 0R   is the coefficient involved 
in (2.7). For the case that a time it   satisfying (2.11) does not exist, we set ir . For the case 
[ ] 0iu    we set Tr ii : .  
     Formally, the event trigger is described by the equations: 
 
 ˆ( ): inf : [ ] (1 ) [ ]ii i ir t u t R a u      , for 0][ iu                           (2.12) 
 
                                                 Tr ii : , for [ ] 0iu                                                 (2.13) 
 
 
2.III. The Least-Squares Identifier 
 
The description of the regulation-triggered adaptive control scheme is completed by the parameter 
update law, which is activated at the times of the events. 
   Assuming a sufficiently regular solution, we notice that by virtue of (2.1), (2.2), (2.3), we get for 
all 0   and 1,2,...n  : 
1 1
2 2
0 0
sin( ) ( , ) ( 1) ( ) ( ) sin( ) ( , )n
d
n x u x dx pn cU n p n x u x dx
d
       

      ,                        (2.14)  
By virtue of (2.14), for every , 0t s   and 1,2,...n  , the following equation holds: 
( , ) ( , ) ( , )n n nf t s g t s cj t s                                                              (2.15) 
where    
 
1 1
2 2
0 0
( , ) : sin( ) ( , ) ( , ) sin( ) ( , )
t
n
s
f t s n x u t x u s x dx n p n x u x dxd                           (2.16) 
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1
0
( , ) : sin( ) ( , )
t
n
s
g t s n x u x dxd     , ( , ) : ( 1) ( )
t
n
n
s
j t s pn U d                              (2.17)                                  
    Let 1
~
N  be an (arbitrary; the last of the tunable parameters of the proposed scheme) positive 
integer. Define for every Zi  and 1,2,...n   the function 
2
, :i nh    by the formula 
 
1 1
1 1
2
, 1 2 1 2( , ) : ( , ) ( , ) ( , ) 0
i i
i i
i n n n nh f t s g t s j t s dsdt
 
 
   
 
 
                                  (2.18)   
where 
 TNij ijji
~
,},...,0{:min: 11    .                                      (2.19) 
 
The time 1i  defined in (2.19) is the time of a past event and is going to play a significant role in 
what follows: the estimations )(ˆ 1i , 1ˆ( )ic    at 1 it   are performed by using the measurements of 
the plant state on the interval  11 ,  ii  . Definition (2.19) guarantees that the intervals  11 ,  ii   for 
i Z  will eventually have large enough length. 
     It follows from (2.15), (2.18) that for every i Z  and 1,2,...n   the function , 1 2( , )i nh    has a 
global minimum at 1 2( , ) ( , )c    with , ( , ) 0i nh c  . Consequently, we get from Fermat’s theorem 
that the following equations hold for every i Z  and 1,2,...n  : 
,1 1 1 ,1 1 1 ,2 1 1( , ) ( , ) ( , )n i i n i i n i iH Q cQ             ,                                   (2.20) 
 
,2 1 1 ,2 1 1 ,3 1 1( , ) ( , ) ( , )n i i n i i n i iH Q cQ                                                    (2.21) 
where  
1 1
1 1
,1 1 1( , ) : ( , ) ( , )
i i
i i
n i i n nH f t s g t s dsdt
 
 
 
 
 
     ,                                      (2.22) 
1 1
1 1
,2 1 1( , ) : ( , ) ( , )
i i
i i
n i i n nH f t s j t s dsdt
 
 
 
 
 
                                              (2.23) 
1 1
1 1
2
,1 1 1( , ) : ( , )
i i
i i
n i i nQ g t s dsdt
 
 
 
 
 
     ,                                               (2.24) 
1 1
1 1
,2 1 1( , ) : ( , ) ( , )
i i
i i
n i i n nQ g t s j t s dsdt
 
 
 
 
 
     ,                                        (2.25) 
1 1
1 1
2
,3 1 1( , ) : ( , )
i i
i i
n i i nQ j t s dsdt
 
 
 
 
 
     .                                               (2.26) 
 
Define the following set in the parameter space: 
 
,1 1 1 1 ,1 1 1 2 ,2 1 12
1 2
,2 1 1 1 ,2 1 1 2 ,3 1 1
( , ) ( , ) ( , )
: ( , ) : , 1,2,...
( , ) ( , ) ( , )
n i i n i i n i i
i
n i i n i i n i i
H Q Q
S n
H Q Q
       
 
       
     
     
   
   
   
         (2.27) 
 
Equations (2.20) and (2.21) imply that ( , ) ic S  . If iS  is a singleton then a projection on iS  is 
nothing else but the least-squares estimate of the unknown vector of parameters ( , )c  on the interval 
],[ 11  ii  .  
 
The following lemma clarifies the form of the set iS  in the parameter space. Its proof can be found 
in the Appendix. 
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Lemma 2.1: Let 1 1 0i i    , , 0p c  ,    be given constants and let  0 21 1[ , ]; (0,1)i iu C L   , 
 0 1 1( , )i iU C     be given mappings that satisfy (2.15), (2.16), (2.17) for every 1 1, [ , ]i it s     and 
1,2,...n  . Then the following implications hold: 
i) If ,1 1 1( , ) 0n i iQ      for 1,2,...n   then 0u   and 
2
iS  . 
ii) If 2iS   then 0u   and ,1 1 1( , ) 0n i iQ      for 1,2,...n  .  
iii) If {( , )}iS c  and 
2
iS    then ( ) 0U t   and  22 2: ( , ) :iS      .  
 
Lemma 2.1 implies that the projection  ˆ ˆ( ( ), ( ))
iS i i
proj c    of 2ˆ ˆ( ( ), ( ))i ic     on the set iS  can take 
three values: (i) ˆ ˆ( ( ), ( ))i ic    (when 
2
iS  ), (ii) ˆ( , ( ))ic   (when {( , )}iS c  and 
2
iS   ), and (iii) 
( , )c  (when {( , )}iS c ). We can therefore define the following parameter update law  
 1 1ˆ ˆˆ ˆ( ( ), ( )) ( ( ), ( ))ii i S i ic proj c                                                     (2.28)  
Notice that if ˆ( ) 0ic    then 1ˆ( ) 0ic    .  
 
 
2.IV. Main Result: System Properties Under Adaptive Control 
 
Our main result guarantees global exponential regulation of the state u  to zero in the 2 (0,1)L  norm 
and is stated next. 
 
Theorem 2.2: Let 0, aT  be positive constants and let 1
~
N  be a positive integer. Then there exists 
a family of constants ˆ ˆ, , , 0c cM   , 0  parameterized by  , 0c  , ˆ , 0ˆ 0c  , such that for 
every  , 0c  , )1,0(20 Lu  , 0ˆ , 0ˆ 0c   the initial-boundary value problem (2.1), (2.2), (2.3) 
with (2.8), (2.9), (2.10), (2.12), (2.13), (2.19), (2.28) and initial conditions 0]0[ uu  , 0
ˆ)0(ˆ   , 
0
ˆ ˆ(0)c c  has a unique solution, in the sense that there exist unique mappings ˆ ˆ, :c   , 
 )1,0(; 20 LCu   satisfying ])1,0[(1  ICu , 2[ ] ([0,1])u t C  for 0t  , where  ,...2,1,0,0\   iI i , 
which also satisfy (2.8), (2.9), (2.10), (2.12), (2.13), (2.19), (2.28), 0]0[ uu  , 0
ˆ)0(ˆ   , 0ˆ ˆ(0)c c  and 
2
2
( , ) ( , ) ( , )
u u
t x p t x u t x
t x

 
 
 
, for all )1,0(),(  Ixt                              (2.29) 
 
( ,0) ( ,1) ( ) 0u t u t cU t   , for all It                                    (2.30) 
 
Moreover, the estimate  
0 0
ˆ 0ˆ, , ,
[ ] exp
c c
u t M t u      holds for all 0t . Finally, if 00 u  then 
 )(ˆ t  for all 1t   and if there exists 0t  with ( ) 0U t   then ˆ( )c t c  for all 2t  . 
 
   It is clear that the proposed regulation-triggered adaptive scheme guarantees global exponential 
convergence to 20 (0,1)L  with exactly the same convergence rate as the nominal feedback. 
Moreover, the proposed regulation-triggered adaptive scheme guarantees finite-time convergence of 
the parameter estimates to the exact actual values of the parameters (under certain conditions).  
   A possible question that may arise at this point is whether the value of the integer ˆ( ( ))N t  is 
bounded or not. The proof of Theorem 2.2 shows that ˆ( ( ))N t  takes only two values when 00 u : 
the value 0
ˆ( )N   for 1[0, )t   and the value ( )N   for 1t   that corresponds to the actual value of  . 
This is a direct consequence of the fact that 0
ˆ ˆ( )t   for 1[0, )t   and ˆ( )t   for 1t   when 00 u , 
i.e., the parameter estimation error for   becomes zero after the time of the first event (single-
trigger convergence). Another possible question that may arise is whether Zeno behavior is possible 
(i.e., whether the sequence of the times of the events has a finite limit). The proof of Theorem 2.2 
shows that Zeno behavior is not possible. More specifically, we have 2 ( 2)i i T     for all 2i   
when 00 u .  
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3. Construction of Nominal Feedback  
 
    A nominal feedback law of the form (2.4), (2.5) may be constructed by using two different 
methodologies. 
 
1) The finite-mode approximation of the backstepping design: Theorem 2 in [31] guarantees for 
every 0  , 0   the existence of functions   22 1,0, CLK   such that the Volterra transformation 

z
dsstuszKztuztv
0
),(),(),(),(  , for all ]1,0[),(  zt                               (3.1) 
with inverse 

z
dsstvszLztvztu
0
),(),(),(),(  , for all ]1,0[),(  zt                               (3.2) 
where  
2 2
1
2 2
( )
( , ) :
( )
I z s
p
K z s s
p
z s
p

 
 
 
 
    
 


, 
2 2
1
2 2
( )
( , ) :
( )
J z s
p
L z s s
p
z s
p

 
 
 
 
    
 


  for 0 1s z       (3.3) 
maps the solutions of (2.1), (2.2), (2.3) to the solutions of  
 
2
2
( , ) ( , ) ( , ) 0
v v
t z p t z v t z
t z

 
  
 
,                                            (3.4) 
0),()(
~
)()1,()0,(
1
0
  dsstusktUtvtv  ,                                            (3.5) 
where ),1()(
~
zKzk    for all ]1,0[z . We also define ( ) 0k z   for 0  . Thus for every   , 0  , 
we can guarantee that the closed-loop system (2.1), (2.2), (2.3), with 
1
0
),()(
~
)( dsstusktU   is 
exponentially stable in the 2L  norm. 
    Following the analysis in the Appendix of [18], we are in a position to guarantee that for every 
0  , 20,
p

 
 
  
 
, 0B   the solution of the initial-boundary value problem (2.1), (2.2), (2.3) with 
2
0[0] (0,1)u u L   satisfies the estimate: 
   
1
0
0 0
[ ] exp sup ( ) ( ) ( , ) exp ( )
s t
v t G pt v U s k x u s x dx p t s  
 
 
      
 
 
 , for 0t         (3.6) 
where [ ]v t  is given by (3.1), 1: 1G B   and  
 
 
 
 
2 2
2 2
2
2
sinh(2 ) 2
0
2 sinh( )
: 1
0
3
if
B
if
   

    



 
  
 
  
  



                                  (3.7) 
 
where : / p  . In this case we may select 1)( N  to be an integer sufficiently large so that 
1L k h     , where 
1/2
1
2
0 0
: 1 ( , )
z
L L z s ds dz 
  
    
  
  
   and 
( )
1
( ) : ( ) ( )
N
n n
n
h z k z

  

   for ]1,0[z  with  
 

1
0
)()(
~
)( dxxxkk nn   , for )(,...,1 Nn  .                                           (3.8) 
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Indeed, using (3.6) and inequality 1L k h      in conjunction with transformations (3.1), (3.2), 
we are in a position to show that the solution of the closed-loop system (2.1), (2.2), (2.3), with (2.4), 
(2.5) satisfies estimate (2.7) with :
1
GL K
R
k h L
 

  

 
, : p   and 
1/2
1
2
0 0
1 ( , )
z
K K z s ds dz 
  
    
  
  
  . 
Moreover, using definitions (3.3), we obtain the inequalities 1
4 3
L
p

 
  , 
1
1
1
2 3
K I
p p

     
    
 
. The previous inequalities in conjunction with (3.7) and the fact that 
1 ( )
2 2
10
( ) ( )
N
n
n
k h k x dx k

   

     (a consequence of (3.8) and definition 
( )
1
( ) : ( ) ( )
N
n n
n
h z k z

  

  ) allow an 
estimate of the magnitude of R  and an estimation of how large the integer 1)( N  must be 
selected. This is shown in Table 1 for the case 0  , 1p   , 1/10B  .  
 
 
Table 1: Values of the integer 1)( N , which satisfy the  
inequality 1L k h      with 0  , 1p   , 1/10B  . 
  ( )N   
0.1 1 
3 1 
5 2 
6 3 
7 5 
8 7 
9 10 
2  13 
10 14 
11 19 
12 25 
 
 
For 0   (recall that ( ) 0k z  ), we define ( ) 1N    and we still require (3.8) to hold. In this way, we 
are in a position to show that the solution of the closed-loop system (2.1), (2.2), (2.3), with 0  , 
(2.4), (2.5) satisfies estimate (2.7) with : 1R  , 
2: p  . 
 
2) The reduced model design methodology (see [12,25]): The integer 1)( N  is selected to be 
sufficiently large so that   22)1)((Np . Define  











)(
1
)(


Ng
g
g                                                                  (3.9) 
where 
0)1(2:  npg nn  ( )(,...,1 Nn  )                                              (3.10) 
 
The pair of matrices )(
22 ))(,...,1(  NINdiagp   and )(g  is controllable (see [18]). The mapping 
( )
1 ( )( ( ),..., ( ))
N
Nk k

      is constructed so that the matrix 
2 2
( ) 1 ( )(1,..., ( )) ( ) ( ),..., ( )N Np diag N I g k k             is Hurwitz for every   . 
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4. Illustrative Example 
 
    In this section we consider the control system (2.1), (2.2), (2.3) with 1p c   and 11  . For 
these parameter values, the open-loop system (2.1), (2.2), (2.3) with ( ) 0U t   is unstable with 
exponentially growing solutions. We assume that the value of the high-frequency gain 1c   is 
known and the only unknown parameter is the reaction coefficient  . In this case (known 0c  ), 
instead of (2.8) we use the equation  
1
1
0
ˆ( ) ( ( ), ) ( , )iU t c k x u t x dx 
  , 1[ , ) ,i it i Z                                           (4.1) 
and instead of (2.28) we use the equations  
1 1
1
( ) 1 1
( ) 1 1
ˆ( ) ( , ) 0 1,2,...
ˆ( )
( , )
( , )
i
i
i n i i
i
m i i
m i i
if Q for n
H
if otherwise
Q


   
 
 
 
 

 
 


 

 




                               (4.2)       
where 
 
 1 1 1( ) : min 1: ( , ) 0i n i im n Q       .                                      (4.3) 
1 1
1 1
1 1( , ) : ( , ) ( , )
i i
i i
n i i n nH f t s g t s dsdt
 
 
 
 
 
                                           (4.4) 
 
1 1
1 1
2
1 1( , ) : ( , )
i i
i i
n i i nQ g t s dsdt
 
 
 
 
 
                                                   (4.5) 
 
1
0
1
2 2
0
( , ) : sin( ) ( , ) ( , )
( 1) ( ) sin( ) ( , )
n
t t
n
s s
f t s n x u t x u s x dx
cpn U d n p n x u x dxd

      
 
  

  
                               (4.6) 
and 
1
0
( , ) : sin( ) ( , )
t
n
s
g t s n x u x dxd      is given by (2.17).  
     We focus on the application of the backstepping design (explained in the previous section) with 
0  . The simulations were made by using a finite-difference scheme with 100 spatial grid points. 
All integrals were evaluated using the trapezoid rule.  
 
Theorem 2 in [31] guarantees that the feedback law 
 21 1
2
0
11(1 )
( ) 11 ( , )
11(1 )
I s
U t s u t s ds
s

 

                                                   (4.7) 
 
achieves global exponential stability of the equilibrium point 20 (0,1)L  in the 2L  norm for the 
closed-loop system (2.1), (2.2), (2.3) with (4.7). The analysis of the previous section showed that 
the feedback law (2.4), (2.5) with 20N   
 
 21 1
2
0
11(1 )
11 2 sin( )
11(1 )
n
I s
k s n s ds
s


 

 , for 1,..., 20n  .                              (4.8) 
 
 10 
achieves global exponential stability of the equilibrium point 20 (0,1)L  in the 2L  norm for the 
closed-loop system (2.1), (2.2), (2.3) with (2.4), (2.5). 
    The difference between the closed-loop system (2.1), (2.2), (2.3) with (4.7) and the closed-loop 
system (2.1), (2.2), (2.3) with (2.4), (2.5) was tested numerically. A slight difference appears in the 
initial transient period, but after this initial transient period there is no visible difference in the 
response. This is shown in Fig. 1 for the initial condition 2 30( ) 2 sin( )u x x x x   , [0,1]x .  
    Next, we develop our regulation-triggered adaptive controller. Following the estimates provided 
in the previous section, the regulation-triggered adaptive controller is given by (2.9), (2.10), (2.13), 
(2.19), (2.20), (4.2), (4.3) and  
ˆ 1( ( ))
1 0
ˆ( ) 2 ( ( )) sin( ) ( , )
iN
n i
n
U t k n x u t x dx
 
  

   , 1[ , ) ,i it i Z                               (4.9) 
 
 21 1
2
0
(1 )
( ) 2 sin( )
(1 )
n
I s
k s n s ds
s

  


 

 , for 0  , 1,2,...n  .                    (4.10) 
 
    2 1
ˆ( )ˆ ˆ: inf : [ ] (1 ) 11 4 3 ( ) 1 3 ( ) [ ]
2
i
i i i i ir t u t a M I u
 
      
  
         
    
, 
for 0][ iu                                                                        (4.11) 
 
where 1M  , 0a  , 1N  , 0T   are tunable parameters and ( ) 1N    is defined for all 0   to be the 
smallest integer for which    
1 ( )
2 2 2 2
10
11 1
12 1 4 3 ( ) ( )
10
N
n
n
k x dx k
M

   

      with 
 21
2
(1 )
( ) :
(1 )
I s
k s s
s





 

 for [0,1)s . The quantity appearing in the right hand side of (4.11) is an 
upper bound of the quantity  
1
GL K
k h L
 
   
, obtained by using (3.7), the inequalities 1
4 3
L

  , 
 
 
Fig. 1: The red curve shows the evolution of [ ]u t  for the closed-loop system (2.1), (2.2), (2.3) with  
(4.7). The blue curve shows the evolution of [ ]u t  for the closed-loop system (2.1), (2.2), (2.3) with 
(2.4), (2.5) and (4.8).  
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 1
1
1
2 3
K I

  , the fact that 
1 ( )
2 2
10
( ) ( )
N
n
n
k h k x dx k

   

    , 1  , 1/10   and requiring that 
1
1
12
k h L
M
      . Fig. 2 shows the evolution of [ ]u t  for the closed-loop system (2.1), (2.2), 
(2.3) with (2.9), (2.10), (2.13), (2.19), (2.20), (4.2), (4.3), (4.9), (4.10), (4.11) with the following 
choices for the tunable parameters and the initial condition: 
 
0.05T  , 1a  , 10M  , 1N  , 2 30( ) 2 sin( )u x x x x   , [0,1]x , 0
ˆ 0.1               (4.12) 
 
Fig. 2 shows the difference between the response of the closed-loop system with the regulation-
triggered adaptive scheme and the closed-loop system with the nominal feedback (for known  ). 
The event trigger becomes active at t T  and the exact value of the parameter 11   is found at that 
time. Later than this time, the adaptive controller coincides with the nominal feedback.  
    Finally, for comparison purposes we also simulated the adaptive controller given in [32,34] with 
the passive identifier, namely, the controller 
 
2
22
2
ˆ ˆ ˆ ˆ( , ) ( , ) ( ) ( , ) [ ] ( , ) ( , )
u u
t x t x t u t x u t u t x u t x
t x
 
 
   
 
, 0t  , (0,1)x                 (4.13) 
ˆ ˆ( ,0) ( ,1) ( ) 0u t u t U t   , for 0t                                                   (4.14) 
 21 1
2
0
ˆ( )(1 )
ˆ( ) ( ) ( , )
ˆ( )(1 )
I t s
U t t s u t s ds
t s




 

                                            (4.15) 
 
1
0
ˆ
ˆ( ) ( , ) ( , ) ( , )
d
t u t x u t x u t x dx
d t

                                         (4.16) 
with the following parameter values and same initial conditions as above: 
 
100  , 2 30 ˆ( ) (0, ) 2 sin( )u x u x x x x    , [0,1]x , 0
ˆ ˆ(0) 0.1                (4.17) 
The results are shown in Fig.3 and Fig. 4. The overshoot of 2L  norm for the adaptive controller with 
the passive identifier is less than the overshoot of the 2L  norm for the regulation-triggered adaptive 
controller but the convergence of the state to zero is much slower. Moreover, the estimation of the 
value of the parameter is not accurate for the passive identifier: the passive identifier heavily 
overestimates the value of the unknown parameter. 
 
 
Fig. 2: The blue curve shows the evolution of [ ]u t  for the closed-loop system (2.1), (2.2), (2.3) 
with (2.9), (2.10), (2.13), (2.19), (2.20), (4.2), (4.3), (4.9), (4.10), (4.11)  and (4.12). The red curve 
shows the evolution of [ ]u t  for the closed-loop system (2.1), (2.2), (2.3) with (2.4), (2.5), (4.8) and 
same initial condition. 
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Fig. 3: The evolution of [ ]u t  for the closed-loop system (2.1), (2.2), (2.3) with (4.13), (4.14), 
(4.15), (4.16) and (4.17).  
 
 
Fig. 4: The evolution of the parameter estimation ˆ( )t  for the closed-loop system (2.1), (2.2), (2.3) 
with (4.13), (4.14), (4.15), (4.16) and (4.17).  
 
 
5. Proof of Main Result 
 
For the proof of Theorem 2.2, we need first to develop certain auxiliary results. The first auxiliary 
results deals with the parabolic equation  
2
2
( , ) ( , )
u u
t x p t x
t x
 

 
, for 0t  , )1,0(x                                        (5.1) 
 
where 0p  is a constant, with boundary conditions  
 
0)0,( tu , for 0t                                                             (5.2) 
( ,1) ( )u t U t , for 0t                                                         (5.3) 
 
where )(tU  is the control input, which is given by a feedback law of the form  
1
0
( ) ( ) ( , )U t k s u t s ds                                                                 (5.4) 
where 
 13 



N
n
nn xkxk
1
)()(  ,    [0,1]x                                                  (5.5) 
the functions n  are defined by (2.6) and nk , 1,2,...,n N are constants. 
 
Theorem 5.1: Consider system (5.1), (5.2), (5.3), where 0p   is a constant. Then for every integer 
1N   and for any 1 2( , ,..., )
N
Nk k k   there exist constants , 0Q    such that for every 
2
0 (0,1)u L , the 
initial boundary value problem (5.1), (5.2), (5.3), (5.4) with initial condition 0[0]u u , where k  is 
defined by (5.5), (2.6), has a unique solution 0 2 1( ; (0,1)) ((0, ) [0,1])u C L C     with 
2[ ] ([0,1])u t C  
for 0t   which also satisfies the following estimate  
0[ ] exp( )u t Q t u ,    0t                                                 (5.6) 
 
The proof of the Theorem 5.1 is based on some technical lemmas, whose proofs can be found at the 
Appendix.  
 
Lemma 5.2: Let  2 [0,1]k C  be a given function. There exists a constant 0   such that for every 
solution 0 2 1( ; (0,1)) ((0, ) [0,1])w C L C     with 
2[ ] ([0,1])w t C  for 0t   of the following initial-
boundary value problem  
 
1 12
2
2
0 0
( , ) ( , ) ( ) ( ( )) ( ) ( , ) ( ( )) ( ) ( , )
w w
t x p t x a k x x k x k k s w t s ds p x k x k s w t s ds
t x
 
 
       
 
  , 
for 0t , )1,0(x                                                            (5.7) 
where 0p , ,a    are constants with  
)1,0(]0[ 20 Lww                                                                (5.8) 
 
0)1,()0,(  twtw , for 0t                                                    (5.9) 
the following estimate holds  
  0[ ] expw t t w , for all 0t                                             (5.10) 
 
Lemma 5.3: Let 1N  be an integer and let 1 2( , ,..., )
N
Nk k k   be given. There exist constants 
, 0Q    such that, for every solution 0 2 1( ; (0,1)) ((0, ) [0,1])u C L C      with ])1,0([][
2Ctu   for 0t  
of the initial-boundary value problem (5.1), (5.2), (5.3), (5.4), with initial condition 
)1,0(]0[ 20 Luu  , where  ]1,0[
2Ck  is defined by (5.5), (2.6), estimate (5.6) holds.  
 
Lemma 5.4: Let 1N   be an integer and let 1 2( , ,..., )
N
Nk k k   be given. For every 
2
0 (0,1)u L , there 
exists at most one solution 0 2 1( ; (0,1)) ((0, ) [0,1])u C L C      with 
2[ ] ([0,1])u t C  for 0t   of the 
initial boundary value problem (5.1), (5.2), (5.3), (5.4), with initial condition 20[0] (0,1)u u L  , 
where  ]1,0[2Ck  is defined by (5.5), (2.6). 
 
Lemma 5.5: Let 0p  , ,a    be given constants, let 1N   be an integer and let 1 2( , ,..., )
N
Nk k k   
be given. Define the vector 
2 2
1: [ ( ),..., ( )]Nr k ab p k ab pN                                             (5.11) 
 
and the matrix ,{ : , 1,... }
N N
i jA A i j N
    by means of the formula 
 
   2 2 2 2 2 2 2, ,:i j i j i j i jA k k a b p j i a L k ab pj i p                                   (5.12) 
 
where , 1i j   if i j  and , 0i j   if i j , 
2 2
1
:
N
n
n
b n k

                                                               (5.13) 
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n
L
n
n
2)1(
 , 1,2,...n                                                (5.14) 
 
For any 20 (0,1)w L , 0T  , the function  ]1,0[],0[: Tw  defined by the following formula for 
[0,1]x , ],0( Tt  
 
  
 















1 0
22
1 1
22
)exp()(exp)(
)(exp)exp()(),(
Nn
t
nn
N
n Nn
nnnn
dsAsrstpnxL
xctpnAtexxtw


                             (5.15) 
and  
)(),0( 0 xwxw  , for ]1,0[x                                              (5.16) 
 
where n  are given by (2.6), 
N
ne  , 1,...n N , and 1 (1,0...,0),..., (0,...0,1)Ne e  ,  

1
0
0 )()(: dxxxwc nn  , ,...2,1n                                                (5.17) 











Nc
c

1
:                                                                   (5.18) 
 
is of class 0 ((0, ] [0,1])C T  . Moreover, the mapping 2[0, ] [ ] (0,1)T t w t L    is continuous and 
1[ ] ([0,1])w t C  for every ],0( Tt . 
 
Using Lemma 5.2, Lemma 5.3, Lemma 5.4 and Lemma 5.5, we are in a position to prove Theorem 
5.1.  
 
Proof of Theorem 5.1: Uniqueness follows from Lemma 5.4. Let    be a constant with 
1
2
0
( ) 1xk x dx k   (notice that for every  
2 [0,1]k C  there are infinite values of    for which this 
relation holds) and define 
1
1
2
0
: 1 ( )sk s ds k 

 
   
 
 
                                                    (5.19) 
:a p                                                                    (5.20) 
Consider the following Fredholm transformation  
 
 
1
0
( , ) ( , ) ( ) ( ) ( , )w t x u t x x k x k s u t s ds    , for 0t , [0,1]x                               (5.21) 
and its inverse 
 
1
0
( , ) ( , ) ( ) ( ) ( , )u t x w t x x k x k s w t s ds     , for 0t , [0,1]x                            (5.22) 
 
Using (5.21), (5.22), (5.1), (5.2), (5.3), (5.4), (5.5), we guarantee that the initial-boundary value 
problem (5.1), (5.2), (5.3), (5.4) with initial condition 0[0]u u  is transformed to the initial-boundary 
value problem (5.7), (5.8), (5.9) with  
 
1
0 0 0
0
( ) ( ) ( ) ( ) ( )w x u x x k x k s u s ds    , for ]1,0[x                                     (5.23) 
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Therefore, it suffices to show that for every 0T   there exists a function 
0 2 1([0, ]; (0,1)) ((0, ] [0,1])w C T L C T    with 2[ ] ([0,1])w t C  for ],0( Tt  which satisfies the following 
equations: 
 
1 12
2
2
0 0
( , ) ( , ) ( ) ( ( )) ( ) ( , ) ( ( )) ( ) ( , )
w w
t x p t x a k x x k x k k s w t s ds p x k x k s w t s ds
t x
 
 
       
 
  , 
for ],0( Tt , )1,0(x                                                         (5.24) 
 
)1,0(]0[ 20 Lww                                                                (5.25) 
 
0)1,()0,(  twtw , for ],0( Tt                                                   (5.26) 
 
with 0w  defined by (5.23). The fact that (5.6) holds is a direct consequence of Lemma 5.3. In what 
follows 0T   is arbitrary.  
    We next claim that the function  ]1,0[],0[: Tw  defined by (5.15), (5.16) is the required 
function. First, we notice that by virtue of Lemma 5.5, it holds that 
0 2 0([0, ]; (0,1)) ((0, ] [0,1])w C T L C T    with 1[ ] ([0,1])w t C  for ],0( Tt . Next, we show that the function 
:[0, ] [0,1]w T    defined by (5.15), (5.16) satisfies  ]1,0[][ 2Ctw   for every ],0( Tt   and that 
( , )
w
t x
t


 is a continuous function on ]1,0[],0( T .  According to definitions (2.6) and (5.14), the 
following equality holds 





1
22
3 )(
6
n
nn
n
xLxx


, for [0,1]x                                          (5.27) 
 
Using integration by parts in (5.15), and taking into account (5.27), we obtain the following formula 
 
 
  
























1 0
22
22
1
22
1
22
223
1
22
1
)exp()(exp
)(
)(
)exp(
exp
)(
6
)exp(
)(exp)exp()(),(
Nn
t
nn
N
n
nn
Nn
nn
Nn
nn
N
n
nn
dsAsrAstpn
pn
xL
pn
xL
Atr
pn
tpn
xLr
p
xx
Atr
xctpnAtexxtw










 
for [0,1]x , ],0( Tt                                                     (5.28) 
 
Differentiating formally (5.28) twice term by term with respect to [0,1]x  and once with respect to 
],0( Tt  and taking into account definition (2.6) and (5.27), we get  
 
 
  






















1 0
22
11
22
1
2222
1
22
2
2
)exp()(exp)(
1
)(
)exp(
exp)()exp(
)(exp)exp()(),(
Nn
t
nn
N
n
nn
Nn
nn
Nn
nn
N
n
nn
dsAsrAstpnxL
p
xL
p
Atr
tpnxL
p
r
p
x
Atr
xctpnnAtexnxt
x
w







               (5.29) 
 
 
   
2 2 2 2
1 1
2 2 2 2
1 1 0
( , ) ( ) exp( ) exp ( )
( )exp ( ) exp ( ) exp( )
N
n n n n
n n N
t
n n n n
n N n N
w
t x x e A At pn pn t c x
t
r L x pn t L x pn t s rA As ds
    
     

  
 
   

  

 
     
 
 
 
  
               (5.30) 
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At this point, we show that for any )1,0(20 Lw  , 0T   the function  ]1,0[],0[: Tw  defined by 
(5.15), (5.16) satisfies (5.29) and simultaneously, ( , )
w
t x
t


 is a continuous function on (0, ] [0,1]T   
and satisfies (5.30). Combining (5.14), (5.17), the fact that )1,0(20 Lw   and the fact that 1n   for 
1,2,...n   )exp()exp( aaxx aa  , for any 0x  , 0a  and applying the Cauchy-Schwartz inequality, 
we get for all 0 (0, ]t T  and ],[ 0 Ttt : 
    2 2 2 2 02 2 2 2 3 3
0 0
4exp( 2) 2 exp( 1)
expn nn c L pn t w
p n t pn t
 
 
 
    , for  1,2,...n          (5.31) 
Moreover, combining definition (5.14) along with the fact that 1n   for 1,2,...n  , 
 exp( ) expAt A t  for all 0t  , we obtain for all  0 (0, ]t T  and ],[ 0 Ttt : 
   2 2 3 3
0
2
exp ( ) exp( ) exp
t
nL pn t s rA As ds r A A T
pn
  

   , for 1,2,...n           (5.32) 
Inequalities (5.31), (5.32) indicate that the infinite series appearing on the right hand side of (5.29), 
(5.30) are uniformly and absolutely convergent on 0[ , ] [0,1]t T  , for every 0 (0, ]t T . Therefore 
2[ ] ([0,1])w t C  for every (0, ]t T  and  ( , )
w
t x
t


 is a continuous function on (0, ] [0,1]T  . 
 
Using (5.29), (5.30), we obtain for all ],0( Tt , )1,0(x  
2
2
1
2 2
1 1
( , ) ( , ) ( ) exp( )
exp( ) exp( ) ( ) ( ) exp( )
N
n n
n
N N
n n n n
n n
w w
t x p t x x e A At
t x
r At x r At L x p n x e At
 
     

 
 
 
 
  

 
                          (5.33) 
Notice that definitions (5.12), (5.11) imply that 2 2 2 2n n n n ne A n pe L r k r an k k        for all 
1,...,n N , where 1: [ ,..., ]Nk k k . Combining (5.33) with definitions (5.5), (2.6) and the previous 
equalities, we get for all ],0( Tt , )1,0(x  
 
2
2
( , ) ( , ) exp( ) ( ) exp( ) ( )
w w
t x p t x r At x k x ak At k x
t x
  
 
   
 
                (5.34) 
 
Using (5.5), (2.6), (5.11) and (5.15) we get for all ],0( Tt , )1,0(x  
 
22
1
0
1 1
2
0 0
exp( ) ( ) ( , )
exp( ) ( ) ( , ) ( ) ( , )
b k
k At k s w t s ds
r At ab k s w t s ds p k s w t s ds


 


 

 
                                  (5.35) 
 
It follows from (5.34), (5.35) that (5.24) holds. Equalities (5.25), (5.26) also hold.  
 
Therefore, we conclude that the function  ]1,0[],0[: Tw  defined by (5.15), (5.16), is a function of 
class 0 2 1([0, ]; (0,1)) ((0, ] [0,1])C T L C T   with 2[ ] ([0,1])w t C  for ],0( Tt  which satisfies (5.24), (5.25), 
(5.26). Consequently, according to the inverse transformation (5.22) and definition (5.5),(2.6) which 
implies that  ]1,0[2Ck , we conclude that 0 2 1( ; (0,1)) ((0, ) [0,1])u C L C      with 
2[ ] ([0,1])u t C  for 
0t   and satisfies the initial-boundary value problem (5.1), (5.2), (5.3), (5.4) where  ]1,0[2Ck  is 
defined by (5.5), (2.6). The proof is complete.        
 
Our second auxiliary result is the following corollary.  
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Corollary 5.6: Let 1N   be an integer and let 1 2( , ,..., )
N
Nk k k   be a given vector. Then there exist 
constants , 0Q    such that for every 20 (0,1)u L , the initial-boundary value problem  
2
2
( , ) ( , ) ( , )
u u
t x p t x u t x
t x

 
 
 
, 0t  , (0,1)x                                   (5.36) 
 
where 0p  ,    are constants, with boundary conditions  
 
( ,0) 0u t  , for 0t                                                      (5.37) 
 
( ,1) ( )u t U t , for 0t                                                   (5.38) 
and ( )U t  being given by the formula  
1
0
( ) ( ) ( , )U t k s u t s ds  , for 0t                                              (5.39) 
where :[0,1]k   is defined by (5.5), (2.6), with initial condition 20[0] (0,1)u u L   has a unique 
solution 0 2 1( ; (0,1)) ((0, ) [0,1])u C L C      with 
2[ ] ([0,1])u t C  for 0t  , which also satisfies 
estimate (5.6). 
 
Proof: Define ),()exp(),(~ xtutxtu  , where 0 2 1( ; (0,1)) ((0, ) [0,1])u C L C      with 
2[ ] ([0,1])u t C  for 
0t   is the unique solution of the initial-boundary value problem (5.1), (5.2), (5.3), (5.4) with initial 
condition 0
~]0[ uu  . The rest is a direct consequence of Theorem 5.1.        
 
Our third auxiliary result deals with the case that the input is identically zero.   
 
Lemma 5.7: Let 1N   be an integer let 0p  ,   , 0T   be constants and let 1 2( , ,..., )
N
Nk k k   be 
a given vector. Suppose that the solution of the initial-boundary value problem (5.36), (5.37), 
(5.38), (5.39), where :[0,1]k   is defined by (5.5), (2.6), with initial condition 20[0] (0,1)u u L  , 
satisfies ( ) 0U t   for [0, )t T . Then 
1
0
sin( ) ( , ) 0nk n x u t x dx   for all [0, )t T , 1,...,n N . 
 
Proof: Define: 
1
0
( ) : sin( ) ( , )na t n x u t x dx  , for 1,...,n N                                        (5.40) 
 
Using (5.40), (5.36), (5.37), (5.38), the fact that ( ) 0U t   for [0, )t T  and integration by parts we get 
2 2( ) ( ) ( )n na t n p a t   , for 1,...,n N  and (0, )t T . Using the fact that 
0 2( ; (0,1))u C L   (which 
implies that the mappings ( )nt a t  are continuous) and integrating the differential equations, we 
obtain: 
 2 2( ) exp ( ) (0)n na t n p t a   , for 1,...,n N                                    (5.41) 
 
Using (5.5), (2.6), (5.40), the fact that ( ) 0U t   for [0, )t T  and (5.41), we get: 
 
2 2
1
( ) (0) 0
N
m
n n
n
k n a

 , for 0,..., 1m N                                      (5.42)  
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Equations (5.42) can be written as 0Ax  , where A  is the transpose of the invertible Vandermonde 
matrix 
2 2 2 2 1
2 2 2 2 1
2 2 2 2 1
1 (1 ) (1 )
1 (2 ) (2 )
1 ( ) ( )
N
N
NN N
 
 
 



 
 
 
 
 
 
 
 and 
1 1
2 2
(0)
(0)
(0)N N
k a
k a
x
k a
 
 
 
 
 
 
. Since A  is invertible we get 0x   and 
(0) 0n nk a   for all n I . The conclusion is a direct consequence of (5.41) and definition (5.40).      
 
We are now ready to provide the proof of Theorem 2.2. 
 
Proof of Theorem 2.2: By a solution ˆ ˆ( [ ], ( ), ( ))u t t c t  of (2.1), (2.2), (2.3), (2.8), (2.9), (2.10), (2.12), 
(2.13), (2.19), (2.28) on an interval [0, ]t  with 0t  , we mean mappings ˆ ˆ, :[0, ]c t  , 
 0 2[0, ]; (0,1)u C t L  satisfying 1( [0,1])tu C I  , 2[ ] ([0,1])u t C  for (0, ]t t , where 
  \ 0, 0,1,2,... [0, ]t iI i t     , which also satisfies (2.8), (2.9), (2.10), (2.12), (2.13), (2.19), 
(2.28) for all [0, ]t t  and for all i Z  with i t   and 
2
2
( , ) ( , ) ( , )
u u
t x p t x u t x
t x

 
 
 
, for all ( , ) (0,1)tt x I                               (5.43) 
( ,0) ( ,1) ( ) 0u t u t cU t   , for all tt I                                    (5.44) 
 
Similarly, we may define the solution ˆ ˆ( [ ], ( ), ( ))u t t c t  of (2.1), (2.2), (2.3), (2.8), (2.9), (2.10), (2.12), 
(2.13), (2.19), (2.28) on an interval [0, )t  with 0t   (replace all inequalities that involve t  above 
with strict inequalities and all replace the interval [0, ]t  by [0, )t  in all relations).  
 
Claim 1: If a solution ˆ ˆ( [ ], ( ), ( ))u t t c t  of (2.1), (2.2), (2.3), (2.8), (2.9), (2.10), (2.12), (2.13), (2.19), 
(2.28) is defined on ],0[ it   for certain i Z , then the solution is defined on ],0[ 1 it  . Moreover, 
it holds that 
 ˆ( )[ ] 1 [ ]i iu t R a u    , for all ],[ 1 iit                               (5.45) 
 
Proof of Claim 1: Consider the initial boundary value problem  
2
2
( , ) ( , ) ( , )
w w
t x p t x w t x
t x

 
 
 
, 0t  , (0,1)x                                   (5.46) 
 
1
0
ˆ( ,0) ( ,1) ( ), ( , ) 0
ˆ( )
i
i
c
w t w t k x w t x dx
c
 

   , for 0t                                 (5.47) 
[0] [ ]iw u  , for 0t                                                       (5.48) 
where ( , )k x  is given by (2.5). By virtue of Corollary 5.6, there exists a unique solution 
0 2 1( ; (0,1)) ((0, ) [0,1])w C L C      with 
2[ ] ([0,1])w t C  for 0t  . Define 1i i    by means of (2.10), 
where  
 ˆ( ): inf 0: [ ] (1 ) [0]ii ir s w s R a w      , for [0] 0w                   (5.49) 
                                                 Tr ii : , for [0] 0w                                           (5.50) 
Next, define  
[ ] [ ]iu s w s   , for 1(0, ]i is                                         (5.51) 
 
and ˆ ˆ( ( ), ( ))t c t  for 1( , ]i it     by means of (2.9), (2.19) and (2.28).  
 
It can be verified that the mapping ˆ ˆ( [ ], ( ), ( ))u t t c t  is a solution of (2.1), (2.2), (2.3), (2.8), (2.9), 
(2.10), (2.12), (2.13), (2.19), (2.28) defined on 1[0, ]it   . Moreover, using (5.51), (5.48) and (5.49), 
(5.50), it follows that (5.45) holds. The claim is proved.       
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It follows from Claim 1 (and a step-by-step construction) that for every )1,0(20 Lu  , 0ˆ , 0cˆ   
the solution of (2.1), (2.2), (2.3), (2.8), (2.9), (2.10), (2.12), (2.13), (2.19), (2.28) with initial 
conditions 0]0[ uu  , 0
ˆ)0(ˆ   , 0ˆ ˆ(0)c c  is unique and is defined on  





i
i
lim,0 . 
 
The following two claims are direct consequences of Lemma 2.1.  
 
Claim 2: If a solution ˆ ˆ( [ ], ( ), ( ))u t t c t  of (2.1), (2.2), (2.3), (2.8), (2.9), (2.10), (2.12), (2.13), (2.19), 
(2.28) satisfies  )(ˆ i  (or ˆ( )ic c  ) for certain i Z , then the solution satisfies  )(
ˆ t  (or ˆ( )c t c ) 
for all  , limi k
k
t  



.  
 
Claim 3: If 0 0u   then 1
ˆ( )   .   
 
We next show the following claim. 
 
Claim 4: If 0 0u   and 2ˆ( )c c   then ( ) 0U t   for  0, lim k
k
t 



 and (2.4) holds for  1, lim k
k
t  



.  
 
Proof of Claim 4: It follows from Claim 2 that ˆ( )lc c   for 0,1l  . By virtue of Lemma 2.1, we 
have that ( ) 0U t   for 2[0, )t  . Lemma 5.7, Claim 2 and Claim 3 in conjunction with (2.5), (2.6), 
(2.8), (2.9) imply that  
1
0
( ) sin( ) ( , ) 0nk n x u t x dx    for all 1 2[ , )t    and 1,..., ( )n N                        (5.52) 
Notice that the unique solution of (2.1), (2.2), (2.3), (2.8), (2.9), (2.10), (2.12), (2.13), (2.19), (2.28) 
on the interval  1, lim k
k
t  



 is given by the formula 
 
1
2 2
1 1
1 0
( , ) 2 exp ( )( ) sin( ) sin( ) ( , )
n
u t x n p t n x n z u z dz     


    . Therefore, we conclude from (5.52), (2.5), 
(2.6), (2.8), (2.9) that ( ) 0U t   for  1, lim k
k
t  



. Again, by virtue of (5.52), it follows that (2.4) 
holds for  1, lim k
k
t  



. The claim is proved.       
 
Therefore, Claim 2 and Claim 4 implies that (2.4) holds for all  2 , lim k
k
t  



, when 0 0u  . The 
following claim specifies the times of the events. 
 
Claim 5: If 0 0u  , then the solution is defined for all 0t  and satisfies 1 ( 2)j j T      for 2j  .  
 
Proof of Claim 5:  We prove by induction that 1i i T     for 2i  . Let 2i   be an integer. Notice 
that Claim 2 and Claim 4 imply that ˆ( )t   and that (2.4) holds for all 1[ , )i it    . First assume that 
[ ] 0iu   . By virtue of (2.7) and since (2.4) holds, we get ˆ( )[ ] [ ]i i
u t R u
 
 , for all 1[ , )i it    . It 
follows that ˆ ˆ( ) ( )[ ] [ ] (1 ) [ ]i ii i
u t R u R a u
   
     for all 1[ , )i it    . Therefore, we get from (2.10), 
(2.12) that 1i i T    . The same conclusion follows from (2.10), (2.13) if [ ] 0iu   . The claim is 
proved.       
 
By virtue of Claim 5, we conclude that  lim i
i


   when 0 0u  . Moreover, it follows from Claim 
5 and (2.7) that there exist constants 1R  , 0  , such that the following estimate holds when 
0 0u  : 
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2 2[ ] exp( ( )) [ ]u t R t u      , for 2t                                 (5.53) 
 
Using Corollary 5.6 and Lemma 2.1 (which implies that 1ˆ( )c c   or 1 0ˆ ˆ( )c c  ), it follows that there 
exist constants 0 0 0
ˆ ˆˆ ˆ( , , , ), ( , , , ) 0Q c c c c       depending on 0ˆ   such that  
0 0 0 0 0
ˆ ˆˆ ˆ[ ] ( , , , )exp( ( , , , ) )u t Q c c c c t u     ,   for 2[0, ]t                        (5.54) 
 
Inequality (5.53) in conjunction with (5.54) for 1t   implies the following estimate when 0 0u  : 
0 0 2 0 0 0
ˆ ˆˆ ˆ[ ] exp(( ( , , , )) ) ( , , , )exp( )u t R c c Q c c t u            ,   for 0t                 (5.55) 
 
Estimate (5.55) holds even if 0 0u  , because in this case the solution satisfies [ ] 0u t   for all 0t  . 
Setting 
0 0
ˆ 0 0 2 0 0ˆ, , ,
ˆ ˆˆ ˆexp(( ( , , , )) ) ( , , , ) 0
c c
M R c c Q c c            , we obtain directly from (5.55) that the 
estimate  
0
ˆ 0,
[ ] expu t M t u      holds for all 0t .   
     Finally, if 00 u , using Claim 2 and Claim 3, we obtain the equality  )(
ˆ t  for all Tt  . 
Moreover, if there exists 0t  with ( ) 0U t   then Claim 2 and Claim 4 imply that ˆ( )c t c  for all 2t   
(the case 0 0u   is excluded because in this case ( ) 0U t  ). The proof is complete.       
 
 
 
6. Concluding Remarks 
 
We have developed a novel adaptive boundary control scheme for parabolic PDEs, which 
guarantees exponential convergence of the state to zero in the 2L  norm and finite-time accurate 
estimation of the unknown parameters. It is a certainty-equivalence adaptive scheme with a least-
squares, regulation-based identifier. The scheme was developed for a specific benchmark problem, 
where the unknown parameters are the reaction coefficient and the high-frequency gain.  
    Future work may extend the proposed methodology to more complicated cases (systems of 
parabolic PDEs). Another direction for future research is the development of the certainty-
equivalence adaptive scheme with a least-squares, regulation-based identifier to hyperbolic PDEs.  
 
 
Appendix 
 
Proof of Lemma 5.2: It suffices to notice that the initial-boundary value problem (5.7), (5.8), (5.9) 
can be written in abstract form as w Aw Bw  , where A  is a linear operator which is the 
infinitesimal generator of a 0C  semigroup of contractions on 
2 (0,1)L  and B  is a linear bounded 
operator on 2 (0,1)L . The result follows from Theorem 1.1 on page 76 in [28].         
 
Proof of Lemma 5.3:  Let    be a constant with 
1
2
0
( ) 1xk x dx k   (notice that for every 
 2 [0,1]k C  there are infinite values of    for which this relation holds) and define  
1
1
2
0
: 1 ( )sk s ds k 

 
   
 
 
                                                    (A.1) 
:a p                                                                     (A.2) 
Let 0  be the constant that corresponds to  ]1,0[2Ck  being defined by (5.5), (2.6) and to the 
constant ,a    defined by (A.2), (A.1) for which (5.10) holds (recall Lemma 5.2). Consider the 
following Fredholm transformation  
 
1
0
( , ) ( , ) ( ) ( ) ( , )w t x u t x x k x k s u t s ds    , for 0t , [0,1]x                               (A.3) 
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and its inverse 
 
1
0
( , ) ( , ) ( ) ( ) ( , )u t x w t x x k x k s w t s ds     , for 0t , [0,1]x .                             (A.4) 
Using (A.1), (A.2), (A.3), (A.4), (5.2), (5.3), (5.4), (5.5), we notice that 
0 2 1( ; (0,1)) ((0, ) [0,1])w C L C      with 
2[ ] ([0,1])w t C  for 0t   is a solution of initial-boundary 
value problem (5.7), (5.8), (5.9) with  
 
1
0 0 0
0
( ) ( ) ( ) ( ) ( )w x u x x k x k s u s ds    , for ]1,0[x                                   (A.5) 
Applying the triangular inequality and the Cauchy-Schwartz inequality in (A.4), we get  
2
[ ] 1 [ ]
3
u t k k w t


 
   
 
, for 0t                                       (A.6) 
Application of the triangular inequality and the Cauchy-Schwartz inequality in (A.5) gives  
2
0 0
1
1
3
w k k u
 
   
 
                                             (A.7) 
Thus, combining (5.10), (A.6) and (A.7), we obtain estimate (5.6), with  
2 21
: 1 1
3 3
Q k k k k

 
  
      
  
                                   (A.8) 
The proof is complete.        
 
Proof of Lemma 5.4: Assume that there exists 0 2 1( ; (0,1)) ((0, ) [0,1])u C L C      with 
2[ ] ([0,1])u t C  for 0t  ,  satisfying (5.1) as well as the boundary conditions (5.2), (5.3) and the 
initial condition 20[0] (0,1)u u L  . The latter implies that y u u   is also a solution of the initial 
boundary value problem (5.1), (5.2), (5.3), (5.4) with 0 2 1( ; (0,1)) ((0, ) [0,1])y C L C      with 
2[ ] ([0,1])y t C  for 0t   which satisfies the boundary conditions (5.2), (5.3) as well as the initial 
condition )1,0(0]0[ 2Ly  . In addition from Lemma 5.3, it follows that y satisfies (5.6). Hence, we 
have  
[ ] exp( ) [0]y t Q t y ,   0t                                            (A.9) 
 
where , 0Q    are the constants that are guaranteed to exist by virtue of Lemma 5.3. Replacing 
y u u   in (A.9) and since )1,0(0]0[ 2Ly  , we get  
[ ] [ ] 0u t u t  , 0t                                                    (A.10) 
Inequality (A.10) implies that [ ] [ ]u t u t  for all 0t . The proof is complete.        
 
Proof of Lemma 5.5: Using (5.13), the Cauchy-Schwartz inequality and the fact that 1n   for 
,...2,1n , exp( ) exp( 1)x x    for 0x , we get for every 0 (0, ]t T  and ],[ 0 Ttt : 
 2 2 0 2 2
0
exp( 1)
exp 2npn t c w
pn t



  , ,...2,1n                               (A.11) 
Furthermore, using (5.14), the fact that  exp( ) expAt A t  for all 0t  and the Cauchy-Schwartz 
inequality, we obtain the following estimate for every 0 (0, ]t T  and ],[ 0 Ttt : 
   
33
0
22 2exp)exp()(exp


pn
TArdsAsrstpnL
t
n  , ,...2,1n                (A.12) 
Inequalities (A.11) and (A.12) imply that the infinite series appearing on the right hand side of 
(5.15) are uniformly and absolutely convergent on 0[ , ] [0,1]t T  , for all ],0(0 Tt  . Therefore, 
0((0, ] [0,1])w C T  . Combining (5.15), (5.16), (5.17), (5.18), the fact that 20 (0,1)w L  and using 
Parseval’s identity we conclude that for any 0  , there exists 0   such that  
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0[ ]w t w   , for any [0, ]t                                            (A.13) 
which shows that the mapping 2[0, ] [ ] (0,1)T t w t L    is continuous. Indeed, the fact that )1,0(20 Lw   
in conjunction with (5.17) implies that 2
1
n
n
c


  . The latter combined with (5.14), (5.15), (5.16), 
(5.17), (5.18), the fact that  tAtAIAt exp)exp(   for all 0t  and the fact that 1n   shows that 
for all ],0( Tt  and for every integer 1 Nm , it holds that 
    
 
22 2 2 2 2 2 2
0
1 1
2 2 2
4 4
1 1 1
[ ] exp 2 2 1 exp
1
2 exp 2 2
N m
n n
n n N
N
n n
n n N n m
w t w N A t A T c pm t c
t r A T c c
pn


  
 
    
    
 
  
 
 
  
                     (A.14) 
Inequality (A.13) is a direct consequence of inequality (A.14) for m  sufficiently large and 0   
sufficiently small.  
    We show next that 1[ ] ([0,1])w t C  for every (0, ]t T  and satisfies the following equation for all 
( , ) (0, ] [0,1]t x T  : 

 









t
n
Nn
n
n
N
n Nn
nnn
dsAsrstpnxL
ctpnxAtexxt
x
w
0
22
1
1 1
22
)exp())(exp()(
)exp()()exp()(),(


                         (A.15) 
In order to show this, it suffices to show that the infinite series appearing on the right hand side of 
(A.15) are uniformly and absolutely convergent on 0[ , ] [0,1]t T  , for all 0 (0, ]t T . First, notice that 
according to definition (2.6), the following estimate holds 
  2)(max
10
 nxn
x


, for all 1,2,...n                                    (A.16) 
Combining (5.13), (A.16), the fact that 1n   for ,...2,1n , and the fact that )exp()exp( aaxx
aa  , 
for any 0x  , 0a  and applying the Cauchy-Schwartz inequality, we get for all ]1,0[x , 0 (0, ]t T  
and ],[ 0 Ttt : 
 
3/2
2 2
0 2 2
0
1 3
( )exp
22
n nx pn t c w
pt en
 

 
    
 
, ,...2,1n                          (A.17) 
Furthermore, using (A.16), (A.12) and the Cauchy-Schwartz inequality, we obtain 
   2 2 2 2
0
2
( ) exp ( ) exp( ) exp
t
n nL x pn t s r As ds r A T
pn
   

    , 
for ,...2,1n  and ]1,0[x                                              (A.18) 
Inequalities (A.17), (A.18) indicate that for any 0T  , the infinite series appearing on the right hand 
side of (A.15) are uniformly and absolutely convergent on 0[ , ] [0,1]t T  , for all 0 (0, ]t T . Therefore 
1[ ] ([0,1])w t C . The proof is complete.        
 
Proof of Lemma 2.1: We prove all implications one by one.  
 
Implication (i): If ,1 1 1( , ) 0n i iQ      for 1,2,...n   then definition (2.24) in conjunction with continuity 
of ( , )ng t s  for 1 1, [ , ]i it s     (a consequence of definition (2.17) and the fact that 
 0 21 1[ , ]; (0,1)i iu C L   ) implies that ( , ) 0ng t s   for 1 1, [ , ]i it s    . Continuity of the mapping 
1
0
sin( ) ( , )n x u x dx     for 1 1[ , ]i i     (a consequence of the fact that  
0 2
1 1[ , ]; (0,1)i iu C L   ) and 
definition (2.17) implies that 
1
0
sin( ) ( , ) 0n x u x dx    for 1 1[ , ]i i     and 1,2,...n  . Since the set of 
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functions  ( ) 2 sin( ): 1,2,...n x n x n    is an orthonormal basis of 2 (0,1)L , we obtain that [ ] 0u t   (in 
the sense of 2 (0,1)L ) for 1 1[ , ]i it    . Definition (2.16) implies that ( , ) 0nf t s   for 1 1, [ , ]i it s    . 
Since ( , ) ( , ) 0n ng t s f t s   for 1 1, [ , ]i it s     and since 0c  , we conclude from (2.15) that ( , ) 0nj t s   
for 1 1, [ , ]i it s    . Definitions (2.25) and (2.26) imply that ,2 1 1 ,3 1 1( , ) ( , ) 0n i i n i iQ Q         for 
1,2,...n  . Therefore, definition (2.27) implies that 2iS  .  
 
Implication (ii): Suppose that 2iS  . Moreover, suppose that on the contrary there exists 
{1,2,...}n  such that ,1 1 1( , ) 0n i iQ     . Then definition (2.27) implies that 
,1 1 1 ,2 1 12
1 2 1 2
,1 1 1 ,1 1 1
( , ) ( , )
( , ) :
( , ) ( , )
n i i n i i
i
n i i n i i
H Q
S
Q Q
   
   
   
   
   
  
    
  
, which contradicts the assumption 2iS  . 
Therefore, we conclude that ,1 1 1( , ) 0n i iQ      for 1,2,...n  . Then, working as in the proof of 
implication (i), we conclude that [ ] 0u t   (in the sense of 2 (0,1)L ) for 1 1[ , ]i it    .  
 
Implication (iii): Suppose that {( , )}iS c  and 
2
iS   . By virtue of implication (i) there exists 
{1,2,...}n  such that ,1 1 1( , ) 0n i iQ     . Define the index set I  to be the set of all {1,2,...}n  with 
,1 1 1( , ) 0n i iQ     . We first show that ( ) 0U t  .  
   Definition (2.27) implies that ,1 1 1 ,2 1 121 2 1 2
,1 1 1 ,1 1 1
( , ) ( , )
( , ) : ,
( , ) ( , )
n i i n i i
i
n i i n i i
H Q
S n I
Q Q
   
   
   
   
   
  
     
  
. Since 
{( , )}iS c , we conclude that there exists a constant   such that 
,2 1 1
,1 1 1
( , )
( , )
n i i
n i i
Q
Q
 

 
 
 
  for all n I .  
Since {( , )}iS c , definition (2.27) implies that  
2
,2 1 1 ,1 1 1 ,3 1 1( , ) ( , ) ( , )n i i n i i n i iQ Q Q            for all 
n I . By virtue of the definitions (2.24), (2.25) and (2.26) and the fact that the Cauchy-Schwarz 
inequality holds as an equality only when two functions are linearly dependent, we obtain for all 
n I  the existence of a constant n   such that ( , ) ( , )n n nj t s g t s  for 1 1, [ , ]i it s     (notice that 
 2 21 10 ( , )n i ig L      since n I  and ,1 1 1( , ) 0n i iQ     ).   Since ,2 1 1
,1 1 1
( , )
( , )
n i i
n i i
Q
Q
 

 
 
 
  for all n I , we 
obtain from definitions (2.24), (2.25) and the fact that ( , ) ( , )n n nj t s g t s  for 1 1, [ , ]i it s     that 
( , ) ( , )n nj t s g t s  for 1 1, [ , ]i it s     and n I . Definitions (2.17) allow us to conclude that 
1
0
( ) sin( ) ( , )
( 1)n
U t n x u t x dx
pn



 
 
 for all 1 1( , )i it     and n I .  
 
If 0   then ( ) 0U t  . We next assume that 0   and we show again that ( ) 0U t  . For this, it 
suffices to show that there exists {1,2,...}m  with m I . Indeed, if m I  then (working exactly as in 
the proof of implication (i)) we get 
1
0
sin( ) ( , ) 0m x u x dx    for 1 1[ , ]i i    . But then we get from 
(2.15), (2.16) and (2.17) that ( , ) 0mj t s   for 1 1, [ , ]i it s    , which implies that ( ) 0U t  . 
 
Since (2.15) for 1 1, [ , ]i it s     implies (2.14) for 1 1( , )i i     and since 
1
0
( ) sin( ) ( , )
( 1)n
U t n x u t x dx
pn




 
 for all 1 1( , )i it     and n I , we obtain (from continuity of the 
mapping 
1
0
sin( ) ( , )n x u x dx     for 1 1[ , ]i i    ) that  
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 
1 1
2 2
1 1
0 0
sin( ) ( , ) exp ( ) ( ) sin( ) ( , )i in x u t x dx n p c t n x u x dx            , for 1 1[ , ]i it     and n I  (A.19) 
If ,m n I  then we have 
1 1
1
0 0
1 1
( ) sin( ) ( , ) sin( ) ( , )
( 1) ( 1)n m
p U t n x u t x dx m x u t x dx
n m
     
  
 for 
1 1( , )i it    . Continuity of the mappings 
1
0
sin( ) ( , )n x u x dx    , 
1
0
sin( ) ( , )m x u x dx     for 
1 1[ , ]i i     implies that 
1 1
0 0
1 1
sin( ) ( , ) sin( ) ( , )
( 1) ( 1)n m
n x u t x dx m x u t x dx
n m
 
  
 for 1 1[ , ]i it    . If 
1
1
0
sin( ) ( , ) 0in x u x dx     or 
1
1
0
sin( ) ( , ) 0im x u x dx     then (A.19) and (2.17) would give that 
,1 1 1( , ) 0n i iQ      or ,1 1 1( , ) 0m i iQ     , which contradicts the fact that ,m n I . Thus 
1
1
0
sin( ) ( , ) 0in x u x dx     and 
1
1
0
sin( ) ( , ) 0im x u x dx    . Using (A.19) and the fact 
1 1
0 0
1 1
sin( ) ( , ) sin( ) ( , )
( 1) ( 1)n m
n x u t x dx m x u t x dx
n m
 
  
 for 1 1[ , ]i it     as well as the fact that 
1
1
0
sin( ) ( , ) 0in x u x dx     and 
1
1
0
sin( ) ( , ) 0im x u x dx    , we obtain the equation 
   2 2 2 21 1exp ( ) exp ( )i in p t m p t          for 1 1[ , ]i it    , which can only hold for m n . 
Therefore, the index set I  is a singleton, which implies the existence of {1,2,...}m  with m I . 
     Since ( ) 0U t  , it follows from (2.17) that ( , ) 0nj t s   for 1 1, [ , ]i it s     and 1,2,...n  . 
Consequently, we obtain from (2.25) and (2.26) that ,2 1 1 ,3 1 1( , ) ( , ) 0n i i n i iQ Q         for 1,2,...n  . 
Therefore, definition (2.27) implies that ,1 1 121 2 1
,1 1 1
( , )
( , ) : ,
( , )
n i i
i
n i i
H
S n I
Q
 
  
 
 
 
  
    
  
. Since ( , ) ic S   it 
follows that  22 2( , ) :iS      . The proof is complete.      
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