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Certains matins, il y a dans le ciel quelque chose que Lalla
aime bien : c’est un grand nuage blanc, long et effilé, qui
traverse le ciel à l’endroit où il y a le plus de bleu. Au bout
du fil blanc, on voit une petite croix d’argent qui avance
lentement, si haut qu’on la distingue à peine. Lalla regarde
longtemps la petite croix qui avance dans le ciel, la tête
renversée en arrière. Elle aime voir comment elle avance
dans le grand ciel bleu, sans bruit, en laissant derrière ce
long nuage blanc, formé de petites boules cotonneuses qui
se mélangent et s’élargissent comme une route, puis le vent
passe sur le nuage et lave le ciel. Lalla pense qu’elle aimerait
bien être là-haut, dans la minuscule croix d’argent, au-dessus
de la mer, au-dessus des îles, comme cela, jusqu’aux terres
les plus lointaines. Elle reste encore longtemps à regarder le
ciel, après que l’avion a disparu.
Désert, J. M. G. Le Clézio
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Résumé
La prise en compte des traînées de condensations (contrails) dans les mo-
dèles de grande échelle requiert une paramétrisation. Cependant, les données
actuelles sont insuffisantes pour cette paramétrisation. La simulation numé-
rique détaillée d’un contrail complète les données et elle contribue à mieux
définir ces paramétrisations.
Les études des aéronefs ont mis en évidence le rôle de la turbulence atmo-
sphérique dans la dynamique des tourbillons de sillage. Pourtant, la majorité
des simulations numériques de contrails réalisées à ce jour utilisent une repré-
sentation simplifiée et paramétrée de cette turbulence, plutôt que de la résoudre
explicitement. Le travail réalisé ici consiste à mettre en place une simulation de
contrail avec une résolution tridimensionnelle de la turbulence atmosphérique.
Dans un premier temps, une méthode de forçage stochastique a été mise
en place pour engendrer des écoulements turbulents dans un milieu strati-
fié, et on montre la capacité de cette méthode à reproduire la turbulence de
l’atmosphère. Dans un second temps, une simulation de contrail a été mise
en place en utilisant la turbulence atmosphérique engendrée précédemment.
Les effets du niveaux de turbulence, de la température et de la saturation en
vapeur d’eau sur le contrail sont étudiés pour les quatre premières minutes :
la turbulence contrôle la destruction des tourbillons de sillage, alors que la
saturation et la température contrôlent la persistance et le taux de formation
de glace. Les propriétés microphysiques et optiques obtenues sont en accord
avec les observations et des lois sont proposées pour adapter ces propriétés aux
paramétrisations des modèles de grande échelle.
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Abstract
Modeling the effects of contrails into large-scale models requires accurate
parametrisations of their characteristics. However, measures of contrails are
too rare and not exhaustive to well define and validate these parametrisations.
Detailed simulations of contrails allow the analysis of their physics, leading to
improved measurement and more accurate parametrisations.
Studies of aircraft wakes have shown the importance of atmospheric tur-
bulence in the dynamics of wake vortices. Nevertheless, in most of contrail
simulations performed so far, turbulence was not sustained and not explicitly
resolved. In this thesis, we set up a simulation strategy for contrails that uses a
three dimensional description of wake dynamics and turbulence.
Firstly, a stochastic forcing method is setup to generate turbulent flows in a
stratified medium, and we show that this method is able to mimic atmospheric
turbulence. Secondly, contrail simulations embedded in this turbulence field are
performed. Effects of turbulence, temperature and water vapour saturation are
studied: turbulence controls the break-up of wake vortices, while saturation and
temperature control deposition rate of water vapour on ice crystals and their
persistence in the long term. Computed microphysical and optical properties
are in agreement with observations and ad-hoc relations are proposed to
incorporate theses properties into contrail parametrisations for large-scale
models.
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Introduction générale
I.1 Enjeux
Pour mener à bien leurs missions, les bombardiers de la seconde guerre
mondiale durent parcourir de très grandes distances (> 3000 km), ce qui ne fut
possible qu’en volant à haute altitude (≈ 10 km). En atteignant la tropopause,
les aéronefs produisaient parfois de peu discrètes traînées de condensation,
appelées aussi contrails (‘condensation trails’ en anglais), les rendant facilement
repérables par les observateurs ennemis (figure I·1).
Bien que l’aviation ait beaucoup évolué depuis, il n’existe toujours pas de
solution permettant d’éviter l’apparition et la persistance des contrails. De
plus, ces traînées sont devenues encore plus indésirables lorsque que l’on s’est
rendu compte de leur impact potentiel sur le climat. Un premier bilan des
connaissances scientifiques sur leur impact climatique a été synthétisé en 1999
dans le rapport spécial ‘Aviation and the Global Atmosphere’ [ipcc, 1999] du
Figure I·1 – Traînées de
condensation durant la se-
conde guerre mondiale.
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giec. 1 Nous en donnons par la suite les principales conclusions.
I.2 Impact climatique
Le giec utilise la notion de forçage radiatif [ipcc, 1999] pour quantifier les
divers impacts anthropologiques sur le climat. Il représente la variation nette de
l’irradiance 2 à la tropopause due à l’un des facteurs du changement climatique.
La variation de température au niveau du sol ∆Ts est proportionnelle au forçage
radiatif RF :
∆Ts = λcRF. (I.1)
Le coefficient de proportionnalité λc est appelé la constante climatique et sa va-
leur est de l’ordre de 0,6 K/(W/m2). Le quatrième rapport du giec [ipcc, 2007]
évalue le forçage radiatif dû à la totalité de l’activité humaine entre 0,6 W m−2
et 2,4 W m−2. Le forçage radiatif de l’activité aéronautique seule est estimé entre
0,007 W m−2 et 0,103 W m−2 [Lee et al., 2009]. Le trafic aérien représente tout
au plus 10 % du forçage radiatif global et ne constitue donc pas un élément ma-
jeur du réchauffement climatique. Néanmoins, l’impact du trafic aérien est en
constante augmentation car l’industrie aéronautique prévoit une augmentation
du trafic aérien de 3 % à 4 % par an sur les vingt prochaines années [Airbus,
2007].
Le forçage radiatif de l’activité aéronautique résulte de la contribution de
différentes composantes, parmi lesquelles on distingue (voir tableau I·1) :
– l’émission de dioxyde de carbone ;
– l’émission d’oxydes d’azote et la formation d’ozone associée ;
– l’émission de vapeur d’eau ;
– l’émission d’aérosols sulfatés (particules volatiles) ;
– l’émission de particules de suie ;
– la formation de contrails ;
1. Abréviation pour le Groupe d’experts Intergouvernemental sur l’Évolution du Climat.
L’abréviation anglaise correspondante est ipcc pour ‘Intergovernmental Panel on Climate
Change.’
2. Il s’agit de la différence entre les puissances par unité de surface du rayonnement
électromagnétique descendantes et montantes.
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– la formation de cirrus induits par les contrails.
Ces composantes impactent le climat de trois façons :
– par effet de serre direct, en altérant la quantité de gaz à effet de serre
(notamment le dioxyde de carbone et l’ozone) ;
– par absorption du rayonnement ultraviolet, en modifiant la couche
d’ozone (via notamment les oxydes d’azote) ;
– par accroissement de la nébulosité, en formant des contrails et des cirrus
induits qui modifient le bilan radiatif terrestre.
Les impacts de ces trois composantes sont quantifiés en terme de forçage
radiatif. Leur estimation actuelle est représentée par les trois premières lignes
du tableau I·1, qui sont elles-même divisées en sous-composantes. La quatrième
ligne représente le forçage total du au trafic aérien. Le tableau I·1 précise
également le niveau de compréhension scientifique (abrégé en anglais LOSU,
‘level of scientific understanding’) de chaque sous-composante. Celui-ci est
généralement faible en ce qui concerne l’accroissement de la nébulosité. La
composante « formation de cirrus induits par les contrails » est la moins
bien comprise et son intervalle de confiance est très large, au point que cette
composante n’a pas été prise en compte dans le calcul du forçage radiatif total.
Les cirrus induits sont issus de la dégénérescence des contrails persistants.
En vieillissant, ces contrails se confondent de plus en plus avec les cirrus
naturels : ils s’élargissent, perdent leur caractère linéaire, leur opacité diminue,
forment des mouvements subsidents et peuvent recouvrir une partie importante
du ciel (figure I·2). Il est possible également que leurs propriétés microphysiques
deviennent semblables aux cirrus naturels [Yang et al., 2010]. La distinction entre
les cirrus induits et les cirrus naturels est donc difficile. L’estimation proposée
dans le tableau I·1 est basée sur l’observation satellite de l’augmentation de la
nébulosité dans les zones de trafic aérien depuis les trois dernières décennies
[Minnis et al., 2004; Stordal et al., 2005; Eleftheratos et al., 2007; Duda et al., 2009].
Selon cette estimation, le forçage radiatif du trafic aérien serait augmenté de
40 % si l’on inclut l’effet des cirrus induits.
Le modèle de circulation générale, en abrégé gcm. 3 est l’outil numérique
3. Abréviation anglaise pour : ‘General Circulation Model.’
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Table I·1 – Composantes du forçage radiatif du trafc aérien. Extrait de [Lee et al.,
2009]. (La dernière colonne précise le niveau de compréhension scientifique de
la branche, de l’anglais ‘Level Of Scientific Understanding’.)
Figure I·2 – Photo sa-
tellite de traînées de
condensation et de cir-
rus induits au dessus
de la France.
4
I.3. Plan de la thèse
adapté à l’analyse et l’estimation du forçage radiatif des cirrus induits, ainsi
que des autres composantes. La résolution de ces modèles est typiquement
de 50 km à 100 km, ce qui est insuffisant pour résoudre un contrail de 100 m
de large. Les effets des contrails à l’échelle globale sont donc introduits par
l’intermédiaire d’un modèle sous-maille paramétré. La conception de ce mo-
dèle nécessite d’abord une bonne compréhension des phénomènes physiques
complexes se produisant dans les contrails, afin de pouvoir en déduire les
caractéristiques utiles (épaisseur, coefficient de dillution vertical et horizontal,
propriétés microphysiques et optiques) en fonctions des propriétés des aéronefs
et de l’atmosphère. Cette connaissance manque actuellement. Les modèles
sous-maille existants sont paramétrés de manière empirique et manquent de
précision [Schumann, 2012]. C’est à la compréhension de ces phénomènes et
à la détermination des caractéristiques utiles pour les gcm que nous nous
sommes attachés dans cette thèse.
I.3 Plan de la thèse
Nous commençons dans le chapitre II suivant par dresser l’état de l’art de
la physique du contrail. Les notions nécessaires à l’étude des contrails sont
introduites et nous terminerons en situant notre travail dans le contexte actuel
des connaissances.
Nous présentons ensuite dans le chapitre III les modèles dynamiques des
deux codes de calcul utilisés dans cette thèse :
– Le code ntmix résout les équations de Navier-Stokes compressibles
et utilise une description lagrangienne des cristaux. Il est adapté à la
résolution du champ proche de l’avion où les effets de compressibilité
peuvent survenir et où la répartition des cristaux est très hétérogène.
– Le code Méso-nh est conçu pour simuler les écoulements atmosphé-
riques de la méso-échelle et de la micro-échelle. Il résout les équations
de Navier-Stokes anélastiques, ce qui permet un gain de temps consi-
dérable par rapport à ntmix lorsque la dynamique de l’écoulement est
incompressible.
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Le chapitre IV est dédié à l’étude de la turbulence de l’atmosphère. Après
avoir décrit les spécificités de cette turbulence, nous proposons un modèle
numérique permettant de générer des champs représentatifs de la turbulence
atmosphérique. Ce modèle fait usage d’une force stochastique que nous décri-
vons en détail. Les simulations numériques réalisées permettent de valider et
de calibrer ce modèle, et les champs obtenus sont comparés aux observations.
La simulation de contrail est l’objet du chapitre V. Elle commence dès
la sortie des moteurs jusqu’à quatre minutes après le passage de l’avion et
elle a été réalisée avec le code ntmix. Cette simulation fait usage du modèle
de turbulence atmosphérique du chapitre IV. Il est notamment utilisé pour
déclencher les instabilités de sillage et plusieurs niveaux de turbulence sont
comparés. Différentes conditions atmosphériques ont été considérées pour
compléter cette étude. Les résultats obtenus sont également comparés avec les
observations et avec les résultats d’autres simulations issues de la bibliographie.
Dans le chapitre VI, les résultats des simulations de contrail du chapitre V
sont exploités afin d’obtenir des lois implémentables dans les gcm, puis nous
dressons les conclusions dans le dernier chapitre.
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État de l’art
Ce chapitre donne d’abord l’état de l’art de la dynamique du sillage dans
lequel évolue le contrail, puis l’état de l’art de la microphysique du contrail,
avant d’en faire le bilan.
II.1 Dynamique du sillage
L’étude du sillage des aéronefs commence dans les années soixante. On
découvrait alors que le sillage est principalement constitué de deux tourbillons
contrarotatifs pouvant constituer une menace pour les autres aéronefs [Bleviss,
1954]. Une synthèse sur la formation des tourbillons de sillage se trouve dans
[Rossow, 1999].
II.1.1 Description générale
L’évolution dynamique d’un contrail se décompose classiquement en quatre
régimes successifs [Gerz et al., 1998].
Régime du jet. Les gaz chauds, émis par les moteurs, commencent à se diluer
et à former des cristaux. Ces derniers sont rapidement entraînés et piégés
par les tourbillons engendrés par les ailes (figure II·1).
Régime des tourbillons. La paire de tourbillons descend par induction mu-
tuelle. Elle entraîne avec elle la majeure partie des gaz émis et forme ainsi
7
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Figure II·1 – Régime du jet. Les
quatre jets s’enroulent autour
des deux tourbillons. Le halo
lumineux au centre du sillage
a été étudié par [Kärcher et al.,
2009; Gierens et al., 2009].
Figure II·2 – Régime des tour-
billons. Les instabilités des tour-
billons sont rendues visibles
grâce à la répartition du pa-
nache dans les tourbillons.
un panache nommé sillage primaire. Une partie de ce panache parvient à
s’échapper de l’influence des tourbillons et remonte vers l’altitude de vol
par effet barocline [Scorer et Davenport, 1970]. Cette partie du panache
est appelé le sillage secondaire (figure II·2).
Régime de dissipation. La paire de tourbillons est instable [Crow, 1970] ; elle
se déforme sous l’impulsion de la turbulence engendrée par l’avion et la
turbulence de l’atmosphère. Au bout de quelques minutes, les tourbillons
entrent en collision, c’est le ‘break-up.’ La structure tourbillonnaire se
désintègre et se dissipe rapidement, en formant parfois des anneaux
tourbillonnaires [Chevalier, 1973]. Le sillage primaire est regroupé en
paquets que l’on appelle ‘puffs’ en anglais (figure II·3).
Régime de diffusion. Lorsque la dynamique propre au sillage s’est dissipée, le
panache est alors soumis à la dynamique de l’atmosphère. La turbulence
atmosphérique diffuse le contrail et le cisaillement de vent peut engendrer
des traînées latérales (figure II·4). Le panache descend sous l’effet de la
sédimentation et l’interaction avec le rayonnement infrarouge produit des
mouvement ascendants et subsidents [Gierens et Jensen, 1998]. Le contrail
se transforme en cirrus [Minnis et al., 1998; Schröder et al., 2000].
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Figure II·3 – Régime de dissi-
pation. Le sillage primaire est
regroupé en paquets, contraire-
ment au second sillage.
Figure II·4 – Régime de diffu-
sion. Une traînée latérale est
apparue sous l’effet du cisaille-
ment.
Différents facteurs dynamiques influencent le développement du panache.
– Les tourbillons de sillage étirent le panache vers le bas où les conditions
atmosphériques peuvent être différentes. De plus, la compression adia-
batique survenant dans les tourbillons est capable de faire évaporer une
partie substantielle des cristaux. Ce phénomène a été observé à l’aide
d’un lidar 1 embarqué [Sussmann, 1999].
– Le temps mis par les tourbillons pour se détruire influence l’amplitude
de l’étirement vertical, l’intensité de la compression adiabatique, la pro-
portion de sillages primaire et secondaire, etc.
– La turbulence de l’atmosphère est le moteur de la destruction des tour-
billons [Crow et Bate, 1976] et la diffusion anisotrope des contrails et des
cirrus induits.
La suite de cette section résume les méthodes utilisées et les résultats
obtenus concernant la dynamique du sillage.
II.1.2 Résultats théoriques et observations
L’analyse de la stabilité linéaire des tourbillons de sillage [Crow, 1970;
Widnall et al., 1970] a permis de mettre en évidence différents modes instables
qui ont été également étudiés expérimentalement [Chevalier, 1973; Garten
1. Abréviation anglaise pour ‘LIght Detection And Ranging.’
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et al., 2001; Moore et Saffman, 1975]. Considérant deux tourbillons parallèles et
contrarotatifs, séparés d’une distance b et de cœurs de même rayon rvx, trois
modes instables peuvent se développer : le mode symétrique de grande longueur
d’onde, le mode symétrique de petite longueur d’onde et le mode antisymétrique de
petite longueur d’onde. La figure II·5 représente la longueur d’onde λ et le taux
d’amplification a pour chaque mode d’instabilité en fonction du rapport rvxb .
Dans le cas des avions de lignes rvxb ≈ 0,063, menant à :
– λ ≈ 8,6b et a ≈ 0,83 bw pour le mode de grande longueur d’onde ;
– λ ≈ 0,37b et a ≈ bw pour les modes de petite longueur d’onde.
Ces instabilités sont déclenchées par la turbulence qui provient soit de
l’avion lui-même [Holzäpfel et al., 2001], soit de l’atmosphère. L’instabilité de
petite longueur d’onde est la plus instable, pourtant les observations montrent
que c’est plutôt l’instabilité de grande longueur d’onde qui se développe le
plus vite et cause la destruction des tourbillons (voir figure II·2). Considérant
une turbulence « académique », (la partie inertielle d’une turbulence homogène
isotrope,) l’intensité des mouvements croît avec la longueur d’onde selon la
loi λ 7→ λ 53 . Le mode de grande longueur d’onde est donc plus excité que les
modes de petites longueurs d’ondes, d’un rapport de
( 8,6
0,47
) 5
3 = 189 [Crow,
1970]. Si la turbulence ne diffère pas trop (voir chapitre IV) de cette turbulence
académique, ce rapport explique pourquoi le mode de grande longueur d’onde
est le plus développé.
Une estimation du temps de vie des tourbillons consiste à évaluer le temps
T mis par l’instabilité de grande longueur d’onde pour les mettre en contact.
L’analyse de la stabilité linéaire permet d’exprimer ce temps en fonction du
taux de dissipation e de la turbulence [Crow et Bate, 1976]. En normalisant T
et e par la vitesse caractéristique w du système tourbillonnaire, c’est-à-dire la
vitesse de descente des tourbillons, ce qui donne respectivement
τ = T
w
b
, η =
(eb)
1
3
w
, (II.1)
le temps T est obtenu par la loi impliciteη = 0,411×
1
τ , si η > 0,3,
η = 0,87× τ 14 e−0,83×τ, si η < 0,3.
(II.2)
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II.1. Dynamique du sillage
0
2
4
6
8
10
0 0,2 0,4 0,6
λ
/
b v
x
rvx/bvx
0
0,2
0,4
0,6
0,8
1
1,2
0 0,2 0,4 0,6
ab
vx w
rvx/bvx
Figure II·5 – Longueur d’onde λ et taux d’amplification a des perturbations
du tourbillon de sillage, en fonction du rapport entre rayon du cœur rc et
la séparation b des tourbillons ainsi que leur vitesse de descente w [Widnall
et al., 1970]. Les trois modes sont : symétrique de grande longueur d’onde
(lignes pleines), symétrique de petite longueur d’onde (ligne discontinue) et
antisymétrique (ligne fine).
Les mesures du temps de vie des tourbillons ont montré de très grand écarts
avec la valeur théorique T [Crow et Bate, 1976]. Les temps de vie des tourbillons
apparaissent très variables.
II.1.3 Simulations numériques des tourbillons de sillage
Pour déclencher les instabilités de sillage, il est nécessaire de perturber le
système tourbillonaire. Dans la nature, la turbulence atmosphérique fournit ces
perturbuations.
Une première méthode consiste à ajouter une variation sinusoïdale dans
le champ de vitesse [Paugam et al., 2010]. Les longueurs d’ondes perturbées
doivent correspondre aux modes instables et l’amplitude doit être choisie de
manière à détruire les tourbillons au bout d’un temps réaliste. Le choix de
ces paramètres n’est pas évident. De plus, cette méthode ne prend pas en
compte tous les modes perturbés car, bien que moins instables, ces autres
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modes peuvent influencer le transport du contrail.
Une seconde méthode consiste placer le contrail dans un champ de vitesse
représentant la turbulence de l’atmosphère. Différentes perturbations ont été
utilisées :
– un champ composé de petits tourbillons [Robins et Delisi, 1998],
– un champ de turbulence homogène isotrope [Spalart et Wray, 1996],
– un champ de turbulence homogène anisotrope [Gerz et Holzäpfel, 1999;
Holzäpfel et al., 2001].
L’utilisation de champs réalistes permettent de détruire les tourbillons au bout
d’un temps réaliste. Il est à noter que cette méthode n’a pas été utilisée pour
étudier la microphysique du sillage. De par sa conception, cette méthode simule
une turbulence décroissante tandis que, dans la nature, la turbulence peut être
entretenue par les sources de quantité de mouvement (cisaillement, ondes
de gravité, etc.). Si cette décroissance peut être négligée dans le régime des
tourbillons, ce n’est pas le cas dans le régime de diffusion [Paugam et al., 2010].
Certaines simulations emploient une représentation bidimensionnelle du
régime des tourbillons. La turbulence, ne pouvant pas être résolue, est paramé-
trée par une diffusion artificielle des tourbillons de sillage. La paramétrisation
de cette diffusion doit également permettre un temps de vie réaliste des tour-
billons.
La section suivante est consacrée à la description des gaz émis par les
moteurs et transportés au sein des sillages primaire et secondaire.
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II.2 Microphysique dans les contrails
Cette section commence par la description de la composition des contrails
puis leur mécanisme de formation. Enfin, les différents aspects observés et
simulés des contrail seront détaillés.
II.2.1 Émissions des moteurs aéronautiques
Les gaz émis par les moteurs aéronautiques sont constitués des produits
de combustion. Les éléments principaux sont décrits par l’équation chimique
simplifiée (et non-équilibrée)
N2 +O2︸ ︷︷ ︸
air
+ C•H• + S︸ ︷︷ ︸
carburant
−→ N2 +O2 + H2O︸︷︷︸
eau
+ CO2︸︷︷︸
dioxyde
de
carbone
. (II.3a)
On trouve donc de l’air en excès, de l’eau et du dioxyde de carbone. Cependant,
les gaz émis contiennent d’autres espèces issues de la combustion. D’une
part, l’équation (II.3a) est le bilan de plusieurs processus complexes, dont les
activités sont augmentées par les hautes températures atteintes les chambres
de combustion (≈ 2000 K), qui conduisent à l’apparition de nouvelles espèces
telles que :
−→ NO+NO2 +N2O+HONO+HNO3 (oxydes d’azote),
−→ SO2 + SO3 +H2SO4 (oxydes de souffre), (II.3b)
−→ CO (monoxyde de carbone).
D’autre part, les hétérogénéités de la chambre de combustion entraînent la
présence d’hydrocarbures non consommés (HC) et de particules de suie (Csoot)
−→ HC+Csoot. (II.3c)
Les gaz émis se composent donc de nombreuses espèces physico-chimiques
dont certaines interviennent dans la formation du contrail. Ces espèces agissent
également sur le climat via les autres phénomènes evoqués dans le chapitre I,
qui ont été étudiés [Schumann, 1997; Schumann et al., 2002] par des simulations
numériques [Garnier et al., 1997] et des mesures in-situ [Arnold et al., 1992].
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Figure II·6 – Particules de suie vue au mi-
croscope électronique. Une particule fine fait
environ 20 nm de diamètre. Illustrations ex-
traites de [Popovitcheva et al., 2000].
II.2.2 Composition des contrails
Dans la suite on désigne par aérosol toute particule de matière condensée.
On appellera plus spécifiquement gouttelette un aérosol liquide. La formation
des contrails fait intervenir trois types d’aérosols.
1. Les gouttelettes volatiles sont composées d’acide sulfurique et d’acide
nitrique. La formation des ces gouttelettes est accélérée par la présence
d’ions, appelés aussi chemi-ions [Yu et Turco, 1997; Arnold et al., 1998].
2. Les particules de suie. Elles ont la forme d’agglomérats de très fines parti-
cules sphériques (figure II·6).
3. Les cristaux de glace, formés à partir de la vapeur d’eau émise par le moteur
ou présent dans l’atmosphère. Dans la suite, on désignera simplement
par cristal un cristal de glace.
La densité et la taille de ces aérosols ont été mesurées dans le contrail et
dans l’atmosphère [Pusechel et al., 1992; Reiner et Arnold, 1993]. Les valeurs
obtenues sont indiquées dans le tableau II·1. Ces informations permettent de
déterminer l’opacité (la profondeur optique) d’un panache composé de l’une
de ces familles [Mie, 1908]. Le graphe présenté dans la figure II·7 montre que
seuls les cristaux atteignent des dimensions et des concentrations suffisantes
pour être visibles à l’oeil nu.
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Table II·1 – Rayon et densité des aérosols dans le contrail et dans l’atmosphère
[ipcc, 1999].
Rayon (µm) Densité (cm−3)
Gouttelettes volatiles :
dans le sillage (1 s) (V) ; 0,002 107
hors sillage. 0,01 — 0,5 5 — 1000
Particules de suie :
dans le sillage (1 s) (S) ; 0,02 (5 — 50)×104
hors sillage. 0,05 — 0,1 0,01 — 0,1
Cristaux de glace :
jeune contrail (0,1 à 0,5 s) (C1) ; 0,1 — 0,3 104 — 105
contrail persistant (10 à 60 min) 1 — 15 10 — 500
jeune cirrus (C3). (C2) ; 5 — 10 1
−3
−2
−1
0
1
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g(
r/
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)
log(n/cm−3)
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S
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Figure II·7 – Visibilité d’un nuage homogène de densité n et d’un rayon
de particules r. Les courbes représentent la limite de visibilité d’un nuage
(correspondant à une profondeur optique de 0,3) pour des épaisseurs de nuages
de 5 m (ligne pleine), 50 m (petit tirets) et 500 m (grands tirets). Les rectangles
correspondent aux domaines du tableau II·1.
15
II . État de l’art
Gaz
Liquide Solide
condensation
liquéfaction déposition
solidification
vaporisation sublimation
fusion
Figure II·8 – Changements de phase et leur dénominations.
Vapeur d’eau Suie
Gouttelettes
Cristaux
A
B
C
D
F, G
E
Figure II·9 – Modes de nucléation de la vapeur d’eau en gouttelettes et en
cristaux : A déposition homogène, B liquéfaction homogène, C déposition hété-
rogène, D liquéfaction hétérogène, E solidification, F contact et G immersion.
II.2.3 Formation des cristaux de glace
Le schéma II·8 précise les dénominations des changements de phase. La
formation d’une phase condensée fait intervenir deux processus :
– la nucléation, est la formation d’une nouvelle phase dans l’air ;
– la condensation est la transformation de la vapeur d’eau en une phase
condensée lorsque cette phase est déjà existante.
La suite de cette section détaille ces deux processus dans le cas particulier de la
vapeur d’eau.
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Nucléation
Bien que les contrails ne contiennent pas a priori de gouttelettes d’eau, ces
dernières doivent être considérées dans le processus de nucléation.
La nucléation de la vapeur d’eau se divise en nombreux modes représentés
dans la figure II·9 et qui se regroupent en deux catégories :
– la nucléation homogène lorsque la nouvelle phase se forme sans l’aide
d’une autre matière (cas A et B de la figure II·9) ;
– la nucléation hétérogène lorsque la nouvelle phase se forme à la surface
d’une phase condensée autre que de l’eau (cas C et D de la figure II·9).
Un apport d’énergie est nécessaire au déclenchement de la nucléation. La pré-
sence d’une surface dans la nucléation hétérogène se traduit par une réduction
de l’énergie nécessaire au déclenchement [Delmas et al., 2005, § 2.2.2]. Plus
précisément, les surfaces qui demandent le moins d’énergie sont dites hydro-
philes, alors que les autres sont dites hydrophobes. L’atmosphère contient des
aérosols de sources diverses : grains de sel et gouttelettes arrachés aux océans,
grains de sable extraits de déserts, particules de carbone émises par des feux
de forêts, poussières de roche éjectées lors d’éruptions volcaniques, pollen, etc.
L’activité humaine est une grande source d’aérosols : émissions industrielles,
particules de suie issues de la combustion. Les aérosols hydrophiles ne sont pas
les mêmes lorsque la phase formée est liquide ou solide. Les premiers seront
désignés noyau de liquéfaction et les seconds seront désignés noyau de déposition.
Une fois formées, les gouttelettes peuvent être sollicitées dans la formation
de cristaux. Tout d’abord, l’eau liquide se solidifie spontanément lorsque la
température est inférieure à −45 ◦C [Pruppacher et Klett, 1997, § 3.4.1] (cas
E de la figure II·9). Ensuite, les interactions avec les autres aérosols peuvent
former des cristaux selon deux modes [Pruppacher et Klett, 1997, § 9.2.1] :
1. par contact lorsque la gouttelette surfondue rencontre un aérosol (cas F
de la figure II·9 ;
2. par immersion lorsqu’un aérosol pénètre dans une gouttelette qui n’est
pas surfondue ; le cristal se forme sur l’aérosol.
Dans l’atmosphère, l’énergie nécessaire au déclenchement de la nucléation
homogène correspond à un taux de saturation rarement atteint (> 150 %)
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[Pruppacher et Klett, 1997, § 7]. La nucléation hétérogène est donc le mode de
nucléation qui se produit le plus dans l’atmosphère. Par ailleurs, la température
moyenne rencontrée aux altitudes de croisière (≈ 10 000 km) est de −56 ◦C
[U. S. Standard Atmosphère, 1976]. Une gouttelette formée se solidifie donc
spontanément, excluant du même coup la formation de cristaux par contact et
par immersion. Les deux modes restant sont la déposition directe sur un noyau
de déposition (cas C) ou la liquéfaction-solidification sur un noyau de liquéfaction
(cas D suivi de E).
Les mesures montrent que c’est le mode de liquéfaction-solidification qui
est prépondérant et que les noyaux de liquéfaction sont les particules de
suie [Kärcher et al., 1996; Kärcher, 1998]. Les particules de suie pure sont
hydrophobes, elles doivent donc être rendues hydrophiles par un processus
appelé hydratation. Une explication proposée suggère que les particules volatiles
se déposent à la surface des particules de suie formant une surface hydrophile
[Kärcher et al., 1996]. Cependant, l’utilisation de carburants pauvres en soufre
n’empêche pas pour autant l’hydratation des particules de suie [Schumann
et al., 2002; Kärcher et al., 1998].
Table II·2 – Forme des cristaux présent dans les contrails et les cirrus en
fonction de leur taille. Extrait de [Yang et al., 2010].
Droxtal Rosette
Colonne Plaquette
Colonne creuse Agrégats
Dimension D Formes rencontrées
D < 60 µm 100 %
60 µm < D < 1 mm 15 % + 50 % + 35 %
1 mm < D < 2 mm 45 % + 45 % + 10 %
2 mm < D 97 % + 3 %
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Condensation
La forme des cristaux suit la structure d’un prisme hexagonal [Pruppacher
et Klett, 1997, § 2.2.1]. Selon les conditions thermodynamiques locales, la vapeur
d’eau aura tendance à se déposer plutôt sur une face latérale, ou plutôt sur une
face axiale. L’évolution des conditions thermodynamiques donnent naissance à
une variété infinie de formes. Ces formes peuvent être regroupées en différentes
catégories présentés dans le tableau II·2 : en dessous de 60 µm, les cristaux ont
la forme de droxtals, alors que au dessus, ils prennent la forme de plaquettes,
de colonnes, de rosettes et parfois la coagulation forme des agrégats. Les valeurs
données dans le tableau II·1 indique que les contrails sont composés de cristaux
de taille inférieure à 15 µm, donc de droxtals. La surface de contact avec l’air
est alors proche de la surface d’une sphère de taille équivalente. Cependant, les
propriétés optiques de ces cristaux ne peuvent être réduites à ceux d’un cristal
sphérique [Yang et al., 2010].
II.2.4 Le critère de Schmidt-Appleman
La première théorie sur la formation des contrails est due à Schmidt et
Appleman [Schmidt, 1941; Appleman, 1953] et date de la fin de la seconde
guerre mondiale. Les auteurs proposent un critère de formation des contrails
qui repose sur des considérations thermodynamiques.
Rappels sur la saturation
La quantité de vapeur d’eau contenue localement dans l’air s’exprime au
moyen de la pression de vapeur pv. L’air sec (pv = 0 Pa) absorbe naturellement
l’eau, présente sous forme condensée, en contact avec l’air. La pression de
vapeur augmente alors vers un état d’équilibre qui est atteint si il y a suffi-
samment d’eau ; la pression de vapeur est alors égale à la pression de vapeur
saturante psatv et l’air est dit saturé. La pression de vapeur saturante varie en
fonction de la température (elle croît de manière exponentielle) et cette fonction
n’est pas la même en présence d’eau liquide ou en présence de glace. Si il
n’y a pas d’eau sous forme condensée, il arrive que la pression de vapeur
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soit supérieure à la pression de vapeur saturante (par exemple, après que la
pression de vapeur saturante ait diminuée suite à un refroidissement) car cet
état n’est, en général, pas suffisant pour former une phase condensée (condition
de nucléation, § II.2.3) et l’air est dit sursaturé.
Critère de formation des contrails
La formation d’un contrail repose sur la nucléation de cristaux, qui survient,
en présence de noyaux de liquéfaction, lorsque les gaz émis sont saturés par
rapport à l’eau liquide
pctv ≥ psat,wv , (II.4)
où pctv représente la pression de vapeur d’eau dans ces gaz. En l’absence de
phénomènes de transition de phase et en conditions adiabatiques, la pression
de vapeur pctv évolue proportionnellement à la température [Schumann, 2005]
pctv (T) = pv∞ + G(T
ct − T∞), G =
EIH2Op∞cp
eQ(1− η) (II.5)
où pv∞ est la pression de vapeur dans l’atmosphère, T
ct est la température des
gaz émis, T∞ est la température de l’atmosphère, EIH2O est l’index d’émission
de la vapeur d’eau, p∞ est la pression dans l’atmosphère, cp est la capacité
thermique à pression constante de l’air, e est le rapport des masse molaires de
l’eau et de l’air sec, Q est la chaleur spécifique de combustion et η est l’efficacité
du moteur. Dans un graphe représentant la pression de vapeur en fonction de
la température (figure II·10), l’évolution des gaz émis est représentée par un
segment de droite, appelée la ligne de mélange (figure II·10·1). En se mélangeant
avec l’air, les gaz émis peuvent atteindre la condition de formation (II.4) lorsque
la ligne de mélange intercepte la courbe de saturation par rapport à l’eau
liquide (cas A dans la figure II·10·2).
Une fois les cristaux formés, la déposition se poursuit à un taux proportion-
nel à la différence locale entre la pression de vapeur et la pression de vapeur
saturante par rapport à la glace. Comme la pression de vapeur saturante par
rapport à l’eau est supérieure à la pression de vapeur saturante par rapport à
la glace, les cristaux grossissent rapidement.
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Au bout de quelques minutes, les cristaux se retrouvent dans un environ-
nement proche des conditions atmosphériques (point S de la figure II·10·1). Si
l’atmosphère n’est pas saturée par rapport à la glace, les cristaux s’évaporent
et le contrail disparaît (figure II·10·3, cas B). Au contraire, si l’atmosphère est
saturée ou sursaturé, le contrail persiste (figure II·10·3, cas A).
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Figure II·10 – Graphes de la pression de vapeur en fonction de la température
illustrant les différents cas de figure du critère de Schmidt-Appleman. (1.)
La ligne de mélange a pour origine l’état de sortie du moteur (point J) et se
termine à l’état de l’atmosphère (point S). (2.) Pour apparaître, le contrail doit
passer par un état sursaturé par rapport à l’eau liquide (cas A, mais pas B). (3.)
Dans le cas où un contrail apparaît, celui-ci devient persistant si l’atmosphère
est sursaturé par rapport à la glace (cas A), sinon, le contrail disparaît (cas B).
Cette théorie a été confrontée aux observations avec succès [Busen et Schu-
mann, 1995; Jensen et al., 1998]. Une fois formés, les cristaux évoluent en taille,
en forme et en répartition au gré des conditions thermodynamiques rencontrées
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lors de leurs déplacements. La section suivante est consacrée à la dynamique
du sillage dans lequel évoluent les cristaux.
II.2.5 Simulations numériques de la microphysique
Il existe différentes représentations numériques des cristaux de glace :
Méthodes 0D Les grandeurs (rapports de mélanges, nombres de particules)
évoluent uniformément au sein d’un domaine placé dans le contrail. Les
effets du vieillissement de ce contrail (dilution, changement de tempé-
rature, turbulence) sont pris en compte par des paramétrisations. Ces
modèles permettent une représentation très détaillée de la microphysique
et ils ont permis de détermier les processus conduisant aux populations
observées [Kärcher, 1998; Vancassel et al., 2004].
Méthodes eulériennes Les grandeurs sont représentées par des champs conti-
nus et advectés par un champ de vitesse. La performance de cette méthode
est liée à la régularité et à la résolution numérique des champs. La distri-
bution en taille des particules peut se faire :
– par une méthode ‘bulk,’ où la forme de la distribution est imposée et
seuls quelques moments de la distribution sont résolus ;
– par une méthode ‘bin,’ où la distribution est discrétisée et évolue selon
les lois d’évolution en taille des cristaux de glace.
La seconde méthode a un coût numérique plus important et a été très
peu utilisée dans le cadre de la microphysique du contrail.
Méthodes lagrangiennes Les grandeurs sont attachées à des particules nu-
mériques qui sont advectées par un champ de vitesse. La performance
de cette méthode est liée au nombre de particules numériques. Cette mé-
thode permet de mieux prendre en compte les discontinuités des premiers
instants de l’écoulement [Unterstrasser et al., 2008; Paoli et Shariff, 2009].
Différentes propriétés des contrails ont été observées et simulées :
– les avions peuvent produire des contrails persistant même si les condi-
tions atmosphériques ne permettent pas la formation de cirrus naturels
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(absence d’aérosols hydrophiles jusqu’au passage de l’avion) [Lewellen
et Lewellen, 2001] ;
– une proportion substantielle de cristaux peut être évaporée par l’effet de
la compression adiabatique lorsque la sursaturation est inférieure à 120 %
[Unterstrasser et al., 2008] ;
– la saturation dans le contrail est proche de 100 % [Lewellen et Lewellen,
2001; Paugam, 2008] ;
– la turbulence de l’atmosphère ne permet pas de maintenir la profondeur
optique si la sursaturation est inférieure à 120 % [Gierens et Jensen, 1998] ;
– la masse de glace dans le contrail est beaucoup plus importante que la
masse de vapeur d’eau émise par l’avion [Lewellen et Lewellen, 2001] ;
II.3 Bilan
Dans la première section, nous avons constaté que le sillage des aéronefs est
fortement influencé par la turbulence atmosphérique. Elle contribue notamment
à la destruction des tourbillons de sillage et à la diffusion des gaz. Les modèles
numériques permettent déjà de reproduire la destruction des tourbillons de
manière satisfaisante. Dans la seconde partie, nous avons identifié la compo-
sition et décrit la formation des contrails où la température et l’humidité de
l’atmosphère y jouent notamment un rôle majeur. Comme le contrail se place
dans le sillage d’un avion, il est naturel d’étudier l’impact de la turbulence
atmosphérique sur les propriétés microphysiques et optiques de ces contrails.
Les simulations numériques qui ont été décrites ci-dessus utilisent des
modèles de turbulence décroissante et dont les structures anisotropes sont
paramétrés. Dans cette thèse, nous voulons retrouver ces structures sans faire
usage de paramétrisation et nous voulons pouvoir maintenir l’intensité de la
turbulence dans le temps. Un tel modèle de turbulence dans la simulation d’un
contrail permettra ainsi un développement plus réaliste de ses structures afin
de vérifier et de compléter les simulations précédentes.
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[ Troisième chapitre \
Modélisation de l’atmosphère
Le milieu atmosphérique se compose d’un gaz, l’air, et de petits éléments de
phase condensée, les aérosols. Lorsque la phase condensée est principalement
constituée d’eau, on parle d’hydrométéore, et lorsque elle est constituée d’un
autre solide, on parle de lithométéore. Un aérosol désigne indistinctement l’un
ou l’autre. La première section aborde la modélisation de l’air seul, puis la
seconde section se consacre à la modélisation des aérosols.
III.1 L’air
Les sections III.1.1 et III.1.2 donnent la description de l’air qui permettra
l’établissement des équations générales dans la section III.1.3 suivante. Ces
équations seront ensuite adaptées aux écoulements turbulents dans la section
III.1.4. On verra ensuite les simplifications supplémentaires conduisant aux
modèles ntmix (III.2) et Méso-nh (III.3).
III.1.1 Composition de l’air
L’atmosphère standard de 1976 [U. S. Standard Atmosphère, 1976] fournit
une description de la composition moyenne de l’air. Les composés majeurs
n’évoluent pas beaucoup au cours du temps : il s’agit de l’azote (N2) et de
l’oxygène (O2) ; Il en est de même pour les gaz nobles : l’argon (Ar), l’hélium
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(He), le néon (Ne), le krypton (Kr) et le xénon (Xe). Ces espèces sont réduites à
une seule, équivalente, que l’on nomme air sec. Elle sera repérée dans la suite
par l’indice d. L’air contient enfin des composés mineurs (< 5 %) en quantité
variable : il s’agit de la vapeur d’eau (H2O), des oxydes de carbone (COx),
de l’ozone (O3), des oxydes d’azote (NOx), du méthane (CH4), des oxydes de
souffre (SOx), etc. Dans la suite, on ne considérera que la vapeur d’eau qui est
la seule nécessaire à la modélisation des aspects microphysiques du contrail.
La vapeur d’eau sera repérée dans la suite par l’indice v.
III.1.2 Description et premières relations
On considère un point x quelconque de l’atmosphère occupé par l’air. La
notion de particule fluide permet les définitions suivantes : la quantité de moles
d’air sec (resp. de vapeur d’eau) par unité de volume, localisée en x, est notée
nd (resp. nv) ; la masse volumique d’air sec (resp. de vapeur d’eau), localisée en
x, est ρd ≡Mdnd (resp. ρv ≡Mvnv), oùMd (resp.Mv) est la masse molaire
de l’air sec (resp. de la vapeur d’eau). Dans la suite, on utilisera plutôt des
quantités totales et des fractions : la quantité totale de moles d’air par unité de
volume est n ≡ nd + nv et la masse volumique totale d’air est ρ ≡ ρd + ρv ; la
fraction molaire de vapeur d’eau est Xv ≡ nvn , la fraction massique, dite aussi
humidité spécifique, est Yv ≡ ρvρ , et enfin le rapport de mélange est Zv ≡ ρvρd .
Ces trois fractions sont liées par les relations suivantes :
Xv =
Yv
Yv + (1−Yv)MvMd
, Xv =
Zv
Zv + MvMd
, (III.1a)
Yv =
Xv
Xv + (1− Xv)/MvMd
, Yv =
Zv
1+ Zv
, (III.1b)
Zv =
Xv
1− Xv
MvMd , Zv =
Yv
1−Yv . (III.1c)
Il peut être utile de remarquer qu’une mole de vapeur d’eau est plus légère
qu’une mole d’air MvMd = 0,6219 . . . et que l’humidité spécifique représente
approximativement les 3⁄5 de la fraction molaire d’eau Yv ≈ MvMd Xv.
La vitesse (macroscopique) des molécules d’air sec (resp. de vapeur d’eau),
localisée en x, est ud (resp. uv). La vitesse de l’air est définie comme la moyenne
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Figure III·1 – Profils verticaux de Dv
entre 8 km à 12 km pour une tempéra-
ture à 11 km de 218 K et de 215 K.
barycentrique de chaque vitesse : ρu ≡ ρdud + ρvuv. La vitesse de la vapeur
d’eau est assimilée à un mouvement de diffusion par rapport à la vitesse
d’ensemble : ρvuv = ρvu − Dv∇ρv, où Dv est le coefficient de diffusion de
la vapeur d’eau dans l’air. La valeur de ce dernier peut être obtenue par la
formule [Hall et Pruppacher, 1976] (rappelée dans [Pruppacher et Klett, 1997,
§ 13.1.1])
Dv/m2 s−1 = 2,11× 10−5
(
T
Tref
)1,94( pref
p
)
, (III.2)
pour T ∈ [−40 ◦C,+40 ◦C],
Tref = 273,15 K et pref = 1 atm;
la température T et la pression p seront définis au paragraphe suivant. La
figure III·1 représente la valeur de ce coefficient en fonction de l’altitude et de
la température. Une autre approche consiste calculer la valeur du coefficient de
diffusion à partir de la viscosité dynamique
ρDv =
µ
Scv
, (III.3)
où le nombre de Schmidt est constant Scv = 0,72 et la viscosité dynamique sera
définie dans l’équation (III.9). L’énergie cinétique K, localisée en x, est K ≡ 12u2.
(Le terme « énergie » désigne ce qui est en réalité une énergie spécifique.)
L’énergie interne e, localisée en x, est la somme des énergies internes
contenues dans chaque espèce ρe ≡ ρded + ρvev. L’air est supposé en situation
d’équilibre thermodynamique local : la température T en x est telle que l’énergie
interne d’air sec (resp. de vapeur d’eau) s’exprime par ed ≡ cvdT (resp. ev ≡
cvvT), où cvd ≡ 1γ−1 Rd (resp. cvv ≡ 1γ−1 Rv) est la capacité thermique à volume
constant de l’air sec (resp. de la vapeur d’eau) et où le rapport des capacités
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thermiques est γ = 75 . L’air est également supposé être un gaz parfait ; la
pression et la température sont donc reliées par la loi des gaz parfaits pd ≡
ndRT = ρdRdT (resp. pv ≡ nvRT = ρvRvT), où R est la constante universelle
des gaz parfaits et Rd ≡ RMd (resp. Rv ≡
R
Mv ) est la constante (spécifique)
des gaz parfaits pour l’air sec (resp. la vapeur d’eau). La pression totale est
p ≡ pd + pv. L’énergie interne et la pression peuvent s’exprimer à l’aide de
grandeurs effectives de capacité thermique à volume constant et de constante
des gaz spécifique
e = cvaT, p = ρRaT, (III.4)
où
cva ≡ (1−Yv)cvd +Yvcvv. Ra ≡ (1−Yv)Rd +YvRv, (III.5)
Le flux de chaleur, localisé en x, est q. Il est relié à la température par la
relation q = −λ∇T, où λ est le coefficient de conductivité thermique. Comme
pour le coefficient de diffusion de la vapeur d’eau dans l’air, le coefficient de
conduction thermique peut se calculer à partir de la viscosité dynamique
λ =
cpµ
Pr
, (III.6)
où cp ≡ γcv est la capacité thermique à pression constante et le nombre de
Prandtl est constant Pr = 0,72.
L’énergie totale e, localisée en x, est simplement la somme de l’énergie
cinétique et de l’énergie interne e ≡ K + e.
III.1.3 Sources d’actions et lois d’évolution
Le principe de conservation de la masse, appliqué à la masse totale d’air et
à la vapeur d’eau localisé en x, s’écrit
∂ρ
∂t
+ div ρu = ρ˙v, (III.7a)
∂ρv
∂t
+ div ρvu = div (Dv∇ρv) + ρ˙v, (III.7b)
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où ρ˙v est le taux de production de vapeur d’eau. La conservation de la quantité
de mouvement (exprimant l’équilibre des forces pour un milieu continu),
localisée en x, s’écrit
∂ρu
∂t
+ div ρu⊗ u = divT+ ρ f , (III.7c)
où le tenseur des contraintes T représente les forces de contact de l’air environ-
nant et f représente les forces à distance. La conservation de l’énergie totale,
localisée en x, s’écrit
∂ρe
∂t
+ div ρeu = +divTu+ ρ f · u− div q+ ρe˙, (III.7d)
où le taux de production de chaleur e˙ représente la production d’énergie
thermique. Les quatre équations d’évolution (III.7a), (III.7b), (III.7c) et (III.7d)
sont les équations de Navier-Stokes.
L’air est assimilé à un fluide newtonien et sa viscosité volumique est né-
gligée ; le tenseur des contraintes T se décompose en un terme de pression
hydrostatique et en un terme de cisaillement visqueux
T ≡ −p1+ 2µD, (III.8)
où 1 est le tenseur identité et D est le tenseur déviateur du taux de déformation
S :
D ≡ dev S ≡ S− 13 tr(S)1, S ≡ ∇u+∇uᵀ.
La viscosité dynamique µ varie en fonction de la température selon la loi
suivante [Sutherland, 1983]
µ(T)
µ(Tref)
=
(
T
Tref
) 3
2 Tref + TS
T + TS
, pour T ∈ [100 K, 1900 K],
et TS = 110,4 K.
(III.9)
La figure III.1.3 représente la valeur de la viscosité en fonction de l’altitude et
de la température.
Les termes sources de ces équations seront exprimés dans les prochaines
sections.
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Figure III·2 – Profils verticaux de µ
entre 8 km à 12 km pour une tempéra-
ture à 11 km de 218 K et de 215 K. Les
traits fins correspond à la viscosité cal-
culé par la formule approchée (III.14).
– Le taux de production de vapeur d’eau ρ˙v représente le transfert de
masse de vapeur d’eau entre les hydrométéores et l’air et sera exprimé
dans l’équation (III.48a).
– Les forces à distance se réduisent en trois termes f ≡ g+ fp + fat. L’accé-
lération de la pesanteur g est constant ; les effets du frottement fluide des
aérosols sur l’air fp seront exprimés dans l’équation (III.51) ; la source de
turbulence atmosphérique fat sera exprimée dans l’équation (IV.14b).
– Le taux de production de chaleur correspond à l’enthalpie de la vapeur
d’eau produite e˙ = cpvTpρ˙v, où Tp est la température de l’hydrométéore.
III.1.4 Modélisation sous-maille
Les sillages engendrés par le passage d’avions dans l’air sont très turbulents ;
le nombre de Reynolds atteint 107. Il est donc nécessaire, étant donné les moyens
de calculs, de procéder à une simplification de l’écoulement ; celle-ci est faite
par la simulation des grandes échelles.
Les variables conservatives des équations de Navier-Stokes (ρ, ρYv, ρu, ρe)
sont filtrées à l’aide d’un filtre passe-bas G : pour chaque champ conservatif q,
on définit
q ≡ G ? q = x 7→ 1
∆
∫
Ω
G
(
x− ξ
∆
)
q(ξ)dξ, (III.10)
où ∆ est la longueur de coupure. Pour être applicable aux équations de Navier-
Stokes, trois propriétés sont requises :
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1. la linéarité (p+ q = p+ q), ce qui est automatiquement vérifié avec la
définition par produit de convolution ;
2. la consistance, ou conservation des constantes, qui conduit à la relation∫
Ω G(ξ)dξ = 1 ;
3. la commutation avec la dérivée partielle (∂q = ∂q), qui est vrai si le
domaine n’est pas borné et si la longueur de coupure ∆ est homogène.
En pratique, la longueur de coupure est directement proportionnelle à la
résolution du maillage. Les modèles numériques de cette thèse utilisent
des maillages réguliers ainsi que des conditions limites imitant un milieu
ouvert.
Malheureusement, le filtrage ne commute pas avec la multiplication. Ce pro-
blème est partiellement contourné grâce au filtrage de Favre [Favre, 1965], qui
consiste à pondérer le filtrage par la densité :
q˜ ≡ ρq/ρ. (III.11)
On peut dont écrire les termes conservatifs sous la forme ρq = ρq˜. Cepen-
dant, le filtrage de Favre ne commute pas non plus ; les termes d’advection
de la forme ρpq = ρp˜q sont réécrits sous la forme ρp˜q = ρp˜q˜+ ρ(p˜q− p˜q˜). Des
simplifications dans les termes sources permettent de retrouver les équations
originelles pour les variables filtrées, avec cependant des termes supplémen-
taires de la forme ρ(p˜q− p˜q˜). Ces derniers représentent les effets des petites
échelles filtrées par le filtre passe bas dans l’écoulement filtré ; on parle de
termes sous-maille et leur expression dépend du modèle sous-maille utilisé.
Les équations de conservation de la masse (III.7a) et (III.7b) deviennent
∂ρ
∂t
+ div ρu˜ = ρ˙v, (III.12a)
∂ρY˜v
∂t
+ div ρY˜vu˜ = +div(Dvρ∇Y˜v) + ρ˙v
− div ρ(Y˜vu− Y˜vu˜), (III.12b)
où nous avons négligé le terme Y˜v∇ρ dans le développement de ∇ρY˜v. La
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seconde loi du mouvement devient
∂ρu˜
∂t
+ div ρu˜⊗ u˜ = −∇p + div 2µD˜+ ρ f˜
− div ρ(u˜⊗ u− u˜⊗ u˜), (III.12c)
où nous avons fait l’approximation D ≈ D˜. Les deuxième et troisième termes
de l’équation d’évolution de l’énergie (III.7d) peuvent être redistribués en terme
d’énergie cinétique et de température :
ρe˜u+ pu = ρK˜u+ ρcvT˜u+ ρRdT˜u
= ρK˜u+ ρcpT˜u.
L’équation de l’énergie (III.7d) devient
∂ρe˜
∂t
+ div ρe˜u˜ = −div pu˜+ div 2µD˜u˜+ ρ f˜ · u˜− div q˜+ ρ˜˙e
− div ρ(K˜u− K˜u˜)− div ρcp(T˜u− T˜u˜). (III.12d)
où nous avons fait l’approximation Du ≈ D˜u˜, f˜ · u ≈ f˜ · u˜, ainsi que q ≈ q˜. Le
filtrage de l’énergie cinétique fait apparaître un nouveau terme K˜sgs
K˜ =
1
2
u˜ · u = 1
2
u˜ · u˜+ 1
2
(u˜ · u− u˜ · u˜) = K˜r + K˜sgs.
La trace de ce terme apparaît également dans l’énergie totale filtrée
ρe˜ =
1
2
ρu˜ · u+ ρcvT˜ = 12ρu˜ · u˜+
1
2
ρ tr(u˜⊗ u− u˜⊗ u˜) + ρcvT˜. (III.13)
Les modélisations qui sont faites pour les termes sous-maille sont propres à
chaque modèle. Le lecteur cherchant à approfondir le sujet de la modélisation
des grandes échelles pourra consulter [Garnier et al., 2009].
III.2 Le code NTMIX
Dans le code ntmix, les simplifications suivantes sont faites.
– La constante de l’air est approchée à celle de l’air sec Ra ≈ Rd. D’après
la relation (III.5), comme Yv reste faible, l’erreur relative de cette approxi-
mation est inférieure à 3 %.
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– La loi de Sutherland (III.9) est simplifiée par une loi en puissance
µ(T)
µ(Tref)
=
(
T
Tref
)bS
, (III.14)
où bS = 0,76. Cette loi est suffisante pour les domaines de température
abordés : l’écart relatif entre les deux lois est inférieure à 0,4 % dans le
domaine [210 K, 230 K] et inférieure à 2,5 % dans le domaine [210 K, 600 K]
(figure III.1.3).
III.2.1 Fermeture des équations
Le terme ρ(Y˜vu− Y˜vu˜) qui apparaît dans l’équation de la vapeur d’eau (III.12b)
est assimilé à un terme de diffusion moléculaire
ρ(Y˜vu− Y˜vu˜) ≡ Dvsgsρ∇Y˜v, (III.15)
où le coefficient de diffusion sous-maille de la vapeur d’eau dans l’air Dvsgs est
déterminé dans la section suivante.
Le terme ρ(u˜⊗ u− u˜⊗ u˜) qui apparaît dans l’équation de la quantité de
mouvement (III.12c) est assimilé à un tenseur des contraintes sous-maille. Tout
comme le tenseur des contraintes T, il est séparé en terme volumétrique et
déviateur
ρ(u˜⊗ u− u˜⊗ u˜) ≡ 13 tr ρ(u˜⊗ u− u˜⊗ u˜)1
+ dev ρ(u˜⊗ u− u˜⊗ u˜). (III.16)
Le terme volumétrique est alors intégré dans l’énergie interne et le second
terme est interprété comme un terme de diffusion
pˇ ≡ p + 13ρ tr (u˜⊗ u− u˜⊗ u˜), (III.17)
Tˇ = T˜ +
1
2cvρ
ρ tr (u˜⊗ u− u˜⊗ u˜) (III.18)
dev ρ(u˜⊗ u− u˜⊗ u˜) ≡ 2µsgs dev S˜, (III.19)
où pˇ et Tˇ sont respectivement la macro-pression et la macro-température ; µsgs
est la viscosité sous-maille qui sera déterminée dans la prochaine section. En
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utilisant la macro-température, le terme sous-maille de l’expression de l’énergie
totale filtrée (III.13) disparaît
ρe˜ =
1
2
ρu˜ · u+ ρcvTˇ, (III.20)
cependant, l’utilisation de la macro-pression fait apparaître un autre terme 1
dans l’équation d’état
pˇ = ρRTˇ +
5− 3γ
6
ρ tr (u˜⊗ u− u˜⊗ u˜). (III.21)
Les écoulements étudiés ont un nombre de Mach inférieur à 0,6, ce qui
permet de faire l’hypothèse d’un écoulement incompressible local [Garnier
et al., 2009, § 2.4.7] où le terme volumétrique de tr ρ(u˜⊗ u− u˜⊗ u˜) disparaît. Il
n’est alors plus nécessaire de distinguer la macro-pression de la pression, et
la macro-température de la température. Le terme sous-maille de l’équation
d’état (III.21) disparaît également.
Les termes sous-maille de l’équation de l’énergie totale (III.12d) ρ(K˜u− K˜u˜)
et ρcp(T˜u− Tˇu˜) sont traités de manière similaire
ρ(K˜u− K˜u˜) ≡ − pˇu˜1+ 2µsgsD˜u˜, (III.22)
ρcp(T˜u− Tˇu˜) ≡ −λsgs∇Tˇ, (III.23)
où le coefficient de conductivité thermique sous-maille λsgs sera déterminé
dans la section suivante.
Les équations de Navier-Stokes du champ filtré ainsi modifiées sont en
tout point semblables aux équations du champ d’origine, en remplaçant les
coefficients Dv par Dv + Dvsgs, µ par µ+ µsgs et λ par λ+ λsgs.
III.2.2 Modèle de fonction de structure filtrée
Le modèle de fonction de structure [Métais et Lesieur, 1992] fournit une
expression du terme de viscosité cinétique sous-maille νsgs = µsgs/ρ. Dans le
cadre de la turbulence isotrope de Kolmogorov, lorsque la longueur de coupure
1. Le lecteur ne manquera pas de remarquer que ce terme sous-maille ne serait pas apparu
si l’air aurait été un gaz monoatomique.
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∆ se situe dans la partie inertielle du spectre de l’énergie cinétique, la viscosité
sous-maille prend la forme
νsgs(x, t) = αsfC
− 32
К ∆
√
F˜2(x,∆, t), (III.24)
où CК est la constante de Kolmogorov et F˜2(x, r, t) est la fonction de structure
du champ de vitesse filtrée
F˜2(x, r, t) ≡
∫
|ξ|=r
(
u˜(x+ ξ, t)− u˜(x, t))2 dξ. (III.25)
La constante αsf a pour expression
αsf =
2
3
√√√√ 5
9pi
8
3Γ
(1
3
)− 2pi2(24− 9pi Si 2
3
(pi)
) , (III.26)
où Γ est la fonction Gamma et où Sin : x 7→
∫ ∞
1
sin(−xt)
tn dt.
Le modèle de fonction de structure filtrée [Ducros et al., 1996] réutilise ce
développement, mais en filtrant préalablement le champ de vitesse à l’aide
d’un filtre passe haut HP, de type laplacien discret (défini dans l’annexe A.1)
u˜HP0 ≡ u˜, u˜HPn+1 ≡ HP(u˜HPn). (III.27)
La constante αsf doit alors être modifiée
νsgs(x, t) = αHPnsf C
− 32
К ∆
√
F˜HPn2 (x,∆, t), (III.28)
où n correspond au nombre de passages du filtre. En pratique, le champ est
filtré trois fois.
Le calcul des coefficients Dvsgs et λsgs est faite similairement aux coefficients
moléculaires correspondant (équations (III.3) et (III.6), respectivement)
µsgs = ρνsgs ρDvsgs =
µsgs
Scvsgs
, λsgs =
cpµsgs
Prsgs
, (III.29)
où les nombres de Schmidt sous-maille et Prandtl sous-maille valent respecti-
vement Scvsgs = 0,419 et Prsgs = 0,419.
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III.2.3 Variables sans dimension
Le modèle ntmix utilise des variables sans dimension. Étant donné un
état thermodynamique de référence (pref, ρref, Tref, cpref), vérifiant la loi des gaz
parfaits γpref = ρrefcpref(γ− 1)Tref, on définit les grandeurs
p? =
p
γpref
, ρ? =
ρ
ρref
, T? =
T
(γ− 1)Tref , c
?
p =
cp
cpref
.
Cette définition de la pression et de la température permettent de conserver la
même formule de loi des gaz parfaits pour ces variables γp? = ρ?c?p(γ− 1)T?.
Les variables dynamiques se basent sur une longueur de référence Lref et
sur la vitesse du son c2ref ≡
√
γpref/ρref, permettant de comparer l’énergie
cinétique et l’énergie interne
x? =
x
Lref
, u? =
u
cref
, t? =
t
Lref
cref
, e? =
e
c2ref
.
L’adimensionnement de la viscosité se déduit très simplement de son ex-
pression (III.14)
µ? =
µ
µ(Tref)
, µ?(T) =
(
(γ− 1)T?
)bS
. (III.30)
III.2.4 Décomposition cartésienne
Les champs sont exprimés dans une base cartésienne. Les équations de
Navier-Stokes (III.12a), (III.12b), (III.12c) et (III.12d) deviennent, avec la notation
indicielle et avec les sommes implicites
∂ρ?
∂t?
+
∂ρ?u˜?i
∂x?i
= ρ˙v
?, (III.31a)
∂ρ?Y˜v
∂t?
+
∂ρ?Y˜vu˜?i
∂x?i
=
1
Re
∂
∂x?i
(
Dˇ?v
∂Y˜v
∂x?i
)
+ ρ˙v
?, (III.31b)
∂ρ?u˜?i
∂t?
+
∂ρ?u˜?i u˜
?
j
∂x?j
+
∂ pˇ?
∂x?i
=
1
Re
∂
∂x?j
(
2µˇ?D˜?ij
)
+ ρ? f˜ ?i , i = 1, 2, 3, (III.31c)
∂ρ? e˜?
∂t?
+
∂(ρ? e˜? + pˇ?)u˜?i
∂x?i
=
1
Re
∂
∂x?i
(
2µˇ?D˜?iju˜
?
j
)
+ ρ? f˜ ?i u˜
?
i
+
1
Re
∂
∂x?i
(
λˇ?
∂Tˇ?
∂x?i
)
+ ρ?˜˙e?i . (III.31d)
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Les termes sous-maille sont rassemblés dans la viscosité dynamique modifiée µˇ,
le coefficient de diffusion de la vapeur dans l’air modifié Dˇv et la conductivité
thermique modifiée λˇ ; dont les expressions sont
µˇ? = µ? + µ?sgs, Dˇ
?
v =
µ?
Scv
+
µ?sgs
Scvsgs
, λˇ? =
c?pµ?
Pr
+
c?pµ?sgs
Prsgs
. (III.32)
III.2.5 Discrétisation
Les variables ρ?, ρ?Y˜v, ρ?u˜? et ρ? e˜? sont échantillonnées sur une grille
cartésienne et à des instants réguliers. Les dérivées spatiales sont calculées
avec des schémas compact d’ordre 6 [Lele, 1992] et les équations sont intégrées
avec un schéma de Runge-Kutta d’ordre 3. Les détails de la discrétisation sont
donnés dans l’annexe A.1.
III.3 Le code Méso-NH
Le code Méso-nh a été conçu pour simuler les écoulements atmosphériques.
Ses concepteurs ont cheché une approximation des équations de Navier-Stokes
qui filtre les ondes acoustiques, très coûteuses en temps de calcul, tout en per-
mettant simuler les écoulements stratifiés, où la masse volumique est variable.
Cette approximation, dite approximation anélastique, se base sur l’approximation
de Bousinesq et a été formulée par [Lipps et Hemler, 1982]. 2
Dans la suite, la pression p et la température T sont transformées en faveur
de la fonction d’Exner П et la température potentielle Θ, définies respectivement
par
П ≡
( p
pП
) Rd
cpd , Θ ≡ T
П
, (III.33)
où pП = 1000 hPa est une pression de référence. La température virtuelle Tv et la
température potentielle virtuelle Θv seront utilisées afin de rendre les équations
suivantes indépendantes de la vapeur d’eau. Ces températures sont définies
2. Dans le code Méso-nh, trois approximations sont disponibles, mais seule celle de [Lipps
et Hemler, 1982] est présentée par souci de simplicité.
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respectivement par
Tv = T
(
Zv
1+ Zv
Md
Mv +
1
1+ Zv
)
Θv = Θ
(
Zv
1+ Zv
Md
Mv +
1
1+ Zv
)
(III.34)
La première hypothèse est que l’état du fluide ne s’écarte pas trop d’un état
de référence où l’atmosphère est au repos et à l’état d’équilibre hydrostatique.
Les variables de cet état de référence, repéré par l’exposant he ne dépendent
que de l’altitude. Les variables se décomposent donc en un état de référence
hydrostatique et une déviation
ρd = ρ
he
d + $d, Θ˜ = Θ˜
he + θ˜,
Z˜v = Z˜hev + Z˜– v, П = П
he
+Џ.
(III.35)
Les équations de Navier-Stokes peuvent dont être linéarisées en considérant
que la déviation est petite par rapport à l’état de référence.
La seconde hypothèse est la contrainte anélastique, où l’équation de conser-
vation de la masse (III.31a) est remplacée par
div ρhed u˜ = 0. (III.36a)
Cette équation, semblable à la formulation incompressible des équations de
Navier-Stokes, filtre les ondes acoustiques.
La masse volumique de vapeur d’eau est décomposée en masse volumique
d’air sec et humidité relative ρv = ρdZv, plutôt que masse volumique totale et
humidité spécifique. L’équation (III.12b) prend donc la forme
∂ρhed Z˜– v
∂t
+ div ρhed Z˜– vu˜ = ρ˙v − div ρhed (Z˜– vu− Z˜– vu˜), (III.36b)
où le terme de diffusion moléculaire a été négligé.
De même, la viscosité de l’air est négligée dans l’équation de la quantité de
mouvement (III.31c)
∂ρhed u˜
∂t
+ div ρhed u˜⊗ u˜+ ρhed ∇(cpdΘ˜hev Џ) =
ρhed
Θ˜hev − Θ˜v
Θ˜hev
g + ρhed f˜ − div ρhed (u˜⊗ u− u˜⊗ u˜), (III.36c)
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où le nouveau terme ρhed
θ˜v
Θ˜hev
g provient de la partie hydrostatique de la pression
et représente les effets de flottabilité.
L’équation de l’énergie totale (III.7d) est remplacée par l’équation équiva-
lente de la température potentielle, où la diffusion thermique est également
ignorée
∂ρhed Θ˜
∂t
+ div ρhed Θ˜u˜ =
ρhed ˜˙e
Пhecpd
− div ρhed cp(Θ˜u− Θ˜u˜). (III.36d)
Le filtrage des petites échelles, appliqué implicitement dans les équations
précédentes, fait apparaître des termes sous-maille qui sont déterminés par le
modèle sous-maille [Redelsperger et Sommeria, 1986] décrit dans la section
suivante.
III.3.1 Fermeture des équations
Le modèle sous-maille de Méso-nh [Redelsperger et Sommeria, 1986] in-
terprète les termes sous-maille comme des termes de diffusion turbulente.
Cependant, contrairement à ntmix, ces termes font intervenir l’énergie ciné-
tique sous-maille K˜sgs, calculée par sa propre équation d’évolution. Les termes
sous-maille s’écrivent donc
Z˜– vu− Z˜– vu˜ = −23
∆
Ch
√
K˜sgsΨ
(
∇Z˜– v
)
, (III.37a)
u˜⊗ u− u˜⊗ u˜ = −2
3
K˜sgs1− 415
∆
Cm
√
K˜sgsD˜, (III.37b)
cp(Θ˜u− Θ˜u˜) = −23
∆
Cs
√
K˜sgsΦ
(
∇Θ˜
)
, (III.37c)
où ∆ est la longueur de coupure et où les fonctions Ψ et Φ sont des fonctions
de stabilité. L’énergie cinétique sous-maille est la solution de
ρhed
∂K˜sgs
∂t
+ div ρhed u˜K˜sgs = −ρhed tr (u˜⊗ u− u˜⊗ u˜)∇u˜
− ρ
he
d
Θ˜he
g ·(Θ˜u− Θ˜u˜)
− div C2mρhed ∆
√
K˜sgs∇K˜sgs
− ρhed
Ce
∆
K˜
3
2
sgs. (III.38)
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Les cinq coefficients que l’on trouve dans les équations (III.37a), (III.37b),
(III.37c), et (III.38) ont été déterminés par [Redelsperger et Sommeria, 1981]
Ch = 4, Cm = 4, Ch = 4, C2m = 0,2, Ce = 0,7.
III.3.2 Décomposition cartésienne
Comme dans ntmix, les champs sont décomposés dans une base cartésienne.
Les équations (III.36a), (III.36b), (III.36c), (III.36d) et (III.38) s’écrivent donc
∂ρhed u˜i
∂xi
= 0, (III.39a)
∂ρhed Z˜– v
∂t
+
∂ρhed Z˜– vu˜i
∂xi
= ρ˙v +
2
3
ρhed
∆
Ch
∂
∂xi
(√
K˜sgsΨi
∂Z˜– v
∂xi
)
, (III.39b)
∂ρhed u˜i
∂t
+
∂ρhed u˜iu˜j
∂xj
+ρhed
∂cpdΘ˜
he
v Џ
∂xi
= ρhed
Θ˜hev − Θ˜v
Θ˜hev
gi + ρhed f˜i
+
2
3
ρhed
∂K˜sgs
∂xi
+
4
15
ρhed
∆
Cm
∂
∂xi
(√
K˜sgsD˜ij
)
, (III.39c)
∂ρhed Θ˜
∂t
+
∂ρhed Θ˜u˜i
∂xi
=
ρhed ˜˙e
Пhecpd
+
2
3
ρhed
∆
Cs
∂
∂xi
(√
K˜sgsΦi
∂Θ˜
∂xi
)
. (III.39d)
ρhed
∂K˜sgs
∂t
+
∂ρhed u˜K˜sgs
∂xi
= +
2
3
ρhed K˜sgs
∂u˜i
∂xj
+
4
15
ρhed
∆
Cm
√
K˜sgsD˜ij
∂u˜i
∂xj
+
2
3
∆
Cs
ρhed gi
Θ˜hecp
√
K˜sgsΦi
∂Θ˜
∂xi
− C2mρhed ∆
∂
∂xi
(√
K˜sgs
∂K˜sgs
∂xi
)
− ρhed
CЗ
∆
K˜
3
2
sgs. (III.39e)
L’expression des fonctions de stabilité sont données dans [Redelsperger et
Sommeria, 1981; Bougeault et Mascart, 2011].
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III.3.3 Discrétisation
Le modèle Méso-nh utilise un maillage décalé de type C [Arakawa et Lamb,
1977]. Les dérivées spatiales de l’équation de la quantité de mouvement (III.39c)
sont calculées avec un schéma centré du 2e ou du 4e ordre. Les dérivées spatiales
des autres équations (III.39a), (III.39b), (III.39d) et (III.39e) sont calculées avec
une méthode ‘flux-corrected transport’ utilisant le limiteur de flux minmod
[Roe, 1986]. Les détails de la discrétisation sont donnés dans l’annexe A.2.
III.4 Microphysique dans NTMIX
Le chapitre I a montré que les contrails sont composés de cristaux, formés
à partir des particules de suie émises par l’avion. Cette section présente les
simplifications qui ont été appliquées dans le code ntmix.
Le code ntmix utilise une description lagrangienne : les aérosols sont
représentés par un ensemble de particules numériques, chacune étant suivie dans
son mouvement. Une particule numérique représente un amas d’aérosols de Na
éléments. Les propriétés des aérosols contenus dans un amas sont identiques.
Une particule numérique est assimilée à une particule sphérique, composée
d’un noyau de suie éventuellement recouvert d’une couche de glace (voir
figure III·3). Le rayon rs du noyau de suie est de 20 nm et on note rp le rayon,
variable, de la particule. La masse de glace, notée mp, se déduit du rayon :
mp = ρice 43pi(r
3
p − r3s), (III.40)
où ρice est la densité de la glace, considérée constante [Pruppacher et Klett,
1997, § 3.3]. La masse de glace contenue dans un amas de cristal est Namp. La
distinction entre une particule de suie et un cristal s’exprime par
mp > 0, (III.41)
qui est vraie lorsque la particule numérique représente un cristal.
III.4.1 Nucléation
Différentes hypothèses simplifient la nucléation dans ntmix.
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rp
rs
Glace
Suie
Figure III·3 – Particule numérique dans ntmix.
– La nucléation homogène de glace est négligée car la concentration élevée
d’aérosols rend cette transformation très improbable.
– Toutes les particules de suie sont hydratées. Les gouttelettes volatiles,
ainsi que le processus d’hydratation, ne sont donc pas représentés.
– Les gouttelettes d’eau gèlent instantanément. La phase liquide de l’eau
n’est donc pas représentée. Les modes de nucléation envisagés dans la
section II.2.3 se réduisent donc à deux : la déposition directe (C dans la
figure II·9), et la liquéfaction-solidification (D-E dans la même figure).
– Seul la liquéfaction-solidification est considérée car c’est le mode prédo-
minant [Kärcher et al., 1996; Kärcher, 1998]. En notant psat,wv la pression de
vapeur saturante par rapport à l’eau la condition de nucléation s’exprime
par
pv(xp) ≥ psat,wv (T(xp)). (III.42)
On appelle activation la grandeur booléenne ap. Cette grandeur doit avoir
la valeur 1 pour que la vapeur d’eau puisse se déposer sur la particule. En
notant B(•) la valeur booléenne de l’équation (•), la nucléation de la particule
s’exprime par :
si B(III.42) alors ap = 1, (III.43a)
si ¬B(III.41)∧ ¬B(III.42) alors ap = 0. (III.43b)
La deuxième condition intervient lorsqu’un cristal s’évapore totalement.
III.4.2 Condensation
Le taux de déposition de la vapeur d’eau a été déterminé par [Kärcher et al.,
1996] :
∂rp
∂t
=
GαDv
ρicerp
(
ρv(xp)− ρsat,iv
(
T(xp)
))
. (III.44)
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Figure III·4 – Coefficient
Gα en fonction du rayon
de la particule et à l’alti-
tude de vol.
Le coefficient de déposition Gα s’éloigne de 1 (figure III·4) lorsque le nombre
de Knudsen de la particule Kn n’est plus négligeable devant 1.
Gα =
(
1
1+ Kn
+
4Kn
3αG
)−1
, Kn =
λa
rp
, (III.45)
où λa est le libre parcours moyen de l’air. Dans le cas d’un gaz parfait,
λa ≡ kBT
4
√
2pir2a p
, (III.46)
où kB est la constante de Boltzmann et ra est le rayon des molécules d’air.
L’équation (III.46) s’exprime de manière équivalente
λa = λaref
( T
Tref
)( pref
p
)
, (III.47)
λaref = 61,5 nm, Tref = 273,15 K, pref = 1 atm.
La vapeur d’eau déposée doit être ôtée de l’air, l’expression III.44 est donc
reliée au taux de production de vapeur d’eau ρ˙v des équations de Navier-
Stokes (III.12a) et (III.12b) par
ρ˙v = −Na ∂mp
∂t
δxp , (III.48a)
∂mp
∂t
= ρice4pir2p
∂rp
∂t
. (III.48b)
où δ est la fonction de Dirac.
III.4.3 Dynamique des particules
Les particules numériques sont soumises à deux forces :
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– la gravitation de la terre g et
– le frottement fluide ff.
La force de friction s’oppose au mouvement, proportionnellement à la différence
de vitesse entre la particule et l’air,
ff = −
up − u(xp)
τp
, τp =
4
18
ρicer2p
µ
, (III.49)
où up est la vitesse de la particule et où τp est le temps de relaxation de la
particule. Pour une particule de 10 µm, le temps de relaxation est d’environ
0,1 ms. L’équation du mouvent dépend de la taille de la particule par rapport a
un rayon critique rc de 5 µm. Si rp > rc
dup
dt
= −up − u(xp)
τp
+ g, (III.50a)
sinon, si l’équation précédente est simplifiée par
up = u(xp). (III.50b)
Cette simplification est réaliste lorsque le rayon critique rc est choisi suffisam-
ment petit. En effet, lorsque le rayon de la particule tend vers zéro, le temps
de relaxation tend également vers zéro. Mais comme l’accélération ne peut
pas diverger dans l’équation (III.50a), le numérateur de la force de friction est
contraint à tendre également vers zéro, menant à l’approximation précédente.
Cette simplification se justifie pour des raisons numériques : l’intégration de
l’équation du mouvement (III.50a) se fait par le schéma de Runge-Kutta (A.2),
où la condition de stabilité est ∆t < σRrkτp tend vers zéro lorsque le rayon de la
particule tend vers zéro.
Les particules induisent une force à l’air par action réciproque
f˜p = −Namp dupdt δxp . (III.51)
Le bilan thermique des particules est négligé devant le travail de la force f˜p.
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Table III·1 – Valeurs des constantes définies dans le chapitre III.
Symbole Valeur Source
Md 0,028 964 5(5) kg mol−1 Sonntag [1994]
Mv 0,018 015 28(50) kg mol−1 Sonntag [1994]
R 8,314 462 1(75) J mol−1 K−1 codata, 2010
8,314 510(70) J mol−1 K−1 Sonntag [1994]
Rd 287,0586(55) J kg−1 K−1 Sonntag [1994]
Rv 461,525(13) J kg−1 K−1 Sonntag [1994]
αG 0,1 [Kärcher et al., 1996]
αsf 0,104 923 405 747 436 137 . . .
αHP3sf 0,0014 . . . [Ducros et al., 1996]
ρice 924 kg m−3 [Pruppacher et Klett, 1997, § 3.3]
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[ Quatrième chapitre \
Turbulence Atmosphérique
La turbulence de l’atmosphère a des propriétés particulières qui doivent
être prises en compte afin de reproduire correctement ses effets sur le contrail.
La première section IV.1 rappelle les notions principales de la turbulence,
puis introduit les particularités de la turbulence atmosphérique. La seconde
section IV.2 présente la méthode que nous avons utilisée pour produire la
turbulence. La troisième section IV.3 analyse et compare les champs obtenus
avec les observations.
IV.1 Introduction
IV.1.1 Turbulence
La turbulence caractérise un écoulement ayant les trois propriétés suivantes :
1. L’écoulement est instationnaire.
2. L’écoulement est composé de structures tourbillonnaires de différentes
tailles (appelées ‘eddies’ en anglais). Les plus grandes structures ont la
taille caractéristique de l’écoulement (par exemple la largeur d’un pilier
de pont) et les plus petites ont des tailles négligeables devant les plus
grandes.
3. Une partie de l’écoulement, notamment les petites structures, est très
sensible aux conditions initiales et aux conditions limites.
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Cette sensibilité exige une précision dans les conditions initiales et dans les
conditions limites inaccessible aux appareils de mesures. Il faut donc envisager
qu’un écoulement, produit avec des conditions initiales et des conditions limites
identiques, puisse engendrer un ensemble de champs u1, u2, . . . , un différents.
Dans les applications, il est impossible de prédire lequel de ces champs se
produira, une étude pertinente porte donc sur les caractéristiques communes à
cet ensemble d’écoulements. Les grandeurs pertinentes sont notamment :
– la vitesse d’ensemble 〈u〉 ≡ 1n ∑i ui,
– les fluctuations de vitesse u′2 ≡
〈(
u− 〈u〉 )2〉 et
– le spectre d’énergie cinétique Kˆ, défini à partir des fluctuations de vitesse
uˆ′ = F (u′), Kˆ = 1
2
uˆ′ · uˆ′. (IV.1)
où la transformée de Fourier F sera définie dans la section IV.3.
L’énergie est introduite dans l’écoulement en engendrant des structures
d’une taille donnée. Ces structures transmettent leur énergie à des structures
plus petites, qui à leur tour transmettent leur énergie à des échelles inférieures
et ainsi de suite [Richardson, 1922]. Le taux de dissipation d’énergie e représente
l’énergie transférée entre les échelles par unité de temps. En considérant une
structure de taille ` ayant une vitesse v, le rapport entre les forces d’inertie
et les forces de viscosité est appelé le nombre de Reynolds Re ≡ v`ν où ν est
la viscosité cinématique de l’air. Pour engendrer un écoulement turbulent, les
forces de viscosité du fluide doivent être négligeables devant les forces d’inertie
des grandes structures (celles qui introduisent l’énergie dans l’écoulement),
signifiant que le nombre de Reynolds est très élevé. Le nombre de Reynolds di-
minue avec la taille de la structure [Pope, 2000, § 6.1], il existe donc une échelle
en dessous de laquelle les forces visqueuses sont dominantes et transfèrent
l’énergie cinétique en énergie interne. Ce transfert est appelé dissipation. La
taille des plus petites structures est appelée l’échelle de dissipation turbulente
de Kolmogorov `η ≡ 4
√
ν3
e . Le spectre d’énergie cinétique Kˆ représente l’énergie
contenue à chaque échelle. Selon la théorie de Kolmogorov, lorsque le nombre
de Reynolds des grandes structures est suffisamment élevé, le spectre présente
une gamme d’échelles intermédiaire (entre les grandes structures et les struc-
tures dissipées), dite échelle inertielle, ayant une forme isotrope et universelle
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` 7→ Kˆ(`) = CКe− 23 ` 53 , où CК est la constante de Kolmogorov. Comme K croît
avec `, les échelles les plus grandes sont aussi les plus énergétiques.
A
Troposphère
B Stratosphère
C
Sol
A
lt
it
ud
e
Figure IV·1 – Sources de la turbulence :
convection dans la troposphère A, cisaille-
ment des couches stables B et ondes de
gravité C.
Figure IV·2 – Ondes de gravité dues à la pré-
sence d’une île et rendues visibles par les condi-
tion atmosphériques.
IV.1.2 Turbulence en atmosphère stratifiée
La tropopause est un milieu stratifié et stable, dans lequel les mouvements
verticaux sont ralentis par les forces de flottabilité. L’intensité de la stratification
est caractérisée par la fréquence de Brunt-Väisälä N ≡
√
g
Θ
∂Θ
∂z , où g est l’accéléra-
tion de la pesanteur, Θ est la température potentielle et ∂Θ∂z est la variation de la
température potentielle avec l’altitude.
Différents mécanismes permettent de mettre les masses d’air de la tropo-
pause en mouvement (figure IV·1) :
– les mouvements convectifs de la tropopause,
– les ondes de gravité produites par le relief (figure IV·2),
– le cisaillement entre les couches d’air (figure IV·3).
La combinaison et la propagation en continu de ces sources de mouvement en-
gendrent dans l’atmosphère un fond de turbulence intermittent et non uniforme,
illustré par la turbulence en ciel clair rencontrée par les avions commerciaux.
La stratification exerce une influence sur la composante verticale de ces mou-
vements. Cette dernière se trouve donc diminuée et les structures verticales
découplées, ce qui s’observe par le déplacement horizontal des nuages.
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Les études de la turbulence en milieu stratifié ont permis de définir l’échelle
d’Ozmidov `Oz, qui correspond à la plus petite échelle influencée par les forces
de flottabilité [Lumley, 1964; Ozmidov, 1965]
`Oz =
√
e
N3
, (IV.2)
où e est le taux de dissipation turbulente. Les échelles inférieures de l’écou-
lements retrouvent les propriétés de la turbulence isotrope. Toutefois, il peut
arriver que l’échelle de dissipation de la turbulence soit supérieure à l’échelle
d’Ozmidov [Waite et Bartello, 2004].
Concernant les échelles supérieures à l’échelle d’Ozmidov, il faut distinguer
les structures verticales et les structures horizontales. On définit donc les
fluctuations horizontales de vitesse u′h et les fluctuations verticales de vitesse u
′
v
u′h
2 ≡
〈(
u1 − 〈u1〉
)2〉
+
〈(
u2 − 〈u2〉
)2〉
2
, u′v
2 ≡
〈(
u3 − 〈u3〉
)2〉, (IV.3)
où les indices 1,2 désigne les composantes horizontales et l’indice 3 désigne la
composante verticale. Le spectre horizontal de vitesse Kˆh est définit comme il
suit [Lindborg, 2006]
Kˆh(κh) =
1
2
(
∑
κ1=κh
κ2,κ3
Kˆ(κ) + ∑
κ2=κh
κ1,κ3
Kˆ(κ)
)
. (IV.4)
L’échelle de flottabilité `b représente l’extension verticale maximale des structures
turbulentes [Hopfinger, 1987; Waite, 2011]
`b =
u′h
N
. (IV.5)
Dans les échelles supérieures, les structures sont horizontales et la turbulence
est dite bidimensionnelle.
Figure IV·3 – Instabilités de Kelvin-
Helmholtz résultant du cisaillement
des couches d’air.
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Ordre de grandeur de la turbulence
atmosphérique
Pour mesurer les fluctuations de vitesse, la vitesse instantanée est mesurée
un grand nombre de fois sur une durée suffisamment longue pour que la
moyenne d’ensemble converge. Dans l’atmosphère, cette durée est estimée à
1 h [Wyngaard, 1992]. La mesure des fluctuations de vitesse se fait générale-
ment à l’aide d’appareils embarqués dans lesquels la durée de la mesure est
équivalente à une distance parcourue. Pour prendre en compte les fluctuations
de vitesse dues aux grandes échelles, la mesure doit se faire sur une distance
suffisamment grande ; et pour prendre en compte les fluctuations de vitesse
dues aux petites échelles, la fréquence d’échantillonage doit être suffisamment
élevée. Le tableau IV·1 rassemble les fluctuations de vitesse mesurées dans
différentes gammes d’échelles. Une forte dépendance existe par rapport aux
échelles mesurées :
– de 0 km à 1 km, les fluctuations horizontales de vitesse sont de l’ordre de
0,05 m s−1 et le rapport entre les fluctuations horizontales et verticales de
vitesse est de 5⁄4 ;
– de 1 km à 100 km, les fluctuations horizontales de vitesse sont de l’ordre
de 0,3 m s−1 et le rapport entre les fluctuations horizontales et verticales
de vitesse est de 3 ;
– de 100 km à 400 km, les fluctuations horizontales de vitesse sont de
l’ordre de 2,7 m s−1.
Un autre traitement de ces données a permis d’évaluer la forme du spectre
horizontal de l’énergie cinétique, illustré figure IV·4. Le spectre dispose d’une
pente en −5⁄3 pour des échelles inférieures à 400 km et la pente devient plus
raide pour les échelles supérieures. Des mesures plus récentes ont permis
de calculer une fonction de structure moyenne pour l’atmosphère, à partir
de laquelle le taux de dissipation turbulente e a été évalué à 6× 10−5 m2 s−3
[Cho et Lindborg, 2001]. La fréquence de Brunt-Väisälä N est typiquement de
0,012 rad s−1 et la viscosité cinématique ν est de 3 m2 s−1.
En estimant les fluctuations de vitesse comme étant la somme de celles
obtenues sur une gamme d’échelle allant de 1 km à 400 km, et en prenant les
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valeurs suivantes
N = 0,012 rad s−1, u′h = 3 m s
−1,
e = 6× 10−5 m2 s−3 et ν = 3× 10−5 m2 s−1;
les échelles de flottabilité, d’Ozmidov et de dissipation turbulente sont de
`b = 250 m, `Oz = 6 m et `η = 4,6 mm.
La gamme d’échelle du contrail (approximativement de 5 m à 500 m) se trouve
dans la gamme de transition entre la turbulence isotrope de petite échelle
( `Oz) et la gamme de turbulence bidimensionnelle ( `b). Les structures
sont donc tridimensionnelles et anisotropes. Cette transition est encore l’objet
de recherches et il n’existe pas de modèle généralement accepté quant à la
description de la turbulence en atmosphère stratifié à cette échelle [Riley et
Lelong, 2000].
L’approche que nous avons utilisé pour reproduire ce type de turbulence
consiste en l’utilisation d’une force stochastique, construite de manière à dé-
clencher la cascade de turbulence. L’intérêt de cette méthode est double.
1. Nous n’imposons aucune forme spectrale dans ce champ, comme il est
parfois utilisé dans la production de turbulence homogène isotrope. C’est
la résolution des équations de Navier-Stokes et la stratification qui va
modeler la turbulence.
2. Le forçage continu permet d’obtenir une turbulence entretenue.
La section suivante décrit la construction de cette force, basée sur le travail de
[Eswaran et Pope, 1988] et de [Paoli et Shariff, 2009], que nous avons adapté
aux écoulements anisotropes.
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Table IV·1 – Mesure des fluctuations de vitesse. La gamme d’échantillonage f
est lié à la gamme de distance ` par la vitesse de l’avion v : v = ` f . Le symbole
≈ signifie que la valeur de la distance a été évalué par l’échantillonage en
supposant une vitesse de l’avion de 187 m s−1 [Schumann et al., 1995].
Source f /Hz `/km u′h/m s
−1 u′v/m s−1
[Holzäpfel et al., 2001] 1 — 40 ≈0,005 — 0,19 0,05 0,04
[Schumann et al., 1995] 1⁄60 — 100 ≈0,002 — 11 0,27(7) 0,10(2)
[Schumann et al., 1995] 1⁄600 — 100 ≈0,002 — 112 0,33(7) 0,11(2)
[Nastrom et Gage, 1985] 12,5 — 25 0,19
[Nastrom et Gage, 1985] 150 — 400 2,7
Figure IV·4 – Spectre horizontal d’éner-
gie de l’atmosphère obtenu par mesures
in situ. Extrait de [Nastrom et Gage,
1985].
IV.2 Génération d’un champ
de turbulence atmosphérique
La force volumique que nous voulons construire doit représenter une forme
synthétique des forces imposées par les mouvements d’air source de turbulence
(figure IV·1). D’une part, ces mouvements sont de grande taille (de 50 m à
1000 m) et, d’autre part, elles évoluent continûment dans le temps. Le processus
stochastique d’Ornstein–Uhlenbeck [Uhlenbeck et Ornstein, 1930] est un géné-
rateur de nombres aléatoires dont les suites produites ont la propriété d’être
continues. Le terme continu sera définit dans la prochaine section. Nous allons
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commencer par décrire ce générateur, puis nous verrons comment en déduire
un forçage cohérent avec la turbulence.
IV.2.1 Processus stochastique
Nous allons commencer par décrire le processus de Wiener car il va per-
mettre de définir le processus d’Ornstein-Uhlenbeck plus facilement. Le proces-
sus de Wiener est une bonne illustration du concept de diffusion turbulente.
Le processus de Wiener
Soit W une variable aléatoire, variable dans le temps. On note fW(V; t) la
densité de probabilité associée. Le processus de Wiener évolue dans le temps
par pas successifs de dt que l’on souhaite continus dans le sens où la probabilité
que cet incrément tend vers la distribution de Dirac centrée en zéro lorsque le
pas dt tend vers zéro. Cette continuité est exprimée par
dW(dt) D= N (0, dt), (IV.6)
où dW est l’incrément du processus et où D= signifie « dont la distribution
est égale à ». Le symbole N (µ, σ2) représente la distribution normale ayant
pour moyenne µ et pour écart-type σ. La distribution fW(V; t|V1, t1) de W,
conditionnée à W(t1) = V1 est solution de l’équation de Fokker-Plank
∂ fW
∂t
=
1
2
∂2 fW
∂V2
, fW(V1; t1|V1, t1) = δV1 , (IV.7)
où δV1 est la distribution de Dirac centrée en V1. La solution de cette équation
est
fW(V; t|V1, t1) = N (V1, t− t1). (IV.8)
Pour illustrer ce processus, 500 réalisations on été calculées. La figure IV·5
trace cinq réalisations choisies au hasard. Les incréments successifs de ces
réalisations ne sont quasiment jamais supérieurs à 0,5. La figure IV·5 trace
également les fonctions µ ± σ calculés à partir des 500 réalisations, à partir
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desquelles ont retrouve visuellement les fonctions µ(t− t1) = V1 et σ(t− t1) =√
t− t1 prédites.
La densité de probabilité du processus de Wiener ne converge pas vers une
distribution stationnaire. Ce processus est donc mal adapté pour l’obtention
de champs stationnaires. La section suivante introduit une modification de
ce processus qui permet de faire converger la densité de probabilité vers une
distribution stationnaire.
−3
−2
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0
1
2
3
0 1 2
V
−
V 1
t− t1
Figure IV·5 – Cinq réalisations du processus de Wiener (lignes fines) ainsi que
les positions ±σ de la distribution calculée à partir de 500 processus (ligne
épaisse). L’incrément de temps est de 0,01 et la condition initiale est V1 = 0.
Le processus d ’Ornstein–Uhlenbeck
Un terme de rappel vers V0 est ajouté à l’incrément de Wiener.
dU ≡ −U −V0
Tuo
dt +
√
2σ2uo
Tuo
dW. (IV.9)
L’intensité du rappel est contrôlée par le coefficient Tuo et un second coefficient
σuo contrôle l’intensité du processus de Wiener. L’équation de Fokker-Plank
pour la distribution fU(V; t|V1, t1), conditionnée à U(t1) = V1 est
∂ fU
∂t
=
1
Tuo
∂(V −V0) fU
∂V
+
σ2uo
Tuo
∂2 fU
∂V2
, fU(V1; t1|V1, t1) = δV1 , (IV.10)
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et sa solution est
fU(V; t|V1, t1) = N (µU(t), σ2U(t)), (IV.11)
avec
µU(t) = V0 + (V1 −V0) exp
(
− t− t1
Tuo
)
,
σ2U(t) = σ
2
uo
(
1− exp
(
− 2 t− t1
Tuo
))
.
La distribution fU(V; t|V1, t1) converge uniformément vers la distribution sta-
tionnaire N (V0, σ2uo). L’auto-covariance de ce processus est
RU(s) = σ2uo exp
(
− s
Tuo
)
. (IV.12)
Pour illustrer le processus, 500 réalisations on également été calculées. La
figure IV·6 trace cinq réalisations choisies au hasard. Les incréments successifs
de ces réalisations ne sont quasiment jamais supérieurs à 0,2. La figure IV·6
trace également les fonctions µ, µ± σ calculées à partir des 500 réalisations, à
partir desquelles ont retrouve visuellement les fonctions µ(t− t1) et σ(t− t1)
prédites. Le régime stationnaire est pratiquement atteint après 3Tuo. L’auto-
covariance, calculée à partir des 500 réalisations, est tracée sur la figure IV·7 et
correspond à la courbe théorique. L’auto-covariance, présentée figure IV·7 est
également en accord avec la prédiction.
IV.2.2 Forçage stochastique
Les sources de la turbulence sont introduites dans les équations de Navier-
Stokes (III.7a), (III.7b), (III.7c) et (III.7d) via un un champ de forces fat(x, t). Ce
champ est composé d’ondes sinusoïdales gˆ(κ, t)eiκx, où κ ≡ 2piλ est le nombre
d’onde correspondant à la longueur d’onde λ. Chaque onde se décompose
en partie réelle et imaginaire gˆi(κ, t) = gˆRi (κ, t) + igˆ
I
i (κ, t), évoluant selon un
processus d’Ornstein-Uhlenbeck indépendant
dgˆχi (κ, t)
D
= − gˆ
χ
i (κ, t)
τat,i(κ)
dt +
√
2σat,i(κ)2
τat,i(κ)
N (0, dt), χ ∈ {R, I}, (IV.13)
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Figure IV·6 – Cinq réalisations du processus d’Ornstein–Uhlenbeck (lignes
fines) ainsi que les positions µ, ±σ de la distribution calculée ainsi que l’écart-
type (ligne épaisse), calculé à partir de 500 processus. Le pas de temps est
de 0,03, les paramètres du processus sont V0 = 0, Tuo = 5 et σuo = 0,3, et la
condition initiale est V1 −V0 = 1.
0
0,03
0,06
0,09
0 5 10 15
R
U
(s
)
s
Figure IV·7 – Auto-covariance du pro-
cessus d’Ornstein-Uhlenbeck, calculé
à partir des mêmes calculs que ceux
précisés dans la figure IV·6.
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où τat,i(κ) et σat,i(κ) sont les coefficients de contrôle des processus d’Ornstein-
Uhlenbeck propre à chaque composante de chaque mode. Chaque mode est
ensuite contraint à avoir une divergence nulle
fˆat,i(κ, t) = gˆi(κ, t)− κiκj gˆj(κ, t)/κ2, (IV.14a)
puis les modes sont rassemblés et introduits dans les équations de Navier-
Stokes comme une force volumique
fat(x, t) =
∫
fˆat(κ, t)eiκx dκ. (IV.14b)
Le nombre de paramètres est très important : six fois le nombre de modes
forcés. Pour représenter la turbulence atmosphérique, nous ne forçons que les
plus grands modes et nous ne faisons pas de distinction entre les deux compo-
santes horizontales. De plus nous utilisons les mêmes valeurs des paramètres
de contrôle pour tous les modes forcés. Les coefficients sont donc
Si κ ≤ κat ≡
√
8κbox :
σat,i(κ) = σat,h et τat,i(κ) = τat pour i composantes horizontales,
σat,i(κ) = σat,v et τat,i(κ) = τat pour i composantes verticales ;
sinon fˆat,i(κ, t) = 0.
(IV.15)
La longueur d’onde κbox est le plus petit nombre d’onde permis par la taille
du domaine. Le forçage ainsi défini est complètement décrit avec les trois
paramètres de contrôle σat,h, σat,v, τat.
Dans la prochaine section, le forçage stochastique va être appliqué dans une
atmosphère stratifiée. L’analyse des résultats et la comparaison aux mesures
va permettre d’étudier les effets des paramètres du forçage et de calibrer ces
derniers afin d’obtenir des champs réalistes.
IV.3 Simulations numériques
Nous avons élaboré un cas d’étude simple représentant une atmosphère
stratifiée au repos et dont les conditions thermodynamiques correspondent
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aux conditions typiquement rencontrées par les avions de ligne volant à une
altitude yfl de 11 km. Les résultats pourront ainsi être exploités pour l’étude des
contrails. La pression pfl et la température Tfl valent respectivement 24 286 Pa
et 218 K. La stratification est caractérisée par une fréquence de Brunt-Väisälä
N uniforme dans tout le domaine, valant 0,012 rad s−1. Les formules de l’an-
nexe B.2 permettent de déterminer la pression et la température dans le reste
du domaine. L’atmosphère, initialement au repos, est mise en mouvement par
la force stochastique définie dans la section IV.2 précédente. Sauf indication
contraire, seules les composantes horizontales de la vitesse sont forcées car
nous pensons mieux représenter le forçage induit par les grandes structures
ainsi.
Le domaine de calcul est un cube dont le côté L est de 4 km. Deux choix
du nombre de nœuds n sont envisagées : 2003 et 4003, correspondant à des
résolutions ∆L de 20 m et 10 m respectivement. Les conditions aux limites sont
périodiques au niveau des bordures horizontales et une zone tampon de 240 m
rappelle le champ vers un état de repos au niveau des bordures verticales,
assurant ainsi le maintient de la stratification. Les calculs sont réalisés avec
le code Méso-nh, le fait qu’il soit basé sur une formulation incompressible
permet un gain de temps important par rapport à la formulation compressible
de ntmix. Son modèle sous-maille doit disposer d’une quantité d’énergie
minimale Ksgsmin afin de fonctionner correctement. Les effets de ce paramètre
sont également étudiés.
Un ensemble de seize scénarios ont été réalisés sur une durée de 6 h :
– trois intensités de forçage, fort, moyen et faible ont été définis et chacun
d’entre eux ont été réalisés avec les deux résolutions (six scénarios) ;
– un scénario supplémentaire reprend le forçage moyen, mais en forçant
les trois composantes de la vitesse ;
– un scénario supplémentaire reprend le forçage moyen en changeant le
temps de rappel du forçage ;
– chacun de ces huit scénarios est réalisé avec deux niveaux d’énergie
sous-maille minimale différente.
Le tableau IV·2 donne les valeurs des paramètres du forçage utilisés pour
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Table IV·2 – Paramètres du forçage pour les différents scénarios. Un scénario
est désigné par la nomenclature ABC, où les lettres A, B et C sont remplacées
par les symboles correspondants.
A σat,h/m s−1 τat/s
σat,v
σat,h
S 1,6× 10−4 33,634 0
M 1,2× 10−4 33,634 0
W 0,8× 10−4 33,634 0
T 2,4× 10−4 8,4085 0
I 1,2× 10−4 33,634 1
B n
4 4003
2 2003
C Ksgsmin/m2 s−2
1 0,5× 10−2
2 1,0× 10−2
3 1,5× 10−2
chaque scénario et précise la nomenclature utilisée dans la suite.
Le calcul du spectre de l’énergie cinétique se fait à l’aide de la transformée
de Fourier tridimensionnelle F appliquée au champ de vitesse
F : κ 7→ 1√L3
∫∫∫
u(x)eiκ · xdx, (IV.16)
où L est la longueur du domaine.
IV.3.1 Régime stationnaire
Du point de vue de la turbulence, les conditions initiales et la méthode de
forçage permettent de supposer que les statistiques sont uniformes et que la
vitesse moyenne 〈u〉 est nulle. Le calcul des fluctuations de vitesse u′ peut donc
se réduire au calcul de la moyenne quadratique et volumique du champ de
vitesse
u′2 = 1L3
∫
u(x)2 dx. (IV.17a)
L’énergie cinétique K correspond donc à l’énergie cinétique turbulente
K =
1
2
u′2. (IV.17b)
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En pratique, les valeurs calculées de u′ et de K ne reflètent que la partie résolue
du champ de vitesse. Méso-nh fournit l’énergie (cinétique) sous-maille Ksgs
qui, lorsqu’elle dépasse sa valeur minimale, nous donne une estimation de
l’énergie cinétique contenue dans la partie sous-maille du champ de vitesse. La
figure IV·8 représente l’évolution de l’énergie cinétique, résolue et sous-maille,
pour les trois niveaux de turbulence et les deux résolutions. Différentes étapes
sont observables.
1. L’énergie cinétique résolue commence par augmenter à un taux constant,
puis se stabilise après 1,5 h de forçage, indépendamment du scénario. La
valeur atteinte est plus élevée lorsque le forçage est plus intense et, dans
une moindre mesure, lorsque la résolution est supérieure.
2. Ce n’est qu’à partir de ce moment que l’énergie sous-maille commence à
augmenter au delà de sa valeur minimale.
3. Au bout d’un moment l’énergie sous-maille se met à osciller autour
d’une position d’équilibre dont la valeur est au plus de 1,1× Ksgsmin. (La
courbe obtenue ressemble à la réponse d’un système harmonique amorti.)
L’instant où l’énergie se met à osciller est de 2,5 h pour le forçage fort S,
de 4 h pour le forçage modéré M et de 5 h pour le forçage faible W.
4. Au cours de cette étape, l’énergie cinétique résolue change de nouveau
pour redevenir, dans tous les cas, stationnaire au bout de 4 h. L’énergie
cinétique sous-maille oscille autour d’une valeur d’équilibre qui repré-
sente au plus 10 % de l’énergie cinétique résolue, ce qui est conforme à
une bonne représentation de l’écoulement dans le cadre d’une simulation
aux grandes échelles [Pope, 2000, § 13.1].
Dans la première étape, l’énergie introduite via les modes de grande longueur
d’onde déclenche la cascade de turbulence. Au début de la seconde étape,
la cascade est développée jusqu’au niveau des échelles sous-maille, l’énergie
cinétique résolue commence donc à se transférer vers l’énergie cinétique sous-
maille. Au bout de 4 h de forçage, la quantité d’énergie cinétique résolue reste
constante, nous estimons donc que la simulation a atteint un état stationnaire à
partir de cet instant.
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La figure IV·9 représente des coupes horizontales et verticales de la norme
de vitesse pour les simulations S41, M41 et W41. Dans tous les cas, les structures
horizontales sont plus grandes que les structures verticales et le champ prend
donc la forme de couches horizontales. Entre ces couches se trouvent des
instabilités de Kelvin-Helmholtz. Ces instabilités sont plus nombreuses et plus
développées lorsque le forçage est plus intense. Ce champ est en accord avec la
description de la section IV.1 dans laquelle les structures verticales sont limitées
dans leur amplitude. L’épaisseur des couches marque la transition vers des
petites échelles où la turbulence devient tridimensionnelle.
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Figure IV·8 – Évolution de l’énergie cinétique résolue K et sous-maille Ksgs
pour les trois niveaux de turbulence et les deux résolutions.
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Figure IV·9 – Norme de la vitesse issues des simulations S41 en haut, M41 au
milieu et W41 en bas, coupes verticales à gauche et horizontales à droite. Chaque
domaine fait 4 km de côté. Les nuances de gris évoluent de 0 à 2 m s−1.
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Table IV·3 – Énergie cinétique moyenne obtenue dans le régime stationnaire.
Les écarts-types sont indiqués entre parenthèses [gum, 2008].
K/m2 s−2 Ksgs/Ksgsmin
S41 0,269(12) 1,096 06
S22 0,249(14) 1,013 00
M41 0,169(9) 1,026 89
M22 0,169(9) 1,002 97
W41 0,115(3) 1,003 34
W22 0,118(3) 1,000 24
K/m2 s−2 Ksgs/Ksgsmin
S42 0,273(14) 1,016 56
S23 0,252(13) 1,004 42
M42 0,174(9) 1,003 09
M23 0,173(10) 1,000 93
W42 0,120(3) 1,000 18
W23 0,124(9) 1,000 06
IV.3.2 Effets de l’énergie sous-maille minimale
Le calcul des statistiques étant incomplet, l’évolution de l’énergie cinétique
dans la partie stationnaire oscille au lieu d’être constant. Pour obtenir une
meilleure estimation, l’énergie cinétique est moyennée dans le temps (de 4 h à
6 h). Le tableau IV·3 donne les valeurs obtenues. Ainsi que les valeurs obtenues
en changeant la valeur de l’énergie sous-maille minimale. Le calcul de l’écart-
type révèle une incertitude de 5 % due au caractère incomplet des statistiques.
La différence entre les énergies cinétiques obtenues en changeant l’énergie sous-
maille minimale est de 5 % également, cette différence est donc négligeable au
regard de la précision des données. La différence entre les énergies cinétiques
obtenues en changeant la résolution est inférieure à 5 % pour les forçages moyen
et faible et elle est de 8 % dans le cas du forçage fort.
La figure IV·10 représente les spectres obtenus pour les différents scénarios.
Lorsque que l’on compare deux scénarios qui ne diffèrent que par l’énergie
sous-maille minimale, leurs spectres se superposent dans les grandes longueur
d’ondes, puis s’écartent lorsque l’on approche des petites longueurs d’ondes.
Cette différence est le résultat de l’effet du modèle sous-maille dans les échelles
résolues. La figure IV·11 représente la différence relative entre les spectres,
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Figure IV·10 – Spectre horizontaux d’énergie cinétique Kˆh.
définie par
∆Kˆh
Kˆh
(A,B) =
Kˆh(A)− Kˆh(B)
Kˆh(A)
, (IV.18)
où A et B représentent deux scénarios. Cette figure permet de mieux évaluer
l’échelle maximale affectée par le modèle sous-maille `c (appelée échelle critique
dans la suite). Le tableau IV·4 donne les valeurs de `c obtenus pour garantir
une différence relative inférieure à 10 % Lorsque le nombre de nœuds est de
4003 et que le forçage est fort ou modéré, ∆Kˆh/Kˆh reste inférieur à 10 % pour
une longueur d’onde supérieure à 200 m. Dans le cas du forçage faible, cette
longueur d’onde critique est de 600 m. Le passage à un nombre de nœuds de
2002, augmente la différence obtenue. La longueur d’onde critique pour les
forçages fort et moyen est alors de 400 m.
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Figure IV·11 – Différence relative d’énergie cinétique ∆Kˆh/Kˆh comparant l’effet
de l’énergie sous-maille minimale.
Table IV·4 – Longueur critique garantissant un effet des échelles sous-maille
inférieure à 10 %.
S4• M4• W4• S2• M2• W2•
`c/m 120 210 650 280 370 600
IV.3.3 Effets du temps d’auto-covariance
Le taux de production d’énergie introduite par le forçage stochastique dans
le cas isotrope est eat = 4Natσ2atτat
τat
τat+τ
où τ est un temps caractéristique de
l’écoulement [Eswaran et Pope, 1988]. Il peut être évalué à l’aide du temps
caractéristique de la turbulence atmosphérique à l’échelle du contrail (L =
400 m), donné par la relation τ3 = L
2
e . Ce temps est donc de 18 min dans le cas
du forçage le plus fort (correspondant au temps caractéristique le plus faible),
ce qui est largement supérieur à τat. Nous allons donc simplifier le facteur τatτat+τ
dans l’expression de eat par 1. L’estimation du taux de production d’énergie
introduite par le forçage stochastique est donnée par la formule empirique
eat = 4Nat
(
2
3σ
2
at,hτat,h +
1
3σ
2
at,vτat,v
)
, (IV.19)
où Nat = 92 est le nombre de modes forcés. Le tableau IV·5 précise les valeurs
du taux de production d’énergie pour les différents forçages.
Afin de vérifier que eat définit bien le taux de production d’énergie, nous
66
IV.3. Simulations numériques
Table IV·5 – Taux de production d’énergie pour chaque forçage.
A σat,h/m s−1 τat/s
σat,v
σat,h
eat/m2 s−3
S 1,6× 10−4 33,634 0 21,1× 10−5
M 1,2× 10−4 33,634 0 11,9× 10−5
W 0,8× 10−4 33,634 0 5,3× 10−5
T 2,4× 10−4 8,4085 0 11,9× 10−5
I 1,2× 10−4 33,634 1 17,8× 10−5
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Figure IV·12 – Évolution de l’énergie cinétique résolue K et sous-maille Ksgs.
avons définit le forçage T, qui reprend les paramètres du forçage moyen M
en divisant l’intensité σat par deux et en multipliant le temps de rappel τat
par quatre. Le taux de production d’énergie est ainsi conservé entre les deux
forçages. La figure IV·12 montre qu’il y a très peu de différences entre l’énergie
cinétique des deux forçages, y compris pour l’énergie sous-maille. Le taux de
production d’énergie suffit à caractériser le forçage.
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Table IV·6 – Résultats obtenus avec le forçage isotrope.
uh/m s−1 uv/m s−1 uh/uv
M42 0,398(11) 0,096(4) 4,15(16)
I42 0,425(14) 0,292(13) 1,46(9)
IV.3.4 Effets du forçage de la composante verticale
Dans cette section les simulations M42 et I42 sont comparées afin d’étudier
les changements produits par le forçage de la composante verticale.
La figure IV·13 montre l’évolution des fluctuations horizontales et verticales
de la vitesse, ainsi que leur rapport d’anisotropie u
′
h
u′v
. Les valeurs obtenues
dans la partie stationnaire sont données dans le tableau IV·6. Les fluctuations
horizontales de la vitesse ont une différence relative de 7 % et les fluctuations
verticales de la vitesse sont trois fois plus élevées lorsque la composante verticale
de la vitesse est forcée. Dans ce dernier cas, la composante verticale contient de
plus des oscillations d’une période de 5 min et d’une amplitude correspondant
à 15 % de l’amplitude du signal moyen. Par conséquent, le rapport d’anisotropie
est divisé par trois lorsque la composante verticale est forcée.
Le forçage de la composante verticale a des effets importants sur l´énergie
cinétique et sur l’anisotropie. Cette méthode est consistante avec le fait que les
grands modes de l’atmosphère sont principalement horizontaux.
IV.3.5 Anisotropie
Dans cette section on compare le comportement du rapport entre les com-
posantes horizontale et verticale des fluctuations de vitesse u
′
h
u′v
, ou rapport
d’anisotropie. La figure IV·15 trace l’évolution de ce rapport.
1. La croissance initiale du champ de vitesse (première étape) a un rapport
d’anisotropie évoluant de 5 à 7, indépendamment du scénario. Les pre-
miers mouvements sont de grande longueur d’onde et, par conséquent,
contraint à rester horizontaux par la stratification. Les fluctuations verti-
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Figure IV·13 – Évolution des fluctuations horizontales u′h et verticales u
′
v de
vitesse et rapport d’anisotropie u
′
h
u′v
.
cales étant faibles, le rapport d’anisotropie est très sensible à de petites
variations de celles-ci, résultant en de grandes oscillations représentés
dans la figure.
2. Dans la seconde étape, le rapport d’anisotropie décroît et les oscilla-
tions diminuent, traduisant l’accroissement des fluctuations verticales.
Avec le développement de la cascade de turbulence, des mouvements
de plus petite longueur d’onde apparaissent, permettant l’apparition de
mouvements verticaux.
3. Les fluctuations horizontales et verticales de vitesse atteignent un régime
stationnaire à partir de 4 h.
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Figure IV·14 – Spectre horizontaux d’énergie cinétique Kˆh et pente de ce
spectre.
Les rapports d’anisotropie obtenus dans le régime stationnaire sont indiqués
dans le tableau IV·7. Ici encore, les différences obtenues entre différents niveaux
d’énergie sous-maille minimale tombent sous la précision des calculs. Au
contraire, des différences sont observables lorsque l’on compare les niveaux de
turbulence ou lorsque l’on compare les résolutions : le rapport d’anisotropie
diminue lorsque le niveau de turbulence augmente ou lorsque la résolution
augmente. Pour interpréter ces différences, il faut prendre en compte le fait que
le calcul des fluctuations de vitesse se fait sur une partie tronquée aux petites
échelles du spectre.
1. Lorsque l’intensité du forçage augmente, l’échelle d’Ozmidov (IV.2) et
l’échelle de flottabilité (IV.5) augmentent également. En d’autres termes,
l’échelle de transition entre la turbulence bidimensionnelle et tridimen-
sionnelle est décalée vers les grandes échelles. La partie résolue du champ
contient des structures plus isotropes et rapport d’anisotropie se rap-
proche de 1.
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Figure IV·15 – Évolution des composantes des fluctuations de vitesse.
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Table IV·7 – Rapport d’anisotropie et échelle de flottabilité obtenus dans le
régime stationnaire.
uh/m s−1 uv/m s−1 uh/uv `b/m `b/∆L
S41 0,504(12) 0,136(5) 3,71(14) 42,0(10) 4,2
S22 0,481(14) 0,113(5) 4,28(20) 40,1(12) 2,0
M41 0,399(12) 0,097(4) 4,11(15) 33,3(10) 3,3
M22 0,394(12) 0,082(4) 4,78(16) 32,8(10) 1,6
W41 0,329(5) 0,062(2) 5,27(19) 27,4(4) 2,7
W22 0,326(5) 0,053(2) 6,19(27) 27,2(4) 1,4
S42 0,503(14) 0,136(5) 3,69(14) 41,9(11) 4,2
S23 0,480(14) 0,112(5) 4,28(19) 39,9(11) 2,0
M42 0,398(11) 0,096(4) 4,15(16) 33,2(9) 3,3
M23 0,392(14) 0,081(4) 4,83(17) 32,7(10) 1,6
W42 0,329(5) 0,059(2) 5,56(21) 27,5(4) 2,7
W23 0,327(5) 0,051(2) 6,45(28) 27,3(4) 1,4
2. Lorsque la résolution augmente, les plus grandes échelles sous-maille sont
transférées vers les plus petites échelles résolues. Le calcul des fluctuations
de vitesse se trouve donc affecté, et de manière plus marqué pour les
fluctuations verticales, composée principalement de petites structures. En
conséquence, le rapport d’anisotropie se rapproche de 1.
L’échelle de flottabilité `b est donnée dans le tableau IV·7, ainsi que le rapport
entre cette échelle et la résolution ∆L du maillage.
IV.3.6 Comparaison aux observations
Les champs obtenus peuvent être comparés avec les observations sur trois
points : la forme du spectre horizontal de l’énergie cinétique, le taux de dissipa-
tion turbulente et les fluctuations de vitesse.
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Forme du spectre horizontal d ’énergie cinétique
Les mesures du spectre horizontal d’énergie cinétique montrent une dé-
pendance par rapport à la longueur d’onde λ de la forme λ
5
3 (cf. § IV.1.2). La
pente des spectres horizontaux d’énergie cinétique (figure IV·10) obtenus est
calculée à l’aide d’une méthode de différences finies centrées d’ordre deux et
les résultats sont tracés dans la figure IV·16. Dans cette figure, seules les échelles
de 40 m à 800 m sont considérées : les échelles supérieures sont perturbées par
le forçage et les échelles inférieures sont perturbées par le modèle sous-maille.
1. Dans le cas d’une résolution de 4003, les pentes obtenues pour les scé-
narios S41, S42, M41 et W41 restent comprises entre −2 et −53 . Les pentes
obtenues pour les scénarios M42 et W42 est de −52 pour les échelles infé-
rieures à 200 m.
2. Dans le cas d’une résolution de 2003, la pente est généralement croissante
le long du spectre. Ici encore, un décrochage est observable dans les
scénarios M23 et W23.
La validité des scénarios indiqués dans la figure IV·16 est basée sur la pente
du spectre horizontal d’énergie cinétique dans les échelles de l’instabilité de
grande longueur d’onde des tourbillons de sillage, située entre les échelles de
100 m et 500 m.
Taux de dissipation turbulente
Le modèle sous-maille de Méso-nh permet de déterminer le taux de dis-
sipation turbulente e : c’est le dernier terme de l’équation (III.38). Les valeurs
obtenues pour les trois niveaux de turbulence sont reportées dans le tableau IV·8.
Elles sont du même ordre de grandeur que la valeur moyenne observée de
6× 10−5 m2 s−3. Les écarts par rapport à cette valeur sont inconnus, ne per-
mettant pas de déterminer si le niveau le plus fort existe dans l’atmosphère.
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Figure IV·16 – Pente du spectre horizontal d’énergie cinétique tracé dans la
figure IV·10. La partie gauche représente les simulations ayant 4003 nœuds,
alors que la partie droite représente les simulations ayant 2003 nœuds. La
validité de chaque scénario est indiqué dans la légende : valide, 3 et invalide,
7.
Table IV·8 – Rapport d’anisotropie et échelle de flottabilité obtenus dans le
régime stationnaire.
e/m2 s−3
S41 12,5 × 10−5
M41 1,6 × 10−5
W41 0,55× 10−5
74
IV.3. Simulations numériques
Fluctuations de vitesse
La comparaison des fluctuations de vitesse est dépendante des échelles
résolues. L’observation la plus adaptée correspond à la 2e ligne du tableau IV·1
où les fluctuations horizontales de vitesse est de l’ordre de 0,3 m s−1 et le
rapport d’anisotropie de 3. Les fluctuations horizontales de vitesse obtenues
dans des simulations numériques (tableau IV·7) montrent que le forçage W
est proche de la valeur observée, et que les forçages M et S représentent des
turbulences fortes de l’atmosphère. Le rapport d’anisotropie correspond aux
observations dans le cas S, il est trop élevé dans les cas M et W.
Les simulations numériques de la turbulence en atmosphère stratifiée a
permis d’établir trois champs correspondant à trois intensités de turbulence
différentes. Ces niveaux représentent une turbulence forte par rapport aux
valeurs observées. La simulation pour des niveaux de turbulence plus faibles
est limité par le schéma sous-maille, celui-ci affectant des structures de petite
échelle, les fluctuations verticales sont diminuées et la pente du spectre ho-
rizontal d’énergie cinétique s’en trouve augmenté, comme dans le cas d’une
turbulence bidimensionnelle.
La méthode de forçage nous permet néanmoins de conserver les propriétés
de ce champ de turbulence sur une durée suffisante pour simuler le dévelop-
pement complet d’un contrail. Dans le prochain chapitre, les champs obtenus
vont servir de conditions initiales pour les simulations des quatre premières
minutes de contrails.
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Simulation de contrails
Les modèles présentés dans le chapitre III, ainsi que les résultats du cha-
pitre IV sur la turbulence atmosphérique, sont utilisés pour simuler le dévelop-
pement d’un contrail depuis la sortie des moteurs jusqu’au début du régime de
diffusion. La première partie présente l’organisation et les paramètres des trois
simulations numériques successives, qui seront l’objet des parties suivantes. On
entend par simulation numérique la définition d’un domaine, d’un maillage, de
conditions aux limites et d’un champ initial. Différents scénarios sont introduits,
permettant la comparaison de différents niveaux de turbulence, de saturation
et de température de l’atmosphère.
V.1 Présentation des simulations
V.1.1 Organisation
Les différences d’échelles entre la sortie des moteurs (≈ 0,3 m) et les struc-
tures du contrail (≈ 400 m) sont trop importantes pour pouvoir simuler toute
l’évolution du contrail dans une seule simulation numérique. Nous avons donc
défini trois simulations numériques successives :
1. la première, notée JET, simule l’expansion dans l’atmosphère d’un jet
émis par l’un des moteurs ;
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Figure V·1 – Cheminement des simulations. Les
flèches indiquent quels résultats sont utilisés pour
initialiser la simulation pointée. Les flèches en trait
discontinu représente le transfert de données entre
les deux codes.
2. la deuxième, notée INT, simule l’enroulement des jets autour des tour-
billons de sillage ;
3. la troisième, notée TOU, simule le développement des instabilités des
tourbillons de sillage puis la destruction et la dissipation de ces derniers.
La figure V·1 montre les liens entre les différentes simulations. Le champ
initial de la simulation INT utilise le résultat de la simulation JET, ainsi qu’une
formule analytique pour les tourbillons de sillage, notée ENR (cf. annexe B.1).
Le champ initial de la simulation TOU utilise le résultat de la simulation INT,
ainsi que le résultat des simulations de turbulence atmosphérique, notée TUR.
La conversion des données obtenues avec le code Méso-nh est décrite dans
l’annexe C. Toutes les simulations de ce chapitre sont réalisées avec le code
ntmix.
V.1.2 Approche temporelle
Les simulations JET, INT et TOU utilisent l’approche temporelle. Le domaine
de calcul représente une tranche du jet ou du contrail sur une longueur Lz,
le long de laquelle la variation des propriétés du jet ou du contrail doivent
être négligeables pour que cette approche soit réaliste. L’axe longitudinal,
correspondant l’axe de la trajectoire, est noté ez (figure V·2). L’âge du jet ou
du contrail est le même dans tous les plans transverses (perpendiculaires à
l’axe ez), permettant l’utilisation de conditions aux limites périodiques cette
direction. L’âge du contrail t est lié à la distance ` entre le domaine et l’avion
` = wplane × t. (V.1)
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Figure V·2 – Domaine de la simulation avec
le nom des axe et le rapport entre le temps
écoulé avec la distance de l’avion.
L’axe ey représente la direction verticale et il est orienté vers le haut, l’axe ex
représente la direction transversale. La hauteur et la largeur du domaine sont
notés respectivement Ly et Lx.
V.1.3 Paramètres communs
À l’instant initial, le domaine est traversé par un avion de type Boeing B747,
en vol de croisière à une altitude yfl de 11 km. Les conditions atmosphériques
correspondent à celles utilisées dans le chapitre IV, à savoir une pression pfl
de 242,86 hPa et une température Tfl de 218 K ou de 215 K selon le scénario.
L’humidité est définie de telle sorte que le rapport de saturation par rapport à la
glace ρvfl/ρ
sat,i
v est uniforme dans tout le domaine, sa valeur étant dépendante
du scénario. La stratification de l’atmosphère est caractérisée par une fréquence
de Brunt-Väisälä N uniforme d’une valeur de 0,012 rad s−1.
L’avion vole à une vitesse de croisière wplane de 250 m s−1, correspondant
à un nombre de Mach de 0,84. Son envergure B est de 195 ft 8 in, que nous
arrondissons à 60 m. Nous supposons le cas classique d’une aile elliptiquement
chargée, les tourbillons de sillage sont alors initialement espacés d’une dis-
tance b ≡ pi4 B de 47,1 m [Betz, 1932]. La circulation Γvx de ces tourbillons est
initialement de 565 m2 s−1 et leur rayons rvx sont de 4 m initialement. La vitesse
engendrée par ces tourbillons atteint une valeur maximale de 16,1 m s−1.
Nous traitons le cas d’un quadrimoteur (nj = 4) qui consomme son fuel à un
taux m˙fuel de 3 kg s−1 en croisière [Unterstrasser et Sölch, 2010]. Chaque moteur
émet un jet d’un rayon rj de 0,3 m. Les gaz sont émis à une vitesse initiale
wj de 250 m s−1 et à une température Tj de 580 K. Les mesures du nombre de
particules de suie émis par kilogramme de kérozène brûlés se situe entre 106 à
107 [Kärcher et al., 1996; Petzold et al., 1998; Kärcher et al., 1998; Vancassel et al.,
2004]. Dans nos simulations, la quantité de suie émise par l’un des moteur est
de 6× 1012 particules par mètre de vol.
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Table V·1 – Liste des différents scénarios et la valeur de leur paramètres
respectifs. La nomenclature du scénario est de la forme ABC où A correspond au
niveau de turbulence (voir tableau IV·2), B est la température en kelvin et C est
le pourcentage du rapport de saturation.
TUR η Tfl/K ρvfl/ρ
sat,i
v ρvfl/g m
−3
S218130 S41 0,095 218 130 % 0,0683
M218130 M41 0,048 218 130 % 0,0683
W218130 W41 0,034 218 130 % 0,0683
M218095 M41 0,048 218 95 % 0,0499
M215130 M41 0,048 215 130 % 0,0461
V.1.4 Scénarios
Les scénarios que nous avons défini diffèrent selon trois paramètres : la
température au niveau de vol Tfl, le rapport de saturation par rapport à la glace
ρvfl/ρ
sat,i
v et le champ de turbulence utilisé. Le tableau V·1 liste les différents
scénarios que nous avons définis ainsi que la nomenclature utilisée. L’intensité
de la turbulence est normalisée par rapport aux tourbillons de sillage η ≡
(eb)1/3
Γvx/2pib
[Crow et Bate, 1976].
Le scénario de référence M218130 représente une atmosphère fortement turbu-
lente et favorable à la formation de contrails persistants (air saturé à 130 %).
Dans les autres scénarios, seul l’un des trois paramètres diffère : soit l’intensité
de la turbulence est plus forte (S218130) ou plus faible (W
218
130), soit l’atmosphère est
défavorable à la formation de contrails persistants (M218095), soit l’atmosphère est
plus froide (M215130).
Les deux premières simulations JET et INT ne font pas intervenir la turbu-
lence, le nombre de scénarios est donc réduit à trois, notés 218130,
218
095 et
215
130.
V.2 Simulation du jet (JET)
Cette section décrit la simulation JET représentant l’expansion d’un jet
turbulent émis par l’un des moteurs. Elle se divise en trois parties : la mise
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en place de la simulation, la validation de la dynamique et l’étude de la
microphysique.
V.2.1 Mise en place
Domaine et conditions aux limites La longueur du domaine est de 6 m,
coïncidant avec la longueur de la simulation INT (§ V.3.1.a). Cette longueur
correspond à 20 fois la taille caractéristique des instabilités de Kelvin-Helmholtz,
de taille rj, qui vont se produire. La hauteur et la largeur sont de 6 m également,
correspondant à 10× rj. La condition de sortie subsonique et non-réfléchissantes
[Poinsot et Lele, 1992] est utilisée pour les conditions aux limites latérales.
Maillage Le maillage est régulier et sa résolution de 0,02 m est identique
dans toutes les directions ; le nombre de nœuds est donc de 27 000 000. Le
nombre de particules numériques doit être suffisamment élevé pour que l’écart
entre les statistiques calculées sur cet échantillon de particules soit représentatif.
Des calculs antérieurs nous ont permis d’établir que 500 000 particules seront
suffisantes. Le nombre de particules de suie représenté par une particule
numérique est de 3 000 000.
Champ initial Pour les besoins de la simulations, le jet à la sortie du moteur
est laminaire : la transition entre le jet et l’atmosphère est réalisée par le profil
radial décrit dans l’annexe B.3. Ce profil correspond à une description simple du
jet, mais suffisante pour notre étude. (Il ne tient pas compte du flux secondaire.)
Le profil est défini par quatre paramètres : le rayon, correspondant au rayon
du jet rj ; l’épaisseur du bord du jet θj, fixé à 4 mm ; les amplitudes au centre et
à l’infini correspondant respectivement à l’état de la grandeur considéré dans
le jet et dans l’atmosphère. Le tableau V·2 donne les valeurs des amplitudes
utilisées pour la température, la vitesse et l’humidité spécifique. La pression
est supposée être égale à la pression de l’atmosphère dans tout le jet. La masse
volumique est calculée à partir de la loi des gaz parfaits (III.4). Les variables
du champ sont perturbées par un bruit blanc d’une amplitude relative de 2,5 %
par rapport à la valeur locale de la grandeur perturbée.
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Table V·2 – Amplitudes utilisées
pour définir les profils permettant de
construire l’état initial du jet.
T u, v w ρv
Centre Tj 0 wj ρvfl + ρvj
Infini Tfl 0 0 ρvfl
Aucune stratification et aucune turbulence ne sont insérées car leurs in-
fluences sont négligeables devant la dynamique du jet. Nous avons ajouté
aux trois scénarios le cas faiblement sursaturé 218110, le rapport de saturation est
de 110 % et la température est de 218 K. La sous-section suivante précise la
méthode utilisée pour calculer la masse volumique de vapeur d’eau ajoutée ρvj.
Calcul de la vapeur d ’eau ajoutée
En croisière, le taux de production de la vapeur d’eau est liée à la consom-
mation de carburant via l’index d’émission de la vapeur d’eau EIH2O, valant
1,25 kg kg−1 [Unterstrasser et Sölch, 2010]. On en déduit la masse d’eau émise
par mètre de vol
Qv = 1nj
EIH2O m˙fuel
wplane
= 3,75 g m−1. (V.2)
Cette masse est répartie dans le jet selon le profil radial ∆ρv : l’amplitude
au centre est ρvj et zéro à l’infini. Les quantités Qv et ρvj sont donc liées par
l’intégrale suivante
Qv =
∫
∆ρvrdrdφ, où ∆ρv ≡ ρvj th
(
r
rj
;
θj
rj
)
, et (V.3a)
th
(
r
rj
;
θj
rj
)
≡ 1
2
(
1− tanh
(
rj
θj
( r
rj
− rjr
)))
. (V.3b)
Cette égalité peut être réécrite sous la forme
Qv = ρvjpir2j I
(
θj
rj
)
, où I(ζ) = 2
∫ ∞
0
x th(x, ζ)dx. (V.3c)
Dans notre cas ζ =
θj
rj
= 175 et l’intégrale I( 175) vaut 1,000 07 . . . On obtient
ρvj = 13,25 g m
−3.
Dans la suite, le temps caractéristique du jet est τj ≡ rjwj = 1,2 ms correspon-
dant au temps mis par le jet pour parcourir une distance rj.
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V.2.2 Validation de la dynamique
L’expansion du jet est représentée sur la figure V·3, où la coupe longitudinale
de la masse volumique de vapeur d’eau y = 0 m pour le scénario 218130 est tracée
à différents instants. Les structures caractéristiques du développement des
instabilités de Kelvin-Helmholtz sont visibles à 8,45× τj et leur taille est de rj.
Ces structures perdent ensuite leur cohérence pour laisser place à des structures
turbulentes à partir de 22,5× τj. La masse volumique diminue globalement. Le
concept de simulation temporelle permet de calculer la valeur d’ensemble de
la masse volumique de vapeur d’eau au centre du jet
〈
ρvj
〉
: elle est calculée en
moyennant les valeurs obtenues dans chaque plan transverse, et les contours〈
ρvj
〉
/2 et
〈
ρvj
〉
/10 sont tracés dans la figure V·3. Ces contours illustrent
l’élargissement des structures du jet.
Les nombreuses études sur le jet montrent que le jet turbulent atteint un
régime auto-similaire dont les propriétés d’expansion sont connues [Pope, 2000;
Zaman, 1998, § 5.1]. Dans ce régime, la vitesse axiale d’ensemble
〈
w
〉
j et la
température axiale d’ensemble
〈
T
〉
j suivent les lois
〈w〉j (t)
〈w〉j (0)
=
Baw
(t− t0)/τa , B
a
w ∈ [5,8; 6,65], (V.4a)
〈T〉j (t)− Tfl
〈T〉j (0)− Tfl
=
BaT
(t− t0)/τa , B
a
T ∈ [4,2; 5,7], (V.4b)
où τa ≡ 2rjwplane et t0 est l’origine virtuelle du temps. Les valeurs des coefficients
Baw et BaT ont été déterminées expérimentalement. La figure V·4 trace l’évolution
de ces deux quantités où le régime auto-similaire est atteint à partir de 22,8× τj
et est en accord avec les taux d’expansion donnés précédemment.
La dynamique du jet est conforme aux prédictions sur une durée de 60×
τj = 72 ms. Le temps à partir duquel les jets subissent l’influence des tourbillons
varient de 2× τj à 100× τj [Paoli et Garnier, 2005]. L’instant de transition entre
la simulation JET et INT est 40× τj, correspondant à une distance de 12 m
derrière la sortie des moteurs.
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Figure V·3 – Coupe longitudinale de la masse volumique de vapeur d’eau aux
instants 0, 5,6× τj, 11,3× τj et 16,9× τj dans le cas 218130. Les contours sont tracés
pour des masses volumiques représentant 50 % (ligne continue) et 10 % (ligne
discontinue) de la masse volumique de vapeur d’eau moyenne au centre du jet.
V.2.3 Étude de la microphysique
La figure V·5 montre la proportion de cristaux (particules numériques
activées) en fonction du temps. Les premiers cristaux n’apparaissent qu’au bout
de 10× τj. Ce délai s’explique par le temps mis au mélange pour créer des zones
sursaturées dans le jet (voir la ligne de mélange § II.2.4). Au bout de 55× τj, plus
de 90 % des particules numériques sont activées. La saturation survient donc
partout dans le jet, de manière à provoquer la nucléation sur toutes les particules
de suie hydratées. (Les particules non-hydratées se sont pas représentées.) La
vapeur d’eau étant issue à plus de 99 % des moteurs, l’humidité de l’atmosphère
n’affecte pas la nucléation. L’augmentation de température de l’atmosphère est
par contre moins négligeable et la nucléation est effectivement plus affectée par
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Figure V·4 – Évolution du rapport à la vitesse axiale moyenne au centre du jet
〈w〉j (haut) et évolution du rapport à l’écart de température entre le jet à l’infini
〈T〉j − Tfl et la température de l’atmosphère (bas).
celle-ci : une diminution de 3 K de la température de l’atmosphère accélère de
3× τj le nombre de particules activées.
La figure V·6 représente la distribution radiale des particules de suie et
des cristaux, ainsi que le taux de saturation moyen à 40× τj. Une région de
forte sursaturation est présente dans la périphérie du jet, montrant que la zone
de mélange se situe dans la périphérie du jet. On observe effectivement que,
à 40× τj, la concentration de cristaux la plus élevée se situe à un rayon de
1,75× rj (figure V·6), ce qui correspond à la périphérie du jet à cet instant.
L’avance prise par le scénario 215130 a pour conséquence une croissance plus
85
V. S imulation de contrails
0
25
50
75
100
0 10 20 30 40 50 60
Pa
rt
ic
ul
es
ac
ti
vé
es
(%
)
t/τj
218
130
218
110
218
095
215
130
Figure V·5 – Proportion des particules numériques activées en fonction du
temps. À 40× τj, la proportion est de 50,8 % pour les scénarios où Tfl = 218 K,
et elle est de 65,2 % pour le scénario où Tfl = 215 K.
rapide des particules. La figure V·7 montre que le rayon moyen des particules
est, à 40× τj, dix fois supérieur aux rayon obtenu pour les autres scénarios, où
Tfl = 218 K. Le taux d’accroissement supérieur s’explique notamment par un
rapport de saturation plus important à la périphérie du jet (figure V·6).
V.2.3.a Visibilité
Cette différence sur le rayon des particules a pour conséquence une diffé-
rence de visibilité du contrail. On calcule la profondeur optique δ(x, z) d’une
onde monochromatique, de longueur d’onde λ = 550 nm, sur chaque trajectoire
verticale,
δ(x, z) = ∑
p, où
x=xp
y=yp
pir2pNaQext
(
4pirp(µ−1)
λ
)
, (V.5a)
où µ = 1,31 [Kärcher et al., 2009] et où le coefficient d’extinction Qext est une
approximation de la théorie de Mie
Qext($) = 2− 4
$
sin $+
4
$2
(1− cos $). (V.5b)
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Figure V·6 – Distribution radiale np(r)/np de particules de suie, de cristaux et
du taux de saturation par rapport à la glace ρv/ρsat,iv à l’instant 40× τj.
La moyenne de cette profondeur optique sur l’axe ez donne le profil moyen
de la profondeur optique 〈δ〉(x) le long de l’axe ex, puis la moyenne dans de
profil donne la profondeur optique moyenne du panache
〈
δ
〉
〈δ〉 =∑
z
δ(x, z),
〈
δ
〉
= ∑
x
δ(x,z)>0
〈δ〉(x). (V.5c)
Cette profondeur optique est tracée dans la figure V·8 et montre que le panache
est visible à partir de 43× τj.
La photographie V·9 montre les jets émis par un Boeing B747-400 volant à
11 km au dessus de Moscou. Le panache devient visible à partir de 20× τj et est
complètement visible à 60× τj, ce qui suggère un grossissement des particules
encore plus rapide que dans le scénario 215130, tout en restant du même ordre de
grandeur. Au moment où le panache devient visible, l’épaisseur optique est
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Figure V·9 – Boeing B747-400 en vol à 11 km d’altitude au dessus de Moscou.
Les distances ` sont exprimées par rapport au rayon du jet `rj =
t
τj
. Photo
extraite de la base de données de Airliners.net.
légèrement plus grande à la périphérie du jet, ce qui signifie que les particules
visibles se situent à la périphérie du jet, confirmant nos résultats.
La simulation du jet s’est montrée réaliste du point de vue de la dilution
turbulente et du développement microphysique. Les résultats ont montré
une sensibilité importante de la température environnante. La simulation du
régime d’interaction débutera à une distance de 12 m après la sortie du jet,
correspondant à l’instant 40× τj.
V.3 Simulation du régime d’interaction (INT)
Cette section décrit l’enroulement des jets autour des tourbillons de sillage.
Elle se divise également en trois parties : mise en place de la simulation,
validation de la dynamique et étude de la microphysique.
V.3.1 Construction du champ initial
Domaine Le domaine est composé de deux parties : le contrail évolue dans le
domaine physique qui ne représente qu’une petite partie du domaine de calcul,
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ou domaine numérique. Cette distinction permet de diminuer considérablement
les effets indésirables que provoquent les conditions aux limites ouvertes en
présence de tourbillons. Dans la direction longitudinale, cependant, le domaine
physique et le domaine numérique coïncident pour respecter la périodicité.
Les dimensions transversales du domaine physique doivent être assez
grandes pour contenir le contrail pendant toute la durée de la simulation. Au
premier ordre, les tourbillons de sillage descendent à une vitesse vct ≡ − Γvx2pib
d’une amplitude de 1,91 m s−1. En prenant une étendue verticale de −80 m
à 20 m par rapport au niveau de vol, les tourbillons ont plus de 30 s avant
d’atteindre le bord inférieur du domaine physique. Horizontalement, une
étendue de −50 m à 50 m par rapport au niveau de vol est suffisant pour inclure
les deux tourbillons. Les dimensions transversales du domaine numérique sont
les mêmes pour cette simulation et pour la simulation TOU. Elles s’étendent
de −500 m à 500 m dans la largeur et de −560 m à 440 m dans la hauteur. La
longueur du domaine est de 6 m de long, ce qui est suffisant pour représenter
les structures longitudinales du jet. Les conditions aux limites sont périodiques
horizontalement et des conditions aux limites particulières ont été employées
au bordures verticales (voir annexe A.1.4), qui assurent le maintient de la
stratification décrite plus loin.
Maillage Dans le domaine physique, le maillage est régulier et la résolution
est de 0,2 m dans toutes les directions. Dans le reste du domaine, le maillage est
étiré de sorte que le pas soit de 10 m dans les bords du domaine, correspondant
au pas du maillage de la simulation TUR (figure V·10·1). Cet étirement a la
propriété de dissiper les ondes acoustiques émises par le champ initial, évitant
un éventuel rebond de ces ondes sur les bords du domaine.
Condition initiale Le champ initial est composé de trois parties ajoutées
successivement.
1. Tout d’abord, le domaine est initialisé avec champ représentant une
atmosphère stratifiée au repos, similaire à l’initialisation de la simulation
TUR. La pression et la température sont calculées avec les équations
de l’annexe B.2, en prenant comme valeurs de référence pfl et Tfl et la
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Figure V·10 – 1. Maillage du plan transversal du domaine numérique avec plan
transversal du domaine physique (trait plein). 2. Positionnement initial des jet
(rectangles) et du tourbillon (cercle orienté) pour le côté droit de l’avion. La
portion du domaine représenté dans le 2. est indiquée en trait discontinu dans
le 1.
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fréquence de Brunt-Väilälä N de 0,012 s−1. La densité est calculée grâce à
la loi des gaz parfaits (III.4). La masse volumique de vapeur d’eau ρv est
ensuite déduite du rapport de saturation imposé.
2. Les champs de vitesse et de pression sont ensuite modifiés par l’ajout
des tourbillons de sillage, obtenus avec les formules de l’annexe B.1. La
circulation du tourbillon droit est positif et celui du tourbillon gauche est
négatif, orientant ainsi l’induction mutuelle vers le bas.
3. On ajoute ensuite les jets émis par les quatre moteurs, à l’aide des résultats
de la simulation JET pris à l’instant 40× τj. Il faut au préalable enlever la
composante atmosphérique de ces champs. Cette composante est calculée
en utilisant l’état du champ JET au niveau des bordures transverses de
son domaine, épaisses de 0,1 m. Les particules numériques sont reprises
sans modification, le nombre total de particules atteint donc 2 000 000. La
figure V·10·2 illustre le placement des tourbillons et des jets, ainsi que la
résolution du maillage.
Le sous-section suivante détaille l’interpolation entre le champ JET et le champ
INT.
V.3.1.a Interpolation du jet
La résolution du maillage de la simulation JET est de 0,02 m, soit dix fois
plus que la résolution dans la simulation INT. Le positionnement des jets
dans la simulation INT permet de faire coïncider les points de ce maillage
avec un point de la simulation JET. Deux algorithmes d’interpolations ont été
utilisés et sont illustrés dans la figure V·11. La première méthode, (A dans
la figure) consiste à copier le champ aux nœuds coïncidents. Cependant, la
forte réduction de la résolution entre les deux simulations (rapport de 10) ne
permet pas de conserver les fines structures du jet, pourtant bien présentes
(figures V·11·1 et V·11·2). La conservation de la masse de vapeur d’eau n’est
pas assurée par cette méthode d’interpolation (tableau V·3). Une autre méthode
d’interpolation (méthode B dans la figure) se base sur des volumes finis pour
garantir la conservation de l’intégrale du champ. Cette seconde méthode a été
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Table V·3 – Masse de vapeur d’eau ajoutée par mètre de vol à l’instant initial
de la simulation INT.
JET INT
Méthode A Méthode B
Qv/g m−1 3,698 3,751 3,703
utilisée pour le champ de la masse volumique de vapeur d’eau, permettant
ainsi de garantir la conservation de la masse de vapeur d’eau (figure V·11·3).
V.3.2 Validation de la dynamique
Le temps caractéristique des tourbillons τct ≡ bvct = 24,69 s est le temps mis
par les tourbillons pour descendre d’une distance b.
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Figure V·12 – Évolution de l’altitude des tourbillons. La ligne épaisse
correspond à la descente théorique à la vitesse vvx.
V.3.2.a Vitesse de descente
La descente des tourbillons de sillage est détectée par le minimum local du
champ lambda-2 [Jeong et Hussain, 1995]. Afin d’éviter les autres minimums
engendrés par les jets, la zone de détection à été limitée à 1 m autour de la
position théorique, donnée par ± b2ex + vcttey. La descente des tourbillons est
affichée sur la figure V·12 pour les trois scénarios. Un faible ralentissement
de la descente est notable dans tous les scénarios, il atteint 0,6 m au bout de
0,45× τct. Cet écart est attribué à un effet de la stratification [Robins et Delisi,
1998].
La valeur de la pression pvx et la température Tvx au centre des tourbillons
sont plus faibles que dans le milieu atmosphérique
pvx = pfl − βLO ln 2 ρΓ
2
vx
4pi2r2vx
, Tvx = Tfl
pvx
pfl
. (V.6)
Ces conditions sont plus favorables à la formation de cristaux de glace, ce
qui permet parfois de voir les tourbillons de sillage à l’oeil nu (fig II·2). Le
mouvement des tourbillons empêchent les échanges entre l’air contenu dans le
cœur et à l’extérieur, l’air ainsi capturé subit une compression adiabatique
T = Tvx
( p
pvx
) γ−1
γ
, (V.7)
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Figure V·13 – Diagramme pression-température. États de l’air au centre des
tourbillons à différents instants (points) et exemple d’évolution adiabatique
(trait plein).
alors que dans l’air environnant, l’évolution est imposée par la stratification de
l’atmosphère. La figure V·13 montre que l’évolution des conditions thermody-
namiques au cœur des tourbillons et dans l’atmosphère environnant suivent
les prédictions théoriques.
V.3.2.b Capture des particules
Le premier sillage est constitué des particules de glace entraînées par les
tourbillons. Pour étudier le déplacement des particules par rapport au tour-
billons, on calcule la distance r des particules par rapport au centre xvx du
tourbillon le plus proche
r =
√
x2 + y2 où xex + yey = Pez(xp − xvx); (V.8)
Pez est l’opérateur de projection sur le plan transverse. En fonction de r, on
examine la composante radiale de la vitesse des particules dans le repère lié au
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tourbillons. Cette composante s’exprime par
ur ≡ (xup + y
(
vp − vvx)
)
/r (V.9)
et est représentée dans la figure V·14. (Les autres scénarios montrent des
caractéristiques identiques.)
À 0,05× τct, le panache de chaque jet est distinct. Dans chaque panache,
il y a autant de particules qui se rapprochent et qui s’éloignent, indiquant
un étirement des panaches que l’on observe aux temps ultérieurs. Toutefois,
un nombre important de particules du panache intérieur se retrouve avec
une vitesse radiale presque nulle à une distance rvx du cœur du tourbillon.
À 0,19× τct, certaines particules, situées à une distance radiale de rvx, sont
repoussées. Une structure en spirale se forme aux temps ultérieurs, et montre
que les particules oscillent entre deux rayons. Les deux panaches se rejoignent,
en terme de rayon, à 0,38× τvx. La situation évolue peut entre 0,38× τvx et
0,57× τvx, suggérant une stabilisation de la situation.
V.3.3 Microphysique
V.3.3.a Déposition de glace
La différence de masse de vapeur d’eau par mètre de vol entre la présence
et l’absence d’un sillage Qv est illustrée dans la figure V·15. Deux phases se
succèdent : dans la première Qv décroît rapidement jusqu’à une valeur proche
de 0 g m−1 ; à partir de 0,05× τct, le taux de décroissance de Qv est divisé par
30.
Dans la première phase, dite aussi phase de déposition [Unterstrasser et
Sölch, 2010], la vapeur d’eau émise par les moteurs est condensée sur les
particules à proximité. Dans la seconde phase , toute la vapeur d’eau émise
par les moteurs a été condensée et c’est la vapeur d’eau de l’atmosphère qui
se dépose à un taux limité par la diffusion de la vapeur d’eau dans l’air. La
figure V·16 trace la la coupe transversale z = 3 m du taux de saturation de l’air
à différents instants. À 0,069× τct, la saturation dans les panaches des jets est
proche de 100 %, indiquant que la vapeur d’eau contenue dans les jets a déjà été
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Figure V·14 – Évolution de la répartition radiale des particules dans le tour-
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Figure V·15 – Évolution de la masse de vapeur d’eau ajoutée Qv.
absorbée. À 0,205× τct, l’enroulement des panaches a progressé de deux tours
pour la portion la plus proche du centre du tourbillon. La saturation dans les
panaches reste proche de 100 %, l’advection est plus rapide que la diffusion de
la vapeur d’eau, permettant ainsi l’existence de gradients de saturation élevés.
La position des cristaux, représentée par des points noirs, montre qu’ils se
situent effectivement dans la zone saturée à 100 %.
La figure V·17 représente la coupe précédente à 0,205× τct pour les scénarios
218
095 et
215
130. Bien que l’air ne soit pas saturé, les régions saturées à 100 % provenant
des jets ne sont pas diffusées. Ce qui est en accord avec la faible dépendance de
la masse de vapeur d’eau absorbée par rapport à la saturation Dans tous les cas,
l’air au voisinage des cristaux de glace est saturé à 100 %, indépendamment de
la saturation dans le reste de l’atmosphère.
Dans la seconde phase, la condensation de la vapeur d’eau est plus rapide
lorsque l’atmosphère est plus chaude (scénario 218130 dans la figure V·15). On
obtient donc sur la figure V·18 un rayon surfacique moyen rp ≡
√
1
np ∑p rp des
cristaux plus élevé. En considérant une croissance linéaire du rayon moyen des
particules dans la seconde phase, le rapport entre les taux d’accroissements ∂rp∂t
des scénarios 218130 et
215
130 est de 1,43. D’après l’équation (III.44), le rapport entre
les taux d’accroissements ∂rp∂t entre deux cristaux de tailles identiques, soumis
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Figure V·16 – Coupe transversale z = 3 m du rapport de saturation ρv/ρsat,iv
pour le scénario 218130. L’instant t/τct est indiqué en haut à droite de chaque
coupe. Les gris correspondent à différentes valeurs du rapport de saturation.
La position de 1⁄5 des particules est indiquée par des points à t/τct = 0,205.
Figure V·17 – Coupe transversale z = 3 m de la masse volumique de vapeur
d’eau pour le scénario 218095 à gauche et pour le scénario
215
130 à droite. Les gris
correspondent à différentes valeurs du rapport de saturation. La position de 1⁄5
des particules est indiquée par des points noirs.
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Figure V·18 – Évolution du rayon quadratique moyen des particules rp. Le
graphe de droite est un agrandissement de la zone délimitée par le rectange
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au même taux de sursaturation, mais à des températures de 218 K et 215 K est
(
∂rp
∂t
)
218 K(
∂rp
∂t
)
215 K
=
(
218 K
215 K
)1,94
ρsat,iv (218 K)
ρsat,iv (215 K)
≈ 1,52. (V.10)
La différence entre les taux de croissance dans la seconde phase s’explique
donc par la différence de température du milieu ambiant.
La simulation INT a montré que les cristaux sont capturés par les tourbillons
et qu’ils sont entraînés vers le bas par ces derniers. La vapeur d’eau émise par
les moteurs est rapidement déposée sur les cristaux, puis cette déposition est
fortement ralentie et elle est contrôlée par la saturation et la température. Au
bout de 10 s, les cristaux atteignent un rayon moyen de 1,5 µm. Le tableau V·4
montre que le rayon des cristaux qui a été mesuré et simulé ces dernières
années est en accord avec le résultat précédent.
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Table V·4 – Rayon des particules mesurés et simulés à environ 10 s.
Source Type t/s rp/µm
[Kärcher et al., 1996] Simulation 10 2
[Schröder et al., 2000] Mesures 5 2
[Unterstrasser et Sölch, 2010] Simulation 20 1
V.4 Simulation du régime des tourbillons (TOU)
Cette section décrit la simulation TOU représentant le développement des
instabilités des tourbillons sillage, puis leur destruction. Elle se divise encore
en trois parties : mise en place de la simulation, validation de la dynamique et
étude de la microphysique.
V.4.1 Mise en place de la simulation
Taille du domaine physique Le domaine doit être capable de reproduire le
développement de l’instabilité de grande longueur d’onde, responsable de la
destruction des tourbillons. Sa longueur est de 400 m environ. La condition aux
limites périodique impose les modes qui peuvent se développer : ces modes
sont de la forme λ = Lzm , où Lz est la longueur du domaine et où m est un entier
positif. L’écart le plus proche entre deux modes est dλ = Lzm − Lzm+1 = 1m+1λ.
Deux stratégies sont envisageables :
1. définir un domaine assez grand pour ne pas imposer la longueur des
modes d’instabilité (c-à-d. dλ doit être suffisamment petit. Par exemple,
une résolution de 36 m autour d’une onde de 400 m exige un domaine de
4 km.)
2. imposer la longueur de l’instabilité de grande longueur d’onde Lz =
400 m et ainsi obtenir une meilleur résolution du contrail.
Comme la longueur de l’instabilité de grande longueur d’onde est déjà connue
(cf. § II.1.2), pour assurer une meilleure transition avec la simulation INT, et
comme cette étude porte sur la microphysique, c’est la seconde stratégie qui
est utilisée. Des calculs à résolution réduite nous ont permis d’observer le
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déplacement du sillage et ainsi d’optimiser la taille du plan transverse, qui est
donc de [−200 m, 200 m] pour la largeur et [−400 m, 100 m] pour la hauteur.
Taille du domaine numérique et maillage Le maillage du domaine phy-
sique est régulier avec un pas de 1 m dans des directions transversales et de
4 m dans la longueur. Comme pour la simulation INT, le domaine numérique
est plus large. Les dimensions transversales sont les mêmes que dans la simu-
lation INT ; elles s’étendent de −500 m à 500 m dans la largeur et de −560 m
à 440 m dans la hauteur. Dans toutes les directions, les conditions aux limites
sont les mêmes que celles de la simulation INT. Le nombre de nœuds est de
509× 609× 100 = 30 998 100.
Champ initial Le champ initial est la superposition de deux champs.
1. Le premier est une portion du champ de turbulence atmosphérique issue
de la simulation TUR. Le forçage de la turbulence n’est pas maintenu :
le changement de la taille du domaine ne permet pas de continuer le
forçage de manière cohérente. Heureusement, le temps caractéristique
de la turbulence τi est d’environ 30 min, cette simulation durant au plus
5 min, l’intensité de la turbulence peut être considérée constante pendant
la durée de la simulation. La résolution du maillage étant bien plus
fine que celle du champ TUR (rapport de 10), nous avons utilisé une
interpolation de type Bézier pour obtenir un champ qui ne soit pas en
dent de scie (figure V·19).
2. Le second champ reprend le champ de la simulation INT au temps
10 s = 0,4× τct auquel on a fait subir un ensemble de transformations
décrites dans la figure V·20. Tout d’abord, la composante atmosphérique
a été soustraite à l’aide de la procédure (BR) qui a été utilisée pour
construire le champ initial de la simulation INT (cf. § V.3.1) ; cette procé-
dure a été appliquée plan horizontal par plan horizontal afin de prendre
en compte la stratification. La différence de résolution (rapport de 20) et
de longueur de domaine (rapport de 66+2⁄3), illustré figure V·21, rend
impossible la conservation des structures longitudinales. Les champs ont
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Figure V·19 – Profil du champ de turbulence atmosphérique avec interpolation
de type Bézier sur le maillage de la simulation TOU.
INT
TOUTUR I1
I2BR RE EX
+
Figure V·20 – Chaîne de construction de la condition initiale. I1 : interpolation
de Bézier sur le maillage de TOU, BR : suppression de la composante atmosphé-
rique, RE : réduction de données sur un plan transverse, I2 : interpolation sur
le plan transverse, EX : extrapolation de données le long de l’axe longitudinal.
donc été moyennés sur le plan transverse (RE), puis ensuite interpolés
sur le plan transverse de la simulation TOU (I2) et enfin extrapolés sur la
longueur du domaine de manière uniforme (EX). Cette interpolation est
illustrée dans la figure V·22. La coordonnée longitudinale de chaque par-
ticule est redéfinie aléatoirement afin d’obtenir une distribution uniforme
des particules dans la direction longitudinale. Le nombre de particules
numériques est conservé à 2 000 000, une particule numérique représente
à présent 200 000 000 particules physiques.
Ces deux champs sont simplement ajoutés. Les perturbations introduites dans
les tourbillons de sillage par la turbulence atmosphérique permet le développe-
ment des instabilités du système tourbillonnaire.
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INT
TOU
0m 4m 6m 8m
Figure V·21 – Profils longitudinaux des maillages des simulations TOU et INT.
La longueur du premier s’étend sur 400 m.
Figure V·22 – Coupe verticale de l’humidité spécifique (×10−5) avant et après
interpolation.
V.4.2 Validation de la dynamique
V.4.2.a Instabilité et destruction des tourbillons
On utilise le critère Lambda-2 [Jeong et Hussain, 1995] pour localiser les
tourbillons. À l’instant initial, le champ λ2LO atteint −49,67 s−2 au cœur de
chaque tourbillon. Dans les champs de turbulence atmosphérique, il est supé-
rieur à −0,005 s−2. Les contours λ2 = λ2LO/10 permettent donc de localiser les
tourbillons. Les figures V·23, V·24 et V·25 représentent ces contours, pour les
scénarios S218130, M
218
130, W
218
130 respectivement, vus de dessus et à différents instants.
Les tourbillons de ces trois scénarios présentent des caractéristiques communes.
– Tout d’abord, les grandes échelles de la turbulence déplacent horizon-
talement les tourbillons dans un mouvement d’ensemble. La vitesse de
déplacement atteint 0,9 m s−1.
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– Ensuite, les tourbillons se déforment selon des modes sinusoïdaux de
divers longueurs.
• La longueur du mode qui s’amplifie le plus vite correspond à la
longueur du domaine. L’instabilité de grande longueur d’onde est
donc, comme prévu, proche de la longueur du domaine.
• À partir de 2,73× τct, un autre mode se développe plus particulière-
ment. Sa longueur est de 25 m, ce qui correspond à une fois et demi la
valeur de l’instabilité de courte longueur d’onde (17,4 m, cf. § II.1.2).
Ce mode est cependant moins développé que dans les simulations de
[Holzäpfel et al., 2001] et [Paugam, 2008]. Le modèle sous-maille de
ntmix diffuse les petites échelles et comme la longueur de cette insta-
bilité est de trois fois la longueur de coupure du modèle sous-maille
de ntmix, l’instabilité a été ralentie et déplacée vers des plus grandes
longueurs.
– Les contours λ2 = λ2LO/5000 mettent en évidence l’apparition de la
vorticité barocline qui se développe autour des tourbillons et forme des
filaments verticaux entre les tourbillons et l’altitude de vol.
– Après 2,73× τct, les tourbillons finissent ensuite par se connecter en un
point ou deux, puis disparaissent rapidement.
V.4.2.b Durée de vie des tourbillons
Cette disparition rapide des tourbillons est visible sur la figure V·26 qui suit
l’évolution du λ2 au cœur de chaque tourbillon. Après s’être stabilisé autour
d’une valeur de 0,6× λ2LO à partir de 2× τct, le λ2 chute en dessous de 0,2×
λ2LO en moins de un τct. Ensuite, le λ2 continue de décroître exponentiellement
vers 0 s−2.
Cette décroissance abrupte survient après la connexion entre les tourbillons
et marque la destruction des tourbillons. Cette décroissance permet de définir
la durée de vie des tourbillons τb dont les valeurs pour chaque simulation sont
données dans le tableau V·5. L’estimation théorique proposée par [Crow et
Bate, 1976] (cf. § II.1.2) est représentée figure V·27 sur laquelle est également
représentée la durée de vie des tourbillons pour nos simulations. Cependant,
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Figure V·23 – Contours du champ λ2 pour le scénario S218130. Les figures de
gauche représentent une vue de dessus à différents instants. Les figures de
droite représentent une vue en perspective. Les valeurs des contours sont
λ2LO/10 (noir) et λ2LO/5000 (gris) où λ2LO est la valeur du lambda-2 obtenue
au centre des tourbillon de sillage.
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Figure V·24 – Contours du champ λ2 pour le scénario M218130. Les figures de
gauche représentent une vue de dessus à différents instants. Les figures de
droite représentent une vue en perspective. Les valeurs des contours sont
λ2LO/10 (noir) et λ2LO/5000 (gris) où λ2LO est la valeur du lambda-2 obtenue
au centre des tourbillon de sillage.
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Figure V·25 – Contours du champ λ2 pour le scénario W218130. Les figures de
gauche représentent une vue de dessus à différents instants. Les figures de
droite représentent une vue en perspective. Les valeurs des contours sont
λ2LO/10 (noir) et λ2LO/5000 (gris) où λ2LO est la valeur du lambda-2 obtenue
au centre des tourbillon de sillage.
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Figure V·26 – Évolution de la valeur du λ2 au cœur des tourbillons de sillage.
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Figure V·27 – Durée de vie
τb des tourbillons de sillage
en fonction de l’intensité de
la turbulence atmosphérique
η. Les mesures expérimen-
tales sont indiquées par des
points noirs. La courbe théo-
rique et les mesures expé-
rimentales sont extraites de
[Crow et Bate, 1976].
Table V·5 –
Durée de vie τb
des tourbillons
de sillage pour
les différentes
simulations.
S218130 M
218
130 W
218
130 M
218
095 M
215
130
τb/τct 4,7(1) 5,7(1) 4,9(1) 5,9(1) 5,2(1)
τb/min 1,93(4) 2,34(4) 2,02(4) 2,43(4) 2,14(4)
les mesures expérimentales indiquées dans la figure montrent des écarts très
importants avec cette loi. Les durées de vies des simulations sont situées dans
le nuage des mesures expérimentales, ces durées sont donc réalistes.
V.4.3 Microphysique
La figure V·28 est une visualisation latérale du contail. La grandeur repré-
sentée est la profondeur optique δ(y, z) mesurée sur des colones horizontales
transverses. Avant leur destruction, les tourbillons sont rendus visibles par
la forte concentration de cristaux dans ceux-ci. Le sillage secondaire apparaît
pendant cette phase en formant des structures verticales régulières. Lors de
la destruction des tourbillons les particules piégées sont rassemblées en un
paquet visible dans le régime de dissipation à 9,7× τct. La structure obtenue
ressemble à ce que l’on observe dans l’atmosphère (figure II·3).
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Figure V·28 – Évolution de la profondeur optique latérale. Les instants t/τct
sont indiqués en haut à gauche de chaque figure.
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Figure V·29 – Rapport entre la masse de glace Qice et la vapeur d’eau ajoutée
Qv(0). Le ‘break-up’ est indiqué par un trait vertical sur la courbe correspon-
dante. Seul le scénario M218095 à une proportion de particules de glace inférieur à
100 %.
V.4.3.a Masse de glace
La figure V·29 trace l’évolution de la masse de glace par mètre de vol
Qice ≡ 1Lz ∑p mp pour les différents scénarios.
Dans le cas du scénario M218095 où l’atmosphère n’est pas saturée de vapeur
d’eau, la masse de glace décroît. La figure V·30 montre que, à partir de 2× τct,
des cristaux commencent à s’évaporer complètement ; il n’en reste que 10 % au
bout de 9,73× τct = 4 min. Ce contrail n’est donc pas persistant.
Dans les scénarios où la vapeur d’eau est sursaturée, l’évolution de la masse
de glace se décompose en trois phases :
1. Entre 0,41× τct et 2× τct, la masse augmente de 0,5×Qv,
2. la masse atteint un plateau puis diminue de 0,2×Qv environ,
3. enfin, la masse se remet à croître à un taux de 1,8×Qv/τct lorsque la
température est de 218 K.
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Figure V·30 – Proportion de cristaux de glace par rapport au nombre existant
au début de la simulation.
Le passage entre la seconde et la troisième phase est lié au temps de vie des
tourbillons, qui est indiqué sur la figure V·29 par des barres verticales.
Première phase La masse de glace augmente de 1,1×Qv(0) à 1,6×Qv(0)
en l’espace de 1,5× τct. Ce changement par rapport à l’équilibre obtenu lors
de la simulation INT (cf. § V.3.3.a) est dû à la destruction des structures longi-
tudinales lors de l’interpolation entre les deux champs. Avant l’interpolation,
la figure V·31·1 montre que les cristaux se trouvent dans les zones les plus
faiblement saturées ; l’interpolation redistribue ces cristaux dans des zones, en
moyenne, plus saturées (figure V·31·2) et les cristaux absorbent donc la vapeur
d’eau pour retrouver un équilibre. Cette augmentation est un effet indésirable
de l’interpolation. Heureusement, la variation de masse reste faible par rapport
à la déposition de glace de la troisième phase.
Deuxième phase Lors de la descente, l’air contenue dans les tourbillons subit
une compression adiabatique [Sussmann et Gierens, 1999], qui a pour effet
de diminuer le rapport de saturation. Cette diminution est observable dans
la figure V·32 dans le cœur des tourbillon, vide de particules : le rapport de
saturation passe de plus de 130 % à 0,68× τct à moins de 98 % à 3,42× τct.
Autour, la sublimation des cristaux permet de compenser cette diminution pour
maintenir un taux de saturation proche de 100 %, ce qui explique la diminution
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Figure V·31 – Coupe verticale x = 23 m du rapport de saturation dans le champ
de la simulation INT (à gauche), et TOU (à droite). Scénario M218130. Les particules
numériques sont représentées par des points noirs.
de masse dans la figure V·29. Une zone sous saturée apparaît dans la partie
inférieure du tourbillon et que l’on retrouve dans les résultats de [Sussmann
et Gierens, 1999] illustrés figure V·33. Le nombre de particules s’évaporant
complètement reste inférieur à 1 % (figure V·30), alors que les simulations de
[Unterstrasser et Sölch, 2010] a obtenu une proportion de 7 %. Cette différence
s’explique par l’absence de cristaux au centre des tourbillons dans notre cas,
réduisant du coup la proportion de particules évaporées.
Troisième phase Une fois les tourbillons détruits, le panache se mélange avec
le milieu atmosphérique, accélérant la déposition de la vapeur d’eau sur les
cristaux. Le tableau V·6 donne les taux de déposition de la glace pour chaque
scénario. Ce taux ne semble pas sensible au niveau de turbulence, ce qui est dû
au fait que la turbulence du sillage ne soit pas encore complètement dissipée.
Les mesures in situ de particules [Schröder et al., 2000] nous fournissent
la distribution en diamètre dp des cristaux de glace. La figure V·34 compare
ces données avec nos résultats. Les distributions évoluent conformément aux
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Figure V·32 – Coupes transversales z = 200 m du rapport de saturation ρv
ρsat,iv
à
différents instants t/τct indiqué dans chaque coupe. Le scénario est M218130. Les
particules numériques sont représentées par des points noirs.
Figure V·33 – Coupe transverse du coefficient
de sursaturation ρv
ρsat,iv
− 1 obtenue par les si-
mulations de [Sussmann et Gierens, 1999] à
l’instant 2,67× τct.
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Table V·6 – Taux de déposition de la glace à 4 min.
S218130 M
218
130 W
218
130 M
218
095 M
215
130
Q˙ice/g min−1 361 401 381 −0,76 230
observations : le pic de concentration diminue tout en se décalant vers des plus
grands diamètres, la répartition en diamètre s’élargit bien qu’elle reste plus
étroite que les observations. Dans le scénario M218095, la sublimation des cristaux
est marquée par la présence d’une « queue de sublimation. » Le diamètre
moyen des cristaux est toutefois plus de deux fois plus grand dans toutes les
simulations. Le manque de précision quant au nombre initial de particules de
suies peut expliquer cette différence. Les résultats ont toutefois des cristaux
plus gros d’un facteur qui se situe entre deux et trois. Les études de sensibilités
ont monté que ces écarts peuvent être réduits en changeant la concentration
initiale de particules de suie dont la valeur n’est pas connue avec précision
[Kärcher et Yu, 2009] [Paoli et al., 2012, article soumis].
V.4.4 Profondeur optique
La profondeur optique moyenne du panache est tracée dans la figure V·35.
Durant le régime des tourbillons, le pic de profondeur optique décroît de 0,55
à 0,3. Cette valeur est en accord avec les observations satellites, allant de 0,1 à
0,5 [Minnis et al., 2005]. Il reste ensuite constant jusqu’à la fin de la simulation,
en accord avec les simulations de [Unterstrasser et Gierens, 2010]. Les deux
tourbillons forment au début deux panaches distincts, puis fusionnent avant la
fin du régime des tourbillons. Le profil de profondeur optique prend ensuite
une forme proche d’une distribution normale qui s’étale : l’écart-type passe
grossièrement de 120 m à 200 m entre 4,11× τct et 8,22× τct. Les profils sont
les mêmes entre les niveaux de turbulence, sauf entre 4,11× τct et 5,48× τct où
le panache est plus diffus lorsque le niveau de turbulence est plus élevé. La
profondeur optique étant proportionnelle à Nr2p, où N est la concentration de
cristaux, la diffusion du contrail (N diminue) et compensée par la déposition
de glace (rp augmente) et permet donc de conserver la profondeur optique.
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Figure V·34 – Distribution de la concentration des cristaux dN/dln dp en
fonction de leur diamètre dp. La figure des mesures in situ est extraite de
[Schröder et al., 2000].
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Figure V·35 – Profils de profondeur optique moyenne pour les trois niveaux
de turbulence (scénarios S218130, M
218
130 et W
218
130).
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Figure V·36 – Évolution de la distribution verticale des particules de glace.
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Table V·7 – Temps de formation du se-
cond sillage τ2.
B218130 D
218
095 C
218
130 D
215
130
τ2/τct 2,6 3,5 4,0 3,9
V.4.5 Distribution des cristaux de glace
La figure V·36 montre l’évolution de la distribution verticale des cristaux.
Pendant le régime des tourbillons, la majorité des particules suit la descente des
tourbillons dans un espace confiné de 50 m, formant le sillage primaire. Lors de
la destruction des tourbillons, le sillage primaire s’étire verticalement sur une
distance pouvant atteindre 300 m. Les cristaux du sillage primaire se stabilisent
au bout de 4× τct après la destruction des tourbillons. L’altitude minimale
atteinte par le contrail est l’altitude qu’aurait atteinte les tourbillons à τb + 3τct.
La concentration de cristaux est alors semblable dans les deux sillages. Le
sillage secondaire commence à apparaître à un temps τ2 qui varie entre 2× τct
et 4× τct (tableau V·7), sans corrélation avec les conditions atmosphériques a
priori. La structure en filaments du sillage secondaire indique que ce dernier
remonte vers l’altitude de vol, ce qui est dû à l’effet barocline.
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[ Sixième chapitre \
Les contrails dans les modèles
atmosphériques de grande échelle
Les modèles numériques adaptés à l’étude de l’impact climatique des cont-
rails (les gcm) ont des résolutions de l’ordre de quelques dizaines de kilomètres.
Les effets des contrails sur les variables d’un gcm doivent donc être paramétrés.
Ce chapitre montre comment obtenir les informations utiles à de telles paramé-
trisations à partir des simulations numériques présentées dans le chapitre V
précédent.
VI.1 Grandeurs utiles aux GCM
On s’intéresse ici aux situations qui correspondent aux simulations du
chapitre V, à savoir des traînées de condensation « jeunes » laissées par un
avion de transport commercial en vol de croisière.
VI.1.1 Nébulosité
Dans la suite, on considère le passage dans une maille d’un avion à un
instant t0 où le taux de saturation et la fréquence de Brunt-Väisälä sont uni-
formes. La surface S couverte par le contrail dans cette maille est la surface
d’un rectangle de longueur `, correspondant à la longueur de la trajectoire
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Figure VI·1 – Largeur w du contrail
de l’avion dans la maille, et de largeur w. La largeur du contrail est obte-
nue dans les simulations du chapitre V, elle est tracée dans la figure VI·1
qui montre que la largeur croît au cours du temps. Avant la destruction des
tourbillons (t− t0 < τb), la largeur croît faiblement jusqu’à une valeur w0 de
50 m. Ensuite, la largeur semble croître selon une loi de diffusion de la forme
w(t− t0) = dw
√
t− t0 − tw, indépendantes de la température ou de la satura-
tion ambiante. Cependant, la durée de simulation n’est pas assez longue pour
estimer précisément les coefficients de cette loi.
VI.1.2 Épaisseur
L’épaisseur du contrail h croit au fur et à mesure que les tourbillons de
sillages descendent. Leur descente est stoppée au moment τb de leur destruction
et l’épaisseur finale correspond à l’altitude qu’aurait atteinte les tourbillons
à τb + 3τct, où τct est le temps caractéristique du contrail (cf. § V.4.5). Une
description de h possible est donc
h(t− t0) =
Γvx
2pib (t− t0), t− t0 < τb + 3τct,
h(t− t0) = Γvx2pib (τb + 3τct), t− t0 > τb + 3τct,
(VI.1)
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Figure VI·2 – Hauteur h en fonction
de la durée de vie des tourbillons
τb. La ligne représente la descrip-
tion (VI.1) proposée.
où Γvx est la circulation, b est l’espacement des tourbillons et τct = 2pib
2
Γvx vaut
24,69 s. La figure VI·2 trace l’épaisseur h ainsi que les valeurs obtenues par les
simulations du contrail. La différence de hauteur causée par le décalage de 3τct
et de 141 m.
VI.1.3 Contenu en glace
Le contenu en glace (en anglais ‘ice water content’) est le rapport entre la
masse de glace et le volume occupé par cette masse. Dans une maille, la masse
de glace formée est mice = `Qice où Qice est la masse de glace formée par
mètre de vol, tracée dans la figure V·29. Cette masse commence par atteindre
une valeur αQQv en un laps de temps inférieur aux pas de temps d’un gcm ;
Qv = 15 g m−1 est la masse de vapeur d’eau émise par mètre de vol et le
coefficient αQ = 1,6 permet de prendre en compte la masse de vapeur d’eau
absorbée avant t0 + τb. Dans le cas d’une atmosphère sous saturée, la masse de
glace décroît exponentiellement selon un temps caractéristique τQ. Dans le cas
d’une atmosphère sursaturée, la masse de glace croît linéairement à un taux
Q˙ice
Qice = Qv exp
(− t−t0τQ ), s < 1,
Qice = αQQv + Q˙ice max{0, t− t0 − τb}, s > 1.
(VI.2)
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Figure VI·3 – Taux de
déposition de la glace.
La ligne continue corres-
pond à la loi (VI.3)
Le paramètre Q˙ice a déjà été évalué dans le tableau V·6. La formule (V.10) peut
servir de loi pour estimer ce paramètre en fonction de la température
Q˙ice(T) = Q˙ice(T0)
(
T
T0
)1,94
ρsat,iv (T)
ρsat,iv (T0)
, (VI.3)
où T0 est une température de référence où le taux de déposition de la glace
Q˙ice(T0) est connu. Cette loi est tracée dans la figure VI·3 avec les valeurs du
tableau V·6. Dans le cas de la simulation M218095, le paramètre τQ est évalué à 80 s.
VI.1.4 Profondeur optique
La profondeur optique d’une maille pour une onde monochromatique
voyageant verticalement est donnée par l’expression
δ = ∆z
∫ ∞
0
Qext
(
2pirp
λ
)
N(rp)r2pdrp, (VI.4)
où λ est la longueur d’onde, Qext est le coefficient d’extinction et N est la
distribution des cristaux dans la maille. Les profils de profondeur optiques
obtenus par les simulations (figure V·35) montre que, après la destruction des
tourbillons de sillage, la profondeur optique prend une forme de gaussienne
dont le maximum δmax ≡ maxx 〈δ〉 (x) est tracé dans la figure VI·4. Cette
profondeur optique augmente à un taux δ˙max de 4× 10−3 s−1
δmax(t− t0) = δmax(τct − t0) + δ˙max(t− t0 − τct). (VI.5)
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Figure VI·4 – Évolution de la profondeur optique maximale.
où δmax(τct− t0) vaut 0,3 pour une température ambiante de 218 K, et vaut 0,15
pour une température ambiante de 215 K.
Les sections précédentes ont montré comment définir des lois simples
pour les gcm à partir des simulations de contrail (§ V). Ces lois font appel
à des paramètres dont les valeurs peuvent être définies à l’aide d’études
paramétriques. Dans notre modèle, les cristaux sont de formes sphériques,
alors qu’ils ont la forme de droxtals. [Yang et al., 2010]. Cette hypothèse a
des effets sur la profondeur optique, qui augmenteront lorsque les cristaux
prendront des formes plus diverses dans le régime de diffusion. Le modèle
microphysique doit donc prendre en compte la forme des cristaux pour fournir
ces informations dans les gcm.
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Conclusions et perspectives
La communauté scientifique cherche depuis les trente dernières années à
estimer l’impact du trafic aérien sur le climat. L’aspect le plus incertain est
dû aux effets des contrails et des cirrus induits sur le bilan radiatif terrestre.
Cette incertitude peut être réduite avec la paramétrisation des contrails dans les
modèles climatiques de grande échelle (gcm), qui peuvent être déterminées et
validées à l’aide de simulations numériques détaillées de la dynamique et de la
microphysique d’un contrail. La turbulence atmosphérique est une composante
importante car elle est responsable de la destruction des tourbillons de sillage
et de la diffusion anisotrope du contrail. Les résultats récents semblent montrer
que la turbulence atmosphérique a peu d’effets directs sur la microphysique du
contrail, au moins jusqu’à la dissipation de la dynamique du sillage. Cependant,
ces résultats ont été obtenus le plus souvent avec des simulations bidimension-
nelles, dans laquelle les effets de la turbulence atmosphérique sont représentés
par une diffusion paramétrée. Les quelques simulations tridimensionnelles
font usage soit d’un déclenchement artificiel des instabilités de sillage, soit de
turbulence décroissante dont les structures anisotropes sont paramétrées. Nous
souhaitions vérifier ces résultats à l’aide d’une description tridimensionnelle
plus complète et plus détaillée du contrail et de la turbulence atmosphérique.
Dans un premier temps, nous avons adapté et validé un modèle de tur-
bulence atmosphérique entretenue dans un contexte indépendant des cont-
rails. Ce modèle introduit une force stochastique homogène provoquant des
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mouvements horizontaux cisaillés dans un champ atmosphérique stratifié. Le
cisaillement déclenche la cascade de turbulence et la stratification forme les
structures anisotropes. Les paramètres du forçage permettent de contrôler le
taux de production d’énergie. Ce modèle a été implémenté dans le code Méso-
nh, déjà rompu à la simulation d’écoulements atmosphériques comprenant de
la turbulence dans ses échelles résolues.
Nous avons réalisé un ensemble de simulations nous permettant d’analyser
et de comparer les champs obtenus avec les observations de l’atmosphère.
L’application de notre modèle dans une portion stratifiée de 4 km3 de la tro-
popause aboutit, au bout de 4 h de forçage, à un écoulement aux statistiques
stationnaires. Les petites échelles du spectre horizontal de l’énergie cinétique
sont affectées par les paramètres du modèle sous-maille de Méso-nh. Pour
que ces effets non physiques soient faibles, le maillage doit être suffisamment
résolu et cette résolution minimale est d’autant plus fine que l’intensité du
forçage est faible. Le spectre de la turbulence atmosphérique étant très étendu,
les fluctuations de vitesse dépendent à la fois de la résolution et de la taille
du domaine. Les fluctuations que nous avons obtenues vont de 0,33 m s−1 à
0,5 m s−1 et sont de l’ordre de grandeur des observations faites à l’échelle de
notre domaine. La pente des spectres obtenus dans la partie indépendante du
modèle sous-maille se situe entre −2 et −53 , les observations fournissent une
valeur de −53 .
Dans un deuxième temps, nous avons modifié notre modèle numérique
de contrail pour y inclure le modèle de forçage de la turbulence. Ce modèle
de contrail se décompose en trois simulations réalisées avec le code ntmix,
représentant successivement la dilution des jets émis, le régime d’interaction
et enfin le régime des tourbillons et de dissipation. Les champs de turbulence
atmosphérique obtenus précédemment sont utilisés dans la simulation du
régime des tourbillons et de dissipation. Sa formulation permet de prendre en
compte les effets de compressibilité qui peuvent survenir dans les premiers
instants du contrail. De plus ce code dispose d’une représentation lagrangienne
des particules émises, permettant de mieux représenter les fortes hétérogénéités
de la répartition des particules.
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Dans la simulation de la dilution des jets, nous avons d’abord vérifié la
concordance de nos résultats avec les lois de dilution connues. La vapeur
d’eau émise par les moteurs se condense très rapidement ce qui rend le jet
opaque au bout de quelques dizaines de mètres. Le taux de condensation de la
vapeur d’eau n’est pas influencé par la saturation de l’atmosphère du fait que
la quantité de vapeur d’eau dans le voisinage du jet est négligeable devant la
vapeur d’eau émise par les moteurs. En revanche, ce taux de condensation est
augmenté lorsque la température de l’atmosphère est plus faible car le jet est
globalement plus froid, entraînant une sursaturation plus importante.
Dans la simulation du régime d’interaction entre les jets et les tourbillons,
les particules sont rapidement enroulées et piégées autour des tourbillons. Ces
tourbillons descendent et entraînent avec eux les particules, dont l’environne-
ment thermodynamique suit une évolution intermédiaire entre celle imposée
par la stratification et la compression adiabatique qui se produit au centre des
tourbillons. La totalité de la vapeur d’eau émise est condensée en quelques
secondes, puis le taux de condensation est fortement ralenti par l’absence de
vapeur d’eau disponible dans l’atmosphère. Contrairement à ce qui se produit
dans le jet, ce taux de condensation est d’autant plus faible que la température
est basse car la réduction de température diminue la vitesse de diffusion de la
vapeur d’eau dans l’air.
Dans la simulation du régime des tourbillons et de dissipation, la turbulence
atmosphérique a été insérée. Celle-ci provoque le développement d’instabilités,
et le mode qui se développe le plus rapidement correspond à l’instabilité de
grande longueur d’onde. En conséquence, les tourbillons se détruisent au bout
de deux minutes environ, conformément aux observations. Les instabilités de
petite longueur d’onde apparaissent également, mais la résolution n’est pas
suffisante pour permettre une analyse plus approfondie. Dans le cas d’une at-
mosphère sous-saturée, la masse de glace se met à décroître pour disparaître au
bout de trois minutes. Dans le cas d’une atmosphère sursaturée, l’interpolation
depuis la simulation précédente conduit à une augmentation de la masse de
glace correspondant à 35 % de la masse d’eau émise par l’avion. Puis la masse
de glace diminue légèrement du fait de la compression adiabatique, sans pour
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autant faire disparaître les cristaux. Après la destruction des tourbillons, le
taux de condensation augmente à nouveau jusqu’à une valeur d’autant plus
grande que la température de l’atmosphère est élevée. La quantité de glace
formée au bout de quatre minutes rend négligeable l’erreur numérique induite
par l’interpolation. La turbulence atmosphérique accélère la destruction des
tourbillons, ce qui affecte l’étalement vertical du contrail. Cependant, pour les
niveaux de turbulence considérés, cet effet reste mineur. La distribution en
rayon des cristaux de glace et la profondeur optique sont en accord avec les
observations.
Nous avons terminé cette étude par l’exploitation de nos résultats pour
construire les paramétrisations adaptées aux modèles de grande échelle. Nous
avons donc proposé des lois simples de l’évolution de quelques grandeurs du
contrail : épaisseur, largeur, contenu en glace et profondeur optique.
Les perspectives concernant la modélisation de la turbulence atmosphérique
consistent à trouver une méthode pour engendrer des écoulements faiblement
turbulents. Une première étape serait de réaliser des simulations à haute
résolution afin de vérifier les propriétés de l’écoulement à ces échelles, qui
doivent évoluer vers une turbulence isotrope lorsque l’on s’approche de l’échelle
d’Ozmidov.
Concernant la simulation de contrails, il serait tout d’abord intéressant
d’améliorer l’interpolation entre la simulation du régime d’interaction et la
simulation suivante afin d’éviter l’accumulation supplémentaire de glace. Cet
interpolateur devra également conserver la masse de vapeur d’eau.
Ensuite, l’étude paramétrique réalisée dans le chapitre V gagnerait à être
complétée afin de confirmer les tendances esquissées dans le chapitre VI et, par
ailleurs, d’examiner de nouveaux scénarios, notamment le cas des atmosphères
faiblement sursaturées. En effet, il semblerait que dans ce cas la turbulence
atmosphérique soit capable de faire disparaître le contrail malgré des conditions
thermodynamiques favorables [Sussmann et Gierens, 1999].
La simulation du régime de diffusion est une perspective importante car elle
va permettre d’étudier les effets de la turbulence atmosphérique sur le régime
de diffusion et sur la transition du contrail en cirrus induit. Elle sera réalisée
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avec le code Méso-nh, dans le même domaine que celui qui a servi à engendrer
le champ de turbulence, turbulence qui pourra ainsi être entretenue de manière
consistante. Une attention devra être portée sur la prise en compte des effets
radiatifs et sur la modélisation de la microphysique. En effet, le schéma actuel
de Méso-nh est de type ‘bulk’ où la forme de la distribution en rayon des
particules est supposée. Il sera intéressant d’utiliser d’un schéma de type ‘bin’
pour s’affranchir de l’hypothèse sur la forme de la distribution.
Une autre étude intéressante porte sur la répartition des cristaux autour des
tourbillons. L’importance des effets sublimants de la compression adiabatique
peut être grandement augmentée si plus de particules sont contenues dans
les cœurs des tourbillons [Unterstrasser et Sölch, 2010]. De plus, il faudra
également comprendre comment cette répartition est affectée par la position
des jets par rapport aux tourbillons de sillage.
Enfin, une collaboration a été mise en place avec les concepteurs de mo-
dèles climatiques afin de définir plus précisément quelles sont leurs besoins
(variables utilisées, précision des paramètres) et leurs contraintes (informations
disponibles, résolution spatiale et temporelle) concernant la paramétrisation
des contrails.
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Schémas numériques
Cette annexe donne quelques détails historiques et numériques sur les codes
ntmix et Méso-nh.
A.1 NTMIX
A.1.1 Historique
La version 2D de ntmix a été initialement développée par Poinsot, puis par
Baum pendant sa thèse [Baum, 1994]. La version 3D de ntmix est le produit de
la collaboration entre différentes équipes au crct (Centre de Recherche sur la
Combustion Turbulente) et a été principalement écrite par Alain Stoessel de
l’ifp (Institut Français du Pétrole). Ce code était alors essentiellement utilisé
pour l’étude de la combustion. Un module permettant d’intégrer des parti-
cules lagrangiennes a été écrit par Jean-Régis Angilella en 1994, puis divers
contributions ont été apportées par A. Albrecht, Olivier Vermorel, Benoît Bédat,
Jérôme Hélie entre 1999 et 2001. Le code a trouvé un nouvel emploi pour
l’étude du champ proche du sillage d’avions au sein de l’équipe Aviation et
Environnement du cerfacs [Paoli et al., 2004]. Ainsi, deux modules de chimie
atmosphérique, à 5 espèces et à 14 espèces, on été écrits par Laurent Nybelen
en 2010.
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A.1.2 Intégration des équations de Navier-Stokes
Les champs ρ?, ρ?Y˜v, ρ?u˜?i ou ρ
? e˜? sont échantillonnés en espace sur une
grille cartésienne {xi ,j ,k} et échantillonnés régulièrement dans le temps
qni ,j ,k = q(xi ,j ,k , n∆t), (A.1)
où q représente l’un des champs listés ci-dessus. Les dérivées des équations
du modèle (III.31a), (III.31b), (III.31c), et (III.31d) sont discrétisées au moyen de
différences finies.
A.1.2.a Schéma temporel
Les dérivées en temps sont calculées par un schéma Runge-Kutta d’ordre
trois. En écrivant l’une des équations du modèles sous la forme ∂q∂t = RHS(q),
où le terme de droite RHS contient les dérivées en espace de q, le schéma s’écrit
qn,1 = qn,
qn,2 = qn + ∆t
(
8
15RHS(qn,1)
)
,
qn,3 = qn + ∆t
(
1
4RHS(qn,1) + 512RHS(qn,2)
)
,
qn+1 = qn + ∆t
(
1
4RHS(qn,1) + 34RHS(qn,3)
)
.
(A.2)
A.1.2.b Schéma spatial
Les dérivées en espace sont approchées par un schéma compact d’ordre six
[Lele, 1992]. On écrit ici leurs expressions dans le cas d’un maillage régulier et
non-périodique. Le cas d’un maillage irrégulier est traité par la méthode ‘full
included metrics’ [Gamet et al., 1999]. Seul l’indice de la direction concernée est
134
A.1. NTMIX
écrit par souci de clarté. La dérivée première s’obtient par
q′1 + 2q
′
2 = 2
q2 − q1
∆x
+
q3 − q1
2∆x
,
1
4
q′1 + q
′
2 +
1
4
q′3 =
3
2
q3 − q1
2∆x
,
1
3
q′i−1 + q
′
i +
1
3
q′i+1 =
14
9
qi+1 − qi−1
2∆x
+
1
9
qi+2 − qi−2
4∆x
,
1
4
q′N−2 + q′N−1 +
1
4
q′N =
3
2
qN − qN−2
2∆x
,
2q′N−1 + q
′
N = 2
qN − qN−1
∆x
+
qN − qN−2
2∆x
,
i = 1, . . . ,N,
(A.3)
et la dérivée seconde s’obtient par
q′′1 + 11q
′′
2 =
13q1 − 27q2 + 15q3 − q4
∆x2
1
10
q′′1 + q
′′
2 +
1
10
q′′3 =
6
5
q3 − 2q2 + q1
∆x2
2
11
q′′i−1 + q
′′
i +
2
11
q′′i+1 =
12
11
qi+1 − 2qi + qi−1
∆x2
+
3
11
qi+2 − 2qi + qi−2
4∆x2
.
1
10
q′′N−2 + q′′N−1 +
1
10
q′′N =
6
5
qN−2 − 2qN−1 + qN
∆x2
11q′′N−1 + q
′′
N =
−qN−3 + 15qN−2 − 27qN−1 + 13qN
∆x2
(A.4)
Le calcul de q′ et de q′′ revient donc à résoudre un système matriciel symétrique
et tridiagonal. Il est résolu par l’algorithme tdma de complexité linéaire (le
nombre d’opérations est 8N − 4 flop). Dans le cas périodique, la formule
centrale est appliquée sur les bords également et la formule de Sherman-
Morrison [Sherman et Morrison, 1950] permet de résoudre le système matriciel
obtenu pour 2 flop supplémentaires.
A.1.2.c Stabilité numérique
Les conditions de stabilité sont les suivantes [Lele, 1992]
max
ijk
{(
|uijk |+
√
γRaT
) ∆t
∆xijk
}
≤ CFLmax = σI
κ′max
, (A.5)
max
ijk
{
ν
RePr
∆t
∆x2ijk
}
≤ Fomax = σR
κ′′max
. (A.6)
Les coefficients CFLmax et Fomax sont composés :
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– des coefficients σRrk et σIrk qui sont issus de la zone d’absolue stabilité du
schéma Runge-Kutta (A.2)
σRrk = 1−
1
3
√
4+
√
17
+
3
√
4+
√
17, σIrk =
√
3;
– des coefficients κ′max et κ′′max qui sont issus de l’analyse de Fourier des
schémas (A.3) et (A.4) et valent respectivement
κ′max = max
{
14
9 sin(κ) +
1
18 sin(2κ)
1+ 23 cos(κ)
|κ ∈ [0,pi]
}
, κ′′max =
48
7
.
Les coefficients CFLmax et Fomax valent donc
CFLmax ≈ 0,870 621 639 441 914 7 . . . , Fomax ≈ 0,366 442 026 798 506 25 . . .
Les écoulements atmosphériques ont un nombre de Reynolds très élevé et la
condition (A.6) sur l’advection est la plus contraignante.
A.1.3 Filtre du schéma sous-maille
Le filtre passe haut HP du schéma sous-maille (III.27) est un laplacien discret
u˜HPn+1ijk = HP(u˜
HPn
ijk ) = u˜
HPn
i+1jk − 2u˜HPnijk + u˜HPni-1jk
+ u˜HPnij+1k − 2u˜HPnijk + u˜HPnij-1k
+ u˜HPnijk+1 − 2u˜HPnijk + u˜HPnijk-1. (A.7)
La fonction de structure F˜2 est appliquée pour une longueur de coupure ∆
égale au pas du maillage
F˜?2 (x,∆, t) =
1
6
(
|u˜?i+1jk − u˜?ijk |2 + |u˜?i-1jk − u˜?ijk |2+
|u˜?ij+1k − u˜?ijk |2 + |u˜?ij-1k − u˜?ijk |2+
|u˜?ijk+1 − u˜?ijk |2 + |u˜?ijk-1 − u˜?ijk |2
)
.
A.1.4 Conditions aux limites stratifiées
La condition aux limites stratifiées à été écrite par Laurent Nybelen pour te-
nir compte de la stratification aux limites supérieures et inférieures du domaine
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et assurer le maintient de celle-ci. Cette condition consiste à imposer un gra-
dient constant sur ibc nœuds aux variables thermodynamiques et à l’humidité
spécifique. Les valeurs imposées pour l’une de ces variables q sont
qj = qibc +
qibc+1 − qibc
yibc+1 − yibc
(yj − yibc) (A.8)
pour j = 1, . . . , ibc − 1,
et pour j = ny − ibc + 1, . . . , ny.
A.2 Méso-NH
A.2.1 Historique
Le modèle atmosphérique Méso-nh [Lafore et al., 1999], acronyme de mo-
dèle méso-échelle non-hydrostatique, et né d’un effort commun d’intégration de
modèles existants du Centre National de Recherches Météorologiques (cnrm)
et du laboratoire d’aérologie (la). Ce modèle est capable de représenter l’atmo-
sphère entre la petite échelle (∼ 1 m) jusqu’à l’échelle synoptique (∼ 100 km).
A.2.2 Intégration des équations de Navier-Stokes
Le modèle Méso-nh utilise des maillages structurés cartésiens décalés,
suivant le modèle d’un maillage de type C [Arakawa et Lamb, 1977]. Dans
chaque maille, quatre points sont définis : trois points de flux situé au centre
des trois faces inférieures et un point de masse au centre de la maille. Comme
indiqué sur la figure A·1, les variables définies au point de masse sont la
température potentielle, la fonction d’Exner et la densité ; les variables définies
aux points de flux sont la vitesse. Les coordonnées de la maille x fijk = x
f
i e1 +
y fj e2 + z
f
ke3 correspondent au coin inférieur de la maille, les coordonnées des
points de masse sont
xmi ≡
1
2
(x fi + x
f
i+1), y
m
j ≡
1
2
(y fj + y
f
j+1) et z
m
k ≡
1
2
(z fk + z
f
k+1). (A.9)
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A. Schémas numériques
x, u
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Θ,П
ρ
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Figure A·1 – Coupes verticale (coupe VV) et hori-
zontale (coupe HH) d’une maille de Méso-nh. Le
point de masse est représenté par un rectangle et
les points de flux par des triangles. Tout ces points
partagent le même indice.
Les dérivées spatiales de l’équation de la quantité de mouvement (III.39c)
sont calculées avec un schéma centré du 2e ou du 4e ordre. Les dérivées spatiales
des autres équations (III.39a), (III.39b), (III.39d) et (III.39e) sont calculées avec
une méthode ‘flux-corrected transport’ utilisant le limiteur de flux minmod
[Roe, 1986].
A.2.2.a Schéma temporel
L’intégration en temps se faire à l’aide du schéma Leapfrog : pour une
variable q
qn+1 = qn-1 + 2∆tRHS(qn). (A.10)
Ce schéma est du second ordre.
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Fonctions remarquables
B.1 Le tourbillon de Lamb-Oseen
Le tourbillon de Lamb-Oseen est défini, dans un repère cylindrique, par sa
vitesse tangentielle :
u ≡ uθ(r)eθ, uθ(r) ≡ Γvx2pir
(
1− exp−βLO r
2
r2vx
)
, (B.1)
où Γvx est la circulation totale et rvx est le rayon du cœur du tourbillon. La
constante mathématique βLO est choisie pour que le maximum de vitesse se
trouve placé au rayon rvx ; elle est donc la solution de eβLO − 2βLO − 1 = 0,
ce qui fait βLO = 1,256 431 208 626 169 7 . . . La vitesse tangentielle uθ peut
alternativement être définie par le maximum de vitesse uθmax :
uθ(r) ≡ αLOuθmax
rvx
r
(
1− exp−βLO r
2
r2vx
)
, (B.2)
où la constante mathématique αLO vaut 1 + 12βLO ≈ 1,397 952 547 315 916 5 . . .
Les équations de Navier-Stokes, appliquées à ce champ de vitesse, se réduisent
à :
∂p
∂r
=
ρu2θ(r)
r
,
∂uθ
∂t
= ν
(
1
r
∂
∂r
(
r
∂uθ
∂r
)
− uθ
r2
)
. (B.3)
La première équation (B.3) donne l’expression de la pression garantissant une
vitesse radiale nulle. En injectant l’expression de la vitesse tangentielle (B.1), la
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pression est
p(r) = p∞ +
ρΓvx
8pi2r2
(
2βLO r
2
r2vx
(
Ei
(
− βLO r2r2vx
)
− Ei
(
− 2βLO r2r2vx
))
− e−2βLO
r2
r2vx
(
e
βLO
r2
r2vx − 1
)2)
, (B.4)
où la constante d’intégration p∞ représente la pression à l’infini. En particulier,
p(0)− p∞ = −βLO ln 2 ρΓ
2
vx
4pi2r2vx
. La seconde équation (B.3) représente les effets
de la viscosité. En utilisant l’expression de la vitesse tangentielle (B.1), cette
équation se réduit à
∂r2vx
∂t
= 4νβLO. (B.5)
Le rayon du cœur du vortex évolue donc selon la loi rvx(t)2 = rvx(t0)2 +
4νβLO(t− t0). Dans l’atmosphère (ν = 1,5× 10−5 m2 s−1), il faut sept heures
pour que ce rayon augmente d’un mètre.
La circulation autour d’un cercle de rayon r est
Γ(r) = Γvx
(
1− exp−βLO r
2
r2vx
)
. (B.6)
Le Lambda-2 requiert un peu plus de calculs. Celui-ci est défini par la deuxième
valeur propre du tenseur S2 +R2, où chaque terme est défini par
S ≡ 1
2
(∇u+ (∇u)ᵀ), R ≡ 1
2
(∇u− (∇u)ᵀ). (B.7)
Le gradient de vitesse, pour un champ disposant uniquement d’une composante
tangentielle, est
∇u = ∂uθ
∂r
(eθ ⊗ er)− uθr (er⊗ eθ). (B.8)
On obtient donc
S2 +R2 =
1
4
((
∂uθ
∂r
− uθ
r
)2
−
(
∂uθ
∂r
+
uθ
r
)2)
(er⊗ er + eθ ⊗ eθ), (B.9)
dont les valeurs propres sont zéro et deux fois
λ2 =
1
4
((
∂uθ
∂r
− uθ
r
)2
−
(
∂uθ
∂r
+
uθ
r
)2)
= −∂uθ
∂r
uθ
r
. (B.10)
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En se souvenant que la vitesse tangentielle est maximum au rayon rvx, on
remarque que le λ2 s’annule à ce rayon, qu’il est négatif dans le cœur du vortex,
et positif en dehors.
Le λ2 admet une limite lorsque r 7→ 0 et lorsque r 7→ ∞ ; les valeurs
limites sont −β2LO Γ
2
vx
4pi2r2vx
et 0 respectivement. Il existe donc un maximum dans
l’intervalle [rvx,∞[. Cet extremum est une solution implicite rλ de l’équation
e
2βLO
r2λ
r2vx −
(
β2LO
r4λ
r4vx
+ 2βLO
r2λ
r2vx
+ 2
)
e
βLO
r2λ
r2vx + 2β2LO
r4λ
r4vx
+ 2βLO
r2λ
r2vx
+ 1 = 0. (B.11)
Sa valeur est de rλrvx = 1,379 382 092 676 561 4 . . . et la valeur du λ2 en ce point
est de λ2(rλ)
Γ2vx/4pi2r2vx
= 0,118 084 761 421 160 69 . . .
B.2 Stratification
On considère une couche horizontale de l’atmosphère située à une altitude
z. Les couches voisines, au dessus et au dessous, appliquent une pression à
cette surface, qui s’exprime par l’équation hydrostatique
∂p
∂z
+ ρg = 0, (B.12)
où ρ est la masse volumique de la couche d’air ; g est l’accélération de la gravité,
que l’on considère constante ici. On considère le cas d’une couche d’air stratifiée
stable, la fréquence de Brunt-Väisälä N est constante dans tout le domaine et la
température potentielle croît exponentiellement avec l’altitude
∂Θ
∂z
+
N2
g
Θ = 0. (B.13)
En utilisant la définition de l’énergie potentielle (III.33) et l’équation des gaz
parfaits (III.4), on intègre l’équation hydrostatique (B.12)
pk(z) = pk(z0) + pkП
kg2
N2RaΘ(z0)
(
e−
N2
g (z−z0) − 1
)
, (B.14)
où k = γ−1γ et z0 est une altitude de référence, où Θ(z0) et p(z0) sont connues.
On en déduit la masse volumique
ρ(z) =
pkП
RaΘ(z0)
p1−k(z)e−
N2
g (z−z0). (B.15)
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r a∞
a0a0+a∞
2
rc 4θ
Figure B·1 – Schéma des profils de vitesse axiale, de densité de vapeur d’eau et
de température. Le paramètre a0 correspond à la valeur du profil en r = 0 et le
paramètre a∞ est la valeur asymptotique lorsque r tend vers l’infini. Le profil
est strictement décroissant avec une tangente nulle en r = 0 et une tangente
qui décroît de a0 − a∞ sur une distance de 4θ en r = rj.
B.3 Profil du jet
La transition d’une grandeur a entre le centre d’un jet laminaire (a = a0) et
le milieu atmosphérique (a = a∞) est réalisée par la fonction th. La valeur de a
en un point (r, φ) du plan transverse au jet est indépendante de la coordonnée
azimutale φ et s’écrit
a(r) = a0 + (a∞ − a0) th
(
r
rj
;
θj
rj
)
, (B.16)
où rj est le rayon du jet, θj est l’épaisseur du bord du jet et où
th(x, ζ) =
1
2
(
1− tanh
(
1
ζ
(
x− 1
x
)))
, (B.17)
soit
a(r) =
1
2
(
(a0 + a∞)− (a0 − a∞) tanh
(
rj
θj
( r
rj
− rj
r
)))
. (B.18)
La figure B·1 représente ce profil. La fonction th est majorée par 1 et plus
précisément par x 7→ e− 2ζ (x−1) sur l’intervalle [1,∞].
La quantité a− a∞ est par conséquent majorée par une fonction intégrable
dans le plan et cette intégrale vaut∫ 2pi
0
∫ ∞
0
(a(r)− a∞)rdrdφ = (a0 − a∞)pir2j I
( θj
rj
)
(B.19)
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B.4. Courbes de saturation de l’eau
Table B·1 – Valeurs de l’intégrale Irj,θj (V.3c) pour rj = 0,3 m et pour différentes
valeurs de θj.
θj/mm 40 4 0
Irj,θj/dm2 1,007 31 1,000 07 1
où
I(ζ) ≡ 2
∫ ∞
0
x th(x; ζ)dx. (B.20)
L’intégrale de a− a∞ est donc proche de l’intégrale que l’on aurait obtenue
en prenant comme profile radial la fonction constante par morceaux r 7→{
1 si r < rj, 0 sinon
}
. Le coefficient I(ζ) apparaît ici comme un terme correctif.
Le théorème de convergence dominée permet notamment de monter que I
converge vers 1 lorsque ζ tend vers 0. Le tableau B·1 donne quelques valeurs
de l’intégrale I pour différentes valeurs de θj et rj = 0,3 m.
B.4 Courbes de saturation de l’eau
Les formules donnant la pression de vapeur saturante par rapport à l’eau
ou par rapport à la glace [Sonntag, 1994], sont toutes deux de la forme :
ln
psat,χv (T)
Pa
= aχ−1
K
T
+ aχ0 + a
χ
1
T
K
+ aχ2
T2
K2
+ bχ ln
T
K
, (B.21)
pour T ∈ [−100 ◦C,+100 ◦C] si χ = w,
pour T ∈ [−100 ◦C,+0,01 ◦C] si χ = i,
où les valeurs des coefficients aχ−1, a
χ
0 , a
χ
1 , a
χ
2 et b
χ sont données dans le ta-
bleau B·2. L’erreur relative de cette formule est inférieure à 0,5 %. Les définitions
de la section III.1.2 permettent de définir quelques quantités dérivées
psat,χv = X
sat,χ
v p, Y
sat,χ
v =
Xsat,χv
Xsat,χv + (1− Xsat,χv )/MvMd
, ρsat,χv = ρY
sat,χ
v , (B.22)
où Xsat,χv est la fraction molaire de vapeur d’eau saturante, où Y
sat,χ
v est l’humi-
dité spécifique de vapeur d’eau saturante et où ρsat,χv la masse volumique de
vapeur d’eau saturante.
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Table B·2 – Coefficients des lois (B.4) d’après [Sonntag, 1994].
χ eau (w) glace (i)
a−1 −6096,9385 −6024,5282
a0 21,240 964 2 29,327 07
a1 −2,711 193 × 10−2 1,061 386 8 × 10−2
a2 1,673 952 × 10−5 −1,319 882 5 × 10−5
b 2,433 502 −0,493 825 77
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Passage de Méso-NH à NTMIX
Les champs fournits par Méso-nh sont :
– le champ de vitesse u, évalué aux points de flux ;
– le champ de pression p, évalué aux points de masse ;
– le champ de température potentielle Θ, évalué aux points de masse ;
– le champ d’humidité relative Zv, évalué aux points de masse.
La transformation de ces champs vers des champs compatibles pour ntmix se
décompose en trois étapes.
Interpolation aux points de masse
Le champ de vitesse u est interpolé aux points de masse à l’aide d’une
interpolation lagrangienne d’ordre deux.
Changement de variable
La température potentielle Θ est convertie en température T grâce à la
fonction d’Exner (III.33). L’humidité relative Zv est convertie en humidité
spécifique Yv grâce à l’équation (III.1c). La masse volumique totale ρ est calculée
à partir de la pression et de la température grâce à la loi des gaz parfaits (III.4).
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Adimensionnement
Pour obtenir des variables sans dimension, on a utilisé la méthode décrite
dans la section III.2.3.
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