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Abstract
Sharp inequalities are established between the Gaussian hypergeometric function and the power
mean. These results extend known inequalities involving the complete elliptic integral and the hyper-
geometric mean.
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1. Introduction
The Gaussian hypergeometric function is given by
2F1(α,β;γ : r) ≡
∞∑
k=0
(α)k(β)k
k!(γ )k r
k,
where |r| < 1 and (α)k is the Pochhammer symbol defined by (α)0 = 1, (α)1 = α, and
(α)k+1 = (α)k(α + k) for k ∈N (see [1, p. 556]). Inequalities relating the Gaussian hyper-
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particular, bounds for the complete elliptic integral (see [13, p. 909]),
E(r) ≡
π/2∫
0
(1 − r2 sin2 θ)1/2 dθ = π
2
· 2F1(−1/2,1/2;1 : r2),
in terms of the power mean of order λ, given by
Mλ(ω, r) ≡
[
(1 − ω) + ω(1 − r)λ]1/λ,
are discussed in [2,4,7,8,15]. This paper provides a generalization of the main result in [8]
(motivated by a conjecture of M. Vuorinen in [15]) that
E(r) π
2
[
Mλ
(
1
2
, r2
)]1/2
, r2 ∈ (0,1), (1)
for all λ not exceeding the sharp value of 3/4. The central result of this paper also pro-
vides refinements of certain inequalities found in [6,12] involving the hypergeometric mean
[2F1(−a, b; c : r)]1/a , with c  b > 0. Carlson [12] used an elegant argument involving
Euler’s integral representation for the hypergeometric function to show that, if 1 a and
c b > 0, then[
2F1(−a, b; c : r)
]1/a Ma
(
b
c
, r
)
, for all r ∈ (0,1) (2)
(and that the inequality in (2) reverses when a > 1). A refinement of (2) was established
in [6] where it was also conjectured that if 1 > a > 0, b > 0, a + b  1/2, and λ  (a +
2b)/(1 + 2b), then[
2F1(−a, b;2b : r)
]1/a Mλ
(
1
2
, r
)
, for all r ∈ (0,1). (3)
To reveal natural threshold relationships among the parameters in this context, it is instruc-
tive to note that if a = 1; or c = max{−a, b}; or c = 1 − 2a = 2b; then[
2F1(−a, b; c : r)
]1/a = Mλ
(
b
c
, r
)
, when λ = (a + c)/(1 + c). (4)
If a = 1, then both sides of (4) reduce to the value 1 − br/c. Since
(1 − r)a =
∞∑
n=0
(−a)n
n! r
n = 2F1(−a, b;b : r),
Eq. (4) easily follows when b = c. That (4) holds when c = 1 − 2a = 2b follows from the
classical relation
2F1(−a, b;2b : r) =
(
1 + √1 − r
2
)2a
2F1(−a,1/2 − a − b;1/2 + b : ξ2),
where ξ = (1 − √1 − r)/(1 + √1 − r) (see [5, p. 132]). In the case that c = −a, M0 is
interpreted as a limit (see [9,12]) and Eq. (4) is verified as follows:(
b
) (
b
)
−b/c [ ]−1/cM0
c
, r ≡ lim
λ→0Mλ c
, r = (1 − r) = 2F1(c, b; c : r) .
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ing and (a + c)/(1 + c) > a when 1 > a, it becomes clear that Theorem 1 also provides a
sharp refinement of (2).
2. Main results
Theorem 1. Suppose b > 0, 1 a, and cmax{−a, b}. If cmax{1 − 2a,2b}, then
[
2F1(−a, b; c : r)
]1/a Mλ
(
b
c
, r
)
, for all r ∈ (0,1), (5)
if and only if λ (a + c)/(1 + c). If cmin{1 − 2a,2b}, then
[
2F1(−a, b; c : r)
]1/a Mλ
(
b
c
, r
)
, for all r ∈ (0,1), (6)
if and only if λ (a + c)/(1 + c). If c = 1 − 2a = 2b; or c = max{−a, b}; or a = 1, then
equality (4) holds.
Remarks. In the case that a = 0, the left-hand side of (5) and (6) is interpreted as
lima→0[2F1(−a, b; c : r)]1/a = exp(−µ(r)), where rµ′(r) = 2F1(1, b; c : r)−1, µ(0) = 0
(limit calculated using [14, (57), p. 443]). If c is strictly between 1−2a and 2b (with 1 > a
and c > max{−a, b}), then
r → [2F1(−a, b; c : r)]1/a − Mλ
(
b
c
, r
)
is not necessarily of constant sign.
In addition to obtaining (2), Carlson [12] also observed that a → [2F1(−a, b; c : r)]1/a
is increasing. We state the following immediate corollary which applies these noted results
of Carlson in combination with the above Theorem 1.
Corollary 2 (see [12]). Suppose b > 0, ρ  1  a  σ , and c  max{−a, b}. If c 
max{1 − 2a,2b} and λ (a + c)/(1 + c), then
Mρ
(
b
c
, r
)

[
2F1(−ρ,b; c : r)
]1/ρ  [2F1(−a, b; c : r)]1/a Mλ
(
b
c
, r
)
,
for all r ∈ (0,1). If cmin{1 − 2a,2b} and λ (a + c)/(1 + c), then
Mσ
(
b
c
, r
)

[
2F1(−σ,b; c : r)
]1/σ  [2F1(−a, b; c : r)]1/a Mλ
(
b
c
, r
)
,
for all r ∈ (0,1). (λ = (a + c)/(1 + c) is sharp.)With the aim of verifying Theorem 1, we will first prove the following
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(γ − 2α)
[
(α)n(
γ−1
2 )n
(γ )n
−
(
−α
γ
)
n
· 3F2
(
−n,α, γ + 1
2
;γ,1 + α
γ
− n;1
)]
 0.
Lemma 4. Suppose α,β > 0, γ > max{α,1}, and n ∈ N. If γ max{2α,2β + 1} or γ 
min{2α,2β + 1}, then
(γ − 2α)
[
(α)n(β)n
(γ )n
−
(
−α
γ
)
n
· 3F2
(
−n,α,β + 1;γ,1 + α
γ
− n : 1
)]
 0.
Here
3F2(a1, a2, a3;b1, b2 : r) ≡
∞∑
k=0
(a1)k(a2)k(a3)k
k!(b1)k(b2)k r
k.
3. Proofs
Proof of Lemma 3. Suppose α > 0, γ > max{α,1}, and let β = γ−12 , δ = αγ . For n ∈ N,
define
Gn ≡ 3F2(−n,α − β − δ,1 + β;1 + β − δ,1 − β − n : 1),
Tn(x) ≡ 1 − (x − δ)n(γ )n
(α)n(x + β)n 3F2
(−n,α,β + 1;γ,1 − (x − δ) − n : 1),
and
φn ≡ (1 + β − δ)n
(α)n
.
The proof makes use of the following three key relationships:
Gn+1 = α − δ + n
β + n Gn −
δ(1 − 2δ)
(α + n)φn+1
(
1 − Tn(1)
)
, (7)
Tn(0) = 1 − φnGn, (8)
δ(n + β)(1 − Tn(1))− (n + δβ) β(1 − δ)Tn(0), for all n ∈N. (9)
To verify (7), we apply the contiguous relation
b2 · 3F2(a1, a2, a3;b1, b2 : 1)
= a2 · 3F2(a1 + 1, a2 + 1, a3;b1, b2 + 1 : 1)
+
(−a2a3
b1
)
· 3F2(a1 + 1, a2 + 1, a3 + 1;b1 + 1, b2 + 1 : 1)
+ (b2 − a2) · 3F2(a1 + 1, a2, a3;b1, b2 + 1 : 1)
(see [14, (34), p. 440]) with a1 = −n − 1, a2 = α − β − δ, a3 = 1 + β , b1 = 1 + β − δ,
b2 = 1 − (β + 1) − n to arrive at Eq. (10). The relation
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= (a3 − b1) · 3F2(a1, a2, a3;b1 + 1, b2 : 1)
(see [14, (26), p. 440]) is then used in Eq. (11) with a1 = −n, a2 = 1 + α − β − δ, a3 =
1 + β , b1 = 1 + β − δ, b2 = 1 − β − n. Finally the identity
F(−n,a, b; c, d : 1)
= (c − b)n(d − b)n
(c)n(d)n
× 3F2(−n,a + b − c − d − n + 1, b;b − c − n + 1, b − d − n + 1 : 1)
(see [14, (81), p. 539]) is applied in Eq. (12) with a = 1 + α − β − δ, b = 1 + β , c =
2 + β − δ, d = 1 − β − n (using γ = 2β + 1). These facts yield
Gn+1 = 3F2
(−n − 1, α − β − δ,1 + β;1 + β − δ,1 − (β + 1) − n : 1)
= δ + β − α
β + n 3F2(−n,1 + α − β − δ,1 + β;1 + β − δ,1 − β − n : 1)
+ (1 + β)(α − β − δ)
(1 + β − δ)(β + n)
× 3F2(−n,1 + α − β − δ,2 + β;2 + β − δ,1 − β − n : 1)
+ α − δ + n
β + n 3F2(−n,α − β − δ,1 + β;1 + β − δ,1 − β − n : 1) (10)
= α − δ + n
β + n Gn −
δ + β − α
(β + n)(1 + β − δ)
× [(1 + β) · 3F2(−n,1 + α − β − δ,2 + β;2 + β − δ,1 − β − n : 1)
+ (−1)(1 + β − δ)
× 3F2(−n,1 + α − β − δ,1 + β;1 + β − δ,1 − β − n : 1)
]
= α − δ + n
β + n Gn −
δ(δ + β − α)
(β + n)(1 + β − δ)
× 3F2(−n,1 + α − β − δ,1 + β;2 + β − δ,1 − β − n : 1) (11)
= α − δ + n
β + n Gn −
δ(δ + β − α)
(β + n)(1 + β − δ)
(1 − δ)n(1 − γ − n)n
(2 + β − δ)n(1 − β − n)n
× 3F2(−n,α,1 + β;γ, δ − n : 1) (12)
= α − δ + n
β + n Gn −
δ(δ + β − α)
β + n
(γ )n(1 − δ)n
(1 + β − δ)n+1(β)n
× 3F2(−n,α,1 + β;γ, δ − n : 1)
= α − δ + n
β + n Gn −
δ(δ + β − α)
β(α + n)φn+1
(γ )n(1 − δ)n
(α)n(β + 1)n
× 3F2
(−n,α,1 + β;γ,1 − (1 − δ) − n : 1)
α − δ + n δ(1 − 2δ) ( )=
β + n Gn − (α + n)φn+1 1 − Tn(1) , which verifies (7).
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relation
3F2(−n,a, b; c, d : 1)
= (−1)n (d − a)n(d − b)n
(c)n(d)n
3F2(−n,1 − d − n,a + b − c − d − n + 1;
a − d − n + 1, b − d − n + 1 : 1)
(see [14, (85), p. 539]) with a = α, b = β + 1, c = γ , d = 1 + δ − n in Eq. (13); and then
the relation
3F2(−n,a, b; c, d : 1) = (c − a)n
(c)n
· 3F2(−n,a, d − b;d,1 + a − c − n : 1)
(see [14, (86), p. 539]) with a = α − β − δ, b = −δ, c = α − δ, d = 1 + β − δ in (14), we
find that
Tn(0) = 1 − (−δ)n(γ )n
(α)n(β)n
3F2(−n,α,β + 1;γ,1 + δ − n : 1)
= 1 − (−1)
n(1 − (1 + β − δ) − n)n(1 − (α − δ) − n)n
(γ )n(1 + δ − n)n
(−δ)n(γ )n
(α)n(β)n
× 3F2(−n,−δ,α − β − δ;α − δ,1 + β − δ : 1) (13)
= 1 − (1 + β − δ)n(α − δ)n
(α)n(β)n
· 3F2(−n,α − β − δ,−δ;α − δ,1 + β − δ : 1)
= 1 − (1 + β − δ)n
(α)n
× 3F2(−n,α − β − δ,1 + β;1 + β − δ,1 − β − n : 1) (14)
= 1 − φnGn. Thus (8) holds.
Straightforward simplification using (τ )n−k(1 − τ − n)k = (−1)k(τ )n yields
δ(n + β)(1 − Tn(1))− (n + δβ)
= δ(n + β)
[
(1 − δ)n(γ )n
(α)n(β + 1)n
n∑
k=0
(
n
k
)
(α)k(β + 1)k(1 − δ)n−k
(γ )k(1 − δ)n
]
− (n + δβ)
= δ(n + β)
[
1 + (γ )n
(α)n(β + 1)n
n−1∑
k=0
(
n
k
)
(α)k(β + 1)k(1 − δ)n−k
(γ )k
]
− (n + δβ)
= n(δ − 1) + (γ + 1)n−1
(α + 1)n−1(β + 1)n−1
n−1∑
k=0
(
n
k
)
(α)k(β + 1)k(1 − δ)n−k
(γ )k
= (1 − δ)
[
−n + (γ + 1)n−1
n−1∑(n) (α)k(β + 1)k(2 − δ)n−k−1]
(α + 1)n−1(β + 1)n−1
k=0 k (γ )k
K.C. Richards / J. Math. Anal. Appl. 308 (2005) 303–313 309 (1 − δ)
[
−n + (γ + 1)n−1
(α + 1)n−1(β + 1)n−1
n−1∑
k=0
(
n
k
)
(α)k(β + 1)k(1 − δ)n−k−1
(γ )k
]
= β(1 − δ)
[
− n
β
+ (γ + 1)n−1
(α + 1)n−1(β)n
n−1∑
k=0
(
n
k
)
(α)k(β + 1)k(1 − δ)n−k−1
(γ )k
]
= β(1 − δ)
[
1 − n + β
β
− (γ )n
(α)n(β)n
n−1∑
k=0
(
n
k
)
(α)k(β + 1)k(−δ)n−k
(γ )k
]
= β(1 − δ)
[
1 − (γ )n(−δ)n
(α)n(β)n
n∑
k=0
(
n
k
)
(α)k(β + 1)k(−δ)n−k
(γ )k(−δ)n
]
= β(1 − δ)Tn(0). This verifies (9).
Now to complete the proof of Lemma 3, we note that
G1 = αγ
γβ + γ − α =
1
φ1
,
by direct computation. Hence T1(0) = 1 − φ1G1 = 0. Now suppose (1 − 2δ)Tn(0) 0 for
some n ∈N. Then, using (8) and (7), we have
Tn+1(0) − Tn(0) = φnGn − φn+1Gn+1
= φnGn − φn+1
(
α − δ + n
β + n Gn −
δ(1 − 2δ)
(α + n)φn+1
(
1 − Tn(1)
))
= δ(1 − 2δ)
α + n
(
1 − Tn(1)
)− φnGn
(
(α − δ + n)(1 + β − δ + n)
(β + n)(α + n) − 1
)
= δ(1 − 2δ)
α + n
(
1 − Tn(1)
)− (1 − Tn(0)) (1 − 2δ)(n + δβ)
(β + n)(α + n) .
Therefore
(1 − 2δ)(Tn+1(0) − Tn(0))
= (1 − 2δ)
2
(α + n)(β + n)
[
δ(n + β)(1 − Tn(1))− (n + δβ)(1 − Tn(0))]
= (1 − 2δ)
2
(α + n)(β + n)
[
(n + δβ)Tn(0) + δ(n + β)
(
1 − Tn(1)
)− (n + δβ)]
 (1 − 2δ)
2
(α + n)(β + n)
[
(n + δβ)Tn(0) + β(1 − δ)Tn(0)
]
= (1 − 2δ)
2
α + n Tn(0),
where the inequality follows from (9). Recalling that δ = α/γ , we now find that(
1 − 2δ )
(1 − 2δ)Tn+1(0) (1 − 2δ)Tn(0) ·
α + n + 1
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γ (α + n)Tn(0) ·
(
γ (α + n) + (γ − 2α))
 1 − 2δ
γ (α + n)Tn(0) ·
(
α(α + n) − α)
= α(1 − 2δ)
γ (α + n) Tn(0) · (α + n − 1) 0
using the inductive hypothesis and the fact that γ > α. Thus (1 − 2δ)Tn(0)  0 for all
n ∈N. Hence
(γ − 2α)
[
(α)n(
γ−1
2 )n
(γ )n
− (−δ)n · 3F2
(
−n,α, γ + 1
2
;γ,1 + δ − n;1
)]
= (α)n(
γ−1
2 )n
(γ )n
γ (1 − 2δ)Tn(0) 0, for all n ∈N,
which proves Lemma 3. 
Proof of Lemma 4. Suppose α,β > 0, γ > max{α,1} with either γ  max{2α,2β + 1}
or γ min{2α,2β + 1}. For n ∈N, define
Rn(α,β, γ ) ≡ β − (−α/γ )n(γ )n
(α)n(β + 1)n−1 3F2(−n,α,β + 1;γ,1 + α/γ − n : 1),
and
Sn(α,β, γ ) ≡ (α)n(β + 1)n−1
(γ )n
(γ − 2α)Rn(α,β, γ )
= (γ − 2α)
[
(α)n(β)n
(γ )n
− (−α/γ )n · 3F2(−n,α,β + 1;γ,1 + α/γ − n : 1)
]
.
Direct simplification yields
Rn(α,β, γ ) = β − (−α/γ )n(γ )n
(α)n(β + 1)n−1
n∑
k=0
(−n)k(α)k(β + 1)k
k!(γ )k(1 + α/γ − n)k
= −n + (γ + 1)n−1
(α + 1)n−1(β + 1)n−1
n−1∑
k=0
n!(α)k(β + 1)k(1 − α/γ )n−k−1
k!(n − k)!(γ )k .
For k = 0,1, . . . , n − 2, β → (β+1)k
(β+1)n−1 is clearly a decreasing function of β . Since Rn
inherits this property and either (i) γ − 2α  0 and γ−12  β; or (ii) γ − 2α  0 and
γ−1
2  β , it follows that
Sn(α,β, γ ) = (α)n(β + 1)n−1
(γ )n
(γ − 2α)Rn(α,β, γ )
(α)n(β + 1)n−1 ( γ − 1 )
(γ )n
(γ − 2α)Rn α, 2 , γ
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(
γ−1
2 )n
Sn
(
α,
γ − 1
2
, γ
)
 0,
for all n ∈N, by Lemma 3. This proves Lemma 4. 
Proof of Theorem 1. Suppose b > 0, 1 > a = 0, c > max{−a, b} with either cmax{1−
2a,2b} or cmin{1−2a,2b}. Let λ = a+c1+c and define
∑∞
n=0 Anrn ≡ 2F1(−a, b; c; r) and
H(r) ≡∑∞n=0 Bnrn ≡ [Mλ(bc , r)]a . Paralleling and then extending an inductive argument
used in [6], we will show a(2λ − 1)Bn  a(2λ − 1)An for all n ∈ N. It easily follows
that B0 = A0 and B1 = A1 = −abc . Now suppose that a(2λ − 1)Bk  a(2λ − 1)Ak for all
k = 1, . . . , n. The logarithmic derivative of H becomes
H ′(r)
H(r)
= −ab
(c − b)(1 − r)1−λ + b(1 − r) ,
and thus
[
(c − b)(1 − r)1−λ + b(1 − r)] ∞∑
n=0
(n + 1)Bn+1rn = −ab
∞∑
n=0
Bnr
n.
Applying the Cauchy product to the previous equation with (1 − r)δ =∑∞n=0 (−δ)nn! rn, we
find that
ac(2λ − 1)(n + 1)Bn+1
= a(2λ − 1)
[
bBn(n − a) − (c − b)
n−1∑
k=0
(k + 1)Bk+1 (λ − 1)n−k
(1)n−k
]
= a(2λ − 1)
[
bBn(n − a) + (1 − λ)(c − b)
n−1∑
k=0
(k + 1)Bk+1 (λ)n−k−1
(1)n−k
]
 a(2λ − 1)
[
bAn(n − a) + (1 − λ)(c − b)
n−1∑
k=0
(k + 1)Ak+1 (λ)n−k−1
(1)n−k
]
= a(2λ − 1)
[
bAn(n − a) − (c − b)
n∑
k=0
(k + 1)Ak+1 (λ − 1)n−k
(1)n−k
]
+ a(2λ − 1)(c − b)(n + 1)An+1
= ac(2λ − 1)(n + 1)An+1 + ab(2λ − 1)
[
An(n − a) − (n + 1)An+1
]
+ a(2λ − 1)(b − c)
n∑
k=0
(k + 1) (−a)k+1(b)k+1(λ − 1)n−k
(k + 1)!(c)k+1(1)n−k
= ac(2λ − 1)(n + 1)An+1 + ab(2λ − 1)
[
An(n − a) − (n + 1)An+1
]
+ a
2b(2λ − 1)(c − b)
c
n∑
k=0
(1 − a)k(b + 1)k(λ − 1)n−k
k!(c + 1)k(1)n−ksince An = (−a)n(b)nn!(c)n . Again using (τ )n−k(1 − τ − n)k = (−1)k(τ )n, we note that
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k=0
(1 − a)k(b + 1)k(λ − 1)n−k
k!(c + 1)k(1)n−k =
(λ − 1)n
n!
n∑
k=0
(−n)k(1 − a)k(b + 1)k
k!(c + 1)k(2 − λ − n)n
= (λ − 1)n
n! 3F2(−n,1 − a, b + 1; c + 1,2 − λ − n;1),
and
ab(2λ − 1)[An(n − a) − (n + 1)An+1]= −a2b(c − b)(1 − a)n(b)n(2λ − 1)
c(c + 1)nn! .
Therefore
ac(2λ − 1)(n + 1)Bn+1
 ac(2λ − 1)(n + 1)An+1 − a
2b(c − b)(1 − a)n(b)n(2λ − 1)
c(c + 1)nn!
+ a
2b(c − b)(2λ − 1)
cn! (λ − 1)n · 3F2(−n,1 − a, b + 1; c + 1,2 − λ − n;1)
= ac(2λ − 1)(n + 1)An+1 + a
2b(c − b)
cn! (2λ − 1)
×
[
(λ − 1)n · 3F2(−n,1 − a, b + 1; c + 1,2 − λ − n;1) − (1 − a)n(b)n
(c + 1)n
]
= ac(2λ − 1)(n + 1)An+1 + a
2b(c − b)
cn! (1 − 2δ)
×
[
(−δ)n · 3F2(−n,α,β + 1;γ,1 + δ − n;1) − (α)n(β)n
(γ )n
]
 ac(2λ − 1)(n + 1)An+1
using Lemma 4 with α = 1−a, β = b, γ = c+1, and δ = 1−λ = α
γ
. Thus a(2λ−1)Bn 
a(2λ − 1)An for all n ∈N, by induction. Using this result together with (2λ − 1) = (2a +
c − 1)/(c + 1), we find that
a
[
Mλ
(
b
c
, r
)]a
 a · 2F1(−a, b; c : r), when cmax{1 − 2a,2b}, (15)
a
[
Mλ
(
b
c
, r
)]a
 a · 2F1(−a, b; c : r), when cmin{1 − 2a,2b}. (16)
After multiplying both sides of (15) and (16) by 1/a and then taking the ath root, one finds
that this verifies (5) and (6) in the special case that λ = a+c1+c . The monotonicity of λ → Mλ
now implies that (5) holds for all λ a+c1+c and (6) holds for all λ a+c1+c . Sharpness follows
from the observation that
a
(
2F1(−a, b; c : r) −
[
Mλ
(
b
c
, r
)]a )
= a
2b(c − b)
2
[
a + c − λ(1 + c)
c2(c + 1)
]
r2 + O(r3).
a+c a+cThus λ 1+c is a necessary condition for (5), and λ 1+c is necessary for (6). 
K.C. Richards / J. Math. Anal. Appl. 308 (2005) 303–313 3134. Concluding remarks
It is interesting to note that H. Alzer and S.-L. Qiu [3] have verified Alzer’s conjecture
that the inequality in (1) involving the complete elliptic integral reverses if and only if
λ ln(
√
2 )/ ln(π/2) ≈ 0.7675. Generalizations of this and other sharp inequalities com-
plementary to Theorem 1 remain as intriguing problems for further study.
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