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1. ON THE 
STOCHASTIC APPROXIMATION 
In 1951, H. Robbins and S. Monro first published a paper [l] on a new method called “stochastic 
approximation” to solve M(z) = Q based upon noisy observations by successive iterations, where 
the functional form is unknown to the observer. 
We assume our observation at a point z is a random variable Y(z) = M(z) + Z(z), where z(z) 
is a zero mean, finite variance random variable. 
Then, denoting the conditional distribution function of Y(z) at 2 by H(y 1 cc), we have 
M(x) = s YdWY I xl. 
The original problem for Robbins and Monro was to estimate a unique root (3 of the equation 
M(z) = Q by the recursive algorithm 
X n+l = X, + Gl [a - Y(G)], 
starting from an arbitrary initial value 21. 
In this paper, we describe theorems of stochastic approximation in terms of f(z) instead of the 
customary M(z), putting (Y = 0. 
Now, the theorem obtained by Robbins and Monro is described as follows in terms of f(z). 
ROBBINS-MONRO THEOREM. 
(1) If(z)1 I C (bounded function), 
(2) a2(z) = S [y - f(~)]~d~(y 1 x) 5 u2 < co (bounded variance), 
(3) f(z) < 0 in z < 8, f(e) = 0, f(x) > 0 in 2 > 8, 
(4) 36 > 0, f( 2 is monotone increasing in 12 - el < 6, ) 
(5) d<p-o, If(~)1 > 01 
(6) sequence of positive numbers {a,} satisfies C,“=, a, = co, C,“==, ai < 00. 
Then, starting from any value ~1, the sequence (2,) produced by x,+1 = 5, - any(z,) 
converges to e in the mean square, where y(xn) is the observed value of the random variable 
Y(x) at 2 = 2,. 
Following Robbins-Monro, Blum proved the former theorem under the following milder condi- 
tions with stronger result in 1954 [2,3]. 
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ROBBINS-MONRO-BLUM THEOREM. 
(1) If(x)I 5 C+Ald, (GA > O), 
(2) g2(x) 5 u2 (bounded variance), 
(3) f(x) < 0 in z < 0, f(8) = 0, f(x) > 0 in > 0, 
(4) for any two numbers 0 < 61 < 62, inf 
611l=--el162 
If(~)1 > 0, 
the Robbins-Monro sequence converges to 0 with probability one (w.p.l), starting from any initial 
value. 
Another extension of the Robbins-Monro procedure was devised by Kiefer and Wolfowitz in 
1952 [4], and then by Blum to search for the position of a unique maximum (or minimum) of 
one-dimensional unknown regression function f(x), based upon noisy observations. 
KIEFER-WOLFOWITZ-BLUM THEOREM. Using positive sequence {a,}, {cn} which satisfies 
c c ancn < 00, an a, = co, - 
n=l n=l cc J < CQ, n=l CT% 
the iteration sequence produced by 
%+I = XT2 f 2 [?I(% + cn) - !I(% - &I)] 
converges to 0 in the mean square and also w.p.1 under the following conditions: 
(1) s [y - f(x)] 2 dH(y 1 cc) < u2 (bounded variance), 
(2) f(x) is monotone increasing in 3: < 0, monotone decreasing in z > 6’ (to obtain minimum, 
increasing and decreasing are exchanged), 
(3) there exist j3 > 0 and B > 0 such that Ix’ - 81 + Ix” - 01 < ,C? implies If(s’) - f(z”)l < 
Blx’ - x”1, 
(4) there exist two numbers p > 0, R > 0 such that Ix’ - ~“1 < p implies If(z’) - f(s”I < R, 
(5) for every 6 > 0, there exists a positive number ~(6) such that inf J ( f ~+E)--fC~--E)I > 
7r(S), if 12 - 01 > S. 
O<E<6/2 E 
Further on, the Robbins-Monro procedure has been extended to the multidimensional case by 
Blum [2,3] and Gladyshev [5]. L k i ewise, the Kiefer- Wolfowitz procedure has been extended to the 
multidimensional case by Blum in 1954 [2,3] and by Sacks in 1958 [6]. Here Blum extended the 
Robbins-Monro procedure for solving k-dimensional stochastic vector equations in k unknowns, 
and extended the Kiefer-Wolfowitz procedure, showing conditions for the scheme to converge 
w.p.1 to the point where the regression function in k variables achieves its maximum. 
On the other hand, though one-dimensional, Dvoretsky [7] has offered in 1956 at the Third 
Berkeley Symposium of Mathematical Statistics and Probability, the generalized stochastic ap- 
proximation scheme, 
x,+1 =T,(x1,52,...,5,)+Z,, 
where T, (x1, x2, . . , x,) is the error-free measurable transformation and z, is the random noise 
superimposed on it. This generalized procedure includes the Robbins-Monro and the Kiefer- 
Wolfowitz stochastic approximation as its special cases. Dvoretsky obtained the following funda- 
mental theorem. 
DVORETZKY'S THEOREM. Let{a,},{&},{m} b e nonnegative real numbers satisfying 
(1) lim,,, cy, = 0, 
(2) c,“=, I% < 00, 
(3) c,“=, Yn = DC)> 
and Jet T, be measurable transformation satisfying 
(4) IT,(rl,r2,...,r,)--I <max[c~~, (1 + Pn)lrn - 01 - m] for real numbers rl, r2,. . . , r,, for 
all n. 
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Assuming CrCl E (z:) < ~0, E[zn 1 21,. . . y ~1 = 0 W.P.1 f or all n, the sequence {xn} produced 
by 
x,+1 = Tn(Zl, 22,. . . ,%I + &I 
converges to the sought quantity 13 in the mean square and also w.p.1 for E(xf) < co. 
Multidimensional generalization of this theorem was proved by Gray in his paper on the op- 
timization of random circuits in 1964 [8]. Moreover, the original Dvoretzky’s theorem has been 
extended to the theory of stochastic approximation in normed linear space or Banach space, 
where x, and Z, assume values with norm 11 . 11. 
2. BELLMAN PREDICTED THE POSSIBILITY 
OF SOLVING DYNAMIC PROGRAMMING 
VIA STOCHASTIC APPROXIMATION 
R. Bellman pointed out in 1963 [9] that dynamic programming would be solved in the future 
via stochastic approximation, listing papers by Robbins-Monro and Kiefer-Wolfowitz. Bellman 
must have been attracted by the simplicity of the algorithm thereof, versatile potentialities of its 
applications, and the rigorous mathematical proofs behind the theory of stochastic approximation. 
Notice that dynamic programming is fundamentally deterministic. On the other hand, stochastic 
approximation is based upon noisy observations, and has long been considered to be a field of the 
theory of mathematical statistics. But, how noisy is the problem. For many years, the bound of 
observation noise has been considered to be appreciably large. Thus, up to this time, stochastic 
approximation was not considered to be an important theory behind numerical analysis. Why 
can we use stochastic approximation for solving deterministic problems? 
Actually, variance bound could be any small number, e.g., of the order 10Pd, where d can be 
any large number in principle. Thus, irrespective of the tremendous number of research papers 
of stochastic approximation published since 1951 in both mathematical and applied fields, more 
than 35 years has elapsed since stochastic approximation was first applied for solving two point 
boundary value problems of second order O.D. equations by H. Sugiyama and S. Lee [lO,ll] as 
a powerful technique in numerical analysis. So far, the drawback of stochastic approximation 
has been considered to be its slow convergence. The speed of convergence actually depends upon 
the choice of the coefficient to use at the respective stage of stochastic approximation. And so 
far, Kesten’s method [12] has been considered to be a good method to expedite the speed of 
convergence, but the method is still too narrow. How can we expedite the speed of convergence? 
The more general method is nothing other than choosing c’/(c” + n) for s in case of the 
Robbins-Monro procedure, where c” is a sufficiently large number so that {a,} remain almost 
constant for smaller values of n. 
For the Kiefer- Wolfowitz procedure, a,, = c’/(c” + n) and c,, = (c” + n) 
-l/3 
are recommended, 
instead of using the customary choice a, = G/n and c, = l/n1/3. Here G is a fixed number. 
Then, we choose the above d as large as possible so far as the procedure is convergent. 
Now, to solve f(x) = 0, Newton’s method is usually admired because of its quadratic conver- 
gence. But, notice that this is not always the case. 
In addition, the merit of stochastic approximation is that it does not require derivatives nor 
Jacobians, since it does not assume the functional form. 
Summarizing, now we can solve deterministic problems accurately and effectively via stochastic 
approximation as well as stochastic problems. We can use all the available theorems of the theory 
of stochastic approximation, together with our devices of change of variables. 
One more comment. In principle, as our noise for solving deterministic problems, we add 
artificial noise of type lO$ N(O,l) to each computed value of f(x,) where d is the chosen 
sufficiently large fixed integer. 
But, since d is taken so large for solving deterministic problems, our results are only slightly 
changed, actually negligible, even if we omit this added noise. Notice that round-off errors do 
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not accumulate due to the central limit theorem in probability theory as described in the text 
book in numerical analysis. 
3. EXAMPLES OF SOLVING DETERMINISTIC PROBLEMS 
VIA STOCHASTIC APPROXIMATION 
We list here some examples with the outline of solutions by our method. 
EXAMPLE 1. Find the solution of y” = eY which satisfies y(0) = y(1) = 0 via stochastic up- 
proximation. We present here an outline of the solution. Using the QL method, we have 
y = eye + ev”(y - y0) = y + 1, where yo is assumed to be zero. 
Solving y” = y + 1 with y(0) = y(1) = 0, we get 
y(x) = 1 - (l/e) ez + e - l 
e - We> e- (l/e) e 
--2 _ 1 
’ 
from which we obtain y’(0) = -0.462117 = X0. Under the two conditions y(0) = 0 and y’(0) = X0, 
we solve y” = ey n umerically by 4 th order Runge-Kutta method, obtaining y( 1) = 0.001757. Start- 
ing from y(0) = 0 and y’(0) = X0 f c, (c = 0.001) and using the 4th order Runge-Kutta method, 
we obtain f’(Ao) = 1.159736, putting f(A) = ~(1.0 1 y(0) = 0, y’(0) = A). 
Thus, X1 = X0 - l.l59736;lf(Xo) = -0.463632. Repeating once again, we obtain AZ = 
-0.463632 - 1.159736~10.0000009 = -0.4636328. Now we see our numerical solution at x = 1 is 
f(A,) = 7.0 * lo-‘, thus actually y(1) = 0. 
This problem is from the book by Bellman and Kalaba [13, pp. 41-421. 
Starting from the initial guess X1 = 0, -0.5, or XT = -0.462117, the missing initial condition 
obtained by our stochastic approximation turned out to be as i = -0.4636326 (w. seven digits), 
A; = -0.4636328 ( w. nine digits), together with the following solutions of the above TPBVP. 
-0.041436 -0.0414356 
-0.073268 -0.0732683 
-0.095800 -0.0957998 
-0.109238 -0.1092376 
-0.113704 -0.1137036 
-0.109238 -0.1092376 
-0.095800 -0.0957998 
-0.073268 -0.0732683 
-0.041436 -0.0414356 
0.000000 -0.000000007 
This problem can be solved analytically. It turned out to be y’(0) N -0.4636326. 
EXAMPLE 2. Solve y ” = i eY subject to ~(-1) = y(1) = 0 via stochastic approximation. We 
present here an outline of the solution. We use the Robbins-Monro procedure of the type An+1 = 
A, - anf(X,). Starting from X0 = 0.2, we obtain the solution given by ~(-1) = 0 and ~‘(-1) = 
0.274676, i.e., symmetric cz1Tzle with ~(-1) = y(1) = 0 of very low peak. 
If we change the sign before an, we obtain one more solution with ~(-1) = 0 and y/(-l) = 
5.423635, a symmetric curve with extremely high peak compared to the former solution. Thus, we 
recognize there exist two solutions different from the former [Example 11. Here, f(X) is defined 
as y(l 1 y(-1) = 0, y’(-1) = A). 
REMARK 1. There are a number of ways of choosing the a,. The convergence speed depends 
largely upon this selection. In the case of the Robbins-Monro procedure, a clever way of this 
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selection is to choose so that the value c’/(c” + n) remains an almost constant value close to 
1 ozler f’(X) for a smaller set of n, where x is the chosen approximately true solution. 
REMARK 2. Actually, the more accurate values XT and Xi were obtained in a few iterations of 
the Ftobbins-Monro stochastic approximation, starting from good approximations which can be 
read off from the following approximate graph, together with the values y(z) of the solutions 
with the initial conditions ~(-1) = 0 and y/(-l) = XT or y/(-l) = AZ. 
>a 
x Y(X I A;) X Yb I q 
-1.0 0 +1.0 -1.4,. .) -10 
-0.9 0.026206377 +0.9 0.026206377 
-0.8 0.049846788 +0.8 0.049846788 
-0.7 0.070859890 +0.7 0.070859890 
-0.6 0.089189928 +0.6 0.089189928 
-0.5 0.104787303 +0.5 0.104787303 
-0.4 0.117609087 +0.4 0.117609087 
-0.3 0.127619489 +0.3 0.127619489 
-0.2 0.134790244 +0.2 0.134790244 
-0.1 0.139100931 +0.1 0.139100931 
A; = 5.423634960 
X Yb I q X Yb I q 
-1.0 0 +1.0 -1.4,.,.,-g 
-0.9 0.541 +0.9 0.541 
-0.8 1.077 f0.8 1.077 
-0.7 1.606 +0.7 1.606 
-0.6 2.122 f0.6 2.122 
-0.5 2.617 +0.5 2.617 
-0.4 3.078 +0.4 3.078 
-0.3 3.483 +0.3 3.483 
-0.2 3.806 +0.2 3.806 
-0.1 4.018 +o. 1 4.018 
y(0 1 A;) = 0.140539204 
y(0 1 A;) = 4.092 
Y 
4.1 - 
4.0 - 
s.ll - 
a.5 - 
3.4 - 
3.0 - 
P.6 - 
2.6 - 
2.1 - 
2.0 - 
l.6 . 
1.6 . 
1.0 . 
r 
I 
Graph of y(xl A?), i=l, 2 
At : graph of high peak 
2’; : graph of low peak 
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EXAMPLE 3. To obtain maximum likelihood estimates of parameters involved in Weibull distri- 
bution by the Kesten method of the Robbins-Monro procedure. 
We assume a set of data as a random sample of size 10 drawn from the Weibull distribution 
with pdf 
f(t) = a!Xta-le-xt”, cr > 0, x > 0. 
Our data are tl = 3.3, t2 = 6.8, t3 = 0.8, t4 = 1.3, t5 = 5.1, t,j = 2.9, t7 = 2.5, t8 = 3.8, 
tcJ = 4.4, t1() = 2.0, and n = 10. Solving log-likelihood equations, we obtain the equation in a, 
i.e., 
g(a)=i+Clnti- 
i 
& z(t,* In ti) = 0. 
2 2 
In order to solve this equation, we use Kesten’s method of Robbins-Monro stochastic approdma- 
tion, instead of the Newton-Raphson method in which the derivative comes in the denominator. 
Since g(1) = 6.956, g(2) = 0.064, g(3) = 2.834, we start with al = 2.0. 
Using oj+r = CY~ + i g(cyj), we obtain q = 2.0,2.016,2.016,. . . , for j = 0, 1,2,. . . . 
And thus, we have 6 = 2.016, i = n/ c tf = 0.071, and MTTF = j\-(li6) I’(l+(l/&)) = 3.296. 
Even if we use t, we obtain the same result via ‘yj = 2.0,2.013,2.016,2.016,. . . . Since (Y is 
monotone increasing, Kesten’s method is authorized at the same time. 
EXAMPLE 4. To obtain maximum likelihood estimates of unknown parameters in Gamma distri- 
bution. We denote our pdf as 
f(t) = A* ta-l _ePxt 
F(Q) ’ 
t20 
and we assume our sample data are tl = 16.2, t2 = 20.4, t3 = 26.2, of size 3 = n. 
Solving log-likelihood equations, we obtain the equation in CX, 
g(o) = In Q - -& In l?(a) - In 
( ) 
C z 
i 
+ k C ln(ti) = 0. 
i 
It is easily observed that the solution is close to 26.2 and l/(9/(26.2)) = -1356. 
So we choose aj = -1356 . & and our Robbins-Monro procedure is given by CY~+I = 
oj - aj g(aj), omitting artificial noise, the effect of which is expected to be negligibly small. 
In six iterations, we observe (~5 = 26.151852, (Ys = 26.151852 with g(as) = -1.105E - 10, 
and g((Ys) = -4.2163 - 12. 
Then, 6 = 26.152, taking three digits under the decimal point. And, we have 
EXAMPLE 5. To solve algebraic equations. 
For example, f(x) = x3 - 2x - 5 = 0 is solved by the Robbins-Monro procedure. We start with 
xi = 2.0 which is observed to be close to the true root. 
Since ll(f’(2.0)) N 0.1, we choose a3 = lo/(100 + j). Using xj+i = xj - aj f (xj), we obtain 
the value 0 = 2.094 551481542 327 in 10 iterations. This is correct to the last digit. Instead of 
using derivatives at each iteration as the Newton-Raphson method, such an accuracy is obtained. 
This is a rather surprising phenomenon. This example is cited from the book by Ostrowski [14, 
Appendix G, pp. 306-3091. There, this example is taken up for investigating the possibility of 
modifications and improvements of the Newton-Raphson method. For another example, take 
f(x) = 77x6 - 688 x5 + 2509 x4 - (42872/g) x3 + 4935 x2 - 2616 x + 543 = 0. 
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We draw the graph on a personal computer and we know there exist four real roots in between 
0.5, 1.0, 1.5, 2.0, and 2.5. Starting from grid points or approximate values, and using the Robbins- 
Monro procedure, we obtain 01 = 0.562779965399, 0s = 1.3200224505, 8s = 1.6982255419, 
94 = 2.238834093164, respectively, in about 10 iterations. These are accurate enough and also 
surprising phenomena. It is interesting to know that Newton-Raphson iterations converge to 
19~ after long iterations if we start from 21 = 2.1. Also, we know Newton-Raphson iterations 
converge to f34 if we start from x1 = 1.5. One-dimensional algebraic equations of any order can 
be solved likewise, starting from multiple points, concerning real roots search. 
* 
f(z) := 77 26 - 688 25 + 2509 14 
42872 
- - x3 
9 
+ 4935 z? - 2616 r + 543 
*This problem is cited from the thesis of B. K. Park (151. 
j “i 
P(X) : &f(x) 
0.562648083315625 
FW $?x)= -0.008 
0.562779477601587 
j := 1,...,20 x1 :=0.56 
xj+l:=zj + lOCJ)+j 8 f[Xil _. 
0.562779965274602 
0.562779965391114 
0.56277996539872 
0.562779965399223 
0.562779965399257 
0.562779965399259 
0.562779965399259 
0.562779965399259 
0.562779965399259 
NOTE. Numbers less than 
interpreted accordingly. 
P21 gib) = 0.388 
f [%I 
0.331 
0.016 
9.323.10-4 
5.739 10-S 
3.589. 1O-6 
2.277. 1O-7 
1.467. IO-* 
9.584 lo- lo 
6.344. lo-l1 
4.206. lo-l2 
2.274. lo-l3 
0 
0 
0 
lo-l5 are shown as zero. Thus, O’s in the Tables of f[xj] should be 
j := 1,...,20 x1 := 1.32 
Xj+I := Xj -* f[Xj] 
1.32 
1.320022405063263 
1.320022450331194 
1.320022450474564 
1.320022450475443 
1.320022450474038 
1.320022450474038 
1.320022450474038 
-5.78.10-5 
-1.169. 1O-7 
-3.706. lo-lo 
-2.274. lo-l2 
3.638 . lo- l2 
0 
0 
0 
0 
0 
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j 
& = 0.609 
zj+l := Xj + lOOl)+j 609 f[Zj] 
“j 
1.7 
1.698240869463169 
1.698225816781514 
1.698225541907139 
j “j 
[&I j := 1,. . . ,20 x1 := 2.239 
2.238835087129682 
j&39) = 0.029 
“j+l := Xj - & .f[Zj] 
f kjl 
0.006 
3.407.10-5 
2.718. lo-’ 
2.437 lo-’ 
114 2.238834093164078 
NOTE. Starting from the same point, Newton’s method doesn’t converge, but produces oscillating 
results between 2.23883409316403 and 2.23834093163947, alternatively, with accuracy of order 
10-12. 
EXAMPLE 6. Solve co-equations x3 + 2y2 - 1 = 0, 5y3 + x2 - 2xy - 4 = 0. This co-equation 
is reduced to solving f(x) = 5(y(~))~ + x2 2xy(x) - 4 = 0, where y(x) = -& dn. Starting 
from x1 = -0.5, this equation is easily solved by RM procedure xj+r = xj + O.l4f(xj). We 
obtain x5 = -0.649416, ~(25) = 0.798087 with f(x5) = -2.143E - 7, and x10 = -0.64941597, 
y(xrc) = 0.798086 with f(xrs) = 0, E - 16. 
EXAMPLE 7. Solve the following co-equations: 
f(x, y, z, u) = 0.6841 x - 0.0137 y + 0.2579 z + 0.2483 u + 0.1062 = 0, 
g(x, y, Z,U) = -0.0137x + 1.0479 y - 0.3712~ + 0.2847~ + 0.4063 = 0, 
h(x, y, z, u) = 0.2579z - 0.3712 y + 0.8321 z + 0.1493 u - 0.9037 = 0, 
k(x, y, z, U) = 0.2483x + 0.2347 y + 0.1493 z + 0.7942 u + 0.3628 = 0. 
Results after the 30th iteration are precise up to the last digits when rounded off at the fifth 
digit under the decimal point: 
X20 -0.456 
Y20 [I[ 1 
'X25 -0.4557 
0.334 Y25 0.3343 = 
220 1.505 ’ 225 1.5051 . 
'1120 -0.717 ,u25 [ I -0.7171 
If we use ai = i, f, the speed of convergence is much slower, though convergent. This is from 
the book Numerical Analysis by Ralston [16]; there, it is necessary to solve using 
(1) the method of steepest descent; 
(2) four iterations of the conjugate gradient method. 
Solutions by stochastic approximation are equally as precise as the conjugate gradient method 
in this case. 
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We solve by the Robbins-Monro procedure, taking ai = 1, which is the approximation of 
ai = lOOO/(lOOO + i), for instance. Now, starting from 
[i] = [i] andusing [$:I = [i] -I.[$;:!], 
we obtain the following results. 
EXAMPLE 8. Search the positions of maximums of the following response surface, 
f(x,y) = ( 
X4 
I+~x-~x~+~x~--~ y2e-y, 
> 
in the region 0 I x I 5, 0 < y 5 6. 
For the Kiefer- Wolfowitz procedure 
[zl = [;:I +Gn* [ f(xn + Ga, Yn) - f(xn - &a, Yn) fbz, Yn + 4 - f(x*, Yn - 4 1 ’ 
we choose a, = 200 * ( 106/(10g + n)) and c, = (10’ + n)li3 so that G,, = a,/c,, remains about 
200 for smaller values of 71, as 200 seems to be an efficient constant. 
Starting from (5,3) or (2.5,1), we attain the point (4.2) in about 10 iterations, together with 
the value of f(4,2) = 3.428. But, if we start from (0.5,0.5) or (1.5,1.5), we attain the point (1,2) 
in about 10 iterations, together with the value of f(l,2) = 2.21. We know there exist two peaks, 
the lower peak at (1,2) and the higher peak at (4,2). The global maximum is thus attained at 
the point (4,2). Repeating such Kiefer-Wolfowitz procedures, we recognize also that the whole 
region is subdivided into two sub-regions by the line x = 2.0 and an interesting story occurs. The 
point (2,2) is known to be the saddle point. 
Here, we use the Kiefer-Wolfowitz stochastic approximation of ours, and exemplified orbits are 
shown in the following figure, starting from various points. 
Notice again the searching region is subdivided into two parts by the line x = 2. 
Starting from any point inside the left region, the orbit tends to the lower peak. Also, starting 
from any point inside the right region, the orbit tends to the higher peak. 
But, starting from the outside point of the right region, the orbit goes around into the left 
region and tends to the lower peak. 
EXAMPLE 9. Solving dynamic programming problems directly by the Kiefer- Wolfotitz stochastic 
approximation. 
Consider the problem of maximizing F(xi, . . . , XN) = cr gi(xi), over the region defined by 
(a) xi 2 0, 
(b) xi + . . . + XN = c, 
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Searching region 
The original Kiefer-Wolfowitz procedure. 
3: Searching region 
Y 
I Searching region 
-x 
6 
X’ 
(4 (b) 
Maximum points searched by the original Kiefer-Wolfowitz procedure (a) and the 
proposed Kiefer-Wolfowitz procedure with perturbations (b). 
Here, perturbation means the sequence of artificial noise added on the top of the 
Kiefer-Wolfowitz procedure, with zero mean and the decreasing variance which tends 
to zero es the sequence number tends to infinity. 
where gi(z) is assumed to be continuous for all z 2 0. Consider the problem of minimizing 
V,=gl(ul)+gzo+...+ gdanJ where (4 0% 2 17 
a1 Ul,a2,...,%%-1’ (b) Ul,U2 )...) a, =x. 
These problems can be solved by the Kiefer-Wolfowitz procedure if gi(.) is specified concretely. 
To solve these problems, we make a change of variables as ~i = uf 2 0 for the former problem, 
and as ai = 1/ sin2 wi 2 1 for the latter problem. 
EXAMPLE 10. Multi-stage allocation process. 
This is the fundamental problem of dynamic programming from which the concept of dynamic 
programming occurred (see [17]). 
Now, we consider maximizing I&(X, y, yr) = g(y) + h(z - y) + g(yr) + h(zr - yr), over the re- 
gion defined by 0 5 y1 5 x, 0 < y1 5 x1, with xl = uy + b(x - y). This can be maximized by using 
Kiefer- Wolfowitz stochastic approximation instead of using dynamic programming formulation. 
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To this end, we make a change of variables as 0 I y = x sin’ u and yi = xi sin’ w. Thereby, it 
holds that 0 I y I x and 0 I yi I xi, with xi = ay + b(x - y) = x(a sin’ u + b cos’ u). Thus, 
RZ(X,Y,Yl) = !4 x sin’ u) + h(x 60s’ u) + g[x(a * sin’ u + b. cos’ IL) sin’ V] + h[x(a . sin’ u + b . 
cos2 u) cos2 v] = Rz(x, u, v). We can find the global maximum of this function without constraint 
for each fixed c via the Kiefer- Wolfowitz procedure in the range 0 < u 5 ;, 0 5 v 5 4. We 
put fa(x) = maxf,,,) Rz(x,u, u). This can be done likewise for Rz, . . . , RN, without incurring 
the curse of dimensionality for solving the formulated dynamic programming. This approach is 
certainly a new breakthrough to respond to Bellman’s prediction in 1963 [B]. 
REMARK. In connection with Example 10, let us consider the equation 
fz(x) = max 10exp [ (-&) +loexP(-cx_;+l,) +fdo.4Y+OS(x-Y))]. 
By the method explained in Example 10, i.e., by the change of variables and by the Kiefer- 
Wolfowitz stochastic approximation, we solve fz(x) = max{,,,l R(u, v) directly. Putting 
5 
x(sin(u))2 + 1 11 ’ 5 
s(u)(sin(v))2 + 1 1 ’ 11 ’ 
s(u) := x [0.4(sin(u))’ + 0.9(cos(u))2] , 
we maximize the value of R(u, v) = 10. [a(u) + b(u) + c(u, w) + d(u, w)] by the Kiefer-Wolfowitz 
stochastic approximation procedure directly. 
In the case x = 35, for instance, taking j = 1, . . . ,20, c = 0.001, we iterate the Kiefer-Wolfowitz 
maximization procedure (version of accurate approximation) 
We obtain the following results: 
We put u* = 0.582 and v* = 0.707. Then, o<Urn!&2) R(%‘U) = R( u*,zJ*) = 22.593, y(x) = 
->_ 
x sin’ u* = 10.577, and yi(x) = s(u*) sin’ ZJ* = 11.059, where the total money salvaged at the 
beginning of the second stage, i.e., s(u*) = 26.211. 
Repeating the same procedure for x = 2 N 55, we obtain the graph of fa(x). The value of 
y(x)/2 and yi(x)/xi are obtained simultaneously. 
t 
h IGraph] 
28 - 
15 I I I 
20 25 30 
)X 
35 40 45 50 55 
Connecting points thus obtained, we can draw the graph of fi(z). Notice that this 
procedure can be performed for any dimension N, in the same way. 
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The general case of this example is solving a dynamic programming problem: 
Mz) = max 
15 
- , 
OSUl~ [ 
lOexp(-5(Y + 1)) + 1Oexp 
( (z - Y + 1) > 
+ fN-l(O.4Y + o.qa: - Y)) 1 
with the constraints, 
OIY1X, 21 = ay + b(z - y), 
OIYl<21,..., YN-1 = aylv-a + b(XN-2 - YN-2), 0 5 YN-1 5 XN-1, 
by the Kiefer-Wolfowitz stochastic approximation as an unconstrained maximization problem. 
To this end, we make the change of variables: 
y = xsin2 ~1, yr = 21 sin2 ~2,. . . , yN__1 = XN-_1 sin2 UN, 
which automatically satisfies the above constraints. Then, we solve the following unconstrained 
maximization problem: 
I- 
by the Kiefer-Wolfowitz procedure of ours. Notice that this can be done free from the curse 
of dimensionality. Connecting such independently obtained points for x and N by the above 
procedure, the following graphs are obtained. The cases of N = 3,4,5 are exemplified: 
1s 
p!i&Gzq 
/-z&i-xGraphof 
[Graph of W-j 
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The derivation of the former graph of fs(x). For example, in the case of z := 45, putting 
a(u) := exp - 
[ [ 
5 
z(sin(u))2 + 1 11 ’ 
b(u) := exp - 
[ [ 
15 
z(cos(u))2 + 1 II ’ s(u) := 2[0.4(sin(u))2 + 0.9(cos(u))2J , 
t(u, v) := s(u)[0.4(sin(v))2 + 0.9(cos(v))2], 
c(u,v) := exp - 
[ [ 
5 
s(u)(sin(v))2 + 1 II ’ 
l(u,v,w) := exp 
[ 
- 
m(u, v, w) := exp 
[ 
- 
d(u,v) = exp - 
[ [ 
15 II s(u)(cos(v))2 +1 ’ 
5 
t(u, v)(sin(zu))2 + 1 II ’ 
15 
q’ll, v>(cos(w))2 + 1 II ’ 
we maximize the value of R(v, v, w): 
R(u, v, w) := 10 a(u) + b(u) + c(u, v) + d(u, v) + l( 21, v, ‘w) + m(v, v, w)) 
via stochastic approximation, with respect to u, v, w. 
[::I := [i] +10. [::yIIz: ~;z$yi;2: :j 
R[Uj, Vj, Wj + C] - R[Ujj, Vjuj, Wj - C] 
[ZZ] = [ii;] ( [ZY] = [;;;a], j:=l,..., 20, c:=O.OOl 
R[u2c, VzrJ, wzc] = 35.704 s[u~~] = 35.228, t[ugo, v20] = 26.386 
2 [ sin[uzc]] 2 = 10.543, s[uss] [ sin[vsc]] 2 = 10.64. 
Changing x, we get the graph. 
EXAMPLE 11. Determine the maximum of J(y) = C,“==,( zk - yk) over ah yk subject to the 
relations 
(1) zk+l = xk + b(yk), 
(2) 20 = given constant, 
(3) 0 5 yk 5 zk, k = o,l, 2,. . , ,N, 
via the Kiefer-Wolfowitz stochastic approximation. 
This variational problem [17, p. 2581 is used to formulate in the format of dynamic program- 
ming. 
But, we wish to solve this problem via stochastic appmximation. To this end, we determine 
first the form of b(y) concretely, and secondly, we make change of variables. Here, we wish 
to assume for b(y) the function y ‘12. Then, we put yk = zk sin2 uk, k = 0, 1,2,. . . , N. Thus, 
J(y) = c,“=, xk +cos2 uk. We show what to do by a concrete example here. We wish to maximize 
J(y) = ~~=“=,(xk - yk), taking iV = 3 by our stochastic approximation approach. Now, putting 
x0 := 20, m(u,v) := a(u) + Jm, 
a(u) := xc + &&@@, d(u, v, w) := m(u, v) (sin(w))2, 
b(u, v) := a(u) (sin(v))2, e(e,v,w) := m(u,v) + &GG$, 
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we wish to maximize the following R(u, v, w) with respect to u, v, w, without constraints. But, 
notice that it is sufficient to search this maximum in the range of 0 5 u, v, w 5 4. Now, 
R(u, v, w) = x0 cos2 u + a(u) cos2 v + m(u, v) cos2 w + e(u, v, w), 
and we wish to do this by stochastic approximation. Thus, we put j = 1,. . . (20 and take c = 
0.001. As the approximation of the authenticity of the Kiefer- Wolfowitz procedure, we use the 
approximate version. 
Starting from 
0.5 
[I [I Vl := 0.5 ) Wl 
,i::_!:+Io.; 
0.5 
we use the following recursive relationship: 
R[uj f C, Vjuj, wj] - R[u~ - C, Vj, Wj] 
R[uj, Vj + C, Wj] - R[uj, Vj - CT Wj] 
R[uj, vj, Wj + C] - R[uj, Vj, wj -c] 1 . 
Then, we obtain the following results: 
[ii;] = [I;;;;] [ZJ = [&!;;!I 
R[ulo, ~10, ~101 = 33.5 R[u20, ~20, ~201 = 83.5. 
Thus, the maximum value of J(y) is 83.5for x0 = 20. Incidently, the itemized values are obtained 
as follows: 
YO := x0[sin[u20112, y. = 2.25, 
21 := x0 + A/G, z1 = 21.5, a[uzc] = 21.5, 
YI := b[u2o, ~201, Yl =I, xi [ sin[wzc]] 2 = 1, 
22 := x1+ fi, x2 = 22.5, m[uzo, ~1~~1 = 22.5, 
~2 := 52 [ sin[W201] 2, y2 = 0.25, d[uzo, v20, w20] = 0.25, 
x3 := x2 + fi, x3 = 23, e[u20, ~~0, ~~01 = 23. 
This method can be used for any xc, and for any N, in principle, though the Kiefer-Wolfowitz 
constant 10 here should be changed accordingly. That is, for the smaller values of xc we had 
better increase 10 to 20, for example, in order to expedite the speed of convergence. But, too 
much increase would make the Kiefer-Wolfowitz procedure divergent. 
REMARK 1. As the authentic Kiefer-Wolfowitz procedure, we have to choose 
aj =lO* 10g+j 0 and cj = (10’ + j)-1’3 
for this example. In this case, 
G, = z N 10 and cj 21 (1Og)-1’3 = 0.001. 
3 
REMARK 2. This example is the discrete version of the problem in variational calculus, to deter- 
mine the maximum of 
under the constraints 
(1) g = b(Y), 
J(Y) = 
s 
oi (x - Y/) dt 
(2) x(0) = given constant, 
(3) 0 I y < 2. 
We have shown how to solve the discrete approximation of this continuous problem via stochas- 
tic approximation, which is free from the “curse of dimensionality.” 
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APPENDIX 
KESTEN’S METHOD 
Kesten’s method for accelerating the rate of convergence of the Bobbins-Monro stochastic 
approximation can be summarized as follows. The coefficient a, is kept constant so long as zn 
keeps monotone increasing or monotone decreasing. Thus, if we can choose a,, appropriately to 
start with, we can preserve constant a,, until we obtain a sufficiently accurate solution for 0. 
EXAMPLE 6 
We list here the computer printout of Example 6 discussed earlier. Starting from zr = -0.5 
and x1 = 0.65, rapid convergences are observed. 
EXAMPLE 10 
For the maximization by the Kiefer-Wolfowitz procedure after a change of variables, multipeaks 
confirmation is required sometimes, especially for smaller values of z, starting from multipoints 
of N-dimensional space. 
ON THE KIEFER-WOLFOWITZ STOCHASTIC APPROXIMATION 
The Kiefer-Wolfowitz procedure may be considered as a stochastic version of gradient tech- 
nique, but the crucial difference between the Kiefer-Wolfowitz procedure and the mere gradient 
technique is that the coefficients of the Kiefer-Wolfowitz procedure are required to satisfy the 
three conditions of divergence and convergence properties of infinite series. 
NOTE. Many dynamic programming problems can be solved via stochastic approximation, nu- 
merically. Multistage allocation problems can be solved by stochastic approximation in its policy 
and state spaces, numerically. But, the author considers that Bellman’s dynamic programming 
formulation, in a system of functional equations via the principle of optimality, is so important in 
itself from the mathematical and applicational point of view, apart from the numerical problem 
solving. 
In addition, stochastic approximation can be a powerful alternative of invariant imbedding for 
solving two point boundary value problems of the second order ordinary differential equations, 
as shown in our recent papers. 
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