We present a paradigm for developing arbitrarily high order, linear, unconditionally energy stable numerical algorithms for gradient flow models. We apply the energy quadratization (EQ) technique to reformulate the general gradient flow model into an equivalent gradient flow model with a quadratic free energy and a modified mobility. Given solutions up to t n = n∆t with ∆t the time step size, we linearize the EQ-reformulated gradient flow model in (t n , t n+1 ] by extrapolation. Then we employ an algebraically stable Runge-Kutta method to discretize the linearized model in (t n , t n+1 ]. Then we use the Fourier pseudo-spectral method for the spatial discretization to match the order of accuracy in time. The resulting fully discrete scheme is linear, unconditionally energy stable, uniquely solvable, and may reach arbitrarily high order. Furthermore, we present a family of linear schemes based on predictioncorrection methods to complement the new linear schemes. Some benchmark numerical examples are given to demonstrate the accuracy and efficiency of the schemes.
Introduction
For many import phenomena in physics, life science, and engineering, the processes are driven by minimizing the free energy or maximizing entropy, i.e., dissipative dynamics. Gradient flow models are usually used to model these phenomena. The generic form of a gradient flow model is given by
with proper boundary conditions. Here Φ is the thermodynamical variable, F is the free energy for the isothermal system (or entropy for the nonisothermal system), and G is the mobility operator/matrix. The gradient flow model is thermodynamically consistent if it yields a positive entropy production or negative energy dissipation rate. The classical Allen-Cahn equation [3] and Cahn-Hilliard equation [4] are two examples of gradient flow models (1.1). Other gradient flow models include the molecular beam epitaxy model [8] , the phase-field crystal model [10] , the thermodynamically consistent dendritic growth model [35] , the surfactant model [33] , the diblock copolymer model [7] etc. Most gradient flow models are nonlinear, so that their analytical solutions are intractable. Hence, designing accurate, efficient, and stable algorithms to solve them becomes essential [11, 13, 32, 34, 37, 43, 44] . A numerical scheme that preserves the energy dissipation property is known as an energy stable scheme [11] . It has been shown that schemes that are not energy stable could lead to instability or oscillatory
Gradient Flow Models and Their EQ Reformulation
In this section, we present the general gradient flow model firstly and then apply the energy quadratization technique to reformulate the model into an equivalent gradient flow form with a quadratic energy functional, a modified mobility matrix and the corresponding energy dissipation law, which is called the EQ reformulated model. The EQ reformulation for this class of gradient flow models provides an elegant platform for developing arbitrarily high-order unconditionally energy stable schemes [15, 19] .
Gradient flow models
Mathematically, the form of a general gradient flow model is given by [31, 44] 
where Φ = (φ 1 , · · · , φ d ) T is the state variable vector, G is the d × d mobility matrix operator which can depend on Φ, F is the free energy, and δF δΦ is the variational derivative of the free energy functional with respect to the state variable, known as the chemical potential. The triple (Φ, G, F ) uniquely defines the gradient flow model. For (2.1) to be thermodynamically consistent, the time rate of change of the free energy must be non-increasing:
where the inner product is defined by (f , g) = d i=1 Ω f i g i dx, ∀f , g ∈ L 2 (Ω) d , which requires G to be negative semi-definite. The L 2 norm is defined as f 2 = (f , g). Note that the energy dissipation law (2.2) holds only for suitable boundary conditions. Such boundary conditions include periodic boundary conditions and the other boundary conditions that make the boundary integrals resulted from the integration by parts vanish in the calculation of variational derivatives. In this paper, we limit our study to these boundary conditions.
Model reformulation using the EQ approach
We reformulate the gradient flow model (2.1) by transforming the free energy into a quadratic form using nonlinear transformations. For the purpose of illustration, we assume the free energy is given by the following
where L is a linear, self-adjoint, positive semi-definite operator (independent of Φ), and f is the bulk part of the free energy density, which has a lower bound. Then the free energy F can be rewritten into a quadratic form
4)
by introducing an auxiliary variable q = f (Φ, ∇Φ) + C, where C is a positive constant large enough to make q real-valued for all Φ. We denote g[Φ] = f (Φ, ∇Φ) + C. Then model (2.1) can be reformulated into the following equivalent
It is readily to prove that the reformulated system (2.5) preserves the following energy dissipation law
We introduce u = (Φ, q) T (2.8)
and recast system (2.5) into a compact gradient flow form
with a modified mobility operator
(2.10)
The energy dissipation law given in (2.7) is recast into
Since the EQ-reformulated form in (2.5) has a quadratic free energy, we next discuss how to devise linear high-order energy stable schemes for it.
High-order linear energy stable schemes
In this section, we first derive a high-precision linear gradient-flow system to approximate EQ-reformulated model (2.5) up to t n = n∆t, where ∆t is the time step. In particular, the corresponding energy dissipation law is inherited. Then the algebraically stable RK method [2] is applied to the resulting linear gradientflow system to develop a class of linear semi-discrete schemes in time. We name the schemes linear energy quadratizatized Runge-Kutta (LEQRK) methods. In order to improve accuracy and stability, a predictioncorrection technique is proposed for the LEQRK schemes, leading to the LEQRK-PC methods. These new algorithms are linear, unconditionally energy stable, and can be devised at any desired order in time.
LEQRK schemes
Assuming numerical solutions of Φ up to t ≤ t n have been obtained, we then solve system (2.5) in t ∈ (t n , t n+1 ] approximately. We utilize the numerical solutions of Φ at t ≤ t n to obtain its interpolating polynomial approximation denoted by Φ N (t). Then we approximate model (2.5) in (t n , t n+1 ] using the following linear, variable coefficient gradient flow system
are independent of Φ. The linear gradient flow system (3.1) satisfies the following energy dissipation law
Applying a s-stage RK method for the linear system (3.1), we obtain the following LEQRK scheme. For given (Φ n , q n ) and Φ N (t n + c i ∆t), ∀i, the following intermediate values are first calculated by
Definition 3.1 (Algebraically Stable RK Method [2] ). Denote a symmetric matrix M with the elements
A RK method is said to be algebraically stable if its RK coefficients satisfy stability condition b i ≥ 0, ∀i = 1, 2, · · · , s, and M is positive semi-definite.
Next, we show that the algebraically stable LEQRK scheme is unconditionally energy stable.
Theorem 3.1. The LEQRK scheme with their RK coefficients satisfying stability condition (3.6) is unconditionally energy stable, i.e., it satisfies
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where F n = 1 2 (Φ n , LΦ n ) + q n 2 − C|Ω|.
Proof. Denoting Φ n+1 = Φ n + ∆t s i=1 b i k n i and noticing that operator L is linear and self-adjoint, we have
a ij k n j to the right of (3.8), we deduce
Note that L can be denoted as L = A * A, where A is a linear operator and A * is the adjoint operator of A. Since M is positive semi-definite, we have
Combining eqs. (3.9) and (3.10) leads to
Similarly, we have
Adding (3.11) and (3.12) and noticing that l n i = ∂g ∂Φ n, * i · k n i + ∂g ∂∇Φ n, * i · ∇k n i , we obtain
in (3.13) and noticing the negative semi-definite property of G and b i ≥ 0, ∀i, we arrive at F n+1 − F n ≤ 0. This completes the proof.
Remark 3.1. Note that the Gauss method is a special kind of algebraically stable RK method, whose RK coefficients satisfy M = 0. Thus the Gauss method preserves the discrete energy dissipation law
Remark 3.2. After appropriate spatial discretization that satisfies the discrete integration-by-parts formula (see [16, 17] for details), the algebraically stable LEQRK scheme naturally leads to a fully discrete energy stable scheme. In this paper, we employ the Fourier pseudo-spectral method for spatial discretization. We omit the details here due to space limitation. Interested readers are referred to our ealier work [16, 19] for details.
Next, we discuss the solvability of the resulting fully discrete scheme.
is positive semi-definite and mobility operator G satisfies G = −B * B, the fully discrete scheme derived by applying the Fourier pseudo-spectral method to Scheme 3.1 is uniquely solvable.
Proof. Without loss of generality, we still use the notations G, L and ∇ to denote the corresponding discrete operators in the fully discrete scheme. We consider the homogeneous linear equation system of (3.3)
To prove unique solvability of the fully discrete scheme, we need to prove that the homogeneous linear equation system (3.15) admits only a zero solution.
Computing the discrete inner product of the third equation in (3.15) 
where G = −B * B and L = A * A are used. Since A = (a ij ) is positive semi-definite, which implies that the first two terms of the above equation are nonnegative, thus we have
which leads to
Therefore, according to (3.15) , we arrive at
This completes the proof.
Theorem 3.3. If diagnally implicit RK coefficients satisfy a ii > 0, then the fully discrete scheme derived by applying the Fourier pseudo-spectral method to Scheme 3.1 is uniquely solvable.
Proof. For the diagnally implicit RK (DIRK) scheme, we solve Φ n i , Q n i , k n i , l n i in turn from i = 1 to s.
Therefore, we here consider the following homogeneous linear equation system
To prove unique solvability of the fully discrete scheme, we need to prove that homogeneous linear equation system (3.19) admits only a zero solution.
Similar to the proof of Theorem 3.2, we have
Combining (3.19) and (3.20) , we deduce in turn
This completes the proof. ,
We note that Gauss4th and DIRK4th satisfy the conditions in Theorem 3.2 and Theorem 3.3, respectively. Therefore, after an appropriate spatial discretization, the LEQRK schemes equipped with Gauss4th or DIRK4th are uniquely solvable.
Remark 3.4. Noticing that Φ m i approximates Φ(t m + c i ∆t), we can choose the time nodes t m , t m + c i ∆t (m < n) and t n as the interpolation points to obtain the interpolation polynomial Φ N (t). However, too many interpolation points will cause the interpolation polynomial to be highly oscillating, which may make Φ N (t n + c i ∆t) an inaccurate extrapolation for Φ(t n + c i ∆t). Therefore, we only take t n−1 , t n−1 + c i ∆t, ∀i and t n as the interpolation points in this paper. For example, for the Gauss4th method, we choose the interpolation points (t n−1 , Φ n−1 ), (t n−1 + c 1 ∆t, Φ n−1 1 ), (t n−1 + c 2 ∆t, Φ n−1 2 ), (t n , Φ n ) and obtain the corresponding interpolation polynomial
where c 1 = 1/2 − √ 3/6 and c 2 = 1/2 + √ 3/6. Thus we have
Replacing n with n − 1 in the first equation of (3.3) and (3.4), then we deduce
According to (3.22)-(3.24), we obtain
Note that if we take t n−1 , t n−1 + c i ∆t (i = 1, 2) as the interpolation points, we can also derive (3.25)-(3.26), which implies that the LEQRK scheme induced by the Gauss4th method and the interpolations (3.22)-(3.23) or (3.25)-(3.26) may achieve third order accuracy.
LEQRK-PC schemes
To improve the accuracy as well as stability of Scheme 3.1, we propose a prediction-correction scheme motivated by the works in [14, 19, 29] . Employing the prediction-correction strategy to Scheme 3.1, we obtain the following prediction-correction method: For given (Φ n , q n ) and Φ N (t n +c i ∆t), Q N (t n +c i ∆t), ∀i, the following intermediate values are first calculated by the following prediction-correction strategy 1. Prediction: we set Φ n,0 
Remark 3.5. Note that Q N (t) of Scheme 3.2 denotes the interpolation polynomial of q. If we take Φ N (t) = Φ n , Q N (t) = q n , then Scheme 3.1 reduces to first order while Scheme 3.2 with appropriate predictions can achieve the desired high order. In numerical computations, we will apply Scheme 3.2 to figure out the necessary initial information. In addition, linear system (3.27) is constant coefficient and thus can be readily solved by using the fast Fourier transform (FFT).
Remark 3.6. If we choose M = 0, then Scheme 3.2 reduces to Scheme 3.1. If M is large enough, the LEQRK-PC scheme approximates the IEQ-RK scheme proposed in [15] . There is no theoretical result on the choice of iteration step M . From our numerical experience, several iteration steps M ≤ 5 would improve the accuracy noticeably.
Remark 3.7. Similar to Scheme 3.1, we can also establish energy stability and solvability for the LEQRK-PC scheme, which is omitted here to save space.
Numerical Results
In the previous sections, we present some high-order linear energy stable schemes for general gradient flow models. In this section, we apply the proposed schemes to two benchmark gradient flow models: 
Cahn-Hilliard model
We consider the Cahn-Hilliard model for immiscible binary fluids given as follows
with the double-well bulk energy
where λ is the mobility parameter and ε controls the interfacial thickness. If we introduce the auxiliary variable q = 1 2 (φ 2 − 1 − γ), where γ ≥ 0 is a constant, the energy functional (4.2) is rewritten into
Then the Cahn-Hilliard equation (4.1) is equivalently transform into the following system
which satisfies the following energy dissipation law
Applying the LEQRK-PC scheme to system (4.4), we obtain 
Correction: for the predicted
Then (φ n+1 , q n+1 ) is updated via
First of all, we present the time mesh refinement tests to show the order of accuracy of the proposed schemes. We consider the domain as [0 2π] 2 and choose model parameter values λ = 0.01, ε = 1 and γ = 1. Note that the analytical solution for the Cahn-Hilliard equation is usually unknown. To better calculate the errors in time mesh refinement tests, we create an exact solution φ(x, y, t) = sin(x) sin(y) cos(t), by adding a corresponding forcing term on the right-hand side of the Cahn-Hilliard equation. Then, we solve it in a 2D spatial domain with periodic boundary conditions. The equation is discretized spatially using the Fourier pseudo-spectral method with 128 2 spatial meshes.
The numerical solution of φ at t = 1 is calculated using a set of different numerical schemes with various time steps. Both the L 2 and L ∞ errors in the solution are calculated, and the results are summarized in Figure 4 .1. We observe that, due to the low-order extrapolation, LEQDIRK only reaches 2nd order accuracy, but it can reach its 4th order accuracy with only two prediction iterations. Similarly, due to the low-order extrapolation, LEQGRK only has 3rd order accuracy, and it can easily reach its 4th order accuracy with one prediction iteration. From Figure 4 .1, we also see that the LEQDIRK-PC scheme with only three prediction iterations can reach similar accuracy as IEQDIRK proposed in [15] , while the LEQGRK-PC scheme only requires two prediction iterations.
To further compare the DIRK4th and Gauss4th schemes, we summarize their L 2 and L ∞ errors in the same plot, as shown in Figure 4 .2(a)-(b), respectively. We observe that the Gauss4th scheme reaches its order of accuracy even with a larger time step size. After a few iterations, the DIRK4th scheme also reaches its order of accuracy quickly. Also, with the same time step size, the Gauss4th scheme is more accurate than the DIRK4th scheme.
To further benchmark these two schemes, we conduct several numerical tests. For comparison, we also implement the widely used 2nd order convex splitting scheme (which we refer to as the 2nd-CS scheme in this paper),
We emphasis that there is no theoretical proofs for energy dissipation for the 2nd-CS scheme above, though it is more accurate than the first-order convex splitting scheme. For the first example, we choose the domain as [0 1] 2 , and parameters λ = 1, = 0.01, and γ = 1. Then, we use the initial condition [34] φ(x, y, t = 0) = 0.05 cos(3x) cos(4y) + (cos(4x) cos(3y)) 2 + cos(x − 5y) cos(2x − y) . This initial profile would drive a fast coarsening dynamics, such that the algorithm would predict 'wrong' dynamics if it is not accurate or robust enough. In this example, we intend to find the maximum possible time step that one can capture the correct dynamics numerically. Various numerical schemes with different time steps are implemented and compared. The numerical results are summarized in Figure 4 .3, where the predicted profile of φ(x, y) at t = 0.1 are shown using different schemes and time-step sizes. We observe that the maximum possible time step size for the 2nd-order convex splitting scheme is approximately ∆t = 6.25 × 10 −5 . For the DIRK4th scheme with 5 prediction iterations, the maximum time step size is approximately ∆t = 1.25 × 10 −4 . For the Gauss4th method with five prediction iterations, it is 2.5 × 10 −4 . Notice, the prediction steps could be easily solved with FFT, so the computational cost is negligible compared to the correction step.
These results indicate that the DIRK4th and Gauss4th schemes are superior over the 2nd order convex splitting scheme in this simulation. In addition, one should notice that there is no theoretical guarantee of monotonic energy decay with the 2nd order convex splitting scheme, and the implementation of the convex splitting scheme is relatively complicated, as nonlinear equations have to be solved at each time step. In contrast, the proposed high-order schemes here are linear and easy to implement. Also, they are rather general so that they can be applied to a broad class of gradient flow models.
To further confirm these findings, we conduct an additional numerical experiment with random initial conditions. Specifically, we use φ(x, y, t = 0) = 0.001rand(x, y), (4.12) where rand(x, y) generates random numbers between −1 and 1 uniformly. The rest settings are kept the same as in the previous example. The numerical results are summarized in Figure 4 .4. This numerical example also indicates that the new schemes allow larger step sizes for accurately predicting the coarsening dynamics over the 2nd CS scheme.
Molecular beam epitaxial growth model
In this subsection, we focus on the molecular beam epitaxial growth model with slope selection given as follows
where the free energy functional is given by
We let q = 1 2 |∇φ| 2 − 1 − γ and rewrite the energy functional as
Using the EQ reformulation, we have the following equivalent system
with the consistent initial condition It is readily to show that new system (4.16) obeys the following energy dissipation law
Applying the LEQRK-PC scheme for system (4.16), we have the following scheme. a ij . For given (φ n , q n ) and Φ N (t n + c i ∆t), Q N (t n + c i ∆t), ∀i, the following intermediate values are first calculated by the following prediction-correction strategy 1. Prediction: we set Φ n,0 i = Φ N (t n + c i ∆t), Q n,0 i = Q N (t n + c i ∆t) and M > 0 as a given integer. For 
Correction: for the predicted
We apply the proposed arbitrarily high order schemes to solve MBE model (4.13) . We repeat the time step refinement test first. Here we use domain [0 2π] 2 and choose parameters λ = 0.01, γ = 1 and ε = 1. By adding the proper force term on the right-hand side of the equation, we create the real solution φ(x, y, t) = sin(x) sin(y) cos(t). for the MBE model. Then we solve the modified model in the domain with a periodic boundary using the pseudo-spectral method for spatial discretization on 128 2 meshes. The L 2 errors and L ∞ errors using different schemes and various time steps are summarized in Figure 4 .5. Here we observe similar results, i.e., the DIRK4th scheme reaches 2nd order accuracy without prediction, but obtain 4th order accuracy with only two iteration steps for both the L 2 and L ∞ norms. This is due to the low-order approximation for extrapolating the explicit terms. Analogously, the Gauss4th scheme is 3rd order accurate without any prediction steps and reaches 4th order accuracy with one iteration step. To compare the accuracy of the DIRK4th scheme with that of the Gauss4th scheme in solving the molecular beam epitaxy (MBE) model, we summarize their L 2 and L ∞ errors in the same figure as shown in 4.6. We observe that the Gauss4th method has smaller errors than the DIRK4th scheme if using the same time step sizes.
Next, we use the proposed DIRK4th and Gauss4th schemes to solve two benchmark problems associated to the MBE model (4.13). As before, we introduce the 2nd-order convex splitting scheme
which will be used for comparison with the proposed linear high-order schemes. Following [34] , we choose the domain as [0 2π] 2 , parameters λ = 1, ε 2 = 0.1, and γ = 1. We solve the MBE model in a periodic domain using the pseudo-spectral method with 128 2 meshes. All the numerical schemes (i.e., the DIRK4th, Gauss4th, and 2nd CS scheme) are implemented. Five prediction iterations are used for both the DIRK4th and Gauss4th scheme. The energy from t = 0 to t = 15 are calculated with different time steps and the results are summarized in Figure 4 .7. We observe the maximum time steps to obtain accurate solutions are ∆t = 0.015625 for 2nd order convex splitting scheme, ∆t = 0.0025 for LEQDIRK-PC-5, and ∆t = 0.015625 for LEQGRK-PC-5.
We emphasis that, using the 2nd-order convex splitting scheme (4.24) for the MBE model, nonlinear equations have to be solved at each time step, but DIRK and Gauss scheme are all linear and easy to implement. In addition, for the 2nd order convex splitting scheme, there are no theoretical proofs for energy dissipation, but the high-order linear schemes introduced in this paper all guarantee energy dissipation laws.
With the proposed high-order schemes, we can easily solve the MBE model with relatively larger time steps in most cases, making simulating long-time dynamics practical. Here we give an additional example as an illustration. We choose the domain as [0 12.8] 2 and ε = 0.03. The rest parameters are the same as in previous examples. We use 256 2 meshes. It is known that the MBE coarsening dynamics follows a power law, where the energy decreases as O(t − 1 3 ), and the roughness increases as O(t 1 3 ) [34] . The numerical results are summarized in Figure 4 .8, showing a strong agreement with the expected power law.
The profile of φ and ∆φ at different times are summarized in Figure 4 .9 and 4.10, respectively. These profiles look qualitatively similar to the reported results. These results strongly support our claim that the general arbitrarily high order linear schemes can be applied to predict accurate dynamics for the MBE model.
Conclusions
In this paper, we present a new paradigm for developing arbitrarily high order, fully discrete numerical algorithms. These newly proposed algorithms have several advantageous properties: (1) the schemes are all linear such that they are easy to implement and computationally efficient; (2) the schemes are unconditionally energy stable and uniquely solvable such that large time steps can be used in some longtime dynamical simulations; (3) the schemes can reach arbitrarily high-order of accuracy spatial-temporally such that relatively large meshes can guarantee the desired accuracy of numerical solutions; (4) the schemes do not depend on the specific expression of the free energy explicitly such that it can be readily applied to a large class of general gradient flow models. The proofs for energy stability and uniquely solvability are given, and numerical tests with benchmark problems are shown to illustrate the effectiveness of the proposed schemes. to acknowledge NVIDIA Corporation for their donation of a Quadro P6000 GPU for conducting some of the numerical simulations in this paper. Qi Wang's work is partially supported by DMS-1815921, OIA-1655740 and a GEAR award from SC EPSCoR/IDeA Program. Supports by NSFC awards #11571032, #91630207, and nsaf-u1930402 are also acknowledged.
