For a large class of unitarily invariant reproducing kernel functions K on the unit ball B d in C d , we characterize the K-inner functions on B d as functions admitting a suitable transfer function realization. We associate with each K-contraction T ∈ L(H) d a canonical operator-valued K-inner function and extend a uniqueness theorem of Arveson for minimal K-dilations to our setting. We thus generalize results of Olofsson for mhypercontractions on the unit disc and of the first named author for m-hypercontractions on the unit ball.
Introduction
Let B d ⊂ C d be the open Euclidean unit ball and let k : D → C, k(z) = ∞ n=0 a n z n be an analytic function without zeros on the unit disc D in C such that a 0 = 1, a n > 0 for all n ∈ N and such that 0 < inf n∈N a n a n+1 ≤ sup n∈N a n a n+1 < ∞.
Since k has no zeros, the reciprocal function 1/k ∈ O(D) admits a Taylor expansion If K(z, w) = 1/(1 − z, w ) is the Drury-Arveson kernel, then under a natural pureness condition the K-contractions coincide with the commuting row contractions of class C ·0 . If m is a positive integer and K m (z, w) = 1/(1 − z, w ) m , then the pure K m -contractions are precisely the row-m-hypercontractions of class C ·0 ( [12, Theorem 3 .49] and [9, Lemma 2] ).
An operator-valued analytic function W : B d → L(E * , E ) with Hilbert spaces E and E * is called K-inner if the map E * → H K (E ), x → W x, is a well-defined isometry and
Here H K (E ) is the E -valued functional Hilbert space on B d with reproducing kernel K E :
It was shown by Olofsson [10] that, for d = 1 and the Bergman-type kernel 
In [7] the result of Olofsson was extended to the unit ball by showing that a corresponding characterization holds for functions W : B d → L(E * , E ) that are K m -inner with respect to the generalized Bergman kernels
In the present note we show that the same result holds true for a large class of kernels
a n z, w n including all complete Nevanlinna-Pick kernels such as the Drury-Arveson and the Dirichlet kernel and all powers K ν (z, w) = 1/(1 − z, w ) ν of the Drury-Arveson kernel with positive real exponents. To prove that each K-inner function admits a transfer function realization as described above we extend a uniqueness result for minimal K-dilations due to Arveson to our class of kernels.
Wandering subspaces
Let T = (T 1 , . . . , T d ) ∈ L(H) d be a K-contraction, that is, a commuting tuple of bounded linear operators on a complex Hilbert space H such that the limit
exists and defines a positive operator. A K-contraction T ∈ L(H) d is said to be pure if
Let us define the defect operator and the defect space of a K-contraction T by
We call an isometric linear map j :
Exactly as for row-m-hypercontractions of class C. 0 , one can construct a canonical Kdilation for each K-contraction.
. For a proof, see [12, Theorem 2.15 
An application of the uniform boundedness principle shows that the adjoint j * : H K (D) → H of the isometry j acts as
Since j intertwines T * and M * z componentwise, the space
In the following we show that the wandering subspace of M z restricted to M can be described in terms of a suitable K-inner function. Recall that a closed subspace W ⊂ H is called a wandering subspace for a commuting tuple S ∈ L(H) d if
The space W is called a generating wandering subspace for S if in addition H = (S α W ; α ∈ N d ). For each closed S-invariant subspace L ⊂ H, the space
is a wandering subspace for S, usually called the wandering subspace associated with S on L. If W is a generating wandering subspace for S, then an elementary argument shows that necessarily W = W S (H).
In the following we write
for the wandering subspace associated with the restriction of M z to the invariant subspace M = Im j. Our main tool will be the matrix operator
Since the row operator M z : H K (D) d → H K (D) has closed range, the operator
In the following we consider the operators
a n a n−1 |α|=n f α z α and ∆ :
a n+1 a n |α|=n f α z α .
By definition δ and ∆ are diagonal operators with respect to the orthogonal decomposi-
into the spaces H n (D) of all D-valued homogenous polynomials of degree n. Our hypotheses on the sequence (a n /a n+1 ) imply that δ and ∆ are invertible positive operators on H K (D). An elementary calculation shows that
a n−1 a n f n .
. Thus also the second assertion follows. The preceding proof shows in particular that the orthogonal projection of H K (D) onto Im M z acts as
is regarded as the closed subspace consisting of all constant functions. As in the single-variable case we call the operator defined by
) the Cauchy dual of the multiplication tuple M z .
We use the operator ∆ T ∈ L(H) defined by
to give a first desciption of the wandering subspace W (M ) of M z restricted to the invariant subspace M = (Im j) ⊥ .
for some vectors f 0 ∈ D,
Using the remark following Lemma 2.2, we obtain,
. , x d as in Theorem 2.3, then using Lemma 2.2 we find that
be a representation of a function f ∈ W (M ) as in Theorem 2.3. Then we have
Proof. Since by Lemma 2.2
Since by definition ∆ T = j * ∆j, the assertion follows.
Let T ∈ L(H) d be a pure K-contraction. Then ∆ T = j * ∆j is a positive operator with
defines a scalar product on H such that the induced norm · T is equivalent to the original norm with ∆ 1 2
x ≥ x T ≥ ∆ − 1 2 −1 x for x ∈ H. We writeH for H equipped with the norm · T . Then
is an invertible bounded operator such that
⊖D j and henceT is a contraction. As in [10] we use its defect operators
Here the identity (j * P D j) 1/2 = C follows from the definition of j and the representation of j * explained in the section following Theorem 2.1. We write DT = DTH d ⊂H d and DT * = DT * H = D for the defect spaces ofT . As in the classical single-variable theory of contractions it follows thatT DT = DT * T and that
is a well-defined unitary operator. In the following we define an analytically parametrized family W T (z) ∈ L(D, D) (z ∈ B) of operators on the closed subspacẽ
We equipD with the norm y = y Hd that it inherits as a closed subspaceD ⊂H d .
if and only if there is a vector y ∈D with
Conversely, if f is of this form, then using the definitions ofT ,D and the intertwining relationT DT = DT * T one can easily show that the vectors defined by
as in Theorem 2.3. By Lemma 2.4 and the definition of the scalar product onH we find that
Recall that the reproducing kernel K :
a n z n is an analytic function with a 0 = 1, a n > 0 for all n such that 0 < inf n a n a n+1 ≤ sup n a n a n+1 < ∞.
Let us suppose in addition that the limit r = lim n→∞ a n a n+1
exists. Then r ∈ [1, ∞) is the radius of convergence of the power series defining k and by Theorem 4.5 in [8] the Taylor spectrum of M z ∈ L(H K (D)) d is given by
If T ∈ L(H) d is a pure K-contraction, then T * is unitarily equivalent to a restriction of M * z and hence
The function F : D r (0) → C, F (z) = ∞ n=0 a n+1 z n , is analytic on the open disc D r (0) with radius r and center 0 and satisfies
For z ∈ B d , let us denote by Z :
the row operator induced by z. As a particular case of a much more general analytic spectral mapping theorem for the Taylor spectrum ([6, Theorem 2.5.10]) we find that
where the series converge in H K (D). Since the point evaluations are continuous on H K (D), we obtain Proof. For x ∈D, Lemma 2.6 implies that 
K-inner functions
In the previous section we saw that the K-inner function W T : B d → L(D, D) associated with a pure K-contraction T ∈ L(H) d has the form H d ). An elementary calculation using the definitions and the intertwining relationT DT = DT * T shows that the operators T , B, C, D satisfy the conditions
. If E is a Hilbert space and C ∈ L(H, E ) is any operator with C * C = 1 K (T ), then exactly as in the proof of Proposition 2.6 from [12] it follows that
is a well defined isometry that intertwines the tuples T * ∈ L(H) d and M * z ∈ L(H K (E )) componentwise. As in the section following Theorem 2.1 one can show that
for all x ∈ H. By performing the same chain of calculations with j C replaced by the canonical K-dilation j of T from Theorem 2.1 we obtain that
Our next aim is to show that any matrix operator 
where T ∈ L(H) d is a pure K-contraction and the matrix operator
satisfies the condition (K1)-(K4). Then W is a K-inner function.
x ∈ E * be a fixed vector. By condition (K4) there is a function f ∈ H K (E ) with (⊕j C )Bx = M * z f . Exactly as in the proof of Lemma 2.6 it follows that
Mz is an orthogonal projection and since δM z = M z (⊕∆), we find that
Hence the map E * → H K (E ), x → W x, is a well-defined isometry. Using the second part of Lemma 2.2 we obtain
To see that W E * ⊂ M note that with x and f as above
To prove that conversely each K-inner function W : B d → L(E * , E ) has the form described in Theorem 3.1 we make the additional assumption that the multiplication tuple M z ∈ L(H K ) d is a K-contraction. This hypothesis is satisfied, for instance, if H K is a complete Nevanlinna-Pick space such as the Drury-Arveson space or the Dirichlet space or if K is a power (0, ∞) ) of the Drury-Arveson kernel (see the discussion following Theorem 4.2). In the proof we shall use a uniqueness result for minimal K-dilations whose proof we postpone to Section 4. E ) is a K-inner function, then there exist a pure K-contraction T ∈ L(H) d and a matrix operator
satisfying the conditions (K1)-(K4) such that
Proof. Since W is K-inner, the space
is a generating wandering subspace for M z ∈ L(H K (E )) d restricted to
.
is easily seen to be a pure K-contraction ([12, Proposition 2.12 and Lemma 2.21]). Let R ⊂ H K (E ) be the smallest reducing subspace for M z ∈ L(H K (E )) d that contains H. By Lemma 4.4
Thus the inclusion map i :
Since also j is a minimal K-dilation for T (Corollary 4.5), by Corollary 4.3 there is a unitary operator U :
is the largest reducing subspace for M z ∈ L(H K (E )) d contained in S . In particular, the space S admits the orthogonal decomposition 
as in Section 2. Using the identity i = (1 H K ⊗ U )j one obtains that
defines a unitary operator that intertwines the restrictions of M z to both sides componentwise. Consequently we obtain the orthogonal decomposition
Let W T : B d → L(D, D) be the K-inner function, associated with the pure K-contraction T ∈ L(H) d . Then there is a matrix operator
and W (M ) = {W T x; x ∈D} (see the beginning of Section 3 and Theorem 2.7). Let us denote by P 1 : W →Ê and P 2 :
We define surjective bounded linear operators by
U 1 : E * →Ê , U 1 x = P 1 W x and U 2 : E * →D, U 2 x =x if (1 H K ⊗ U )W T x = P 2 W x.
By construction the column operator
defines an isometry such that 
satisfy the conditions (K1)-(K4). To see this note that
To verify condition (K3) note thatD acts as the column operator
Thus we obtain thatD
Since jC = U j C , it follows that 
there is a unique unitary operator W : lim n→∞ a n a n+1 − a n−1 a n = 0.
Theorem 4.2. Suppose that M z ∈ L(H K ) d is an essentially normal K-contraction. Then the von Neumann algebra generated by M z 1 , . . . , M z d is given by
Since M z is supposed to be a K-contraction,
For α, β ∈ N d and w ∈ B d , we obtain (K(·, w) ). Since the multiplication on L(H K ) is separately w * -continuous, it follows that L contains all compact operators
But then the hypothesis that M z is essentially normal implies that L ⊂ L(H K ) is a subalgebra. Since the involution on L(H K ) is w * -continuous, the algebra L ⊂ L(H K ) is a von Neumann algebra and hence L = W * (M z ).
The tuple M z ∈ L(H K ) d is known to be a K-contraction if there is a natural number p ∈ N such that c n ≥ 0 for all n ≥ p or c n ≤ 0 for all n ≥ p ([5, Lemma 2.2] or [12, Proposition 2.10]). The latter condition holds, for instance, if H K is a complete Nevanlinna-Pick space such as the Drury-Arveson or Dirichlet space on the unit ball or if K is a kernel of the form for all p ∈ C[z] and X ∈ B. Standard duality theory for Banach space operators shows that π is w * -continuous. Indeed, as an application of Krein-Smulian's theorem (Theorem IV. 6.4 in [11] ) one only has to check that τ w * − lim α (X α ⊗ 1 E ) = X ⊗ 1 E for each norm-bounded net (X α ) in B with τ w * − lim α X α = X. To complete the argument it suffices to recall that on norm-bounded sets the w * -topology and the weak operator topology coincide. Thus we have shown that ϕ is a w * -continuous A -morphism with Stinespring representation π. By definition the K-dilation j : H → H K (E ) is minimal if and only if X∈W * (Mz) π(X)(jH) = H K (E ), hence if and only if π as a Stinespring representation of ϕ is minimal. Corollary 4.3. Suppose that M z ∈ L(H K ) d is an essentially normal K-contraction. If j i : H → H K (E i ) (i = 1, 2) are two minimal K-dilations of a commuting tuple T ∈ L(H) d , then there is a unitary operator U ∈ L(E 1 , E 2 ) such that j 2 = (1 H K ⊗ U )j 1
Proof. As before we denote by B = W * (M z ) ⊂ L(H K ) the von Neumann algebra generated by M z 1 , . . . , M z d ∈ L(H K ) and define A = {p(M z ); p ∈ C[z]}. The remarks preceding the corollary show that the maps ϕ i : B → L(H), ϕ i (X) = j * i (X ⊗ 1 E i )j i (i = 1, 2) are w * -continuous A -morphisms with minimal Stinespring representations π i : B → L(H K (E i )), π i (X) = X ⊗ 1 E i (i = 1, 2).
Since
ϕ i (p(M z )) = j * p(M z ⊗ 1 E )j = p(T ) for all p ∈ C[z] and i = 1, 2, Theorem 4.1 implies that there is a unitary operator W : H K (E 1 ) → H K (E 2 ) with W j 1 = j 2 and W (X ⊗ 1 E 1 ) = (X ⊗ 1 E 2 )W for all X ∈ B. In particular, the unitary operator W satisfies the intertwining relations W (M z i ⊗ 1 E 1 ) = (M z i ⊗ 1 E 2 )W (i = 1, . . . , d)
