Abstract. We complete statement and proof for B. Mossé's unilateral recognizability theorem. We also provide an algorithm for deciding the unilateral non-recognizability of a given primitive substitution.
Introduction
Let A be a finite alphabet consisting of at least two letters. Let A + denote the set of nonempty words over the alphabet A. Every map σ from the alphabet A to A + is called a substitution on the alphabet A. The substitution σ is said to be primitive if there exists k ∈ N = {1, 2, . . . } such that for any pair (a, b) ∈ A × A, the letter a occurs in the word σ k (b). Throughout the present paper, a given substitution is assumed to be primitive. Suppose that the substitution σ has a fixed point u = u 0 u 1 u 2 . . . in A Z + , where Z + = { 0 } ∪ N. If the fixed point u is aperiodic under the left shift T on A Z + , i.e. T i u = u for all i ∈ N, then the substitution σ is said to be aperiodic. There is an algorithm [5, 14] which can check whether a given substitution is aperiodic. We always assume that the substitution σ is aperiodic. For every p ∈ N, set
where |w| is the length of a word w. The elements of E p are called natural p-cutting points; see also [11, § 3] , [2, § 3.4] and [4, § 7.2.1]. It is clear that E q E p whenever q > p. The substitution σ is said to be unilaterally recognizable [8, p. 530] if there exists L ∈ N such that if u [i,i+L) = u [j,j+L) and i ∈ E 1 then j ∈ E 1 . This definition does not depend on the choice of the fixed point u of the substitution σ. Also, the substitution σ is said to be bilaterally recognizable [11, Définition 1.2] if there exists L ∈ N such that if u [i−L,i+L) = u [j−L,j+L) and i ∈ E 1 then j ∈ E 1 . The unilateral recognizability is an important notion from viewpoints of subshifts arising from substitutions. If the substitution σ is unilaterally recognizable, then a unilateral subshift X σ arising from the substitution σ has a Kakutani-Rohlin partition [7] built on a clopen subset σ(X σ ) of X σ . Proposition VI. 6 of [15] states that given a point x = x 0 x 1 x 2 . . . ∈ X σ , the first return time of the point σ(x) to the clopen subset σ(X σ ) equals |σ(x 0 )|. This leads to a fact that the first return map on σ(X σ ) is a topological factor of X σ , which shows a self-similarity of X σ if the substitution σ is injective on the alphabet A; see [15, Corollary VI. 8] . It is also a significant consequence of the unilateral recognizability that σ(X σ ) is open; see [15, Proposition VI. 3] and [8, Lemme 2] . The unilateral recognizability is a premise of the celebrated theorem of [8] , which characterizes eigenvalues and eigenfunctions of the subshift X σ . B. Mossé gave [11, Théorème 3 .1] to characterize the unilateral non-recognizability. However, if we dare say, it is incomplete and should be formulated as follows. Theorem 1.1. The following are equivalent:
(1) the substitution σ is not unilaterally recognizable; (2) for each L ∈ N, there exist i, j ∈ Z + such that -σ(u j ) is a strict suffix of σ(u i ); -σ(u i+k ) = σ(u j+k ) for each integer k with 1 ≤ k ≤ L.
Recall that the substitution σ is assumed to be aperiodic. The word B appearing in the statement of [11, Théorème 3.1] corresponds to a factor of σ(u i u i+1 . . . u i+L ). The letters a and b in the statement correspond to u i and u j , respectively. It is important to regard u i and u j as letters accompanied with information on the positions i and j where they occur.
B. Mossé's proof for her characterization would be difficult to completely follow, in particular, Part (4) in p. 332. No proofs for it can be found in recent textbooks [4, 9, 16] , though a proof for the bilateral recognizability is written in [9, pp. 163-164] . However, the difficulty is overcome in Step 3 in the proof of Theorem 1.1, which is one of the goals of the present paper. In Lemma 4.2, we also show that an index under which the aperiodic substitution σ is bilaterally recognizable can be described in terms of only parameters derived from the substitution σ itself. In fact, the statement of the lemma excluding the computability of the index is exactly [11, Théorème 3.1 bis.], which is presented in terms of local unique composition property defined by Property (6) in [19] . As a consequence of the lemma, Proposition 4.3 affirms that a constant p ∈ N for which if
The other goal is to present an algorithm which determines whether or not a given aperiodic, primitive substitution is unilaterally recognizable. The algorithm is described in terms of the existence of a cycle in a directed, finite graph whose vertex set consists of a pair of those words of constant length which occur in the sequence u. In view of Theorem 1.1, it may be of interest to find a computable constant M, such that the existence of a word
is not a strict suffix of σ(w 1 ), or -σ(v k ) = σ(w k ) for some integer k with 2 ≤ k ≤ M + 1 is equivalent to the unilateral recognizability of the substitution σ, which would give an easier algorithm.
K-power free sequences
We shall make terminology excepting that done in the preceding section. The empty word is denoted by Λ. Set A * = A + ∪ { Λ }. We say that a word w ∈ A * occurs in a word v ∈ A * if there exist p, s ∈ A * such that v = pws. We then write w ≺ v. More specifically, w is said to occurs at the position |p|+1 in v. The position is called an occurrence of w in v. Let |v| w denote the number of occurrences of w in v. The words p and s are called a prefix and suffix of v, respectively. We then write p ≺ p v and s ≺ s v, respectively. If |p| < |v| (resp. |s| < |v|), then p (resp. s) is called a strict prefix (resp. suffix) of v, and then we write p ≺ sp v (resp. s ≺ ss v). We can also define e ≺ s f for e, f ∈ A Z + in such a way that e = f [n,+∞) for some n ∈ Z + . A power of a word w ∈ A * is a word of the form ww . . . w n times with some n ∈ Z + . The power is denoted by w n . In particular, w 0 = Λ. Set
A nonnegative square matrix M is said to be primitive if there exists k ∈ N for which M k is positive. The incidence matrix M σ of the substitution σ is defined to be an A × A matrix whose (a, b)-entry equals |σ(a)| b . The matrix M σ is primitive and has a positive, right eigenvector β = (β a ) a∈A corresponding to Perron eigenvalue λ of M σ , i.e. the absolute value of any other eigenvalue is less than λ. See for example [10, . Since for all a ∈ A,
it follows that for all a ∈ A and n ∈ N,
It follows that for all a ∈ A and n ∈ N,
We say that a word w ∈ A * occurs at a position i ∈ Z + in v if v [i,i+|w|) = w. The integer i is called an occurrence of the word w. The fixed point u of the substitution σ is uniformly recurrent, i.e. given a word w ∈ L(u), there exists g ∈ N so that any interval of length g, which is a subset of Z + , includes an occurrence of the word w. For, the primitivity of the substitution σ implies the existence of n ∈ N such that w ≺ σ n (a) for all a ∈ A. Then, the length g can be chosen to be 2 max a∈A |σ n (a)|, because
We shall refer to the length g as a gap of occurrences of the word w in the sequence u. Let g be the maximal value of gaps of occurrences of words belonging to L 2 (u).
Lemma 2.1. The value g is computable.
Proof. Consider an auxiliary substitution σ 2 :
, where L 2 (u) is regarded as a finite alphabet. The substitution σ 2 is defined by for w ∈ L 2 (u), σ 2 (w) = σ(w) [1, 2] σ(w) [2, 3] . . . σ(w) [|σ(w 1 )|,|σ(w 1 )|+1] . The substitution σ 2 is primitive [15, Lemma V.12] . Observe that #L 2 (u) ≤ (#A) 2 and |σ 2 (w)| = |σ(w 1 )| for all w ∈ L 2 (u). Set
Observe that given w ∈ L 2 (u) and i ∈ Z + , i is an occurrence of w in u if and only if u (2) i = w. In view of [18, Theorem 2.9] , the least n ∈ N for which every entry of (M σ 2 )
n is positive has a upper bound (
As done in the proof of [20, Lemma 5 We then obtain that for all w ∈ L 2 (u) and n ∈ N,
It follows finally that the value g has a upper bound 2C max a∈A |σ(a)|λ n 0 .
A word v ∈ A + is said to be primitive [11, Définition 2.2] if it holds that
We say that a sequence v = v 0 v 1 v 2 . . . ∈ A Z + is ultimately periodic if there exist n ∈ Z + and word w ∈ A + for which
If an ultimately periodic sequence v is uniformly recurrent, then v is periodic, i.e. v is written as an infinite repetition of a single word. Recall that the substitution σ is assumed to be aperiodic.
Lemma 2.2 ([11, Lemme 2.5])
. There does not exist N, p ∈ N and primitive word
Proof. For the sake of completeness, we give a proof. Of course, the idea is due to B. Mossé [11] . Assume that there exists such a triple N, p and v. Since
, which contradicts the hypothesis. Since
we see that
. . This is a contradiction as σ is aperiodic.
Proof. For the sake of completeness, we present a proof. Again, the idea is due to B. Mossé [11] . Suppose that w is a primitive word and w n ∈ L(u) for some n ∈ N. There exists p ∈ N for which 1 2 min
Recall that v ≺ u [i,i+g) for all words v ∈ L 2 (u) and i ∈ Z + . Since 2|w| < min a∈A |σ p (a)| and σ is aperiodic, it follows from Lemma 2.2 that
Hence,
The last inequality follows from (2.1).
Proof. This proof follows that of [15 
This completes the proof.
See also [3, 13] and [2, Theorem 24]. Set
Then, the fixed point u of the substitution σ is K-power free, in other words, it holds that if v N ∈ L(u) and N ≥ K then v = Λ. Hence, the constant K is inevitably greater than or equal to two. In general, if a uniformly recurrent sequence
However, the constant L may depend on the choice of the word w.
B. Mossé's characterization of the unilateral non-recognizability
Definition 3.1.
(1) A finite sequence:
If a word w occurs at positions i and j in the sequence u, then the word w is said to have the same natural p-cutting at the positions i and j if
where E + i = { e + i | e ∈ E } if E is a finite subset of Z + and i ∈ Z + .
Compare these definitions with the original ones in [11, § 3] . We do not exclude the possibility that
Since we always require k ≥ 1 in Definition 3.1 (1), not every u [i,i+ℓ) has a natural p-cutting. It is not necessary that a natural p-cutting is uniquely determined for given i and ℓ in Definition 3.1 (1).
Proof of Theorem 1.1. Put
To show the implication (1) ⇒ (2), assume that the substitution σ is not unilaterally recognizable.
Step 1. It follows from Lemma 3.2 below that for each p ∈ N, there exist
Since
It follows that a set:
p ∈ N has a finite cardinality. Hence, the pigeonhole principle implies that for some infinite set I ⊂ N, a set:
is a singleton. It allows us to put m = m p and h = h p for any p ∈ I.
Step 2. Let p, q ∈ I with p < q be arbitrary. We have two natural q-cuttings:
of a word occurring at the position j q + |α q | and
Assume that the natural q-cuttings (3.2) and (3.3) are different. Then, one of the inequalities |γ q | = |σ q−p (γ p )| and |γ
) as a prefix. By using the fact that v ≺ s σ q (u j ′ q −1 ), we can see that
where the equality follows from (3.1). This contradicts the (K + 1)-power freeness of the sequence u, i.e. Lemma 2.3. The same contradiction emerging in the other cases, we conclude that for any p, q ∈ I with p < q,
Step 3. Choose integers p < q in I so that
) and σ q−p (γ p ) = γ q , we can see that u [iq+|αq|,iq+|αqγq|) = γ q has a natural 1-cutting:
, Figure 2 . Recalling that the natural q-cuttings (3.2) and (3.3) are the same, we can see that u [jq+|αq|,jq+|αqγq|) = γ q has a natural 1-cutting:
We are finally in a situation that -α q γ q occurs at the positions i q ∈ E 1 and j q / ∈ E 1 in u; -γ q has the same natural 1-cutting at the positions i q + |α q | and j q + |α q |; recall (3.5) and (3.7); -all of the positions i q + |α q |, i q + |α q γ q |, j q + |α q | and j q + |α q γ q | are natural 1-cutting points; -the same natural 1-cutting of γ q consists of at least L words. Actually, the second and third conditions are implied by a stronger statement that the same 1-cutting of γ q at the positions i q + |α q | and j q + |α q | comes from the same word (3.6) and (3.8), in other words, the word γ q has the same ancestor word (3.6) and (3.8) at the positions. We will again encounter this kind of fact in the proof of "local unique composition property" (Lemma 4.2). We reach the desired positions i, j ∈ Z + by executing the following procedure in this order: (P. 1) Set ℓ = i q + |α q | and m = j q + |α q |. 
The loop between (P. 2) and (P. 3) continues up to ⌈|α q γ q |/I 1 ⌉ times.
Lemma 3.2. Let k ≥ 3C
2 be an integer. If the substitution σ is not recognizable, then for each p ∈ N there exist integers
has a natural p-cutting:
Proof. Fix an integer m p with
Since σ is not recognizable, there exist integers i p ∈ E 1 and j p / ∈ E 1 such that
we can see that u [ip,ip+ℓp) has a natural p-cutting:
u [jp+|αp|,jp+ℓp) has a natural p-cutting:
with γ p = Λ.
An algorithm for the unilateral non-recognizability
Following Property (6) in [19] , we make a definition:
Definition 4.1. We say that the substitution σ has the local unique composition property under an index L ∈ N if -the substitution σ is bilaterally recognizable under the index L;
See also [12, Théorème 2] and [2, Theorem 11] . None has given a computable value of an index under which the local unique composition property holds, which is now done by the following lemma. The lemma excluding the computability is due to [11, Théorème 3.1 bis.], though the theorem do not mention any decidability of the index L. 
n + 1.
be a natural p-cutting of u [j−mp,j+np) . Since for every integer p with 1 ≤ p ≤ p 0 , we have
in view of an equality:
, it follows from Lemma 2.4 that the cardinality of a set:
is at most p 0 − 1. The pigeonhole principle implies that for some integers p and q with 1 ≤ p < q ≤ p 0 ,
Hence, h p = h q . In view of an equality:
, and the (K + 1)-power freeness of the sequence u; recall (3.4), we obtain that γ q = σ q−p (γ p ) and γ
. Taking account into the positions of the natural q-cutting of u [j−mq,j+nq) , we see that u [i−mq,i+nq) and u [j−mq,j+nq) have the same natural (q − p)-cutting, which is yielded by application of σ q−p to identical words: 
The constant p is formally obtained by setting
See also the proof of [9, Theorem 4.36]. As an application of Lemmas 2.4 and 4.2, we can see that Proposition 4.3. the constant p is computable.
Choose an integer k 0 with k 0 > log λ (CN). Then, for all letters a ∈ A,
Following [17] , given letter a ∈ A and integer k with k ≥ k 0 , let Suf N (σ k (a)) (resp. Pref N (σ k (a))) denote a suffix (resp. prefix) of σ k (a) whose length is N. Fix distinct letters a 1 , a 2 ∈ A. Lemma 2.4 together with the pigeonhole principle allows us to find those integers i m < j m and k m < ℓ m which belong to a closed interval [k 0 , k 0 + λC 2 (#A) 2 N] for which and for all m = 1, 2,
as sequences of words, which have periods j m − i m and ℓ m − k m , respectively. Observe that P 1 ∩ P 2 = ∅ unless P 1 = P 2 . This fact is also valid for S m .
If
Then, set p a 1 ,a 2 = 1. If P 1 = P 2 and S 1 = S 2 , then set
Let p denote p a 1 ,a 2 for the simplicity of notation. Let us verify that if
To this end, it is enough for us to consider only the case where P 1 = P 2 and S 1 = S 2 . Let us see that if
. For each m = 1, 2, let q m < r m be unique integers satisfying that
These inequalities together with (2.1) imply that for all m = 1, 2,
and hence
Lemma 4.2 allows us to know that
, it follows from the choice of p that
If q 1 = q 2 , then the K-power of a word length |q 1 − q 2 | must occur at min { q 1 , q 2 } in σ p−1 (a m ) if q m attains the minimum value, which is impossible in virtue of Lemma 2.3. Hence, we obtain that (4.8)
which is less than N in view of (4.2) and (4.3). Similarly, we also obtain that
which is less than N in virtue of (4.2) and (4.4). Now, putting together (4.5)-(4.9), we see that the words σ p−1 (a 1 ) and σ p−1 (a 2 ) must coincide with each other.
In order to see that a constant L 1 appearing in Lemma 4.4 is computable, we will need some facts about Birkhoff contraction coefficients for allowable nonnegative square matrices. We consult [18 The coefficient τ B (M) is computable:
where
if M is positive, and otherwise, φ(M) = 0. Put
Since it follows from [18, Theorem 2.9] that M σ n is positive for all integers n with n ≥ n 0 , we have that φ(M σ n ) > 0 for all such integers n. It follows from (4.10) that for all such integers n,
As in Section 2, let α be a positive, left eigenvector of M σ corresponding to its Perron eigenvalue λ. Given a word w ∈ A * , set
which is viewed as a row vector in R A . Define a row vector e a in R A by for each letter b ∈ A,
It is clear that vec (σ n (a)) = e a M σ n . It follows from [18, Theorem 2.9] and [6, Theorem 2.3 and Corollary 2.2] that for all letter a ∈ A and integer n with n ≥ 2n 0 ,
which monotonically decreases to zero in virtue of (4.12) as n increases. As a trivial consequence, we obtain that (4.14) max
Lemma 4.4. For every real number ρ with 1 < ρ < λ, there exists a computable number L 1 ∈ N so that for all integers L ≥ L 1 and i ≥ 0, we have an inequality:
In particular, it holds that for all i ∈ Z + ,
Proof. Let ǫ denote a number satisfying that ρ = (1 − ǫ)λ. This forces that 0 < ǫ < 1. Let n 0 be as in (4.11) . Choose an integer n with n ≥ n 0 so large that
where M σ 1 is a norm of M σ defined by
Consequently, the right hand side of (4.13) is also less than (4.15) . If the integer L is not less than 2S n , then we obtain a natural n-cutting:
which monotonically decreases as k increases. Since k ≥ S n −1 L − 2, we have that
Suppose that the integer L is not less than L 1 . Let i ∈ Z + and c ∈ A be arbitrary. Since
we obtain that
However,
Let b ∈ A be arbitrary. Putting (4.18) and (4.19) together, we obtain that
and hence,
Using (4.14), (4.15) and (4.17), we hence obtain that
We finally obtain that vec(
It is now clear that L 1 is computable, because in virtue of (4.16) and (4.17) it is sufficient to choose L 1 so that max 2C
This completes the proof. 
which is nonempty, because the sequence u over the finite alphabet A is assumed to be aperiodic; see [1, Theorem 2.11] and [15, Proposition V.18] . Define an equiv-
denote the equivalence class of a given element (v, w) of V * . Consider a directed,finite graph G with vertex set V and edge set E. The edge set E is defined by declaring that there exists an edge from a vertex v to a vertex v ′ if and only if there exist word w ∈ A + , representatives (s, t) and (s ′ , t ′ ) of the equivalence classes v and v ′ , respectively, such that s ′ w ≺ s σ(s) and t ′ w ≺ s σ(t).
Remark 4.5. The number of edges leaving a given vertex is at most one.
Definition 4.6. We say that a vertex of the directed, finite graph G generates a gap of natural 1-cutting points if there exist letters α, β, words γ, δ of the same length and representative (v, w) of the vertex so that -σ(α) ≺ ss σ(β); -σ(γ i ) = σ(δ i ) for every integer i with 1 ≤ i ≤ |γ|; -αγ ≺ s σ(v) and βδ ≺ s σ(w).
We define a unilateral subshift:
In other words, the unilateral subshift X σ is generated by the language of the sequence u.
Theorem 4.7. The following are equivalent:
(1) the substitution σ is not unilaterally recognizable; (2) the directed, finite graph G has a cycle including a vertex generating a gap of natural 1-cutting points.
Proof. Hence, Condition (2) in Theorem 1.1 is satisfied.
(1) ⇒ (2): Assume that σ is not unilaterally recognizable. We shall see that the directed, finite graph G has a vertex which generates a gap of natural 1-cutting points. Using the pigeonhole principle together with Theorem 1.1 and the uniform recurrence of the sequence u, we can find x, y ∈ L N (u), a, b ∈ A and z, w ∈ X σ so that -xaz, ybw ∈ X σ ; -σ(a) ≺ ss σ(b); -σ(z i ) = σ(w i ) for all i ∈ Z + . Lemma 4.2 allows us to find ℓ ∈ Z + such that -z ℓ−1 = w ℓ−1 ; -z [ℓ,+∞) = w [ℓ,+∞) ; -|σ(z [0,ℓ) )| ≤ L 0 ; -|σ(w [0,ℓ) )| ≤ L 0 , where we use a convention that z −1 = a and w −1 = b.
By the pigeonhole principle again, using the hypothesis that the sequence u is assumed to be aperiodic, we can find e, f ∈ X σ for which (4.20) xaz ≺ s σ(e), xaz ⊀ s σ(e [1,+∞) ), ybw ≺ s σ(f ) and ybw ⊀ s σ(f [1,+∞) ).
In view of Lemma 4.2 again, there exist m, n ∈ N such that -α := e m−1 = f n−1 =: β; -ζ := e [m,+∞) = f [n,+∞) .
Recall that z ℓ−1 = w ℓ−1 . There exists a prefix s ∈ A * of z [ℓ,+∞) = w [ℓ,+∞) such that where the second inequality follows from the second property of (4.20) , so that m − 1 < N. Similarly, we obtain that n − 1 < N. These facts allow us to find words χ, τ ∈ L N (u) so that -e [0,m−1) ≺ s χ; -χαζ ∈ X σ ; -f [0,n−1) ≺ s τ ; -τ βζ ∈ X σ . Consequently, we obtain that -σ(e) ≺ s σ(χ)σ(e [m−1,+∞) ) = σ(χαζ); -σ(f ) ≺ s σ(τ )σ(f [n−1,+∞) ) = σ(τ βζ). This together with (4.20) shows that -xaz ≺ s σ(χαζ); -ybw ≺ s σ(τ βζ). Since in virtue of (4.21) we know that xaz [0,ℓ) s ≺ s σ(χα), letting γ = ζ [0,L 1 ) , we obtain that xaz [0,ℓ) sσ(γ) ≺ s σ(χαγ), and also that ybw [0,ℓ) sσ(γ) ≺ s σ(τ βγ). We have obtained a vertex [χαγ, τ βγ] ∈ V which generates a gap of natural 1-cutting points. Now, apply the procedure to (χαζ, τ βζ), which has been applied to (xaz, ybw) for obtaining (χαζ, τ βζ). It yields another vertex where an edge leaves for (χαγ, τ βγ). Applying the procedure inductively yields an infinite path in the directed, finite graph, which results in a cycle in virtue of Remark 4.5.
