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ABSTRACT STOCHASTIC EVOLUTION EQUATIONS IN
M-TYPE 2 BANACH SPACES
Ta. Vieˆ.t Toˆn
∗ and Atsushi Yagi†
Osaka University
This paper devotes to studying abstract stochastic evolution equa-
tions in M-type 2 Banach spaces. First, we handle nonlinear evolution
equations with multiplicative noise. The existence and uniqueness of
local and global mild solutions under linear growth and Lipschitz
conditions on coefficients are presented. The regular dependence of
solutions on initial data is also studied. Second, we investigate linear
evolution equations with additive noise. The existence and uniqueness
of strict and mild solutions and their regularity are shown. Finally,
we explore semilinear evolution equations with additive noise. We
concentrate on the existence, uniqueness and regular dependence of
solutions on initial data.
1. Introduction. The theory of stochastic partial differential equations
in Hilbert spaces has been studied from 1970s. The basic theoretical problem
on existence and uniqueness of solutions and the problem on regularity and
regular dependence on initial data of solutions are still of great interest
today. Two main approaches are known to the abstract stochastic evolution
equations, namely, the variational methods and the semigroup methods.
Some early work in the first approach are due to Bensoussan and Temam
[2, 3]. The fundamental work on monotone stochastic evolution equations is
also due to Pardoux [21, 22]. There are many other important contributions
in this approach, for examples Krylov-Rosovskii [19], Pre´voˆt and Ro¨ckner
[25], Viot [28, 29], Gawarecki and Mandrekar [16] and references therein.
Let us introduce the second approach. The semigroup methods, which
were initiated by the invention of the analytic semigroups in the middle
of the last century, are characterized by precise formulas representing the
solutions of the Cauchy problem for deterministic evolution equations (see
Hille [17] and Yosida [31]). The analytical semigroup S(t) = e−tA generated
by a linear operator −A provides directly a fundamental solution to the
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Cauchy problem for an autonomous linear evolution equation{
dX
dt
+AX = F (t), 0 < t ≤ T,
X(0) = X0,
and the solution is given by the formula X(t) = S(t)X0+
∫ t
0 S(t− s)F (s)ds.
Similarly, a solution to the Cauchy problem for an autonomous nonlinear
evolution equation{
dX
dt
+AX = F (t,X), 0 < t ≤ T,
X(0) = X0,
can be obtained as a solution of an integral equation X(t) = S(t)X0 +∫ t
0 S(t−s)F (s,X(s))ds. For these problems, the solution formulas provide us
important information on solutions such as uniqueness, regularity, smooth-
ing effect and so forth. Especially, for nonlinear problems, one can derive
Lipschitz continuity of solutions with respect to the initial values, even their
Fre´chet differentiability. This powerful approach has been used in the study
of stochastic evolution equations in Hilbert spaces. Some early work was
proposed by Dawson [10, 11], Curtain and Falb [5]. More recent important
contributions are due to Da Prato and his collaborations, see for examples
[6, 7, 8, 9], and references therein.
In this paper, we study abstract stochastic evolution equations in M-type
2 Banach spaces by using the semigroup methods. Let E be an M-type
2 real separable Banach space and B(E) be the Borel σ - field on E. Let
{wt, t ≥ 0} be a one-dimensional Brownian motion on a complete probability
space (Ω,F ,P) with a filtration {Ft}t≥0 satisfying the usual conditions (see
for example Arnold [1], Friedman [15], Karatzas-Shreve [18]). We proceed
to study abstract stochastic evolution equations of the form
(1.1)
{
dX +AXdt = F (t,X)dt +G(t,X)dwt,
X(0) = ξ,
where A :D(A) ⊂ E → E is a densely defined, closed linear operator in E.
The functions F and G are E-valued random variables. The initial value ξ
is an F0-measurable random variable.
A linear form of (1.1) in an M-type 2 and UMD Banach space, i.e.
F (t, x) = F (t) is depending only on t and G(t, x) = Bx, where B is a
linear operator from the space to itself, is investigated in Brzez´niak [4]. The
author showed a sufficient condition on the operator A and the linear op-
erator B, which is assumed to be bounded as an operator from D(A) into
DA(
1
2 , 2), under which (1.1) has a strict solution.
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Our objective is to study the existence and uniqueness, regularity and
dependence on initial data of solutions of (1.1). Our contribution is threefold.
First, we handle nonlinear evolution equations with multiplicative noise.
Second, we investigate linear evolution equations with additive noise. Finally,
we concentrate on semilinear evolution equations with additive noise. The
work on linear and semilinear evolution equations with multiplicative noise
is in preparation [26, 27].
Let us describe the content of the present paper. In Section 2, we intro-
duce the stochastic integral in the M-type 2 Banach space E, concepts of
solutions of (1.1), function spaces with values in E and an integral inequality
of Volterra type.
In Section 3, we show existence of solutions of (1.1) as well as regu-
lar dependence of solutions on initial data under some conditions on the
coefficients F and G. This section contains three subsections. In the first
subsection, we assume that F and G satisfy the linear growth and Lipschitz
conditions. Theorem 3.1 gives the existence of global mild solutions of (1.1).
The proof of the theorem is similar to that in Da Prato-Zabczyk [9]. In the
second subsection, we assume that F and G satisfy the local linear growth
and local Lipschitz conditions. Theorem 3.4 shows the existence of maxi-
mal local mild solutions of (1.1). The proof is based on Lemma 3.2, Lemma
3.3 and Theorem 3.1. Noting that these lemmas come from earlier results
in the theory of ordinary differential equations (see for example Friedman
[15]). Theorem 3.5 gives the dependence of the maximal local mild solution
on the initial data. In the last subsection, we assume that F and G satisfy
the linear growth and local Lipschitz conditions. Theorem 3.6 demonstrates
the existence of global mild solutions of (1.1). Theorem 3.7 presents the
dependence of the global mild solutions on the initial data.
In Section 4, we concentrate on a class of equations of (1.1), namely, linear
evolution equations with additive noise. We assume that F (t, x) = F (t) and
G(t, x) = G(t) are depending only on t. These functions are considered in
the spaces Fβ,σ((0, T ];E) and B((0, T ];E), which will be defined in Section
2. Theorem 4.2 gives the existence of strict solutions. Theorem 4.4 explores
the regularity of mild solutions without the assumption |AS(t)| ≤ cδt
−δ, t ∈
[0, T ], δ ∈ (0, β) of Theorem 4.2.
In Section 5, we set F (t, x) = F1(x) + F2(t) and G(t, x) = G(t), where
F1, F2 and G are depending only on x and t, respectively. The correspond-
ing equation (5.1) is then the form of semilinear evolution equations with
additive noise. We suppose that the function F1 is defined only on a subset
of the space E, namely D(F1) = D(A
η), and that F1 satisfies a Lipschitz
condition on its domain (see (5.2)). To treat (5.1) we require that the initial
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condition takes values in a smaller space, say D(Aβ). Theorem 5.1 proves
the existence of mild solutions in the function space C((0, TF,G,ξ ];D(A
η)) ∩
C([0, TF,G,ξ ];D(A
β)). Theorem 5.3 gives a more stronger regularity under
more regular initial values. Theorem 5.4 presents some results on regular
dependence of solutions on initial data. Theorem 5.5 shows the existence of
solutions for a critical case of the Lipschitz condition on F1. Finally, Theo-
rem 5.8 explores the regular dependence of solutions on initial data for this
critical case.
2. Preliminary.
2.1. Stochastic integrals in M-type 2 Banach spaces. This subsection re-
views the construction and some properties of the stochastic integral in
M-type 2 real separable space E. All details in this subsection one can find
in the work of Dettweiler [12, 13, 14], Pisier [23, 24] and Brzez´niak [4].
Definition 2.1 (Pisier [24]). A Banach sapce E is of M -type 2 (or
martingale type 2) if there is a constant c(E) such that for all E-valued
martingale {Mn}n the inequality
sup
n
E|Mn|
2 ≤ c(E)
∑
n≥0
E|Mn −Mn−1|
2
holds with the convention M−1 = 0.
Example 2.2. Every Lp space with p ∈ [2,∞) is of M -type 2.
Let us first define the stochastic integral for step functions. Let f : [0, T ]×
Ω → E be an adapted random step function, i.e. there exist sequences
{ti}
n
0 : 0 = t0 < · · · < tn = T and {fi}
n−1
0 : fi ∈ L
2(Ω,Fti ,P;E) such that
f(s) = fi a.e. for s ∈ [ti, ti+1). Then the stochastic integral of f on [0, T ]
with respect to wt is defined by
IT (f) :=
∫ T
0
f(t)dwt =
n−1∑
0
(wti+1 − wti)fi.
It is obvious that IT (f) is FT -measurable. In addition, by putting
Mk =
k∑
i=0
(wti+1 − wti)fi,
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then IT (f) =Mn−1 and {Mk}
n−1
k=0 is a martingale. In view of Definition 2.1,
we have
E|IT (f)|
2 ≤ sup
k
E|Mk|
2 ≤ c(E)
n−1∑
k=0
E|(wtk+1 − wtk)fi|
2(2.1)
=c(E)
n−1∑
k=0
E|wtk+1 − wtk |
2
E|fi|
2
=c(E)
n−1∑
k=0
(tk+1 − tk)E|fi|
2
=c(E)
∫ T
0
E|f(t)|2dt.
Denote by P∞ the predictable σ - field on Ω∞ = [0,∞) × Ω generated by
sets of the form
(s, t]×K1, 0 ≤ s < t <∞,K1 ∈ Fs and {0} ×K2, K2 ∈ F0,
and denote by PT the restriction of P∞ to ΩT = [0, T ] × Ω. A process φ is
called predictable if it is measurable from (ΩT ,PT ) into (E,B(E)). We then
denote by N 2(0, T ) the set of all E - valued predictable processes φ such
that E
∫ T
0 |φ(t)|
2dt <∞. Thanks to the inequality (2.1), one can define the
stochastic integral for functions in N 2(0, T ) (a set N 2(a, b), a, b ∈ R, and
the integral for functions in N 2(a, b) are defined similarly). Indeed, due to
(2.1), it is not hard to show that the limit in the following definition exists
and does not depend on the actual choice of step functions.
Definition 2.3 (stochastic integrals). Let f ∈ N 2(0, T ). The stochastic
integral of f on [0, t], 0 ≤ t ≤ T is defined by
It(f) :=
∫ t
0
f(s)dws = lim
n→∞
∫ t
0
φn(s)dws (limit in L
2(P))
where {φn}n is a sequence of step functions such that
lim
n→∞
E
∫ t
0
|f(s)− φn(s)|
2ds = 0.
Proposition 2.4. Let f ∈ N 2(0,∞). Then
(i) E|It(f)|
2 ≤ c(E)
∫ t
0 E|f(s)|
2ds, t ≥ 0.
(ii) {I(f)}t is an E-valued continuous martingale and I(f) ∈ N
2(0,∞).
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(iii) For any p > 1, T > 0
E sup
[0,T ]
∣∣∣ ∫ t
0
φ(s)dws
∣∣∣p ≤ ( p
p− 1
)p
cp(E)E
[ ∫ T
0
|φ(s)|2ds
]p
2
,
where cp(E) is some constant depending only on p,E.
2.2. Concept of solutions. Throughout this paper, if not specified, we
always assume that F and B are measurable from (ΩT ×E,PT ×B(E)) into
(E,B(E)). In addition, we assume that (−A) generates a strongly continuous
semigroup S(t) = e−tA, t ≥ 0 on E. We then set Mt = sup0≤s≤t |S(s)|.
Following the definition of local solutions to stochastic differential equa-
tions (e.g. Arnold [1], Friedman [15], Mao [20]), we present a definition of
local mild solutions for (1.1).
Definition 2.5. Let τ be a stopping time such that τ ≤ T a.s. A pre-
dictable E-valued continuous process {X(t), t ∈ [0, τ)} is called a local mild
solution of (1.1) if the followings are satisfied.
(i) There exists a sequence {τk}
∞
k=1 of stopping times such that 0 ≤ τk ≤
τk+1, k ≥ 1 and limk→∞ τk = τ a.s.
(ii) For t ∈ [0, T ] and k ≥ 1, S(t− ·)G(·,X(·)) ∈ N 2(0, t ∧ τk), i.e.
E
∫ t∧τk
0
|S(t− s)G(s,X(s))|2ds <∞.
(iii) For t ∈ [0, T ] and k ≥ 1∫ t∧τk
0
|S(t− s)F (s,X(s))|ds <∞ a.s.
(iv) For t ∈ [0, T ] and k ≥ 1
X(t ∧ τk) =S(t ∧ τk)ξ +
∫ t∧τk
0
S(t− s)F (s,X(s))ds
+
∫ t∧τk
0
S(t− s)G(s,X(s))dws a.s.
If in addition limt↑τ |X(t)| =∞ on {τ < T}, then {X(t), t ∈ [0, τ)} is called
a maximal local mild solution. A maximal local mild solution {X(t), 0 ≤ t <
τ} is said to be unique if any other maximal local mild solution {X¯(t), 0 ≤
t < τ¯} is indistinguishable from it, means that P{τ = τ¯} = P{X(t) =
X¯(t) for every t ∈ [0, τ)} = 1.
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The following definition of global mild solutions is presented in Da Prato-
Zabczyk [9] and Brzez´niak [4].
Definition 2.6. A predictable E-valued continuous process X(t), t ∈
[0, T ] is called a global mild solution (briefly, a mild solution) of (1.1) if
X ∈ N (0, T ) and for every t ∈ [0, T ]
X(t) =S(t)ξ +
∫ t
0
S(t− s)F (s,X(s))ds(2.2)
+
∫ t
0
S(t− s)G(s,X(s))dws a.s.
It is obvious that a maximal local mild solution {X(t), t ∈ [0, τ)} of (1.1)
is a mild solution on [0, T ] if τ = T a.s. andX satisfies (2.2) and is continuous
at t = T .
Definition 2.7. A predictable E-valued continuous process X(t), t ∈
[0, T ] is called a strict solution of (1.1) if
(i) G(·,X(·)) ∈ N 2(0, T ),
(ii) |
∫ t
0 F (s,X(s))ds| <∞, t ∈ [0, T ],
(iii) X(t) ∈ D(A) and
∫ t
0 E|X(s)|
2
D(A)ds <∞, t ∈ (0, T ],
(iv) for every t ∈ (0, T ]
X(t) = ξ−
∫ t
0
AX(s)ds+
∫ t
0
F (s,X(s))ds+
∫ t
0
G(s,X(s))dws a.s.
A strict (mild) solution {X(t), 0 ≤ t ≤ T} is said to be unique if any other
strict (mild) solution {X¯(t), 0 ≤ t ≤ T} is indistinguishable from it, means
that P{X(t) = X¯(t) for every t ∈ [0, T ]} = 1.
2.3. Function spaces with values in a Banach space. Let I be an interval
of the real line. By B(I;E), we denote the space of uniformly bounded E-
valued functions on I. The space is a Banach space with the supremum
norm
|G|B(I;E) = sup
t∈I
|G(t)|, G ∈ B(I;E).
Denotes by C(I;E) the space of E-valued continuous functions. The follow-
ing well-known result is used very often.
Theorem 2.8. Let A be a closed linear operator of E and a, b ∈ R, a ≤ b.
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(i) If G ∈ C([a, b];E) and AG ∈ C([a, b];E) then
A
∫ b
a
G(t)dt =
∫ b
a
AG(t)dt.
(ii) If G ∈ N 2(a, b) and AG ∈ N 2(a, b) then
A
∫ b
a
G(t)dwt =
∫ b
a
AG(t)dwt.
For an exponent σ > 0, Cσ([a, b];E), a ≤ b denotes the space of functions
which are Ho¨lder continuous on [a, b] with exponent σ. The space is equipped
with norm
|G|Cσ([a,b];E) = sup
a≤s<t≤b
|G(t) −G(s)|
(t− s)σ
.
The Kolmogorov test gives a sufficient condition for a stochastic process to
be Ho¨lder continuous.
Theorem 2.9 (Kolmogorov test, see e.g. Da Prato-Zabczyk [9] ). Let
ζ(t), t ∈ [0, T ] be an E-valued stochastic process such that for some constants
c > 0, ǫi > 0, i = 1, 2 and all t, s ∈ [0, T ]
(2.3) E|ζ(t)− ζ(s)|ǫ1 ≤ c|t− s|1+ǫ2 .
Then ζ has an version whose P-almost all trajectories are Ho¨lder continous
functions with an arbitrary exponent smaller than ǫ2
ǫ1
.
When the process ζ(t) in Theorem 2.9 is a Gaussian process, one can
weaken the condition (2.3).
Theorem 2.10. Let ζ(t), t ∈ [0, T ] be an E-valued Gaussian process such
that Eζ(t) = 0, t ≥ 0, and that for some constants c > 0, ǫ ∈ (0, 1] and all
t, s ∈ [0, T ]
E|ζ(t)− ζ(s)|2 ≤ c|t− s|ǫ.
Then there exists a modification of ζ with P-almost all trajectories being
Ho¨lder continous functions with an arbitrary exponent smaller than ǫ2 .
For two exponents 0 < σ < β ≤ 1 we define a function space Fβ,σ((0, T ];E)
as follows, see Yagi [30] (Fβ,σ((a, b];E), a < b is defined similarly). The space
Fβ,σ((0, T ];E) consists of all continuous function f(t) on (0, T ] (resp. [0, T ])
when 0 < β < 1 (resp. β = 1) with the following three properties:
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1. When β < 1, t1−βf(t) has a limit as t→ 0.
2. The function f is Ho¨lder continuous with exponent σ and with the
weight s1−β+σ, i.e.
sup
0≤s<t≤T
s1−β+σ|f(t)− f(s)|
(t− s)σ
= sup
0≤t≤T
sup
0≤s<t
s1−β+σ|f(t)− f(s)|
(t− s)σ
<∞.
3.
(2.4) lim
t→0
sup
0≤s≤t
s1−β+σ|f(t)− f(s)|
(t− s)σ
= 0.
Then Fβ,σ((0, T ];E) becomes a Banach space with norm
|f |Fβ,σ = sup
0≤t≤T
t1−β|f(t)|+ sup
0≤s<t≤T
s1−β+σ|f(t)− f(s)|
(t− s)σ
.
The following useful inequality follows the definition directly. For every
f ∈ Fβ,σ((0, T ];E), 0 < s < t ≤ T we have
(2.5)
{
|f(t)| ≤ |f |Fβ,σt
β−1,
|f(t)− f(s)| ≤ |f |Fβ,σ(t− s)
σsβ−σ−1.
In addition, it is not hard to show that
(2.6) Fγ,σ((0, T ];E) ⊂ Fβ,σ((0, T ];E), 0 < σ < β < γ ≤ 1.
The space Fβ,σ((0, T ];E) is not a trivial space. Indeed, we have
Remark 2.11 (Yagi [30]). When 0 < σ < β < 1, f(t) = tβ−1g(t) ∈
Fβ,σ((0, T ];E), where g(t) is any E-valued function on [0, T ] such that g ∈
Cσ([0, T ];E) and g(0) = 0. When 0 < σ < β = 1, the space F1,σ((0, T ];E)
includes the space of Ho¨lder continuous functions with exponent σ.
2.4. Integral inequality of Volterra type. Let us introduce an useful in-
equality of Volterra type that will be used in this paper. The proof of the
inequality can be found, for example, in Yagi [30].
Lemma 2.12. Let a ≥ 0, b > 0, µ1 > 0 and µ2 > 0 be constants.
(i) Let Γ be the gamma function. Then the function defined by the series
Eµ,ν(t) =
∞∑
n=0
tnν
Γ(µ1 + nµ2)
, 0 ≤ t <∞
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satisfies an estimate
Eµ,ν(t) ≤
2
Γ0ν2
(1 + t)2−µ1et+1, 0 ≤ t <∞,
where Γ0 = min0<s<∞ Γ(s).
(ii) Let ϕ(t, s) be a nonnegative continuous function defined for 0 ≤ s <
t ≤ T. If ϕ(t, s) satisfies the integral inequality
ϕ(t, s) ≤ a(t− s)µ1−1 + b
∫ t
s
(t− r)µ2−1ϕ(r, s)dr, 0 ≤ s < t ≤ T,
then
ϕ(t, s) ≤ aΓ(µ1)(t−s)
µ1−1Eµ1,µ2([bΓ(µ2)]
1
µ2 (t−s)), 0 ≤ s < t ≤ T.
3. Nonlinear evolution equations with multiplicative noise.
3.1. Existence of global mild solutions under linear growth and Lipschitz
conditions. In this subsection, we shall show existence and uniqueness of
global mild solutions of (1.1) under linear growth and Lipschitz conditions
on F and G. The proof is similar to that in Da Prato-Zabczyk [9].
Theorem 3.1 (global existence). Assume that F and G satisfy two con-
ditions:
(i) The linear growth condition
(3.1) |F (t, x)| + |G(t, x)| ≤ c1(1 + |x|), x ∈ E, t ∈ [0, T ].
(ii) The Lipschitz condition
(3.2)
|F (t, x)−F (t, y)|+|G(t, x)−G(t, y)| ≤ c2|x−y|, x, y ∈ E, t ∈ [0, T ],
where ci > 0 (i = 1, 2) are some positive constants. Suppose further that
E|ξ|p <∞ for some p ≥ 2. Then there exists a unique mild solution X(t) to
(1.1) on [0, T ]. Furthermore, it satisfies the estimate
(3.3) sup
0≤t≤T
E|X(t)|p] ≤ α(1 + E|ξ|p),
where α = α(c1, p,MT , T ) > 0 is some constant depending only on c1, p,MT
and T.
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Proof. We shall use the fixed point theorem and the Gronwall lemma.
The proof is divided into three steps.
Step 1. Let us show existence of a mild solution. Put
Q1(Y )(t) =
∫ t
0
S(t− s)F (s, Y (s))ds,(3.4)
Q2(Y )(t) =
∫ t
0
S(t− s)G(s, Y (s))dws,(3.5)
Q(Y )(t) = S(t)ξ +Q1(Y )(t) +Q2(Y )(t)
and let Ep(0, T¯ )(T¯ ≤ T ) be the set of all E-valued predictable process Y (t)
on [0, T¯ ] such that sup[0,T¯ ] E|Y (t)|
p < ∞. Then up to indistinguishability,
Ep(0, T¯ ) is a Banach space with norm
||Y ||p,T¯ = [ sup
t∈[0,T¯ ]
E|Y (t)|p]
1
p .
Let us show that Q(Ep(0, T¯ )) ⊂ Ep(0, T¯ ). Indeed, by using Ho¨lder inequal-
ity, we have
||Q1(Y )||
p
p,T¯
≤ sup
t∈[0,T¯ ]
[ ∫ t
0
|S(t− s)F (s, Y (s))|ds
]p
≤Mp
T¯
E
[ ∫ T¯
0
|F (s, Y (s)|ds
]p
≤ (c1MT¯ )
p
E
[ ∫ T¯
0
[1 + |Y (s)|]ds
]p
≤ (c1MT¯ )
pT¯ p−1E
∫ T¯
0
[1 + |Y (s)|]pds
≤ (c1MT¯ )
p(2T¯ )p−1E
∫ T¯
0
[1 + |Y (s)|p]ds(3.6)
≤ (c1T¯MT¯ )
p2p−1[1 + ||Y ||p
p,T¯
] <∞, Y ∈ Ep(0, T¯ ),
here we used the inequality (a + b)p ≤ 2p−1(ap + bp), a > 0, b > 0. Thus,
Q1(Ep(0, T¯ )) ⊂ Ep(0, T¯ ). Furthermore, due to Proposition 2.4, we have
||Q2(Y )||
p
p,T¯
= sup
t∈[0,T¯ ]
E
∣∣∣ ∫ t
0
S(t− s)G(s, Y (s))dws
∣∣∣p
≤
( p
p− 1
)p
cp(E)E
[ ∫ t
0
|S(t− s)G(s, Y (s))|2ds
] p
2
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≤
( pMT¯
p− 1
)p
cp(E)E
[ ∫ T¯
0
|G(s, Y (s))|2ds
] p
2
≤
(c1pMT¯
p− 1
)p
cp(E)E
[ ∫ T¯
0
[1 + |Y (s)|]2ds
] p
2
≤
(c1pMT¯
p− 1
)p
cp(E)T¯
p−2
2 E
∫ T¯
0
[1 + |Y (s)|]pds
≤
(c1pMT¯
p− 1
)p
cp(E)T¯
p−2
2 2p−1E
∫ T¯
0
[1 + |Y (s)|p]ds
=
(c1pMT¯
p− 1
)p
cp(E)T¯
p−2
2 2p−1
∫ T¯
0
[1 + E|Y (s)|p]ds(3.7)
≤
(c1pMT¯
p− 1
)p
cp(E)T¯
p
2 2p−1[1 + ||Y ||p
p,T¯
] <∞, Y ∈ Ep(0, T¯ ).
Therefore, Q2(Ep(0, T¯ )) ⊂ Ep(0, T¯ ). We thus have shown that Q(Ep(0, T¯ )) ⊂
Ep(0, T¯ ).
Let us next verify that Q is a contraction mapping of Ep(0, T¯ ), provided
T¯ > 0 is sufficiently small. For any Y1, Y2 ∈ Ep(0, T¯ ) we have
||Q1(Y1)−Q1(Y2)||
p
p,T¯
= sup
t∈[0,T¯ ]
E
∣∣∣ ∫ t
0
S(t− s)(F (s, Y1(s))− F (s, Y2(s)))ds
∣∣∣p
≤Mp
T¯
sup
t∈[0,T¯ ]
E
[ ∫ t
0
|F (s, Y1(s))− F (s, Y2(s))|ds
]p
≤ (c2MT¯ )
p
E
[ ∫ T¯
0
|Y1(s)− Y2(s)|ds
]p
≤ (c2MT¯ )
pT¯ p−1E
∫ T¯
0
|Y1(s)− Y2(s)|
pds
≤ (c2T¯MT¯ )
p||Y1 − Y2||
p
p,T¯
and
||Q2(Y1)−Q2(Y2)||
p
p,T¯
= sup
t∈[0,T¯ ]
E
∣∣∣ ∫ t
0
S(t− s)[G(s, Y1(s))−G(s, Y2(s))]dws
∣∣∣p
≤
( p
p− 1
)p
cp(E) sup
t∈[0,T¯ ]
E
[ ∫ t
0
|S(t− s)[G(s, Y1(s))−G(s, Y2(s))]|
2ds
] p
2
≤
( pMT¯
p− 1
)p
cp(E) sup
t∈[0,T¯ ]
E
[ ∫ t
0
|G(s, Y1(s))−G(s, Y2(s))|
2ds
] p
2
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≤
(c2pMT¯
p− 1
)p
cp(E)E
[ ∫ T¯
0
|Y1(s)− Y2(s)|
2ds
] p
2
≤
(c2pMT¯
p− 1
)p
cp(E)T¯
p−2
2 E
∫ T¯
0
|Y1(s)− Y2(s)|
pds
≤
(c2pMT¯
p− 1
)p
cp(E)T¯
p
2 ||Y1 − Y2||
p
p,T¯
.
Hence,
||Q(Y1)−Q(Y2)||p,T¯ ≤ ||Q1(Y1)−Q1(Y2)||p,T¯ + ||Q2(Y1)−Q2(Y2)||p,T¯
≤ c2MT¯
√
T¯
[√
T¯ +
pC
1
p
p (E)
p− 1
]
||Y1 − Y2||p,T¯ .
Therefore, if
(3.8) c2MT¯
√
T¯
[√
T¯ +
pC
1
p
p (E)
p− 1
]
< 1,
then Q is contraction in Ep(0, T¯ ).
Since Q maps Ep(0, T¯ ) into itself and is contraction with respect to the
norm of Ep(0, T¯ ), Q has a unique fixed point X ∈ Ep(0, T¯ ). This shows that
X(t) is a mild solution to (1.1) on [0, T¯ ]. In view of (3.8), this solution can be
extended on [0, T ] by considering the equation on intervals [0, T¯ ], [T¯ , 2T¯ ], . . . .
Furthermore, the continuity of X on [0, T ] follows from the continuity of the
stochastic integral (see Proposition 2.4).
Step 2. Let us verify uniqueness of the mild solution. Let X1 and X2 be
mild solutions of (1.1). Then for every t ∈ [0, T ] we have
E|X1(t)−X2(t)|
2
=E
∣∣∣ ∫ t
0
S(t− s)[F (s,X1(s))− F (s,X2(s))]ds
+
∫ t
0
S(t− s)[G(s,X1(s))−G(s,X2(s))]dws
∣∣∣2
≤2E
∣∣∣ ∫ t
0
S(t− s)[F (s,X1(s))− F (s,X2(s))]ds
∣∣∣2
+ 2E
∣∣∣ ∫ t
0
S(t− s)[G(s,X1(s))−G(s,X2(s))]dws
∣∣∣2
≤2M2TE
[ ∫ t
0
|F (s,X1(s))− F (s,X2(s))|ds
]2
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+ 2c(E)E
∫ t
0
|S(t− s)[G(s,X1(s))−G(s,X2(s))]|
2ds
≤2c22M
2
TE
[ ∫ t
0
|X1(s)−X2(s)|ds
]2
+ 2c(E)M2TE
∫ t
0
|G(s,X1(s))−G(s,X2(s))|
2ds
≤2c22[t+ c(E)]M
2
TE
∫ t
0
|X1(s)−X2(s)|
2ds
≤2c22[T + c(E)]M
2
T
∫ t
0
E|X1(s)−X2(s)|
2ds.
The Gronwall lemma then derives that E|X1(t) − X2(t)|
2 = 0 for every
t ∈ [0, T ]. Since X1 and X2 are continuous, they are indistinguishable.
Step 3. Let us finally verify the estimate (3.3). In view of (3.6) and (3.7),
we have
sup
t∈[0,t]
E|X(s)|p
=||X||pp,t = ||Q(X)||
p
p,t
≤[||S(·)ξ||p,t + ||Q1(X)||p,t + ||Q2(X)||p,t]
p
≤3p[||S(·)ξ||pp,t + ||Q1(X)||
p
p,t + ||Q2(X)||
p
p,t]
≤3p
[
MpTE|ξ|
p + (c1Mt)
p(2t)p−1E
∫ t
0
[1 + |Y (s)|p]ds
+
(c1pMt
p− 1
)p
cp(E)t
p−2
2 2p−1
∫ t
0
[1 + E|Y (s)|p
]
ds
≤3pMpTE|ξ|
p +
[
(3c1Mt)
p(2t)p−1 +
(3c1pMt
p− 1
)p
cp(E)t
p−2
2 2p−1
]
×
∫ t
0
[1 + sup
[0,s]
E|Y (r)|p]ds
≤3pMpTE|ξ|
p +
[
(3c1MT )
p(2T )p−1 +
(3c1pMT
p− 1
)p
cp(E)T
p−2
2 2p−1
]
×
[
T +
∫ t
0
sup
[0,s]
E|Y (r)|pds
]
, t ∈ [0, T ].
Then the Gronwall lemma again provides (3.3).
3.2. Existence and regular dependence on initial data of local mild solu-
tions under local linear growth and local Lipschitz conditions. Let us first
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explore existence and uniqueness of local mild solutions of (1.1) under local
linear growth and local Lipschitz conditions on F and G. Following ideas in
[15], we shall construct two lemmas.
Lemma 3.2. Let (α1, α2) ⊂ R,Ω0 ⊂ Ω and Φi ∈ N
2(α1, α2). If
1Ω0Φ1(t) = 1Ω0Φ2(t) for all t ∈ (α1, α2),
then
1Ω0
∫ α2
α1
Φ1(t)dwt = 1Ω0
∫ α2
α1
Φ2(t)dwt a.s.
The proof of Lemma 3.2 for the case E = R can be found in [15, Lemma
2.11]. In fact, the arguments are available for anyM -type 2 separable Banach
space. So we omit it.
Lemma 3.3. Consider two equations of the form (1.1):
(3.9)
{
dXi +AXidt = Fi(t,Xi)dt+Gi(t,Xi)dwt,
Xi(0) = ξi, i = 1, 2.
Assume that there exists a constant c > 0 such that
|Fi(t, x) − Fi(t, y)|+ |Gi(t, x)−Gi(t, y)| ≤ c|x− y|
and
|Fi(t, x)|
2 + |Gi(t, x)|
2 ≤ c2(1 + |x|2)
for i = 1, 2, x, y ∈ E and t ∈ [0, T ]. Suppose further that F1(t, x) = F2(t, x),
G1(t, x) = G2(t, x) for |x| ≤ n, 0 ≤ t ≤ T with some n > 0, and that ξ1 = ξ2
for a.s. ω for which either ξ1(ω) < n or ξ2(ω) < n. Denote τi = inf{t :
|Xi(t)| > n} with the convention inf ∅ = T. Then
P(τ1 = τ2) = 1,
P{ sup
0<t≤τ1
|X1(t)−X2(t)| = 0} = 1.
Proof. On the account of Theorem 3.1, there exists a mild solution Xi(t)
of (3.9) on [0, T ]. Consider a function φ : [0, T ]→ R defined by
φ(t) =
{
1 if |X1(s)| ≤ n for all 0 ≤ s ≤ t,
0 in all other cases.
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Then for t ∈ [0, T ] we have

φ(t)(ξ1 − ξ2) = 0 a.s.,
φ(t)S(t)(ξ1 − ξ2) = 0 a.s.,
φ(t) = 1{φ(t)=1}φ(t),
φ(t) = φ(t)2.
Therefore,
φ(t)[X1(t)−X2(t)] =φ(t)
∫ t
0
S(t− s)[F1(s,X1(s))− F2(s,X1(s))]ds
+ φ(t)
∫ t
0
S(t− s)[F2(s,X1(s))− F2(s,X2(s))]ds
+ φ(t)
∫ t
0
S(t− s)[G1(s,X1(s))−G2(s,X1(s))]dws
+ φ(t)
∫ t
0
S(t− s)[G2(s,X1(s))−G2(s,X2(s))]dws
=J1 + J2 + J3 + J4.
When φ(t) = 1, F1(s,X1(s)) = F2(s,X1(s)) for every s ∈ [0, t]. Hence,
J1 = 0. In addition, we have G1(s,X1(s)) = G2(s,X1(s)) on {φ(t) = 1} for
all s ∈ [0, t]. Lemma 3.2 then provides that
J3 = 1{φ(t)=1}φ(t)
∫ t
0
S(t− s)[G1(s,X1(s))−G2(s,X1(s))]dws
= 1{φ(t)=1}
∫ t
0
S(t− s)[G1(s,X1(s))−G2(s,X1(s))]dws
= 1{φ(t)=1}
∫ t
0
0dws = 0.
Hence,
Eφ(t)|X1(t)−X2(t)|
2 = E|φ(t)[X1(t)−X2(t)]|
2 = E|J2 + J4|
2
≤ 2E|J2|
2 + 2E|J4|
2.(3.10)
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Let us estimate E|J2|
2 and E|J4|
2. Since φ(t) decreases in t, we have
2|J2|
2 ≤ 2
∣∣∣ ∫ t
0
φ(s)S(t− s)[F2(s,X1(s))− F2(s,X2(s))]ds
∣∣∣2
≤ 2t
∫ t
0
φ(s)|S(t− s)[F2(s,X1(s))− F2(s,X2(s))]|
2ds
≤ 2tM2t
∫ t
0
φ(s)|F2(s,X1(s))− F2(s,X2(s))|
2ds
≤ 2tc2M2t
∫ t
0
φ(s)|X1(s)−X2(s)|
2ds, t ∈ [0, T ].
Thus,
(3.11) E|J2|
2 ≤ 2Tc2M2T
∫ t
0
Eφ(s)|X1(s)−X2(s)|
2ds, t ∈ [0, T ].
On the other hand, we have φ(s) = 1 on {φ(t) = 1} for every s ∈ [0, t].
Lemma 3.2 again provides that
2|J4|
2 = 2
∣∣∣φ(t)1{φ(t)=1}
∫ t
0
S(t− s)[G2(s,X1(s))−G2(s,X2(s))]dws
∣∣∣2
= 2
∣∣∣1{φ(t)=1}
∫ t
0
S(t− s)[G2(s,X1(s))−G2(s,X2(s))]dws
∣∣∣2
= 2
∣∣∣1{φ(t)=1}
∫ t
0
φ(s)S(t− s)[G2(s,X1(s))−G2(s,X2(s))]dws
∣∣∣2
≤ 2
∣∣∣ ∫ t
0
φ(s)S(t− s)[G2(s,X1(s))−G2(s,X2(s))]dws
∣∣∣2.
Using Proposition 2.4, we then obtain that
2E|J4|
2 ≤2c(E)E
∫ t
0
|φ(s)S(t− s)[G2(s,X1(s))−G2(s,X2(s))]|
2ds
≤2c(E)M2t E
∫ t
0
φ(s)|G2(s,X1(s))−G2(s,X2(s))|
2ds
≤2c2c(E)M2T
∫ t
0
Eφ(s)|X1(s)−X2(s)|
2ds, t ∈ [0, T ].(3.12)
Substituting (3.11) and (3.12) into (3.10), we observe that
Eφ(t)|X1(t)−X2(t)|
2
≤2c2[T + c(E)]M2T
∫ t
0
Eφ(s)|X1(s)−X2(s)|
2ds, t ∈ [0, T ].
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Thanks to the Gronwall lemma, we verify that Eφ(t)|X1(t) − X2(t)|
2 = 0
for every t ∈ [0, T ]. As a consequence,
φ(t)|X1(t)−X2(t)|
2 = 0 a.s.
From the definition of φ, it is then clear that X1(t) = X2(t) a.s. t ∈ (0, τ1]
and P(τ2 ≥ τ1) = 1. Similarly, we have X1(t) = X2(t) a.s. t ∈ (0, τ2] and
P(τ1 ≥ τ2) = 1. We thus have shown that
P{X1(t) = X2(t)} = P(τ1 = τ2) = 1, t ∈ (0, τ1].
In addition, by the continuity of X1(t) and X2(t), we conclude that
sup
0<t≤τ1
|X1(t)−X2(t)|
2 = 0 a.s.
It completes the proof.
Theorem 3.4 (local existence). Suppose that for any n > 0 there exist
cn > 0 and c¯n > 0 such that whenever |x| ≤ n, |y| ≤ n and t ∈ [0, T ], the
following two conditions hold:
(i) The local growth condition
|F (t, x)| + |G(t, x)| ≤ c¯n(1 + |x|).
(ii) The local Lipschitz condition
(3.13) |F (t, x)− F (t, y)| + |G(t, x)−G(t, y)| ≤ cn|x− y|.
Then there exists a unique maximal local mild solution {X(t), t ∈ [0, τ)} to
(1.1). Furthermore, there exists a constant α = α(c¯n,MT , T ) > 0 depending
only on c¯n,MT and T such that
(3.14) E|X(t ∧ τn)|
2 ≤ α(1 + E|ξ|2), t ≥ 0, n = 0, 1, . . . ,
where {τn}
∞
n=0 is a sequence of stopping times defined by
τn = inf{t ∈ [0, T ] : |X(t)| > n}
with the convention inf ∅ = T and τ0 = 0 a.s.
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Proof. Let us first show existence of a maximal local mild solution by
using the truncation method. For n = 1, 2, . . . , we denote
Fn(t, x) =


F (t, x) if |x| ≤ n,
F (t, x)(2 −
|x|
n
) if n < |x| ≤ 2n,
0 if |x| > 2n,
Gn(t, x) =


G(t, x) if |x| ≤ n,
G(t, x)(2 −
|x|
n
) if n < |x| ≤ 2n,
0 if |x| > 2n,
and
ξn0 =
{
ξ if |ξ| ≤ n,
0 if |ξ| > n.
It is easy to see that the measurable functions Fn and Gn satisfy the linear
growth and global Lipshitz conditions. On the account of Theorem 3.1, there
exists a unique mild solution Xn(t) on [0, T ] of the system
(3.15)
{
dXn +AXndt = Fn(t,Xn)dt+Gn(t,Xn)dwt,
Xn(0) = ξn0 .
Define the stopping times
(3.16) τn = inf{t ∈ [0, T ] : |Xn(t)| > n}, n = 1, 2, . . . .
By Lemma 3.3, we observe that
Xn(t) = Xm(t) a.s. if 0 ≤ t ≤ τn and m > n.
Hence, the sequence {τn}n increases and has a limit τ = limn→∞ τn ≤ T a.s.
We then define {X(t), 0 ≤ t < τ} by
(3.17) X(t) = Xn(t), t ∈ [τn−1, τn], n ≥ 1.
It is clear thatX(t) is continuous andX ∈ N 2(0, t∧τn) for every t ≥ 0, n ≥ 1.
In addition, on {τ < T} we have
lim inf
t→τ
|X(t)| ≥ lim inf
n→∞
|X(τn)| = lim inf
n→∞
|Xn(τn)| =∞.
On the other hand, using Lemma 3.2, we obtain that
X(t ∧ τn) =Xn(t ∧ τn)
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=S(t ∧ τn)ξn0 +
∫ t∧τn
0
S(t ∧ τn − s)Fn(s,Xn(s))ds
+
∫ t∧τn
0
S(t ∧ τn − s)Gn(s,Xn(s))dws
=S(t ∧ τn)ξn0 +
∫ t∧τn
0
S(t ∧ τn − s)F (s,X(s))ds(3.18)
+
∫ t∧τn
0
S(t ∧ τn − s)G(s,X(s))dws.
Therefore, {X(t), t ∈ [0, τ)} is a maximal local mild solution of (1.1).
Let us now verify the estimate (3.14). Using the same argument as in the
proof of the estimate (3.3) in Theorem 3.1 to the stochastic integral equation
(3.18), we conclude that
E|X(t ∧ τn)|
2 ≤ α(1 + E|ξn0 |
2) ≤ α(1 + E|ξ|2), t ≥ 0, n ≥ 1,
where α = α(c¯n,MT , T ) > 0 is some constant depending only on c¯n,MT and
T. Clearly, by (3.16) and (3.17),
τn = inf{t ∈ [0, T ] : |X(t)| > n}.
The estimate (3.14) thus has been verified.
Let us finally verify uniqueness of the solution. Let {X¯(t), t ∈ [0, τ¯ )} be
another maximal local mild solution of (1.1). Denote
τ¯n = inf{t ∈ [0, τ¯ ) : |X¯(t)| > n} and τ
∗
n = τn ∧ τ¯n.
Then the sequence {τ∗n}n increases and converges to τ ∧ τ¯ a.s. as n → ∞.
For t ≥ 0 and n = 1, 2, . . . , we have
E|X(t ∧ τ∗n)− X¯(t ∧ τ
∗
n)|
2
≤2E
∣∣∣ ∫ t∧τ∗n
0
S(t ∧ τ∗n − s){F (s,X(s)) − F (s, X¯(s))}ds
∣∣∣2
+ 2E
∣∣∣ ∫ t∧τ∗n
0
S(t ∧ τ∗n − s){G(s,X(s)) −G(s, X¯(s))}dws
∣∣∣2
≤2TM2TE
∫ t∧τ∗n
0
|F (s,X(s)) − F (s, X¯(s))|2ds
+ 2c(E)E
∫ t∧τ∗n
0
|S(t ∧ τ∗n − s){G(s,X(s)) −G(s, X¯(s))}|
2ds
≤2Tc2nM
2
TE
∫ t∧τ∗n
0
|X(s)− X¯(s)|2ds
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+ 2c(E)M2TE
∫ t∧τ∗n
0
|G(s,X(s)) −G(s, X¯(s))|2ds
≤2(T + c(E))c2nM
2
TE
∫ t∧τ∗n
0
|X(s)− X¯(s)|2ds
=2(T + c(E))c2nM
2
TE
∫ t
0
1[0,τ∗n](s)|X(s ∧ τ
∗
n)− X¯(s ∧ τ
∗
n)|
2ds
≤2(T + c(E))c2nM
2
T
∫ t
0
E|X(s ∧ τ∗n)− X¯(s ∧ τ
∗
n)|
2ds.(3.19)
The Gronwall lemma then gives that E|X(t ∧ τ∗n)− X¯(t ∧ τ
∗
n)|
2 = 0. Hence,
X(t∧τ∗n) = X¯(t∧τ
∗
n) for every n ≥ 1 and t ≥ 0. Letting n→∞, we conclude
that X(t) = X¯(t) for every t ∈ [0, τ ∧ τ¯).
On the other hand, if P{τ < τ¯} < 1 then for almost sure ω ∈ {τ < τ¯},
X¯(t, ω) is continuous at τ(ω). We then arrive at a contradiction
∞ > |X¯(τ(ω), ω)| = lim
n→∞
|X¯(τn(ω), ω)| = lim
n→∞
|X(τn(ω), ω)| =∞.
Therefore, P{τ < τ¯} = 1. Similarly, we have P{τ > τ¯} = 1. We thus have
shown that P{τ = τ¯} = 1. The theorem is proved.
Let us now study dependence of the maximal local mild solution on the
initial data. It turns out that the maximal local mild solution {X(t), t ∈
[0, τ)} of (1.1), which is shown in Theorem 3.4, depends continuously on the
initial data in the sense specified in the following theorem.
Theorem 3.5. Let the assumption on the functions F and G of The-
orem 3.4 be satisfied. Let {X(t), t ∈ [0, τ)} and {X¯(t), t ∈ [0, τ¯ )} be the
maximal local solutions of (1.1) with the initial values ξ and ξ¯, respec-
tively. Then there exist two positive constants C1 = C1(cn,MT , T ) and
C2 = C2(cn, c¯n,MT , T ) satisfying the estimates
E|X(t ∧ τn)− X¯(t ∧ τn)|
2 ≤ C1E|ξ − ξ¯|
2(3.20)
and
E|X(t ∧ τn)−X(s ∧ τn)|
2(3.21)
≤ C2[E|[S(t ∧ τn − s ∧ τn)− I]X(s ∧ τn)|
2 + (1 + E|ξ|2)(t− s)]
for every 0 ≤ s ≤ t ≤ T , where {τn}
∞
n=0 is a sequence of stopping times
defined by
τn = inf{t ∈ [0, T ] : |X(t)| > n or |X¯(t)| > n}.
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Proof. Let us first prove (3.20). The case E|ξ − ξ¯|2 = ∞ is obvious.
Hence, we may assume that E|ξ− ξ¯|2 <∞. In view of the proof of Theorem
3.4 (see (3.18)), we have
X(t ∧ τn) =S(t ∧ τn)ξ +
∫ t∧τn
0
S(t ∧ τn − r)F (r,X(r))dr(3.22)
+
∫ t∧τn
0
S(t ∧ τn − r)G(r,X(r))dwr ,
and
X¯(t ∧ τn) =S(t ∧ τn)ξ¯ +
∫ t∧τn
0
S(t ∧ τn − r)F (r, X¯(r))dr
+
∫ t∧τn
0
S(t ∧ τn − r)G(r, X¯(r))dwr.
Similarly to (3.19), we obtain that
E|X(t ∧ τn)− X¯(t ∧ τn)|
2
≤3E|S(t ∧ τn)(ξ − ξ¯)|
2
+ 3(T + c(E))c2nM
2
T
∫ t
0
E|X(r ∧ τn)− X¯(r ∧ τn)|
2dr
≤3M2TE|ξ − ξ¯|
2
+ 3(T + c(E))c2nM
2
T
∫ t
0
E|X(r ∧ τn)− X¯(r ∧ τn)|
2dr, t ∈ [0, T ].
The Gronwall lemma then provides (3.20).
Let us now verify (3.21). By the semigroup property, from (3.22) we ob-
serve that
X(t ∧ τn)−X(s ∧ τn)
=S(t ∧ τn − s ∧ τn)
[
S(s ∧ τn)ξ +
∫ s∧τn
0
S(s ∧ τn − r)F (r,X(r))dr
+
∫ s∧τn
0
S(s ∧ τn − r)G(r,X(r))dwr
]
+
∫ t∧τn
s∧τn
S(t ∧ τn − r)F (r,X(r))dr
+
∫ t∧τn
s∧τn
S(t ∧ τn − r)G(r,X(r))dwr −X(s ∧ τn)
=[S(t ∧ τn − s ∧ τn)− I]X(s ∧ τn) +
∫ t∧τn
s∧τn
S(t ∧ τn − r)F (r,X(r))dr
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+
∫ t∧τn
s∧τn
S(t ∧ τn − r)G(r,X(r))dwr .
Using the local growth condition on F and G, we then observe that
E|X(t ∧ τn)−X(s ∧ τn)|
2
≤3E|[S(t ∧ τn − s ∧ τn)− I]X(s ∧ τn)|
2
+ 3E
∣∣∣ ∫ t∧τn
s∧τn
S(t ∧ τn − r)F (r,X(r))dr|
2
+ 3E
∣∣∣ ∫ t∧τn
s∧τn
S(t ∧ τn − r)G(r,X(r))dwr
∣∣∣2
≤3E|[S(t ∧ τn − s ∧ τn)− I]X(s ∧ τn)|
2
+ 3E(t ∧ τn − s ∧ τn)
∫ t∧τn
s∧τn
|S(t ∧ τn − r)|
2|F (r,X(r))|2dr
+ 3c(E)E
∫ t∧τn
s∧τn
|S(t ∧ τn − r)|
2|G(r,X(r))|2dr
≤3E|[S(t ∧ τn − s ∧ τn)− I]X(s ∧ τn)|
2
+ 6c2nM
2
TTE
∫ t∧τn
s∧τn
[1 + |X(r)|2]dr
+ 6c2nM
2
T c(E)E
∫ t∧τn
s∧τn
[1 + |X(r)|2]dr
=3E|[S(t ∧ τn − s ∧ τn)− I]X(s ∧ τn)|
2
+ 6c2nM
2
T [T + c(E)]
∫ t
s
[1 + E|X(r ∧ τn)|
2]dr.
By virtue of (3.14), we obtain that
E|X(t ∧ τn)−X(s ∧ τn)|
2
≤3E|[S(t ∧ τn − s ∧ τn)− I]X(s ∧ τn)|
2
+ 6c2nM
2
T [T + c(E)](1 + α+ αE|ξ|
2)(t− s),
where α = α(c¯n,MT , T ) is some positive constant. Thus, (3.21) has been
verified.
3.3. Existence and regular dependence on initial data of global mild solu-
tions under linear growth and local Lipschitz conditions. Let us first show
existence and uniqueness of mild solutions of (1.1) under linear growth and
local Lipschitz conditions on F and G.
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Theorem 3.6 (global existence). Suppose that F and G satisfies the
linear growth condition (3.1) and the local Lipschitz condition (3.13) and
that E|ξ|2 <∞. Then
(i) there exists a unique mild solution X(t) of (1.1) on [0, T ] such that
(3.23) E|X(t)|2 ≤ α1(1 + E|ξ|
2), t ∈ [0, T ],
where α1 is some constant depending only on c1,MT and T.
(ii) For any p > 2 there exists a constant α2 > 0 depending only on
c1, p,MT and T such that
(3.24) E sup
0≤t≤T
|X(t)|p ≤ α2(1 + E|ξ|
p).
Proof.
• Proof of (i).
It is already known by Theorem 3.4 that there exists a unique maximal local
mild solution {X(t), t ∈ [0, τ)} to (1.1) such that{
E|X(t ∧ τk)|
2 ≤ α1(1 + E|ξ|
2), t ≥ 0, k ≥ 1,
X(τk) = k, k ≥ 1,
where α1 > 0 is some constant depending only on c1,MT and T.
Let us first verify that τ = T a.s. Indeed, if this statement is false, then
there would exist t0 ∈ (0, T ) and ǫ ∈ (0, 1) such that P{τ < t0} > ǫ. Hence,
by denoting Ωk = {τk ≤ t0}, there exists k0 ∈ N \ {0} such that P(Ωk) ≥ ǫ
for all k ≥ k0. Since the sequence {Ωk}k is decreasing, we observe that
P(∩k=k0Ωk) ≥ ǫ. From this, for every k ≥ k0 we have
α1(1 + E|ξ|
2) ≥ E|X(t0 ∧ τk)|
2
≥ E|1∩k=k0ΩkX(t0 ∧ τk)|
2
≥ E|1∩k=k0ΩkX(τk)|
2
= k2P{∩k=k0Ωk} = ǫk
2.
Letting k →∞, we arrive at a contradiction: ∞ > α1(1+E|ξ|
2) =∞. Thus,
τ = T a.s.
Let us now show that X(t) is defined and is continuos at t = T and that
X satisfies the estimate (3.23). Since τ = T a.s., we have
(3.25) X(t) = S(t)ξ +Q1(X)(t) +Q2(X)(t), t ∈ [0, T ),
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where Q1 and Q2 are defined by (3.4) and (3.5), respectively. Using the
same argument as in the proof of the estimate (3.3) of Theorem 3.1 to the
stochastic integral equation (3.25), we observe that
(3.26) E|X(t)|2 ≤ α1(1 + E|ξ|
2), t ∈ [0, T ),
where α1 is some constant depending only on c1,MT and T . Clearly, the
estimate (3.26) derives that Q1(X)(t) and Q2(X)(t) are defined at t = T .
Furthermore, Proposition 2.4 provides the continuity of Q2(X) at t = T .
The continuity of Q1(X) at t = T can be seen easily from (3.26) and the
equality
Q1(X)(T ) −Q1(X)(t)
=
∫ T
0
S(T − t)S(t− s)F (s,X(s))ds −
∫ t
0
S(t− s)F (s,X(s))ds
=[S(T − t)− I]
∫ t
0
S(t− s)F (s,X(s))ds +
∫ T
t
S(T − s)F (s,X(s))ds
with any t ∈ [0, T ). Therefore, by setting
X(T ) = S(T )ξ +Q1(X)(T ) +Q2(X)(T ),
we conclude that the obtained process {X(t), t ∈ [0, T ]} is a unique mild
solution of (1.1) on [0, T ]. Furthermore, the estimate (3.23) follows from
(3.26) and the continuity of X(t) on [0, T ].
• Proof of (ii).
The case E|ξ|p = ∞ is obvious. Therefore, we can assume that E|ξ|p < ∞.
To simply the proof, we shall use a notation C to denote positive constants
which are determined by the constants c1, p,MT and T . So, it may change
from occurrence to occurrence. Since
X(t) = S(t)ξ +Q1(X)(t) +Q2(X)(t),
for every s ∈ [0, T ] we have
|X(s)|p ≤C
[
|ξ|p +
{∫ s
0
|S(s− u)F (u,X(u))|du
}p
+ |Q2(X)(s)|
p
]
≤C
[
|ξ|p +
{∫ s
0
|F (u,X(u))|du
}p
+ |Q2(X)(s)|
p
]
≤C
[
|ξ|p +
{∫ s
0
(1 + |X(u)|)du
}p
+ |Q2(X)(s)|
p
]
≤C
[
|ξ|p +
∫ s
0
(1 + |X(u)|p)du+ |Q2(X)(s)|
p
]
.
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Hence,
E sup
0≤s≤t
|X(s)|p
≤ C
[
E|ξ|p +
∫ t
0
(1 + E sup
0≤u≤s
|X(u)|p)ds + E sup
0≤s≤t
|Q2(X)(s)|
p
]
.
On the other hand, applying the Burkholder-Davis-Gundy inequality [18,
Theorem 3.28] to the continuous martingale {Q2(X)(s), s ∈ [0, T ]}, we see
that
E sup
0≤s≤t
|Q2(X)(s)|
p ≤ CE
[ ∫ t
0
|S(s − u)G(u,X(u))|2du
] p
2
≤ CE
[ ∫ t
0
|G(u,X(u))|2du
] p
2
≤ CE
[ ∫ t
0
(1 + |X(u)|2)du
] p
2
≤ C
∫ t
0
[1 + E sup
0≤u≤s
|X(u)|p]ds.
Therefore, we have shown that
E sup
0≤s≤t
|X(s)|p ≤ C
[
1 + E|ξ|p +
∫ t
0
E sup
0≤u≤s
|X(u)|pds
]
.
By the Gronwall lemma, we conclude that
E sup
0≤s≤T
|X(s)|p ≤ C(1 + E|ξ|p).
The proof is complete.
In the remain of the subsection, we will give the continuous dependence
of the global mild solution on the initial data.
Theorem 3.7. Let (3.1) and (3.13) be satisfied. Let X and X¯ be the
global solutions of (1.1) with the initial values ξ and ξ¯ satisfying the condi-
tion E|ξ|2 + E|ξ¯|2 <∞, respectively. Then there exist two positive constants
C1 = C1(c1,MT , T ) and C2 = C2(c1, c¯n,MT , T ) such that
E|X(t)− X¯(t)|2 ≤ C1E|ξ − ξ¯|
2
and
E|X(t)−X(s)|2 ≤ C2[E|[S(t− s)− I]X(s)|
2 + (1 + E|ξ|2)(t− s)]
for every 0 ≤ s ≤ t ≤ T .
TA. VIEˆ. T TOˆN AND ATSUSHI YAGI 27
As the proof of this theorem is similar to that of Theorem 3.5, we may
omit it.
4. Linear evolution equations with additive noise. This section
handles linear evolution equations with additive noise: the functions F and G
are considered to be dependent only on t, i.e. F (t,X) = F (t) and G(t,X) =
G(t). Let us rewrite the equation (1.1) in the form
(4.1)
{
dX +AXdt = F (t)dt+G(t)dwt,
X(0) = ξ.
We shall explore existence of strict and mild solutions and regularity of
solutions of (4.1).
Throughout this section, we suppose that
• the spectrum σ(A) of A is contained in an open sectorial domain Σ̟:
(4.2) σ(A) ⊂ Σ̟ = {λ ∈ C : | arg λ| < ̟}, 0 < ̟ <
π
2
,
• there exists a constant M̟ > 0 such that
(4.3) ||(λ−A)−1|| ≤
M̟
|λ|
, λ /∈ Σ̟.
• the non-random functions F : [0, T ] → E and G : [0, T ] → E satisfy
one of the following two conditions:
(4.4) F ∈ Fβ,σ((0, T ];E), G ∈ Fβ+
1
2
,σ((0, T ];E)
with 0 < σ < β ≤ 12 ,
(4.5) F ∈ Fβ,σ with 0 < σ < β ≤ 1 and G ∈ B([0, T ];E).
The following lemma presents some useful results. The proof can be found
in the monograph [30].
Lemma 4.1. The linear operator A satisfies the following properties.
(i) (−A) generates an analytic semigroup S(t) = e−tA.
(ii)
(4.6) |AνS(t)| ≤ ινt
−ν , t ∈ (0, T ], ν ∈ [0,∞),
where ιν = sup0<t≤T t
ν |AνS(t)| <∞. In particular,
(4.7) |S(t)| ≤ ι0, t ∈ [0, T ].
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(iii) There exists ν > 0 such that
(4.8) |S(t)| ≤ ι0e
−νt, t ∈ [0, T ].
(iv) For every θ ∈ (0, 1]
(4.9) |[S(t)− I]A−θ| ≤
ι1−θ
θ
tθ, t ∈ [0, T ].
(v)
(4.10) AS(·)U ∈ Fβ,σ((0, T ];E) for every U ∈ D(Aβ).
4.1. Existence of strict solutions. This subsection presents existence of
strict solutions of the autonomous linear evolution equation (4.1).
Theorem 4.2. Assume that
(4.11)
there exist δ ∈ (0,
1
2
) and cδ > 0 such that |AS(t)| < cδt
−δ
for every t ∈ (0, T ].
Then there exists a unique strict solution of (4.1) in the space C((0, T ];D(A)).
Proof. Let us observe that the integral
∫ t
0 S(t−s)G(s)dws is well-defined
and is continuous. Indeed, it suffices to show that
∫ t
0 |S(t−s)G(s)|
2ds is finite
for t ∈ (0, T ]. If (4.4) takes place then from (2.5) and (4.7), we have
∫ t
0
|S(t− s)G(s)|2ds ≤
∫ t
0
ι20|G|
2
Fβ+
1
2
,σ
s2β−1ds
=
ι20|G|
2
Fβ+
1
2
,σ
t2β
2β
<∞, t ∈ [0, T ].
Otherwise, if (4.5) takes place then from (4.7), we have
∫ t
0
|S(t− s)G(s)|2ds ≤ ι20t|G|
2
B((0,T ];E) <∞, t ∈ [0, T ].
On the other hand, by (2.5) and (4.8), we have
(4.12)
∫ t
0
|S(t− s)F (s)|ds ≤ ι0|F |Fβ,σ
∫ t
0
e−ν(t−s)sβ−1ds ≤
ι0|F |Fβ,σt
β
β
.
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Hence,
∫ t
0 S(t − s)F (s)ds is continuous on [0, T ]. We thus have shown that
(4.1) has a unique mild solution X(t) = I1(t) + I2(t), where
(4.13)
I1(t) = S(t)ξ +
∫ t
0
S(t− s)F (s)ds,
I2(t) =
∫ t
0
S(t− s)G(s)dws.
We shall show that this mild solution is a strict solution in the space
C((0, T ];D(A)). For this purpose, we divide the proof into two steps.
Step 1. Let us verify that I1 ∈ C((0, T ];D(A)) and satisfies the integral
equation
(4.14) I1(t) +
∫ t
0
AI1(s)ds = ξ +
∫ t
0
F (s)ds, t ∈ (0, T ].
Let An = A(1 +
A
n
)−1, n ∈ N \ {0} be the Yosida approximation of A. Then
An satisfies (4.2) and (4.3) uniformly and generates an analytic semigroup
Sn(t) (see e.g. [30]). Furthermore, for every ν ∈ [0,∞) we have
(4.15) lim
n→∞
AνnSn(t) = A
νS(t) (limit in L(E))
and there exists ςν > 0 independent of n such that for every t ∈ (0, T ]
(4.16)
{
|AνnSn(t)| ≤ ςνt
−ν if ν > 0,
|AνnSn(t)| ≤ ςνe
−ςν t if ν = 0.
Consider a function
I1n(t) = Sn(t)ξ +
∫ t
0
Sn(t− s)F (s)ds, t ∈ [0, T ].
Due to (4.15) and (4.16), limn→∞ I1n(t) = I1(t) a.s. Since An is bounded,
we verify that
dI1n = [−AnI1n + F (t)]dt, t ∈ (0, T ].
From this equation, for any ǫ ∈ (0, T ) we obtain that
(4.17) I1n(t) = I1n(ǫ) +
∫ t
ǫ
[F (s)−AnI1n(s)]ds, t ∈ [ǫ, T ].
We shall observe convergence of AnI1n. We have
AnI1n(t)
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=AnSn(t)ξ +
∫ t
0
AnSn(t− s)[F (s)− F (t)]ds +
∫ t
0
AnSn(t− s)dsF (t)
=AnSn(t)ξ +
∫ t
0
AnSn(t− s)[F (s)− F (t)]ds + [I − Sn(t)]F (t).
(4.18)
Using (2.5) and (4.16), we observe that
|AnI1n(t)|
≤ς1t
−1|ξ|+
∫ t
0
ς1|F |Fβ,σ(t− s)
σ−1sβ−σ−1ds + (1 + ς0e
−ς0t)|F |Fβ,σ t
β−1
=ς1|ξ|t
−1 + [1 + ς1B(β − σ, σ) + ς0e
−ς0t]|F |Fβ,σ t
β−1, t ∈ (0, T ],
(4.19)
where B(·, ·) is the beta function. Furthermore, due to (4.15) and (4.18),
lim
n→∞
AnI1n(t) =W (t),
where
W (t) = AS(t)ξ +
∫ t
0
AS(t− s)[F (s)− F (t)]ds + [I − S(t)]F (t).
Let us verify that W (t) is continuous on (0, T ]. Indeed, let t0 ∈ (0, T ].
Using (2.5) and (4.6), for every t ≥ t0 we have
|W (t)−W (t0)|
≤|AS(t0)[S(t− t0)− I]ξ|+ |[I − S(t)]F (t) − [I − S(t0)]F (t0)|
+
∣∣∣ ∫ t
t0
AS(t− s)[F (s)− F (t)]ds +
∫ t0
0
AS(t− s)ds[F (t0)− F (t)]
+
∫ t0
0
S(t− t0)AS(t0 − s)[F (s)− F (t0)]ds
−
∫ t0
0
AS(t0 − s)[F (s)− F (t0)]ds
∣∣∣
≤ι1t
−1
0 |S(t− t0)ξ − ξ|+ |[I − S(t)]F (t) − [I − S(t0)]F (t0)|
+
∫ t
t0
|AS(t− s)||F (s) − F (t)|ds + |[S(t− t0)− S(t)][F (t0)− F (t)]|
+
∫ t0
0
|[S(t− t0)− I]AS(t0 − s)[F (s)− F (t0)]|ds
≤ι1t
−1
0 |S(t− t0)ξ − ξ|+ |[I − S(t)]F (t) − [I − S(t0)]F (t0)|
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+
∫ t
t0
ι1|F |Fβ,σ(t− s)
σ−1sβ−σ−1ds+ |S(t− t0)− S(t)||F (t0)− F (t)|
+ |S(t− t0)− I|
∫ t0
0
ι1|F |Fβ,σ(t0 − s)
σ−1sβ−σ−1ds
≤ι1t
−1
0 |S(t− t0)ξ − ξ|+ |[I − S(t)]F (t) − [I − S(t0)]F (t0)|
+ ς1|F |Fβ,σ t
β−σ−1
0
∫ t
t0
(t− s)σ−1ds+ |S(t− t0)− S(t)||F (t0)− F (t)|
+ ι1|F |Fβ,σB(β − σ, σ)t
β−1
0 |S(t− t0)− I|
≤ι1t
−1
0 |S(t− t0)ξ − ξ|+ |[I − S(t)]F (t) − [I − S(t0)]F (t0)|
(4.20)
+
ι1|F |Fβ,σ
σ
tβ−σ−10 (t− t0)
σ + |S(t− t0)− S(t)||F (t0)− F (t)|
+ ι1|F |Fβ,σB(β − σ, σ)t
β−1
0 |S(t− t0)− I|.
Thus, limtցt0 W (t) = W (t0). Similarly, we obtain that limtրt0 W (t) =
W (t0). Hence, W (t) is continuous at t = t0 and then at every point in
(0, T ].
By the above aguments, we have
I1(t) = lim
n→∞
I1n(t) = lim
n→∞
A−1n AnI1n(t) = A
−1W (t).
This shows that I1(t) ∈ D(A) and AI1(t) =W (t) ∈ C((0, T ];E).
Let us prove that
∫ t
0 W (s)ds exists. Indeed, by virtue of (2.5), (4.6) and
(4.7), we have∫ t
0
|[I − S(r)]F (r)|dr ≤ (1 + ι0)|F |Fβ,σ
∫ t
0
rβ−1dr
=
(1 + ι0)|F |Fβ,σr
β
β
, t ∈ [0, T ],
and ∫ t
0
∣∣∣ ∫ s
0
AS(s− r)[F (r)− F (s)]dr
∣∣∣ds
≤
∫ t
0
∫ s
0
|AS(s− r)||F (r)− F (s)|drds
≤ ι1|F |Fβ,σ
∫ t
0
∫ s
0
(s− r)σ−1rβ−σ−1drds
=
ι1|F |Fβ,σB(β − σ, σ)t
β
β
, t ∈ [0, T ].
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These estimates show that
∫ t
0 [I − S(r)]F (r)dr and
∫ t
0
∫ s
0 AS(s − r)[F (r) −
F (s)]drds exist for t ∈ [0, T ]. Therefore, the existence of
∫ t
0 W (s)ds for
t ∈ [0, T ] follows from the equality∫ t
0
W (s)ds =
∫ t
0
AS(r)ξdr +
∫ t
0
∫ s
0
AS(s− r)[F (r)− F (s)]drds
+
∫ t
0
[I − S(r)]F (r)dr
=[I − S(t)]ξ +
∫ t
0
∫ s
0
AS(s − r)[F (r)− F (s)]drds
+
∫ t
0
[I − S(r)]F (r)dr.
In view of (4.19), by applying the Lebesgue dominate convergence theo-
rem to (4.17), for any ǫ ∈ (0, T ) we obtain that
(4.21) I1(t) = I1(ǫ) +
∫ t
ǫ
[F (s)−AI1(s)]ds, t ∈ [ǫ, T ].
From (4.12) and (4.13), limǫ→0 I1(ǫ) = ξ. Letting ǫ → 0 in (4.21), we then
observe the equation (4.14).
Step 2. Let us observe that I2 ∈ C([0, T ];D(A)) and satisfies the equation
(4.22) I2(t) +
∫ t
0
AI2(s)ds =
∫ t
0
G(u)dwu, t ∈ (0, T ].
If (4.4) takes place, then by using (2.5) and (4.11), we have∫ t
0
|AS(t− s)G(s)|2ds ≤
∫ t
0
c2δ(t− s)
−2δ|G|2
Fβ+
1
2
,σ
s2β−1ds
= c2δ |G|
2
Fβ+
1
2
,σ
t2(β−δ)B(2β, 1 − 2δ) <∞, t ∈ (0, T ].
Otherwise, if (4.5) takes place then∫ t
0
|AS(t− s)G(s)|2ds ≤ c2δ
∫ t
0
(t− s)−2δ|G|2B((0,T ];E)ds
=
c2δt
1−2δ|G|2B((0,T ];E)
1− 2δ
<∞, t ∈ (0, T ].
Hence, the integral
∫ t
0 AS(t− s)G(s)dws, t ∈ (0, T ] is well-defined and then
is continuous. Since A is closed, we obtain that
AI2(t) =
∫ t
0
AS(t− s)G(s)dws, t ∈ (0, T ].
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Using the Fubini formula, we have
A
∫ t
0
I2(s)ds =
∫ t
0
∫ s
0
AS(s − u)G(u)dwuds
=
∫ t
0
∫ t
u
AS(s − u)G(u)dsdwu
=
∫ t
0
[G(u) − S(t− u)G(u)]dwu
=
∫ t
0
G(u)dwu −
∫ t
0
S(t− u)G(u)dwu
=
∫ t
0
G(u)dwu − I2(t), t ∈ (0, T ].
This means that I2 satisfies (4.22).
From these two steps, we conclude that X(t) is a strict solution in the
space C((0, T ];D(A)).
Remark 4.3. In Step 1 of the proof of Theorem 4.2, the assumption
(4.11) is not used. Using this assumption, we can reduce the proof of the
statement of this step. However, we do not present such a proof, because it is
not useful for the study of regularity of mild solutions in the next theorems.
In fact, this assumption is only to guarantee the existence of the integral∫ t
0 AS(t− s)G(s)dws, t ∈ (0, T ].
4.2. Regularity of mild solutions. In this subsection, we will study reg-
ularity of mild solutions of (4.1) without the condition (4.11) in Theorem
4.2. The initial value is considered in the domain D(Aβ).
Theorem 4.4. Suppose that ξ ∈ D(Aβ) a.s. Then there exists a mild
solution X of (4.1) in the space
X ∈ C([0, T ];D(Aβ)) ∩ Cβ([0, T ];E).
Furthermore, X satisfies the estimates
E|X(t)|2 ≤ ρ1[E|ξ|
2 + |F |2Fβ,σ + |G|
2
Fβ+
1
2
,σ
],(4.23)
when (4.4) takes place, and
E|X(t)|2 ≤ ρ2[E|ξ|
2 + |F |2Fβ,σ + (1− e
−ρ2t)|G|2B([0,t];E)],(4.24)
when (4.5) takes place. Here, ρ1 and ρ2 are two positive constants depending
only on A, β and σ.
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Proof. The existence of the mild solution X(t) = I1(t)+I2(t) of (4.1) is
already shown in Theorem 4.2, where I1(t) and I2(t) are defined by (4.13).
First, let us assume that the condition (4.4) takes place. The proof for this
case is divided into several steps.
Step 1. Let us show that I1(t) ∈ D(A
β) for t ∈ [0, T ] and that AβI1 ∈
C([0, T ];E). Since S(t) is strongly continuous, we have
lim
t→s
|AβS(t)ξ −AβS(s)ξ| = lim
t→s
|[S(t)− S(t0)]A
βξ| = 0, s ∈ [0, T ].
Therefore, AβS(t)ξ is continuous on [0, T ]. Because of
AβI1(t) = A
βS(t)ξ +Aβ
∫ t
0
S(t− s)F (s)ds,
it suffices to show that Aβ
∫ t
0 S(t−s)F (s)|ds is well-defined and is continuos
on [0, T ].
Let us verify the first assertion. Using the inequalities (2.5) and (4.6), we
have∫ t
0
|AβS(t− s)F (s)|ds ≤
∫ t
0
|AβS(t− s)||F (s)|ds
≤ |F |Fβ,σ ιβ
∫ t
0
(t− s)−βsβ−1ds
= |F |Fβ,σ ιβ
∫ 1
0
uβ−1(1− u)−βdu
= ιβ|F |Fβ,σB(β, 1 − β), t ∈ [0, T ].(4.25)
Hence,
∫ t
0 A
βS(t − s)F (s)ds is well-defined. Since Aβ is closed, we obtain
that
Aβ
∫ t
0
S(t− s)F (s)ds =
∫ t
0
AβS(t− s)F (s)ds.
Let us now verify the second assertion, i.e. to verify the continuity of
Aβ
∫ t
0 S(t− s)F (s)ds on [0, T ]. Fix t0 ∈ [0, T ]. We consider two cases.
Case 1: t0 > 0. For every t ≥ t0 we have∣∣∣∣
∫ t
0
AβS(t− s)F (s)ds−
∫ t0
0
AβS(t0 − s)F (s)ds
∣∣∣∣
≤
∣∣∣∣
∫ t0
0
Aβ[S(t− s)− S(t0 − s)]F (s)ds
∣∣∣∣ +
∣∣∣∣
∫ t
t0
AβS(t− s)F (s)ds
∣∣∣∣
≤
∫ t0
0
|AβS(t0 − s)||F (s)|ds|S(t− t0)− I|+
∫ t
t0
|AβS(t− s)||F (s)|ds.
TA. VIEˆ. T TOˆN AND ATSUSHI YAGI 35
Using (2.5) and (4.6), we observe that∣∣∣∣
∫ t
0
AβS(t− s)F (s)ds −
∫ t0
0
AβS(t0 − s)F (s)ds
∣∣∣∣
≤
∫ t0
0
ιβ(t0 − s)
−β|F |Fβ,σs
β−1ds|S(t− t0)− I|+
∫ t
t0
ιβ(t− s)
−β sup
s∈[t0,t]
|F (s)|ds
= |F |Fβ,σιβB(β, 1 − β)|S(t − t0)− I|+
ιβ sups∈[t0,t] |F (s)|(t − t0)
1−β
1− β
→ 0 as tց t0.
This means that
∫ t
0 A
βS(t−s)F (s)ds is right-continuous at t = t0. Similarly,
we can show that it is left-continuous at t = t0. Therefore, A
β
∫ t
0 S(t −
s)F (s)ds is continuous at t = t0.
Case 2: t0 = 0. By the property of the space F
β,σ((0, T ];E), we may put
z = limtց0 t
1−βF (t). We have
∣∣∣Aβ ∫ t
0
S(t− s)F (s)ds
∣∣∣
=
∣∣∣ ∫ t
0
AβS(t− s)[F (s)− F (t)]ds
∣∣∣+ ∣∣∣ ∫ t
0
AβS(t− s)F (t)ds
∣∣∣
=
∣∣∣ ∫ t
0
AβS(t− s)[F (s)− F (t)]ds
∣∣∣+ ∣∣∣[I − S(t)]Aβ−1F (t)∣∣∣
≤
∫ t
0
|AβS(t− s)||F (t)− F (s)|ds + |tβ−1[I − S(t)]Aβ−1[t1−βF (t)− z]|
+ |tβ−1[I − S(t)]Aβ−1z|.
Using (2.4), (4.6) and (4.9), we obtain that
lim sup
tց0
∣∣∣∣Aβ
∫ t
0
S(t− s)F (s)ds
∣∣∣∣
≤ιβ lim sup
tց0
∫ t
0
ιβ(t− s)
−β|F (t)− F (s)|ds
+
ιβ
1− β
lim sup
tց0
|t1−βF (t)− z|
+ lim sup
tց0
|tβ−1[I − S(t)]Aβ−1z|
=ιβ lim sup
tց0
∫ t
0
(t− s)σ−βs−1+β−σ
s1−β+σ|F (t)− F (s)|
(t− s)σ
ds
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+
ιβ
1− β
lim sup
tց0
|t1−βF (t)− z|
+ lim sup
tց0
|tβ−1[I − S(t)]Aβ−1z|
≤ιβB(β − σ, 1− β + σ) lim sup
tց0
sup
s∈[0,t)
s1−β+σ|F (t) − F (s)|
(t− s)σ
+ lim sup
tց0
|tβ−1[I − S(t)]Aβ−1z|
= lim sup
tց0
|tβ−1[I − S(t)]Aβ−1z|.
Since D(Aβ) is dense in E, there exists a sequence {zn}n in D(A
β) that
converges to z as n→∞. Using (4.9), we observe that
lim sup
tց0
∣∣∣∣Aβ
∫ t
0
S(t− s)F (s)ds
∣∣∣∣
≤ lim sup
tց0
|tβ−1[I − S(t)]Aβ−1(z − zn)|+ lim sup
tց0
|tβ−1[I − S(t)]A−1Aβzn|
≤
ιβ
1− β
|z − zn|+ ι0 lim sup
tց0
tβ|Aβzn|
=
ιβ
1− β
|z − zn|, n = 1, 2, . . . .
Letting n to∞, we obtain that limtց0A
β
∫ t
0 S(t−s)F (s)ds = 0. This means
that Aβ
∫ t
0 S(t− s)F (s)ds is right-continuous at t = t0.
From these two cases, we conclude that Aβ
∫ t
0 S(t−s)F (s)ds is continuous
at t = t0 and then at every point in [0, T ]. The second assertion has been
shown.
Step 2. Let us verify that AβX ∈ C([0, T ];E). In view of (2.5) and (4.6),
we have∫ t
0
|AβS(t− s)G(s)|2ds ≤ ι2β|G|
2
Fβ+
1
2
,σ
∫ t
0
(t− s)−2βs2β−1ds
= ι2β|G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2β) <∞.(4.26)
Thus,
∫ t
0 A
βS(t − s)G(s)dws is well-defined. Since A
β is closed, we obtain
that
AβI2(t) =
∫ t
0
AβS(t− s)G(s)dws.
Thanks to Proposition 2.4, AβI2 is a continuous square integrable martingale
on [0, T ]. On the account of Step 1, we conclude that
AβX = AβI1 +A
βI2 ∈ C([0, T ];E).
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Step 3. Let us show that I1 is β - Ho¨lder continuous on [0, T ]. From (4.6),
(4.7), (4.13) and (4.14), for every 0 ≤ s < t ≤ T we observe that
|I1(t)− I1(s)| =
∣∣∣ ∫ t
s
F (u)du −
∫ t
s
AI1(u)du
∣∣∣
=
∣∣∣ ∫ t
s
F (u)du −
∫ t
s
AS(u)ξdu −
∫ t
s
∫ u
0
AS(u− r)F (r)drdu
∣∣∣
≤
∣∣∣ ∫ t
s
[F (u)−AS(u)ξ]du
∣∣∣ + ∫ t
s
∣∣∣ ∫ u
0
AS(u− r)F (u)dr
∣∣∣du
+
∫ t
s
∣∣∣ ∫ u
0
AS(u− r)[F (u)− F (r)]dr
∣∣∣du
≤
∣∣∣ ∫ t
s
[F (u)−AS(u)ξ]du
∣∣∣ + ∫ t
s
|[I − S(u)]F (u)|du(4.27)
+
∫ t
s
∫ u
0
|AS(u− r)||F (u)− F (r)|drdu
≤
∫ t
s
[|F (u)−AS(u)ξ|+ (1 + ι0)|F (u)|]du
+ ι1
∫ t
s
∫ u
0
(u− r)−1|F (u)− F (r)|drdu
=I11(s, t) + I12(s, t).(4.28)
We shall give estimates for I11 and I12. Since ξ ∈ D(A
β) a.s., we have
AS(·)ξ ∈ Fβ,σ((0, T ];E) a.s. (see (4.10)). Therefore,
F (·)−AS(·)ξ ∈ Fβ,σ((0, T ];E) a.s.
In view of (2.5), we see that
I11(s, t) ≤
∫ t
s
[|F (·) −AS(·)ξ|Fβ,σu
β−1 + |F |Fβ,σ(1 + ι0)u
β−1]du
=
|F (·)−AS(·)ξ|Fβ,σ + |F |Fβ,σ(1 + ι0)
β
(tβ − sβ)
≤
|F (·)−AS(·)ξ|Fβ,σ + |F |Fβ,σ(1 + ι0)
β
(t− s)β.
Meanwhile, using (2.5), we have
I12(s, t) =ι1
∫ t
s
∫ u
0
(u− r)σ−1rβ−1−σ
r1−β+σ|F (u)− F (r)|
(u− r)σ
drdu
≤ι1|F |Fβ,σ
∫ t
s
∫ u
0
(u− r)σ−1rβ−σ−1drdu
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=ι1|F |Fβ,σ
∫ t
s
uβ−1
∫ 1
0
(1− v)σ−1vβ−σ−1dvdu
=ι1|F |Fβ,σB(β − σ, σ)
∫ t
s
uβ−1du
=
ι1|F |Fβ,σB(β − σ, σ)
β
(tβ − sβ)
≤
ι1|F |Fβ,σB(β − σ, σ)
β
(t− s)β.(4.29)
Thus, I1(·) is β - Ho¨lder continuous on [0, T ].
Step 4. Let us show that X is β-Ho¨lder continuous on [0, T ]. On the
account of Step 3, it suffices to show that I2 ∈ C
β([0, T ];E). Let 0 ≤ s <
t ≤ T , then
I2(t)− I2(s) =
∫ t
s
S(t− r)G(r)dwr +
∫ s
0
[S(t− r)− S(s− r)]G(r)dwr.
Since the integrals in the right hand side are independent and have zero
expectation, we have
E|I2(t)− I2(s)|
2
=E
∣∣∣ ∫ t
s
S(t− r)G(r)dwr
∣∣∣2 + E∣∣∣ ∫ s
0
[S(t− r)− S(s − r)]G(r)dwr
∣∣∣2
≤c(E)
[ ∫ t
s
|S(t− r)|2|G(r)|2dr +
∫ s
0
|S(t− r)− S(s− r)|2|G(r)|2dr
]
.
Using (2.5), (4.6) and (4.7), we then observe that
E|I2(t)− I2(s)|
2
≤c(E)|G|2
Fβ+
1
2
,σ
[
ι20
∫ t
s
r2β−1dr +
∫ s
0
∣∣∣ ∫ t−r
s−r
AS(u)du
∣∣∣2r2β−1dr]
≤c(E)|G|2
Fβ+
1
2
,σ
[ ι20(t2β − s2β)
2β
+ ι21
∫ s
0
(∫ t−r
s−r
u−1du
)2
r2β−1dr
]
.
Dividing −1 as −1 = −β + β − 1, we have( ∫ t−r
s−r
u−1du
)2
≤
[ ∫ t−r
s−r
(s− r)−βuβ−1du
]2
= (s− r)−2β
[(t− r)β − (s− r)β]2
β2
≤ (s− r)−2β
(t− s)2β
β2
.(4.30)
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Hence,
E|I2(t)− I2(s)|
2
≤c(E)|G|2
Fβ+
1
2
,σ
[ ι20(t2β − s2β)
2β
+
ι21(t− s)
2β
β2
∫ s
0
(s− r)−2βr2β−1dr
]
≤c(E)|G|2
Fβ+
1
2
,σ
[ ι20
2β
+
ι21B(2β, 1 − 2β)
β2
]
(t− s)2β.(4.31)
In addition, by the definition of the stochastic integral, I2(t) is a Gaussian
process. Theorem 2.10 then provides that I2 ∈ C
β([0, T ];E).
Step 5. Let us prove (4.23). Taking s = 0, t ∈ (0, T ] in (4.27), it yields
that
|I1(t)− I1(0)|
≤
∣∣∣ ∫ t
0
[F (u)−AS(u)ξ]du
∣∣∣ + ∫ t
0
|[I − S(u)]F (u)|du
+
∫ t
0
∫ u
0
|AS(u− r)||F (u)− F (r)|drdu
≤
∫ t
0
[1 + |I − S(u)|]|F (u)|du +
∣∣∣ ∫ t
0
AS(u)ξdu
+ c1
∫ t
0
∫ u
0
(u− r)−1|F (u) − F (r)|drdu.
In view of (2.5), (4.7), (4.28) and (4.29), we have
|I1(t)− I1(0)|
≤
∫ t
0
(2 + ι0)|F (u)|du + |[I − S(t)]ξ|| + I12(0, t)
≤(2 + ι0)
∫ t
0
|F |Fβ,σu
β−1du+ (1 + ι0)|ξ|+
ι1|F |Fβ,σB(β − σ, σ)
β
tβ
=
[2 + ι0 + ι1B(β − σ, σ)]t
β |F |Fβ,σ
β
+ (1 + ι0)|ξ|.
Then
|I1(t)| ≤ (2 + ι0)|ξ|+
[2 + ι0 + ι1B(β − σ, σ)]t
β |F |Fβ,σ
β
, t ∈ (0, T ].
Obviously, this inequality also holds true for t = 0. As a consequence, there
exists c1 > 0 depending only on A, β and σ such that
(4.32) E|I1(t)|
2 ≤ c1[E|ξ|
2 + |F |2Fβ,σ ], t ∈ [0, T ].
40 TA. VIEˆ. T TOˆN AND ATSUSHI YAGI
On the other hand, using (2.5) and (4.8), we have
E|I2(t)|
2 ≤ c(E)
∫ t
0
|S(t− s)G(s)|2ds
≤ c(E)ι20|G|
2
Fβ+
1
2
,σ
∫ t
0
e−2ν(t−s)s2β−1ds
≤ c(E)cν,βι
2
0|G|
2
Fβ+
1
2
,σ
, t ∈ [0, T ],(4.33)
where cν,β = supt∈[0,∞)
∫ t
0 e
−2ν(t−s)s2β−1ds <∞.
Combining (4.32) and (4.33), we conclude that
E|X(t)|2 ≤2E[I1(t)
2 + I2(t)
2]
≤2c1[E|ξ|
2 + |F |2Fβ,σ ] + 2c(E)cν,βι
2
0|G|
2
Fβ+
1
2
,σ
,
from which it follows (4.23).
From these steps, the assertion of the theorem under the condition (4.4)
is proved.
Let us now assume that the condition (4.5) takes place. Similarly to the
above case, we will verify that the assertions in Steps 1-4 still hold true.
Indeed, the assertions in Step 1 and Step 3 are obviously true, since they
are independent of the conditions (4.4) and (4.5).
To show the assertion in Step 2, it suffices to verify that
∫ t
0 A
βS(t −
s)G(s)ds is well-defined. This follows from a fact that∫ t
0
|AβS(t− s)G(s)|2ds ≤ ι2β|G|
2
B([0,t];E)
∫ t
0
(t− s)−2βds
=
ι2β
1− 2β
|G|2B([0,t];E)t
1−2β <∞,
here we used the property (4.6).
To obtain the assertion in Step 4, it suffices to prove that I2 is β - Ho¨lder
continuous on [0, T ]. Indeed, let 0 ≤ s < t ≤ T . Using (4.6) and (4.7), we
have
E|I2(t)− I2(s)|
2
=E
∣∣∣ ∫ t
s
S(t− r)G(r)dwr
∣∣∣2 + E∣∣∣ ∫ s
0
[S(t− r)− S(s− r)]G(r)dwr
∣∣∣2
≤c(E)
[ ∫ t
s
|S(t− r)|2|G(r)|2dr +
∫ s
0
|S(t− r)− S(s− r)|2|G(r)|2dr
]
≤c(E)|G|2B([0,T ];E)
[
ι20(t− s) +
∫ s
0
∣∣∣ ∫ t−r
s−r
AS(u)du
∣∣∣2dr]
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≤c(E)|G|2B([0,T ];E)
[
ι20(t− s) + ι
2
1
∫ s
0
(∫ t−r
s−r
u−1du
)2
dr
]
.
Fix α ∈ (0, 12). Dividing −1 as −1 = −α+ α− 1, we have
(∫ t−r
s−r
u−1du
)2
≤ (s− r)−2α
(t− s)2α
α2
, (see (4.30)).
Therefore,
E|I2(t)− I2(s)|
2
≤c(E)|G|2B([0,T ];E)
[
ι20(t− s) +
ι21
α2
(t− s)2α
∫ s
0
(s− r)−2αdr
]
≤c(E)|G|2B([0,T ];E)
[
ι20(t− s) +
ι21s
1−2α
α2(1− 2α)
(t− s)2α
]
=c(E)|G|2B([0,T ];E)
[
ι20(t− s)
1−2α +
ι21s
1−2α
α2(1− 2α)
]
(t− s)2α
≤c(E)|G|2B([0,T ];E)
[
ι20 +
ι21
α2(1− 2α)
]
T 1−2α(t− s)2α.
Applying Theorem 2.10 for the Gaussian process I2(t), we observe that I2 ∈
Cα([0, T ];E) for any α ∈ (0, 12 ). In particular, I2 ∈ C
β([0, T ];E).
Let us finally observe (4.24). Obviously, the estimate (4.32) still holds
true, since it depends on neither (4.4) nor (4.5).
Meanwhile, using (4.8), we have
|I2(t)|
2 ≤ c(E)
∫ t
0
|S(t− s)G(s)|2ds
≤ c(E)ι20|G|
2
B([0,t];E)
∫ t
0
e−2ν(t−s)ds
=
c(E)ι20|G|
2
B([0,t];E)
2ν
(1− e−2νt), t ∈ [0, T ].(4.34)
Combining (4.32) and (4.34), we obtain that
E|X(t)|2 ≤ 2c1[E|ξ|
2 + |F |2Fβ,σ ] +
c(E)ι20|G|
2
B([0,t];E)
ν
(1− e−2νt), t ∈ [0, T ].
Thus, (4.24) has been verifed. It completes the proof.
The following corollary is a direct consequence of Theorems 4.2-4.4.
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Corollary 4.5. Assume that (4.11) holds true and that ξ ∈ D(Aβ) a.s.
Then there exists a strict solution X of (4.1) in the space:
X ∈ C((0, T ];D(A)) ∩ C([0, T ];D(Aβ)) ∩ Cβ([0, T ];E).
Furthermore, X satisfies the estimate (4.23) when (4.4) takes place, and
satisfies the estimate (4.24) when (4.5) takes place.
5. Semilinear evolution equations with additive noise. In this
section, we will study semilinear evolution equations with additive noise:
the function F (t, x) is divided into two parts: one depends only on x and
the other depends only on t, i.e. F (t, x) = F1(X) + F2(t), and the function
G(t, x) = G(t) depends only on t. Let us rewrite (1.1) into the form of
semilinear evolution equations with additive noise.
(5.1)
{
dX +AXdt = [F1(X) + F2(t)]dt +G(t)dwt, t ∈ (0, T ],
X(0) = ξ,
where F1 is measurable from (ΩT × E,PT × B(E)) to (E,B(E)), F2 and G
are non-random measurable functions from [0, T ] to E.
Let fix constants η, β, σ such that

0 < η < 12 ,
0 ∨ (2η − 12) < β < η,
0 < σ < β.
We suppose further that
(H1) F1 defines on the domain D(A
η) and satisfies a Lipschitz condition of
the form
(5.2) |F1(x)−F1(y)| ≤ cF1 [|A
η(x−y)|+|Aβ˜(x−y)|], x, y ∈ D(Aη)
with β˜ = β, where cF1 is some positive constant.
(H2) F2 ∈ F
β,σ((0, T ];E).
(H3) G ∈ Fβ+
1
2
,σ((0, T ];E).
5.1. Existence of local mild solutions.
Theorem 5.1. Let (4.2), (4.3), (H1), (H2) and (H3) be satisfied. Let
ξ ∈ D(Aβ) such that E|Aβξ|2 <∞. Then (5.1) possesses a unique local mild
solution X in the function space:
(5.3) X ∈ C((0, TF1,F2,G,ξ];D(A
η)) ∩ C([0, TF1,F2,G,ξ];D(A
β)),
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where TF1,F2,G,ξ depends only on the squared norms |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
and
E|F1(0)|
2 and E|Aβξ|2. Furthermore, X satisfies the estimates
(5.4) E|X(t)|2 + E|AβX(t)|2 ≤ CF1,F2,G,ξ, t ∈ [0, TF1,F2,G,ξ],
and
(5.5)
E|AηX(t)|2 ≤ CF1,F2,G,ξ
[
t−2(η−β)+ t2(1+β−2η)+ t2(1−η)
]
, t ∈ (0, TF1,F2,G,ξ]
with some constant CF1,F2,G,ξ depending only on |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
,E|F1(0)|
2
and E|Aβξ|2.
Proof. We shall use the fixed point theorem for contractions to prove
existence and uniqueness of a local solution. For each S ∈ (0, T ], we set the
underlying space:
Ξ(S) ={Y ∈ C((0, S];D(Aη)) ∩ C([0, S];D(Aβ)) such that
sup
0<t≤S
t2(η−β)E|AηY (t)|2 + sup
0≤t≤S
E|AβY (t)|2 <∞}.
Then up to indistinguishability, Ξ(S) is a Banach space with norm
(5.6) |Y |Ξ(S) =
[
sup
0<t≤S
t2(η−β)E|AηY (t)|2 + sup
0≤t≤S
E|AβY (t)|2
] 1
2
.
Let fix a constant κ > 0 such that
(5.7)
κ2
2
> C1 ∨ C2,
where two constants C1 and C2 will be fixed below. Consider a subset Υ(S)
of Ξ(S) which consists of all function Y ∈ Ξ(S) such that
(5.8) max
{
sup
0<t≤S
t2(η−β)E|AηY (t)|2, sup
0≤t≤S
E|AβY (t)|2
}
≤ κ2.
Obviously, Υ(S) is a nonempty closed subset of Ξ(S).
For Y ∈ Υ(S), we define a function on [0, S]
(5.9) ΦY (t) = S(t)ξ+
∫ t
0
S(t−s)[F1(Y (s))+F2(s)]ds+
∫ t
0
S(t−s)G(s)dws.
Our goal is then to verify that Φ is a contraction mapping from Υ(S) into
itself, provided that S is sufficiently small, and that the fixed point of Φ is
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the desired solution of (5.1). For this purpose, we divide the proof into some
steps.
Step 1. Let us show that ΦY ∈ Υ(S) for every Y ∈ Υ(S). Let Y ∈ Ξ(S).
Due to (5.2) and (5.8), we observe that
E|F1(Y (t))|
2 ≤ E[cF1 |A
ηY (t)|+ cF1 |A
βY (t)|+ |F1(0)|]
2
≤ 3[c2F1E|A
ηY (t)|2 + c2F1E|A
βY (t)|2 + E|F1(0)|
2](5.10)
≤ 3[c2F1κ
2t2(β−η) + c2F1κ
2 + E|F1(0)|
2], t ∈ (0, S].(5.11)
First, we shall show that ΦY satisfies (5.8). For θ ∈ [β, 12), from (5.8) and
(5.9), we have
t2(θ−β)E|Aθ{ΦY }(t)|2
≤3t2(θ−β)E
[
|AθS(t)ξ|2 +
∣∣∣ ∫ t
0
AθS(t− s)[F1(Y (s)) + F2(s)]ds
∣∣∣2
+
∣∣∣ ∫ t
0
AθS(t− s)G(s)dws
∣∣∣2]
≤3t2(θ−β)|Aθ−βS(t)|2E|Aβξ|2
+ 6t2(θ−β)E
∣∣∣ ∫ t
0
AθS(t− s)F1(Y (s))ds
∣∣∣2
+ 6t2(θ−β)E
∣∣∣ ∫ t
0
AθS(t− s)F2(s)ds
∣∣∣2
+ 3c(E)t2(θ−β)
∫ t
0
|AθS(t− s)G(s)|2ds.
On the account of (2.5) and (4.6), we observe that
t2(θ−β)E|Aθ{ΦY }(t)|2
≤3ι2θ−βE|A
βξ|2 + 6t2(θ−β)ι2θE
[ ∫ t
0
(t− s)−θ|F1(Y (s))|ds
]2
+ 6t2(θ−β)ι2θ|F2|
2
Fβ,σ
[ ∫ t
0
(t− s)−θsβ−1ds
]2
+ 3c(E)ι2θ |G|
2
Fβ+
1
2
,σ
t2(θ−β)
∫ t
0
(t− s)−2θs2β−1ds
≤3ι2θ−βE|A
βξ|2 + 6t1+2(θ−β)ι2θ
∫ t
0
(t− s)−2θE|F1(Y (s))|
2ds
+ 6ι2θ|F2|
2
Fβ,σB(β, 1 − θ)
2 + 3c(E)ι2θ |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2θ).
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In view of (5.11), we obtain that
t2(θ−β)E|Aθ{ΦY }(t)|2
≤3ι2θ−βE|A
βξ|2
+ 18t1+2(θ−β)ι2θ
∫ t
0
(t− s)−2θ[c2F1κ
2s2(β−η) + c2F1κ
2 + E|F1(0)|
2]ds
+ 6ι2θ|F2|
2
Fβ,σB(β, 1 − θ)
2 + 3c(E)ι2θ |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2θ)
=3ι2θ−βE|A
βξ|2 + 18ι2θc
2
F1
κ2t1+2(θ−η)
∫ t
0
(t− s)−2θs2(β−η)ds
+
18ι2θ[c
2
F1
κ2 + E|F1(0)|
2]
1− 2θ
t2(1−β)
+ 6ι2θ|F2|
2
Fβ,σB(β, 1 − θ)
2 + 3c(E)ι2θ |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2θ)
=3ι2θ−βE|A
βξ|2 + 6ι2θ|F2|
2
Fβ,σB(β, 1 − θ)
2(5.12)
+ 3c(E)ι2θ |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2θ)
+ 18ι2θc
2
F1
κ2B(1 + 2β − 2η, 1 − 2θ)t2(1+β−2η)
+
18ι2θ[c
2
F1
κ2 + E|F1(0)|
2]
1− 2θ
t2(1−β).
We apply these estimates with θ = η and θ = β. Then it is observed that if
C1 and C2 are fixed in such a way that
(5.13)
C1 >3ι
2
η−βE|A
βξ|2 + 6ι2η |F2|
2
Fβ,σB(β, 1 − η)
2
+ 3c(E)ι2η |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2η),
C2 >3ι
2
0E|A
βξ|2 + 6ι2β |F2|
2
Fβ,σB(β, 1 − β)
2
+ 3c(E)ι2β |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2β),
and if S is sufficiently small, we have
t2(η−β)E|Aη{ΦY }(t)|2 ≤C1 + 18ι
2
ηc
2
F1
κ2B(1 + 2β − 2η, 1 − 2η)t2(1+β−2η)
+
18ι2η [c
2
F1
κ2 + E|F1(0)|
2]
1− 2η
t2(1−β)
≤
κ2
2
+ 18ι2ηc
2
F1
κ2B(1 + 2β − 2η, 1− 2η)t2(1+β−2η)
+
18ι2η [c
2
F1
κ2 + E|F1(0)|
2]
1− 2η
t2(1−β)
<κ2, t ∈ (0, S],(5.14)
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and
E|Aβ{ΦY }(t)|2 ≤C2 + 18ι
2
βc
2
F1
κ2B(1 + 2β − 2η, 1 − 2β)t2(1+β−2η)
+
18ι2β [c
2
F1
κ2 + E|F1(0)|
2]
1− 2β
t2(1−β)
≤
κ2
2
+ 18ι2βc
2
F1
κ2B(1 + 2β − 2η, 1 − 2β)t2(1+β−2η)
+
18ι2β [c
2
F1
κ2 + E|F1(0)|
2]
1− 2β
t2(1−β)
<κ2, t ∈ (0, S].(5.15)
We thus have shown that
max
{
sup
0<t≤S
t2(η−β)E|AηΦY (t)|2, sup
0≤t≤S
E|AβΦY (t)|2
}
≤ κ2.
This means that ΦY satisfies (5.8).
Now, we shall show that
Φ(Y ) ∈ C((0, S];D(Aη)) ∩ C([0, S];D(Aβ)).
We divide ΦY into two parts: ΦY (t) = ΨY (t) + I2(t), where
ΨY (t) = S(t)ξ +
∫ t
0
S(t− s)[F1(Y (s)) + F2(s)]ds,
and I2(t) is defined by (4.13).
As seen in Step 2 of Theorem 4.4,{
AβI2(t) = A
β
∫ t
0 S(t− s)G(s)dws =
∫ t
0 A
βS(t− s)G(s)dws,
AβI2 ∈ C([0, S];E).
Furthermore, by using (2.5) and (4.6), we have∫ t
0
|AηS(t− s)G(s)|2ds ≤ ι2η|G|
2
Fβ+
1
2
,σ
∫ t
0
(t− s)−2ηs2β−1ds
= ι2η|G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2η)t2(β−η) <∞, t ∈ (0, S].
By the definition of stochastic integrals,
∫ t
0 A
ηS(t − s)G(s)dws, t ∈ (0, S]
is well-defined and belongs to the space C((0, S];E). We thus have verified
that
I2 ∈ C((0, S];D(A
η)) ∩ C([0, S];D(Aβ)).
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Therefore, to finish Step 1, it suffices to show that
ΨY ∈ C((0, S];D(Aη)) ∩ C([0, S];D(Aβ)).
For 0 < s < t ≤ S, by the semigroup property we observe that
ΨY (t)−ΨY (s) =S(t− s)S(s)ξ + S(t− s)
∫ s
0
S(s− r)[F1(Y (r)) + F2(r)]dr
−ΨY (s) +
∫ t
s
S(t− r)[F1(Y (r)) + F2(r)]dr
=[S(t− s)− I]ΨY (s) +
∫ t
s
S(t− r)[F1(Y (r)) + F2(r)]dr.
Let ρ ∈ (12 , 1− η). In view of (4.6) and (4.9), we have
|Aη [ΨY (t)−ΨY (s)]|
≤|[S(t− s)− I]A−ρ||Aη+ρΨY (s)|+
∫ t
s
|AηS(t− r)|[|F1(Y (r))|+ |F2(r)|]dr
≤
ι1−ρ(t− s)
ρ
ρ
∣∣∣Aη+ρ[S(s)ξ + ∫ s
0
S(s− r)[F1(Y (r)) + F2(r)]dr
]∣∣∣
+ ιη
∫ t
s
(t− r)−η[|F1(Y (r))|+ |F2(r)|]dr
≤
ι1−ρ(t− s)
ρ
ρ
|Aη+ρ−βS(s)||Aβξ|
+
ι1−ρ(t− s)
ρ
ρ
∫ s
0
|Aη+ρS(s− r)||F1(Y (r))|dr
+
ι1−ρ(t− s)
ρ
ρ
∫ s
0
|Aη+ρS(s− r)||F2(r)|dr
+ ιη
∫ t
s
(t− r)−η|F1(Y (r))|dr + ιη
∫ t
s
(t− r)−η|F2(r)|dr
≤
ι1−ριη+ρ−β(t− s)
ρ
ρ
s−η−ρ+β |Aβξ|
+
ι1−ριη+ρ(t− s)
ρ
ρ
∫ s
0
(s− r)−η−ρ|F1(Y (r))|dr
+
ι1−ριη+ρ|F2|Fβ,σ(t− s)
ρ
ρ
∫ s
0
(s− r)−η−ρrβ−1dr
+ ιη
∫ t
s
(t− r)−η|F1(Y (r))|dr
+ ιη |F2|Fβ,σ
∫ t
s
(t− r)−ηrβ−1dr
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=
ι1−ριη+ρ−β
ρ
|Aβξ|sβ−η−ρ(t− s)ρ
+
ι1−ριη+ρ|F2|Fβ,σB(β, 1 − η − ρ)
ρ
sβ−η−ρ(t− s)ρ
+ ιη |F2|Fβ,σ
∫ t
s
(t− r)−ηrβ−1dr
+
ι1−ριη+ρ(t− s)
ρ
ρ
∫ s
0
(s− r)−η−ρ|F1(Y (r))|dr
+ ιη
∫ t
s
(t− r)−η|F1(Y (r))|dr.
Dividing β − 1 as β − 1 = (η + ρ− 1) + (β − η − ρ), we have∫ t
s
(t− r)−ηrβ−1dr ≤
∫ t
s
(t− r)−η(r − s)η+ρ−1sβ−η−ρdr
= B(η + ρ, 1− η)sβ−η−ρ(t− s)ρ.
Hence,
|Aη[ΨY (t)−ΨY (s)]|
≤
ι1−ριη+ρ−β
ρ
|Aβξ|sβ−η−ρ(t− s)ρ
+
[ ι1−ριη+ρB(β, 1 − η − ρ)
ρ
+ ιηB(η + ρ, 1− η)
]
|F2|Fβ,σs
β−η−ρ(t− s)ρ
+
ι1−ριη+ρ
ρ
(t− s)ρ
∫ s
0
(s− r)−η−ρ|F1(Y (r))|dr
+ ιη
∫ t
s
(t− r)−η|F1(Y (r))|dr.
Taking expectation of the square of the both hand sides of the above in-
equality, we see that
E|Aη[ΨY (t)−ΨY (s)]|2
≤
4ι21−ρι
2
η+ρ−β
ρ2
E|Aβξ|2s2(β−η−ρ)(t− s)2ρ
+ 4
[ ι1−ριη+ρB(β, 1 − η − ρ)
ρ
+ ιηB(η + ρ, 1− η)
]2
× |F2|
2
Fβ,σs
2(β−η−ρ)(t− s)2ρ
+
4ι21−ρι
2
η+ρ
ρ2
(t− s)2ρE
[ ∫ s
0
(s− r)−η−ρ|F1(Y (r))|dr
]2
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+ 4ι2ηE
[ ∫ t
s
(t− r)−η|F1(Y (r))|dr
]2
.
Since [ ∫ s
0
(s− r)−η−ρ|F1(Y (r))|dr
]2
=
[ ∫ s
0
(s− r)
−η−ρ
2 (s− r)
−η−ρ
2 |F1(Y (r))|dr
]2
≤
∫ s
0
(s− r)−η−ρdr
∫ s
0
(s− r)−η−ρ|F1(Y (r))|
2dr
=
s1−η−ρ
1− η − ρ
∫ s
0
(s− r)−η−ρ|F1(Y (r))|
2dr,
we have
E|Aη [ΨY (t)−ΨY (s)]|2(5.16)
≤
4ι21−ρι
2
η+ρ−β
ρ2
E|Aβξ|2s2(β−η−ρ)(t− s)2ρ
+ 4
[ ι1−ριη+ρB(β, 1 − η − ρ)
ρ
+ ιηB(η + ρ, 1− η)
]2
× |F2|
2
Fβ,σs
2(β−η−ρ)(t− s)2ρ
+
4ι21−ρι
2
η+ρ
ρ2(1− η − ρ)
(t− s)2ρs1−η−ρ
∫ s
0
(s− r)−η−ρE|F1(Y (r))|
2dr
+ 4ι2η(t− s)
∫ t
s
(t− r)−2ηE|F1(Y (r))|
2dr.
Using (5.11), we have∫ s
0
(s− r)−η−ρE|F1(Y (r))|
2dr
≤3c2F1κ
2
∫ s
0
(s− r)−η−ρr2(β−η)dr + 3[c2F1κ
2 + E|F1(0)|
2]
∫ s
0
(s − r)−η−ρdr
=3c2F1κ
2B(1 + 2β − 2η, 1 − η − ρ)s1+2β−3η−ρ
(5.17)
+
3[c2F1κ
2 + E|F1(0)|
2]s1−η−ρ
1− η − ρ
,
and ∫ t
s
(t− r)−2ηE|F1(Y (r))|
2dr
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≤ 3
∫ t
s
(t− r)−2η[c2F1κ
2r2(β−η) + c2F1κ
2 + E|F1(0)|
2]dr
= 3c2F1κ
2
∫ t
s
(t− r)−2ηr2(β−η)dr +
3[c2F1κ
2 + E|F1(0)|
2]
1− 2η
(t− s)1−2η.(5.18)
Dividing 2(β − η) as 2(β − η) = (β − 12) + (
1
2 + β − 2η), we have∫ t
s
(t− r)−2ηr2(β−η)dr ≤
∫ t
s
(t− r)−2η(r − s)β−
1
2 t
1
2
+β−2ηdr
= B(
1
2
+ β, 1− 2η)t
1
2
+β−2η(t− s)
1
2
+β−2η.(5.19)
By virtue of (5.17), (5.18) and (5.19), it follows from (5.16) that
E|Aη[ΨY (t)−ΨY (s)]|2
≤
4ι21−ρι
2
η+ρ−β
ρ2
E|Aβξ|2s2(β−η−ρ)(t− s)2ρ
+ 4
[ ι1−ριη+ρB(β, 1 − η − ρ)
ρ
+ ιηB(η + ρ, 1− η)
]2
× |F2|
2
Fβ,σs
2(β−η−ρ)(t− s)2ρ
+
12ι21−ρι
2
η+ρc
2
F1
κ2B(1 + 2β − 2η, 1 − η − ρ)
ρ2(1− η − ρ)
(t− s)2ρs2(1+β−2η−ρ)
+
12ι21−ρι
2
η+ρ[c
2
F1
κ2 + E|F1(0)|
2]
ρ2(1− η − ρ)2
(t− s)2ρs2(1−η−ρ)
+ 12ι2ηc
2
F1
κ2B(
1
2
+ β, 1− 2η)t
1
2
+β−2η(t− s)
3
2
+β−2η
+
12ι2η [c
2
F1
κ2 + E|F1(0)|
2]
1− 2η
(t− s)2(1−η).
Since this estimate holds for any ρ ∈ (12 , 1− η), and since 1 <
3
2 + β − 2η <
2(1−η), the Kolmogorov test then provides that AηΨY is Ho¨lder continuous
on (0, S] with an arbitrary exponent smaller than 1+2β4 −η. As a consequence,
ΨY ∈ C((0, S];D(Aη)).
Similarly, we also have
E|Aβ [ΨY (t)−ΨY (s)]|2
≤
4ι21−ρι
2
ρ
ρ2
E|Aβξ|2s−2ρ(t− s)2ρ
+ 4
[ ι1−ριβ+ρB(β, 1 − β − ρ)
ρ
+ ιβB(β + ρ, 1− β)
]2
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× |F2|
2
Fβ,σs
−2ρ(t− s)2ρ
+
12ι21−ρι
2
β+ρc
2
F1
κ2B(1, 1 − β − ρ)
ρ2(1− β − ρ)
(t− s)2ρs2(1−η−ρ)
+
12ι21−ρι
2
β+ρ[c
2
F1
κ2 + E|F1(0)|
2]
ρ2(1− β − ρ)2
(t− s)2ρs2(1−β−ρ)
+ 12ι2βc
2
F1
κ2B(
1
2
+ β, 1− 2β)t
1
2
−β(t− s)
3
2
−β
+
12ι2β [c
2
F1
κ2 + E|F1(0)|
2]
1− 2β
(t− s)2(1−β).
The Kolmogorov test again provides that ΨY ∈ C((0, S];D(Aβ)).
It remains to show that AβΨY is continuous at t = 0. Indeed, we already
know by Theorem 4.4 that
Aβ
[
S(t)ξ +
∫ t
0
S(t− s)F2(s)ds+
∫ t
0
S(t− s)G(s)dws
]
is continuous at t = 0. Meanwhile, using (4.6) and (5.11), we have
E
∣∣∣Aβ ∫ t
0
S(t− s)F1(Y (s))ds
∣∣∣2
≤ E
[ ∫ t
0
|AβS(t− s)||F1(Y (s))|ds
]2
≤ ι2βE
[ ∫ t
0
(t− s)−β|F1(Y (s))|ds
]2
≤ ι2βt
∫ t
0
(t− s)−2βE|F1(Y (s))|
2ds
≤ 3ι2βt
∫ t
0
(t− s)−2β[c2F1κ
2s2(β−η) + c2F1κ
2 + E|F1(0)|
2]ds
= 3ι2β
[
c2F1κ
2B(1 + 2β − 2η, 1− 2β)t2(1−η) +
c2F1κ
2 + E|F1(0)|
2
1− 2β
t2(1−β)
](5.20)
→ 0 as tց 0.
Therefore, there exists a decreasing sequence {tn} converging to 0 such that
lim
n→∞
Aβ
∫ tn
0
S(tn − s)F1(Y (s))ds = 0.
By the continuity of Aβ
∫ tn
0 S(tn− s)F1(Y (s))ds on (0, S], we conclude that
lim
t→0
Aβ
∫ t
0
S(t− s)F1(Y (s))ds = 0,
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i.e. Aβ
∫ t
0 S(t − s)F1(Y (s))ds is continuous at t = 0. We thus have shown
that AβΨY is continuous at t = 0.
Step 2. Let us show that Φ is a contraction mapping of Ξ(S), provided
S > 0 is sufficiently small. Let Y1, Y2 ∈ Ξ(S) and θ ∈ [0,
1
2 ). From (5.9), we
see that
t2(θ−β)E|Aθ[ΦY1(t)− ΦY2(t)]|
2
=t2(θ−β)E
∣∣∣ ∫ t
0
AθS(t− s)[F1(Y1(s))− F1(Y2(s))]ds
∣∣∣2
≤t2(θ−β)E
[ ∫ t
0
|AθS(t− s)||F1(Y1(s))− F1(Y2(s))|ds
]2
.
By virtue of (4.6), (5.2) and (5.6), we have
t2(θ−β)E|Aθ[ΦY1(t)− ΦY2(t)]|
2
≤c2F1ι
2
θt
2(θ−β)
× E
[ ∫ t
0
(t− s)−θ{|Aη(Y1(s)− Y2(s))|+ |A
β(Y1(s)− Y2(s))|}ds
]2
≤c2F1ι
2
θt
1+2(θ−β)
× E
∫ t
0
(t− s)−2θ{|Aη(Y1(s)− Y2(s))|+ |A
β(Y1(s)− Y2(s))|}
2ds
≤2c2F1ι
2
θt
1+2(θ−β)
∫ t
0
(t− s)−2θE|Aη(Y1(s)− Y2(s))|
2ds
+ 2c2F1ι
2
θt
1+2(θ−β)
∫ t
0
(t− s)−2θE|Aβ(Y1(s)− Y2(s))|
2ds
≤2c2F1ι
2
θt
1+2(θ−β)
∫ t
0
(t− s)−2θs2(β−η)|Y1 − Y2|
2
Ξ(S)ds
+ 2c2F1ι
2
θt
1+2(θ−β)
∫ t
0
(t− s)−2θ|Y1 − Y2|
2
Ξ(S)ds
=2c2F1ι
2
θ
[
B(1 + 2β − 2η, 1 − 2θ)t2(1−η) +
t2(1−β)
1− 2θ
]
|Y1 − Y2|
2
Ξ(S)
≤2c2F1
[
ι2θB(1 + 2β − 2η, 1 − 2θ) +
ι2θS
2(η−β)
1− 2θ
]
S2(1−η)|Y1 − Y2|
2
Ξ(S).
Applying these estimates with θ = η and θ = β, we conclude that
|ΦY1 − ΦY2|
2
Ξ(S)
=
[
sup
0<t≤S
t2(η−β)E|Aη[ΦY1(t)− ΦY2(t)]|
2 + sup
0≤t≤S
E|Aβ[ΦY1(t)− ΦY2(t)]|
2
] 1
2
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≤2c2F1
[
ι2ηB(1 + 2β − 2η, 1 − 2η) + ι
2
βB(1 + 2β − 2η, 1 − 2β)
(5.21)
+
ι2ηS
2(η−β)
1− 2η
+
ι2βS
2(η−β)
1− 2β
]
S2(1−η)|Y1 − Y2|
2
Ξ(S).
This shows that Φ is contraction in Ξ(S), provided S > 0 is sufficiently
small.
Step 3. Let us show existence of a local mild solution. Let S > 0 be suf-
ficiently small in such a way that Φ maps Υ(S) into itself and is contraction
with respect to the norm of Ξ(S). Due to Step 1 and Step 2, S = TF1,F2,G,ξ
can be determined by E|F1(0)|
2, |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
and E|Aβξ|2. Thanks to
the fixed point theorem, there exists a unique function X ∈ Υ(TF1,F2,G,ξ)
such that X = ΦX. This means that X is a mild solution of (5.1) in the
function space:
X ∈ C((0, TF1,F2,G,ξ];D(A
η)) ∩ C([0, TF1,F2,G,ξ];D(A
β)).
Step 4. Let us verify the estimate (5.4). We have
X(t) =
[
S(t)ξ +
∫ t
0
S(t− s)F2(s)ds +
∫ t
0
S(t− s)G(s)dws
]
(5.22)
+
∫ t
0
S(t− s)F1(X(s))ds
=X1(t) +X2(t), t ∈ [0, TF1,F2,G,ξ].
On the account of Theorem 4.4, we have an estimate for the first term
E|X1(t)|
2 ≤ ρ1[E|ξ|
2 + |F |2Fβ,σ + |G|
2
Fβ+
1
2
,σ
],
where ρ1 is a positive constant depending only on A, β and σ.
For the second term, in view of (4.7) and (5.11), we observe that
E|X2(t)|
2 ≤ E
[ ∫ t
0
|S(t− s)||F1(X(s))|ds
]2
≤ t
∫ t
0
ι20E|F1(X(s))|
2ds
≤ 3t
∫ t
0
ι20[c
2
F1
κ2s2(β−η) + c2F1κ
2 + E|F1(0)|
2]ds
=
3c2F1κ
2ι20
1 + 2(β − η)
t2(1+β−η) + 3[c2F1κ
2 + E|F1(0)|
2]ι20t
2
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for every t ∈ [0, TF1,F2,G,ξ]. Hence,
E|X(t)|2 ≤2E|X1(t)|
2 + 2E|X2(t)|
2
≤2ρ1[E|ξ|
2 + E|F |2Fβ,σ + |G|
2
Fβ+
1
2
,σ
]
+
6c2F1κ
2ι20
1 + 2(β − η)
t2(1+β−η) + 6[c2F1κ
2 + E|F1(0)|
2]ι20t
2
≤2ρ1[E|ξ|
2 + E|F |2Fβ,σ + |G|
2
Fβ+
1
2
,σ
](5.23)
+
6c2F1κ
2ι20
1 + 2(β − η)
T 2(1+β−η) + 6[c2F1κ
2 + E|F1(0)|
2]ι20T
2
for every t ∈ [0, TF1,F2,G,ξ].
On the other hand, in virtue of (4.7), (4.25), (4.26), (5.20) and (5.22), for
every t ∈ [0, TF1,F2,G,ξ] we observe that
E|AβX(t)|2
≤4E|S(t)Aβξ|2 + 4E
∣∣∣ ∫ t
0
AβS(t− s)F2(s)ds
∣∣∣2
+ 4E
∣∣∣ ∫ t
0
AβS(t− s)F1(X(s))ds
∣∣∣2 + 4E∣∣∣ ∫ t
0
AβS(t− s)G(s)dws
∣∣∣2
≤4ι20E|A
βξ|2 + 4ι2β |F2|
2
Fβ,σB(β, 1 − β)
2
+ 12ι2β
[
c2F1κ
2B(1 + 2β − 2η, 1 − 2β)t2(1−η) +
c2F1κ
2 + E|F1(0)|
2
1− 2β
t2(1−β)
]
+ 4c(E)
∫ t
0
|AβS(t− s)G(s)|2ds
≤4ι20E|A
βξ|2 + 4ι2β |F2|
2
Fβ,σB(β, 1 − β)
2
+ 12ι2β
[
c2F1κ
2B(1 + 2β − 2η, 1 − 2β)t2(1−η) +
c2F1κ
2 + E|F1(0)|
2
1− 2β
t2(1−β)
]
+ 4c(E)ι2β |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2β)
≤4ι20E|A
βξ|2 + 4ι2β |F2|
2
Fβ,σB(β, 1 − β)
2 + 4c(E)ι2β |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2β)
(5.24)
+ 12ι2β
[
c2F1κ
2B(1 + 2β − 2η, 1 − 2β)T 2(1−η) +
c2F1κ
2 + E|F1(0)|
2
1− 2β
T 2(1−β)
]
.
Combining (5.23) and (5.24), we obtain (5.4).
Step 5. Let us verify the estimate (5.5). From (4.6) and (5.22), we observe
that
E|AηX(t)|2
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≤4E|AηS(t)ξ|2 + 4
[ ∫ t
0
|AηS(t− s)||F2(s)|ds
]2
+ 4E
[ ∫ t
0
|AηS(t− s)||F1(X(s))|ds
]2
+ 4c(E)
∫ t
0
|AηS(t− s)G(s)|2ds
=4E|Aη−βS(t)Aβξ|2 + 4J1 + 4J2 + 4J3
≤4ι2η−βE|A
βξ|2t−2(η−β) + 4J1 + 4J2 + 4J3, t ∈ (0, TF1,F2,G,ξ].
We shall give estimates for J1, J2 and J3. For J1, similarly to (4.25), we
have
J1 ≤ ι
2
η|F |
2
Fβ,σB(β, 1 − η)
2t2(β−η).
For J2, similarly to (5.20), we conclude that
J2 ≤ 3ι
2
η
[
c2F1κ
2B(1 + 2β − 2η, 1− 2η)t2(1+β−2η) +
c2F1κ
2 + E|F1(0)|
2
1− 2η
t2(1−η)
]
.
For J3, similarly to (4.26), we obtain that
J3 ≤ c(E)ι
2
η |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2η)t2(β−η).
Thus, (5.5) is verified.
Step 6. Let us finally show uniqueness of the local mild solution. Let X¯
be any other local mild solution to (5.1) on the interval [0, TF1,F2,G,ξ] which
belongs to the space C((0, TF1,F2,G,ξ];D(A
η)) ∩ C([0, TF1,F2,G,ξ];D(A
β)).
The formula
X¯(t) = S(t)ξ +
∫ t
0
S(t− s)[F1(X¯(s)) + F2(s)]ds+
∫ t
0
S(t− s)G(s)dws
jointed with (5.22) yields that
X(t)− X¯(t) =
∫ t
0
S(t− s)[F1(X(s)) − F1(X¯(s))]ds, t ∈ [0, TF1,F2,G,ξ].
We can then repeat the same arguments as in Step 2 to deduce that
|X − X¯|2Ξ(T¯ )
(5.25)
≤ 2c2F1
[
ι2ηB(1 + 2β − 2η, 1 − 2η) + ι
2
βB(1 + 2β − 2η, 1 − 2β) +
ι2ηT¯
2(η−β)
1− 2η
+
ι2βT¯
2(η−β)
1− 2β
]
T¯ 2(1−η)|X − X¯|2Ξ(T¯ ) for any T¯ ∈ (0, TF1,F2,G,ξ].
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Let T¯ be a positive constant such that
2c2F1
[
ι2ηB(1 + 2β − 2η, 1 − 2η) + ι
2
βB(1 + 2β − 2η, 1 − 2β)
+
ι2ηT¯
2(η−β)
1− 2η
+
ι2βT¯
2(η−β)
1− 2β
]
T¯ 2(1−η) < 1.
It then follows from (5.25) that X(t) = X¯(t) a.s. for every t ∈ [0, T¯ ]. We
repeat the same procedure with initial time T¯ and initial valueX(T¯ ) = X¯(T¯ )
to derive that X(T¯ + t) = X¯(T¯ + t) a.s. for every t ∈ [0, T¯ ]. This means that
X(t) = X¯(t) a.s. on a larger interval [0, 2T¯ ]. We continue this procedure by
finite times, the extended interval can cover the given interval [0, TF1,F2,G,ξ].
Therefore, for every t ∈ [0, TF1,F2,G,ξ], X(t) = X¯(t) a.s.
Corollary 5.2 (global existence). Assume that in Theorem 5.1 the
constant CF1,F2,G,ξ is independent of TF1,F2,G,ξ for every ξ ∈ D(A
β) such that
E|Aβξ|2 < ∞. Then (5.1) possesses a unique mild solution on the interval
[0, T ].
Proof. Let extend the functions F2 and G to functions F¯2 and G¯ defined
on the whole interval [0,∞) by putting F¯2(t) ≡ F2(T ) and G¯(t) ≡ G(T ) for
T < t <∞. It is obvious that
|F¯2|Fβ,σ((a,b];E) ≤ |F2|Fβ,σ((a,b];E) and |G¯|Fβ+
1
2
,σ((a,b];E)
≤ |G|
Fβ+
1
2
,σ((a,b];E)
for any interval (a, b] ⊂ [0,∞).
Let ξ¯ = X(
TF1,F2,G,ξ
2 ). We consider the problem
(5.26){
dY +AY dt = [F1(Y ) + F2(t)]dt+G(t)dwt,
TF1,F2,G,ξ
2 < t <∞,
Y (
TF1,F2,G,ξ
2 ) = ξ¯.
Thanks to Theorem 5.1, (5.26) has a local mild solution Y (t) for every
TF1,F2,G,ξ ≤ t ≤
3TF1,F2,G,ξ
2 . By the uniqueness of solution, X(t) = Y (t)
a.s. for t ∈ [
TF1,F2,G,ξ
2 , TF1,F2,G,ξ]. This means that we have constructed a
local mild solution to (5.1) on the interval [0,
3TF1,F2,G,ξ
2 ]. The independence
of TF1,F2,G,ξ with respect to CF1,F2,G,ξ allows us to continue this procedure
unlimitedly. Each time the local solution is extended over the fixed length
TF1,F2,G,ξ
2 of interval. So, by finite times, the extended interval can cover the
interval [0, T ].
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5.2. Regularity for more regular initial data. This subsection shows reg-
ularity of local mild solutions for more regular initial values. For any F2 ∈
Fγ,σ((0, T ];E), max{β, 12 − η} < γ <
1
2 , and any initial value ξ ∈ D(A
γ)
satisfying E|Aγξ|2 < ∞, we can verify a stronger regularity than (5.3) for
the local mild solution of (5.1).
Theorem 5.3. Let (4.2), (4.3), (H1) and (H3) be satisfied. Let F2 ∈
Fγ,σ((0, T ];E), max{β, 12−η} < γ <
1
2 , and ξ ∈ D(A
γ) such that E|Aγξ|2 <
∞. Then (5.1) possesses a unique mild solution X in the function space:
X ∈ C((0, TF1,F2,G,ξ];D(A
η)) ∩ C([0, TF1,F2,G,ξ];D(A
γ)),
where TF1,F2,G,ξ depends only on the squared norms |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
and
E|F1(0)|
2 and E|Aγξ|2. In addition, X satisfies the estimate
E|X(t)|2 + t2(γ−β)E|AγX(t)|2 ≤ CF1,F2,G,ξ, t ∈ [0, TF1,F2,G,ξ](5.27)
with some constant CF1,F2,G,ξ depending only on |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
,E|F1(0)|
2
and E|Aγξ|2.
Proof. Since the embedding of D(Aγ) in D(Aβ) is continuous, we have
ξ ∈ D(Aβ) and E|Aβξ|2 < ∞. In addition, due to (2.6), we also have F2 ∈
Fβ,σ((0, T ];E). Therefore, by Theorem 5.1, (5.1) possesses a unique mild
solution X in the function space (5.3) which satisfies the estimate (5.4).
It now remains only to show that X ∈ C([0, TF1,F2,G,ξ];D(A
γ)) and that
X satisfies (5.27). For this purpose, we shall divide the proof into three
steps. Throughout the proof, CF1,F2,G,ξ denotes a universal constant which
is determined in each occurrence by F1, F2, G and ξ.
Step 1. Let us verify that
(5.28) E|AηX(t)|2 ≤ CF1,F2,G,ξt
−2̺, t ∈ (0, TF1,F2,G,ξ],
where ̺ = max{1− η − γ, η − β} ∈ (0, 12). From (5.22), we have
AηX(t) =Aη−γS(t)Aγξ +
∫ t
0
AηS(t− s)[F1(X(s)) + F2(s)]ds
+
∫ t
0
AηS(t− s)G(s)dws.
Using (2.5) and (4.6), we then obtain that
E|AηX(t)|2
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≤4|Aη−γS(t)|2E|Aγξ|2 + 4E
∣∣∣ ∫ t
0
|AηS(t− s)||F1(X(s))|ds
∣∣∣2
+ 4E
[ ∫ t
0
|AηS(t− s)||F2(s)|ds
]2
+ 4E
∣∣∣ ∫ t
0
AηS(t− s)G(s)dws
∣∣∣2
≤Cξt
min{−2(η−γ),0} + 4ι2ηE
[ ∫ t
0
(t− s)−η|F1(X(s))|ds
]2
+ 4ι2η|F2|
2
Fγ,σ
[ ∫ t
0
(t− s)η−1sγ−1ds
]2
+ 4c(E)
∫ t
0
|AηS(t− s)|2|G(s)|2ds
≤Cξt
min{−2(η−γ),0} + 4ι2ηt
∫ t
0
(t− s)−2ηE|F1(X(s))|
2ds
+ 4ι2η|F2|
2
Fγ,σB(γ, η)
2t2(η+γ−1) + 4c(E)ι2η |G|
2
Fβ+
1
2
,σ
∫ t
0
(t− s)−2ηs2β−1ds.
By (5.4) and (5.10), we have
4ι2ηt
∫ t
0
(t− s)−2ηE|F1(X(s))|
2ds
≤12ι2ηt
∫ t
0
(t− s)−2η [c2F1E|A
ηX(s)|2 + c2F1E|A
βX(s)|2 + E|F1(0)|
2]ds
≤12ι2ηc
2
F1
t
∫ t
0
(t− s)−2ηE|AηX(s)|2ds
+
12ι2η [c
2
F1
CF1,F2,G,ξ + E|F1(0)|
2]t2(1−η)
1− 2η
.
Therefore,
E|AηX(t)|2
≤Cξt
min{−2(η−γ),0} + 12ι2ηc
2
F1
t
∫ t
0
(t− s)−2ηE|AηX(s)|2ds
+
12ι2η [c
2
F1
CF1,F2,G,ξ + E|F1(0)|
2]t2(1−η)
1− 2η
+ 4ι2η|F2|
2
Fγ,σB(γ, η)
2t2(η+γ−1) + 4c(E)ι2η |G|
2
Fβ+
1
2
,σ
∫ t
0
(t− s)−2ηs2β−1ds
≤Cξt
min{−2(η−γ),0} + CF1,F2,G,ξt
−2̺
+ 12ι2ηc
2
F1
t
∫ t
0
(t− s)−2ηE|AηX(s)|2ds,
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≤CF1,F2,G,ξt
−2̺ + 12ι2ηc
2
F1
t
∫ t
0
(t− s)−2ηE|AηX(s)|2ds, t ∈ (0, TF1,F2,G,ξ],
(5.29)
here we used the estimates

t2(η+γ−1) ≤ Ct−2̺, t ∈ (0, TF1,F2,G,ξ],
t2(β−η) ≤ Ct−2̺, t ∈ (0, TF1,F2,G,ξ],
tmin{−2(η−γ),0} ≤ Ct−2̺, t ∈ (0, TF1,F2,G,ξ]
with some constant C depending only on TF1,F2,G,ξ. Then the function q(t) =
t2̺E|AηX(t)|2 satisfies
(5.30) q(t) ≤ CF1,F2,G,ξ + 12ι
2
ηc
2
F1
t1+2̺
∫ t
0
(t− s)−2ηs−2̺q(s)ds.
Let us solve the integral inequality as follows. Let ǫ > 0 denote a small
parameter. For 0 ≤ t ≤ ǫ we have
q(t) ≤CF1,F2,G,ξ + 12ι
2
ηc
2
F1
t1+2̺
∫ t
0
(t− s)−2ηs−2̺ds sup
s∈[0,ǫ]
q(s)
=CF1,F2,G,ξ + 12ι
2
ηc
2
F1
t2(1−η)B(1 − 2̺, 1− 2η) sup
s∈[0,ǫ]
q(s)
≤CF1,F2,G,ξ + 12ι
2
ηc
2
F1
ǫ2(1−η)B(1 − 2̺, 1− 2η) sup
s∈[0,ǫ]
q(s).
Hence,
[1− 12ι2ηc
2
F1
ǫ2(1−η)B(1 − 2̺, 1− 2η)] sup
s∈[0,ǫ]
q(s) ≤ CF1,F2,G,ξ.
If ǫ is taken sufficiently small so that 12ι2ηc
2
F1
ǫ2(1−η)B(1 − 2̺, 1 − 2η) ≤ 12 ,
then we obtain that
(5.31) sup
s∈[0,ǫ]
q(s) ≤ CF1,F2,G,ξ.
Meanwhile, for ǫ < t ≤ TF1,F2,G,ξ we have
q(t) ≤CF1,F2,G,ξ + 12ι
2
ηc
2
F1
t1+2̺
∫ ǫ
0
(t− s)−2ηs−2̺ds sup
s∈[0,ǫ]
q(s)
+ 12ι2ηc
2
F1
t1+2̺
∫ t
ǫ
(t− s)−2ηmax{ǫ−2̺, T−2̺}q(s)ds
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≤CF1,F2,G,ξ + 12ι
2
ηc
2
F1
max{ǫ−2̺, T−2̺}T 1+2̺
∫ t
ǫ
(t− s)−2ηq(s)ds.
Lemma 2.12 then provides that
(5.32) sup
t∈[ǫ,TF1,F2,G,ξ]
q(t) ≤ CF1,F2,G,ξ.
Thus, (5.28) follows from (5.31) and (5.32).
Step 2. Let us verify that X(t) ∈ D(Aγ) for every t ∈ [0, TF1,F2,G,ξ]. In
virtue of (5.22), it suffices to show that the integrals
∫ t
0 A
γS(t− s)F2(s)ds,∫ t
0 A
γS(t− s)G(s)dws and
∫ t
0 A
γS(t− s)F1(X(s))ds are well-defined.
The first integral exists. Indeed, using (2.5) and (4.6), we have∫ t
0
|AγS(t− s)F2(s)|ds ≤ιγ |F2|Fγ,σ
∫ t
0
(t− s)−γsγ−1ds
=ιγ |F2|Fγ,σB(γ, 1 − γ) <∞, t ∈ [0, TF1,F2,G,ξ].(5.33)
To show existence of the second integral, we have to verify that
∫ t
0 |A
γS(t−
s)G(s)|2ds <∞. Indeed, by (2.5) and (4.6), we see that∫ t
0
|AγS(t− s)G(s)|2ds ≤
∫ t
0
|AγS(t− s)|2|G(s)|2ds
≤ι2γ |G|
2
Fβ+
1
2
,σ
∫ t
0
(t− s)−2γs2β−1ds
=ι2γ |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2γ)t2(β−γ) <∞, t ∈ (0, TF1,F2,G,ξ].(5.34)
We shall finish this step by showing that the last integral is well-defined.
From (4.6), (5.4), (5.10) and (5.28), we observe that
E
∫ t
0
|AγS(t− s)F1(X(s))|
2ds
≤
∫ t
0
|AγS(t− s)|2E|F1(X(s))|
2ds
≤3ι2γ
∫ t
0
(t− s)−2γ [c2F1E|A
ηX(s)|2 + c2F1E|A
βX(s)|2 + E|F1(0)|
2]ds
≤3ι2γCF1,F2,G,ξ
∫ t
0
(t− s)−2γ [s−2̺ + 1]ds
=3ι2γCF1,F2,G,ξ
[
B(1− 2̺, 1 − 2γ)t1−2̺−2γ +
t1−2γ
1− 2γ
]
(5.35)
<∞, t ∈ (0, TF1,F2,G,ξ].
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Consequently,
∫ t
0 |A
γS(t− s)F1(X(s))|
2ds <∞ a.s. Therefore,∫ t
0
|AγS(t− s)F1(X(s))|ds <∞ a.s.
Step 3. Let us show the estimate (5.27). From (5.22), we observe that
E|AγX(t)|2
≤4E|AγS(t)ξ|2 + 4E
[ ∫ t
0
|AγS(t− s)F1(X(s))|ds
]2
+ 4
[ ∫ t
0
|AγS(t− s)F2(s)|ds
]2
+ 4E
∣∣∣ ∫ t
0
AγS(t− s)G(s)dws
∣∣∣2
≤4E|AγS(t)ξ|2 + 4tE
∫ t
0
|AγS(t− s)F1(X(s))|
2ds
+ 4
[ ∫ t
0
|AγS(t− s)F2(s)|ds
]2
+ 4c(E)
∫ t
0
|AγS(t− s)G(s)|2ds.
Using (4.8), (5.33), (5.34) and (5.35), we have
E|AγX(t)|2
≤4ι20e
−2νt
E|Aγξ|2 + CF1,F2,G,ξ
[
B(1− 2̺, 1 − 2γ)t2(1−̺−γ) +
t2(1−γ)
1− 2γ
]
+ 4ι2γ |F2|
2
Fγ,σB(γ, 1 − γ)
2 + 4c(E)ι2γ |G|
2
Fβ+
1
2
,σ
B(2β, 1 − 2γ)t2(β−γ)
≤CF1,F2,G,ξt
−2(γ−β), t ∈ (0, TF1,F2,G,ξ],
here we used the estimates

4ι20E|A
γξ|2e−2νt ≤ Ct−2(γ−β), t ∈ (0, TF1,F2,G,ξ],
t2(1−̺−γ) ≤ Ct−2(γ−β), t ∈ (0, TF1,F2,G,ξ],
t2(1−γ) < Ct−2(γ−β), t ∈ (0, TF1,F2,G,ξ],
4ι2γ |F2|
2
Fγ,σB(γ, 1− γ)
2 < Ct−2(γ−β), t ∈ (0, TF1,F2,G,ξ]
with some constant C depending only on TF1,F2,G,ξ. Thus,
t2(γ−β)E|AγX(t)|2 ≤ CF1,F2,G,ξ, t ∈ [0, TF1,F2,G,ξ].
This, together with (5.4), then derives (5.27).
Step 4. Let us verify that AγX ∈ C([0, TF1,F2,G,ξ];E). Similarly to (5.10),
for t ∈ (0, TF1,F2,G,ξ] we have
E|F1(X(t))|
2 ≤ 3[c2F1E|A
ηX(t)|2 + c2F1E|A
βX(t)|2 + E|F1(0)|
2].
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Due to (5.4) and (5.28), we observe that
E|F1(X(t))|
2 ≤ CF1,F2,G,ξ(t
−2̺ + 1)
≤ CF1,F2,G,ξt
−2̺, t ∈ (0, TF1,F2,G,ξ].(5.36)
First, we shall show that AγX ∈ C((0, TF1 ,F2,G,ξ];E). By repeating the
same argument as in verifying (5.16) in Step 1 of the proof of Theorem 5.1,
for every ρ ∈ (12 , 1− γ) we see that
E|Aγ [X(t) −X(s)]|2
≤
4ι21−ρι
2
γ+ρ−β
ρ2
E|Aβξ|2s2(β−γ−ρ)(t− s)2ρ
+ 4
[ ι1−ριγ+ρB(β, 1 − γ − ρ)
ρ
+ ιγB(γ + ρ, 1− γ)
]2
× |F2|
2
Fβ,σs
2(β−γ−ρ)(t− s)2ρ
+
4ι21−ρι
2
γ+ρ(1− γ − ρ)
ρ2
(t− s)2ρs1−γ−ρ
∫ s
0
(s− r)−γ−ρE|F1(X(r))|
2dr
+ 4ι2γ(t− s)
∫ t
s
(t− r)−2γE|F1(X(r))|
2dr.
Using (5.36), we obtain that
E|Aγ [X(t)−X(s)]|2
≤
4ι21−ρι
2
γ+ρ−β
ρ2
E|Aβξ|2s2(β−γ−ρ)(t− s)2ρ
+ 4
[ ι1−ριγ+ρB(β, 1 − γ − ρ)
ρ
+ ιγB(γ + ρ, 1− γ)
]2
× |F2|
2
Fβ,σs
2(β−γ−ρ)(t− s)2ρ
+ CF1,F2,G,ξ(t− s)
2ρs1−γ−ρ
∫ s
0
(s− r)−γ−ρr−2̺dr
+ CF1,F2,G,ξ(t− s)
∫ t
s
(t− r)−2γr−2̺dr
≤CF1,F2,G,ξs
2(β−γ−ρ)(t− s)2ρ
+ CF1,F2,G,ξs
2(1−γ−ρ−̺)(t− s)2ρ
+ CF1,F2,G,ξ(t− s)
∫ t
s
(t− r)−2γr−2̺dr.
Let us estimate the latter integral. Fix ǫ ∈ (0,min{1− 2γ, 2̺}). Since
r−2̺ = r−ǫrǫ−2̺ < (r − s)−ǫsǫ−2̺, r ∈ (s, t),
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we have ∫ t
s
(t− r)−2γr−2̺dr ≤sǫ−2̺
∫ t
s
(t− r)−2γ(r − s)−ǫdr
=B(1− ǫ, 1− 2γ)sǫ−2̺(t− s)1−2γ−ǫ.
Hence,
E|Aγ [X(t)−X(s)]|2
≤CF1,F2,G,ξ[s
2(β−γ−ρ)(t− s)2ρ + s2(1−γ−ρ−̺)(t− s)2ρ + sǫ−2̺(t− s)2−2γ−ǫ].
Since 2ρ > 1 and 2 − 2γ − ǫ > 1, the Kolmogorov test then provides that
AγX ∈ C((0, TF1 ,F2,G,ξ];E).
Now, we shall verify that AγX is continuos at t = 0. By using (5.36)
(instead of (5.11)), we will repeat the same argument as in showing the
continuity of AβΨY at t = 0 in Step 1 of the proof of Theorem 5.1. We
then obtain the continuity of AγX at t = 0. Thus, it is concluded that
AγX ∈ C([0, TF1,F2,G,ξ];E).
5.3. Regular dependence of solutions on initial data. Let B1 and B2 be
bounded balls
B1 = {f ∈ F
β,σ((0, T ];E) : |f |Fβ,σ ≤ R1}, 0 < R1 <∞,(5.37)
B2 = {f ∈ F
β+ 1
2
,σ((0, T ];E) : |f |
Fβ+
1
2
,σ ≤ R2}, 0 < R2 <∞(5.38)
of the spaces Fβ,σ((0, T ];E) and Fβ+
1
2
,σ((0, T ];E), respectively. And let BA
be a set of random variable
(5.39) BA = {ξ : ξ ∈ D(A
β) a.s. and E|Aβξ|2 ≤ R23}, 0 < R3 <∞.
According to Theorem 5.1, for every F2 ∈ B1, G ∈ B2 and ξ ∈ BA, there
exists a local solution of (5.1) on some interval [0, TF1,F2,G,ξ]. Furthermore,
by virtue of Step 1 and Step 2 of the proof of Theorem 5.1,
(5.40)
there is a time TB1,B2,BA > 0 such that
[0, TB1,B2,BA ] ⊂ [0, TF1,F2,G,ξ] for all (F2, G, ξ) ∈ B1 × B2 ×BA.
Indeed, in view of (5.14), (5.15) and (5.21), TF1,F2,G,ξ can be chosen to be
any time S satisfying the conditions
18ι2βc
2
F1
κ2B(1 + 2β − 2η, 1 − 2β)S2(1+β−2η)
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+
18ι2β [c
2
F1
κ2 + E|F1(0)|
2]
1− 2β
S2(1−β) ≤
κ2
2
,
18ι2βc
2
F1
κ2B(1 + 2β − 2η, 1 − 2β)S2(1+β−2η)
+
18ι2β [c
2
F1
κ2 + E|F1(0)|
2]
1− 2β
S2(1−β) ≤
κ2
2
,
and
2c2F1
[
ι2ηB(1 + 2β − 2η, 1 − 2η) + ι
2
βB(1 + 2β − 2η, 1 − 2β)
+
ι2ηS
2(η−β)
1− 2η
+
ι2βS
2(η−β)
1− 2β
]
S2(1−η) < 1,
where κ is defined by (5.7) and (5.13). Consequently, we can choose TF1,F2,G,ξ
such that it depends continuously on the norms |F2|Fβ,σ , |G|Fβ+
1
2
,σ and
E|Aβξ|2. This implies (5.40).
We shall show continuous dependence of solutions on (F2, G, ξ) in the
sense specified in the following theorem.
Theorem 5.4. Let (4.2), (4.3), (H1), (H2) and (H3) be satisfied. Let
X and X¯ be the solutions of (5.1) for the data (F2, G, ξ) and (F¯2, G¯, ξ¯) in
B1×B2×BA, respectively. Then there exists a constant CB1,B2,BA depending
only on B1,B2 and BA such that
t2ηE|Aη[X(s)− X¯(s)]|2 + t2ηE|Aβ[X(s)− X¯(s)]|2 + E|X(t)− X¯(t)|2
(5.41)
≤CB1,B2,BA [E|ξ − ξ¯|
2 + t2β|F2 − F¯2|
2
Fβ,σ + t
2β|G− G¯|2
Fβ+
1
2
,σ
],
and
t2(η−β)[E|Aη[X(s)− X¯(s)]|2 + E|Aβ[X(s)− X¯(s)]|2](5.42)
≤ CB1,B2,BA [E|A
β(ξ − ξ¯)|2 + |F2 − F¯2|
2
Fβ,σ + |G− G¯|
2
Fβ+
1
2
,σ
]
for every t ∈ (0, TB1,B2,BA ].
Proof. This theorem is proved by analogous arguments as in the proof
of Theorem 5.1.
Indeed, let us first verify (5.41). If E|ξ − ξ¯|2 = ∞, then the conclusion is
obvious. Therefore, we may assume that E|ξ − ξ¯|2 <∞.
First, we shall give an estimate for
t2ηE[|Aη[X(s) − X¯(s)]|2 + |Aβ [X(s)− X¯(s)]|2].
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For θ ∈ [0, 12) and 0 < t ≤ TB1,B2,BA , by using (2.5), (4.6) and (5.2), we
observe that
tθ|Aθ[X(t)− X¯(t)]|
=
∣∣∣tθAθS(t)(ξ − ξ¯) + ∫ t
0
tθAθS(t− s)[F1(X(s))− F1(X¯(s))]ds
+
∫ t
0
tθAθS(t− s)[F2(s)− F¯2(s)]ds +
∫ t
0
tθAθS(t− s)[G(s)− G¯(s)]dws
∣∣∣
≤ιθ|ξ − ξ¯|
+ ιθcF1
∫ t
0
tθ(t− s)−θ[|Aη[X(s)− X¯(s)]|+ |Aβ[X(s) − X¯(s)]|]ds
+ ιθ|F2 − F¯2|Fβ,σ
∫ t
0
tθ(t− s)−θsβ−1ds
+
∣∣∣ ∫ t
0
tθAθS(t− s)[G(s)− G¯(s)]dws
∣∣∣
=ιθ|ξ − ξ¯|+ ιθ|F2 − F¯2|Fβ,σB(β, 1 − θ)t
β
+ ιθcF1
∫ t
0
tθ(t− s)−θ[|Aη[X(s)− X¯(s)]|+ |Aβ[X(s) − X¯(s)]|]ds
+
∣∣∣ ∫ t
0
tθAθS(t− s)[G(s)− G¯(s)]dws
∣∣∣.
Thus,
E|tθAθ[X(t)− X¯(t)]|2
≤4ι2θE|ξ − ξ¯|
2 + 4ι2θ|F2 − F¯2|
2
Fβ,σB(β, 1 − θ)
2t2β
+ 4ι2θc
2
F1
t2θE
[ ∫ t
0
(t− s)−θ[|Aη[X(s)− X¯(s)]|+ |Aβ[X(s)− X¯(s)]|]ds
]2
+ 4E
∣∣∣ ∫ t
0
tθAθS(t− s)[G(s)− G¯(s)]dws
∣∣∣2
≤4ι2θE|ξ − ξ¯|
2 + 4ι2θ|F2 − F¯2|
2
Fβ,σB(β, 1 − θ)
2t2β
+ 4ι2θc
2
F1
t2θ+1
∫ t
0
(t− s)−2θE[|Aη [X(s)− X¯(s)]|+ |Aβ [X(s)− X¯(s)]|]2ds
+ 4c(E)ι2θ |G− G¯|
2
Fβ+
1
2
,σ
∫ t
0
t2θ(t− s)−2θs2β−1ds
≤4ι2θE|ξ − ξ¯|
2 + 4ι2θB(β, 1 − θ)
2t2β|F2 − F¯2|
2
Fβ,σ
(5.43)
+ 4c(E)ι2θB(2β, 1 − 2θ)t
2β|G− G¯|2
Fβ+
1
2
,σ
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+ 8ι2θc
2
F1
t2θ+1
∫ t
0
(t− s)−2θE[|Aη [X(s)− X¯(s)]|2 + |Aβ[X(s)− X¯(s)]|2]ds.
Applying these estimates with θ = β and θ = η, we have
E|Aβ[X(t)− X¯(t)]|2
≤4ι2βE|ξ − ξ¯|
2t−2β + 4ι2βB(β, 1 − β)
2|F2 − F¯2|
2
Fβ,σ
+ 4c(E)ι2βB(2β, 1 − 2β)|G − G¯|
2
Fβ+
1
2
,σ
+ 8ι2βc
2
F1
t
∫ t
0
(t− s)−2βE[|Aη [X(s)− X¯(s)]|2 + |Aβ[X(s)− X¯(s)]|2]ds,
and
t2ηE|Aη[X(t) − X¯(t)]|2
≤4ι2ηE|ξ − ξ¯|
2 + 4ι2ηB(β, 1 − η)
2t2β|F2 − F¯2|
2
Fβ,σ
+ 4c(E)ι2ηB(2β, 1 − 2η)t
2β |G− G¯|2
Fβ+
1
2
,σ
+ 8ι2ηc
2
F1
t2η+1
∫ t
0
(t− s)−2ηE[|Aη[X(s)− X¯(s)]|2 + |Aβ [X(s)− X¯(s)]|2]ds.
By putting
q(t) = t2ηE[|Aη [X(s)− X¯(s)]|2 + |Aβ[X(s)− X¯(s)]|2],
we then obtain an integral inequality
q(t) ≤4(ι2βt
2(η−β) + ι2η)E|ξ − ξ¯|
2
+ 4[ι2βB(β, 1 − β)
2t2η + ι2ηB(β, 1 − η)
2t2β ]|F2 − F¯2|
2
Fβ,σ
+ 4c(E)[ι2βB(2β, 1 − 2β)t
2η + ι2ηB(2β, 1 − 2η)t
2β ]|G− G¯|2
Fβ+
1
2
,σ
+ 8c2F1t
2η+1
∫ t
0
[ι2β(t− s)
−2β + ι2η(t− s)
−2η]s−2ηq(s)ds
≤CB1,B2,BA [E|ξ − ξ¯|
2 + t2β|F2 − F¯2|
2
Fβ,σ + t
2β|G− G¯|2
Fβ+
1
2
,σ
](5.44)
+ 8c2F1t
2η+1
∫ t
0
[ι2β(t− s)
−2β + ι2η(t− s)
−2η]s−2ηq(s)ds
for 0 < t ≤ TB1,B2,BA . We use the same techniques as in solving the integral
inequality (5.30) to solve (5.44). Arguing first in a small interval [0, ǫ] and
then in the other interval [ǫ, TB1,B2,BA ], we obtain that
t2ηE[|Aη[X(s)− X¯(s)]|2 + |Aβ [X(s)− X¯(s)]|2] = q(t)
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≤ CB1,B2,BA [E|ξ − ξ¯|
2 + t2β|F2 − F¯2|
2
Fβ,σ + t
2β|G− G¯|2
Fβ+
1
2
,σ
](5.45)
for every t ∈ (0, TB1,B2,BA ].
Now, we shall give an estimate for E|X(t)−X¯(t)|2. Taking θ = 0 in (5.43),
we have
E|X(t) − X¯(t)|2 ≤ 4ι0E|ξ − ξ¯|
2 + 4ι0B(β, 1)
2t2β|F2 − F¯2|
2
Fβ,σ
+ 4c(E)B(2β, 1)t2β |G− G¯|2
Fβ+
1
2
,σ
+ 8ι20c
2
F1
t
∫ t
0
s−2ηq(s)ds.
Using (5.45), we observe that
t
∫ t
0
s−2ηq(s)ds
≤CB1,B2,BAt
∫ t
0
s−2η[E|ξ − ξ¯|2 + s2β|F2 − F¯2|
2
Fβ,σ + s
2β|G− G¯|2
Fβ+
1
2
,σ
]ds
≤
CB1,B2,BAt
2(1−η)
E|ξ − ξ¯|2
1− 2η
+
CB1,B2,BAt
2(1+β−η)[|F2 − F¯2|
2
Fβ,σ
+ |G− G¯|2
Fβ+
1
2
,σ
]
1 + 2β − 2η
.
Therefore,
E|X(t)− X¯(t)|2(5.46)
≤ CB1,B2,BA [E|ξ − ξ¯|
2 + t2β|F2 − F¯2|
2
Fβ,σ + t
2β|G− G¯|2
Fβ+
1
2
,σ
]
for t ∈ (0, TB1,B2,BA ]. By (5.45) and (5.46), (5.41) has been verified.
Let us now show (5.42). By substituting the estimate
|AθS(t)(ξ − ξ¯)| ≤ ιβ−θt
β−θ|Aβ(ξ − ξ¯)|
with θ = β and θ = η for |AθS(t)(ξ − ξ¯)| ≤ ιθt
−θ|ξ − ξ¯|, we obtain a similar
result to (5.43):
E|tθAθ[X(t)− X¯(t)]|2
≤4ι2β−θt
2(β−θ)
E|Aβ(ξ − ξ¯)|2 + 4ι2θB(β, 1 − θ)
2t2β|F2 − F¯2|
2
Fβ,σ
+ 4c(E)ι2θB(2β, 1 − 2θ)t
2β|G− G¯|2
Fβ+
1
2
,σ
+ 8ι2θc
2
F1
t2θ+1
∫ t
0
(t− s)−2θE[|Aη [X(s)− X¯(s)]|2 + |Aβ[X(s)− X¯(s)]|2]ds.
Using the same arguments as in verifying (5.45), we conclude that (5.42)
holds true. It completes the proof.
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5.4. Case β˜ = 0. This subsection investigates the critical case of the
Lipschitz condition (5.2) when β˜ = 0. We assume that
(H1’) F1 defines on the domain D(A
η) and (5.2) is valid with β˜ = 0, i.e.
(5.47) |F1(x)−F1(y)| ≤ cF1 [|A
η(x− y)|+ |x− y|], x, y ∈ D(Aη).
We can then generalize some results of Theorem 5.1.
Theorem 5.5. Let (4.2), (4.3), (H1’), (H2) and (H3) be satisfied. As-
sume that E|ξ|2 <∞. Then (5.1) possesses a unique mild solution X in the
function space:
X ∈ C((0, TF1,F2,G,ξ];D(A
η)),
where TF1,F2,G,ξ depends only on the squared norms |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
and
E|F1(0)|
2. In addition, X satisfies the estimate
E|X(t)|2 ≤ CF1,F2,G,ξ, t ∈ [0, TF1,F2,G,ξ](5.48)
with some constant CF1,F2,G,ξ depending only on |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
,E|F1(0)|
2
and E|ξ|2.
Proof. The proof is analogous to that of Theorem 5.1. For each S ∈
(0, T ], we set the Banach space:
Ξ(S) ={Y ∈ C((0, S];D(Aη)) ∩ C([0, S];E) such that
sup
0<t≤S
t2ηE|AηY (t)|2 + sup
0≤t≤S
E|Y (t)|2 <∞}
with norm
|Y |Ξ(S) =
[
sup
0<t≤S
t2ηE|AηY (t)|2 + sup
0≤t≤S
E|Y (t)|2
] 1
2
.
Consider a nonempty closed subset Υ(S) of Ξ(S) which consists of all func-
tion Y ∈ Ξ(S) such that
(5.49) max{ sup
0<t≤S
t2ηE|Y (t)|2, sup
0≤t≤S
E|AβY (t)|2} ≤ κ2
with κ > 0 which will be fixed appropriately.
Similarly to the proof of Theorem 5.1, if we choose κ > 0 dependent only
on |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
,E|F1(0)|
2 and E|Aβξ|2, and if S is sufficiently small,
then the mapping Φ defined by (5.9) maps the set Υ(S) into itself and is
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contraction with respect to the norm of Ξ(S). Consequently, Φ possesses a
unique fixed point X ∈ Υ(S), i.e. for every t ∈ [0, S], X(t) = ΦX(t) a.s.
This means that X is a local mild solution of (5.1). Following Step 4 and
Step 6 in the proof of Theorem 5.1, the estimate (5.48) and uniqueness of
the solution are verified.
By the same arguments as in Corollary 5.2, global mild solutions of (5.1)
can be constructed.
Corollary 5.6 (global existence). Assume that in Theorem 5.5 the
constant CF1,F2,G,ξ is independent of TF1,F2,G,ξ for every initial value ξ ∈ E.
Then (5.1) possesses a unique mild solution on the interval [0, T ].
The next theorem shows regularity of local mild solutions for more regular
initial values. The proof of the theorem is similar to that of Theorem 5.3,
so we omit it.
Theorem 5.7. Let (4.2), (4.3), (H1’), (H2) and (H3) be satisfied. Let
F2 ∈ F
γ,σ((0, T ];E), max{β, 12 − η} < γ <
1
2 , and ξ ∈ D(A
γ) such that
E|Aγξ|2 <∞. Then (5.1) possesses a unique mild solution X in the function
space:
X ∈ C((0, TF1,F2,G,ξ];D(A
η)) ∩ C([0, TF1,F2,G,ξ];D(A
γ)),
where TF1,F2,G,ξ depends only on the squared norms |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
and
E|F1(0)|
2 and E|Aγξ|2. In addition, X satisfies the estimate
E|X(t)|2 + t2γE|AγX(t)|2 ≤ CF1,F2,G,ξ, t ∈ [0, TF1,F2,G,ξ],
with some constant CF1,F2,G,ξ depending only on |F2|
2
Fβ,σ
, |G|2
Fβ+
1
2
,σ
,E|F1(0)|
2
and E|Aγξ|2.
Let us finally verify continuous dependence of solutions on initial data.
Theorem 5.8. Let (4.2), (4.3), (H1’), (H2) and (H3) be satisfied. Let
X and X¯ be the solutions of (5.1) for the data (F2, G, ξ) and (F¯2, G¯, ξ¯) in
B1×B2×BA, respectively, where B1, B2 and BA are defined by (5.37), (5.38)
and (5.39). Then
t2ηE|Aη[X(s)− X¯(s)]|2 + t2ηE|X(s)− X¯(s)|2
≤ CB1,B2,BA [E|ξ − ξ¯|
2 + t2β |F2 − F¯2|
2
Fβ,σ + t
2β|G− G¯|2
Fβ+
1
2
,σ
],
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and
t2(η−β)[E|Aη[X(s)− X¯(s)]|2 + E|X(s)− X¯(s)|2]
≤ CB1,B2,BA [E|A
β(ξ − ξ¯)|2 + |F2 − F¯2|
2
Fβ,σ + |G− G¯|
2
Fβ+
1
2
,σ
]
for t ∈ (0, TB1 ,B2,BA ].
As the proof of this theorem is quite analogous to that of Theorem 5.4,
we may omit it.
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