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Abstract
It is a fact that a hydrological time series cannot be defined as a true model in practice. One of the important problems in sto-
chastic hydrology is to determine the most appropriate model, and therefore modellers have certain flexibilities in exercising 
their subjective judgment in model identification. For this purpose, autocorrelation function [ACF], minimum residual vari-
ance [Min Var(e)], and Akaike Information Criterion [AIC- AICC-modified AIC- and FPE-final prediction error-] are widely 
used for testing the goodness of fit (model identification or diagnostic check) in time series modelling. The objective of this 
paper is to investigate diagnostic checking criteria, to compare their performance for linear autoregressive (AR) models, and 
to define a new entropy-based criterion (transinformation).
	 In the presented study, observed and synthetic data sets are modelled and recognised criteria are evaluated in order to 
compare the diagnostic checking. All data sets are investigated for AR(1), AR(2), AR(3), ARMA(1,1) and ARMA(1,2) models 
which are mostly used in hydrology. The results showed that the performance of the transinformation criterion is superior to   
the other investigated diagnostic checking criteria.
Keywords: time series modelling, diagnostic checking, order determination, entropy, transinformation
Introduction
The main purpose of water resource engineering is to provide 
maximum benefit from the limited water resources and to pro-
tect us from possible damages. Evaluations of hydrological data 
have great importance in the development, planning and man-
agement of water resources. In fact, the available data usually do 
not represent the population; therefore the process needs to be 
modelled. The models can be used to generate data for planning 
and designing of hydraulic structures or forecasting. 
 The purpose of constructing models of stochastic processes 
is to generate synthetic processes for the considered variable with 
the aid of these models. With the use of generated processes, the 
planning and management of water resources could possibly be 
produced by considering not only the observed sample but also 
the other samples which come from the same population. So, the 
system behaviour can be investigated not only according to the 
available data but also with the aid of synthetic series (Salas et 
al., 1981).
 It is obvious that if more reliable scenarios can be produced 
by the selection of the best model for the time series, then deci-
sion making will be more reliable. In time series analysis, various 
types of models are used according to the usage purpose and the 
type of the streamflow series in hydrology. The proposed mod-
els include the autoregressive (AR), fractional Gaussian noise, 
autoregressive and moving average (MA) (ARMA), broken line, 
ARMAMarkov, and shifting level models. Hence, an important 
problem in stochastic hydrology is to select or identify the most 
appropriate model to best represent the hydrological time series 
in question. In common practice such model identification is 
usually done by judgment, experience, or personal preference. 
In some cases, though, the statistical properties of the various 
alternative models as well as the statistical characteristics of the 
sample time series are used for identifying the most appropriate 
type of model for the particular case at hand (Salas and Smith, 
1981).
 In general, time series modelling can be organised in four 
stages:
•	 The selection of the type of model
•	 The identification of the form of the model
•	 The estimation of the model parameters
•	 The diagnostic checking of the model. The diagnostic 
checking is only partially described by the words, ‘testing 
the goodness of fit’ (Box and Jenkins, 1976). 
Various statistical tests are available for testing hypotheses 
in hydrological time series modelling. Although mathemati-
cal statistics comprise various parametric and non-parametric 
tests, practice has shown that a small number of these proce-
dures would satisfy the needs in the analysis and modelling of 
hydrological time series. Salas et al. (1985) suggested using the 
Anderson test of the correlogram and Porte Manteau Lack of 
Fit test for independence in time. They classified the cumula-
tive periodogram test, and the tests for normality, under the title 
of testing the goodness of fit. They also suggested testing for 
over-fitting, tests for the parsimony of parameters after the iden-
tification and estimation of the model parameters for testing the 
goodness of fit (Salas et al., 1985). Goodness of fit tests can also 
be used for comparison of parametric and nonparametric mod-
els; in order for compilation of models; model identification or 
diagnostic checking of the models (Fan and Yao, 2003).
 Autocorrelation function [ACF], minimum residual variance 
[Min Var(e)], and Akaike Information Criterion [AIC, AICC-
modified AIC, and FPE-final prediction error-] are widely used 
for testing the goodness of fit (model identification or diagnostic 
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checking) in time series modelling. The objective of this paper 
is to investigate and to test diagnostic checking criteria, to com-
pare their performance and to define a new entropy-based crite-
rion. For this purpose, autoregressive (AR) and autoregressive 
– moving average (ARMA) models which are widely used in 
stochastic hydrology, are investigated. To compare the proposed 
entropy-based criterion with well-known methods, synthetically 
generated and observed annual flow series were used.
Time series modeling
Linear autoregressive models 
The general expression of Markov or linear autoregressive mod-
els can be defined as:
	
                        (1)
where:
 xt	 =  flow of t
th	year
		 m	 =		 mean
	 φj =  autoregressive coefficients (model parameters)
	 et =  a normally distributed random variable which 
   constitutes an independent process with mean 
   zero (m	= 0) and variance σe
2 (noise, error term)
 p =  order of model 
pth order  Markov model is often denoted as the AR(p) or simply 
AR model in which the flow of any year is dependent on previ-
ous p year flows (Salas et al., 1980; Salas, 1992).
 The AR(p) model contains (p+2) unknown parameters (m, 
φ1,....., φp	and	σe
2 ), which in practice have to be estimated from 
the data (Box and Jenkins, 1976; Salas et al., 1980; Salas, 1992). 
The first and second order Markov models [AR(1), AR(2)] are 
widely used in hydrology (Bayazıt, 1981). 
Stationary autoregressive-moving average models
General expression of autoregressive (AR), moving average 
(MA) and combining ‘autoregressive-moving average’ (ARMA) 
models can be defined as:
                         (2)
where:
 xt	 =  flow of t
th	year
		 m	 =		 mean
	 φj =  autoregressive coefficients (model parameters)
	 θj =  moving average coefficients (model parameters)
	 et =  a normally distributed random variable which 
   constitutes an independent process with mean zero 
   (m	=0) and variance σe
2  (noise, error term)
with
  p =  number of autoregressive (φ1,....., φp ) parameter 
 q =  number of moving average (θ1,....., θq	) parameter 
These models are defined with the expression ARMA or ARMA 
(p, q).The parameter number for ARMA (p, q) th order model 
are (p + q+ 2) number (m, φ1,....., φp, θ1,....., θq	and	σe
2) (Salas et al., 
1980; Bayazıt, 1981; Salas,1992).
 In hydrological practice p and q are seldom greater than 2, 
and in most cases an ARMA(1, 1) model is found satisfactory. 
The stationary ARMA models have a physical justification in 
hydrology. The base flows in a river mainly result from ground-
water and the flow at any particular time is a fraction of previous 
flows during the recession (low-flow) period, which may be rep-
resented by an autoregressive dependence structure. The high 
flows during the wet season are formed mainly by heavy rainfall 
or snowmelts or both, and therefore may be represented by a 
moving average scheme (Salas et al., 1985).
Diagnostic checking or order determination
It is a fact that hydrological time series cannot be defined by a 
true model in practice. Therefore modellers have certain flex-
ibility in exercising their subjective judgment in model identi-
fication. 
 On the other hand, the purpose of model identification should 
be to select a model that is statistically sound and practically 
meaningful. A parsimonious model is always preferable when 
two candidate models appear to be equally acceptable. Routine 
steps of model identification processes are listed below from a 
data-analytical point of view (Fan and Yao, 2003):
i. The 1st step is examination of time series plot. This step 
aims to identify obvious trends, seasonal components, 
jumps, etc. 
ii. The 2nd step is examination of correlogram (ACF). The 
residual trend and/or seasonal components may show up in 
a	correlogram
iii. The 3rd step is determining the MA-order from the ACF 
and the AR-order from the partial autocorrelation func-
tion (PACF) 
iv. The last step is determining the orders using AIC or other 
information criteria. 
The Akaike Information Criterion (AIC) proposed by Akaike 
(1974) is the mathematical formulation that considers the prin-
ciple of parsimony (Salas et al., 1985). In order to compare com-
puting ARMA models, Akaike recommends:
                       (3)
where:
  N  =  sample size 
		
σe
2	 =		 maximum likelihood estimate of the residual variance
 p  =  number of autoregressive (AR) coefficients 
 q  =  number of moving average (MA) coefficients 
 k  =  number of distribution parameters (k = p + q) 
The model which gives the minimum AIC number is the one to 
be selected.
 Hurvich and Tsai (1989) used the Kullback-Leibler informa-
tion with its unbiased estimators and Modified Akaike Informa-
tion Criterion (AICC). The modified criterion is expressed as:
                      (4)
The model which gives the minimum AICC (min AICC) number 
is the one to be selected.
 An alternative procedure for order determination in AR 
modelling is the Final Prediction Error Criterion (FPE) due to 
Akaike (1969), the basic idea of which is very simple. The FPE 
criterion is defined as:
                                 (5)
The model which gives the minimum FPE (min FPE) number is 
the one to be selected.
 Various procedures described by Akaike have been proposed 
to	modify	the	criterion	in	order	to	obtain	a	consistent	estimator	
p
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and to find a field of application. All criteria [FPE, AIC, AICC] 
proposed by Akaike are asymptotically equivalent (Brockwell 
and Davis, 2002; Fan and Yao, 2003). Hence, the values of crite-
ria converge with increasing data number. 
 These criteria called ‘information based methodology’ pro-
posed by Akaike are used (1974, 1985) for diagnostic checking. 
The AIC is based on two basic ideas. The first is the adoption 
of the expected predictive performance for the evaluation of a 
model. The second is the use of the log likelihood as the measure 
of the goodness of the model (Akaike, 2003). 
 One of the other methods which can be used for diagnostic 
checking is to calculate the variance of error terms. The variance 
of error terms (e) is determined from the difference of model 
prediction (Xi) and observed data (Xi):
	 		 		 	 	 	 	 	 	 	 	 	 	 	 	 		(6)
The decision criterion is based on the variance, consequently 
this method can also be defined as ‘information based’.
Concept of entropy and transinformation 
criterion
The concept of entropy is originated from the classical thermody-
namics and plays a major role in thermodynamics and statistical 
mechanics. The word ‘entropy’ was introduced by Clausius and 
derived from ‘transformation’. Later, Boltzmann attained a new 
definition to entropy by analysing microscopic states of a ther-
modynamic system. According to Boltzmann, ‘the macroscopic 
maximum entropy state corresponded to a thermodynamic con-
figuration which could be realised by maximum number of dif-
ferent micro-states’. Later, Von Neumann generalised the clas-
sical expressions of Boltzmann to quantum mechanics by using 
the concept of a density matrix (Wehrl, 1978; Schrader, 2000). 
 In a seminal article Shannon (1948) adopted the concept of 
entropy into information theory. Through his significant contri-
butions to communications theory (later known as information 
theory), Shannon showed that entropy describes the amount of 
uncertainty in any probability as a measure of information in 
probabilistic terms. 
 Similar to the role of thermodynamic entropy in physics, 
informational entropy has found a wide area of application in 
various fields including water resource engineering. In these 
applications, uncertainties associated with (or information con-
veyed by) systems of concern have been measured by the proba-
bilistic definition of entropy. The versatile uses of the concept in 
water resources are essentially based on informational entropy 
(Harmancıoğlu et al., 1992). The entropy theory has been applied 
in hydrology and water resources for measuring the information 
content of random processes, evaluation of information transfer 
between hydrological processes, assessment of recharge systems 
for a river basin, evaluation of data acquisition systems, assess-
ment of model performance, assessment of regional information 
on floods, and designing water quality monitoring network. A 
comprehensive review of the application of entropy theory in 
hydrology and water resources is given by Singh (1997; 2000; 
2003).
 The entropy concept is a fairly objective criterion in com-
paring various mathematical models and has proved to give 
successful results in hydrological applications performed. This 
characteristic of entropy makes it a very useful tool in the selec-
tion of the most appropriate model, and in the evaluation of the 
degree of completeness and efficiency of a selected model to rep-
resent natural phenomena, which, in fact, are some of the major 
problems of synthetic hydrology.
 The entropy of a random variable is a measure of the infor-
mation gained or reduction of uncertainty. The measures of 
information are defined by the marginal entropy [H(X)], joint 
entropy [H(X,Y)], conditional [H(X|Y)] entropy and transinfor-
mation [T(X,Y)]. The marginal, joint, conditional entropy and 
transinformation is defined in information theory such as (Van 
der Lubbe, 1997; Karmeshu and Pal, 2003):
                                                       (7)
                                                       (8)
                                                       (9)
                                                       (10)
where:
  x	and	y  =  two independent variables defined in the same  
    probability space with values xi	and	yj
 i  =  1, 2,…,n
 j  =  1, 2, …, m. 
 p(xi), p(xi,yj)	and	p(xi|yj ) terms are defined as discrete, joint  
 and conditional probabilities.
The specific features of the transformation concept have led 
to its use in evaluation of model performance and selection of 
the most appropriate model to represent a hydrological proc-
ess or system. Accordingly, the model that produces the highest 
transinformation between observed and simulated data is con-
sidered to produce the best fit. Amorocho and Espildora (1973) 
initiated such an approach and showed the limitations and mer-
its of using the entropy criteria in model evaluation. They have 
also discussed the selection of class interval size Dx, which 
is used in the case of continuous variables for p(xi) of entropy 
equations approximated by f(xi). Dx, being the relative class fre-
quency and the length of class intervals, with respect to accu-
racy of entropy calculations. Further, they pointed out that ‘the 
concepts involved in the measure of uncertainty require that the 
probability frequency distributions of the outcomes of a process 
be bounded. In practical applications the unbounded frequency 
distributions should be truncated; thus they will define a finite 
region of uncertainty’ (Amorocho and Espildora, 1973).
	 Uslu and Tanrıöver (1979) analysed the entropy concept 
for the delineation of optimum sampling intervals in data col-
lection systems, both in space and time. Harmancıoğlu (1981) 
investigated the transfer of information between observations 
of two stream gauging stations and also showed that the serial-
dependence structure of hydrological series can be evaluated 
by entropy to determine the required order of dependence 
models. Chapman (1986) extended the original use of the 
method of Amorocho and Espildora to evaluate the reduc-
tion of uncertainty in hydrological data due to application of 
a model. Chapman proposed a complementary approach to 
overcome the limitations of the technique. Particularly for 
the	selection	of	Dx, Chapman claimed that one should better 
use proportional rather than fixed class intervals. Chapman 
gave general equations for the proportional class interval and 
solved them for assumed log-normal and gamma distributions 
and extended to data series with zero values. Chapman pro-
posed a more general criterion of model performance to be 
the ratio of the transinformation to the marginal entropy of the 
observed data. Along similar lines, Baran and Harmancıoğlu 
(1993) compared the goodness of fit of three models in repre-
senting the recession period flows at a stream-gauging station 
^
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where a significant portion of runoff is made up of effluents 
originating from karst springs.
 The transinformation criterion can also be used as a crite-
rion for diagnostic checking (order determination) in time series 
modelling like the methods called as ‘information based meth-
odology’ which defined by Akaike (1974; 1985). The transinfor-
mation can be obtained as (Mogheir et al., 2004)
                    (11)
where:
		 x	and	y  =  defined as random variables 
 rxy   =  the sample correlation coefficient 
The transinformation criterion can also be obtained from 
Eq. (10) by x	and	y defined as the time series and the selected 
model output. This criterion can also be used for selecting the 
best model among several models (diagnostic checking) as an 
entropy approach.
Data sets
Annual mean flow series of the Saint Lawrence stream gauging 
station (SGS) (in USA) and Hurman Creek – Tanır/Gözlerüstü 
(Nr: 2015/25) SGS (in Turkey) are used for modelling and diag-
nostic checking (order determination) with various criteria. 
Annual runoff series can be accepted as stationary process if 
the trend and jump components are removed. Although some 
annual flow series have very small autoregressive components, 
annual runoff series can be accepted as independent process 
(Yevjevich, 1972; Salas et al., 1985). 
 The Saint Lawrence River is located in the middle of North 
America and forms a part of the international boundary between 
Canada and the USA (Fig. 1). The Saint Lawrence River rises 
at the outflow of Lake Ontario and the selected SGS is situated 
there as well. Hence, although both AR(p) and ARMA(p,q) 
types models are investigated, it is expected that Saint Lawrence 
River annual mean flow is defined by AR type models. The runs 
Figure 1
Location of Saint 
Lawrence River 
(Wikipedia, 2005)
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Figure 2
Observed annual mean flows of Saint Lawrence River for the 
period 1860 to 1956 
)r1ln(
2
1)Y,X(T 2xy
of the annual mean flows of the Saint Lawrence SGS are shown 
in Fig. 2.
	 Hurman Creek is located in the Ceyhan River basin in 
Turkey (Fig. 2). Tanır/Gözlerüstü SGS (Nr.2015/25) is located 
upstream of the Ceyhan River of which karst springs contrib-
ute 40 to 45% of runoff (Baran et al., 1987; 1995). Although 
both AR(p) and ARMA(p,q) type models are investigated, 
it is also expected that Tanır/Gözlerüstü SGS annual mean 
flow is defined by AR type models. The runs of the annual 
mean flows of Tanır/Gözlerüstü SGSs are presented in 	
Fig. 4.
 The available data of Saint Lawrence annual mean flows 
have been recorded for the 1860 to 1956 period (Bayazıt, 1981) 
and Tanır/Gözlerüstü annual mean flows have been recorded 
over the 1957 to 2000 period (EIE 2000; 2003). Statistical prop-
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erties of observed data are presented in Table 1. 
 The parameters of investigated AR(p) and ARMA(p, q) type 
models for Saint Lawrence and Tanır/Gözlerüstü SGS annual 
mean flows are presented in Table 2 and Table 3.
 The other data sets are designed according to the observed 
data’s statistical properties and formed as generated synthetic 
series. The 1st synthetic data set groups are generated as 97 
years and 44 years annual mean flow records according to the 
observed data. 
 The 2nd synthetic data sets are generated as 600 years length 
annual mean flows, which is investigated by dividing into sub-
groups of 100 … 600 years. In this step, the effect of data length 
on diagnostic checking criterion is investigated. 
 The 3rd and last synthetic data sets consisted of 30 subgroups 
of generated data all containing 97 and 44 members and all 
of them are evaluated as observed Saint Lawrence and Tanır/
Gözlerüstü SGS’s annual mean flow series. Thus, evaluation 
of diagnostic checking criterion is also investigated with three 
synthetic data groups appropriate to the observations of Saint 
Lawrence and Tanır/Gözlerüstü SGSs and the selected model 
parameters. 
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Figure 3
Location of Tanır/Gözlerüstü 
(Nr.2025) SGS and Hurman 
Creek.
Figure 4
Observed annual mean flows of Hurman Creek Tanır/ 
Gözlerüstü SGS for the period 1957 to 2000 
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Application and results
Modelling of observed annual mean flows of Saint 
Lawrence and Tanır/Gözlerüstü SGSs
AR(1), AR(2), AR(3), ARMA(1,1) and ARMA(1,2) models 
are investigated for the determination of diagnostic checking. 
The ordinates of ACF: autocorrelation function of observed 
data up to k = 40 and PACF: partial autocorrelation functions 
for Saint Lawrence SGS annual mean flows are presented in 
Figs. 5 and 6 respectively. The ordinates of ACF and PACF for 
Tanır/Gözlerüstü SGS annual mean flows are presented in Figs. 	
7 and 8.
 It is accepted that, ei forms an independent process in time 
series modelling. To check the suitability of selected model, the 
residual of model ei is obtained. The autocorrelation function 
(ACF-correlogram) is used for determining whether ei process 
is independent or not. The Anderson test is frequently used to 
test the hypothesis if the correlogram belongs to an independ-
ent process. Mean and variance of the sampling distribution of 
autocorrelation coefficient (rk) is given below:
                                     (12)
TABLE 1
Statistical properties of annual mean flows in the 
period of 1860-1956 for Saint Lawrence and Tanır/
Gözlerüstü SGS’
Statistical Properties St. Lawrence Tanır/
Gözlerüstü
Mean                            (m3/s) 570.62 8.21
Standard Deviation   (m3/s) 48.71 2.67
Coefficient of Variation 0.0854 0.3255
Maximum Value            (m3/s) 672.08 16.74
Minimum Value             (m3/s) 433.33 4.22
Skewness Coefficient   (Cs) 0.085 0.917
Kurtosis                      (k) 2.5454 1.2218
TABLE 2
Linear autoregressive (AR) and autoregressive 
– moving average (ARMA) model parameters for 
Saint Lawrence SGS annual mean flows (Baran 
and Bacanlı, 2004)
AR(1) AR(2) AR(3) ARMA(1,1) ARMA(1,2)
φ1 0.689 0.651 0.634 0.731 0.956
φ2 - 0.055 -0.090 - -
φ3 - - 0.220 - -
θ1 - - - 0.081 0.362
θ2 - - - - 0.321
TABLE 3
Linear autoregressive (AR) and autoregressive 
– moving average (ARMA) model parameters for 
Tanır/Gözlerüstü SGS annual mean flows
AR(1) AR(2) AR(3) ARMA(1,1) ARMA(1,2)
φ1 0.565 0.652 0.655 0.381 0.314
φ2 - -0.153 -0.166 - -
φ3 - - 0.021 - -
θ1 - - - -0.278 -0.341
θ2 - - - - -0.057
Figure 8
Partial autocorrelation coefficients for Tanır/Gözlerüstü 
annual mean flows
Figure 5
Lag-one autocorrelation coefficients for Saint Lawrence annual 
mean flows (Baran and Bacanlı, 2004)
Figure 6
Partial autocorrelation coefficients for Saint Lawrence annual 
mean flows (Baran and Bacanlı, 2004)
Figure 7
Lag-one autocorrelation coefficients for Tanır/Gözlerüstü 
annual mean flows
kN
1rE k 2k kN
1kNrVar
where:
 N  =  the sample size  
 k  =  the lag number 
By using these expressions, the confidence limits of the 	
correlogram can be determined. If the percentage of calculated 
rk values which are outside of this area is smaller then a, the 
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independence hypothesis is accepted and the selected model is 
suitable (Salas et al., 1985).
 The Box-Pierce Porte Manteau Lack of Fit test is also used to 
test the independence of the ei series. This test is used by statisti-
cal formulation of Q (Bayazıt, 1981; Salas et al., 1985):
                    (13)
where:
	 rk(ε) =  correlogram of residual (ei	) 
 L   =  maximum lag 
 The statistics Q is approximately χi (L - p - q)		
In the presented studies of observed and synthetic series, both 
Anderson and the Box-Pierce Porte Manteau Lack of Fit tests 
are used to test the independence of ei series for all investigated 
AR(p) and ARMA(p,q) type models. The residuals ei	 are	also	
checked to establish whether they are independent and normal 
or not for all evaluated models.
 Figure 5 shows that the autocorrelation coefficients slowly 
approach zero after certain k values, and it does not suddenly 
become zero even for large k values for Saint Lawrence annual 
mean flows. It means that the autoregressive model terms are 
preponderate over the moving average terms. Therefore, the 
selected model must only be formed by autoregressive model 
terms. Partial autocorrelation coefficients (Fig. 6) converge to 
zero for k bigger than 3. So, the best order of the AR model is 
assumed to be 3 (p=3).
 The models with the best fit are investigated by diagnostic 
checking criteria, after modelling observations of annual mean 
flow series of Saint Lawrence SGS over 97 years (1860 to 1956). 
The diagnostic checking results are summarised in Table 4. 
Although the diagnostic checking criteria are pointed out in the 
ARMA(1,2) model, as it is explained above, only AR(p) type 
models were taken into consideration for Saint Lawrence SGS. 
From this point of view, the results confirm that AR (3) can be 
assumed as the model with the best fit.
	 Figure 7 shows that the autocorrelation coefficients 
approach to zero in second k values, for Tanır/Gözlerüstü 
annual mean flows. It shows that the model formed by autore-
gressive models terms like Saint Lawrence annual mean flows. 
Partial autocorrelation coefficients (Fig. 8) converge to zero for 
k bigger than 2. So, the best order of the AR model can be 
assumed as 2 (p=2).
 The models with the best fit are investigated by diagnostic 
checking criteria, after modelling observations of annual mean 
flow series of the Tanır/Gözlerüstü SGS over 44 years (1957 to 
2000). The results of diagnostic checking are summarised in 
Table 5. The results of diagnostic checking criteria confirm that 
AR(2) can be selected as the model with the best fit.
Synthetic series
To determine the accuracy of the entropy approach as a diag-
nostic checking criterion in time series modelling, generated 
synthetic series were also evaluated. Three different types of 
synthetic series are generated for testing the accuracy of transin-
formation in diagnostic checking. All generated series are con-
stituted as AR(2) and AR(3),  the model parameters are defined 
as the same calculated AR(3) model parameters of Saint Law-
rence SGS (Table 2), and Tanır/Gözlerüstü SGS annual mean 
flows (Table 3).
 The following generated series are investigated: AR(1), 
AR(2), AR(3), ARMA(1,1) and ARMA(1,2) models reflected the 
observed flows. All generated data sets are remodelled such as 
observed data. After the determination of the investigated linear 
autoregressive (AR) and linear autoregressive – moving aver-
age (ARMA) type model parameters, Anderson and Box-Pierce 
Porte Manteau Lack of Fit Tests are applied for each investigated 
model. 
 The 1st group of generated data sets were defined as  Saint 
Lawrence SGS annual mean flows [AR(3)] and  as  Tanır/
Gözlerüstü SGS annual mean flows [AR(2)] over time periods 
of the same length. The results of diagnostic checking for all 
criteria are presented in Table 6 and 7 (next page). 
 The 2nd generated data sets were defined as long-term Saint 
Lawrence and Tanır/Gözlerüstü SGS annual mean flows. Both 
data sets had 600 members with the same parameters AR (3) of 
Saint Lawrence and AR (2) of Tanır/Gözlerüstü SGS.  The gen-
erated data sets were divided into subgroups of 100, 200… 600 
years length and re-modelled as observed data sets for determin-
ing the variation of performances diagnostic checking criteria 
vs. data number. The results of diagnostic checking for all sub-
groups are presented in Tables 8 and 9 (next page). 
 The last and the 3rd	synthetic	data	sets	consisted	of	data	gen-
erated by 30 subgroups.  In this step, the synthetic data sets were 
defined as a population of Saint Lawrence –AR(3)- and Tanır/
Gözlerüstü –AR(2)- SGS annual mean flows. Both data sets 
were generated with 3 600 members. The subseries were defined 
as 97 members for Saint Lawrence and 44 members for Tanır/
Gözlerüstü and evaluated as observed annual mean flow series. 
TABLE 4
The results diagnostic checking for annual mean flows of St. Lawrence SGS
Diagnostic checking criterion ACF VAR(e) AIC AICC FPE T(X,Y)
Best model (determined from all 
investigated models)
(*) ARMA(1,2) ARMA(1,2) ARMA(1,2) - ARMA(1,2)
Best model (determined only from 
investigated AR type models)
(*) AR(3)  AR(1) 
-AR(3)
AR(3) AR(2) AR(3)
(*) All models are assumed suitable for 95% confidence limit
TABLE 5
The results diagnostic checking for annual mean flows of Tanır/Gözlerüstü SGS
Diagnostic checking criterion ACF VAR(e) AIC AICC FPE T(X,Y)
Best model (determined from all 
investigated models)
(*) AR(2)-
AR(3)
AR(2) AR(2)-
AR(3)
- AR(2)
Best model (determined only from 
investigated AR type models)
(*) AR(2)-
AR(3)
AR(2) AR(2)-
AR(3)
AR(2) AR(2)
(*) All models are assumed suitable for 95% confidence limit
L
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2
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At this stage, 30 different data sets were taken into consideration 
which were known to have come from the same population for 
AR(3) and AR(2) generated data sets. The performance of the 
diagnostic checking criteria can be evaluated by this approach. 
The results are presented in Tables 10 and 11.
Conclusions
The exact model parameters are never known during the deter-
mination	stage	of	the	mathematical	models	of	a	hydrological	time	
series. Therefore, they must be estimated from limited observed 
TABLE 6
The results of diagnostic checking for generated AR(3) synthetic data with 97 members
Diagnostic checking criterion ACF VAR(e) AIC AICC FPE T(X,Y)
Best model (determined from all 
investigated models)
(*) ARMA(1,2) ARMA(1,2) ARMA(1,2) - AR(3)
Best model (determined only from 
investigated AR type models)
(*) AR(3) AR(3) AR(1) AR(3) AR(3)
(*) All models are suitable for %95 confidence limit
TABLE 7
The results of diagnostic checking for generated AR(2) synthetic data with 44 members
Diagnostic checking criterion ACF VAR(e) AIC AICC FPE T(X,Y)
Best model (determined from all 
investigated models)
(*) ARMA(1,2) ARMA(1,2) ARMA(1,2) - AR(2)
Best model (determined only from 
investigated AR type models)
(*) AR(2) AR(2) AR(2) AR(1) AR(2)
(*) All models are suitable for %95 confidence limit
TABLE 8
The results of diagnostic checking for generated AR(3) synthetic data set and subgroups
N Best fitted models determined from all investigated 
AR(p) and ARMA(p,q) models                   
Best fitted models determined from investigated 
AR(p) models
VAR(e) AIC ACF AICC T(X,Y) VAR(e) AIC ACF AICC FPE T(X,Y)
100 ARMA(1,2) ARMA(1,2) (*) ARMA(1,2) AR(3) AR(1) AR(1) (*) AR(1) AR(2) AR(3)
200 ARMA(1,2) AR(1) (*) ARMA(1,2) AR(2) AR(2) AR(1) (*) AR(1)
or	
AR(2)
AR(3) AR(2)
300 ARMA(1,2) ARMA(1,2) (*) ARMA(1,2) AR(2) AR(2) AR(1) (*) AR(2) AR(3) AR(2)
400 ARMA(1,2) AR(3) (*) ARMA(1,2) AR(2) AR(2) AR(3) (*) AR(2) AR(3) AR(2)
500 ARMA(1,2) AR(3) (*) ARMA(1,2) AR(2) AR(2) AR(3) (*) AR(2) AR(3) AR(2)
600 ARMA(1,2) AR(3) (*) ARMA(1,2) AR(3) AR(2) AR(3) (*) AR(2) AR(3) AR(3)
(*) All models are suitable for 95% confidence limit
TABLE 9
The results of diagnostic checking for generated AR(2) synthetic data set and subgroups
N Best fitted models determined from all investigated 
AR(p) and ARMA(p,q) models
Best fitted models determined from investigated 
AR(p) models
VAR(e) AIC ACF AICC T(X,Y) VAR(e) AIC ACF AICC FPE T(X,Y)
44 ARMA(1,2) ARMA(1,2) (*) ARMA(1,2) AR(2) AR(1) AR(1) (*) AR(1) AR(1) AR(2)
100 AR(2) 
– AR(3)
AR(2) (*) AR(2) AR(2) AR(2)-
AR(3)
AR(2) (*) AR(2) AR(2) AR(2)
200 AR(2) AR(2) (*) AR(2) AR(2) AR(2) AR(2) (*) AR(2) AR(3) AR(2)
300 AR(2) AR(2) (*) AR(2) AR(2) AR(2) AR(2) (*) AR(2) AR(3) AR(2)
400 AR(2) AR(2) (*) AR(2) AR(2) AR(2) AR(2) (*) AR(2) AR(3) AR(2)
500 AR(2) AR(2) (*) AR(2) AR(2) AR(2) AR(2) (*) AR(2) AR(3) AR(2)
600 AR(2) AR(2) (*) AR(2) AR(2) AR(2) AR(2) (*) AR(2) AR(3) AR(2)
(*) All models are suitable for 95% confidence limit
data. The inferred population model is only an approximation. 
Consequently, the most important issue in stochastic hydrology 
is to define the model with the best fit amongst various models.
 The criteria used for the diagnostic checking of the modelling 
of the time series in which long-term observation sets are seldom 
available, such as annual mean flows, should be considered with 
all their properties including their weaknesses.
 The criteria used to determine the most suitable model 
(diagnostic checking) may give very different results depend-
ing on many properties such as the structure, the statistical 
properties of the investigated hydrological process and/or the 
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data length. Different criteria such as autocorrelation function 
[ACF], minimum residual variance [min Var(e)], Akaike Infor-
mation Criterion [AIC], Modified Akaike Information Criterion 
[AICC], final prediction error criterion [FPE] and transinforma-
tion criterion [T(X,Y)] were evaluated and compared in order to 
determine their advantages and disadvantages according to one 
another. The results obtained are given below:
•	 When the correlograms (ACF an PACF) for the annual mean 
flows of the Saint Lawrence and Tanır/Gözlerüstü SGSs 
were evaluated, ACF showed that autoregressive model 
terms form the model for both SGSs. PACF showed that the 
best order model can be accepted as 3 for Saint Lawrence 
and 2 for Tanır/Gözlerüstü. The diagnostic checking criteria 
also confirmed that the model with the best fit is AR (3) for 
Saint Lawrence and AR (2) for Tanır/Gözlerüstü.
•	 Although the correlogram (ACF-PACF) is not used for diag-
nostic checking, they are essential in determining the suit-
able model type for hydrological phenomena. If necessary, 
they could be used as a criterion for diagnostic checking by 
reducing the confidence limits.
•	 In the short-term evaluations only the transinformation cri-
terion seems to be reliable. The results of the first group of 
TABLE 10
The results of sampling distribution of diagnostic 
checking criterion for 97 years length AR(3) synthe-
tic subseries (m: absolute, f: relative frequency)
Investigated AR(p) 
and ARMA(p,q) 
models
Investigated AR(p) 
models
VAR(e) m f m f
AR(1) 0 0 13 0.43
AR(2) 0 0 0 0
AR(3) 12 0.40 17 0.57
ARMA(1,1) 9 0.30 --- ---
ARMA(1,2) 9 0.30 --- ---
AIC m f m f
AR(1) 4 0.13 19 0.63
AR(2) 0 0 0 0
AR(3) 6 0.20 11 0.37
ARMA(1,1) 9 0.30 --- ---
ARMA(1,2) 11 0.37 --- ---
AICC m f m f
AR(1) 1 0.03 14 0.47
AR(2) 0 0.00 2 0.06
AR(3) 10 0.33 14 0.47
ARMA(1,1) 5 0.17 --- ---
ARMA(1,2) 14 0.47 --- ---
FPE m f m f
AR(1) --- --- 8 0.26
AR(2) --- --- 11 0.37
AR(3) --- --- 11 0.37
ARMA(1,1) --- --- --- ---
ARMA(1,2) --- --- --- ---
T(X,Y) m f m f
AR(1) 0 0 0 0
AR(2) 0 0 6 0.20
AR(3) 24 0.80 24 0.80
ARMA(1,1) 6 0.20 --- ---
ARMA(1,2) 0 0 --- ---
TABLE 11
The results of sampling distribution of diagnostic 
checking criterion for 44 years length AR(2) synthe-
tic subseries (m: absolute, f: relative frequency)
Investigated AR(p) 
and ARMA(p,q) 
models
Investigated AR(p) 
models
VAR(e) m f m f
AR(1) 0 0 2 0.07
AR(2) 10 0.33 12 0.40
AR(3) 12 0.40 16 0.53
ARMA(1,1) 1 0.03 --- ---
ARMA(1,2) 7 0.24 --- ---
AIC m f m f
AR(1) 1 0.03 6 0.20
AR(2) 12 0.40 15 0.50
AR(3) 9 0.30 9 0.30
ARMA(1,1) 1 0.03 --- ---
ARMA(1,2) 7 0.24 --- ---
AICC m f m f
AR(1) 0 0.00 2 0.07
AR(2) 10 0.33 11 0.37
AR(3) 12 0.40 17 0.56
ARMA(1,1) 1 0.03 --- ---
ARMA(1,2) 7 0.24 --- ---
FPE m f m f
AR(1) --- --- 7 0.235
AR(2) --- --- 16 0.53
AR(3) --- --- 7 0.235
ARMA(1,1) --- --- --- ---
ARMA(1,2) --- --- --- ---
T(X,Y) m f m f
AR(1) 7 0.235 8 0.27
AR(2) 17 0.57 20 0.67
AR(3) 2 0.065 2 0.06
ARMA(1,1) 2 0.065 --- ---
ARMA(1,2) 2 0.065 --- ---
generated series for AR (3) and AR (2) (Tables 6 and 7) show 
that the transinformation criterion is the best. The transin-
formation criterion is also the one which gives the generated 
population.
•	 The investigations on the long-term synthetic series show 
that increase in the number of data affects the performances 
of diagnostic check criteria except the correlogram (ACF).
•	 The results of long-term synthetic series (Table 8 and 9) 
show that the transinformation criterion performance is bet-
ter than others, in general. The results of AR (2) generated 
data sets show that the best performance is obtained from 
transinformation criterion for all data lengths (Table 9). 
On the other hand, the results of AR (3) generated data sets 
show (Table 8) that the performance of the AIC criterion is 
better than the transinformation for 400 and over number of 
data.  
•	 Although it is applied to limited data belonging to a 97-
year and 44-year period, to avoid speculation, two sets of 
data for 3 600 years were generated and 30 subgroups of 
97- [AR (3)] and 44- [AR (2)] year periods were made up 
and investigated. The results proved that the transinforma-
tion criterion was still reliable with 57% to 80% success for 
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all investigated AR(p)-ARMA(p,q) models and 67% to 80% 
for autoregressive AR(p) models (Tables 10 and 11).
•	 The performance of the transinformation criterion [T(X,Y)] 
is significantly better than other diagnostic checking criteria. 
The results of relative frequencies have shown that transin-
formation is quite a reliable criterion in testing of goodness 
of fit especially for AR type models. The results show that 
transinformation can effectively and precisely be used as a 
criterion for diagnostic checking in time series analysis.
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