We propose an approach for unsupervised image segmentation based on the Markov random field by using the Bethe approximation. We first derive the Bayesian information criterion under the Bethe approximation and then propose an iterative algorithm to search a model which fits the image data best. For this aim, we derive a criterion for merging two components among several components in terms of a perturbation expansion. Namely, annihilation of components is implemented by merging two components into one component after each convergence of the supervised segmentation with a fixed number of components. We find by numerical experiments that the optimal number of components is selected from the series of local optima with different numbers of components and the best result for segmentation is obtained with good performance.
Introduction
In the context of stochastic image segmentation, we usually estimate the optimal number of components and the best values of hyper-parameters by minimizing or maximizing a specified criterion, such as the log-likelihood or posteriori probability. Methods of stochastic image segmentation are classified as an unsupervised approach and a supervised approach according to whether or not the optimal number of components can be estimated automatically from the observed image data. Different from the estimation of hyper-parameters such as the mean, the variance of classes and so on, one of difficulties in estimating the optimal number of components comes from the fact that a naive estimator by maximizing the log-likelihood is never applicable. The reason is very simple: a complex model with more hyperparameters holds more flexibility and thus can always fit the data better than a simple one. In general, we believe that a hidden model for observed data with fluctuation, if it exists, should be a simple, regularized one, according to the philosophy of Occam's Razor. Thus we are motivated to search for such a model that fits the data well while holding as a less number of hyper-parameters as possible.
It is convenient to consider this problem as a model selection problem, in which we try to find the best one from a given series of models with different number of components. A Markov chain Monte Carlo algorithm with reversible jump was introduced in Ref. [1] for the purpose of model selection, in which a jump occurs between parameter subspaces of different dimensionality. This method is indeed very expensive in computation and is hard to be extended to more complicated Markov Random Field (MRF) models with a large number of neighboring sites.
Early in 1974, Akaike proposed the Akaike Information Criterion (AIC) to perform the model selection and proved that the minimization of the AIC is approximately equivalent to the minimization of the expected Kullback-Leibler distance between the true density and the estimated one [2] . Later, it was reported that the AIC criterion tends to overestimate the number of components because of its too weak penalty term [3] .
In fact, it is possible to estimate the optimal model if we maximize the marginalized likelihood that is integrated over all models. Problems left to us are how we choose a proper priori for our models and whether the analysis is kept tractable. There are several considerations on selecting a prior, i.e., a uniform distribution, a Jeffery non-informative prior, or a conjugate prior to our posterior distribution. When the prior is assumed to be distributed uniformly and if we take a large sample limit, we are able to derive the Bayesian Information Criterion (BIC), which is equivalent to the Minimum Description Length (MDL) [4] . If the Jeffery non-informative prior is used, the Minimum Message Length (MML) can be obtained; it was reported that the MML performs better in decreasing the possibility of over-fitting caused by poor initializations than others [5] . When we want to include the prior information on the models into the estimation scheme, it is possible to use a conjugate prior but some approximations might be required to make the calculation tractable. Attias [6] showed that the model selection is possible by variational Bayes, where the marginalized log-likelihood is maximized after the integration over all models.
Since no prior information is known about hyper-parameters, we take the uniform prior in the present paper. Hence, we consider an unsupervised image segmentation based on the BIC. The BIC is actually a commonly used criterion, and lots of works have been proposed as for the usage of the BIC for the model selection in the context of image segmentation [3, 7, 8] . The BIC for an independent Gaussian mixture model was discussed to be less efficient in the context of MRF-based segmentation and a Pseudo-Likelihood Criterion (PLIC), which is a mean-field-based form of the BIC, was proposed in Ref. [7] . Later a more accurate mean-field-based form of the BIC was derived by using the Gibbs-Bogoliubov-Feynman (GBF) inequality in Ref. [3] . In Ref. [8] , a sequential estimation scheme with merging operations was proposed to solve data clustering for the independent Gaussian mixture model. Motivated by those works, we hence propose a sequential scheme of estimation with merging operations for the MRF-based image segmentation. We first derive the Bethe-approximation-based form of the BIC and then derive a new criterion for merging two components after a usual supervised image segmentation approach.
In Section 2, we briefly explain the supervised Bethe/MPM algorithm for the image segmentation that we have proposed in Ref. [9] . In Section 3, we derive the Bethe-approximation-based form of the BIC and make numerical experiments to investigate the efficiency of the method. In Section 4, we propose a sequential estimation scheme based on the Bethe/MPM algorithm with component annihilation and investigate its performance. Concluding remarks are given in Section 5.
Bethe/MPM Algorithm for Stochastic Image Segmentation
We consider an image composed of K classes of segmentation on a square lattice, denoted by Ã ¼ fij1 i Ng, where N is the number of all pixels in the given image. The configuration of intensity space is expressed by
is the dimension of a selected color space; d is 3 in the present case since the Red, Green, Blue (RGB) color space is adopted. We express a label space for the classes by Z ¼ fz i ji 2 Ã; z i 2 f1; 2; . . . ; Kgg; z i denotes to which class the current pixel i belongs and is assumed to be determined from the image. In perception, a segmentation with piece-wise constant regions is required. This kind of contextual information is represented by modeling the label space Z as a Markov Random Field (MRF) in the present paper. According to the Hammersley-Clifford theorem, we define P K ðZjÞ as follows by using a Gibbs distribution:
Here H prior K ðZÞ is assumed to be given by the following Potts model
where ðijÞ denotes a pair of nearest neighbor sites on Ã. See Refs. [10] and [11] for example, as for the Potts model in image processing. Here is the inverse temperature of the prior Gibbs distribution, and a;b is the Kronecker delta. We assume that the intensity space is given by a Gaussian Mixture Model (GMM). We consider that the distribution Y is given by
where
Here, k ! and AE k are the mean value and the covariance of class k, respectively. Hence the segmentation of the given image becomes a problem to recover this label space out of the corresponding intensity space. We note that y i ! and k ! are d-dimensional vectors and AE k are d Â d matrices; when d ¼ 1, they are scalars. The posterior probability is derived from the Bayesian theorem as follows:
In statistical physics, a configuration with the largest posterior probability is determined by minimizing the following Gibbs free energy:
where S K ðPÞ is the corresponding entropy given by
and we put hQjY; ; i K P Z P K ðZjY; ; ÞQ for a quantity Q. Especially in the Bethe/MPM estimation scheme, the label value of each pixel is obtained by minimizing the above free energy according to its marginal posterior probability, i.e., the Maximum Posterior Marginal (MPM) estimation scheme, and the hyper-parameters are updated by maximizing the log-likelihood. We hence summarize the update rules as follows:
The difficulty locates in the calculation of the entropy defined by Eq. (8), which is actually intractable for a Potts model with a random field. Then we need some approximation for the entropy S K ðPÞ. A Bethe approximation [12, 13] is used in the Bethe/MPM algorithm to provide a better approximation than the mean-field approximation. In the Bethe approximation, the entropy is defined as
in which the second term compensates for the entropy of pairs and thus the fluctuations of pairs are included. For the square lattice, Eq. (10) is expressed as follows:
Thus the free energy under the Bethe approximation is given by
By minimizing the free energy under the following constraints:
we obtain the update rule for expectation values of one-body and two-body functions as follows:
In the above equations, k i j and kk 0 i j are defined as follows, respectively:
Here N i is a set of four sites which are nearest neighbor sites to the site i and N j nfig is a set of three sites which are nearest neighbor sites to the site j and does not include the nearest neighor site i to the site j. On the other hand, according to Eq. (9), we obtain the update rules for as follows:
Here and hereafter we also define N k ¼ P i h z i ;k jY; ; i K for convenience. The Expectation-Maximization (EM) algorithm is used in the Bethe/MPM method, which is an iterative algorithm consisting of two steps: in the E-step, expectation values for one-body and two-body functions are calculated and in the M-step, new optimal values for the hyper-parameters are estimated according to the updated segmentation result which we have achieved in the E-step.
Bayesian Information Criterion under Bethe Approximation
The Bayesian Information Criterion (BIC), first proposed in Ref. [4] , is a widely used tool for a model selection. It is of the same form as the Minimum Description Length (MDL) and has been proved to be efficient in the model selection for data clustering, pattern recognition, and so on. The BIC is expressed as follows:
where P K ðYj; Þ denotes the likelihood of observed data with K components and C K is the dimension of all hyperparameters.
As reported in Ref. [3] , the BIC for the independent GMM may cause overestimation in inferring the optimal number of components, and is given by
where ¼ ð 1 ; 2 ; Á Á Á ; K Þ and k is the proportion of pixels in class k. Nð y i ! j k ! ; 2 k Þ denotes the probability of y i ! under a Gaussian distribution with mean value k ! and variance 2 k that we have assumed for class k. C ind K is the dimension of all hyper-parameters in the context of the independent GMM. Since the BIC for the independent GMM is discussed to tend to overestimate the number of components for an MRF-based segmentation approach, we need to derive the MRF-based BIC for the Bethe/MPM method. Under the context of MRF, the BIC reads the following form:
where W K ðÞ and W K ðY; ; Þ are the priori and posteriori partition functions, respectively and given as follows:
In Eq. (24), F K ðÞ and F K ðY; ; Þ are the corresponding free energy to W K ðÞ and W K ðY; ; Þ, respectively. Recalling the free energy defined in Eq. (12), we obtain the BIC under the Bethe approximation as follows:
where we put hQji K P Z P K ðZjÞQ for a quantity Q. We first give some results by numerical experiments to investigate the efficiency of BIC under the Bethe approximation in Eq. (27) for our segmentation problem.
The whole process is conducted in a full search scheme. Namely, we compute the BIC for different values of K separately, and compare their results to select the optimal value for the number of components. Three test images with Fig. 1(a) , (b) and (c), respectively. Here d is equal to 1. We control the variance of each component so that they do not deviate too much from the distribution of the used GMM. The estimated BIC values are plotted as a function of K for the above test images by a brown line, a blue line, and a red line in Fig. 2 , respectively. Average results of L BIC over thirty different random seeds of Gaussian fluctuations are plotted with error bars which denote corresponding standard deviations of L BIC . Although we note that correct models are selected by minimizing the BIC value, we need to understand that the BIC does not always find the true model that we have supposed in perception, but tends to find a good model suitable for the given problem. Some factors will affect the results by the BIC estimator which we have developed here; one of those factors is a too small sample size because the BIC is derived by taking a large sample limit, and the others include the large deviation from the assumptions of the Potts model and the GMM. Another difficulty of estimation locates in the fact that the value of L BIC fluctuates in the whole range. Actually, we find a different tendency for odd or even number of components as seen in Fig. 2 . In general, worse results occur when we use a GMM with odd number of components to fit an image with even number of components, or vice versa. If we only focus on the series of odd or even values of K in Fig. 2 , we may find behaviors with only one minimum as a function of K, which suggest some possibility of improvement by separating the search into odd and even values of K and will be left as our future work.
Annihilation Process for Components
Two reasons stated below motivate us to search for an iterative unsupervised method of segmentation with an annihilation process. The first and major reason is that it will be very computationally expensive, if we search the optimal configuration from a wide range K 2 fK min ; . . . ; K max g by sequentially segmenting the image for all values of K. It is worth considering the possibility of obtaining a reasonable initial configuration from the last segmentation result in the searching process. Another one is to avoid the possible singular behavior that may occur during the segmentation and cause over-fitting. We add a merging operation after achieving the optimal configuration from the last value of K that we have tested, and finally choose the value of K that corresponds to the lowest BIC value. A similar method for data clustering based on the independent GMM was proposed in Ref. [8] , where the merged configuration is regarded as a constrained optimum in the same solution space of the last value of K that has been used, and the criterion of merging is derived by using the Q function of the EM algorithm. We now try to approximate directly the BIC value of a merged configuration in the new K À 1 solution space using a perturbation expansion, and thus derive the merging criterion for our unsupervised Bethe/MPM algorithm.
Formulation
Assuming that we have reached the local optimum for the solution space K and have calculated the corresponding BIC, we perform a merging operation on components l and m so that the new configuration has the lowest BIC comparing with all possible merged configurations as follows: ; k 2 f1; . . . ; K À 1gg denotes a set of hyper-parameters after performing the merging operation on components l and m. When such a pair ðl; mÞ is found, the new merged configuration will be set as the initial value for searching a local optimum in the new solution space of K À 1. We first define the merging operation on l and m as follows: 
ðl;mÞ
The mean vector for the merged component is calculated by
and the covariance for the merged component follows the relation
Further, we obtain Eq. (40) given below as the updating rule for covariance. 
The Hamiltonian for the merged configuration can be written as
which can be reconstructed from the Hamiltonian before merging:
See Appendix B for a detailed derivation of Eq. (43). Now we obtain an approximation for the free energy for the merged configuration by using the perturbation expansion: 
When we substitute g i ðk; y i ! ; Þ with its exact form defined in Eq. (4) into Eq. (45), we obtain Dðl; mÞ as follows:
Here we note that
where ðAE k Þ ba denotes the element on the position of bth row and ath column in the covariance AE k . After substituting Eq. (47) into Eq. (46), we finally obtain the criterion for merging in the following form:
Then the merging pair is selected to minimize the above criterion: 
Numerical experiments
Numerical experiments are once again made on the test images given in Fig. 1 . We start from K max ¼ 8 and continue the process of Component Annihilation (CA) until
The values of L BIC and the corresponding iteration times for each K during the process are given in Table 1 . We also give the corresponding values in the case of using the Full Search (FS) algorithm in the same table for comparison. For the whole process of both the CA algorithm and the FS algorithm, we have to search all the optima with respect to different K between K min and K max . Different from the FS algorithm where we perform the searches of local optima for different K independently, we use a sequential scheme in the CA algorithm to make estimation from K max down to K min , and the initialization of a new search is obtained from the result which we have achieved in a previous search with a larger value of K. Hence comparing with the separated iteration times at a certain value of K, the total iteration times that are required by the whole searching process are more important to us in the investigation on the performance of two algorithms. For this reason, we also give the value of total iteration times in Table 1 for each test image. We note that the correct number of components is found by both algorithms for all test images. But our algorithm with the CA process can speed up the calculation by reducing the totally required iteration times. As shown in Table 1 , the CA process costs almost half of the iteration times that are required by the FS. We also find that the obtained L BIC by the CA is very close to the value obtained by the FS at the point of optimal value of K, which enables us to use the proposed method for the search for the number of components. In order to investigate further the behavior of the CA process, we show the snapshot of the whole iteration process for the test image in Fig. 1(b) as an example. The corresponding percentage of components is given in Fig. 3 . Merging operations are performed between pairs of Table 1 . Comparison between the proposed algorithm with Component Annihilation (CA) and the original Full Search (FS) algorithm. K t denotes the true number of components and K Ã is the estimated optimal value. AL denotes the algorithm and K means the trial value for the number of components. For K 2 f2; 3; 4; 5; 6; 7; 8g, we obtain iteration times before the convergence and corresponding L BIC on the upper and lower row of each cell, respectively. Total iteration times that are required by both the tested algorithms are also given for comparison. Fig. 5 and we find that the percentage of components in Fig. 3 is fitted by the four Gaussian components.
Concluding Remarks
In the present paper, we have proposed an unsupervised method of image segmentation for the Bethe/MPM algorithm, which is an MRF-based method by using the Bethe approximation. First, the Bethe approximation based Bayesian information criterion is derived as the criterion for the model selection and the efficiency is investigated by numerical experiments. Then we propose a sequential inferential scheme with merging operations to improve the performance, where the criterion for selecting merging pairs is derived by using a perturbation expansion. Our approach shows its efficiency in the unsupervised image segmentation in terms of numerical experiments. 
