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МЕТОД ОЦЕНКИ СОСТОЯНИЯ ЭЛЕМЕНТОВ ИНФОРМАЦИОННО-
ТЕЛЕКОММУНИКАЦИОННЫХ СИСТЕМ С ИСПОЛЬЗОВАНИЕМ 
НЕЙРОННЫХ СЕТЕЙ 
 
Предложен метод оценки состояния элементов информационно-телекоммуникационных систем с ис-
пользованием нейронных сетей. Приведена сравнительная характеристика результатов оценки состояния с 
помощью нейронных сетей различных типов. Разработан метод оценки состояния элементов с помощью 
машины опорных векторов. 
 
The method of components state appraisal of Information and telecommunication systems’ with neural networks 
application is proposed. The comparative description of the state appraisal results with neural networks of various 
types is given. The method of components state appraisal with the assistance of support vector machine is designed. 
 
Введение 
Бизнес рассматривает информационные тех-
нологии (ИТ) в качестве средства повышения 
своей производительности и улучшения конку-
рентоспособности. Эффективность и надеж-
ность предоставления ИТ-услуг бизнес-
пользователям зависит от надежного и каче-
ственного функционирования информационно-
телекоммуникационной системы (ИТС). ИТС, 
как совокупность информационной системы и 
телекоммуникационной сети, является инфор-
мационно-инфраструктурной основой выпол-
нения бизнеса. Для автоматизации управления 
ИТС и поддержки принятия решений админи-
страторами информационно-коммуникацион-
ных технологий разрабатываются и внедряются 
системы управления ИТС (СУИ) [1]. Для эф-
фективного управления ИТС необходимо, что-
бы СУИ получала и обрабатывала информацию 
о состоянии всех составляющих ИТС. Поэтому 
данная статья, посвященная разработке метода 
оценки состояния элементов и подсистем ИТС 
с использованием нейронных сетей, является 
актуальной. 
Постановка проблемы 
Для поддержания значений параметров, ха-
рактеризующих надежность и эффективность 
функционирования ИТС на заданном соответ-
ствующим регламентом уровне, администрато-
ры должны максимально быстро обнаруживать 
и устранять неисправности в ИТС, а также 
своевременно осуществлять мероприятия по 
поддержанию параметров производительности 
ИТС на заданном уровне. Для автоматизации 
выполнения этих функций в СУИ должна 
непрерывно поступать информация о состоянии 
элементов мониторинга и управления (ЭМУ), а 
также результаты анализа тенденций изменения 
этих состояний, необходимые для проактивного 
управления ИТС. Поскольку для оценки состо-
яния ЭМУ необходимо выявлять связи и оце-
нивать значения разных по типу быстроизме-
няющихся параметров, учитывать зависимости 
между состояниями элементов различных 
иерархических уровней ИТС, быстро адаптиро-
ваться к изменению структуры связей парамет-
ров и вкладу параметров в общую оценку со-
стояния ЭМУ, целесообразным видится приме-
нение нейронных сетей при оценке состояния 
ЭМУ. Поэтому возникает необходимость опре-
деления типа нейронной сети, которая покажет 
наилучшие результаты при решении задач ав-
томатической оценки состояния ЭМУ. 
Анализ публикаций 
В [1] предлагается метод кодирования состо-
яний ЭМУ, а оценка работоспособности ЭМУ 
осуществляется с помощью тестовых проверок, 
когда для обнаружения неисправного элемента 
производится последовательность тестов, при-
чем каждая последующая проверка выбирается 
с учетом результатов предыдущей проверки. 
Для успешной реализации этого метода необ-
ходимо иметь обширную базу знаний, кроме 
того, требуется значительное время для поиска 
неисправного ЭМУ. 
В [2] предложено оценивать работу элемен-
тов и подсистем ИТС по интегральному показа-
телю качества функционирования. В [3] пред-
ложен метод сведения метрик оценки качества 
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функционирования ЭМУ, позволяющий свое-
временно реагировать на изменение состояния 
ЭМУ. Достоинством этих подходов является их 
гибкость. Однако, при увеличении количества 
параметров значительно увеличивается объем 
вычислений. 
В [4] рассмотрен агентский подход к анализу 
и оценке состояния ЭМУ. Сравниваются два 
способа получения значений о параметрах, ха-
рактеризующих состояние элементов: непо-
средственное обращение сервера СУИ и опрос 
элементов ИТС агентами с передачей обобщен-
ных результатов серверу СУИ. 
Целью данной работы является разработка 
метода оценки состояния элементов ИТС с ис-
пользованием нейронных сетей и определения 
типа сети, наиболее подходящего для решения 
задач оценки состояния. 
Суть предлагаемого метода оценки  
состояния элементов ИТС 
Анализ известных подходов к определению 
состояния элементов ИТС [1–4] позволяет сде-
лать вывод о том, что задачу оценки и прогно-
зирования состояния ЭМУ можно свести к за-
даче создания технологии, в которой математи-
ческие модели элементов ИТС играют роль 
супервизоров для искусственных нейронных 
сетей (НС). 
Для обучения НС формируют множество 
{ , , },R S W Y  где { }nS s  – множество значе-
ний параметров ЭМУ, 1,n N , N – количество 
параметров ЭМУ, влияющих на его состояние; 
{ }nW w , 1,n N  – множество стартовых ве-
совых коэффициентов НС; { }kY y , 1, ,k K  – 
множество контрольных состояний ЭМУ. 
В процессе обучения НС на ее входы посту-
пают входные сигналы, соответствующие эле-
ментам ns , 1,n N . Взвешенные весовыми ко-
эффициентами соединения nw , 1,n N , вход-
ные сигналы суммируются, проходят через пе-
редаточную функцию, генерируют результат y, 
поступающий на выход НС, где он сравнивает-
ся с контрольным значением из множества Y . 
По результатам отклонения y  от ky , 1,k K  
формируется значение ошибки Е, на минимиза-
цию которой и направлено обучение НС с су-
первизором. Обучающая выборка должна быть 
сформирована таким образом, чтобы примеры 
охватывали всю плоскость исследований, а 
ошибка Е стремилась к минимуму в каждом 
эксперименте. 
Первым и одним из наиболее сложных эта-
пов разработки системы оценки состояния 
ЭМУ с использованием НС является формиро-
вание обучающей выборки. На этом этапе из 
накопленных данных о работе ЭМУ формиру-
ется обучающая выборка так, чтобы макси-
мально полно и равномерно были представлены 
все возможные состояния ЭМУ. От качества 
обучающей выборки зависит качество обуче-
ния. На сегодняшний день отсутствуют эффек-
тивные формальные критерии оценки качества 
обучающей выборки, на основании которых 
возможна разработка методик, ориентирован-
ных на оптимизацию этой выборки. Отсут-
ствуют формальные, обоснованные с точки 
зрения особенности задачи и средств ее реше-
ния, методики повышения качества обучающей 
выборки. Поэтому было принято решение ис-
пользовать нормированные значения парамет-
ров ЭМУ в закодированном виде, оценка кото-
рых произведена администратором предвари-
тельно. 
При формировании обучающей выборки 
необходимо определить критерии подбора зна-
чений параметров ЭМУ. В равной степени 
должно быть уделено внимание всем возмож-
ным состояниям ЭМУ, а также должна просле-
живаться зависимость состояния ЭМУ от зна-
чений параметров. Каждый ЭМУ имеет множе-
ство iP  параметров ,n ip , 1, in N , 1,i I , где 
iN  – количество параметров i-го ЭМУ, I – ко-
личество ЭМУ, оказывающих влияние на каче-
ство функционирования i-го ЭМУ. Множество 
iP  формируется на основании анализа функци-
ональных и физических параметров, а также 
состояния других ЭМУ, влияющих на состоя-
ние оцениваемого i-го ЭМУ [2]. Значение каж-
дого из параметров множества iP , 1,i I  нор-
мируется и приводится к отрезку [0,1], причем 
ЭМУ, функционирующему в соответствии с 
заданным регламентом, соответствуют значе-
ния параметров, равные 1. После этого значе-
ние параметра кодируется и подается на 
вход НС. 
Количество рабочих входов НС должно со-
ответствовать количеству iN  параметров i-го 
ЭМУ, оценка состояния которого осуществля-
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ется. Для этого при оценке состояния i-го ЭМУ 
активизируется количество входов НС, равное 
iN . 
Оценка состояния ЭМУ заканчивается появ-
лением на выходе НС закодированного значе-
ния состояния  Y : 
     , , 1, , 1,n iY f s n N i I   ,   
где ,n is , 1, , 1,n N i I   – значение параметра ,n ip . 
Для кодирования состояния ЭМУ целесооб-
разно использовать метод, предложенный в [1]. 
Суть кодирования заключается в следующем. 
Для каждого i-го ЭМУ, 1,i I  значения па-
раметров ins , , 1,n N  приводятся к численному 
виду, преобразовываются так, чтобы макси-
мальному значению параметра ,n ip  – ,max n is  
соответствовал максимальный положительный 
вклад в определение состояния i-го ЭМУ, и 
нормируются относительно ,max n is . При этом 
значения ins ,  будут лежать в отрезке [0,1], т. е. 
10 ,  ins , для всех 1,n N , 1,i I . 
Интервал изменения ins , , 1,n N  разбивает-
ся на inM ,  непересекающихся диапазонов )(, nmind , 
.1,n n im M  с использованием , ,( 1)n i n iL M   
пороговых значений )(, nlinP , .1, .n n il L  Нумерация 
диапазонов начинается от значения ,max n is , 
равного 1. 
Принадлежность значения ins ,  к диапазону 
)(
,
nm
ind , 
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,,
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inin ds  , определяется следующим 
образом. Если выполняется условие: 
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состояние ins ,  кодируется символом )( ,innm
M
bA  так, 
что значение 
nm
b , .1,n n im M  соответствует но-
меру диапазона )( , nmind , в котором находится зна-
чение ins , . 
Символ )( ,in
nm
M
bA  принадлежит алфавиту 
 ,( ) ,, 1, , 1,n imnMb n n iA A m M n N   . 
Кодовая комбинация для обозначения состо-
яния iS  i-го ЭМУ, 1,i I  будет выглядеть сле-
дующим образом: 
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Пример кодирования состояния ЭМУ для 
случая пятипорогового )5( ,2 iL  ранжирования 
состояний приведен в табл. 1. 
Кодовая комбинация для обозначения состо-
яния iS  i-го ЭМУ, 1,i I  будет выглядеть, 
например, следующим образом: 
.)5(4
)5(
3
)5(
4
)5(
4
)5(
3 AAAAA  
Комбинация поступает на входы обученной 
нейронной сети. На ее выходе состояние эле-
мента характеризуется одним символом алфа-
вита  1,( )1 1 1,, 1,iMb iA A m M  . Значения порогов 
устанавливаются администраторами и могут 
меняться в процессе работы. НС выдает код 
состояния, в котором находится ЭМУ в теку-
щий момент времени. Схема метода поясняется 
рис. 1. 
 
Табл. 1. Пример кодирования состояния ЭМУ при пятипороговом ранжировании 
Код состояния i‐го 
ЭМУ при n=5 
Показатель 
производительности i‐го элемента 
Лингвистические переменные описа‐
ния состояния элемента 
)5(
4A   1,1)(,3 3  ili sP   «Отлично»  
)5(
3A   )(,3,1)(,2 32 liili PsP    «Хорошо» 
)5(
2A   )(,2,1)(,1 21 liili PsP    «Удовлетворительно» 
)5(
1A   )(,1,1)(,0 10 liili PsP    «Неудовлетворительно» 
)5(
0A   )(,0,1 00 lii Ps    «Критично» 
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Рис. 1. Схема метода оценки состояния элементов ИТС
Результаты исследований 
Обучение НС заканчивается построением 
гиперплоскостей, разделяющих область воз-
можных состояний ЭМУ на непересекающиеся 
зоны, каждая из которых соответствует отдель-
ному состоянию, определяемому, например, по 
табл. 1. Для оценки состояния элементов ИТС 
использовались нейронные сети трех типов: 
сеть Хопфилда (СХ), радиально базисная 
нейронная сеть (РБС) и машина опорных век-
торов (МОВ). Для каждой НС проводилось 
обучение с супервизором, при этом учитыва-
лись индивидуальные особенностей работы НС 
[5–8]. 
В качестве примера для проверки предлагае-
мого метода оценки состояния элементов ИТС 
с помощью нейронных сетей выбран ЭМУ типа 
«сервер», состояние которого оценивается по 
значениям таких параметров: 1) время ожида-
ния доступа к носителям; 2) загрузка процессо-
ра/оперативной памяти; 3) свободная оператив-
ная память: виртуальная память и память под-
качки; 4) загруженность сетевых интерфейсов; 
5) температура физических компонентов. По 
первым четырем параметрам оценивается те-
кущая работоспособность сервера, а пятый поз-
воляет выявить возможную причину неисправ-
ностей. Для первого исследования метода ис-
пользовалась выборка по элементам ИТС типа 
«сервер» с параметрами 1)–4) (см. табл. 2), а 
для второго – с параметрами 1)–5) (см. табл. 3). 
Количество проводимых испытаний 100 и 1000. 
Табл. 2. Количество ошибок, допущенных СХ, РБС и МОВ при четырех параметрах 
Тип НС 
Состояние, в котором находится ЭМУ тестовой выборки 
)5(
0A   )5(1A   )5(2A   )5(3A   )5(4A   Случайное 
100  1000  100  1000  100  1000  100  1000  100  1000  100  1000 
СХ  2  17  4  32  3  34  3  39  1  9  3  38 
РБС  0  3  1  3  0  12  1  9  0  2  1  7 
МОВ  0  0  0  2  1  2  0  2  0  0  0  2 
Табл. 3. Количество ошибок, допущенных СХ, РБС и МОВ при пяти параметрах 
Тип НС 
Состояние, в котором находится ЭМУ тестовой выборки 
)5(
0A   )5(1A   )5(2A   )5(3A   )5(4A   Случайное 
100  1000  100  1000  100  1000  100  1000  100  1000  100  1000 
СХ  3  23  5  52  3  42  5  37  2  11  4  36 
РБС  0  4  1  3  0  12  1  8  0  5  1  14 
МОВ  0  1  0  4  1  3  0  4  0  0  0  3 
Как видно из табл. 2 и 3, СХ показала худ-
шие результаты распознавания состояния. При 
определении состояния ЭМУ, не являющемся 
предельным во множестве состояний: «крити-
ческое» – «плохое» – «удовлетворительное» – 
«хорошее» – «отличное», погрешность доходит 
до 5%. 
РБС показала результаты на порядок лучше 
СХ. Это обусловлено тем, что на выходе НС 
выполняется операция математического округ-
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ления чисел до ближайшего целого. Макси-
мальная погрешность до операции округления 
составляла 0,4. Постоянная погрешность в 85% 
случаев находилась в диапазоне до 0,1, что яв-
ляется хорошим результатом. 
МОВ в данной задаче представляет собой 
линейный пороговый классификатор, обучаю-
щийся по прецедентам, который для множества 
iP , 1,i I  параметров i-го ЭМУ, принимающих 
значения из множества iS  значений парамет-
ров, и множества контрольных значений 
{ }kY y  строит алгоритм :i i ks y  , 1,i I , 
аппроксимирующий целевую зависимость на 
всем пространстве изменения значений iS , 
1,i I  [9]. Точность построения гиперплоско-
сти зависит от объема и качества обучающей 
выборки. Вероятность погрешности не превы-
шает 0,01–0,02%. 
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Рис. 2. Результаты тестирования СХ, РБС и МОВ при n=5 для: а) ЭМУ, находящихся в состоянии 
)5(
0A ; б) ЭМУ – в состоянии )5(1A ; в) ЭМУ – в состоянии )5(2A ; г) ЭМУ – в состоянии )5(3A ; д) ЭМУ – в 
состоянии )5(4A  
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Из графиков (см. рис. 2) видно, что СХ до-
пускает 2–5% ошибок при оценке состояния 
элементов ИТС, находящихся в приграничной 
области состояний. 
Особенности работы РБС подразумевают 
написание подпрограммы, которая будет осу-
ществлять операцию математического округле-
ния на выходе НС, поскольку в РБС выход яв-
ляется аналоговым. РБС допускает в среднем 
1% ошибок.  
Все допущенные нейронными сетями ошиб-
ки были связаны с недостаточной точностью 
построения разделяющей гиперплоскости. Как 
видно из результатов практических исследова-
ний, наиболее точно гиперплоскости опреде-
ляются при помощи МОВ. 
По показателям простоты и скорости обуче-
ния, быстродействия сети и точности результа-
тов целесообразно использование машины 
опорных векторов в качестве основной анали-
тической составляющей подсистемы оценки 
состояния элементов ИТС. 
При использовании МОВ для определения 
состояния ЭМУ решается задача определения 
принадлежности ЭМУ к одному из двух клас-
сов. В этом случае необходимо реализовать 
inM ,  параллельных МОВ – линейных порого-
вых классификаторов, обучающихся по преце-
дентам. Каждая из параллельных МОВ строит 
собственную разделяющую гиперплоскость по 
уравнению 0, WSW  , где 
0 00 01 0( , ,..., ),mW w w w  ,1, ,n im M  – скалярный 
порог между классами. Главной задачей обуче-
ния является построение оптимальной разде-
ляющей гиперплоскости с максимизацией ее 
ширины. 
МОВ соотносит объект с определенным 
классом по следующей схеме [9]:  
0 0
1
sign( ) sign( , )
N
k i i
i
Y w s w W S W

      . 
Структура нейронной сети для оценки со-
стояния ЭМУ с использованием МОВ приведе-
на на рис. 3. 
 
Рис. 3. Структура нейронной сети на основе машины опорных векторов
Нейронная сеть, построенная по методу 
опорных векторов и показавшая лучшие ре-
зультаты при экспериментальных исследовани-
ях, является мощным и перспективным направ-
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лением обработки данных при решении задачи 
классификации состояний элементов ИТС. Это 
позволяет рекомендовать ее для применения в 
системах управления ИТС. 
Выводы. Предложено для оценки состояния 
элементов ИТС использовать аппарат нейрон-
ных сетей. Приведена система кодирования 
состояний элементов ИТС при формировании 
обучающей и тестовой выборок. Для решения 
задачи определения состояний ЭМУ ИТС про-
тестированы сеть Хопфилда, радиально-
базисная нейронная сеть и нейронная сеть, по-
строенная по методу опорных векторов. Приве-
дена сравнительная характеристика результатов 
оценки состояния с помощью этих сетей. Раз-
работан метод оценки состояния элементов 
ИТС с помощью машины опорных векторов. 
Алгоритм определения состояния элементов 
ИТС применен для оценки состояния элементов 
ИТС в СУИ SmartBase ITSControl, разрабатыва-
емой в НТУУ «КПИ». 
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