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Abstract
Let H be a complex separable Hilbert space. For Ω an open connected subset of C, we shall say
that a map f :Ω → Gr(n,H) is a holomorphic curve, if there exist n holomorphic H-valued functions
γ1, γ2, . . . , γn on Ω such that f (λ) =
∨{γ1(λ), . . . , γn(λ)}, ∀λ ∈ Ω , where Gr(n,H) denotes the Grass-
mann manifold, the set of all n-dimensional subspaces ofH.
In the paper, we give a similarity classification of some holomorphic curves by using the K-group of its
commutant algebra as an invariant.
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0. Introduction
Let H be a complex separable Hilbert space and Gr(n,H) denote the n-dimensional Grass-
mann manifold, the set of all n-dimensional subspaces ofH. If dimH<+∞, Gr(n,H) is a com-
plex manifold. For Ω an open connected subset of C, we shall say that a map f :Ω → Gr(n,H)
is a holomorphic curve, if there exist n holomorphic H-valued functions γ1, γ2, . . . , γn on Ω
such that f (λ) =∨{γ1(λ), . . . , γn(λ)} for λ ∈ Ω . If f :Ω → Gr(n,H) is a holomorphic curve,
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is,
Ef =
{
(x,λ) ∈H×Ω ∣∣ x ∈ f (λ)} and π :Ef →Ω, where π(x,λ)= λ.
Given two holomorphic curves f and f˜ :Ω → Gr(n,H), we have two vector bundles Ef and
E
f˜
over Ω . If there exists a unitary operator U on H such that f˜ = Uf , then f and f˜ are said
to be congruent and Ef and Ef˜ are equivalent. Let H be a complex separable Hilbert space andL(H) denote the collection of bounded linear operators onH, and f and f˜ are said to be similar
equivalent if there exists an invertible operator X ∈ L(H) such that f˜ = Xf , and E
f˜
is similar
equivalent to Ef [3].
In 1978, M.J. Cowen and R.G. Douglas gave the unitary classification of holomorphic curves
in [3]. In the same paper, they introduced a class of geometry operators which are called Cowen–
Douglas operators by using the concept of complex bundles.
Cowen–Douglas Operator. Let Ω be a bounded connected open set; Cowen–Douglas operator
of index n denoted by Bn(Ω) is the set of operators T ∈ L(H) satisfying:
(a) Ω ⊂ σ(T )= {z ∈ C; T − z is not invertible};
(b) ran(T − z) := {(T − z)x; x ∈H} =H for z in Ω ;
(c) ∨z∈Ω ker(T − z)=H; and
(d) dim ker(T − z)= n for z in Ω .
By the definition, we can easily find a holomorphic frame (e1(z), e2(z), . . . , en(z)) such that
Ker(z− T )=
n∨
k=1
{
ek(z), z ∈Ω
}
, ∀T ∈ Bn(Ω).
It is obvious that each Cowen–Douglas operator induces a holomorphic curve.
When n = 1, M.J. Cowen and R.G. Douglas define a curvature function and show that the
curvature function is the unitary invariant of operators in B1(Ω).
A natural question is posed by M.J. Cowen and R.G. Douglas in [3]. What is the similarity
invariants of holomorphic curves? It is obvious that the curvature function defined by M.J. Cowen
and R.G. Douglas is not the similarity invariant of holomorphic curves.
We have to find new terms to characterize the similarity invariants of holomorphic curves.
Fortunately, we notice a series of great works of G. Elliott [5–9], G. Gong [10,11], and Dadarlat
[4] about classification of C∗-algebra by using of K-theory. These works stimulated us to apply
the K-theory to the exploration of similarity invariants of holomorphic curves.
In this paper, we introduce the commutant of holomorphic curves first, and then we shall show
that the K0-group of the commutant of the holomorphic curve is a complete similarity invariant
of the holomorphic curve.
The paper is organized as follows. There are three sections. In Section 1, we will introduce
some basic properties of holomorphic curves. In Section 2, we will prove our main theorem using
the properties of the holomorphic curves and K-theory and complete the similarity classification
of 1-dimensional curves. In Section 3, we complete the similarity of some n-dimensional curves
in the same way.
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Let f :Ω → Gr(n,H) be a holomorphic curve. If there exists no invertible operator X ∈ L(H)
such that Xf :Ω → Gr(n,H) can be written as the orthogonal direct sum of two holomorphic
curves, then we shall say that f is an indecomposable curve.
Example 1.1. Every 1-dimensional holomorphic curve is an indecomposable curve.
In fact, if f :Ω → Gr(1,H) for λ ∈ Ω is a 1-dimensional indecomposable holomorphic
curve, then there exist an invertible operator X and holomorphic curves f1, f2 such that
Xf (λ) = f1(λ) ⊕ f2(λ). Since dimf1(λ)  1, dimf2(λ)  1 for λ ∈ Ω , then this is a contra-
diction as f is a 1-dimensional holomorphic curve.
Definition 1.1. For a holomorphic curve f :Ω → Gr(n,H), we useA′(f ) to denote the commu-
tant of f which is the set {A ∈ L(H) |Af (λ)⊆ f (λ), ∀λ ∈Ω}. We can see it is a unital Banach
algebra and radA′(f ) denotes the Jocaboson radical of A′(f ).
Theorem 1.1. A holomorphic curve f :Ω → Gr(n,H) is indecomposable if and only if there
exist no nontrivial idempotents in A′(f ).
Proof. (⇒) If P ∈ A′(f ) is a nontrivial idempotent, then f (λ) = Pf (λ) + (I − P)f (λ)
for λ ∈ Ω and there exists an invertible operator X ∈ L(H) such that XPH = PH and
X(I − P)H = (PH)⊥. So we can see that Xf (λ) = XPf (λ) ⊕ X(I − P)f (λ). This contra-
dicts the indecomposition of f .
(⇐) If Xf (λ)= f1(λ)⊕f2(λ), then f (λ)=X−1f1(λ)+X−1f2(λ). Note that X−1 is invert-
ible and f1(λ) and f2(λ) are orthogonal; we can suppose that
f1(λ)=
∨{
e1(λ), . . . , em(λ)
}
, f2(λ)=
∨{
em+1(λ), . . . , en(λ)
}
.
Since 〈ei(λ), ej (λ)〉 = 0 for i = j , 1  i  m, m + 1  j  n, if |λ − λ0| is near to zero
enough, we have 〈ei(λ), ej (λ0)〉 = 0 for i = j . By the property of the analytic function, we
have
∨
λ∈Ω X−1f1(λ) +˙
∨
λ∈Ω X−1f2(λ) = H, where +˙ denotes the algebra direct sum. For
x ∈H, x = x1 +x2, x1 ∈∨λ∈Ω X−1f1(λ), x2 ∈∨λ∈Ω X−1f2(λ). Let Px = x1, then P ∈A′(f )
is a nontrivial idempotent. 
Theorem 1.2. Let f :Ω → Gr(n,H) be a holomorphic curve, P ∈A′(f ) is an idempotent, then
Pf :Ω → Gr(m,PH) is still a holomorphic curve, where m= dimP(f (λ)) for λ ∈Ω and P is
minimal if and only if Pf is indecomposable.
Proof. Let f (λ) =∨{γ1(λ), . . . , γn(λ)}, λ ∈ Ω and Pf (λ) =∨{Pγ1(λ), . . . ,P γn(λ)}. Since
Pγi(λ) ⊆ f (λ) for i = 1,2, . . . , n, then there exists Ω0 such that {γi ′(λ)}mi=1 for λ ∈ Ω0 to
be the frames of EPf and satisfy Pf (λ) =∨{γ1′(λ), . . . , γm′(λ)}, where m = dimPf (λ) for
λ ∈Ω and Ω −Ω0 is a finite set. So we assume that m= dimP(f (λ)) for λ ∈Ω and Pf :Ω →
Gr(m,PH) is still a holomorphic curve.
And if there exists a P ′ ∈A′(f ), P ′H⊆ PH, then Pf (λ)= PP ′f (λ)+ P(I − P ′)f (λ).
If Pf is decomposable, then there is an invertible operator X ∈ L(H) such that XPf (λ) =
f1(λ)⊕ f2(λ) for λ ∈ Ω . Similarly to the above proof, it is easy to see that P is not a minimal
idempotent of A′(f ). 
C. Jiang, K. Ji / Advances in Mathematics 215 (2007) 446–468 449Remark. In fact, dimP(f (λ)) is constant except finite points of Ω . By Lemma 1.1, we can
always assume in this paper that m= dimP(f (λ)) for λ ∈Ω . This will not effect our results.
Theorem 1.3. Let f :Ω → Gr(n,H) is a holomorphic curve, then the following are equivalent:
(1) there exist m minimal idempotents P1,P2, . . . ,Pm ∈A′(f ) (m n) such that PiPj = 0 and∑m
i=1 Pi = IH (identity operator on H);
(2) there exists an invertible operator X ∈ L(H) such that Xf can be written as an orthogonal
direct sum of m indecomposable curves.
Proof. (1) ⇒ (2). Since Pi ∈ A′(f ), PiPj = 0, f (λ) = P1f (λ) + P2f (λ) + · · · + Pmf (λ)
for λ ∈ Ω and H = P1H + P2H + · · · + PmH, then we can find an invertible operator
X ∈ L(H) to satisfy XPiHi =Hi ′ and H =H1′ ⊕H2′ ⊕ · · · ⊕Hm′. So Xf (λ) = XP1f (λ)⊕
XP2f (λ) · · ·XPmf (λ) and XPif (λ) ∈Hi ′ for λ ∈Ω .
(2) ⇒ (1). If (2) is satisfied, then by the proof of Theorem 1.1, there exist {f ′i (λ)}mi=1 inde-
composable which satisfy f (λ)= f ′1(λ)+ · · · + f ′m(λ) for λ ∈Ω and∨
λ∈Ω
f ′i (λ)∩
∨
λ∈Ω
f ′j (λ)= ∅, i = j.
So there exists Pi :H→∨λ∈Ω f ′i (λ) such that Pi ∈ A′(f ),P 2i = Pi , PiPj = 0 for i = j and∑m
i=1 Pi = IH. 
Definition 1.2. If f :Ω → Gr(n,H) satisfies any condition of Theorem 1.3, then we say f has
a finite decomposition.
Let {P1,P2, . . . ,Pm} and {Q1,Q2, . . . ,Qn} are arbitrary two decompositions of f and if
following are satisfied:
(1) m= n;
(2) there exists an invertible operator X ∈ A′(f ) and a permutation Π ∈ Sn such that
XQΠ(i)X
−1 = Pi for 1 i  n,
then we say f has a unique decomposition up to similarity.
Proposition 1.1. Let Ω0 ⊆ Ω be a bounded connected open set of Ω; if f :Ω → Gr(n,H) is a
holomorphic curve which satisfies ∨λ∈Ω f (λ)=H, then ∨λ∈Ω0 f (λ)=H.
Proof. We only need to prove that if each element x in H satisfies 〈x,∨λ∈Ω0 f (λ)〉 = 0, then
x = 0.
Let {e1(λ), e2(λ), . . . , en(λ)} for λ ∈ Ω be a holomorphic frame of Ef . Note that 〈ei(λ), x〉
for i = 1,2, . . . , n is analytic on Ω . Hence 〈ei(λ), x〉 = 0 for λ ∈Ω0 implies that 〈ei(λ), x〉 = 0,
λ ∈Ω . This shows that x = 0. 
Proposition 1.2. For a holomorphic curve f :Ω → Gr(n,H), f (λ) =∨{e1(λ), . . . , en(λ)} for
λ ∈ Ω . Let f (k)(λ) denote the set ∨{e(k)1 (λ), . . . , e(k)n (λ)} for k = 1,2, . . . and λ ∈ Ω , where
e
(k)
i (λ) denotes the k derivate of ei(λ) at λ. If
∨
λ∈Ω f (λ)=H, then
∨∞
k=1 f (k)(λ0)=H, where
λ0 ∈Ω .
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such that
ei(λ)=
∞∑
k=0
e
(k)
i (λ0)
k! (λ− λ0) ∈
∞∨
k=1
f (k)(λ0), ∀λ ∈Δ0, i = 1,2, . . . , n.
By the proof of Proposition 1.1, it is not difficult to prove that
∨
λ∈Δ0
f (λ)=
∨
λ∈Δ0
{e1(λ), . . . , en(λ)} =H⊆
∞∨
k=1
f (k)(λ0).
So we get
∨∞
k=1 f (k)(λ0)=H. 
M.J. Cowen and R.G. Douglas in [3] give a character of the commutant of Cowen–Douglas
operators. In the following, we shall imitate their proof to describe the commutant of holomor-
phic curve f .
Proposition 1.3. Let f :Ω → Gr(n,H) and ∨λ∈Ω f (λ) = H, then the map Γf :A′(f ) →
H∞L(Ef )(Ω) is a contractive monomorphism, where Γf (X)(λ) = X|f (λ), X ∈ A′(f ) and
H∞L(Ef )(Ω) denotes the collection of bounded bundle endomorphisms on Ef .
Proof. If X ∈A′(f ), then Xf (λ)⊆ f (λ). If e(λ) is a holomorphic cross-section of Ef or e(λ) ∈
f (λ) then so is Xe(λ). Let
ΓfX(x,λ)=
(
X(x),λ
)
, X ∈A′(f ), x ∈ f (λ).
Since ‖(ΓfX)(λ)‖ = ‖X|f (λ)‖ ‖X‖, then Γf (X) ∈H∞L(Ef )(Ω), and Γf is contractive. By∨
λ∈Ω f (λ)=H, Γf is one-to-one. 
Now suppose Φ is an element of H∞L(Ef )(Ω) for which there exists a bounded operator
X ∈A′(f ) such that
Γf (X)(λ)=X|f (λ), X ∈A′(f ).
If {e1(λ), e2(λ), . . . , en(λ)} is a holomorphic frame of Ef , then by differentiating we obtain
Xe′i (λ)=
(
Φ(λ)ei(λ)
)′ =Φ(λ)e′i (λ)+Φ ′(λ)ei(λ),
Xe′′i (λ)=
(
Φ(λ)ei(λ)
)′′ =Φ(λ)e′′i (λ)+ 2Φ ′(λ)e′i (λ)+Φ ′′(λ)ei(λ),
...
Xe
(N)
(λ)= (Φ(λ)ei(λ))(N) =Φ(λ)e(N)(λ)+ · · · +Φ(N)(λ)ei(λ).i i
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Φ(λ) Φ ′(λ) Φ ′′(λ) · · · Φ(N)(λ)
0 Φ(λ) 2Φ ′(λ) · · · NΦ(N−1)(λ)
0 0 Φ(λ) · · · N(N−1)2 Φ(N−2)(λ)
...
...
...
. . .
...
0 0 0 · · · Φ(λ)
⎤⎥⎥⎥⎥⎦ .
For Φ ∈H∞L(Ef )(Ω), the following are equivalent:
(1) Φ = Γf (X) for some X in A′(f );
(2) sup{‖ΦN(λ)‖: λ ∈Ω,N = 0,1,2, . . .} = C1 <∞; and
(3) sup{‖ΦN(λ0)‖: N = 0,1,2, . . .} = C2 <∞ for some λ0 in Ω .
Moreover, if these conditions hold, then ‖X‖ = C1 = C2 and we can easily get the following
lemma.
Lemma 1.1. Let f :Ω → Gr(n,H) be a holomorphic curve, Ω0 ⊆ Ω be a bounded connected
open set of Ω . If we set f ′ :Ω0 → Gr(n,H) and f ′(λ)= f (λ) for λ ∈Ω0, thenA′(f ′)=A′(f ).
Proof. It is obvious that A′(f ) ⊆ A′(f ′). We only need to prove that A′(f ′) ⊆ A′(f ). Let
λ0 ∈Ω0 and {ei(λ)}ni=1 be the frame of Ef . If λ is near to λ0, we can get that
ei(λ)=
∞∑
k=1
e
(k)
i (λ0)
k! (λ− λ0).
By the above proof, we can assume X(ei(λ)) = Φ(λ)ei(λ), ∀λ ∈ Ω0, where X ∈A′(f ′) and
Φ(λ) ∈H∞L(Ef )(Ω). By the above result, we obtain
Xei(λ)=X
( ∞∑
k=1
e
(k)
i (λ0)
k! (λ− λ0)
k
)
=
( ∞∑
k=1
Φ(k)(λ0)
k! (λ− λ0)
k
)
ei(λ),
where λ0 ∈ ∂Ω0 and λ is contained by some neighborhood of λ0. So we can see that X ∈A′(f ),
∀X ∈A′(f ′). 
In order to understand our work well, we will introduce some notations of K0-theory of a
Banach algebra.
Let A be a unital Banach algebra, and e and f be idempotents in A; we call e and f al-
gebraically equivalent, if there exist x, y ∈ A with xy = e, yx = f (denoted by e ∼a f ). The
algebraic equivalence class containing p is denoted by [p]. We call e and f similar if there ex-
ists an invertible operator z in A such that zez−1 = f (denoted by e ∼ f ). Obviously, e ∼a f
and e ∼ f are equivalence relations.
Remark. Let f :Ω → Gr(n,H) be a holomorphic curve, and P1 and P2 be two idempotents in
A′(f ). It is obvious that P1f ∼ P2f if and only if P1 ∼ P2.
452 C. Jiang, K. Ji / Advances in Mathematics 215 (2007) 446–468For a holomorphic curve, f :Ω → Gr(n,H), let Mk(A′(f )) be the collection of k × k matri-
ces with entries from A′(f ).
M∞
(A′(f ))= ∞⋃
k=1
Mk
(A′(f )).
Let Proj(A′(f )) be the set of algebraic equivalence classes of idempotents in A′(f ) and∨
(A′(f ))= Proj(M∞(A′(f ))). Note that ∨(Mn(A′(f ))) is isomorphic to ∨(A′(f )) (denoted
by
∨
(Mn(A′(f ))) ∼=∨(A′(f ))). If p, q are idempotents in Proj(A′(f )), then p ∼st q if and
only if p ⊕ r ∼a q ⊕ r for some idempotent r in Proj(A′(f )). The relation ∼st is called stable
equivalence. K0(A′(f )) is the Grothendieck group of
∨
(A′(f )) (cf. [2,13]).
A pair (G,G+) is called an ordered Abelian group, if G is an Abelian group, G+ is a subset
of G, and
(1) G+ +G+ ⊆G+;
(2) G+ ∩ (−G+)= {0};
(3) G+ −G+ =G.
Define a relation ‘’ on G by x  y, if y − x belongs to G+.
Let A and B be two Banach algebras and α be a homomorphism from A into B. Then the
map αn :Mn(A)→Mn(B) is given by
αn
⎡⎣ a11 · · · a1n... . . . ...
an1 · · · ann
⎤⎦
n×n
=
⎡⎣α(a11) · · · α(a1n)... . . . ...
α(an1) · · · α(ann)
⎤⎦
n×n
and there is a homomorphism α∗ induced by α from K0(A) into K0(B).
Let GLn(A′(f )) denote the invertible elements of Mn(A′(f )), and GLn(A′(f ))0 denote
the connected components of the identity. Since the group is locally path-connected, i.e. the
group of the path components of the identity, it is an open subgroup. We embed GLn(A′(f ))
into GLn+1(A′(f )) by x → diag(x,1). Let GL∞(A′(f )) = lim−→ GLn(A′(f )) (the inductive
limit). GL∞(A′(f )) is a topological group with the inductive limit topology. The embedding of
GLn(A′(f )) into GLn+1(A′(f )) maps GLn(A′(f ))0 into GLn+1(A′(f ))0 and GL∞(A′(f ))0 =
lim−→ GLn(A′(f ))0.
Let K1(A′(f )) = GL∞(A′(f ))/GL∞(A′(f ))0 = lim−→[GLn(A′(f ))/GLn(A′(f ))0]. The sus-
pension of A′(f ), denoted by SA′(f ), is the set {f :R → A′(f ) | f is continuous and
limx→∞ ‖f (x)‖ = 0}. With pointwise operations and the sup norm, SA′(f ) is a Banach al-
gebra. Then K1(A′(f )) is naturally isomorphic to K0(SA′(f )), i.e. there is an isomorphism
θA′(f ) :K1(A′(f )) → K0(SA′(f )) such that whenever φ :A′(f ) → B, the following diagram
commutes:
K1(A′(f ))
θA′(f )
φ∗
K1(B)
θB↓
K0(SA′(f )) K0(SB).
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2. Similarity classification of a 1-dimensional holomorphic curve
The main theorems of this section are the following:
Theorem 2.1. Let f,g :Ω → Gr(1,H) be two holomorphic curves, then f ∼ g if and only if
K0(A′(f ⊕ g))∼= Z.
In order to prove the theorem, we will introduce the following notations and results.
Remark. In the following part, for each e :Ω → Gr(n,H) a holomorphic curve, e(n)(λ) denotes⊕n
1 e(λ) and
∨
λ∈Ω e(λ)=H.
Lemma 2.1. Let e, f :Ω → Gr(n,H) be two holomorphic curves and Φ :A′(e) ∼=A′(f ), then
{Pi}ni=1 is a unit finite decomposition of e if and only if {Φ(Pi)}ni=1 is a unit decomposition of f .
In particular, if e ∼ f then A′(e)∼=A′(f ).
Proof. Since Φ is an isomorphism satisfying 0 = Φ(PiPj ) = Φ(Pi)Φ(Pj ) for i = j and∑n
i=1 Φ(Pi) = I , then we need only to prove that Φ(Pi)f is indecomposable. Otherwise,
there exist two nonzero idempotents Q1 and Q2 in A′(f ), so that Q2Q1 = Q1Q2 = 0 and
Φ(Pi) = Q1 + Q2. Note that Φ−1(Q1),Φ−1(Q2) are two nonzero idempotents in A′(e) and
Pi =Φ−1(Q1)+Φ−1(Q2). This is a contradictions as Pie is indecomposable.
If e is similar to f , then there exists an invertible operator X ∈ L(H) satisfying Xe(λ) =
f (λ) for λ ∈ Ω . Define a mapping Φ: Φ(T ) = XTX−1 for T ∈ A′(e). It is clear that Φ is an
isomorphism from A′(e) to A′(f ). 
Lemma 2.2. Let e :Ω → Gr(n,H) is a holomorphic curve and P1,P2 ∈ A′(e) are idempotent
operators. If P1 ∼ (A′(e))P2, then P1e ∼ P2e.
Proof. Since P1 ∼ (A′(e))P2, then there exists an invertible operator X ∈ GL(A′(e)) such that
XP1X−1 = P2 and XP1 = P2X, XP1e(λ) = P2Xe(λ) = P2XX−1e(λ). Note that X−1 ∈A′(e);
we obtain P2e(λ)= P2XX−1e(λ)=XP1e(λ) for λ ∈Ω . That is P1e ∼ P2e. 
Lemma 2.3. Let e :Ω → Gr(n,H) is a holomorphic curve and ∨λ∈Ω e(λ) = H, {Pi}ni=1,{Qi}ni=1 are two unit finite decompositions of e. If there exists an operator Xi ∈ GL(L(PiH,QiH))
such that
XiPie(λ)=Qie(λ), ∀λ ∈Ω, i = 1,2, . . . , n,
then X =X1 +˙X2 +˙ · · · +˙Xn ∈ GL(A′(e)).
Proof. Since Xe(λ) = (X1 +˙ X2 +˙ · · · +˙ Xn)(P1e1(λ) +˙ P2e2(λ) +˙ · · · +˙ Pnen(λ)), and Xi ∈
L(PiH,QiH), then
Xe(λ)= (X1P1e(λ) +˙X2P2e(λ)+˙ · · · +˙XnPne(λ))
=Q1e(λ) +˙Q2e(λ) +˙ · · · +˙Qne(λ)
and Xi−1Qie(λ)= Pie(λ) for λ ∈Ω . So X ∈A′(e) and X ∈ GL(A′(e)). 
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two sets of idempotent operators in A′(e), where e :Ω → Gr(n,H) is a holomorphic curve. If
there exist X,Y ∈ GL(A′(e)) and a permutation Π ∈ Sn satisfying
(1) XPiX−1 =Qi,1 i m;
(2) YPiY−1 =QΠ(i),1 i  n,
then for Qr , m< r ′  n, there exist Pr ′ , m< r  n, and Zr , a finite product of Y and X, such
that ZrQrZ−1r = Pr ′ . Moreover, {Pr ′ }nr ′=m+1 is exactly a rearrangement of {Pr}nr=m+1.
Proof. Given Qr , m < r  n, it follows from (2) that there exists Pj1 , 1  j1  n, such that
YQrY
−1 = Pj1 . If m < j1  n, then we set Zr = Y and Pr ′ = Pj1 . If 1  j1  m, then by (2)
there exists an operator Qj1 , j1 = r , such that
XYQrY
−1X−1 =Qj1 .
By (2), YQj1Y−1 = Pj2 for some j2. If m< j2  n, then we set
Zr = YXY, Pr ′ = Pj2 .
If 1 j2 m, it is obvious that j1 = j2. Otherwise,
Qj1 = Y−1Pj2Y = Y−1Pj1Y =Qr,
which contradicts m< r  n. Using (2) again, we can find Pj3 such that
YQj2Y
−1 = Pj3 .
Similarly, j3 /∈ {j1, j2}. If m< j3  n, then we set Zr = YXYXY,Pr ′ = Pj3 . Or we can continue
the procedure above. Since n is finite, after s m+ 1 steps we will force Ps ∈ {Pm+1, . . . ,Pn}.
Set Pr = Pjs ,Zr = YXY · · ·XY, where X appears S times. Then ZrQrZ−1r = Pjs . We claim
that if r1 = r2, where r1, r2 ∈ {m + 1, . . . , n}, then js1 = js2 . Otherwise, there exist Zr1 =
YXY · · ·YXY(X appears s1 times) and Zr2 = YXY · · ·YXY (X appears s2 times) such that
Zr1Qr1Z
−1
r1 = Zr2Qr2Z−1r2 .
Without loss of generality, we may assume that s1s2. If s1 > s2, then
Z−1r2 Zr1Qr1Z
−1
r1 Zr2 =Qr2 ∈ {Qm+1, . . . ,Qn}.
Note that Z−1r2 Zr1 =XY · · ·XY (X appears js1 − js2 times). Set
R = YXY · · ·XY,
where X appears js1 − js2 − 1 times. By the procedure of the choice, we have RQr1R−1 ∈{P1,P2, . . . ,Pm}. Thus
XRQr1R
−1X−1 ∈ {Q1,Q2, . . . ,Qm}.
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Thus s1 = s2. But if s1 = s2, we can easily prove that Qr1 = Qr2 , which is also a contradic-
tion. This completes the proof of our claim and the lemma. 
By the similar argument of Lemma 2.4, we can prove the following result.
Lemma 2.5. Let e :Ω → Gr(n,H), {P1,P2, . . . ,Pm1, . . . ,Pmk−1−1, . . . ,Pmk ,Pmk+1, . . . ,Pn}
and {Q1,Q2, . . . ,Qm1 , . . . ,Qmk−1−1, . . . ,Qmk ,Qmk+1, . . . ,Qn} be two sets of idempotent op-
erators of A′(e). If there exist X1,X2, . . . ,Xk,Y ∈ GL(A′(e)) and a permutation Π ∈ Sn satis-
fying
XiPjX
−1
i =Qj, mi + 1 j mi+1, i = 0,1, . . . , k − 1, m0 = 0,
and
Y−1PjY =QΠ(i), 1 i  n,
then for each r , mk < r < n, there exists Zr , a finite product of {Y,X1, . . . ,Xk}, so that
{ZrQrZ−1r }nr=mk+1 is exactly a rearrangement of {Pr}nr=mk+1.
Lemma 2.6. Suppose that {P1, . . . ,Pm,Pm+1, . . . ,Pn} and {Q1, . . . ,Qm+1, . . . ,Qn} are two
unit decompositions of e. If the following properties are satisfied:
(1) for each Pi , there exists an Xi ∈ GL(PiH,QiH) satisfying XiPie(λ) = Qie(λ) for λ ∈ Ω ,
1 i m;
(2) there exists Y ∈ GL(A′(e)) and a permutation Π ∈ Sn satisfying Y−1PiY =QΠ(i);
then given Qr , r ∈ {m + 1, . . . , n}, there exist r ′ ∈ {m + 1, . . . , n} and Zr ∈ GL(QrH,Pr ′H)
satisfying ZrQre(λ)= Pr ′e(λ) for λ ∈Ω . Furthermore, if r1 = r2, then r ′1 = r ′2.
Proof. Given r ∈ {m + 1, . . . , n}, by (2) of the lemma, there exists an operator Pj1 ∈ {Pi}ni=1
such that YQrY−1 = Pj1 . If m < j1  n, set Zr = Y |QrH. Otherwise, it follows from
(YQrY
−1)e(λ) = Pj1e(λ) and (1) that Xj1Pj1e(λ) = Qj1e(λ). Using condition (2) again, we
can find j2 ∈ {1,2, . . . , n} such that YQj1Y−1 = Qj2 . Clearly, j1 = j2. If j2 ∈ {m + 1, . . . , n},
set Zr = Y |QjHXj1Y |QrH,Pr ′ = Pj2 . Thus ZrQre(λ) = Pr ′e(λ). Otherwise, by the similar ar-
guments used in the proof of Lemma 2.4, after finite steps, we can find Pr ′ ∈ {Pk}nk=m+1 such
that ZrQre(λ)= Pr ′e(λ). Similarly, we can prove that r ′1 = r ′2 if r1 = r2. 
Lemma 2.7. Let e :Ω → Gr(n,H) and suppose e has a unique finite decomposition up to simi-
larity, then for an arbitrary idempotent P in A′(e), Pe has a unique finite decomposition up to
similarity.
Proof. Since e has a unique finite decomposition up to similarity, Pe has a finite decomposition
and all the cardinalities must be the same.
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composition of (I − P)e, then {{Pi}mi=1, {Pi}ni=m+1} and {{Qi}mi=1, {Pi}ni=m+1} are two unit
decompositions of e. By the uniqueness, we can find a Y ∈ GL(A′(e)) such that{
YPiY
−1}= {Q1, . . . ,Qm,Pm+1, . . . ,Pn}.
By Lemma 2.6, we can find Zi ∈ GL(L(QiH,PiH)) and a permutation Π ∈ Sn satisfying
ZiQie(λ)= PΠ(i)e(λ), 1 i m.
Set Z = Z1 +˙ Z2 +˙ · · · +˙ Zn, Zk = I |PkH,m + 1  k. By Lemma 2.3, Z ∈ GL(A′(e)) and
PZ ∈ GL(A′(P e)). Note that (Z|PH)Qi(Z|PH)−1 = PΠ(i) for 1 i m. 
Lemma 2.8. Let e :Ω → Gr(n,H) is a holomorphic curve. If e has a unique finite decomposition
up to similarity, P,Q in A′(e) are two idempotents, then the following are equivalent:
(1) P ∼ (A′(e))Q;
(2) Pe ∼Qe.
Proof. (1) ⇒ (2). This a straightforward consequence of Lemma 2.3.
(2) ⇒ (1). By Lemma 2.7, Pe,Qe, (I −P)e, (I −Q)e all have a unique finite decomposition
up to similarity. Since Pe ∼Qe, ∃X ∈ GL(L(PH,QH)) such that
XPe(λ)=Qe(λ), ∀λ ∈Ω.
If {Pi}mi=1 is a unit decomposition of Pe, then {XPiX−1}mi=1 is a unit decomposition of Qe. Note
that
Qe(λ)=XPe(λ)=X(P1e(λ) +˙ P2e(λ) +˙ · · · +˙ Pme(λ))
=X(P1P1e(λ) +˙ P2P2e(λ) +˙ · · · +˙ PmPme(λ))
=XP1X−1Q1e(λ) +˙XP2X−1Q2e(λ) +˙ · · · +˙XPmX−1Qme(λ).
Let {Pi}ni=m+1 and {Qi}ni=m+1 be an arbitrary decomposition of (I − P)e and (I − Q)e, then
{Pi}ni=1 and {{XPiX−1}mi=1, {Qk}nk=m+1} are two unit decompositions of e. By Lemma 2.6, for
r ∈ {m+1, . . . , n}, we can find Pr ′ , r ′ ∈ {m+1, . . . , n}, and Zr ∈ GL(L(QrH,Pr ′H)) satisfying
ZrQre(λ)= Pr ′e(λ), ∀λ ∈Ω.
r ′1 = r ′2 if and only if r1 = r2. Set Z = Z1 +˙Z2 +˙ · · · +˙Zn ∈ GL(A′(e)), then
ZP =QZ, Z ∈ GL(A′(e)).
Note that ZPZ−1 =Q; we can deduce that P ∼ (A′(e))Q, by using Lemma 2.3. 
Lemma 2.9. Let e :Ω → Gr(n,H) be a holomorphic curve and P,Q be idempotents in A′(e).
If Pe is not similar to Qe, then for each natural number n, P ⊕0H(n) is not similar to Q⊕0H(n) .
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X(P ⊕ 0H(n) )X−1 = (Q⊕ 0H(n) ).
According to Lemma 2.2
(P ⊕ 0H(n) )e(n+1) ∼ (Q⊕ 0H(n) )e(n+1).
Note that (P ⊕ 0H(n) )e(n+1) ∼ Pe and (Q⊕ 0H(n) )e(n+1) ∼Qe. Thus Pe ∼Qe, that contradicts
Pe ∼Qe. 
Lemma 2.10. Let e :Ω → Gr(n,H) is a holomorphic curve and ∨λ∈Ω e(λ) =H, then the fol-
lowing are equivalent:
(1) e ∼⊕ki=1(Pie)(ni ),H=⊕ki=1H(mi)i , Pi :H→Hi , P 2i = Pi for k,ni <∞, Pie is indecom-
posable, Pie ∼ Pje for i = j , and e(l) have a finite unique decomposition up to similarity
for l ∈N .
(2) ∨(A′(e)) ∼= N(k) under the isomorphism h that sends [I ] to (n1, n2, . . . , nk), i.e., h([I ]) =
n1e1 + n2e2 + · · · + nkek , where I is the unit of A′(e) and 0 = ni ∈ N for i = 1,2, . . . , k,
{ei}ki=1 are the generators of N(k).
Proof. (1) ⇒ (2). Let E in A′(e(n)) be an idempotent, then Ee(n) and (I − E)e(n) have finite
decompositions.
If {Q1, . . . ,Qa} is a decomposition of Ee(n) and {Qa+1, . . . ,Qb} is a decomposition of
(I − E)e(n), then {Q1, . . . ,Qb} is a decomposition of e(n). Since we also have a decompo-
sition of e(n) using nni copies of each of projections Pi , the uniqueness implies that there is
X ∈ GL(A′(e(n))) such that XQjX−1 = Pi . Since E = Q1 +Q2 + · · · +Qa , there are integers
mi , 0mi  nni , XEX−1 =∑ki=1 P (mi)i . Define a map h :∨(A′(e))→N(k) by
h
([E])= (m1,m2, . . . ,mk).
To see that h is well defined, we observe that if [E] = [F ], then
F ∼E ∼
k∑
i=1
P
(mi)
i .
If F can be similar at most to one projection of the form ∑ki=1 P (mi)i , it follows that if h([F ])=
h([E]), then F ∼ E, so h is one-to-one. For any k-tuple (m1,m2, . . . ,mk) of nonnegative inte-
gers, we can find n so that mi  nni for all i and then h sends
∑k
i=1 P
(mi)
i to (m1, . . . ,mk). This
shows that h is onto. Thus,
∨
(A′(e))∼=Nk and by our construction, h([I ])= (n1, . . . , nk).
(2) ⇒ (1). Suppose ∨(A′(e)) ∼= N(k) and h is the isomorphism, then there exist a natural
number r and Q1, . . . ,Qk , k idempotents of A′(e(r)), satisfying h([Qi]) = ei,1 i  k. Since∨
(A′(e(n))) ∼=∨(A′(e)), we need only to prove that e has a unique finite decomposition up to
similarity. At first, we will prove the following:
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i  k, satisfying h([P ])= ei .
Let h([P ])=∑ki=1 λiei =∑ki=1 λih([Qi]) for λi ∈N , ω = r∑ki=1 λi , then we can find nat-
ural number n > ω satisfying
P ⊕ 0H(n−1) ∼
(A′(e(n))) k∑
i=1
Q
(λi)
i ⊕ 0H(n−1)
and
(P ⊕ 0H(n−1) )e(n) ∼
(
k∑
i=1
Q
(λi)
i ⊕ 0H(n−ω)
)
e(n).
So Pe ∼∑ki=1 Q(λi)i e(ω). Note that Pe is indecomposable, but the right-hand side of this simi-
larity is indecomposable only if one λi is 1 and the rest are zeros. Thus, there exists i, 1 i  k,
h([P ])= ei .
(b) For arbitrary idempotents P and Q in A′(e(n)), if h([P ])= h([Q]), then Pe ∼Qe.
Let {P1, . . . ,Pm} be a unit decomposition of e and h([Pi]) =∑kj=1 λij ej , where λij ∈ N ,
then
h
([I ])= h([ m∑
i=1
Pi
])
=
m∑
i=1
k∑
j=1
λij ej .
Note that h([I ]) =∑ki=1 niei , so that ∑mi=1∑kj=1 λij =∑ki=1 ni , so m∑ki=1 ni . This shows
that e has a finite decomposition.
Furthermore, let {P1, . . . ,Pt } be a unit decomposition of e, then
h
(
t∑
i=1
[Pi]
)
= h([I ])= k∑
i=1
niei .
By (a), t =∑ki=1 ni and for each i, 1 i  k, there exist Pi1, . . . ,Pini ∈ {P1, . . . ,Pt } satisfy-
ing h([Pi1 ])= · · · = h([Pini ])= ei . By (b), Pij e ∼ Pik e, ∀1 j, k  ni .
e ∼
k∑
i=1
P
(ni)
i e.
Suppose {P ′1, . . . ,P ′s} is another unit decomposition of e, then in the same way we know
r =∑ki=1 ni and for each i, 1  i  k, there exist ni idempotents in {P ′1, . . . ,P ′s} and h sends
each of them to ei . By (b) again, if h([Pi]) = h([Pj ]), 1 i, j ∑ki=j ni , then Pie ∼ Pje. By
Lemma 2.3, e has a unique finite decomposition up to similarity.
This completes the proof of Lemma 2.10. 
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is the adjoint of T ∗z .
Von Neumann–Wold Theorem. Let S ∈ L(H) be a pure isometry operator, then S is unitary
equivalent to
⊕l
k=1 Tz, where l = dim kerS∗.
LetH= l2, f (λ)=∨{(1, λ,λ2, . . .)}, then f :D → Gr(1,H) is a holomorphic curve. By the
Von Neumann–Wold Theorem we can get
Lemma 2.11. For P ∈A′(f (n)) an idempotent, if m= dimPf (n)(λ) for λ ∈D, then there exists
a unitary operator U such that
(1) U(PH(n))=H(m) ⊕ 0(n−m);
(2) let V =U |PH(n) , then VPf (n)(λ)= f (m)(λ),∀λ ∈D.
Proof. Note that T ∗z (1, λ,λ2, . . .) = λ(1, λ,λ2, . . .), |λ| < 1. So Ker(T ∗z − λ) = f (λ) and
Ker(T ∗z (n) − λ)= f (n)(λ).
Note that Tz, the adjoint of T ∗z , is a pure isometry operator. Let P ′ ∈A′(T (n)z ) is an idempotent
and S = T (n)z |ranP ′ and m= dim kerS∗.
At first, we shall prove that S is unitary equivalent to T (m)z . By the von Neumann–Wold
Theorem, S is unitarily equivalent to T (m)z . Thus there is a unitary operator V : P ′H(n) →H(n)
such that V SV ∗ = T (m)z . Note that if m< n, H(n) ⊕ P ′H(m) is infinite dimensional. Therefore,
there exists a unitary operator W :H(n)  P ′H(n) → H(n−m). Let U = V ⊕ W , V = U |ranP ′ ,
then U(P ′H(n))=H(m) ⊕ 0(n−m), V SV ∗ = T (m)z .
Let Q= (IH(n) − P)∗, then Q ∈A′(T (n)z ) is an idempotent and(
Q(Tz)
(n)Q
)∗ = (IH(n) − P)(T ∗z )(n)(I (n)H − P ).
Thus (T (n)z |ranQ)∗ = (T ∗z )(n)|ran(IH(n)−P).
Since P ∈A′(T ∗z (n)), dim Ker(T (n)z |ranQ)∗ = dim Ker((T ∗z )(n)|ran(IH(n)−P))= n−m.
From the above proof, we know that there exists a unitary operator U1 such that
U1
(
QH(n))=H(n−m) ⊕H(m) and U1(Q(Tz)(n)Q)U∗1 = [T (n−m)z ∗0 0
] H(n−m)
H(m) .
Thus
U1PU1
∗ =
[
0 0
∗ IH(m)
] H(n−m)
H(m) and U1PT
∗
z
(n)
PU1
∗ =
[
0 0
∗ T ∗z (m)
] H(n−m)
H(m) .
Define U2 :H(n) = H(n−m) ⊕H(m) onto−−→ H(m) ⊕H(n−m) by U2(x ⊕ y) = (y ⊕ x) for x ∈
H(n−m) and y ∈H(m). Then U2 is a unitary operator. Let U =U2U1, then U satisfies:
(1) U(PH(n))=H(m) ⊕ 0(n−m), i.e., UPU∗ = [ IH(m) ∗0 0 ] H(m)H(n−m) ;
(2) let V = (U |ranP ),V (T ∗z (n)|ranP )V ∗ = T ∗z (m), then VPf (n)(λ)= f (m)(λ) for λ ∈D. 
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∨
(A′(f (n)))∼=N,K0(A′(f (n)))∼= Z.
Lemma 2.12. Let f is the holomorphic curve described before Lemma 2.10, then A′(f (n)) ∼=
Mn(H∞).
Proof. It is obvious. 
Rigidity Theorem. (See [3].) Let Λ be an open connected subset of Ck , and f and f˜ be holo-
morphic maps from Λ to Gr(n,H) such that ∨λ∈Λ f (λ)=∨λ∈Λ f˜ (λ)=H. Then f and f˜ are
congruent if and only if Ef and Ef˜ are locally equivalent hermitian holomorphic vector bundles
over Λ.
Lemma 2.13. Let H= l2, e :Ω → Gr(1,H), ∨λ∈Ω e(λ) =H and P ∈A′(e(n)) is an arbitrary
idempotent. If dimPe(n)(λ)=m, for λ ∈Ω , then Pe(n) ∼ e(m).
Proof. Without loss of generality, we can assume that D ⊆ Ω . Then we can find H-valued
holomorphic functions v(λ) and e(λ) on D to be the frames of Ee and Ef respectively. Set
vk(λ)=
(
0, . . . ,0, v(λ),0, . . . ,0
)
,
ek(λ)=
(
0, . . . ,0, e(λ),0, . . . ,0
)
, k = 1,2, . . . , n, λ ∈D.
Set P(λ)= P |e(n)(λ), then P(λ)= (Pij (λ))n×n ∈Mn(H∞) is an idempotent. By Lemma 2.12,
P(λ) ∈A′(f (n)), so there is Q ∈A′(f (n)) such that
Q|f (n)(λ) = P(λ).
Since dimPe(n)(λ) = dimQf (n)(λ) = m,∀λ ∈D, by Lemma 2.11, there exists a unitary op-
erator U such that U(QH(n))=H(m) ⊕ 0(n−m) and if let V =U |ranQ, then VQ(λ)= f (m)(λ).
Since U∗(H(m) ⊕ 0(n−m)) = V ∗(H(m) ⊕ 0(n−m)) = QH(n), then U∗ei(λ) ∈ Q(λ) ⊆ f (n)(λ),
1 i m. So
U∗ei(λ)= λi1e1(λ)+ λi2e2(λ)+ · · · + λinen(λ), 1 i m, λij ∈ C.
Since 〈ei(λ), ej (λ)〉 = δij 〈e(λ), e(λ)〉, 1 i, j  n and U∗ is unitary, we have
λi1(λ)λj1(λ)+ · · · + λin(λ)λjn(λ)= δij , 1 i m, λ ∈D.
Since UQ(λ)U∗ei(λ)=UP(λ)U∗ei(λ)= IH(m) (ei(λ))= ei(λ) for 1 i m,λ ∈D, then
P(λ)U∗ei(λ)=U∗ei(λ), 1 i m, λ ∈D.
That means (
Pij (λ)
) (
λi1(λ), . . . , λin(λ)
)= (λi1(λ), . . . , λin(λ)). (a)n×n
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vi(λ), vj (λ)
〉= δij 〈v(λ), v(λ)〉
then 〈ωi(λ),ωj (λ)〉 = δij 〈v(λ), v(λ)〉 for 1  i = j  m. From (a) we can see that
P(λ)ωi(λ) = ωi(λ), then ωi(λ) ∈ Pe(n)(λ) and (ω1(λ), . . . ,ωn(λ)) forms a holomorphic frame
of EPe(n) . Define U(λ) : e(m)(λ)→ Pe(n)(λ) as follows:
U(λ)vi(λ)= ωi(λ), 1 i m,
and note that〈
U(λ)vi(λ),U(λ)vj (λ)
〉= 〈vi(λ), vj (λ)〉= δij 〈v(λ), v(λ)〉, 1 i, j m.
Since U(λ) is a holomorphic isometric bundle map and
∨
λ∈D Pe(n)(λ)= PH(n), by the Rigidity
Theorem, we have Pe(n) ∼ e(m). 
Lemma 2.14. Let e :Ω → Gr(1,H) is a holomorphic curve and ∨λ∈Ω e(λ) = H, then∨
(A′(e))∼=N , K0(A′(e))∼= Z.
Proof. By Lemmas 2.13 and 2.10, we can prove Lemma 2.14 immediately. 
Isomorphism Theorem. Let A, A1 and A2 be Banach algebras and
A=A1 ⊕A2,
then ∨
(A)
∨
(A1)⊕
∨
(A2), K0(A)K0(A1)⊕K0(A2),∨(
Mn(A)
)∨(A) and K0(Mn(A))K0(A),
where “” means isomorphism.
Now we give the proof of Theorem 2.1.
Proof of the “only if” part. By Lemma 2.14,∨(A′(f ))∼=∨(A′(g))∼=N and K0(A′(f ))∼=K0(A′(g))∼= Z.
Suppose f ∼ g, then (f ⊕ g)∼ f (2). So∨(A′(f ⊕ g))∼=∨(A′(f (2)))∼=∨(M2(A′(f )))∼=N and K0(A′(f ⊕ g))∼= Z. 
In order to prove the “if” part, we shall introduce the following notations and results.
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· · · →An ϕn−→An+1 ϕn+1−−−→An+2 → ·· ·
is said to be exact if Im(ϕn)= Ker(ϕn+1) for all n. An exact sequence of the form:
0 → I ϕ−→A ψ−→ B→ 0
is called short exact.
We also need to characterize the commutant of A′(f ⊕ g), where f,g : Ω → Gr(n,H) are
holomorphic curves. In fact, let P ∈ L(H⊕H), then[
P11 P12
P21 P22
][
f (λ)
g(λ)
]
=
[
P11f (λ)+ P12g(λ)
P21f (λ)+ P22g(λ)
]
, ∀λ ∈Ω.
Let ker τf,g  {Q ∈ L(H) |Qf (λ)⊆ g(λ), ∀λ ∈Ω}. Then
A′(f ⊕ g)=
[ A′(f ) ker τf,g
ker τg,f A′(g)
]
.
Six-Term Exact Sequence. Let A be a unital Banach algebra and let J be its ideal, then we
have the following standard exact sequence:
0 → J i−→A π−→A/J → 0
and the following exact cyclic sequence:
K0(J )
i∗
K0(A)
π∗
K0(A/J )
∂
K1(A/J )
∂
K1(A) K1(J ).
Lemma 2.15. Let f1, f2 :Ω → Gr(1,H) be indecomposable holomorphic curves. Assume that
f1 ∼f2 and F = f1 ⊕ f2. Then there exists J ∈M(A′(F )) and J is of the following form:
J =
[ J11 ker τf1,f2
ker τf2,f1 A′(f2)
]
,
where J11 ∈M(A′(f1)).
Proof. Let J11 be a maximal ideal in A′(f1), then we can prove that
J =
[ J11 ker τf1,f2
ker τ A′(f )
]f2,f1 2
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proper ideal J ′ ∈A′(f1 ⊕ f2) satisfies J ⊂ J ′, then J ′ must be of the form:
J ′ =
[ J ′11 ker τf1,f2
ker τf2,f1 A′(f2)
]
where J ′11 is a proper ideal of A′(f1) and J11 ⊂ J ′11. This is a contradiction, since J11 is maxi-
mal. 
Proof of the “if” part. We need only to show that if f ∼ g, then K0(A′(f ⊕ g)) = Z. Oth-
erwise, we assume that K0(A′(f ⊕ g) ∼= Z. Since f ∼ g, there exists a maximal ideal J in
A′(f ⊕ g) such that A′(f ⊕ g)/J ∼= C, where
J =
[ J ′ ker τf,g
ker τg,f A′(g)
]
and J ′ is a maximal ideal of A′(f ). Since J +˙ 1 ∼= A′(f ⊕ g) is stable finite, we know that
K0(J ) = 0. By A′(f ⊕ g)/J ∼= C, we also have the following separating exact sequence:
0 → J l−→A′(f ⊕ g) π
λ
A′(f ⊕ g)/J → 0.
By Proposition 8.3.6 in [2], we get the exact sequence:
0 →K0(J ) l∗−→K0
(A′(f ⊕ g)) π∗−→K0(A/J )→ 0.
Note that K0(A′(f ⊕ g)) ∼= K0(A/J ) ∼= Z, therefore K0(J ) = 0. This contradicts
K0(J ) = 0. 
3. Similarity classification of an n-dimensional holomorphic curve
In the following sections we always assume that
∨
λ∈Ω f (λ) =H and if ∀P ∈ A′(f ) is an
idempotent, then σ(P (λ)) = σ(P |f (λ)) for λ ∈ Ω is connected, for each holomorphic curve
f :Ω → Gr(n,H), where σ(P (λ)) denotes the spectrum of P(λ).
Example 3.1. Let T ∈ B1(Ω), then for each natural number n (1 n∞), we define
A=
⎡⎢⎢⎣
T I · · · 0
0 T
. . . 0
0 · · · . . . I
0 · · · 0 T
⎤⎥⎥⎦
n×n
.
Let f (λ) = Ker(A − λ) for λ ∈ Ω , then f :Ω → Gr(n,H) is a holomorphic curve and∨
λ∈Ω f (λ)=H, and if ∀P ∈A′(f ) is an idempotent, then σ(P (λ))= σ(P |f (λ)) is connected.
Without loss of generality, we assume that n= 2, then A= [ T I ]. We can prove that0 T
464 C. Jiang, K. Ji / Advances in Mathematics 215 (2007) 446–468Ker(T − λ)⊕ Ker(T − λ)⊆ {(x, y) ∣∣ y ∈ Ker(T − λ), (T − λ)x = y}= Ker(A− λ)
⊆ Ker(T − λ)(2) ⊕ Ker(T − λ). (1)
For ∀P ∈A′(f ), x ∈ Ker(A− λ), (A− λ)Px = P(A− λ)x = 0. Since ∨λ∈Ω Ker(A− λ)=
H, then we can assume that y =∑α∈I xα ∈H, xα ∈ Ker(A− λα) for λα ∈Ω . So
(A− λα)Pxα = P(A− λα)xα = 0, i.e., (AP − PA)xα = 0
and (AP − PA)y = (AP − PA)∑α∈I xα = 0 for y ∈H.
Let P = [ p11 p12p21 p22 ], then[
p11 p12
p21 p22
][
T I
0 T
]
=
[
p11T p11 + p12T
p21T p21 + p22T
]
,[
T I
0 T
][
p11 p12
p21 p22
]
=
[
Tp11 + p21 Tp12 + p22
Tp21 Tp22
]
.
So p11 = p22 ∈ A′(T ), p12 ∈ A′(T ), p21 = 0. Since P is an idempotent, then p11,p22 are
both idempotents.
By the above proof and Lemmas 1.22 and 1.23 in [3], we know σ(P (λ)) is a singleton for
λ ∈Ω .
Lemma 3.1. Let f :Ω → Gr(n,H) is a holomorphic curve, then A′(f )/ radA′(f ) is commuta-
tive.
Proof. Since σ(P (λ)) is connected, let A and B be in A′(f ), then we have
σ
(
(AB −BA)(λ))= σ (A(λ)B(λ)−B(λ)A(λ))= {0}, λ ∈Ω.
Hence there is a positive integer m n such that
(
A(λ)B(λ)−B(λ)A(λ))(m) = 0, λ ∈Ω.
Since
∨
λ∈Ω f (λ) =H for λ ∈ Ω , then (AB − BA)(m) = 0. So A′(f )/ radA′(f ) is commuta-
tive [1]. 
Lemma 3.2. Let f :Ω → Gr(n,H) and {P1,P2, . . . ,Pm} is a unit decomposition of f (l), then
m= l and dimPif (l)(λ)= n, i = 1,2, . . . ,m for λ ∈Ω .
Proof. At first, we show that m  l. By Lemma 3.1, A′(f )/ radA′(f ) is commutative. By
the Gelfand Theorem, there exists a continuous natural homomorphism ϕ from A′(f ) into
C(M(A′(f ))), where M(A′(f )) denotes the maximal ideal space of A′(f ). So ϕ can induce a
continuous homomorphism ψ from A′(f (l)) into Ml(M(A′(f ))) defined by
ψ(S)(J )= (ψ(Sij )(J )) , ∀S = (Sij )l×l ∈A′(f (l)) and J ∈M(A′(f )).l×l
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tr
(
ψ(Pk)(J )
)= l∑
i=1
ψ
(
P kii
)
(J ).
Then tr(.) defines a continuous function on M(A′(f )). Since A′(f )/ radA′(f ) is commutative
and f is indecomposable,M(A′(f )) is connected, by Proposition 1.17 of [12]. Since ψ(Pk)(J )
is an idempotent, tr(ψ(Pk)(J )) ≡ nk  1. Note that ∑mk=1 Pk = I and PkPk′ = δkk′Pk ; we have∑m
k=1 tr(ψ(Pk)(J ))= l. Hence
m∑
k=1
tr
(
ψ(Pk)(J )=
m∑
k=1
nk = l.
So m l.
Now we show that dimPif (l)(λ)= n. Otherwise, we may assume that
dimPif (l+1)(λ)= k and k < n.
Let S = f ⊕ Pif (l+1). We can find an J1 ∈M(A′(S)) such that
A′(S)/J1 ∼= C,
and
A′(f (l+1))/J ∼=Ml+1(C) for J ∈M(A′(f (l+1))).
Note that
f (l+1) ∼ f ⊕ P1f ⊕ · · · ⊕ Pmf and m l;
we can find J2 ∈M(A′(f (l+1))) such that
A′(f (l+1))/J2 ∼=Md(C) and d < l + 1.
This contradicts A′(f (l+1))/J ∼= Ml+1(C). Similarly, we can show that it is impossible for
k  n. So k = n and m= l. We complete the proof of Lemma 3.2. 
Similarly to the proof of Lemma 2.12, we have
Lemma 3.3. Let {Pk(λ)}mk=1 be a family of holomorphic idempotent elements in Mn(H∞(D))
such that
∑m
k=1 Pk(λ)= In, and Pi(λ)Pj (λ)= δijPj (λ) for 1 i, j m and λ ∈Ω . Then there
exists a holomorphic invertible element X(λ) ∈Mn(H∞(Ω)) such that
X−1(λ)Pj (λ)X(λ)= ICkj ⊕ 0n−k
and X(λ)|ranPj (λ) is a holomorphic isometric bundle map from ranPj (λ) onto f (k)(λ), where
f (λ)=∨{(1, λ,λ2, . . .)} for j = 1,2, . . . ,m and kj = rankPj (λ).
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fying PF is indecomposable. Then PF is similar to f .
Proof. Without loss of generality, we may assume that H = l2, e(λ) = ∨{(1, λ,λ2, . . .)},
Ω = D. We will prove Lemma 3.4 only in the case n = 2. Now, F = f ⊕ f . Note that P is
an idempotent in A′(F ); we can find an idempotent P1 in A′(F ) and B in radA′(F ) such that
P(λ)= P1(λ)+B(λ), where
P1(λ)=
[
f11(λ) f12(λ)
f21(λ) f22(λ)
]
f (λ)
f (λ)
, B(λ)=
[
B11(λ) B12(λ)
B21(λ) B22(λ)
]
f (λ)
f (λ)
,
where scalar function fij (λ) ∈H∞(D) and Bij (λ) ∈ radA′(f ). Set G = −IH(2) + (2P1 + B).
Since B ∈ radA′(F ), G is an invertible operator in A′(F ) and PG = GP1. This shows
G−1PG= P1 ∈A′(F ). Without loss of generality, we now assume that P = P1. That is
P(λ)=
[
f11(λ) f12(λ)
f21(λ) f22(λ)
]
f (λ)
f (λ)
.
Also set
P ′(λ)=
[
f11(λ) f12(λ)
f21(λ) f22(λ)
]
e(λ)
e(λ)
.
Since PF is indecomposable and by Lemma 3.2, we can show that dimPF(λ) = n and
tr(P ′(λ)) = 1 for each λ ∈ D. By Lemma 3.3, we can find a holomorphic invertible element
X(λ) ∈M2(H∞(D)) such that
X(λ)P ′(λ)X−1(λ)=
[
IC 0
0 0
]
,
X(λ)
(
I − P ′(λ))X−1(λ)= [0 00 IC
]
.
X(λ)|ranP ′(λ) and X(λ)|ran(I−P)′(λ) are holomorphic isometric bundle maps from ranP ′(λ) and
ran(I − P ′(λ)) onto e(λ), respectively.
Set
X(λ)=
[
u11(λ) u12(λ)
u21(λ) u22(λ)
]
,
and
X̂(λ)=
[
u11(λ)If (λ) u12(λ)If (λ)
u21(λ)If (λ) u22(λ)If (λ)
]
.
Then
X̂(λ)P (λ)X̂−1(λ)=
[
If (λ) 0
0 0
]
.
C. Jiang, K. Ji / Advances in Mathematics 215 (2007) 446–468 467Note that X̂(λ)f (2)(λ) = f (2)(λ). Now we claim that Ĝ(λ) = X̂(λ)|ranP(λ) is a holomorphic
isometric bundle map from ranP(λ) onto f (λ).
Note that G(λ) = X(λ)|ranP ′(λ) is a holomorphic isometric bundle map from ranP ′(λ)
onto e(λ). Let t1(λ)= e(λ)⊕ 0 and t2(λ)= 0 ⊕ e(λ). Then (t1(λ), t2(λ)) is a holomorphic frame
of e(2)(λ). Let l(λ) be a holomorphic frame of EP ′e(2) . Then
l(λ)= α(λ)t1(λ)+ β(λ)t2(λ),
where α(λ) and β(λ) are analytic functions on D.
Since G(λ) is a holomorphic isometry, we can find a holomorphic function C(λ) on D such
that G(λ)l(λ)= C(λ)e(λ) and∥∥l(λ)∥∥2 = (∣∣α(λ)∣∣2 + ∣∣β(λ)∣∣2)∥∥e(λ)∥∥2 = ∣∣C(λ)∣∣2∥∥e(λ)∥∥2 = ∥∥G(λ)l(λ)∥∥2, λ ∈D.
Let (S1(λ), . . . , Sn(λ)) be a holomorphic frame of Ef (λ), vj (λ) = Sj (λ) ⊕ 0 and uj (λ) =
0 ⊕ Sj (λ) for j = 1,2, . . . ,m. Then (v1(λ), . . . , vn(λ),u1(λ), . . . , un(λ)) is a holomorphic
frame EF .
Set fj (λ) = α(λ)vj (λ) + β(λ)uj (λ) for j = 1,2, . . . , n. Then (f1(λ), . . . , fn(λ)) is a holo-
morphic frame of EPF and set Ĝ(λ)fj (λ)= C(λ)vj (λ).
Let k1(λ), . . . , kn(λ) be analytic functions on D and
g(λ)= k1(λ)f1(λ)+ · · · + kn(λ)fn(λ)
= k1(λ)
(
α(λ)v1(λ)+ β(λ)u1(λ)
)+ · · · + kn(λ)(α(λ)vn(λ)+ β(λ)un(λ)).
Then
Ĝ(λ)g(λ)= C(λ)(k1(λ)v1(λ)+ · · · + k2(λ)v2(λ)+ · · · + kn(λ)vn(λ))= g′(λ).
Note that 〈vi(λ), vj (λ)〉 = 〈ui(λ),uj (λ)〉 = 〈Si(λ), Sj (λ)〉, λ ∈D. So
〈
g(λ), g(λ)
〉= n∑
i=1
∣∣ki(λ)∣∣2(∣∣α(λ)∣∣2 + ∣∣β(λ)∣∣2)∥∥Si(λ)∥∥2
+
n∑
i,j=1
ki(λ)kj (λ)
(∣∣α(λ)∣∣2 + ∣∣β(λ)∣∣2)〈Si, Sj 〉,
also
〈
g′(λ), g′(λ)
〉= n∑
i=1
∣∣ki(λ)∣∣2∣∣C(λ)∣∣2∥∥Si(λ)∥∥2 + n∑
i,j=1
ki(λ)kj (λ)
∣∣C(λ)∣∣2〈Si, Sj 〉.
This shows that ‖Ĝ(λ)g(λ)‖ = ‖g(λ)‖, and then our claim is verified.
Similarly, we can deduce that X̂|ran(I−P(λ)) is a holomorphic isometric bundle map from
ran(I − P(λ)) onto f (λ). By the Rigidity Theorem, we can find two isometric operators
U1 ∈ L(PH(2),H⊕ 0) and U2 ∈ L((I − P)H(2),0 ⊕H) such that X = U1 + U2 ∈A′(F ) and
XPX−1 = IH ⊕ 0. So PF ∼ (IH ⊕ 0)F ∼ f . This completes the proof of the lemma. 
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Lemma 3.5. Let e :Ω → Gr(n,H) and E = e(n). Then E has a unique decomposition up to
similarity and ∨(A′(e))∼=N, K0(A′(e))∼= Z.
Using Lemmas 2.10 and 3.5, we have the following result similar to the proof of Theorem 2.1.
Theorem 3.1. Let f1 and f2 :Ω → Gr(n,H) be two indecomposable holomorphic curves satis-
fying ∨λ∈Ω fi(λ) =H and for P ∈ A′(fi) an idempotent, σ(P (λ)) = σ(P |fi (λ)) is connected
for λ ∈Ω , i = 1,2. Then f1 ∼ f2 if and only if
K0
(A′(f1 ⊕ f2))∼= Z.
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