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We give conditions for an orbit under continuous, but not everywhere differen- 
tiable action of a compact Lie group on a Banach space to have an invariant 
tubular neighborhood of a prescribed form. The result is important for the study of 
bifurcation problems near families of solutions. This note completes and corrects 
part of the earlier paper (6 1. 
1. INTRODUCTION 
Let X be a Banach space, @ a compact k-dimensional Lie group, and 
P @ + L(X)) be a representation of @ over X (see 161). For some x, E X, let 
Yo = v(!++bo I 4 E @I (1) 
and 
yO is a compact subset of X, called the orbit of x0 under the action induced 
on X by the representation r. Q. is a closed, and consequently compact, 
subgroup of @. 
In the earlier paper [6] we proved the following: 
THEOREM 1. Assume: 
(h 1) the mapping 4 t-+ r(4) x from Qi into X is of class C’, for each 
xEX; 
(h2) y. is a CL-submanifold of X. 
Let P E L(X) be a projection such that 
ImP= TxOyo (3) 
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and 
Then there exists a neighborhood l2 of the origin in X,-, = N(P) such that: 
(9 WW> = Q, V4 E ao; 
(ii) {r(#)(x, + y) I# E @, y E l2) is an invariant open neighborhood 
of y. in X; 
(iii) for all $,$’ E @ and y, y’ E l2 one has T(#)(x, +y) = 
r($‘)(xO + y’) if and only if 4’ = 4 - &, and y = r(#,) y’, for some &, E QO. 
In a recent paper [4] Dancer observed that it is very unlikely for the 
smoothness hypothesis (hl) to be satisfied when X is infinite-dimensional. In 
particular, (hl) is not satisfied for the example given in [6], namely, the 
problem of finding 2lr-periodic solutions of the equation 
2 + g(x) = Ap(t), (5) 
where p(t) is 2x-periodic. Indeed, for this problem the space X consist of all 
2n-periodic functions x: R + R of class C2, @ is the group SO(2), and the 
action is given by phase shifts: 
v-(4) x>(t) = x(t + 413 vt E m, vx E x, V@ E W(2). 
For fixed x E X, the mapping 4 t+ x(. + $) is only of class C’ (as a mapping 
into X) if x is of class C”. 
Before we proceed, let us remark that this does not affect the results given 
in [6] about Eq. (5). Indeed, the theorem was only used to prove the first 
part of Theorem 2.3 of [6], which gives a Liapunov-Schmidt reduction for 
all solutions near y,,. In contrast, the results in Sections 3 and 4 of [6] are 
concerned with some solutions, and so do not depend on the foregoing 
theorem. This follows also from a somewhat different approach by 
Chillingworth [3]. 
Nevertheless, it remains interesting to know under which conditions the 
result of Theorem 1 is valid since this allows a Liapunov-Schmidt reduction 
for all solutions near yO. In [4] Dancer proves the existence of an invariant 
tubular neighborhood of yO under weaker conditions than (hl) and (h2). He 
also proves that (h2) is, in fact, a consequence of (h 1) for x = x0. However, 
the arguments in [4] are rather involved, and, in order to apply the results to 
Eq. (5) one has to rewrite (5) as an integral equation, using Green functions. 
Here we want to present a somewhat simpler approach, using hypotheses 
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which seem to be verified in many examples, and in particular for problem 
(5). The representation given here should replace part of Section 2 of (6 1. 
Our proof uses an infinite-dimensional version of the rank theorem, which we 
state and prove in an appendix. 
A more general discussion of orbits and tubes can be found in Bredon 12 1. 
2. SUFFICIENT CONDITIONS FOR THE EXISTENCE OF A TUBE 
LEMMA I. Assume: 
(Hl) the mappingfi @+X, q4 ++f(@) = f(d)x, is of class C’. 
Then y. = Im f is a C’-submanifold of X, and for each x E y,,, f ’ (x) is a 
C’-submanifold of @. In particular, Q. =f -‘(x,,) is a C’-submanifold. 
Proof. Foreach4E@,themappingL,:@-,@,y/t-+L,y/=$eyisa 
diffeomorphism. Since f 0 L, = r(d) of. VQ E @, it follows that f has constant 
rank on @. Then the rank theorem given in the appendix implies that each 
d E @ has a neighborhood U in @ such thatflU) and f - ‘(f (4)) CT U are C’- 
submanifolds. This shows already that f ‘(f (4)) is a C’-submanifold of @. 
Now U,, =f -‘(flu)) = (w . t& ( ‘y E U, q+, E @“} is open in 0, its 
complement @\UO is closed and compact, and consequently also f (@\U,,) is 
compact. Since f (4) &f (@\V,), there is a neighborhood I’ off (0) in X such 
that V n f (@\Uo) = 0. This implies y,, n V = f (U) n V. which proves that 
y0 is also a C’-submanifold in X. 
It follows from the rank theorem that dim ‘J” = n and dimf- ‘(f (9)) = 
k - n. V4 E @, where n = rankf= dim T, f (T, @) < k. 
THEOREM 2. Assume (H 1) and 
(H2) there exisfs a projecrion PE Y’(X) wirh Im P= T,,f(T,,@) and 
such that: 
(i) r(4) P = Pf(Q). Vg E a,‘. 
(ii) the mapping b t--t PI‘(d) x from 0 into X is of class C’. for each 
x E x. 
Then the conclusion of Theorem I holds. 
Proof. Let a:LIc@-+O=a(U)c6~k be a Cl-chart of @, such that 
e E U, a(e) = 0 and u(@,n U) = ((0) x Pk-“)n I/. We write the elements 
of i’s’ in the form (a, b), with aE F!” and bE ;Jk “. Letr=fo u- ‘: 0-X 
and If=roa ‘: o-+ I/ (X). Since a is a chart. we have Im D?(O) = 
r, f (T,.@) = Im P. Now f(0. b) = x, for each b near 0 in 6)k- “. and conse- 
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quently Dbj(O, 0) = 0. Since dim Im P = n, this implies that O,y(O, 0) is an 
isomorphism between R” and Im P. Now define g: 0 x X-t Im P by 
g(u, 6, x) = P(&z, 6) x - x0). 
Then g is of class C’, g(0, 0, x0) = 0 and D, g(0, 0, x,) = PD,f(O) = D,flO). 
It follows from the Implicit Function Theorem that there is a neighborhood 
AXBXW of (0,0,x,) in R”XRk-“XX, and a Cl-mapping a*: 
B x W-t A such that 
g-l(O)n(AxBx w)=((a*(b,.~),b,~)~(b,~)EBx W). (6) 
In particular, if y E N(P) is such that x,, + y E W, and if b E B, then 
P(f(0, b)(x, + y) - x0) = Pf(0, 6) y = f(O, 6) Py = 0. 
This implies that a *(b, x0 + y) = 0. 
Define&: W+A,)T= W-+IV(P)andh:AXN(P)-+Xby 
i(x) = a * (0, x), y’(x) = &i(x), 0) x - x0, VXE w 
and 
h(U,Y) = f-‘(a, 0)(x, +v), V(u, y) E A x N(P). 
Then cl, y’ and h are continuous, and we have 
(a, Y> = (a”(h@, Y>), y’(W .~I>, 
for each (a, y) E A x N(P) such that h(u, y) E W. This shows that there is a 
neighborhood A, x Q of (0,O) in R” x N(P) such that the restriction of h to 
A, x 0 is a homeomorphism onto a neighborhood W, of x,, in X. Since the 
set of operators (r(4) / 4 E QO} is equibounded, we may suppose that 
f(#)(Q) = R for all Q E Qp,. Then 
is an open invariant neighborhood of yO. 
Finally, we show that it is possible to shrink R in such a way that also 
requirement (iii) of the theorem is satisfied. Assume the contrary. Then we 
can find sequences {#j 1 j E N } c @, (4; ij E N ) c @, ( y,i 1 j E N } c N(P) and 
( yj’ ij E N ) c N(P), such that lim,i,, yj = 0, limj,, yj = 0, 
and 
f($j)(xO + Yj> = r(4)>(x0 + Yj’h VjE N (7) 
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Since @ is compact, we may suppose that 4: - ’ . 0, converges to some 
clement $E @. Taking the limit in (7) shows that dE QO. Let 
w,=($; .‘. 0, . 0-l and J:, = r(J) y,. Then we have: 
lim .d, = 0. 
i- * 
lim wi = e. 
; ., 
P(f-(ly,)(x,, t .1;,, -x,,) = 0. Yj E Y (8) 
and 
For j sufficiently large we have u(v,) = (aj. hi) E A x B and s0 + yi E W. 
Since g(aj. b,i, x0 + ?;,) = 0 and a*(bi,x,, + L;,) = 0, it follows that a, = 0 for j 
sufficiently large. i.e., vi E 0”. This. however, contradicts (9). 
Remark 1. Suppose P, E Y(X) is a projection with Im P, = 
T,J(T,@) = OflO), and such that Q ++ P, I‘(q) x is of class C’, for each 
.Y E X. Let m,, be the invariant Haar measure associated with the compact 
group @,,. and define P E Y(X) by 
Px = 1’ I‘($) P, r(d ‘) dm,(d). 
$0 
Then P satisfies (H2). 
Remark 2. Let ( .I’, ,..., J,} c X be a basis for r,f(T(, @), and let 
! y: ,.... J;} c X* be such that 
(i) (yi*..~;)=S~.~, i,j= I,..., n; 
(ii) the map 0 w T*(d)yi from @ into X* is of class C’, for each 
i- 1 ,..., Il. 
Then P, E Y(X) defined by 
satisfies the requirement of Remark 1. 
Remark 3. Using Lemma 1 of [4] one can prove that, given n linearly 
independent vectors (~7~ ! 1 < i < n\ in X, it is always possible to find 
(~7, I<i<njcX* satisfying the requirements of Remark 2. So there 
exists at least one projection P satisfying (H2). In applications one usually 
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wants to work with a given P, and then one has to check explicitly whether 
(H2) is satisfied or not. 
It is immediate from the set-up given for problem (5) in (61 that both (Hl) 
and (H2) are satisfied for this example. 
APPENDIX 
In this appendix we state and prove an infinite-dimensional version of the 
rank teorem (Dieudonne [5]). A somewhat different formulation can be 
found in Bourbaki [ 11. 
The Rank Theorem 
Let X and Y be Banach spaces, B c X open, x,, E l2, and f: R + Y a 
mapping of class C’. Suppose that there exist closed subspaces X, and Y, of 
respectively X and Y, such that: 
6) X = W?f(x,) 0 x, ; 
(ii) Im D)(x) is closed in Y, Vx E Q; 
(iii) Y=ImDf(x)@ Y,, VxEQ. 
Then there exist Cl-diffeomorphisms q: U c I2 + X and i: V c Y--f Y, 
dej?ned respectively in a neighborhood U of x, in 0 and in a neighborhood V 
off (x,,) in K such that r(x,) = 0, Dv(x,) = Ix, C(f (x0)) = 0, NXf (x,J> = 1, 3 
f(U) c V and 
(C of O rl- I >(x> = Of (x0) x3 vx E q(U). (AlI 
ProoJ: We may suppose that x0 = 0 and f (0) = 0. Let L = Of (0), and let 
P E 9(X) and Q E P(Y) be projections, such that Im P = N(L), N(P) = X, , 
N(Q) = Im L and Im Q = Y,. By the Closed Graph Theorem, the restriction 
of L to X, has a bounded inverse K: Im L +X,. We have for each x E X 
and each y E Y: 
KLx= (I- P)x, PK(I-Q)y=O and LW-Qe>y=V-Q>Y. 
Define v: R -+X by 
v(x) = Px + K(I - Q>f<x>, VXER. 
Since ~(0) = 0 and Dq(O) = P + K(I - Q) L = I,, the restriction of q to a 
suitable neighborhood U of 0 in n is a Cl-diffeomorphism. We may suppose 
that q(U) is convex and such that x E g(U) implies (1 -P) x E q(U). 
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Let f, = f o q-i : ~z(U) -+ Y. Applying L on the identity 
x = Prl -l(x) + K(Z - Q>f,(x>> vx E v(U), 
we find 
V - Q,f,(x) = Lx, vx E q(U). W) 
This implies that Df(x) Ph E Y, for x E $(U) and h E X. Since by 
hypothesis Im DJi(x) n Y, = {O), we conclude that Df(x) Ph = 0 for 
x E 4(U) and h E X. Then the Mean Value Theorem gives 
f,(x) =f,((Z -PI x)3 vx E (l+(U). 
Let I’= (YE Y(K(Z-Q)yE#(U)} and define c: V+ Y by 
C(Y) =Y - Qf,(WZ - Q>Y), vy E v. 
Since K(Z - Q) c(y) = K(Z - Q) y, it is straightforward to show that < is a 
C’-diffeomorphism, with c(V) = V and i-‘: V -+ V given by 
4-‘(y) =Y + Q/-IN- Q)Y), vy E v. 
From (A2) we obtain K(Z - Q)f,(x) = (Z -P) x E q(U) for x E v(U), so that 
f(U) =f,(q(U)) c V. A straightforward calculation then gives (Al). 
COROLLARY I. Suppose that f: 6’ c X--f Y is of class C’ and such thaf 
Rkf(x) = dim Im D&) = k, VXER, (A3) 
for some k E N. Then at each point x, E 0 the conclusion of the rank 
theorem holds. 
Proof. We show that the conditions of the rank theorem are satisfied in a 
neighborhood R’ c D of x,,. The existence of X, follows from the fact that 
N(Df(x,)) has a finite codimension, by (A3). Also condition (ii) follows 
trivially from (A3). In order to show (iii), remark that there exists a closed 
subspace Y, of Y such that (iii) is satisfied for x = x0. From (A3) we have 
codim Y, = k, and it is sufficient to show that Im Df(x) f7 Y, = {0) for all x 
near x0. Let P and Q be as in the proof of the rank theorem. Then 
(I - Q) Dflx,,) is an isomorphism between X, and Im DJ(x,). Consequently, 
(I - Q) Df(x) is an isomorphism between X, and Im Df(x,) for each x near 
x0* Then dim Df(x)(X,) = k and Df(x)(X,) = DA(x)(X). If now 
yEDf(x)(X)n Y,, then y=Df(x) h for some h EX,. Since y E Y,, it 
follows that (Z - Q) Df(x) h = 0. Because (Z - Q) Df(x) is an isomorphism 
between X, and Im Df(x,,), we conclude that h = 0 and y = 0. This proves 
the corollary. 
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COROLLARY 2. Under the conditions of the rank theorem or of 
corollary 1, each point x0 E D has a neighborhood U such that f (U) is a C” 
submanifold of Y. Also f ‘(f (x,)) is a C’-submanifald of l2 for each x,, E 52. 
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