This paper is devoted to theoretical and experimental investigations of solute dispersion in heterogeneous porous media. Dispersion in heterogenous porous media has been reported to be scaledependent, a likely indication that the proposed dispersion models are incompletely formulated. A high quality experimental data set of breakthrough curves in periodic model heterogeneous porous media is presented. In contrast with most previously published experiments, the present experiments involve numerous replicates. This allows the statistical variability of experimental data to be accounted for. Several models are benchmarked against the data set: the Fickian-based advectiondispersion, mobile-immobile, multirate, multiple region advection dispersion models, and a newly proposed dispersion model based on pure advection. A salient property of the latter model is that its solutions exhibit a ballistic behaviour for small times, while tending to the Fickian behaviour for large time scales. Model performance is assessed using a novel objective function accounting for the statistical variability of the experimental data set, while putting equal emphasis on both small ad large time scale behaivours. Besides being as accurate as the other models, the new purely advective model has the advantages that (i) it does not exhibit the undesirable eects associated with the usual Fickian operator (namely the innite solute front propagation speed), and (ii) it allows dispersive transport to be simulated on every heterogeneity scale using scale-independent parameters.
Introduction 12
In many circumstances, the classical Fickian operator fails to account correctly for the behaviour 13 of solutes in heterogeneous porous media. The Advection-Dispersion (AD) model exhibits poor 14 performance. Attempting to calibrate this model against eld or laboratory data has been seen to 15 lead to contradictory conclusions. Field scale dispersion data have been reported to yield a growing 16 trend for the dispersion coecient D with the scale of the experiment [25] . A number of laboratory experiments, in contrast, indicate that no clear trend can be identied for the variations in D with 18 experiment scale. For instance, [58] report an increasing trend for the dispersion coecient. In [39] , 19 an increasing trend is found for D (x), but the authors notice that this conclusion may be biased 20 by experimental noise. In [61] , identifying a trend for the variations of D with distance is found 21 very dicult if not impossible. In [14] , no scaling trend is identied for the dispersion coecient, 22 even over short distances. More recently, laboratory experiments carried out on an articial, 23 periodic porous medium [48] show that contradictory trends in D (x) can easily be inferred if 24 the breakthrough curves are not sampled with sucient accuracy and the tracer experiments are 25 not replicated a sucient number of times. Several models with scale-dependent dispersion have [43, 44, 41, 42] . In the presence of trapping 35 eects, an inverse power law asymptotic behaviour may be observed for the probability density 36 function of solute residence time in the porous media. This results in subdiusive dispersion 37 processes, with a variance of molecule positions growing slower than time. Another type of non- 38 Fickian behaviour is that of Levy motion, whereby the characteristic time for particle motion is 39 nite, but the characteristic length of the jumps in molecule positions is innite [6, 7] . The resulting 40 behaviour is called superdiusion, with a variance of molecule positions growing faster than time. 41 All these models share the common feature that the governing equations incorporate fractional [11, 12, 16] and laboratory experiments [29, 30] . They are shown to become equivalent to a single 71 region model with a Fickian behaviour (that is the AD model) in the limit of long times and travel 72 distances [1, 16, 30] . Conversely, they are deemed more accurate than the AD model for small 73 times and highly contrasted hydraulic properties [30] . 74 All these models have shown a good ability to reproduce eld-or laboratory-obtained experi- [30, 32, 63] . 83 As shown in a previous publication [48] , the AD, FAD and MI models with scale-independent 84 parameters fail to account for the behaviour of experimental breakthrough curves at small space 85 and time scales when the porous medium is strongly heterogeneous and periodic. Two main reasons 86 were identied for this. Firstly, the size of the Representative Elementary Volume (REV) [5] is at 87 least one order of magnitude larger than the spatial period of the Model Heterogeneous Porous 88 Medium (MHPM). Dispersion models are not valid at spatial scales smaller than the REV size. 89 Secondly, a Laplace analysis of the theoretical AD, FAD and MI modelled breakthrough curves [48] 90 shows that these models yields innite signal propagation speeds. An innite concentration wave 91 speed is clearly physically unrealistic. Besides, the nite propagation speed of the concentration 92 signal exerts a strong inuence on the behaviour of the experimental breakthrough curves for small 93 times and distances [48] , which explains that the above three models are more inaccurate for small 94 times and short distances than for long time and distances. That Fickian-based dispersion models 95 only seem to become more accurate as the spatial scale increases is only due to the fact that 96 the Peclet number increases with distance (therefore, dispersion, albeit modelled wrongly, has a 97 decreasing importance in the modelled signal) [48] . These conclusions are to be extended to the 98 FAD model with superdiusive behaviour. Indeed, this model is obtained under the assumption of 99 heavy-tailed PDFs for the particle jump length [49] , thus allowing for innite particle velocities. A 100 conclusion of the study [48] is therefore that models where advective processes play a predominant 101 role should be expected to give better results than AD-and FAD-based models at small scales. 102 The experimental results in [48] 
where c is the concentration, u is the ow velocity and D the dispersion coecient. In the case of 137 a constant input concentration at the upstream boundary, this model yields an S-shaped solution 138 for the concentration and a gaussian-shaped for its derivative with respect to time. 
Where N is the number of immobile regions with normalized water content Θ j , and k j (j = 1, ...
158
,N ) are the multi-exchange rate constants between the mobile and the N immobile regions. 
and the total concentration in the porous medium is dened as
As mentioned in the introduction, most applications involve R = 2 regions, with the exception of
176
[33] where R = 3 and k ij = 0 only for j = i ± 1. As shown in AppendixA, the variance c (2) of the 177 solute particle locations obeys the following equation
where c
is the average abscissa of the particle locations in the region i, obeying
As shown in AppendixB (Result 3), all the c 
If this is the case, d t c (2) tends to a nite, limit value for long times, which is a Fickian (or "normal") 182 behaviour. The limit value of the dispersion coecient is shown to be (AppendixA)
If the vector v does not belong to the range of M, the c also arise at much larger scales, as in the case of e.g. low permeability lenses in an aquifer. In 220 such a case, the ow eld cannot be considered totally random. Therefore, the cumulated particle 221 displacements in the coordinate system moving at the average ow velocity are also periodic to 222 some extent (Figure 1d ). 
247
The conceptual model proposed hereafter aims to fulll these two requirements, based on the 248 following two assumptions.
249
(A1) The ow velocity within an averaging volume is partitioned into R regions over which the ow 250 velocity is homogeneous. The ow region i has a normalized water content Θ i , proportional to the dierence between the solute concentrations in the two regions.
257
Assumptions (A1-2) lead to the following governing equation:
The advective part of the model (left-hand side of the equation) stems from assumption (A1).
259
The source term (right-hand side of the equation) is the simplest possible formulation satisfying 260 assumption (A2).
261 the two requirements (R1-R2). Indeed, the transport term in equation (10) case of the MRAD model (4a). Equation (10) was to be expected in that the Fickian behaviour is only an asymptotic property of the model.
282
The additional parameters control the characteristic time/distance above which Fickian behaviour 283 bceomes a satisfactory approcimation of the dispersion process. In this paper, six series were investigated with N = 1 to 6. We used the 12 scale modelling [10] . In contrast, the c(t) signal makes these two modes more dicult to detect, 324 even at early times. For this reason, the time derivative ∂c/∂t of the concentration signal is used 325 all throughout this manuscript for model benchmarking.
326
The enhanced discriminatory power of the time derivative of the c(t) signal over the signal itself 327 should not come as a surprise. Since the injection signal is a concentration step, using its time 328 derivative ∂c/∂t is equivalent to performing a breakthrough experiment using a Dirac (pulse) input 
In practice, the model output is discretized using a time step ∆t over the interval [0, T ], with 360 T = n∆t. In the case of a constant ∆t, the trapezium rule leads to the following estimate:
where e j is the error at time t j . When the simulation is carried out over a long time, however, the 
The factor 1 t 2 illustrates the stronger weight given to small times. The trapezium rule leads to the 368 following formula for J 2
Since the objective is to achieve a correct description of both short-and long-time behaviours, the 370 nal objective function is dened as the product J 1 J 2 .
371
Modelling error denition. The measure of the modelling error was dened on the basis of the 372 following considerations: (i) the modelling error is zero whenever the modelled variable is equal 373 to the measured one, (ii) the error must be normalized with the amplitude of the experimental variability, assessed from several replicates of the experiment. These two conditions allow at least 375 two possible denitions to be proposed for the modelling error.
376
Denition 1: the error is zero when the modelled signal is within the min-max interval of the 377 experimental signal. When the modelled signal is outside the experimental min-max interval, the 378 error is taken equal to the distance to the closer interval bound:
where ∂ t c expe,r (t) is the derivative of the concentration measured at time t for the replicate number showed very little sensitivity of the respective performance of the various models considered in this 385 paper.
386
Denition 2: the error is dened as the distance from the average measurement. In this 387 denition the scaling factor is σ(t), the standard deviation of ∂ t c(t) between the various replicates:
Calibration algorithm. In the following, the calibration is performed on ve experiments simultan-390 eously (N = 1 . . . 5) using the denition (16a) for the error. The nal objective function is taken 391 as the sum for each experiment of the product of the two functions J 1 and J 2 :
A binary Genetic Algorithm (GA) [36] is used to calibrate the dierent models. In this kind of To ensure a wide coverage of the parameter space, the GA is run during 50,000 generations. Accuracy is improved by running the algorithm a second time over a narrower interval dened 407 about the result of the rst run, with a width about 15% that of the initial interval.
408
The models are calibrated using the ve experiments (N = 1 to 5) and validated using the Table 2 . 
MR model 434
Calibrating the MR model (3a, 3b) with three immobile regions gives the values in Table 4 .
435 Figure 6 shows the corresponding breakthrough curves. 
Two region MRAD Model 441
The simplest possible version of the MRAD model, with two mobile regions, is used. This 442 model has eight parameters in total, but only six of them are independent and must be calibrated:
The best parameter set ( Figure 7 ) is given in 
457
The three region PAMR model requires the calibration of 6 independent parameters: Θ 1 , Θ 2 , 458 k 12 , k 13 , k 23 , u 1 , u 2 and u 3 . The best parameter set (Fig 8) is given in Table 6 .
459
As far as the calibration phase is concerned, the three region PAMR model is the only one to t 460 within the min/max experimental condence intervals (albeit passing very near the upper limit for 461 N = 1). For N = 3, the modelled signal is improved signicantly over that of the MRAD model 462 in both the time and frequency domains. As with he previous models, the modelled validation 463 signal is slightly too early compared to the experimental one. 2 , and k ij = k ji ∀(i, j).
476
The best result (Fig. 9) is obtained for the parameter set in Comparing Figures 8-9 shows that the three and four region PAMR models give almost indis- 1.747 Table 8 : Summary of the calibration and validation results for the 6 models. PAMR 3 and PAMR 4 correspond respectively to the three and four region PAMR models.
The following conclusions may be drawn.
483
Firstly, comparing the third and fth columns in the table allows the respective predictive   484 power of the various models at large scales to be assessed. Indeed, these two columns in the 485 Table use more ecient discrimination between models has also been little reported in the literature.
531
In this study, we compare ve modelling approaches: four existing models (AD, MI, MR, 532 MRAD) and a new model (PAMR). The originality of the PAMR model is that transport is 533 modelled on a purely advection basis, without the need for dispersion terms. condition at a given time t 0 are functions of the past behaviours of the elds c i (x, t), t < t 0 and the 620 way the various ow regions have been exchanging solute. This is typically a non-local behaviour, 621 a common feature shared by all widely admitted anomalous transport models. integrating over the real axis:
Using integration by parts to eliminate the higher-order derivatives, using the property lim 
The well-known property of a variance of particle locations proportional to time is retrieved. For the sake of simplicity, the behaviour is analyzed in the coordinate system that moves at 667 the average speed u =
. In this coordinate system, the governing equations are
where the v i are dened as in (6). Integrating (A.6a) with respect to x over (−∞, +∞), using the with an equivalent dispersion coecient obtained from (A.5a, A.5b):
For small times, the equivalent dispersion coecient is observed to increase linearly with distance.
685
However the growth rate of the average dispersion coecient is smaller than that of the local one. The purpose of this Appendix is to study the stability properties of the system (A.9). Note 720 rst that this system can be written in vector form as 
