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Abstract
In this note we study the computational complexity of feedback arc set counting
problems in directed graphs, highlighting some subtle yet common properties of
counting classes. Counting the number of feedback arc sets of cardinality k and the
total number of feedback arc sets are #P-complete problems, while counting the
number of minimum feedback arc sets is only proven to be #P-hard. Indeed, this
latter problem is #·OptP[log n]-complete, hence if it belongs to #P then P = NP.
N.B.: Despite some bibliographic investigations I haven’t found these results stated
anywhere, though they are derived from fairly standard methods and may be useful.
If they are already published please let me know: name.surname@lis-lab.fr!
1 Introduction
Feedback arc sets are natural objects to consider in digraphs, and deciding, given a
digraph G and an integer k, whether it contains a feedback arc set of cardinality at most
k is one of Karp’s 21 NP-complete problems [5] (with a reduction not parsimonious). In
this note we study the computational complexity of various feedback arc set counting
problems. Section 2 gives the required definitions, in Section 3 we prove that counting the
number of feedback arc sets of cardinality k and counting the total number of feedback
arc sets are #P-complete problems, in Section 4 we study the special case of counting the
number of minimum feedback arc set (which is not in #P unless P = NP), and Section 5
remarks that we can derive identical results on counting feedback vertex sets.
2 Preliminaries
We denote [n] the set of integers {1, . . . , n}. We call graph an undirected graph G =
(V,E) with E ⊆ {{u, v} | u, v ∈ V }, and digraph a directed graph G = (V,A) with
A ⊆ V × V . We consider all our graphs and digraphs to be loopless. A vertex cover
C ⊆ V of a graph G = (V,E) is a subset of vertices intersecting every edges of G, i.e.
verifying ∀e ∈ E : e ∩ C 6= ∅. A cycle of length k in a digraph G = (V,A) is a k-tuple
of arcs ((u1, v1), (u2, v2), . . . , (uk, vk)) such that (ui, vi) ∈ A for all i ∈ [k], vi = ui+1 for
all i ∈ [k − 1], and u1 = vk. Let C(G) denote the set of cycles of G. If C(G) = ∅ then G
is called acyclic. A feedback arc set F ⊆ A of a digraph G = (V,A) is a subset of arcs
1
intersecting every cycles of G, i.e. verifying ∀c ∈ C(G) : c ∩ F 6= ∅. Let FAS(G) (resp.
VC(G)) denote the set of feedback arc sets (FAS) (resp. vertex covers (VC)) of G.
Valiant defined the class of counting problems #P in [12, 13]. It is the class of
functions counting the number of certificates of decision problems in NP, i.e. problems
of the form “given x, compute f(x)”, where f is the number of accepting paths of a
nondeterministic Turing machine taking x as input and running in polynomial time. We
denote f ≤pparsi g when there exists a polynomial parsimonious reduction from counting
problem f on alphabet Σf to counting problem g on alphabet Σg, i.e. a transformation
r : Σ∗f → Σ
∗
g computable by a deterministic Turing machine running in polynomial time
such that ∀x ∈ Σ∗f : f(x) = g(r(x)). We denote f ≤
p
T g when there exists a polynomial
Turing reduction from f to g, i.e. a deterministic Turing machine computing f with
oracle g, and running in polynomial time (hence making a polynomial number of calls
to its oracle). Of course f ≤pT g implies f ≤
p
parsi g.
The hardness for #P is defined according to polynomial parsimonious or polynomial
Turing reductions without distinction. Let us underline that, although they are suitable
for #P-hardness, Turing reductions are too strong for counting classes above in the
polynomial counting hierarchy [11]. Furthermore, #P is known to be closed for ≤pparsi,
but this question is open for ≤pT and known to be equivalent to P = NP (see Section 4).
The authors of [3] have developed a remedy to the difficulty of classifying tightly
some problems in #P (related to the unknown closure of #P for ≤pT ), in particular min-
imality and maximality counting problems, that we will apply in Section 4. It consists
in the counting class #·OptP[log n], which is defined in terms of nondeterministic Tur-
ing machines accepting/rejecting and in the same time outputting a number encoded in
binary. We will call such machines nondeterministic transducers. Then #·OptP[log n]
is the class of functions counting the number of accepting paths outputting the mini-
mal value among all accepting paths, for some nondeterministic transducer running in
polynomial time and outputting values whose binary encoding is of length O(log n) (the
definitions of [3] are more general in order to fit other levels of the polynomial counting
hierarchy and other magnitudes of output length). We will apply the notion of hardness
for #·OptP[log n] according to polynomial parsimonious reductions only.
Our complexity results will be derived by reduction from the following problems.
Cardinality vertex cover (#Card-VC)
Input: A graph G and an integer k.
Output: |{C ∈ VC(G) | |C| = k}|.
Theorem 1 ([2, p. 169]). #Card-VC is #P-complete.
Minimum cardinality vertex cover (#Minimum-VC)
Input: A graph G.
Output: |{C ∈ VC(G) | |C| = m}| with m = min{|C| | C ∈ VC(G)}.
Theorem 2 ([9, by identity reduction from Problem 4]). #Minimum-VC is #P-hard.
Theorem 3 ([3, Theorem 11]). #Minimum-VC is #·OptP[log n]-complete.
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{a, b}0,i for i ∈ [3]
G′(3) = a ≺ b ≺ c ≺ d
Figure 1: Illustration of the construction G′(ℓ) for ℓ = 3 in the proof of Theorem 4.
3 #P-complete feedback arc set problems
Cardinality feedback arc set (#Card-FAS)
Input: A digraph G and an integer k.
Output: |{F ∈ FAS(G) | |F | = k}|.
Feedback arc set (#FAS)
Input: A digraph G.
Output: |FAS(G)|.
The first reduction adapts the classical construction from Karp [5].
Theorem 4. #Card-VC ≤pT #Card-FAS, and #Card-FAS is #P-complete.
Proof. #Card-FAS is in #P since given G = (V,A) and k, one can guess nondetermin-
istically a subset F ⊆ A of size k, and then check in polynomial time that the digraph
(V,A \ F ) is acyclic.
For the #P-hardness, as claimed we construct a polynomial Turing reduction from
#Card-VC which is #P-hard (Theorem 1). Given an instance G = (V,E) and k
of #Card-VC, we consider an arbitrary order ≺ on V and the digraph G′(ℓ) =
(V ′(ℓ), A′(ℓ)) with
V ′(ℓ) = {vi | v ∈ V and i ∈ {0, 1}} ∪ {ei,j | e ∈ E and i ∈ {0, 1} and j ∈ [ℓ]},
A′(ℓ) = {(v0, v1) | v ∈ V } ∪
{
(u1, {u, v}0,j), ({u, v}0,j , v0), (v1, {u, v}1,j), ({u, v}1,j , u0) |
{u, v} ∈ E and u ≺ v and j ∈ [ℓ]
}
,
for ℓ = k+1 (the construction is illustrated on Figure 1). First remark that k is encoded
in binary, but since k ≤ |V | the construction is polynomial in size. The idea is to have, for
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each edge of G, a large set of cycles in G′(ℓ). In G′(ℓ) there are 4ℓ|E| arcs corresponding
to edges of G that are “strictly less interesting” (when1 ℓ > 1) to construct an FAS than
the |V | arcs corresponding to vertices of G. As a consequence, there is a one-to-one
correspondence between the minimum VC of G and the minimum FAS of G′(ℓ). Let
C(κ) be the answer to #Card-VC on G for some integer κ, let F (k′) be the answer to
#Card-FAS on G′(ℓ) for some integer k′, and let
m = min{|C| | C ∈ VC(G)} = {|F | | F ∈ FAS(G′(ℓ))}.
When ℓ > k′ ≥ m, an FAS of size k′ of G′(ℓ) can be seen as:
• κ arcs corresponding to vertices of G forming a vertex cover for some k′ ≥ κ ≥ m,
• k′ − κ arcs corresponding to edges of G (among the 4ℓ|E|),
because with ℓ > k′ it is not possible to intersect all cycles corresponding to an edge of
G with only arcs corresponding to edges of G. We can deduce the following relations
between C(κ) and F (k′):
F (0) = C(0) = 0
. . .
F (m− 1) = C(m− 1) = 0
F (m) = C(m)
F (m+ 1) = C(m+ 1) +
(
4ℓ|E|
1
)
C(m)
F (m+ 2) = C(m+ 2) +
(
4ℓ|E|
1
)
C(m+ 1) +
(
4ℓ|E|
2
)
C(m)
. . .
F (m+ i) = C(m+ i) +
∑i−1
j=0
(
4ℓ|E|
i−j
)
C(m+ j).
It is therefore possible to compute inductively C(κ) from oracle calls to F (1), . . . , F (κ)
(corresponding to #Card-FAS instances G′(ℓ) with integers k′ = 1, . . . , κ), and eventu-
ally compute C(k) after a polynomial time since all calls are done for k′ ≤ k ≤ |V |.
The second reduction employs the Vandermonde matrix method from [9, 12].
Theorem 5. #Card-FAS ≤pT #FAS, and #FAS is #P-complete.
Proof. Again #FAS is in #P since given G = (V,A), one can guess nondeterministically
a subset F ⊆ A, and then check in polynomial time that the digraph (V,A\F ) is acyclic.
For the #P-hardness, as claimed we construct a polynomial Turing reduction from
#Card-FAS which is #P-hard (Theorem 4). Given an instance G = (V,A) and k of
#Card-FAS, we consider the family of digraphs H ′(ℓ) = (V ′(ℓ), A′(ℓ)) with
V ′(ℓ) = V ∪ {ai | a ∈ A and i ∈ [ℓ− 1]},
A′(ℓ) = {(u, a1), (a1, a2), . . . , (aℓ−2, aℓ−1), (aℓ−1, v) | a = (u, v) ∈ A}
(the construction is illustrated on Figure 2). The idea is that an arc a = (u, v) of G is
1If ℓ = 1 then k = 0 and the answer to the #Card-VC instance is trivial.
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G′(4) =
Figure 2: Illustration of the construction H ′(ℓ) for ℓ = 4 in the proof of Theorem 5.
replaced with a path of ℓ arcs in H ′(ℓ) that we will denote
Pa = {(u, a1), (a1, a2), . . . , (aℓ−2, aℓ−1), (aℓ−1, v)}.
Hence for each FAS F of G there corresponds a family Ω(F ) of FAS of H ′(ℓ), with
elements of the form
⋃
a∈A S
′
a where
S′a ∩ Pa 6= ∅ if a ∈ F
S′a ∩ Pa = ∅ if a /∈ F.
The family Ω(F ) consists of (2ℓ − 1)|F | FAS, and the families {Ω(F ) | F ∈ FAS(G)}
partition FAS(H ′(ℓ)). The number of FAS of H ′(ℓ) is therefore
Γ(ℓ) =
|A|∑
i=0
Fi(G)(2
ℓ − 1)i
where Fi(G) is the number of FAS of G of cardinality i ∈ {0, . . . , |A|}, i.e.
Fi(G) = |{F ∈ FAS(G) | |F | = i}|.
The (|A| + 1) × (|A| + 1) matrix M = (Mℓi) with entries Mℓi = (2
ℓ − 1)i for ℓ, i ∈
{0, . . . , |A|} is Vandermonde2 with bases distinct for all ℓ, as a consequence it is nonsin-
gular and from Γ(ℓ) for ℓ ∈ {0, . . . , |A|} we can compute Fi(G) for i ∈ {0, . . . , |A|} in
polynomial time (see [9, Lemma page 781]).
Let us also mention the following variant.
Minimal feedback arc set (#Minimal-FAS)
Input: A digraph G.
Output: |{F ∈ FAS(G) | ∀F ′ ( F : F ′ /∈ FAS(G)}|.
It is proven in [10] that#Minimal-FAS is #P-complete, with a parsimonious reduction
2A matrix (or its transpose) is Vandermonde when its coefficient on the ith row and jth column is of
the form µji for some real numbers µi (indices start with 0 hence coefficients equal 1 on the first column).
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from counting the number of acyclic orientations of an undirected graph, itself proven
to be #P-hard in [6]. #Minimal-FAS belongs to #P since the set of feedback arc sets
is obviously closed by arc addition, hence one can check in polynomial time that for any
a ∈ F the digraph (V,A \ (F \ {a})) is not acyclic.
Theorem 6 ([10, Corollary 1]). #Minimal-FAS is #P-complete.
4 Counting minimum feedback arc sets
Minimum feedback arc set (#Minimum-FAS)
Input: A digraph G.
Output: |{F ∈ FAS(G) | |F | = m}| with m = min{|F | | F ∈ FAS(G)}.
In contrast to counting the number of minimal objects, counting the number of
minimum objects reveals some subtle facts about counting complexity classes. It is
indeed not an obvious task at all to check in polynomial time whether a feedback arc set
F is of minimum size (intuitively this would require to compute m in polynomial time,
but deciding if m ≤ k for a given k is well known to be NP-complete [5]). Fortunately the
literature on counting problems provides appropriate tools to characterize the complexity
of #Minimum-FAS.
From standard technics we derive the following.
Theorem 7. #Minimum-VC ≤pparsi #Minimum-FAS,
#Minimum-FAS is #P-hard and #P-easy.
Proof. The construction G′(2) from the proof of Theorem 4 is a polynomial parsimonious
reduction from #Minimal-VC to #Minimum-FAS, which is therefore #P-hard by
Theorem 2. Indeed, a minimum FAS in G′(2) contains no arc corresponding to edges
of G, hence there is a one-to-one correspondence between minimum FAS in G′(2) and
minimum VC in G.
For the #P-easiness, there is a straightforward polynomial Turing reduction to
#Card-FAS which is in #P (Theorem 4): one can simply call the oracle with the
digraph G = (V,A) for k = 0, 1, . . . until the first time its answer is not zero (which
happens at least when k = |V |), this is the number of minimum FAS.
Although the class #P is closed for polynomial parsimonious reductions (meaning
that A ≤pparsi B and B ∈ #P implies A ∈ #P), the closure of #P for polynomial Turing
reductions is an open question3 (and is equivalent to P = NP, as we will see). For more on
closure properties of #P see [1, 7, 8, 11] The authors of [3] defined the complexity class
#·OptP[log n] (and analogous classes for problems higher in the polynomial counting
hierarchy) for which minimality (or maximality) problems such as #Minimum-FAS
are provably4 complete.
3Note that the analogous question regarding the closure of NP under polynomial Turing reduction is
also open, while NP is known to be closed under polynomial many-one reductions.
4More precisely with a proof of appropriate difficulty, since all these are complete if P = NP. . .
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Theorem 8. #Minimum-FAS is #·OptP[log n]-complete.
Proof. #Minimum-FAS is in #·OptP[log n] since given G = (V,A), one can guess
nondeterministically a subset F ⊆ A, then check in polynomial time that the digraph
(V,A\F ) is acyclic, and reject or output the size of F encoded in binary before accepting.
We already proved in Theorem 7 that #Minimum-VC ≤pparsi #Minimum-FAS,
hence from Theorem 3 #Minimum-FAS is #·OptP[log n]-hard.
Thanks to a result of [3] we can nicely complement Theorem 7.
Corollary 1. If #Minimum-FAS is in #P then P = NP.
Proof. If #Minimum-FAS is in #P then #·OptP[log n] = #P from Theorems 7 and
8 (it straightforwardly holds that #P ⊆ #·OptP[log n]), hence the result follows from a
direct application of [3, Theorem 9] for k = 0.
5 Complexity of counting feedback vertex sets
There is a straightforward polynomial parsimonious reduction from counting feedback
arc sets to counting feedback vertex sets in a digraph. A feedback vertex set (FVS) of a
digraph G is a subset of vertices intersecting every cycle of G (i.e. containing, for every
cycle of G, at least one vertex from its arcs). The reduction, as noted in [10], consists
in considering the line digraph of G = (V,A), denoted L(G) = (V ′, A′) and defined as
V ′ = A, and ((u, v), (v,w)) ∈ A′ for all u, v, w ∈ V such that (u, v), (v,w) ∈ A.
Indeed, there is one-to-one correspondence between the cycles of G and L(G), and a one-
to-one correspondence between the FAS of G and the FVS of L(G). As a consequence
(#P and #·OptP[log n] being closed for ≤pparsi), all the results of this note also apply to
counting the number of feedback vertex sets.
Remark that counting the number of minimum feedback vertex sets is known to be
#P-hard even when restricted to planar digraphs [4].
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