Abstract-The problem of converting a sequence of symbols generated by a Bernoulli source into an unbiased random sequence is well-known in information theory. The proposed method is based on Elias' algorithm [5] in which the sequence of symbols is divided into blocks of length
and Yn conditioned on the event fZn > 0g meaning that a random tree has depth at least n.
Theorem 3:
In the subcritical case, < 1, as n ! 1, the probability distribution of Z n jfZ n > 0g converges to a limit probability distribution, and if E(Z 1 log Z 1 ) < 1, then The probability distribution of the conditioned random variable YnjfZn > 0g is not treated in the standard books on branching processes like [8] and [2] . Nevertheless, the previous theorems and the results regarding the conditioned random variable Z n jfZ n+k > 0g presented in [2] lead us to conclude that in the subcritical case 
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1.
We suggest a new method of constructing an unbiased random sequence which uses ( log ) bits of memory and takes (log log log( )) bit operations per letter.
Index Terms-Efficiency, fast coding, redundancy, unbiased random sequence.
I. INTRODUCTION
We consider the problem of fast and efficient construction of an output sequence z = (z1; z2; 1 1 1 ; zm; 1 1 1) of statistically independent and equiprobable binary digits from an input binary sequence x = (x 1 ; x 2 ; 1 1 1 ; x n ; 1 1 1) generated by a Bernoulli source S which chooses xn from f0; 1g independently with bias p : Prfxn = 1g = p; Prfx n = 0g = 10p for all n; p unknown but fixed, 0 < p < 1. In recent years many investigators have been interested in this problem (see, for example, the survey in [10] and [11] ). In general, the efficiency of such a construction is characterized by redundancy r which is defined as the difference between the Shannon entropy H and the efficiency N introduced by Elias in [5] . Elias in [5] gives the following definition of the efficiency N of method of converting the block x N = (x 1 ; 1 11; x N ) of the input sequence x into the output block z K = (z1; 111 ; zK): N is the average of the ratios K=N , averaged with respect to probabilities of appearing x N in an input sequence. The redundancy, of course, depends on the Bernoulli source, so we consider the maximum (supreme) redundancy over the set of all Bernoulli sources generating letters from f0; 1g, and, for brevity, we call it redundancy, as before. We consider the problem of constructing an unbiased random sequence with arbitrarily small redundancy.
Besides the redundancy, the complexity of the construction can be assessed by the memory size (M ) required by the encoder, as well as by the average time (T ) of encoding one symbol measured by the number In case N = 2 we have the von Neumann mapping (1). Elias proved that the redundancy of this coding is r = O(1=N) and, therefore, r ! 0 when N ! 1. A naive implementation of this method required one to store all 2 N codewords. That is why the memory size of the encoder increases exponentially when N grows. In Section II, we suggest a fast method for the Elias encoding which does not require exponential memory size. This method is based on the method of enumerative encoding from [8] and uses the Schönhage-Strassen method for fast integer multiplication.
II. THE FAST METHOD
Let x = (x 1 ; x 2 ; 11 1;x n ; 11 1) be a sequence of binary digits generated by a Bernoulli source with probabilities Prfxn = 1g = p; Prfxn = 0g = 1 0 p. We shall not encode individual digits, but blocks of length N. Denote by x N such a block. Let x N contain k ones. Let Num (x N ) be a number which corresponds to x N when we lexicographically order set S k . To enumerate the set of binary words of length N with fixed numbers of ones in the lexicographical order we exploit an enumerative code from [2] - [4] , [6] .
If x N has k ones the number Num (x N ) is given by
Num(
Let us enumerate the elements of S2 from the previous example.
According to (2) We suggest a new method for encoding which uses (2). According to our method the codeword code (x N ) for every block x N is constructed as follows: i) We begin by computing the number Num (x N ) in the set S k , if
x N contains k ones.
ii) Let the integer jS k j = N k be presented by 2 j + 2 j + 11 1 + 2 j ; 0 j0 < j1 < 1 11 < jm. If 0 Num(x N ) < 2 j then the codeword code (x N ) is j 0 low-order binary digits of Num (x N ). In particular, if j 0 = 0 then the codeword for x N with Num (x N ) = 0 will be the empty string. If It may be shown that the running time of calculation according to (2) is not greater than cN 2 bit operations, c > 0; c = const. In order to develop a faster method, rewrite (2) in the following way:
We shall define the subsidiary values for t = 1; 1 1 1 ; N needed in the encoding x N as in [9] . Define p(xt=x1; 1 
To compute Num (x N ) we use the fast method of enumerative coding which is proposed in [9] . For simplicity we suppose log N to be an integer. In general, we can add the letters 0 to every word of S k in order to make log N an integer. It does not change jS k j or the complexity of the code. To carry out (3) define the values 
All calculations are performed in the following way: 
It is not difficult to see that So from (6) we obtain Num ((1; 0; 0; 1)) = 3. Of course, the calculation according to the formula (2) gives the same result.
Theorem: Let x = (x1; x2; 11 1; xn; 111) be a sequence of binary digits generated by a Bernoulli source with probabilities Prfx n = 1g = p; Prfx n = 0g = 1 0 p; p unknown but fixed, 0 < p < 1. The proposed method for converting the input sequence x into the sequence z of independent equiprobable output symbols has the following properties: i) the redundancy r = O (1=N) ; ii) the time of encoding per letter T = O(log 3 N log log N) bit operations;
iii) the memory size of the encoder M = O(N log 2 N) bits;
where N is the length of block.
Proof: Obviously, the redundancy of Elias' method and the redundancy of our method are the same. This implies immediately the claim i).
For the sake of simplicity of the proof of ii) we assume that log N is an integer. All calculations are carried out with rational numbers and all s t and s t are fractions and presented as pairs of integers. The Shönhage-Strassen method is used for multiplication (see [1] ). For this method the time T (L) of multiplication of two binary numbers with L digits (and the time of division into a number with L digits) is given by
It is not difficult to see that the notation of every p(x t =x 1 ; 1 11; x t01 ) and q(x t =x 1 ; 111 ; x t01 ) uses 2 log N bits (log N for the numerator and log N for the denominator). That is why the calculation of Similarly, the calculation of i t ; i t ; t = 1; 1 11;N=2 i takes 5(N=2 i ) multiplications of numbers of length 2 i log N bits. From (7) we obtain that the general time of calculations is (5N=2)O(log N log log N log log log N) + (5N=4)O(2 log N log(2 log N) log log(2 log N)) + 1 11(5N=2 i )O(2 i log N log(2 i log N) log log(2 i log N)) + 1 11 + 5O(N log N log(N log N) log log(N log N)) bit operations. It is easy to see that the last value is not greater than O(N log 2 N log(N log N) log log(N log N)) k ; i = 2; 11 1; log N , the same memory is used to store f i01 k ; i01 k ; k = 1; 11 1;N=2 i01 g and f i k ; i k ; k = 1; 111; N=2 i g. The memory size required for computing the codeword code (x N ) using Num (x N ) is O(N) bits (we have to store the binary notation of the integer jS k j = N k ). From this we easily obtain iii) and the theorem is proved.
Let us consider an example of constructing an unbiased random sequence from the given input sequence. Let x = (1; 1; 1; 0; 1; 1; 0; 0; 111):
We shall encode the block of length N = 4. First, we compute Num ((1; 1; 1; 0) ). According to (4)-(6) we obtain Num ((1; 1; 1; 0)) = 3. The binary notation of the integer jS3j is (1; 0; 0). So 0 Num((1; 1; 1; 0)) < 2 2 , and we have to take the first two binary digits of Num ((1; 1; 1; 0)) as a codeword (code ((1; 1; 1; 0)) = (1; 1)). In the same way we calculate code ((1; 1; 0; 0)) = (0; 1). To obtain the output sequence y we have to concatenate all codewords. Finally, we have the output sequence y = (1; 1; 0; 1; 1 1 1).
