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Работа позволяет подвести логическую ос­
нову под использование (нечеткой) условной 
меры |т(а IЬ), попытки применить которую для 
формул неклассических логических исчисле­
ний можно найти, например, в [1 ...3 ]. Харак­
терная их особенность состоит в применении 
классического вероятностного аналога:
U ( p A q )  =  I l ( p ) I l ( q \ p ) ;
_ ( 1)
П (?) = тах(П (р ) П (? 1Р); Шр )1Кя \р ))>
где П (р) -  мера возможности формулы р; 
П (р)П (9 \р) -  то же ^ при условии р  [4].
Однако неизвестны логические исчисления 
и аксиоматии, использующие формулу {q \p } , 
а не меру П(^ | р) ■ Это ограничивает способы 
реализации механюмов вывода, использующих 
условные меры, теми, которые проводят вы­
числения, базируясь на вероятностном ана­
логе (1).
Правила исчисления условных формул.
Начнем с исчисления, применяющего три зна­
чения истинности: О (ложь), 1 (истина), * (не 
определено).
Определение 1. Формула {«lb} задается 
посредством табл. 1. Тазшм образом, семантика 
формулы {а 1Ь} такова: формула {а \ Ь) прини­
мает значения формулы а всякий раз, когда 
Ъ истинна; значение «ложь», если ложна а; 
значение «не определена» -  во всех других 
случаях.
Табл. 1 не допускает редукции к классиче­
скому двухзначному исчислению из-за неопре­
деленности значения {а ] Ь) при а = 1, 6 = 0.
Таблица 1
Таблица истинности трехзначного исчисления
а ь а\Ь
0 0 0
0 1 0
0 ф 0
1 0 Ф
1 1 1
1 ♦ Ф
♦ 0 Ф
ф 1 Ф
ф ф Ф
Для того чтобы построить нужную аксиома­
тику для формул, содержащих {а\Ъ), будем 
использовать вычисления значений формул 
flvZ ), Д&6 и а в трехзначной логике [5], реа­
лизованные в табл. 2.
Таблица 2
Значения формул в трехзначной логике 
Лукасевича
а ь а&Ь о уЬ а
0 0 0 0 1
0 1 0 1 1
0 ф 0 Ф 1
1 1 1 1 0
1 ф Ф 1 0
ф ф Ф Ф ф
Ниже приводится совокупность аксиом, 
справедливых для формулы { а \ Ь } , с учетом 
данных табл. 2:
1) {а 1 true) =  а ;
2) {а \а }  = а;
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Ъ) {а \ b }\b  = {а \ Ь) ■,
4) {а 16} = { 6 1 а} V а ;
5) {а\Ь} 8са = {а\Ь)\
6) {a \b }& b  = a8cb-,
7) {а  I а  V 6 }  =  а  ;
?,) {а\Ь)&.{с\а} = {а8сс\Ь&.а) = {а8сс\Ь}-,
9) {а \ b}\f {с \Ь} = {а с \Ь}-,
10) {а &.Ь\с) = {а\Ь &.с) 8сЬ ■,
11) {а\Ь} = {а \Ь \/  а)-,
12) {а\Ь} &,{с\Ь) = {а &.с\Ь}-,
13) {а\Ь} 8l { c \d }  = {а &. с\Ь  &. d} •,
14) {а \Ь }\/  Ь = {aw b \b } \
15) [a \c w  d} = {a \c )w  { a \d } \
16) {false I b) =  fa lse .
Примечания. 1. Чтение формул {F|G} не вызывает 
проблем, если иметь в виду, что F я G -  произвольные, 
правильно записанные формулы исчисления. Поэтому 
{а &с\а\ /  Ь) -  это не то же, что {а} & {с [ а  v  Ъ) либо 
{a&,c\a}vb. 2. Каждая из аксиом 1...15 непосредст­
венно проверяется через определение {а\Ь} из табл. 1.
3. Очевидно, а -> І1 и {а\Ь} различаются, например, для 
Ь = * и а  = 0 ( а - > Ь  равно *, а {а | 6} = 0  в этом случае).
Теорема 1. Формула {а \ Ь) не выражается
посредством только операций ,v ,&  и пере­
менных а, Ьс константами false и true.
Доказательство. Имеется набор а = 1, 6 = 0, 
на котором {а \ Ь) равна *, тогда как операции
, V ,  & на этом наборе не дают значение *.
Значения формулы ф на наборе I  будем 
обозначать как va/(q>[/]) либо уа/(ф ), если не 
важно, о каком наборе идет речь. Кроме того, 
считаем, что val{false) = 0 ; val(*) = 0,5 и 
val{true)=-\.
Теорема 2. Система функций S = { ,w,&,{a \ Ь} } 
является замкнутой, но не полной.
Доказательство. Неполнота устанавливает­
ся, например, из невозможности представления 
в S функции
* при X =  О, 
х  +  1 =  Н п р и х  =  *; 
о при х - \
на наборе, состоящем только из «*», так как 
каждая из функций в S на таком наборе равна *, 
х + 1 = 1.
Функциональная замкнутость означает, что 
любая суперпозиция функций из S не выходит 
за пределы S, т. е. снова дает функцию из S. 
Доказательство проверяется непосредственной, 
но трудоемкой проверкой.
Из теоремы 2 следуег, что не всякое рассу­
ждение с тремя значениями истинности можно 
формализовать в рассматриваемом исчислении. 
Функциональная замкнутость, напротив, по­
зволяет строить выводы, оставаясь в пределах 
рассматриваемого класса функций.
Определение 2. Формула ф определенно 
следует (—>) из формул А = {а^ ,0 2 ,...,а„}, если 
на каждом наборе, где va/{o, &П2 —
0,5 V уц/(ф) Ф 0,5 имеет место
va/{a, &  ^ 2 &  — &  <  уа/(ф ). (2)
Определение 3. Множество формул 
A = {oj,a2 ,...,a„} определенно противоречиво, 
если А —> false.
Лемма 1. А->Ц) = А&Ц)-> false.
Доказательство. Пусть A -> ę .  Тогда 
val(A) < val((p).
Если val(A) = о , то false -> false.
Если val(A) = *, то val(A)-*  и уо/(ф) = 
-false.
Если val{A) = true, то val(A)-*  и 
уа/(ф) = false.
Пусть A & ę -^  false. Тогда на любом набо­
ре val{A)- false w val((f)-false. Если val(A)- 
= false, TO val(A) < уа/(ф ), каково бы ни было 
уц/(ф).
Если val(ę) = false, то val{A) = * и, следо­
вательно, val(A)śval(<p), каково бы ни было 
значение val{A). Лемма доказана.
Лемма 1, как и в классическом двухзначном 
пропозициональном исчислении, указывает на 
то, что для определения следования нужно по­
пытаться установить противоречивость расши­
ренной системы.
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Оказывается, что для этой цели вполне ло­
гично ограничиться методом резолюций Ро­
бинсона [3].
Теорема 3. Если [A & ę-^  falsef в трех- 
значном пропозициональном исчислении, то 
[^& ф ->  falsef в двухзначном, и наоборот.
Доказательство. Пусть [А&ц>-^falsef.
Тогда val{A) = false w val{(f) = false на любом 
наборе. Если любой такой набор содержит «*», 
то это значение можно заменить на «true» или 
{false» и при этом по-прежнему val(A) =
= falsewval(ę) = false, ибо иначе не имело бы 
места [^ & ф ^  falsef . А это равносильно ус­
ловию [А fa lse f .
Теперь пусть [^& ф -^ falsef .Тогда val{A) -  
= false V  та/(ф) = false. Заменяя значения фор­
мул из А на «*», можно добиться, разве что, 
val(A)-* и/или уа/(ф) = *. При этом наборы, 
где val(A) = *&val(ę) = *, в силу определения 
2 не учитываются, поэтому по-прежнему на 
остающихся трехзначных наборах val(A) = 
= false V  уа/(ф) = false. Теорема доказана.
Итак, нами получены следующие резуль­
таты:
1. Введено трехзначное логическое исчис­
ление, содержащее формулу {а\Ь}, не выра­
жаемую через ,v,«&.
2. Сформулированы определения выводи­
мости (следования) в таких исчисленьях.
3. Для подобных систем показано, как стро­
ить логику вывода.
Практические аспекты использования.
Используя правила задания формулы {а\Ъ}, 
можно получить нечеткую условную меру 
ц(а|6) в виде
 ^ 1,4 {\1{а&Ь),(а^\'^Ъ^0)8с(аФ*\/Ъ^0У,
н(а о) = i
[0 ,5 ,(a = l& 6  = 0 )v (a  = * & 6 -0 ) ,
причем ц(0) = О, ц(*) = 0 ,5 , ц(1) = 1.
Обобщая на непрерывный случай, имеем 
следующее:
р(а16) =
о прир(6) = 0,
0,5 п ри 0< ц (6)< 0Д
Это определение интерпретирует факт, что 
при стремлении р(6) -» 1  \х{а\Ь) тоже стремится 
к значению р (а ). Таким образом, если, напри­
мер, ц (й |6 ) = 0,8 и р(6) = 0 ,6 , то получим 
ц(а) = 0,56. И наоборот, зная р(а | Ь) и ц (а ), 
определяем р(й) -  нечеткую меру посылки.
Полученш>іе зависимости легко переводятся 
на многопосылочный случай с использованием 
формулы Шортлиффа [3]
\х.(а \Ь,с) = \i{a IЪ) + (т(а | с) -
-  \ Ь)8с{а\ с}) =  ц(а | Ь) + р(а [ с) -
-  тіп (ц {п  IЬ}; \х{а | с}) и т. д.
Приведенные результаты могут быть без 
труда переведены в плоскость практического 
использования; когда отсутствует статистиче­
ский материал для использования формулы 
Байеса, можно опираться на субъективные 
оценки [і{а \ Ъ) и находить нечеткую меру ин­
тересующего параметра.
При этом необходимо заранее знать значе­
ние меры ц(а) (р (6 )). Эти значения можно оп­
ределить на основе известных подходов [3, 6]. 
Обе техники связывают вычисления нечеткой 
меры принадлежности с вероятностью (плотно­
стью вероятности). В [6] для этого использует­
ся формула
пзах(р^)
где (дг) -  эмпирическая плотность вероятно­
сти распределения случайной величины х = Х  \ 
тах(рд-) -  максимальное значение плотности
вероятности для некоторого X*.
Способ эмпирического вычисления р^ 
описан в [7].
Для дискретной случайной величины вы­
числение р(х) удобно реализовать на основе 
метода Яггера [1, 3]. Эксперт формирует мно­
жество уровней A q j , Ą ) 2 , — , A j o ,  в  каждый из
которых заносит те значения дискретной пере­
менной, которые, с его точки зрения, соответ­
ствуют данному уровню. А затем рекурсивно 
вычисляется величина
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Т=Т-^ — 
к
где 7] -  эмпирическая частота появления і-го 
значения дискретной переменной (сначала за­
дают Tj = 0); к ~ количество различных эле­
ментов (значений дискретной переменной), по­
павших в данное множество уровня .
При вычислении 2J просматриваются все 
множества уровня.
Затем полагаем
где М  -  количество различных множеств уров­
ней (на практике обычно задают М = 10).
Наконец, рассчитываем меры принадлежно­
сти ц:
ц, =n*p{Ą);
ІІ2={п-\)*р(Р^) + р(Р^ У,
н , = ( » - і  +  і) Х П ) + І ! р № ) ,
1=1
где п -  число различных дискретных значений 
переменной; р,- -  мера принадлежности, соот­
ветствующая множеству 4 , .
Нечеткая мера, соответствующая значению 
у дискретной переменной, равна значению Ру,
соответствующему множеству , с макси­
мальной величиной уровня , которая содер­
жит у .
в ы в о д
Таким образом, представленный теоретиче­
ский материал достаточен для решения общей 
задачи принятия решений в системах, исполь­
зующих условные меры.
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