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Christoffel Function Asymptotics and Universality for
Szego˝ Weights in the Complex Plane
Elliot M. Findley
Abstract
In 1991, A. Ma´te´ precisely calculated the first-order asymptotic behavior of the
sequence of Christoffel functions associated with Szego˝ measures on the unit circle.
Our principal goal is the abstraction of his result in two directions: We compute the
translated asymptotics, limn λn(µ, x+ a/n), and obtain, as a corollary, a universality
limit for the fairly broad class of Szego˝ weights. Finally, we prove Ma´te´’s result for
measures supported on smooth curves in the plane. Our proof of the latter derives,
in part, from a precise estimate of certain weighted means of the Faber polynomials
associated with the support of the measure. Finally, we investigate a variety of appli-
cations, including two novel applications to ill-posed problems in Hilbert space and
the mean ergodic theorem.
iii
1 Introduction
Let µ be a compactly supported, Borel measure in the complex plane. We are in-
terested in the precise asymptotic behavior of the associated sequence of Christoffel
functions, {λn(µ, z)}∞n=0. When µ is supported on the real line, the Christoffel func-
tions are defined as follows:
λn(µ, x) = inf
1
|P (x)|2
∫
|P |2 dµ, (1.0.1)
where the infimum is evaluated over all polynomials P of degree at most n − 1 that
do not vanish at x. For measures supported on the unit circle or any smooth home-
omorphic image thereof, the infimum ranges over the complex polynomials and the
definition is slightly modified:
λn(µ, z) = inf
1
|P (z)|2
1
2pi
∫
|P |2 dµ. (1.0.2)
(In much of the literature, the latter is denoted ωn(µ, e
iθ) when µ is supported on the
unit circle. We will adhere to this convention in chapter 2, but revert to the notation
of (1.0.2) in the final chapter.)
From interpolation and quadrature to stochastic processes and statistical infer-
ence, this simple sequence has diverse utility. For the simplest example, we look to
orthogonal polynomials. Let {pn}n denote the sequence of orthonormal polynomials
associated with µ. If we expand P (x) in (1.0.1) in terms of this sequence, then elemen-
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tary linear algebra provides the following representation of the Christoffel functions:
1
λn(µ, x)
=
n−1∑
k=0
|pk(x)|2. (1.0.3)
(When µ is supported on a homeomorphic image of the unit circle, as in (1.0.2), we
will take pn orthonormal to µ/2pi, so that this identity will hold for all measures,
regardless of the support.) The relationship between Christoffel functions and or-
thogonal polynomials is deep. Indeed, Paul Nevai, in his very helpful survey of the
contributions of Ge´za Freud ([14]), easily derives Szego˝’s seminal theory of orthogo-
nal polynomials on the unit circle entirely from a consideration of Christoffel-function
asymptotics.
For a stellar exploration of further applications of Christoffel function asymptotics,
we refer the reader to Grenander’s and Szego˝’s treatise on Toeplitz matrices ([5]).
Before proceeding to our main results, we will showcase the versatility of this subject
with a few more examples, the first taken from classical approximation theory.
1.1 Classical Approximation
Consider some orthonormal basis of polynomials {pk} with respect to the measure µ.
We may approximate any f ∈ L2(µ) by the following polynomials:
Sn =
n−1∑
k=0
ckpk, where ck :=
∫
f(x)pk(x) dµ(x).
Sn is a linear function of f , so we may define the linear operators Ln(f) := Sn and
associated norms
Ωn(x) := sup
‖f‖L∞(µ)≤1
|Ln(f)(x)|,
called the Lebesgue functions. {Ln} are integral operators, with associated kernels
Kn(x, t) :=
n−1∑
k=0
pk(x)pk(t),
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called the reproducing kernels associated with µ. The reproducing kernels are deter-
mined uniquely by their salient property:∫
Kn(x, t)P (t) dµ(t) = P (x)
for any polynomial P of degree less than n. Let Pn denote the best uniform approx-
imant of f by polynomials of degree at most n − 1, with error En(f). The error of
approximation of f by its partial sums is determined by |Sn− f |. Since Ln(Pk) = Pk,
|Sn − f |(x) ≤ |Sn − Pn|(x) + |Pn − f |(x) ≤ (Ωn(x) + 1)En(f),
Now,
Ωn(x) =
∫
|Kn(x, t)| dµ(t) ≤
(
µ(C)
∫
|Kn(x, t)|2 dµ(t)
)1/2
=
(
µ(C)
n−1∑
k=0
|pk(x)|2
)1/2
=
(
µ(C)
λn(µ, x)
)1/2
, (1.1.4)
where C is the complex plane. Thus, lower bounds on the series of Christoffel func-
tions imply upper bounds on the rate of convergence of a Fourier series. In fact, the
Christoffel and Lebesgue functions sustain a more intimate relationship than the triv-
ial inequality, (1.1.4), suggests: For a class of measures, µ, supported on the interval,
[−1, 1], P. Nevai proves in [14, p. 12] that λn(µ, x) Ωn(x)2 = o(1) as n → ∞. The
asymptotic behavior of the sequence of Christoffel functions has profound implications
for approximation theory. For another (perhaps the oldest) example, let us consider
integral quadrature ([4]).
1.2 Quadrature
Presume that the compact support of µ lies in the interval [−1, 1] so that the zeros
of pn(x), denoted x1 < x2 < · · · < xn, are real. Let lk denote the k-th Lagrange
polynomial: the unique polynomial of degree at most n that vanishes at xj when
3
j 6= k and equals 1 at xk. Any polynomial of degree at most n can be precisely
interpolated at {xk}nk=1 as follows:
p(x) =
n∑
k=1
p(xk) lk(x).
Since {lk} is an orthogonal set with respect to µ, this implies the following quadrature
formula: ∫
p(x)2 dµ(x) =
n∑
k=1
p(xk)
2λnk,
where λnk =
∫
l2k dµ are the Christoffel-Cotes numbers. The Christoffel-Darboux
identity is fundamental for measures supported on the real line:
Kn(x, t) = cn
pn(x) pn+1(t)− pn(t) pn+1(x)
x− t , (1.2.5)
where cn is constant. It implies that Kn(xj, xk) = 0 whenever j 6= k. Therefore,
lk(x) = λn(µ, xk)Kn(x, xk). Squaring both sides and integrating against µ gives λnk =
λn(µ, xk). The asymptotic behavior of Christoffel functions is clearly central to the
convergence of quadrature schemes.
1.3 Universality
The asymptotic behavior of the reproducing kernels, Kn, plays a significant role in
the theory of random matrices and statistical mechanics. The so-called “universality”
limit is especially important: For certain classes of measures,
lim
n→∞
Kn(x+ a/n, x+ b/n)
Kn(x, x)
=
sin
(
(a− b)/√1− x2)
(a− b)/√1− x2 , (1.3.6)
uniformly as a and b range over a compact interval. D.S. Lubinsky recently advanced
the frontier of universality limits by means of a very simple relationship between Kn
and the Christoffel functions, λn. (See [10].) For two measures µ ≤ µ∗ and their
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associated Christoffel functions λn and λ
∗
n,
|Kn(x, y)−K∗n(x, y)|
Kn(x, x)
≤
(
λn(x)
λn(y)
)1/2(
1− λn(x)
λ∗n(x)
)1/2
.
Universality follows if the translated limit limn→∞ nλn(µ, x+ a/n) can be calculated.
Lubinsky does so, and proves (1.3.6) for a large class of measures. Among the primary
contributions of this dissertation is the extension of Lubinsky’s technique to a still
broader class of measures–at present, the most general class–Szego˝’s class ([3]). Our
final application concerns the asymptotic spacing of the zeros of pn.
1.4 Zero-Spacing
The spacing of the zeros, xnn < xn−1,n < · · · < x1n, of pn(x) has received much
attention in classical analysis. E. Levin and D. Lubinsky ([9]) were the first to compute
the precise value of limn→∞ n (xkn− xk+1,n), from universality limits. The connection
between universality and zero-spacing is fairly transparent: the Christoffel-Darboux
identity, (1.2.5), implies that Kn(xkn, xk+1,n) = 0. Universality suggests that this is
possible only if n (xkn− xk+1,n) ∼ pi
√
1− x2 as n→∞. In 2.5, we follow Levin’s and
Lubinsky’s technique to prove the following, the most general result presently known:
for almost every x ∈ [−1, 1], if
|xkn − x| = O
(
1
n
)
, (1.4.7)
for some sequence k = k(n), then
lim
n→∞
(xkn − xk+1,n) n
pi
√
1− x2 = 1. (1.4.8)
For another application of Lubinsky’s technique, see [22]. Such applications of our
subject abound. Later, we will furnish a novel application of Christoffel-function
asymptotics to ill-posed problems in operator theory. First, let us briefly review the
history of this subject.
5
1.5 A Brief History
The asymptotic behavior of {λn(µ, z)}n differs dramatically according to whether z
is contained in the support of µ or not. If, for instance, µ is supported on the unit
circle and |z| < 1, Szego˝ proved ([11, p. 434]) that
lim
n→∞
λn(µ, z) = (1− |z|2)|D(µ, z)|,
where D(µ, z) is the Szego˝ function associated with µ,
D(µ, z) = exp
{
1
4pi
∫ pi
−pi
eiθ + z
eiθ − z log µ
′(θ) dθ
}
, (|z| < 1).
On the support, when |z| = 1, the situation is much simpler: λn(µ, z) → µ({z}).
What is the rate of this convergence? Szego˝ again found the correct formula: for
absolutely continuous measures with sufficiently smooth, positive weights, µ′,
lim
n→∞
nλn(µ, e
iθ) = µ′(θ). (1.5.9)
As we have seen, this result has profound implications for a variety of subjects. Con-
sequently, many have attempted to extend Szego˝’s calculation to ever-broader classes
of measures.
The most precise asymptotic formulas for the sequence of Christoffel functions
were given by Freud in his dissertation and reiterated in his treatise on orthogonal
polynomials, [4, p. 271]. Let µ be an absolutely continuous measure supported on
[−1, 1] whose weight, µ′, is in Lip(α) and satisfies µ′(x) ≥ Q(x)2 for some polynomial
Q(x). He proves the the following representation [4, p. 254]:
1
λn(µ, x)
=
n
pi
1
µ′(x)
√
1− x2 +O(n
1−α) (α < 1)
1
λn(µ, x)
=
n
pi
1
µ′(x)
√
1− x2 +O(log n) (α = 1).
6
In particular,
lim
n→∞
nλn(µ, x) = pi
√
1− x2µ′(x), (1.5.10)
the analogue of Szego˝’s result for measures supported on [−1, 1]. (In fact, the two
results are equivalent by virtue of a simple formula we will cite in the next chapter.)
After Freud, the next substantial advancement was made by Ma´te´ and Nevai in [12].
Szego˝’s class consists of measures supported on the unit circle whose weights satisfy
Szego˝’s condition, ∫ pi
−pi
log µ′(θ) dθ > −∞. (1.5.11)
Ma´te´ and Nevai nearly obtained a full generalization of (1.5.9) for the Szego˝ class:
they proved, for almost every θ ∈ [−pi, pi], that
e
pi
µ′(θ) ≤ lim inf
n→∞
nλn(µ, e
iθ) ≤ lim sup
n→∞
nλn(µ, e
iθ) ≤ µ′(θ). (1.5.12)
Their result constitutes a dramatic improvement. Although they do not obtain the
precise value of the limit (1.5.9), their hypothesis—Szego˝’s condition—is far less re-
strictive than Freud’s: it makes no assumptions on the smoothness of the weight.
In particular, (1.5.12) applies to every measure whose weight is bounded below by a
positive constant.
The holy grail was finally recovered in 1991 by the circuitous and technical ar-
gument of Ma´te´ which establishes (1.5.9) for Szego˝’s class in his landmark paper
authored jointly with Paul Nevai and Vilmos Totik ([11]). Nevai uses Ma´te´’s result to
prove (1.5.10) via the simple formula to which we have already alluded. Totik further
shows that Szego˝’s condition is unnecessarily restrictive: log µ′ need only be integrable
over an open interval containing x. Under this condition, he proves (1.5.10) for the
much larger class of regular measures, studied by Ullman ([23]). (This class is far
broader than Szego˝’s: µ is regular if its Christoffel functions satisfy the very general
condition lim infn→∞ λn(µ, x)1/n ≥ 1.) Since their paper, no further generalizations
have been proved.
This dissertation comprises two papers by the author ([2, 3]) which substantially
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improve upon the result of Ma´te´ ([11]) in the following aspects: In [3], we combine
Ma´te´’s approach with that of D. Lubinsky in [10] to prove the most general universality
limit to date. In [2], we adapt Ma´te´’s technique to obtain (1.5.9) for the class of
measures supported on smooth curves satisfying a modified Szego˝ condition. This is
among the first calculation of the precise value of limn→∞ nλn(µ, z) for measures with
general supports. Totik was the first to compute this value for measures supported
on disjoint, real intervals ([21]). The only other result of this type was obtained by
Golinskii for Chebyshev-type weights on circular arcs ([6]).
8
2 Universality
In this chapter, µ denotes a finite Borel measure supported on either the unit circle
(equivalently on (−pi, pi)) or the interval [−1, 1]. µ′ is the weight associated with its
absolutely continuous part. If µ is supported on [−1, 1], the Christoffel functions are
defined by
λn(µ, x) = inf
∫
|Pn−1|2 dµ,
where the infimum is taken over all complex polynomials of degree at most n−1 which
equal unity at x. For measures supported on the unit circle, the integral is evaluated
with respect to µ/2pi, and the Christoffel functions are denoted by ωn(µ, z).
Let {pn} be the orthonormal polynomials associated with the measure µ. For µ
supported on the interval, [−1, 1], they are defined (up to a constant multiple of unit
modulus) by the conditions∫
pn(t)t
kdµ(t) = 0 and
∫
|pn|2 dµ = 1.
for all 0 ≤ k < n. As before, for measures on the unit circle, the integrals are evaluated
with respect to µ/2pi. The reproducing kernels for µ are defined by
Kn(x, t) =
n−1∑
k=0
pk(x)pk(t),
and are related to the Christoffel functions λn(x) := λn(µ, x) by
1
λn(x)
= Kn(x, x). (2.0.1)
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The reproducing kernels are so named because of their salient feature: For all poly-
nomials, P , with degree at most n− 1,∫
P (x)Kn(x, t) dµ(x) = P (t).
We will investigate measures whose weights satisfy Szego˝’s condition locally, that
is, ∫
I
log µ′(θ) dθ > −∞,
for some interval I. Our results require that the measures also be regular in the sense
of Ullman ([23]). For a comprehensive treatment of the theory of regular measures,
see the book by Stahl and Totik ([19]). Regularity of a measure µ with compact
support K is equivalent to the following condition: For every sequence, {Pn}∞n=1, of
polynomials whose degrees are not greater than their indices,
lim sup
n→∞
(‖Pn‖K
‖Pn‖µ
)1/n
≤ 1, (2.0.2)
where
‖P‖2µ =
∫
|P |2 dµ and ‖P‖K = sup
z∈K
|P (z)|.
The class of regular measures is far larger than Szego˝’s class.
D. S. Lubinsky, in [10], established the following inequality relating the reproducing
kernels of two measures, µ ≤ µ∗, to their associated Christoffel functions, λ and λ∗:
|Kn(x, y)−K∗n(x, y)|
Kn(x, x)
≤
(
λn(x)
λn(y)
)1/2(
1− λn(x)
λ∗n(x)
)1/2
.
He also proves the following asymptotic formula for translated Christoffel functions
of regular measures whose weights are positive and continuous on some interval, I:
lim
n→∞
nλn(x+ a/n) = pi
√
1− x2µ′(x), (2.0.3)
uniformly for x ∈ I and a in a compact subset of R. With these two formulae, he
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obtains a universality result for the aforementioned class of measures. The goal of
this chapter is to prove Lubinsky’s result for the broader class of regular measures
which satisfy Szego˝’s condition locally. This is a substantial relaxation of Lubinsky’s
hypotheses: it obviates the requirement of continuity in favor of a less restrictive local
Szego˝ condition.
Theorem 2.0.1 Let µ be a regular Borel measure on [−1, 1] satisfying Szego˝’s con-
dition, ∫
I
log µ′(t) dt > −∞
on an open interval I ⊂ [−1, 1]. Fix A > 0. Then, for almost every x ∈ I,
lim
n→∞
Kn(x+ a/n, x+ b/n)
Kn(x, x)
=
sin
(
(a− b)/√1− x2)
(a− b)/√1− x2 , (2.0.4)
uniformly for a, b ∈ [−A,A].
The vehicle of this extension is the result of Ma´te´, Nevai and Totik ([11]) which estab-
lishes the limit (2.0.3) (with a = 0) for regular measures satisfying Szego˝’s condition
on an interval I at almost every x ∈ I. We will extend the techniques of these au-
thors to obtain (2.0.3) for the broader class of regular, locally Szego˝ measures and
then mimic Lubinsky’s procedure to establish universality on I. Finally, we adapt
the technique of Levin and Lubinsky ([9]) to prove a result on the distribution of the
zeros of orthogonal polynomials associated with locally Szego˝ weights.
2.1 Translated Asymptotics
In this section we establish the asymptotics (2.0.3) of the translated Christoffel func-
tions for measures on the unit circle which satisfy Szego˝’s condition.
Let dµ(x) = µ′(x)dx + dµs(x), where µs is the singular part of µ with respect to
Lebesgue measure and µ′(x)dx is its absolutely continuous part. It is known (see [17,
Theorem 8.6]) that
µ′(t) = lim
τ→0
µ([t, t+ τ ])
τ
(2.1.5)
11
for almost all t (here, for τ < 0, define µ([t, t+ τ ])/τ by µ([t+ τ, t])/|τ |). Recall that
t is a Lebesgue point of µ′ if
lim
τ→0
1
τ
∫ τ
0
|µ′(t+ u)− µ′(t)|du = 0. (2.1.6)
We use the following terminology: t is a Lebesgue point of µ if the limit in (2.1.5)
exists at t, and with this limit as µ′(t), (2.1.6) is true. Thus, almost all points are
Lebesgue points of µ.
Theorem 2.1.1 Let µ be a measure on (−pi, pi) satisfying Szego˝’s condition. Fix
A > 0. Then, for almost every t ∈ (−pi, pi), we have
lim
n→∞
nωn
(
µ, ei(t+a/n)
)
= µ′(t), (2.1.7)
uniformly for a ∈ [−A,A].
Furthermore, (2.1.7) holds at every t which is a Lebesgue point of µ and for which
eit is a Lebesgue point of the Szego˝ function (see (2.1.9)) associated with µ.
The upper limit actually holds for all finite Borel measures. This follows from the
next lemma, an improvement of Lebesgue’s result on the convergence of Feje´r means
(see [17, p. 244]). In what follows, σn(µ, z) is the n-th Feje´r mean of the measure µ,
given by
σn(µ, z) =
∫
Fn(z − t) dµ(t)
with normalized kernels
Fn(t) =
1
2pi(n+ 1)
sin2 ((n+ 1)t/2)
sin2(t/2)
.
Lemma 2.1.2 Let µ be an absolutely continuous Borel measure on (−pi, pi) such that
µ′(0) := lim
t↘0
µ([−t, t])
2t
,
exists. Then the translated Feje´r means σn(µ, e
ia/n)→ µ′(0) as n→∞ uniformly for
12
a ∈ [−A,A].
The proof requires a result concerning Hardy’s maximal function which is defined–for
a measure µ supported on the real line–by
Mµ(x) = sup
t>0
µ([x− t, x+ t])
2t
.
Lemma 2.1.3 Let f be an even, positive function on [−pi, pi], decreasing away from
0. Then, for any measure µ supported on an interval I = [−t, t] ⊆ [−pi, pi], we have∫
I
f dµ ≤Mµ(0)
∫
I
f(t) dt.
Proof. Let I = I1 ⊇ I2 ⊇ · · · ⊇ In be a nested sequence of symmetric intervals and
choose positive numbers a1, . . . , an, such that f(t) ≤ s(t) :=
∑
k akχIk(t). Then∫
f dµ ≤
∑
k
akµ(Ik) ≤Mµ(0)
∑
k
ak|Ik| = Mµ(0)
∫
s(t) dt,
where | · | denotes Lebesgue measure. Since f decreases away from 0 and is even,
there is a sequence of simple functions sn of the form sn =
∑
k akχIk which dominate
f and for which
∫
sn(t)dt→
∫
f(t)dt. This establishes the lemma.
Proof. (Lemma 2.1.2) Without loss of generality assume µ′(0) = 0 (subtract a
constant if necessary). We begin with the claim that for some constant C > 0,
Fn(t) ≤ min
(
n+ 1,
pi
2(n+ 1)t2
)
≤ C(n+ 1)
1 + (n+ 1)2t2
(2.1.8)
for every t ∈ [−pi, pi] and n ≥ 0. To see the first inequality, observe that ∣∣sin t
2
∣∣ ≥ 1
pi
|t|
for all t ∈ [−pi, pi]. Thus,
Fn(t) ≤ 1
2pi(n+ 1)
pi2
t2
.
But the kernel Fn is the average of the first n+ 1 Dirichlet kernels, so its maximum is
achieved at 0 and is equal to (n+ 1)/2pi. This proves the first inequality. The second
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inequality is true for any C > 1 + pi/2. Indeed,
n+ 1 <
pi
2(n+ 1)t2
⇒ C(n+ 1)
1 + (n+ 1)2t2
>
C(n+ 1)
1 + pi/2
> n+ 1.
On the other hand,
x ≥ pi
2
⇒ (2 + pi)x ≥ (1 + x)pi ⇒ 1
1 + x
≥ pi/(2 + pi)
x
,
and so
pi
2(n+ 1)t2
≤ n+ 1 ⇒ (n+ 1)2t2 ≥ pi
2
⇒ C(n+ 1)
1 + (n+ 1)2t2
≥ Cpi/(2 + pi)
(n+ 1)t2
≥ 1
(n+ 1)t2
pi(1 + pi/2)
(2 + pi)
=
pi
2(n+ 1)t2
.
This establishes (2.1.8).
Now, choose  > 0 and let I0 = [−a0, a0] be an interval centered at 0 such that
µ(I) < |I| for every symmetric interval I ⊆ I0. Define µ0 = µ I0 and µ1 = µ−µ0. We
show that σn(µ0, e
ia/n) and σn(µ1, e
ia/n) converge to zero uniformly for a ∈ [−A,A].
Since µ = µ0 + µ1, this will establish the lemma. Using (2.1.8), we find
σn(µ1, e
ia/n) =
∫
[−pi,pi]\I0
Fn(t− a/n) dµ(t) ≤
∫
|t|>a0
f (a)n (t) dµ(t),
where the functions
f (a)n (t) =
C(n+ 1)
1 + (n+ 1)2(t− a/n)2
tend to zero uniformly for a ∈ [−A,A] and |t| > a0. So do their integrals, which
establishes the convergence for µ1.
To handle the integral with µ0, define
Ln(t) := sup
a∈[−A,A]
f (a)n (t) =

C(n+ 1), if |t| ≤ A/n,
C(n+1)
1+(n+1)2(|t|−A/n)2 , if |t| > A/n.
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The functions Ln are even and decreasing away from 0, so we may apply Lemma 2.1.3
together with the estimate Fn(t− a/n) ≤ Ln(t) to obtain
σn(µ0, e
ia/n) =
∫ pi
−pi
Fn(t− a/n) dµ0(t) ≤
∫
I0
Ln(t) dµ(t) ≤ |I0|
∫
I0
Ln(t) dt,
for all a ∈ [−A,A]. But,∫
I0
Ln(t) dt ≤
∫ pi
−pi
Ln(t) dt = AC
n+ 1
n
+ 2
∫ pi
A/n
C(n+ 1)
1 + (n+ 1)2(t− A/n)2 dt
≤ 2AC + 2
∫ ∞
0
C
1 + u2
du
which is finite and independent of n. Since  is arbitrary, this completes the proof.
Lemma 2.1.4 Let µ be a finite Borel measure on [−pi, pi]. Then, at every Lebesgue
point t ∈ [−pi, pi] of µ′,
lim sup
n→∞
nωn
(
µ, ei(t−a/n)
) ≤ µ′(t),
uniformly for all a ∈ [−A,A].
Proof. Without loss of generality, we may assume that µ is absolutely continuous.
Fix a Lebesgue point of µ′, t ∈ [−pi, pi], and define the polynomial P by
P (ζ) =
1
n
n−1∑
j=0
e−ij(t−a/n)ζj.
P (ei(t−a/n)) = 1 and
∣∣P (eiθ)∣∣2 = (sin n(t−a/n−θ)2
n sin t−a/n−θ
2
)2
=
2pi
n
Fn−1(t− a/n− θ),
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so that
nωn
(
µ, ei(t−a/n)
) ≤ n
2pi
∫ ∣∣P(eiθ)∣∣2 dµ(t) = σn−1(µ, ei(t−a/n))
By Lemma 2.1.2, the right hand side converges to µ′(t) (uniformly for a ∈ [−A,A]),
which completes the proof.
The proof of the lower bound relies heavily on the Szego˝ function associated with
the measure µ:
D(z) = Dµ(z) = exp
{
1
4pi
∫ pi
−pi
eiθ + z
eiθ − z log µ
′(θ) dθ
}
, (|z| < 1) (2.1.9)
For measures satisfying Szego˝’s condition, this function is in Hardy’s class, H2 (see e.g.
[17, 242-244], where D2 is called the outer function associated with µ′). The following
properties will be implicitly invoked throughout the proof: D(z) has nontangential
limit D(eit) at almost every point z = eit, which satisfies |D(eiθ)|2 = µ′(θ) at almost
every θ ∈ [−pi, pi]. In particular, the nontangential limit exists at every z = eit which
is a Lebesgue point for D(eiθ) (see Fatou’s theorem [7, p. 34] and apply it to the
complex valued harmonic function D). Finally,∫ pi
−pi
D(eiθ) dθ = lim
r→1−
∫ pi
−pi
D(reiθ) dθ.
Proof. (Theorem 2.1.1)
We prove that for almost every eit ∈ T,
lim inf
n→∞
nωn(µ, e
i(t−a/n)) ≥ µ′(t) (2.1.10)
uniformly for a ∈ [−A,A]. This together with Lemma 2.1.4 proves Theorem 2.1.1.
Without loss of generality we may assume that µ is absolutely continuous, since if
not, the monotonicity of the Christoffel functions implies that ωn(µ, z) ≥ ωn(µ′, z).
In this case, (2.1.10) only increases. We shall show that (2.1.10) holds at every point
t which is a Lebesgue point of µ′ and for which eit is a Lebesgue point of the Szego˝
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function D(eiθ). Thus, let t be such a point. We may assume that eit = 1 and hence
that
lim
τ→0
1
τ
∫ τ
0
|µ′(u)− µ′(0)|du = 0
and
lim
τ→0
1
τ
∫ τ
0
|D(eiu)−D(1)|du = 0.
These imply that there is a set S with 0 as a density point so that the limit at 0 of
µ′(u) along S is µ′(0), while the limit of D(eiu) along S is D(1). This combined with
|D(eiu)|2 = µ′(u) a.e. implies that |D(1)|2 = µ′(0).
Since we want to prove the lower estimate (2.1.10), we may also assume that
for the particular n ∈ N appearing in the proof and a ∈ [−A,A] the inequality
nωn(µ, e
−ia/n) ≤ |D(1)|2 = µ′(0) holds. For a ∈ [−A,A] and n ∈ N, let q = qa,n =
e−ia/n and choose polynomials, P = Pa,n, of degree at most n− 1 for which
ωn(µ, q) =
1
2pi|P (q)|2
∫ ∣∣P(eiθ)∣∣2 dµ(θ).
Now fix a small  > 0 and α > 4/2 with also α > 2A and define K1 = [−α/n, α/n]
and K2 = [−pi, pi] \K1.
We claim that for sufficiently large n, |P (eiθ)| ≤ 3|P (q)| for all θ ∈ K1 and
a ∈ [−A,A]. If |ζ| = 1, and ρ = 1− 1/n, then for any n and a,
|P 2(ρζ)D2(ρζ)| =
∣∣∣∣ 12pii
∮
|z|=1
P 2(z)D2(z)
z − ρζ dz
∣∣∣∣ ≤ 12pi
∫ pi
−pi
|PD|2(eiθ)
1− ρ dθ =
1
2pi(1− ρ)
∫ pi
−pi
∣∣P(eiθ)∣∣2 dµ(θ) = 1
1− ρ |P (q)|
2ωn(µ, q) ≤ |P (q)|2|D(1)|2.
It is known that the zeros of P lie on the unit circle, T, so it is elementary (see [11,
page 438]) that
|P (ρζ)| ≥
(
1 + ρ
2
)n−1
|P (ζ)| =
(
1− 1
2n
)n−1
|P (ζ)| ≥ 1
2
|P (ζ)| (2.1.11)
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Thus,
|P 2(ζ)D2(ρζ)| ≤ 4|P (q)|2|D(1)|2
for all n ∈ N, a ∈ [−A,A], and |ζ| = 1. Now 1 = ei0 is a Lebesgue point of D(eiθ), so
D(z) has a nontangential limit D(1) at 1. Hence, for large n, and arg ζ ∈ K1,
|D(ρζ)|2 ≥ (1− )|D(1)|2
and, therefore,
|P (ζ)| ≤ 2√
1−  |P (q)| ≤ 3|P (q)|, (2.1.12)
which proves the claim.
Now let r = 1 + /n. We show that
|I1/D(1)− I˜1/D(1)| < 4|P (q)| (2.1.13)
where
I1 =
1
2pi
∫ pi
−pi
P (eiθ)
r−nqne−inθ
r−1qe−iθ − 1D(e
iθ) dθ
I˜1 =
1
2pi
∫ pi
−pi
P (eiθ)
r−nqne−inθ
r−1qe−iθ − 1D(e
iθ) dθ
.
To this end, define
I1j =
1
2pi
∫
Kj
P (eiθ)
r−nqne−inθ
r−1qe−iθ − 1D(e
iθ) dθ
I˜1j =
1
2pi
∫
Kj
P (eiθ)
r−nqne−inθ
r−1qe−iθ − 1D(e
iθ) dθ
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We establish (2.1.13) by analyzing the following decomposition:
I1/D(1)− I˜1/D(1) =
(
I11
D(1)
− 1
2pi
∫
K1
P (eiθ)
r−nqne−inθ
r−1qe−iθ − 1 dθ
)
+
I12
D(1)
+
(
− I˜11
D(1)
+
1
2pi
∫
K1
P (eiθ)
r−nqne−inθ
r−1qe−iθ − 1 dθ
)
− I˜12
D(1)
. (2.1.14)
To establish an upper bound for the first term on the right hand side, observe that
1
2pi
∣∣∣∣∫
K1
P (eiθ)
r−nqne−inθ
r−1qe−iθ − 1
(
D(eiθ)−D(1)) dθ∣∣∣∣
≤ max
θ∈K1
∣∣∣∣P (eiθ) r−nqne−inθr−1qe−iθ − 1
∣∣∣∣× 12pi
∫
K1
∣∣D(eiθ)−D(1)∣∣ dθ (2.1.15)
By (2.1.12), the maximum is
max
θ∈K1
∣∣∣∣P (eiθ) r−nqne−inθr−1qe−iθ − 1
∣∣∣∣ ≤ 3|P (q)| r−n|r−1 − 1| ≤ 3|P (q)|n ,
and for large n, by the Lebesgue point property,∫
K1
∣∣D(eiθ)−D(1)∣∣ dθ < 2
6α
2α
n
=
2
3n
,
so that (2.1.15) is ≤ |P (q)|. But then,∣∣∣∣ I11D(1) − 12pi
∫
K1
P (eiθ)
r−nqne−inθ
r−1qe−iθ − 1 dθ
∣∣∣∣ ≤  ∣∣∣∣P (q)D(1)
∣∣∣∣ (2.1.16)
An analogous argument yields∣∣∣∣∣− I˜11D(1) + 12pi
∫
K1
P (eiθ)
r−nqne−inθ
r−1qe−iθ − 1 dθ
∣∣∣∣∣ ≤ 
∣∣∣∣P (q)D(1)
∣∣∣∣ , (2.1.17)
for the third term of (2.1.14). For the second term of (2.1.14) the Cauchy inequality
gives
|I12|2 ≤ 1
2pi
∫
K2
|P (eiθ)|2|D(eiθ)|2 dθ × 1
2pi
∫
K2
∣∣∣∣ r−nqnr−1e−iθq − 1
∣∣∣∣2 dθ.
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The first integral is
≤ 1
2pi
∫ pi
−pi
|P (eiθ)|2|D(eiθ)|2 dθ = 1
2pi
∫ pi
−pi
|P (eiθ)|2 dµ(θ) = ωn(q)|P (q)|2
The second integral is
1
2pi
∫
K2
∣∣∣∣ r−n+1e−i(θ+a/n) − r
∣∣∣∣2 dθ ≤ 12pi
∫
K2
1
|e−i(θ+a/n) − 1|2 dθ
=
1
2pi
∫
K2
1
2− 2 cos(θ + a/n) dθ =
1
2pi
∫
K2
1
(2 sin((θ + a/n)/2))2
dθ
≤ 1
2pi
∫
K2
(
2
pi
(θ + a/n)
)−2
dθ ≤ 1
pi
∫ ∞
α/n
pi2
θ2
dθ = pi
n
α
,
since 2|θ + a/n| ≥ |θ| on K2. Thus,
|I12|2 ≤ pin
α
ωn(q)|P (q)|2 ≤ pi 1
α
|D(1)|2|P (q)|2 ≤ 2|D(1)|2|P (q)|2,
so that
|I12| ≤ |P (q)||D(1)|. (2.1.18)
An analogous argument establishes that
|I˜12| ≤ |P (q)||D(1)|. (2.1.19)
Equations (2.1.16), (2.1.17), (2.1.18), and (2.1.19) prove (2.1.13).
If P (ζ) =
∑n−1
k=0 ckζ
k, let P˜ (ζ) ≡∑n−1k=0 c¯kζn−1−k. For ζ = eiθ, P˜ (ζ) = P (ζ)ζn−1, so
I˜1 =
1
2pi
∫ pi
−pi
P˜ (eiθ)
r−nqneiθ
r−1eiθq − 1D(e
iθ) dθ =
1
2pii
(
q
r
)n ∮
|ζ|=1
P˜ (ζ)D(ζ)
r−1ζq − 1 dζ
But r > 1, so F (ζ) = P˜ (ζ)D(ζ)/(r−1ζq− 1) is holomorphic in ∆ = {|z| < 1} and has
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no singularities there. Also, D ∈ H2(∆), hence so is F , and therefore,∮
|ζ|=1
F (ζ) dζ = lim
τ→1−
∮
|ζ|=1
F (τζ) dζ = 0,
which, together with (2.1.13), implies that
|I1| < 4|P (q)||D(1)|.
Finally, let
Hn(z) =
z−n − 1
z−1 − 1 =
n−1∑
k=0
z−k
Then,
1
2pi
∫ pi
−pi
P (eiθ)Hn(rq
−1eiθ)D(eiθ) dθ =
1
2pi
∫ pi
−pi
P (eiθ)
r−nqne−inθ − 1
r−1qe−iθ − 1 D(e
iθ) dθ
= I1 − 1
2pi
∫ pi
−pi
P (eiθ)D(eiθ)eiθ
r−1q − eiθ dθ = I1 −
1
2pii
∮
|ζ|=1
P (ζ)D(ζ)
r−1q − ζ dζ
= I1 + P (r
−1q)D(r−1q),
so that for large n,∣∣∣∣P (r−1q)D(r−1q)− 12pi
∫ pi
−pi
P (eiθ)Hn(rq
−1eiθ)D(eiθ) dθ
∣∣∣∣ ≤ 4|P (q)D(1)|
But,
∣∣∣∣ 12pi
∫ pi
−pi
P (eiθ)Hn(rq
−1eiθ)D(eiθ) dθ
∣∣∣∣2 ≤ 12pi
∫ pi
−pi
|Hn(rq−1eiθ)|2 dθ×
1
2pi
∫ pi
−pi
|P (eiθ)D(eiθ)|2 dθ =
(
n−1∑
k=0
(
1 +

n
)−2k)
× 1
2pi
∫ pi
−pi
|P (eiθ)|2 dµ(θ)
≤ n|P (q)|2ωn(q)
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Thus,
|P (r−1q)D(r−1q)| − 4|P (q)||D(1)| ≤ |P (q)|
√
nωn(q)
But, as in (2.1.11), we have
|P (r−1q)| ≥
(
1 + 1/r
2
)n−1
|P (q)| =
(
2 + /n
2(1 + /n)
)n−1
|P (q)| =(
1− /n
2(1 + /n)
)n−1
|P (q)| ≥ (e−/n)n−1 |P (q)| ≥ e−|P (q)|
Also, as n→∞, r−1q → 1 non-tangentially, so that D(r−1q)→ D(1), and therefore
(e− − 4)|D(1)| ≤ lim inf
n→∞
√
nωn(q)
This completes the proof of (2.1.10) since  > 0 is arbitrary.
2.2 Measures on [−1, 1]
On [−1, 1] the Szego˝ class consists of all finite Borel measures µ with support on
[−1, 1] for which ∫ 1
−1
log µ′(x)√
1− x2 dx > −∞, (2.2.20)
For measures in this class, the Szego˝ function is defined on C \ [−1, 1] by
D˜(z) = D˜µ(z) = exp
(√
z2 − 1 1
2pi
∫ 1
−1
log µ′(x)
z − x
dx√
1− x2
)
(2.2.21)
with the branch of the square root that is positive for positive z. This has nontan-
gential limit D˜(x) at almost every x ∈ [−1, 1] with |D˜(x)|2 = µ′(x).
Theorem 2.1.1 translates appropriately for measures on the interval [−1, 1].
Theorem 2.2.1 Let µ be a measure on [−1, 1] satisfying Szego˝’s condition. Then,
uniformly for a ∈ [−A,A],
lim
n→∞
nλn(µ, x+ a/n) = piµ
′(x)
√
1− x2 (2.2.22)
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for almost every x ∈ [−1, 1]. Moreover, (2.2.22) holds at every x ∈ (−1, 1) which is a
Lebesgue point of µ and for D˜.
The proof relies on orthogonal polynomials. Define the integral operators, Gn,by
Gn(f, x) = λn(µ, x)
∫
f(t)K2n(µ;x, t)dµ(t),
where Kn are the reproducing kernels defined in the introduction. The next results
are found in [13] as well as [15, p. 230, Corollary 4.3.1].
Lemma 2.2.2 Let f be continuous on [−1, 1] and let µ be a measure on [−1, 1] which
satisfies Szego˝’s condition. Then,
lim
n→∞
sup
x∈[−1,1]
|Gn(f, x)− f(x)| = 0.
Lemma 2.2.3 Let µ be a measure on [−1, 1] satisfying Szego˝’s condition. Then for
any fixed m ≥ 1 we have
lim
n→∞
sup
x∈[−1,1]
∣∣∣∣λn+m(µ, x)λn(µ, x) − 1
∣∣∣∣ = 0.
We prove an extension of a corollary given in the same paper.
Corollary 2.2.4 Let g be a nonnegative function on [−1, 1] and assume that there
exists a polynomial Pm for which Pmg and Pmg
−1 are continuous on [−1, 1]. Let
dµg(x) = g(x)dµ(x), where µ is a measure on [−1, 1] satisfying Szego˝’s condition.
Then
lim
n→∞
λn(µg, x+ a/n)
λn(µ, x+ a/n)
= g(x)
uniformly in every compact subset of (−1, 1) devoid of zeros of Pm and uniformly for
all a ∈ [−A,A].
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Proof.
Gn(µ; gP
2
m, x) = λn(µ, x)
∫
P 2m(t)g(t)K
2
n(µ;x, t)d µ(t)
= λn(µ, x)
∫
P 2m(t)K
2
n(µ;x, t)d µg(t) ≥ λn(µ, x)λn+m(µg, x)P 2m(x)K2n(µ;x, x)
=
λn+m(µg, x)
λn(µ, x)
P 2m(x).
The final equality follows from (2.0.1). Thus, uniformly in a ∈ [−A,A]
lim sup
n→∞
λn+m(µg, x+ a/n)
λn(µ, x+ a/n)
≤ lim
n→∞
Gn(µ; gP
2
m, x+ a/n)
P 2m(x+ a/n)
= g(x) (2.2.23)
uniformly on compact subsets of (−1, 1) devoid of zeros of Pm. Also,
Gn(µg, P
2
m/g, x) = λn(µg, x)
∫
P 2m(t)K
2
n(µg;x, t)dµ(t)
≥ λn(µg, x)λm+n(µ, x)P 2m(x)K2n(µg;x, x) =
λn+m(µ, x)
λn(µg, x)
P 2m(x)
So, as above,
lim sup
n→∞
λn+m(µ, x+ a/n)
λn(µg, x+ a/n)
≤ lim
n→∞
Gn(µg, P
2
m/g, x+ a/n)
P 2m(x+ a/n)
=
1
g(x)
(2.2.24)
locally uniformly in (−1, 1) (away from zeros of Pm) and uniformly in a ∈ [−A,A],
since Pm/g ∈ L∞ and µg also satisfies Szego˝’s condition. The result now follows from
Lemma 2.2.3 and inequalities (2.2.23) and (2.2.24).
The proof of Theorem 2.2.1 relies on an equation which relates the Christoffel
function of a measure, µ, supported on the interval [−1, 1] to its ‘projection’ onto the
unit circle. Defined ν by
ν(E) := µ({cos θ : θ ∈ E})
for E ⊂ [−pi, 0) or E ⊂ [0, pi). Note that ν ′(t) = µ′(cos t)| sin t|. See [11, Lemma 6, p.
446] for a proof of the following:
24
Lemma 2.2.5 Given an arbitrary positive finite Borel measure µ on [−1, 1], for every
integer n > 1 and every t ∈ [−pi, pi),
1
ω2n−1(ν, eit)
=
pi
λn(µ, cos t)
+
pi sin2 t
λn−1(µg, cos t)
,
where g(x) = 1− x2.
With these preliminaries, we can proceed with the proof of Theorem 2.2.1.
Proof. (Theorem 2.2.1) As n→∞,
cos(t− a/n) = cos t+ a
n
sin t+O
(
1
n2
)
= cos t+
a
n
O(1).
From Lemma 2.2.3 and Corollary 2.2.4, it follows that
lim
n→∞
λn−1(µg, cos(t− a/n))
λn(µ, cos(t− a/n)) = sin
2 t
uniformly on compact subsets of (−pi, pi)\{0} and a ∈ [−A,A]. Consequently, Lemma
2.2.5 gives
lim
n→∞
ω2n−1(ν, ei(t−a/n))
λn(µ, cos(t− a/n)) =
1
2pi
, (2.2.25)
uniformly on compact subsets of (−pi, pi)\{0} and a ∈ [−A,A]. We write cos(t −
a/n) = cos t + b/n, and note that, while a runs through [−A,A], the b = ba,t covers
an interval [−BA,t, BA,t] (depending on t ∈ (−pi, pi) \ {0} and on A), and here for any
t ∈ (−pi, pi)\{0} and any B > 0 there is an A such that [−B,B] ⊆ [−BA,t, BA,t]. The
same is true uniformly if t runs through a compact subset of (−pi, pi) \ {0}. So, since
the convergence in (2.2.25) is uniform over any interval [−A,A], we get
lim
n→∞
ω2n−1(ν, ei(t−a/n))
λn(µ, cos t+ b/n)
=
1
2pi
,
uniformly for a ∈ [−A,A]. Therefore, by Theorem 2.1.1,
lim
n→∞
nλn(µ, cos t+ b/n) = piν
′(t),
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for almost every t uniformly in b ∈ [−B,B]. Substituting cos t with x gives
lim
n→∞
nλn(µ, x+ b/n) = pi
√
1− x2µ′(x),
for almost every x uniformly in b ∈ [−B,B], which completes the proof of the first
assertion of Theorem 2.2.1.
To prove the last statement, we only need to observe that under the conformal
map w = z − √z2 − 1, the complement of [−1, 1] is mapped into the unit disk, and
the Szego˝ function D˜µ is mapped into the Szego˝ function Dν (see (2.1.9)) associated
with ν. Therefore, x = cos t is a Lebesgue point of µ and for D˜µ(u) precisely when
t is a Lebesgue point of ν and eit is a Lebesgue point of Dν(e
iu). Taking these into
account, the last statement follows from Theorem 2.1.1.
2.3 Asymptotics for Regular Measures
The assumptions of Theorem 2.2.1 are unnecessarily restrictive. Regular measures
(defined in the introduction by (2.0.2)) that satisfy Szego˝’s condition locally–on I, an
interval–generate Christoffel functions that exhibit the asymptotic behavior of (2.0.3)
when x ∈ I. Since we shall now work with a local Szego˝ condition, we require a local
Szego˝ function. Thus, let us suppose that µ is a finite Borel measure on [−1, 1], and
on some open interval I ⊂ [−1, 1] it satisfies Szego˝’s condition, i.e.∫
I
log µ′(t)dt > −∞.
We define
D∗(z) = D∗µ(z) = exp
(
i
2pi
∫
I
log µ′(x)
z − x dx
)
. (2.3.26)
D∗(z) has a nontangential limit (from the upper half plane) D∗(x) at almost every
x ∈ I and |D∗(x)|2 = µ′(x) a.e. (see Lemma 2.3.2 below).
Theorem 2.3.1 Let µ be a regular measure on [−1, 1] and let I be an open interval
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in [−1, 1] such that ∫
I
log µ′(θ) dθ > −∞.
Then, for almost every x ∈ I and for every A > 0,
lim
n→∞
nλn(µ, x+ a/n) = pi
√
1− x2µ′(x), (2.3.27)
uniformly for a ∈ [−A,A].
Moreover, (2.3.27) holds at every x ∈ I which is a Lebesgue point of µ′ and of D∗.
Proof. For  > 0, let dν(x) = dµ(x) + χ[−1,1](x)dx, where χ is the characteristic
function. This measure clearly satisfies Szego˝’s condition globally and therefore, by
Theorem 2.2.1,
lim sup
n→∞
nλn(ν, x+ a/n) = pi
√
1− x2(µ′(x) + ).
But µ < ν for every  and so, by virtue of the monotonicity of the Christoffel functions
with respect to measures,
lim sup
n→∞
nλn(µ, x+ a/n) ≤ pi
√
1− x2µ′(x),
for almost every x ∈ (−1, 1) and uniformly for a ∈ [−A,A].
To prove the lower bound,
lim inf
n→∞
nλn(µ, x+ a/n) ≥ pi
√
1− x2µ′(x), (2.3.28)
uniformly for a ∈ [−A,A] and almost every x ∈ I, let
dν(x) = dµ(x) + χ[−1,1]\I(x)dx.
In Lemma 2.3.2 we will prove that x ∈ I is a Lebesgue point of D∗µ if and only it is
a Lebesgue point of the Szego˝ function D˜ν associated in (2.2.21) with ν. Therefore,
it is enough to show (2.3.28) at every x ∈ I which is a Lebesgue point of ν ′ and of
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D˜ν . Let x be such a point. Assume to the contrary that there are sequences, N ⊂ N,
{an ∈ [−A,A] : n ∈ N}, and a real number r < pi
√
1− x2 for which
nλn(µ, x+ an/n) < rµ
′(x) for n ∈ N . (2.3.29)
Let Pn represent a polynomial of degree at most n − 1 for which Pn(x + an/n) = 1
and
λn(µ, x+ an/n) =
∫ 1
−1
|P (t)|2 dµ(t). (2.3.30)
Now, for some η > 0, define the polynomials
Qn(t) = Pn(t)
(
1−
(
x+ an/n− t
4
)2)[ηn]
.
(Here [y] is the integral part of y.) Evidently, Qn(x+an/n) = 1 and |Qn(t)| ≤ |Pn(t)|,
t ∈ [−1, 1]. Furthermore, since an/n→ 0 as n→∞, there is a ρ < 1 such that
∣∣∣∣Qn(t)Pn(t)
∣∣∣∣ =
(
1−
(
x+ an/n− t
4
)2)[ηn]
< ρ2n (n→∞) (2.3.31)
on [−1, 1]\I . Now, by (2.0.2), every regular measure σ on [−1, 1] has the property
that for any s > 1 and any sequence of polynomials, Rn,
max
t∈[−1,1]
|Rn(t)|2 < sn
∫
|Rn(t)|2 dσ(t),
for sufficiently large n (see [19, Theorem 3.2.3]). But,∫
|Pn(t)|2 dµ(t) ≤ µ([−1, 1])
since λn(µ, t) ≤ µ([−1, 1]). Therefore, for any s > 1 and sufficiently large n ∈ N , we
have
max
t∈[−1,1]
|Pn(t)|2 < sn,
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which, together with (2.3.31) and with the assignment s = 1/ρ, implies that |Qn(t)| <
ρn on [−1, 1]\I for sufficiently large n ∈ N . This, together with (2.3.29) and (2.3.30)
implies that∫
|Qn(t)|2 dν(t) ≤ r
n
µ′(x) + ρn
∫
[−1,1]\I
dt =
c
n(1 + η)
ν ′(x) + o(1/n),
where c = r(1 + η). Since this holds for arbitrary η, we can fix its value so that
c < pi
√
1− x2. In this case
[n(1 + η)]
∫
|Qn(t)|2 dν(t) ≤ cν ′(x) + o(1) for n ∈ N ,
which implies that
lim inf
n→∞
nλ(ν, x+ an/n) < pi
√
1− x2ν ′(x),
since Qn(x+ a/n) = 1 and Qn has degree [n(1 + η)]. This contradicts Theorem 2.2.1
(at x) and this contradiction proves the claim, pending the proof of the next lemma.
Lemma 2.3.2 With dν(x) = dµ(x) +χ[−1,1]\I(x)dx the nontangential limit (from the
upper half plane) at an x ∈ I exists for D∗µ(z) if and only if it exists for D˜ν(z).
Furthermore, x is a Lebesgue point of D∗µ(u) precisely when it is a Lebesgue point of
D˜ν(u).
Proof. Suppose first that the nontangential limit of D∗µ(z) exists at x ∈ I. Consider
the function
D˜∗µ(z) = exp
(√
z2 − 1 1
2pi
∫
I
log µ′(x)
z − x
dx√
1− x2
)
. (2.3.32)
Since this differs on I ×R from D˜ν by an analytic multiplicative factor, it is enough
to prove the existence of the nontangential limit for D˜∗µ at x. But
D˜∗µ(z)/D
∗
µ(z) = exp
(
i
2pi
∫
I
log µ′(t)h(z, t)dt
)
(2.3.33)
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with
h(z, t) =
1
z − x
(√
1− z2√
1− t2 − 1
)
= − t+ z√
1− t2(√1− z2 +√1− t2) ,
which is an analytic function (in z) on I, so the nontangential limit
D˜∗µ(u)/D
∗
µ(u) = exp
(
i
2pi
∫
I
log µ′(t)h(u, t)dt
)
(2.3.34)
of (2.3.33) certainly exists at any u ∈ I. This shows that, indeed, the nontangential
limit of D˜∗µ = D
∗
µ × (D˜∗µ/D∗µ) also exists at x.
It is a simple exercise to show that if f is a nonzero C1-function, then x is a
Lebesgue point of D∗µ(u) if and only if it is a Lebesgue point of f(u)D
∗
µ(u). With
f(u) = D˜∗µ(u)/D
∗
µ(u) this is the same as x being a Lebesgue point of D˜
∗
µ(u). Applying
the same argument once more with f(u) = D˜ν(u)/D˜
∗
µ(u) we find that x is a Lebesgue
point of D∗µ(u) if and only if it is a Lebesgue point of D˜ν(u). The proof of the converse
implication (i.e. going from D˜∗µ(u) to D
∗
µ(u)) is very similar.
Since the real part of i/(z − t) for z = x + iy is the Poisson kernel y/((x − t)2 +
y2) of the upper half plane, it is a standard exercise to show that |D∗µ(z)|2 tends
nontangentially to µ′(x) at every Lebesgue point of µ.
2.4 Universality
We will now apply Lubinsky’s technique ([10]) to prove the universality result, The-
orem 2.0.1. The proof follows directly from the following:
Lemma 2.4.1 Let µ and µ∗ satisfy the conditions of the hypothesis in Theorem 2.0.1
and assume further that µ′(x0) = (µ∗)′(x0) > 0 for some x0 ∈ I which is a Lebesgue
point of µ, µ∗, D∗µ and D
∗
µ∗ (see (2.3.26)). Then
lim
n→∞
1
n
|Kn −K∗n|(x0 + a/n, x0 + b/n) = 0,
uniformly for a, b ∈ [−A,A], where Kn and K∗n are the reproducing kernels associated
respectively with µ and µ∗.
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Proof. First assume that µ ≤ µ∗ on [−1, 1]. It was proven in [10, (3.5)] that
|Kn(x, y)−K∗n(x, y)|
Kn(x, x)
≤
√
λn(x)
λn(y)
∣∣∣∣1− λn(x)λ∗n(x)
∣∣∣∣. (2.4.35)
Here, the λ’s are the associated Christoffel functions. By Theorem 2.3.1
lim
n→∞
nλn(x0 + a/n) = pi
√
1− x20µ′(x0) (2.4.36)
and
lim
n→∞
nλ∗n(x0 + a/n) = pi
√
1− x20(µ∗)′(x0), (2.4.37)
uniformly for all a ∈ [−A,A]. Now replace x with x0 + a/n and y with x0 + b/n in
(2.4.35). Then, since µ′(x0) = (µ∗)′(x0), it follows that
lim
n→∞
λn(x0 + a/n)|Kn −K∗n|(x0 + a/n, x0 + b/n) = 0,
uniformly for a, b ∈ [−A,A], which implies, again because of (2.4.36), that
lim
n→∞
1
n
|Kn −K∗n|(x0 + a/n, x0 + b/n) = 0 uniformly for a, b ∈ [−A,A]. (2.4.38)
For arbitrary µ and µ∗ satisfying the conditions of the lemma, define the measure
dν(x) = max(dist(x, I), µ′(x), (µ∗)′(x))dx+ dµs(x) + dµ∗s(x),
where µ′ and µs denote, respectively, the absolutely continuous and singular compo-
nents of the measure µ. Clearly, ν ≥ µ, µ∗ so ν satisfies Szego˝’s condition locally on
I and is a regular measure on [−1, 1]. Hence (2.4.38) holds for the pairs (ν, µ) and
(ν, µ∗) and, consequently, for (µ, µ∗). This completes the proof.
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Proof. (Theorem 2.0.1) Let x be a Lebesgue point of µ and of D∗µ (see (2.3.26)) and
assume µ′(x) > 0. Define dµ∗(u) = µ′(x)du, u ∈ [−1, 1]. By Lemma 2.4.1
lim
n→∞
1
n
|Kn −K∗n|(x+ a/n, x+ b/n) = 0. (2.4.39)
Applying Lubinsky’s original theorem [10, Theorem 1.1] toK∗n we find that, as n→∞,
K∗n (x+ α/µ
′(x)K∗n(x, x), x+ β/µ
′(x)K∗n(x, x))
K∗n(x, x)
→ sin pi(α− β)
pi(α− β) , (2.4.40)
uniformly for any fixed B and α, β ∈ [−B,B]. Now, choose α = αn and β = βn so
that α/µ′(x)K∗n(x, x) = a/n and β/µ
′(x)K∗n(x, x) = b/n. Then, because of (2.4.37),
as n→∞, α→ a/pi√1− x2 and β → b/pi√1− x2, hence the statement in Theorem
2.0.1 follows from (2.4.40) and (2.4.39) (see also (2.4.37)).
2.5 Zero Distribution of Orthogonal Polynomials
Finally, we apply the techniques of Levin and Lubinsky to extend their Theorem 1.1
in [9]. The application of universality to study zero spacing is also found in Freud’s
text, [4] as well as in [22]. In what follows, xkn denotes the k-th zero of the orthogonal
polynomial pn associated with a given measure µ, defined on the interval [−1, 1]. Let
the zeros be ordered according to
xnn < xn−1,n < xn−2,n < · · · < x1n. (2.5.41)
Theorem 2.5.1 Let µ be a finite regular Borel measure on [−1, 1] which satisfies
Szego¨’s condition locally in some interval I. Fix an x ∈ I for which (2.0.4) holds and
for which µ′(x) > 0. If for some sequence k = k(n)
|xkn − x| = O
(
1
n
)
,
then
lim
n→∞
(xkn − xk+1,n) n
pi
√
1− x2 = 1.
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Proof. Let lkn be the Lagrange interpolation polynomial associated with the point
xkn which vanishes at every other zero of pn and satisfies lkn(xkn) = 1. lkn has the
representation
lkn(z) =
Kn(xkn, z)
Kn(xkn, xkn)
.
There is a bounded sequence, an such that
xkn = x+
an
n
.
Since µ′(x) > 0, Theorem 2.3.1 implies that Kn(xkn, xkn)/Kn(x, x) → 1 as n → ∞,
so that Theorem 2.0.1 applied to the Lagrange polynomials gives
lkn
(
x+
b
n
)
=
sin((an − b)/
√
1− x2)
(an − b)/
√
1− x2 + o(1), (2.5.42)
uniformly for bounded b. The first term on the right hand side (taken as a function of
b), changes sign when an− b = −pi
√
1− x2 and therefore, by (2.5.41), the zero xk+1,n
has the representation,
xk+1,n = xkn +
bn
n
, (2.5.43)
for some bounded sequence bn < 0 with
lim inf
n→∞
bn ≥ −pi
√
1− x2.
So, by (2.5.42),
0 = lkn (xk+1,n) =
sin(bn/
√
1− x2)
bn/
√
1− x2 + o(1). (2.5.44)
We claim that limn→∞ bn = −pi
√
1− x2. To this end choose any subsequence of {bn}
with limit point b. Equation (2.5.44) gives, upon passing through this subsequence,
sin(b/
√
1− x2)
b/
√
1− x2 = 0.
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Since −pi√1− x2 ≤ b ≤ 0, we must have b = −pi√1− x2, which proves the claim.
This together with equation (2.5.43) gives
(xk+1,n − xkn)n = bn → −pi
√
1− x2,
as n→∞, which completes the proof.
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3 Christoffel Function Asymptotics on General Curves
We now turn our discussion to measures with general supports in the plane. How
does the asymptotic behavior of the sequence of Christoffel functions depends on the
geometry of the support, Γ := supp(µ), when the point of evaluation, z ∈ Γ? It is easy
to see, for instance, that λn(µ, z)→ µ({z}) as n→∞ if Γ is sufficiently regular (e.g.
smooth) and z lies on the outer boundary of Γ. What is the rate of this convergence
for general measures, and how is this rate determined by Γ? For measures supported
on a circle or a union of intervals, we already know the answer:
lim
n→∞
nλn(µ, e
iθ) =
1
2pi
µ′(eiθ) or lim
n→∞
nλn(µ, x) = pi
√
1− x2µ′(x) (3.0.1)
(almost everywhere on the supports). These equations hint at the answer to our
question, but to understand the hint we require some elementary potential theory.
3.1 Potential Theory
Every measure, µ, with compact support, Γ, has associated logarithmic energy defined
as follows:
I(µ) :=
∫ ∫
log
1
|z − w|dµ(z)dµ(w).
If Γ is sufficiently dense, then I(ν) >  > 0 for all probability measures ν supported
on Γ. The fundamental theorem of potential theory guarantees a unique ν, denoted
νΓ, whose energy is least among all such measures. It is known as the (logarithmic)
equilibrium measure, supported on the outer boundary of Γ and determined entirely
by the geometry of this boundary. Let Ω be the unbounded component of C \ Γ
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and gΩ(z,∞), its Green’s function with pole at infinity. If Γ is smooth then we may
exploit the following useful representation of equilibrium measure:
dνΓ(z) =
1
2pi
∂gΩ(z,∞)
∂n
ds (z ∈ Γ). (3.1.2)
Here ds denotes arc length measure and n is the outward normal along Γ. Recall
that gΩ(z,∞) is the unique harmonic function on Ω which vanishes on the boundary
Γ and satisfies gΩ(z,∞) ∼ log z as z → ∞. If Φ is a conformal mapping of Ω onto
the exterior of the unit disk, then by the uniqueness of Green’s function, gΩ(z,∞) =
log |Φ(z)|. Thus, by equation (3.1.2), dνΓ = (2pi)−1|Φ′| ds. For example, if Γ = [−1, 1]
then dνΓ(x) = (pi
√
1− x2)−1dx. (See [16, ch. 3] for a stellar introduction.)
Equations (3.0.1) can now be consolidated:
lim
n→∞
nλn(µ, z) =
dµ
dνΓ
(z), (3.1.3)
where Γ is the unit circle or interval. Since the Christoffel functions are infima, it is
easy to show that the upper bound,
lim sup
n→∞
nλn(µ, z) ≤ dµ
dνΓ
(z), (3.1.4)
holds for all finite Borel measures (a.e. on the support). (See [11, p. 435].) Until
fairly recently, however, (3.1.3) was known only for continuous weights bounded away
from zero. That it holds almost everywhere (with respect to νΓ) for the more general
class of measures satisfying Szego¨’s condition,∫
log
(
dµ
dνΓ
)
dνΓ > −∞, (3.1.5)
was a long-standing conjecture, finally proved by Ma´te´, Nevai, and Totik in 1991
([11]).
In this chapter, we aim to prove (3.1.3) for measures supported on smooth curves,
Γ ∈ C1,α, whose weights satisfy Szego˝’s condition, (3.1.5). We accomplish this by an
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abstraction of Ma´te´’s technique in [11] and investigate some applications.
3.2 Main Results
In what follows, C denote the complex plane, U , a bounded, simply connected domain
with boundary Γ := ∂U in the class C1,α; and Ω := C \U . ∆ denotes the closed unit
disk and ∆R := {z : |z| ≤ R} with boundaries γ and γR, respectively. Φ is the outer
mapping function of Γ, a conformal mapping of Ω onto C \∆ with Φ(∞) = ∞ and
Ψ := Φ−1. Φ∗ maps U → ∆ conformally and Ψ∗ := (Φ∗)−1. ΓR := Ψ(γR) if R ≥ 1
and ΓR := Ψ
∗(γR) if R < 1. UR is the interior of ΓR and ΩR := C\UR. Let ds denote
arc length measure along Γ and let dµ = W |Φ′| ds+dµs be a measure supported on Γ
with singular part µs. Note that dµ/dνΓ = 2piW almost everywhere, so the following,
our main result, is the correct abstraction of equation (3.1.3):
Theorem 3.2.1 Let dµ = W |Φ′| ds+dµs be a positive, Borel measure supported on a
closed curve Γ ∈ C1,α for some α > 0 and assume that W satisfies Szego˝’s condition,
(3.1.5). If W is bounded and dµs ≡ 0, or α > 1/2, then
lim
n→∞
nλn(µ, ζ0) = W (ζ0), (3.2.6)
for νΓ-almost every ζ0 ∈ Γ.
Theorem 3.2.1 is really the intersection of two broader results. Unfortunately, our
proof of the upper bound, (3.1.4), requires a more stringent restriction on the smooth-
ness of Γ than that of the lower bound. This inadequacy appears to be intrinsic to
our method, as will become transparent in the proof.
Theorem 3.2.2 Let dµ = W |Φ′| ds + dµs be a positive, Borel measure supported on
a closed curve Γ ∈ C1,α. If W is bounded and dµs ≡ 0, or α > 1/2, then
lim sup
n→∞
nλn(µ, ζ0) ≤ W (ζ0), (3.2.7)
for νΓ-almost every ζ0 ∈ Γ.
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Theorem 3.2.3 Let dµ = W |Φ′| ds + dµs be a positive, Borel measure supported on
a closed curve Γ ∈ C1,α where α > 0. If W satisfies (3.1.5) then
lim inf
n→∞
nλn(µ, ζ0) ≥ W (ζ0), (3.2.8)
for νΓ-almost every ζ0 ∈ Γ.
Theorem 3.2.2 admits the simpler proof, since it is an upper bound on the infimum,
λn. We simply need a sequence of polynomials, Qn(z), whose L2(µ)-norms converge
at the optimal rate dictated by Theorem 3.2.3. This is easy if Γ is the unit circle: We
proved it already in Theorem 2.1.4 using the sequence
Qn(z) =
1
n
n−1∑
k=0
(ζ0z)
k (3.2.9)
For general Γ, the upper bound can be deduced from this case by substituting zk in
Qn(z) by the (k-th order) 1-Faber polynomial associated with Γ,
Fk(z) =
1
2pii
∫
ΓR
Φk(ζ)
ζ − z Φ
′(ζ)dζ, (z ∈ UR). (3.2.10)
Let
Qn(z) :=
1
n
n−1∑
k=0
Fk(z) and Sn(z) :=
1
n
n−1∑
k=0
Φ′(z)Φk(z). (3.2.11)
With dµ˜(θ) := dµ(Ψ(eiθ)), we have
∫
|Sn|2 dµ =
∫ ∣∣∣ 1
n
n−1∑
k=0
Φ(ζ)k
∣∣∣2|Φ′(ζ)|2 dµ(ζ)
=
∫ pi
−pi
∣∣∣ 1
n
n−1∑
k=0
eikθ
∣∣∣2|Ψ′(eiθ)|−2dµ˜(θ) = 2pi
n
σn(dµ˜/|Ψ′|2, 1), (3.2.12)
and so the revised sequence, {Qn}, will serve our purpose if we can show that Qn −
Sn → 0 with sufficient rapidity. We can, at least if α > 1/2 or W is bounded.
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Lemma 3.2.4 For any α > 0 and Γ ∈ C1,α, Qn − Sn → 0 pointwise and∫
Γ
|Qn − Sn|2 ds = o(n−1). (3.2.13)
If α > 1/2 then the limit holds uniformly for z ∈ Γ:
sup
z∈Γ
|Qn(z)− Sn(z)| = o(n−1/2). (3.2.14)
Our choice of Qn in (3.2.11) is a natural generalization of (3.2.9): The Faber poly-
nomials generalize the monomials, zk, in a variety of contexts, e.g. locally uniform
(taylor-series type) expansions of analytic functions in U . Let us quickly verify The-
orem 3.2.2 using these estimates.
Proof. (Theorem 3.2.2) Minkowskii gives
√
n‖Qn‖L2(µ) ≤
√
n‖Qn − Sn‖L2(µ) +
√
n‖Sn‖L2(µ). (3.2.15)
Under the conditions of Theorem 3.2.2, Lemma 3.2.4 implies that ‖Qn − Sn‖L2(µ) =
o(1/
√
n) so the first term on the right-hand side vanishes as n → ∞. Our choice of
the particular conformal mapping in (3.2.11) is arbitrary, so we may presume that
the Feje´r means in (3.2.12) converge at z = 1. Thus, (3.2.15) implies that
lim sup
n→∞
n
2pi
∫
|Qn|2 dµ ≤ lim
n→∞
n
2pi
∫
|Sn|2 dµ = W (ζ0)|Φ′(ζ0)|2,
where ζ0 = Ψ(1). Finally, since Qn(ζ0)− Sn(ζ0)→ 0 and Sn(ζ0) = Φ′(ζ0),
lim sup
n→∞
1
2pi
n
|Qn(ζ0)|2
∫
|Qn|2 dµ ≤ W (ζ0). (3.2.16)
The more difficult proof of the lower bound, (3.2.8), will employ Hardy space
methods. D(z) and Q(z) represent, respectively, the outer functions associated with
log
√
W in U and Ω. They are analytic and non-vanishing in their respective domains
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and have non-tangential limits almost everywhere at their common boundary, Γ, with
|D(ζ)|2 = |Q(ζ)|2 = W (ζ), for almost every ζ ∈ Γ. Fix ζ0 ∈ Γ, a Lebesgue point of
D, Q and logW ; and choose a polynomial, Pn, of degree at most n− 1 for which
λn(µ, ζ0) =
1
|Pn(ζ0)|2
1
2pi
∫
|Pn|2 dµ.
Pn is defined only up to a multiplicative constant, so we may assume that |Pn(ζ0)| = 1
and, for the same reason, that Φ(ζ0) = 1. If necessary, multiply Q by a constant of
unit modulus so that Q(ζ0) = D(ζ0).
The proof of the lower bound given in the last chapter for measures supported
on the circle relies heavily on a knowledge of the locations of the zeros of Pn. Szego˝
proved that the zeros of Pn lie on the unit circle; for general supports, no analogous
results exist. We can surmount this obstacle to our adaptation of Ma´te´’s method
by means of a weighted Bernstein-Walsh inequality which permits an estimate of the
sequence {|Pn|} in vanishing neighborhoods of the point of evaluation, ζ0. This is the
approach conceived by V. Totik and the content of our next result.
Lemma 3.2.5 Fix c > 0 and assume that W ≤ 1 satisfies Szego˝’s condition. |Pn(z)|
is bounded uniformly for all |z − ζ0| < c/n.
Before proceeding to prove the main theorem and supporting lemmata, we investigate
some interesting applications.
3.3 Applications
Orthogonal Polynomials
First, we reiterate the trivial application to orthogonal polynomials mentioned in the
introduction. {pn(µ, z)} denotes the sequence of orthonormal polynomials associated
with the measure µ. When W is smooth, positive and supported on a smooth curve Γ,
Suetin ([20]) obtains precise norm estimates for this sequence using standard Fourier-
analytic techniques. His methods fail for the more general Szego˝ class of measures
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since their weights may be highly erratic, not amenable to the methods of classical
approximation theory. Although our results do not fully extend his, they do imply
the following sup-norm estimate for Szego˝ weights which follows immediately from
the Theorem and (1.0.3):
Corollary 3.3.1 Let µ satisfy all the hypotheses of Theorem 3.2.1. For almost every
ζ0 ∈ Γ,
|pn(µ, ζ0)| = o(
√
n).
Operator Theoretic Formulation and Ill-Posed Problems
Let H be a Hilbert space with inner product ( , ). Let y ∈ H and let A be a linear
operator on H. The problem of solving the equation Ax = y is called ill-posed if A
is not invertible. Ill-posed problems obviously have no solution in general, although
stable approximate solutions minimizing ‖Ax− y‖ may be found by certain recursive
algorithms. We will restrict our discussion to the case in which A = ζ0 − T , where T
is a normal operator with spectrum σ(T ) = Γ ∈ C1,α and ζ0 ∈ Γ. A typical approach
uses approximants of the form xn = Qn(T )y where Qn is a polynomial of degree at
most n. (See, for example, [1].) Ideally, ‖(ζ0 − T )xn − y‖ → 0 as n → ∞. What is
the optimal rate of this convergence?
The answer follows immediately from Theorem 3.2.1: If {Eζ}ζ∈Γ denotes the spec-
tral family of projections associated with T , then
‖(ζ0 − T )xn − y‖2 =
∫
Γ
|(ζ0 − ζ)Q(ζ)− 1|2 dµy(ζ),
where dµy(ζ) = Wy(ζ)|dΦ(ζ)|+dµs(ζ) := (y, dEζ y). If 0 /∈ Γ then Wy satisfies Szego¨’s
condition precisely when y lies outside the closed span of Sy := {T ky}k≥1. Indeed,
Szego¨’s classical result for measures dν = W (θ) dθ on the unit circle is
inf
p∈A(∆),p(0)=0
∫
|1− p |2 dν = exp
(
1
2pi
∫
logW (θ) dθ
)
,
where A(∆) is the set of analytic functions in ∆. A conformal mapping generalizes
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this to any simply connected domain with boundary Γ ∈ C1,α as long as 0 /∈ Γ.
Applying the spectral theorem as above, it follows that y is isolated from the span of
Sy precisely when logWy is integrable. We now have an equivalent formulation of our
main result.
Corollary 3.3.2 Let T be a bounded normal operator on a Hilbert space, H, with
spectrum Γ ∈ C1,α and 0 /∈ Γ. If y ∈ H \ Sy then
lim inf
n→∞
n ‖(ζ0 − T )xn − y‖2 ≥ Wy(ζ0),
for almost every ζ0 ∈ Γ. Equality holds if Qn is given by (3.2.11) and α > 1/2, or
Wy is bounded and dµs ≡ 0.
3.4 Proofs
We begin with the proof of Lemma 3.2.5. Let ωD denote harmonic measure in the
domain D. If ∂D is smooth, we have the representation dωD(z, ζ) = KD(z, ζ)|dζ|, for
ζ ∈ ∂D. Let Φr (r < 1) denote a conformal map of Ωr onto C\∆ with Φr(ζ0) > 0 and
Φr(z) ∼ z (z → ∞) and let Ψr denote its inverse. Since Γ ∈ C1+α, {Φ′r} ⊂ Lip(α)
with uniformly bounded lipschitz constants for 1/2 < r < 1. The same is true of
Ψ′r, so Φ
′
r are uniformly bounded away from 0 and ∞. This permits the following
estimate:
Lemma 3.4.1 There is a constant C > 0 such that for all 1/2 < r < 1, z ∈ Ωr and
η ∈ Γ, ∫
Γr
KU(ζ, η)KΩr(z, ζ) |dζ| ≤ C
|Φr(η)|2|Φr(z)|2 − 1
|Φr(η)Φr(z)− 1|2
. (3.4.17)
Proof. The conformal equivalence of harmonic measure implies that
KΩr(z, ζ) = |Φ′r(ζ)|KC\∆(Φr(z),Φr(ζ)) ≤ C1
|Φr(z)|2 − |Φr(ζ)|2
|Φr(z)− Φr(ζ)|2 ,
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for all ζ ∈ Γr and ζ ∈ Ωr. Similarly, for all η ∈ Γ and z ∈ Ωr,
KU(ζ, η) ≤ C2 1− |Φ
∗(ζ)|2
|Φ∗(ζ)− Φ∗(η)|2 .
Note that 1 − |Φ∗(ζ)|2 ∼ dist(Γ,Γr) ∼ |Φr(η)|2 − 1, uniformly for ζ ∈ Γr and η ∈ Γ,
and for all 1/2 < r < 1. This implies, since |(Φ∗)′| is also bounded above and below,
that
KU(ζ, η) ≤ C3 |Φr(η)|
2 − 1
|Φr(ζ)− Φr(η)|2 .
Thus, with Φr(η) = Re
iθ and Φr(z) = ρe
iφ,∫
Γr
KU(ζ, η)KΩr(z, ζ) |dζ| ≤ C4
∫
Γr
|Φr(η)|2 − 1
|Φr(ζ)− Φr(η)|2 ·
|Φr(z)|2 − |Φr(ζ)|2
|Φr(z)− Φr(ζ)|2 |dζ|
≤ C5
∫ pi
−pi
R2 − 1
|Reiθ − eit|2
ρ2 − 1
|ρeiφ − eit|2 dt
The last inequality follows again from the uniform boundedness of Φ′r away from 0.
To evaluate, we use the series development of the Poisson kernel:
1− x2
|1− xeit|2 =
∞∑
n=−∞
x|n|eint (0 < x < 1).
Since R, ρ > 1,
1
2pi
∫ pi
−pi
R2 − 1
|Reiθ − eit|2
ρ2 − 1
|ρeiφ − eit|2 dt
=
1
2pi
∫ pi
−pi
{ ∞∑
n=−∞
R−|n|ein(t−θ) ×
∞∑
k=−∞
ρ−|k|eik(t−φ)
}
dt
=
∞∑
n=−∞
(ρR)−|n|ein(φ−θ) =
ρ2R2 − 1
|ρR− ei(φ−θ)|2 ,
which equals the fraction on the right hand side of (3.4.17).
Proof. (Lemma 3.2.5) Let h = hr represent the solution to the dirichlet problem in
Ωr with boundary data h(ζ) = log |D(ζ)|, (ζ ∈ Γr). First we prove that if r = rn < 1
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and 1− rn ∼ 1/n then
|Pn(z)| ≤ Ce−h(z)+ngΩr (z,∞), (z ∈ Ωr), (3.4.18)
for some C > 0 independent of r and n. For z ∈ Γr and r < ρ < 1,
|Pn(z)D(z)|2 =
∣∣∣∣∣ 12pi
∫
Γρ
Pn(ζ)
2D(ζ)2
ζ − z dζ
∣∣∣∣∣ ≤ 12pi
∫
Γρ
|PnD|2 ds ·max
ζ∈Γρ
1
|ζ − z| .
Letting ρ→ 1−, we find that
|Pn(z)D(z)|2 ≤ max
ζ∈Γ
|Φ′(ζ)|−1 × 1
2pi
∫
Γ
|Pn|2W |Φ′| ds · C1
1− r
≤ C2 |Pn(ζ0)|
2λn(µ, ζ0)
1− r ≤ C3
|Pn(ζ0)D(ζ0)|2
n(1− r) ,
by (3.2.16). The constant C3 is independent of n and r. So, |Pn(z)D(z)| is bounded
uniformly for z ∈ Γr as r = rn → 1 as long as 1 − r ∼ 1/n. This proves, under the
stated assumptions, that
u(z) = log |Pn(z)|+ h(z)− ngΩr(z,∞)
is bounded on Γr. It is also clearly subharmonic in Ωr and bounded at ∞, so it must
be true that u(z) ≤ logC in Ωr, which establishes (3.4.18).
Let’s examine the exponent on the right side of (3.4.18). Since Φ′r are uniformly
bounded, we may choose δ > 0 so that Sr := {w : |w − ζ0| < δ · dist(ζ0,Γr)} has
diam(Φr(Sr)) <
1
2
dist(ζ0,Γr) for all 1/2 < r < 1. Since Φr(ζ0) is real, this implies
that the sets Φr(Sr) are contained in a fixed sector, Σ, of C \ ∆ emanating from 1
and symmetric about the real axis. We claim that the functions −hr are uniformly
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bounded on Sr. To see this, let z ∈ Sr and apply (3.4.17) to obtain
− h(z) =
∫
Γr
log |D(ζ)|−1KΩr(z, ζ) |dζ|
=
∫
Γr
(∫
Γ
log |D(η)|−1KU(ζ, η) |dη|
)
KΩr(z, ζ) |dζ|
=
∫
Γ
log |D(η)|−1
(∫
Γr
KU(ζ, η)KΩr(z, ζ) |dζ|
)
|dη|
≤ C1
∫
Γ
log |D(η)|−1 |Φr(η)|
2|Φr(z)|2 − 1
|Φr(η)Φr(z)− 1|2
|dη| (3.4.19)
Now let Rr(θ)e
iθ = Φr(η) and set Φr(z) = ρe
iφ and Fr(θ) = log |D ◦ Ψr(Rr(θ)eiθ)|−1.
With a change of variables, we find that
− h(z) ≤ C2
∫ pi
pi
Fr(θ)
1− 1/(Rr(θ)ρ)2
|eiθ − eiφ/(Rr(θ)ρ)|2 dθ
≤ C3 1
2pi
∫ pi
pi
Fr(θ)
1− 1/(R′rρ)2
|eiθ − eiφ/(R′rρ)|2
dθ,
where R′r > 1 are constants. The second inequality follows from the fact that Rr(θ)ρ
is bounded away from 1 uniformly for z ∈ Sr. But the last term is the Poisson
integral, [PFr](e
iφ/(R′rρ)) of Fr evaluated at the point e
iφ/(R′rρ) = 1/R
′
rΦr(z). Since
Φr(Sr) ⊂ Σ, this point is contained in the reciprocal sector, Σ−1 ⊂ ∆. Σ−1 is based
at 1 and non-tangential to ∂∆, so we may apply a fundamental inequality for Poisson
integrals of finite measures (see [17, p. 242]) to conclude that
−h(z) ≤ C4(MFr)(1) (z ∈ Sr).
MFr is the Hardy maximal function of Fr:
MFr (1) = sup
I
1
|I|
∫
I
Fr(θ) dθ ≤ C5 sup
I
1
|I|
∫
Ψr(I′)
log |D(η)|−1 |dη|
= C6 sup
I
|Ψr(I ′)|
|I|
1
|Ψr(I ′)|
∫
Ψr(I′)
logW (η)−1 |dη|
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(Here the intervals I are centered at θ = 0, I ′ = {eiθ : θ ∈ I} and | · | denotes arc
length measure.) The last integral is bounded independently of r since the arcs Ψr(I)
shrink to ζ0, which is a lebesgue point of logW . This proves our claim.
Finally, since z ∈ Sr implies that |Φr(z)| < 1 + c|1− r|, gΩr(z,∞) = log |Φr(z)| ≤
c|1 − r| and, therefore, n gΩr(z,∞) is bounded on Sr as n → ∞ since 1 − rn ∼ 1/n.
So, (3.4.18) ensures that Pn(z) is bounded uniformly on the sets Sr. For sufficiently
small  > 0 and large n, rn = 1 − 1/n makes {z : |z − ζ0| < c/n} ⊂ Srn . This
completes the proof.
Proof. (Theorem 3.2.3) Since the Christoffel functions are clearly monotonic in the
measure, we may presume that W ≤ 1. Otherwise, the left hand side of (3.2.8) is
only increased. Choose a sequence zn → 1 non-tangentially in {z : |z| > 1} in such a
way that |zn − 1| ∼ 1/n. We will prove that
lim sup
n→∞
|Pn(Ψ(zn))Q(Ψ(zn))| − |Pn(ζ0)|√λn(ζ0)
(
n∑
k=0
|zn|2k
)1/2 ≤ 0. (3.4.20)
Let derive (3.2.8) from (3.4.20). It suffices to show, for arbitrarily small  > ′ > 0
and δ > 0, the existence of a sequence zn → 1 non-tangentially in {z : |z| > 1} and
with ′/n < |zn − 1| < /n such that
lim inf
n→∞
|Pn(Ψ(zn))| ≥ (1− δ)|Pn(ζ0)|. (3.4.21)
For then Ψ(zn) → ζ0 non tangentially in Ω, so |Q(Ψ(zn))|2 → W (ζ0) which implies
by virtue of (3.4.20) that
lim inf
n→∞
λn(µ, ζ0)
n∑
k=0
|zn|2k ≥ (1− δ)2W (ζ0).
This, together with
n∑
k=0
|zn|2k ≤ n
(
1 +

n
)2n
< ne2,
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proves (3.2.8). Now, Lemma 3.2.5 provides constants M and c such that |Pn(z)| ≤M
whenever |z − ζ0| ≤ c/n. Thus,
|z − ζ0| ≤ c
2n
=⇒ |P ′n(z)| =
∣∣∣ 1
2pii
∫
|ζ−z|=c/2n
Pn(ζ)
(z − ζ)2 dζ
∣∣∣ ≤ 2M
c
n,
so if  is sufficiently small and |z − ζ0| < /n then
|Pn(z)− Pn(ζ0)| =
∣∣∣ ∫ z
ζ0
P ′n(ζ) dζ
∣∣∣ ≤ δ
and, consequently, |Pn(z)| ≥ (1 − δ)|Pn(ζ0)|. Since |Ψ′| is uniformly bounded the
required sequence exists.
To establish (3.4.20), define the kernels
Hn(z) :=
n∑
k=0
zknΦ(z)
k
.
With F˜ := F ◦Ψ, we have
1
2pii
∫
Γ
Pn(ζ)Q(ζ)Hn(ζ)Φ
′(ζ) dζ =
1
2pii
∫
γ
P˜n(w)Q˜(w)
1− zn+1n wn+1
1− znw dw
=
1
2pii
∫
γ
P˜n(w)Q˜(w)
1− znw dw −
zn+1n
2pii
∫
γ
P˜n(w)Q˜(w)
wn(w − zn) dw.
P˜n ∼ wn−1 as w →∞, so the second integral gives, with the substitution z = 1/w,
znn
2pii
∫
γ
P˜n(1/z)Q˜(1/z)z
n−1
(z−1n − z)
dz = −znP˜n(zn)Q˜(zn).
Subtracting, we obtain
− znP˜n(zn)Q˜(zn) + 1
2pii
∫
Γ
Pn(ζ)Q(ζ)Hn(ζ)Φ
′(ζ) dζ
=
1
2pii
∫
γ
P˜n(w)Q˜(w)
1− znw dw =: I. (3.4.22)
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We show that I → 0 as n → ∞. To this end, choose a large a > 0 and let K1 =
[−a/n, a/n] and K2 = [−pi, pi] \K1. With
Ij :=
1
2pii
∫
Kj
P˜n(w)Q˜(w)
1− znw dw, (w = e
iθ)
I = I1 + I2. Since zn → 1 non-tangentially, |eiθ− zn| ≥ rθ, for some r > 0. Therefore,
|I2|2 ≤ 1
2pi
∫
K2
|P˜nQ˜|2 dθ × 1
2pi
∫
K2
dθ
|eiθ − zn|2 ≤
1
2pi
∫
Γ
|PnQ|2 |dΦ|
× 1
r2pi
∫ ∞
a/n
dθ
θ2
=
1
2pi
∫
Γ
|Pn|2W |Φ′| ds× n
r2pia
= |Pn(ζ0)|2λn(ζ0) n
piar2
, (3.4.23)
which can be made arbitrarily small for sufficiently large a, since nλn(ζ0) is bounded
for all n, by (3.2.16). To estimate I1, decompose it as I1 = I11 + I12, where
I11 :=
1
2pii
∫
K1
P˜n(w)D˜(w)
1− znw dw and
I12 :=
1
2pii
∫
K1
P˜n(w)
1− znw
[
Q˜(w)− D˜(w)
]
dw.
Lemma 3.2.5 implies that
|I12| ≤ 1
2pi
max
w∈K1
∣∣∣∣∣ P˜n(w)1− znw
∣∣∣∣∣×
∫
K1
|Q˜(eiθ)− D˜(eiθ)| dθ
≤ C|zn| − 1
∫
K1
|Q˜(eiθ)− D˜(eiθ)| dθ,
which tends to 0 as n→∞ since n(|zn| − 1) > ′ > 0; 1 is a Lebesgue point of Q˜ and
D˜; and Q˜(1) = D˜(1). With J1 := Ψ(K1), we have
I11 =
1
2pii
∫
K1
P˜n(w)D˜(w)w
w − zn dw =
1
2pii
∫
J1
Pn(ζ)D(ζ)Φ(ζ)
Φ(ζ)− zn Φ
′(ζ) dζ.
Consider G(z) := Φ(ζ0) + Φ
′(ζ0)(z − ζ0), the linearization of Φ about ζ0, and define
I∗11 :=
1
2pii
∫
J1
Pn(ζ)D(ζ)Φ
∗(ζ)
G(ζ)− zn (Φ
∗)′(ζ) dζ.
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Since Φ ∈ C1,α, |G(ζ)− Φ(ζ)| ≤ C1|ζ − ζ0|1+α. Consequently, the curve L := {G(ζ) :
ζ ∈ Γ} is tangent to γ at 1 so, since zn → 1 non-tangentially to γ, |G(ζ) − zn| ≥
c|Φ(ζ)− zn| ≥ c′/n for all ζ ∈ Γ and sufficiently large n. Thus,∣∣∣∣ 1Φ(ζ)− zn − 1G(ζ)− zn
∣∣∣∣ ≤ C2 |ζ − ζ0|1+αn−2 ≤ C3 n1−α,
for ζ ∈ J1. By applying Cauchy’s inequality, we obtain the following:
|I11 − I∗11| ≤
1
2pi
∣∣∣∣∫
J1
Pn(ζ)D(ζ)Φ(ζ)
(
1
Φ(ζ)− zn −
1
G(ζ)− zn
)
Φ′(ζ) dζ
∣∣∣∣
+
1
2pi
∣∣∣∣∫
J1
Pn(ζ)D(ζ)
G(ζ)− zn [Φ(ζ)Φ
′(ζ)− Φ∗(ζ)(Φ∗)′(ζ)] dζ
∣∣∣∣
≤ 1
2pi
(∫
J1
|PnD|2|Φ′||dζ|
)1/2
×
(∫
J1
∣∣∣∣ 1Φ(ζ)− zn − 1G(ζ)− zn
∣∣∣∣2 |Φ′(ζ)dζ|
)1/2
+ C4n
1
2pi
(∫
J1
|PnD|2|Φ′||dζ|
)1/2
×
(∫
J1
|Φ(ζ)Φ′(ζ)− Φ∗(ζ)(Φ∗)′(ζ)|2
|Φ′(ζ)| |dζ|
)1/2
(3.4.24)
The first term on the right side of (3.4.24) is bounded above by
C5
√
|Pn(ζ0)|λn(µ, ζ0)n1−α|J1|1/2,
which, by Lemma 3.2.5, converges to 0 as n→∞. (| · | denotes arc-length measure.)
The final term does as well, since its last integrand is continuous. Now, the integrand
of I∗11 is holomorphic in U , so we may deform the contour, J1, to the homologous
contour, −J2 := −Ψ(K2). This gives
|I∗11| =
∣∣∣∣ 12pii
∫
J2
Pn(ζ)D(ζ)Φ
∗(ζ)
G(ζ)− zn (Φ
∗)′(ζ) dζ
∣∣∣∣ ≤
1
2pi
(∫
Γ
|PnD|2|(Φ∗)′||dζ|
)1/2
×
(∫
J2
|(Φ∗)′(ζ)|
|G(ζ)− zn|2 |dζ|
)1/2
≤ C6
(∫
Γ
|PnD|2|Φ′||dζ|
)1/2(∫
K2
dθ
|eiθ − zn|2
)1/2
.
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As in (3.4.23), this can be made arbitrarily small by choosing sufficiently large a. We
conclude that I1 and I2 are arbitrarily small if n is sufficiently large, which establishes
that I → 0 as n→∞. Finally,
∣∣∣∣ 12pii
∫
Γ
Pn(ζ)Q(ζ)Hn(ζ) dΦ(ζ)
∣∣∣∣2 ≤ 12pi
∫
Γ
|Pn(ζ)Q(ζ)|2 |dΦ(ζ)|× 1
2pi
∫
Γ
|Hn(ζ)|2 |dΦ(ζ)|
= |Pn(ζ0)|2λn(ζ0) 1
2pi
∫ pi
−pi
∣∣∣∣∣
n∑
k=0
zkne
−ikθ
∣∣∣∣∣
2
dθ = |Pn(ζ0)|2λn(ζ0)
n∑
k=0
|zn|2k.
This, together with (3.4.22), completes the proof.
Proof. (Lemma 3.2.4)
The Laurent series Φ(ζ) ∼ c−1ζ + c0 + c1/ζ + · · · converges uniformly on ΓR for
sufficiently large R, so
1
2pii
∫
ΓR
Φ′(ζ)
ζ − zdζ = c−1 (z ∈ Γ),
and Fn(z) = I + c−1Φn(z), where
I :=
1
2pii
∫
ΓR
Φn(ζ)− Φn(z)
ζ − z Φ
′(ζ)dζ.
Make the substitutions w = eit = Φ(ζ) and eiθ = Φ(z) and factor the integrand to
obtain
I =
1
2pii
∫
γR
w − eiθ
Ψ(w)−Ψ(eiθ)
n−1∑
k=0
wkei(n−1−k)θ dw
=
1
2pi
∫ pi
−pi
eit − eiθ
Ψ(eit)−Ψ(eiθ)
n∑
k=1
eiktei(n−k)θ dt (3.4.25)
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(Since the later integrand is continuous and analytic in |w| > 1, we may deform the
contour back to γ.) Now let
f(x, y) :=
eix − eiy
Ψ(eix)−Ψ(eiy) and Fy(x) := f(x, y);
and let SnF denote the partial sums of the Fourier series of F and Dn(t) the Dirichlet
kernels. Fθ is the continuation to γ of a function analytic and bounded in C\∆, so its
Fourier coefficients, Fˆθ(k), with positive index vanish. Thus, from (3.4.25) we obtain
I = einθ
1
2pi
∫
Fθ(t)
n∑
k=1
eik(t−θ) dt = einθ
∫
Fθ(t)
[
Dn(t− θ)− 1
]
dt
= einθ
(
SnFθ(θ)− Fˆθ(0)
)
and, consequently, Fn(z) = e
inθ(SnFθ(θ) − Fˆθ(0) + c−1). In the following, the mea-
sures dw/w|γR are uniformly bounded and the integrand is analytic for |w| > 1 and
continuous for |w| ≥ 1 so we may deform the contour of integration and evaluate
asymptotically: since Ψ(w) ∼ (c−1)−1w as w →∞,
Fˆθ(0) =
1
2pii
∫
γ
w − eiθ
Ψ(w)−Ψ(eiθ)
dw
w
= lim
R→∞
1
2pii
∫
γR
w
Ψ(w)
dw
w
= c−1.
Furthermore, since Fθ(θ) = Ψ
′(eiθ)−1 = Φ′(z), we have
Fn(z)− Φ′(z)Φn(z) = einθ(SnFθ(θ)− Fθ(θ))
and so∫ ∣∣∣ n∑
k=0
[
Fk(z)− Φ′(z)Φk(z)
]∣∣∣2 ds ∼ ∫ pi
−pi
∣∣∣ n∑
k=0
eikθ
(
SkFθ(θ)− Fθ(θ)
)∣∣∣2 dθ. (3.4.26)
This reduces the problem to an estimation the convergence SnFθ → Fθ.
We show that the functions Fθ ∈ Lip (α) and have uniformly bounded Lipschitz
constants. Since Fθ are uniformly bounded, it suffices to prove this true of the family
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{1/Fθ}. Set eiθk = uk and eiθ = w. If uk 6= w, we have
Fθ(θ1)
−1 − Fθ(θ2)−1 = 1
u1 − w
∫ u1
w
Ψ′(z) dz − 1
u2 − w
∫ u2
w
Ψ′(z) dz
=
1
u1 − w
∫ u1−w
0
(
Ψ′(z + w)−Ψ′(z/a+ w)) dz,
where a = (u1 − w)/(u2 − w). Thus,
|Fθ(θ1)−1 − Fθ(θ2)−1| ≤ C|u1 − w|
∫ u1−w
0
|z − z/a|α |dz|
≤ C
′|1− 1/a|α
|u1 − w| |u1 − w|
1+α = C ′|u1 − u2|α.
If u1 = w, the result follows in a similar way. A standard result from approximation
theory now applies: |SnFθ(x)− Fθ(x)| ≤ Cn−α lnn, where C is independent of x and
θ. (See e.g. [8, pp. 180, 192-194].) Thus,
1
n
n−1∑
k=0
|SkFθ(θ)− Fθ(θ)| ≤ C
n
n−1∑
k=0
ln k
kα
= O
(
lnn
nα
)
,
which proves (3.2.14) if α > 1/2.
To prove (3.2.13), consider the partial sums, Snm, of the double Fourier series of
f(x, y). We claim that they converge to f uniformly in x and y as n ∼ m→∞. Let
Dn(t) denote the (normalized) Dirichlet kernels.
Snm(x, y)− f(x, y) =
∫∫
Dn(t)Dm(u)[f(x− t, y − u)− f(x, y)] dtdu
=
∫∫
Dn(t)Dm(u)[f(x− t, y − u)− f(x− t, y)] dtdu
+
∫
Dn(t)[f(x− t, y)− f(x, y)] dt =: I1 + I2.
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We have already shown that |I2| = O(n−α lnn). On the other hand, since Fx(y) =
Fy(x),
|I1| ≤ sup
t
∣∣∣ ∫ Dm(u)[f(x− t, y − u)− f(x− t, y)] du∣∣∣× ∫ |Dn(τ)| dτ
= sup
t
|SmFx−t(y)− Fx−t(y)| lnn ≤ C lnn lnm
mα
.
This proves our claim.
We may now evaluate the right hand side of (3.4.26) in terms of the development
w − u
Ψ(w)−Ψ(u) ∼
∑
m,l
cml
wmul
:= lim
N→∞
N∑
m,l=0
cml
wmul
(|w| ≥ 1, |u| ≥ 1),
which converges uniformly on the torus γ × γ.
SkFθ(θ) =
∑
|j|<k
1
2pi
∫ pi
pi
eij(θ−t)
∑
m,l
cml e
−i(mθ+lt) dt =
k∑
j=0
∞∑
m=0
cm,j e
−i(m+j)θ.
Also, Fθ(θ) =
∑
m,l cmle
−i(m+l)θ, so
1
2pi
∫ pi
pi
∣∣∣ n∑
k=0
eikθ
(
SkFθ(θ)− Fθ(θ)
)∣∣∣2 dθ = 1
2pi
∫ pi
pi
∣∣∣ n∑
k=0
∑
j>k
∑
m≥0
cmj e
−i(m+j−k)θ
∣∣∣2 dθ
=
n∑
k=0
∞∑
r=j−k
∑
j>k
|cr+k−j,j|2 =
n∑
k=0
∞∑
r=l
∞∑
l=1
|cr−l,l+k|2 =
n∑
k=0
∞∑
r=0
∞∑
l=1
|cr,l+k|2.
These series converge since the continuity of f implies that
∑
r,l
|cr,l|2 = 1
4pi2
∫∫
|f(x, y)|2 dxdy <∞.
Therefore,
1
n
n∑
k=0
∑
r,l
|cr,l+k|2 → 0 (n→∞),
which, by virtue of (3.4.26), this completes the proof.
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