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Sommario 
La presente tesi si inserisce all’interno di un’attività di ricerca svolta presso il 
Dipartimento di Ingegneria Aerospaziale (DIA) e relativa allo studio del sistema dati 
aria di un moderno velivolo con Flight Control System di tipo fly-by-wire. 
Il sistema dati aria, mediante opportune procedure di calcolo, permette la 
determinazione dei parametri di volo (quota, numero di Mach, angoli di incidenza e di 
derapata), a partire da misure di grandezze di flusso locale (pressioni ed angoli di flusso 
aerodinamico) rilevate da apposite sonde installate sulla fusoliera del velivolo. 
La tesi si propone di realizzare una procedura di calcolo degli angoli di incidenza e di 
derapata basata su reti neurali artificiali. 
Nella prima fase del lavoro è stato svolto un processo di ottimizzazione dei parametri 
caratteristici delle reti (numero di neuroni, numero di iterazioni degli algoritmi di 
allenamento, ecc.) in modo da definire una architettura capace di garantire dei livelli di 
prestazione soddisfacenti, in relazione alle specifiche richieste per i moderni Flight 
Control System. 
Definita l’architettura delle reti neurali, nella seconda fase del lavoro si è realizzata 
l’analisi delle prestazioni sia in condizioni di piena operatività delle sonde sia in 
presenza di una o più avarie di alcune di esse. 
A conclusione del lavoro è stato compiuto uno studio comparativo tra la metodologia 
basata sulle reti neurali e quella di tipo classico, basata su funzioni polinomiali, 
sviluppata in precedenti lavori realizzati presso il DIA. 
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Introduzione 
Il presente lavoro si inserisce all’interno delle attività di ricerca del Dipartimento di 
Ingegneria Aerospaziale dell’Università di Pisa (DIA), finalizzate alla definizione di 
modelli e metodi per l’integrazione dei dati aria nel Flight Control System di velivoli 
fly-by-wire. Tali attività hanno come obiettivo lo sviluppo di un sistema capace di 
stimare i parametri di volo (quota, numero di Mach, angoli di incidenza e di derapata) 
garantendo opportuni livelli di affidabilità. La ricostruzione di tali parametri è realizzata 
a partire dalle misure di pressione e angoli di flusso locali rilevate da apposite sonde 
installate generalmente sulla parte prodiera della fusoliera dei velivoli. La ridondanza 
delle sonde gestita da appositi algoritmi garantisce l’affidabilità dei parametri ricostruiti, 
grazie all’individuazione delle avarie dei sensori ed alla conseguente esclusione dal 
processo di calcolo delle misure associate ai sensori in avaria. In [1] e [2] è illustrato lo 
sviluppo di una procedura di elaborazione dati aria basato sull’uso di funzioni 
polinomiali di taratura, determinate con la tecnica dei minimi quadrati. Tali funzioni 
approssimano il database proveniente da prove realizzate in galleria del vento su un 
modello in scala di un velivolo di elevate prestazioni. 
La presente tesi si propone di verificare la possibilità di avvalersi di tecniche di 
intelligenza artificiale per l’elaborazione dei dati aria. In particolare sono stati studiati 
degli algoritmi di elaborazione costituiti da più reti neurali di tipo Multi-Layer 
Perceptron (MLP) capaci di sostituire le funzioni polinomiali di taratura nella 
ricostruzione degli angoli d’incidenza α e di derapata β. Le reti sono usate solo per la 
fase computazionale della procedura di elaborazione degli angoli aerodinamici, mentre 
gli algoritmi di gestione delle ridondanze e dell’eventuali avarie rimangono quelli 
riportati in [2]. 
Nella prima fase dell’attività di studio è stato svolto un processo di ottimizzazione 
dell’architettura delle reti, operando sul numero di neuroni e degli strati, le funzioni di 
trasferimento e gli algoritmi di allenamento. In tale fase, è stata anche effettuata 
un’analisi finalizzata alla valutazione degli effetti della scelta dei segnali di input sulla 
risposta delle reti. Obiettivo principale del processo di ottimizzazione è stato quello di 
ottenere un’architettura capace di garantire opportuni livelli di accuratezza sulle 
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grandezze ricostruite. D’altra parte si è tenuto conto anche dell’esigenza di non avere un 
numero di parametri associato alle reti troppo elevato, per evitare la saturazione della 
memoria dei Flight Control Computers nella quale sono contenuti tutti i dati necessari 
ai vari sottosistemi facenti parte del FCS. In questo contesto è sembrato particolarmente 
utile verificare la possibilità di realizzare reti a doppio output, capaci quindi di 
ricostruire contemporaneamente gli angoli di incidenza e di derapata, riducendo così in 
modo consistente il numero di parametri da memorizzare. 
Questa prima fase di studio ha permesso di scegliere alcune reti da prendere in 
considerazione per le fasi successive che sono state dedicate all’analisi delle prestazioni 
delle reti nell’inviluppo d’interesse sia in condizioni di piena operatività delle sonde sia 
in condizioni di avaria di alcune di esse. Durante tali attività si è definito un set di dati 
di lavoro estratto dal database proveniente da prove in galleria del vento condotte su di 
un modello del velivolo preso a riferimento. Questi dati sono stati usati per allenare le 
reti e nello stesso tempo per poter verificare la capacità di “generalizzazione” delle 
stesse. 
Infine, per valutare gli effettivi vantaggi dell’approccio neurale rispetto alle 
metodologie classiche (basate su funzioni polinomiali di taratura), si è operato un 
confronto con gli algoritmi di calcolo degli angoli d’incidenza e derapata sviluppati in 
precedenti lavori realizzati presso il DIA. 
Tutti i codici di calcolo sviluppati in questo lavoro sono stati realizzati in ambiente 
Matlab®, utilizzando il toolbox “nnet” relativo alle reti neurali. 
 
 vi 
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I primi sistemi di controllo del volo erano costituiti da collegamenti meccanici diretti fra 
la barra di comando e la pedaliera, azionati dal pilota, e le superfici di controllo del 
velivolo. 
Negli ultimi anni sono stati sviluppati sistemi di controllo che si basano 
sull’elaborazione digitale dei comandi del pilota e delle informazioni provenienti da 
moderni sistemi di sensori inerziali e sensori del flusso aerodinamico (o sensori dati 
aria). 
I vecchi collegamenti meccanici sono sostituiti da connessioni elettriche (fly-by-wire) 
che trasmettono segnali generati dai computers dei nuovi sistemi di controllo. 
L’introduzione della computazione digitale ha condotto alla progettazione di complessi 
algoritmi in grado di gestire tutte le informazioni necessarie al controllo del velivolo. 
In questo capitolo vengono descritti gli aspetti generali di un moderno sistema di 
controllo del volo di tipo fly-by-wire e di un sottosistema, il sistema dati aria, dedicato 
alla stima dei parametri di volo ed oggetto della presente tesi. 
1.1 Sistemi di controllo del volo fly-by-wire 
I moderni velivoli civili e militari sono dotati di un sistema di controllo del volo o 
Flight Control System (FCS) capace di assicurare buone caratteristiche di stabilità e 
manovrabilità all’interno dell’intero inviluppo di volo operativo. 
Un sistema FCS/fly-by-wire (FCS/FBW) è un sistema di controllo del volo che genera e 
trasmette comandi, capace di assistere il pilota nel controllo della traiettoria del volo o 
che controlla automaticamente la risposta del velivolo alle perturbazioni. 
Il pilota non agisce direttamente sulla deflessione delle superfici di controllo, ma 
trasmette i suoi comandi al Flight Control Computer (FCC), sottosistema del FCS; gli 
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input del pilota e le informazioni che arrivano dai sensori del moto del velivolo e dei 
dati aria vengono elaborati dal FCC che, successivamente, comanda gli attuatori delle 
superfici di controllo. 
 
 
Fig. 1.1 - Flight Control System di tipo Fly-By-Wire 
I sottosistemi che costituiscono un FCS sono: 
• i computers (FCC) che elaborano il comando del pilota attraverso il controllo 
della dinamica del velivolo e l’applicazione di opportune leggi di controllo; 
• i sensori che acquisiscono i dati aria e misurano le componenti di 
accelerazione lungo i tre assi dell’aereo e di velocità angolare attorno ad essi; 
• il complesso degli attuatori delle superfici di controllo e dei relativi sensori di 
posizione; 
• l’insieme dei cavi elettrici che consentono la trasmissione dei segnali e dei 
comandi tra i vari componenti. 
Particolare attenzione è rivolta all’affidabilità dei FCS, ossia alla capacità di sopportare 
un certo numero di cedimenti gravi (failure) che portano alla perdita di funzionalità di 
alcuni componenti che, a loro volta, possono portare alla perdita del velivolo. 
Per raggiungere l’affidabilità richiesta dai regolamenti, un FCS deve avere delle 
ridondanze, ovvero più componenti che svolgono parallelamente le stesse funzioni. 
Sono previsti, quindi, un sistema di monitoraggio (monitoring) degli output dei 
componenti, per rilevare eventuali avarie e un sistema di voting  che consolidi un solo 
 2
  Sistemi di controllo del volo fly-by-wire e sistema dati aria 
 3
output elaborato dal FCC, da trasmettere agli attuatori delle superfici di controllo 
dell’aereo. 
Le funzioni principali di un FCS sono: 
• aumento della stabilità e del controllo dell’aereo (Control and Stability 
Augmentation Function); 
• protezione dell’inviluppo di volo (Carefree Handling Function) che previene 
il superamento dei limiti ammessi dell’inviluppo di volo stesso; 
• trimmaggio (Trimm Function) che assicura l’equilibrio di forze e momenti 
aerodinamici a cui è soggetto l’aereo senza nessun intervento da parte del 
pilota; 
• controllo della configurazione (Configuration Control Function) che gestisce 
automaticamente la deflessione delle superfici primarie e dei flaps di bordo 
d’attacco; 
• controllo della sterzata con il carrello anteriore (Nose Wheel Steering 
Function); 
• (System Management Function) controllo del sistema che gestisce i segnali 
ridondanti, le avarie e i modi operativi del FCS; 
• autopilota (Autopilot Function); 
• direttore di volo (Flight Director) che fornisce al pilota indicazioni sull’assetto 
da mantenere durante particolari fasi della missione; 
• calcolo dei dati per la navigazione (Navigation Air Data Computation 
Function); 
• funzione di interfaccia (System Interface Function) con altri sistemi presenti 
sul velivolo; 
• variazione automatica dei guadagni delle leggi di controllo al variare del 
numero di Mach e della pressione statica ambiente. 
1.2 Sistema dati aria 
Un FCS svolge la funzione di controllo del volo implementando opportune leggi di 
controllo: per ogni punto dell’inviluppo di volo è necessario conoscere, di tali leggi, i 
guadagni, che sono funzione della pressione statica ambiente Psa e del numero di Mach 
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di volo M∞ . Inoltre, affinché venga eseguita la funzione di protezione dell’inviluppo è 
necessario conoscere gli angoli di incidenza α e di derapata β (Fig. 1.2). 
La stima dei parametri di volo (Psa , M∞ , α e β) viene fatta a partire da misure di 
grandezze relative al flusso agente attorno al velivolo ed è affidata ad un insieme di 
apparati chiamato sistema dati aria (Air Data System, ADS). 
 
Fig. 1.2 - Angoli di incidenza e derapata 
Le grandezze misurate sono pressioni e direzioni del flusso locale e sono affidate ad 
apposite sonde installate, di solito, nella parte prodiera della fusoliera (Fig. 1.3). 
Per ottenere i parametri di volo, le misure provenienti dalle sonde vengono elaborate da 
opportuni algoritmi implementati dai Flight Control Computer, o da unità di calcolo 
dedicate, del Flight Control System. 
Il sistema dati aria preso in esame in questa tesi è quello di un velivolo di elevate 
prestazioni ed è costituito da quattro sonde. Tale architettura è in grado di sopportare la 
presenza di una failure e di operare in sicurezza anche quando il numero di avarie è 
maggiore di uno (fail operative – fail safe). 
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Fig. 1.3 – (a) Condizioni di flusso asintotico; (b) Condizioni di flusso locale 
Le sonde, di forma tronco conica e con asse normale alla superficie della fusoliera, sono 
dotate ognuna di cinque prese di pressione ( ots) distribuite uniformemente su un arco 
di 180°. 
La sonda i-esima (con i = 1,..,4) ruota, di un angolo  i, attorno al proprio asse fino ad 
sl
λ
annullare la differenza di pressione dei due flussi di aria che entrano nelle prese 
chiamate slot1; una volta che la sonda si trova allineata al flusso locale, la presa frontal 
slot misura la frontal pressure (Pfront i) e le prese slot2, messe in comunicazione da un 
condotto, misurano la slot2 pressure (Pslot2 i). 
Le quattro misure angolari e le otto misure di pressione date dalle sonde, in aggiunta 
alle informazioni sulla velocità angolare Ω e sulla configurazione di volo (config) del 
velivolo (carrelli estesi/retratti, deflessione superfici di controllo, ecc.), costituiscono gli 
input degli algoritmi di elaborazione dei dati aria. Tali algoritmi, gestendo 
opportunamente la ridondanza dei dati e identificando eventuali avarie del sistema, 
∞ , α e β, secondo lo 
schema seguente: 
forniscono in uscita i valori consolidati dei parametri di volo Psa , M
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Sonde multi-funzione
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pressione del flusso
locale
Sensori inerziali
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velivolo
Configurazione velivolo
config
Ω
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P
Elaborazione input
front i
Pslot2 i
Gestione ridondanze
Monitoraggio del sistema
Consolidamento output
elaborati
Psa
sistema
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ppo sia nella parte di 
1.2.1
Un si m
livello di sicurezza. E’ stato stabilito che per avere un livello di sicurezza adeguato, un 
FCS/F W
questa esigenza la presenza di quattro sonde multi-funzione. 
attro valori di Psa  e quattro di M∞ . Per l’elaborazione degli 
M∞
β
α
Stato del 
 
Fig. 1.4 - Dati di ingresso e di uscita dell’algoritmo di elaborazione dei dati aria 
In [1] e [2] viene illustrata una procedura di calcolo sviluppato dal Dipartimento di 
Ingegneria Aerospaziale di Pisa. Tale modello si basa su approssimazioni polinomiali 
delle funzioni che associano i parametri di volo alle misur
sistema dati aria. Ad oggi è stato sviluppato e completato il modello di calcolo per la 
valutazione della pressione ambiente Psa e del numero di Mach M∞  ed è stato, inoltre, 
imbarcato su un velivolo da addestramento fornendo risultati confortanti. Il modello per 
la valutazione degli angoli aerodinamici α e β è in fase di svilu
calcolo vero e proprio sia nelle logiche di monitoring e di voting. 
 Gestione delle ridondanze e delle avarie 
ste a di controllo del volo fly-by-wire deve essere in grado di garantire un certo 
B  deve essere costituito da componenti a quadruplice ridondanza. Nasce da 
Come è stato detto, ogni sonda trasmette informazioni angolari e di pressione del flusso 
aerodinamico agli algoritmi di elaborazione dati aria. Tali algoritmi forniscono in uscita 
più valori dei parametri di volo. Nel modello descritto in [1] sono calcolati, per ogni 
condizione di volo, più valori dei parametri nominalmente identici, in particolare sei 
valori di α, sei di β, qu
angoli aerodinamici sono utilizzate le misure angolari e il numero di Mach. In 
particolare per calcolare un valore di α (e di β) occorre una coppia di misure angolari 
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 (o decrescente); 
trale. 
lore relativo ad un parametro di volo 
on è possibile avere un’uscita consolidata per tale parametro, data l’impossibilità di 
eseguire un confronto con altri valori elaborati. In questo caso, per sicurezza, il sistema 
viene reso inoperativo. 
Il sistema dati aria descritto ha la capacità di fornire valori consolidati in presenza di 
avarie, purché le misure trasmesse dalle sonde permettano l’elaborazione di almeno due 
valori per ogni parametro di volo. Le avarie possono portare alla perdita di misure 
angolari o di pressione, oppure ad entrambe le misure. Nel caso venga a mancare una 
misura angolare sono disponibili ancora tre coppie di valori (λ_i , λ_j) con le quali 
vengono elaborati tre valori per ciascun angolo aerodinamico. Dai tre valori di α e di β 
calcolati è possibile consolidare un’uscita per entrambi. Una seconda avaria angolare 
porta all’impossibilità di avere un valore consolidato per gli angoli d’incidenza e di 
derapata, perché l’algoritmo di elaborazione fornisce un solo valore di tali parametri. La 
presenza di un’avaria di pressione porta alla perdita di un valore calcolato sia per Psa sia 
per M∞ ed è, quindi, possibile avere un’uscita consolidata utilizzando i tre valori 
disponibili per entrambi i parametri. Se intervengono due avarie di pressione possono 
(λ_i , λ_j). E’, quindi, possibile avere sei valori per ciascun angolo perché sei sono le 
possibili coppie formate dai quattro λ_i . Questi valori non sono, però, fra loro uguali per 
la presenza degli errori di misura e di calcolo; è quindi necessario consolidare un unico 
valore, sia per α sia per β, utilizzando un algoritmo di voting. 
I valori della pressione statica e del numero di Mach sono invece calcolati utilizzando le 
misure di pressione fornite dalle sonde, e gli angoli aerodinamici calcolati; è possibile 
quindi ottenere quattro valori di Psa e quattro valori di M∞ che, attraverso l’algoritmo di 
voting, danno un unico valore consolidato di ciascuna grandezza. 
L’algoritmo di voting si sviluppa nei seguenti punti, qualunque sia la metodologia di 
calcolo utilizzata per la ricostruzione dei dati aria (funzioni polinomiali o reti neurali): 
• tutti i valori calcolati (in una particolare condizione di volo) relativi ad un 
parametro aerodinamico sono messi in ordine crescente
• se il numero dei valori calcolati è pari, l’uscita votata è la media dei due valori 
centrali; 
• se il numero dei valori calcolati è dispari e maggiore di uno, l’uscita votata è il 
valore cen
Questo algoritmo viene sempre applicato anche in presenza di avarie delle sonde multi-
funzione. Nel caso in cui viene elaborato un solo va
n
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La presenza di ava
procedura deve costa
misure fornite dalle sonde ed es
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essere ancora elaborati due valori di Psa e di M∞ ottenendo, dall’algoritmo di voting i 
dati consolidati. Solo con la presenza di tre avarie di pressione non è possibile avere 
valori della pressione statica e del numero di Mach consolidati. 
rie è rilevata da una procedura chiamata di monitoring. Tale 
ntemente monitorare il sistema e indicare eventuali anomalie nelle 
cludere le misure stesse dal processo di elaborazione dei 
parametri di volo. 
Gli algoritmi di elaborazione studiati in questo lavoro devono essere in grado di non 
degradare le loro prestazioni in presenza di avarie. 
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un modello di neurone artificiale e la connessione di un gran numero di queste unità in 
reti. I primi studi proseguono con grande ottimismo pensando di aver trovato un 
modello matematico che possa descrivere il comportamento di una rete neurale 
biologica. Nel 1949 Hebb propone un nuovo meccanismo di apprendimento e nel 1962 
Rosenblatt inventa la macchina Perceptron e una regola per la determinazione in linea 
dei pesi sinattici. L’evoluzione delle reti neurali si blocca nel 1969, quando Minsky 
dimostra che la macchina di Rosenblatt non è in grado di apprendere il comportamento 
di semplici operatori boo  Williams rilanciano lo 
studio sulle reti neurali proponendo un potente algoritmo di apprendimento 
ario, industriale, medico,.ecc.), anche se è 
), è un sistema di elaborazione 
dell’informazione che ha caratteristiche comuni alle reti neurali biologiche ed è 
costituita da semplici unità interconnesse fra loro in modo più o meno complesso. 
rate in corrispondenza delle unità, chiamate “neuroni 
e”. A tale somma viene applicata, infine, la sua “funzione di 
trasferimento” che crea il segnale da inviare ai neuroni verso i quali esiste una via di 
CAPITOLO 2 
Reti neurali artificiali 
Le reti neurali artificiali nascono nel 1943 ad opera McCulloch e Pitts che propongono 
leani. Nel 1985 Rumelhart, Hinton e
(backpropagation) [3]. Le reti neurali artificiali sono, oggi, impiegate per risolvere 
problemi complessi in diversi campi (finanzi
stato abbandonato il “sogno” di poter modellare, in questo modo, gli esseri intelligenti. 
2.1 Caratteristiche generali delle reti neurali artificiali 
Una rete neurale artificiale, Neural Network (NN
Le informazioni vengono elabo
artificiali”, “celle” o “nodi”, dove vengono tipicamente moltiplicate per i pesi associati 
alle connessioni che le hanno trasmesse ai nodi stessi. 
Ogni neurone calcola la somma dei segnali pesati che riceve in ingresso e vi aggiunge la 
sua “soglia di attivazion
 Reti neurali artificiali 
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sideriamo un neurone Y, illustrato in Fig. 2.1, che riceve i 
comunicazione in uscita. Ciascun neurone riceve diversi segnali in ingresso ma ne crea 
uno solo in uscita. Le reti neurali sono caratterizzate dal modo in cui sono interconnessi 
i propri neuroni (“architettura della rete”), dal metodo utilizzato per determinare i pesi 
delle connessioni (algoritmo di “allenamento” o training) e dalle funzioni di 
trasferimento dei neuroni che le costituiscono. 
A titolo di esempio con
segnali di ingresso x1, x2 e x3, rispettivamente, dai neuroni X1, X2 e X3. I pesi delle 
connessioni da X1, X2 e X3 verso Y siano w1, w2 e w3. 
X1
X2
X3
Y
Z2
Z1
w1
w2
v2
v1
w3
b_z1
b_y b_z2
 
L’ingresso y_in di Y è dato dalla somma pesata dei segnali provenienti dai neuroni X  e 
rimento e dalle 
Fig. 2.1 - Una semplice rete neurale 
i
della soglia b_y di Y stesso, ovvero 
y_in = w1 x1 + w2 x2 + w3 x3 + b_y     (2.1) 
Il neurone Y applica, infine, la sua funzione di trasferimento f ad y_in producendo il suo 
segnale di uscita y 
y = f (y_in)  (2.2). 
Supponiamo ora che Y sia connesso ai neuroni Z1 e Z2 con i pesi v1 e v2. Il neurone Y 
invia il suo segnale di uscita y ad entrambe le unità Zi, tuttavia i segnali ricevuti da Z1 e 
Z2 saranno diversi data la diversità dei pesi v1 e v2. 
2.1.1 Architetture 
In una rete neurale, generalmente, i neuroni vengono organizzati in strati (layer). Il 
comportamento di un neurone è determinato dalla sua funzione di trasfe
connessioni pesate lungo le quali invia e riceve segnali: tali informazioni descrivono 
l’architettura della rete. 
 Reti neurali artificiali 
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Le reti neurali vengono classificate come reti a singolo strato e reti multistrato. Le unità 
 strato, in quanto non eseguono alcuna 
elaborazione. Viene, invece, contato lo strato di output, che fornisce il segnale di uscita 
na “scatola nera” (la rete) che mostra solo input e output. Si può 
2.1.2 i 
L’apprendime n cui 
vengo  o di una rete rispetto ad un’altra. 
Esistono due tipi principali di apprendimento: “supervisionato” (supervised learning) e 
“senza supervisione” (unsuper
L’apprendimento con supervisone si basa sulla disponibilità di un insieme di coppie 
costituite dai “
da una seque
d’uscita, che rappresenta il comportamento desiderato della rete. Una volta fornite 
quest in rse a seconda 
dell’algoritmo di allenamento utilizzato. Le reti che vengono allenate per associare un 
insieme di vettori di ingresso con un insieme di vettori di uscita vengono dette 
“memorie associative”. Se il vettore di 
“memorie autoassociative”, altrim
L’apprendim
esempi, m e degli ingressi. La rete modifica 
i pesi in modo che vettori d’ingresso simili attivino le stesse unità d’uscita (cluster). Ne 
Nella maggior parte delle reti i neuroni risultano interamente connessi: se un neurone 
appartenente ad uno strato è collegato ad un neurone dello strato successivo, allora tutti 
i neuroni del primo strato saranno connessi al secondo neurone. Esistono in letteratura 
metodologie chiamate di pruning o surgerying, che provvedono ad eliminare alcune 
connessioni all’interno della rete, per migliorarne le prestazioni ad un costo 
computazionale minore. 
d’ingresso non vengono considerate come
della rete e gli strati intermedi (uno o più) che collegano le informazioni in entrata alla 
rete con lo strato di uscita. Gli strati intermedi vengono chiamati nascosti (hidden layer) 
perché sono interni ad u
dire che il numero di layer di una rete neurale equivale al numero di strati di 
connessioni esistenti fra i neuroni. 
Calcolo dei pes
nto (allenamento o training) di una rete neurale è la modalità co
no decisi i valori dei pesi ed è un fattore distintiv
vised learning). 
dati del problema” e dalle “corrispondenti soluzioni” (o target), ovvero 
nza di vettori d’ingresso a ciascuno dei quali corrisponde un vettore 
e formazioni, i pesi della rete si calcolano con modalità dive
target è uguale al vettore di input, le reti sono 
enti sono “memorie eteroassociative”. 
ento senza supervisione non fa riferimento ad una casistica precostituita di 
a alla rete neurale viene fornito il solo insiem
 Reti neurali artificiali 
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consegue una classificazione automatica dei vari input. L’apprendimento senza 
supervisione è di tipo competitivo, perché per ogni 
si, in modo da sintonizzarlo maggiormente con quell’input. 
Questo tipo di apprendimento è utilizzato per allenare le reti di Kohonen o Self 
Organizing Map (SOM). 
2.1.3 Funzioni di trasferimento 
Le operazioni eseguite da un singolo neurone consistono nel calcolare una somma 
 dei arvi una funzione di trasferimento (o “legge di 
      (2.3) 
l’uscita del neurone è la somma pesata dei suoi segnali d’ingresso; 
• la funzione gradino (heaviside) con soglia ϑ, 
input vengono attivati più neuroni, 
ma solo uno, quello con attivazione maggiore, vince la competizione e viene premiato 
con la modifica dei suoi pe
pesata segnali d’ingresso e applic
attivazione”) in uscita. 
Tipicamente viene utilizzata la stessa funzione di attivazione per tutti i neuroni che 
appartengono allo stesso strato di una rete, anche se questo non è indispensabile. 
Le funzioni di trasferimento più comuni sono (vedi Fig. 2.2): 
• la funzione identità, 
xxf =)(  x∀
θ
θ
≥
〈⎪⎩
⎪⎨
⎧=
xse
xse
xf
0
1
)(       (2.4) 
questo tipo di funzione viene usata nei casi in cui la rete deve convertire 
il segnale d’ingresso in un segnale binario (1 o 0) o in un segnale 
bipolare (-1 o 1); 
• la funzione sigmoide binaria con il parametro “temperatura” T, 
xTe
xf ⋅−+= 1
1)(       (2.5) 
tale funzione produce in uscita un valore compreso fra 0 e 1 e viene 
• la funzione tangente iperbolica con il parametro “temperatura” T, che produce 
in uscita un valore compreso fra –1 e +1 
anche chiamata sigmoide logistica; 
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xTxT
ee
xf ⋅−⋅ +
=)( .      (2.ee
xTxT − ⋅−⋅ 6) 
Posso  
arcotange
no essere utilizzate anche la funzione seno, la funzione esponenziale, la funzione 
nte e molte altre. 
 
Fig. 2.2 – Funzioni di attivazione comuni 
2.2 Reti neurali statiche 
L’architettura più comune di una rete è il “percettrone multi-strato” (Multi-Layer 
Perceptron, MLP), costituita da più strati di neuroni. In generale un MLP è una rete 
interamente connessa ed ha dei neuroni d’ingresso, uno o più strati intermedi (“strato 
’uscita (output layer). Un esempio di MLP è 
presentato nelle Figg. 2.3 e 2.4 (vedi [4]): 
nascosto” o hidden layer) e uno strato d
 13
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p2
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Σ
b11
1
n11
f1
Σ
b12
1
n12
f1
Σ
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1
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f1
a11 w2,11,1
a12
w1,11,1
w1,1S,R
a1S
w2,1T,S
Σ
b21
1
n21
f2
Σ
b22
1
n22
f2
Σ
b2T
1
n2T
f2
a21
input hidden layer output layer
a22
a2T
 
Fig. 2.3 – Percettrone multi-strato ad un solo strato interno 
R
p
R x 1
IW1,1
S x R
S x 1
b11
+
n1
S x 1
f1
S 
a1
S x 1
LW2,
1
T x S
T x 1
b21
+
n2
T x 1
f2
T
a2
T x 1
input hidden layer output layer
b2)
Nella Fig. 2.4 i parametri hanno i seguenti significati: 
• p è il vettore degli ingressi costituito da un numero R di elementi; 
• IW1,1 è la put (primo indice) 
e le unità del primo strato (secondo indice); la sua dimensione è S x R, con S 
a1 = f1 ( IW1,1 p + b1) a2 = f2 ( LW2,1 a1 + 
a2 = f2 ( LW2,1 f1 ( IW1,1 p + b1)+ b2)
 
Fig. 2.4 - Percettrone multi-strato con parametri in forma matriciale 
 matrice dei pesi delle connessioni fra le unità di in
 Reti neurali artificiali 
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• n1 è il vettore delle sommatorie prodotte dai neuroni del primo strato; 
• f1 è il vettore delle funzioni di trasferimento che le unità dello strato nascosto 
ap 1
• a1 è il vettore delle uscite del primo strato; 
 s rone d’uscita, con funzione di trasferimento 
lineare, è in grado di approssim N
Sebbene un singolo strato nascosto sia sufficiente per avere un approssimatore 
rsale, spesso vengono costruite reti MLP con più strati intermedi: in questo modo 
og inferiore di unità e la stima dei parametri può 
 layer effettua una mappatura non 
n vettore intermedio e il secondo layer 
lle funzioni di attivazione. 
 sono state definite “statiche” perché 
to 
pari al numero dei neuroni dello strato nascosto; il generico elemento wij 
rappresenta il peso della connessione fra il neurone i-esimo dello strato 
nascosto e l’ingresso j-esimo; 
• b1 è il vettore delle soglie o bias delle unità del primo strato ed è costituito da 
S elementi; 
plicano a n ; 
• le matrici LW2,1, b2, n2, f2 e a2 hanno gli stessi significati già visti, ma relativi 
al secondo strato o strato di output. 
Una rete MPL può essere considerata un “approssimatore universale” di funzioni non 
lineari. E’ stato dimostrato (Cibenko) che una rete feed forward (così chiamata perché i 
segnali procedono da uno strato verso il successivo senza tornare indietro) composta da 
un solo strato intermedio, composto da un sufficiente numero di unità con funzione di 
attivazione sigmoidale, e da un ingolo neu
are una qualsiasi funzione continua f : R →R. 
unive
ni strato necessita di un numero 
risultare più semplice. In una rete a due strati, il primo
lineare dello spazio RN e produce in uscita u
esegue una combinazione lineare delle uscite de
2.3 Reti neurali dinamiche 
Le reti neurali descritte nel precedente paragrafo
descrivono il comportamento di sistemi statici: il vettore d’uscita, in un determina
istante, dipende unicamente dal vettore d’entrata presentato alle reti nello stesso istante 
di tempo. Le reti neurali possono essere costruite anche per descrivere sistemi dinamici, 
in cui la risposta è funzione, non solo dell’ingresso corrente, ma anche del 
comportamento del sistema agli istanti precedenti: tali reti si definiscono “dinamiche”. 
 Reti neurali artificiali 
In sostanza i sistemi dinamici sono dotati di memoria. Tali reti non sono state utilizzate 
in questo lavoro, ma si è preferito tuttavia descrivere i loro principi base. 
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li ritardati dal 
Una rete neurale dinamica può essere costruita utilizzando una rete statica aggiungendo 
degli elementi di memoria: in questo caso si hanno “reti neurali con dinamica esterna”. 
Nella Fig. 2.5 è rappresentata una rete feed forward dinamica costituita da una rete 
statica Multi Input-Single Output (MISO) che riceve in ingresso dei segna
filtro Tapped Delay Line (TDL): all’istante t iniziale il filtro TDL trasmette alla rete 
statica solo l’ingresso x(t), all’istante t + 1 il TDL trasmette alla rete statica gli ingressi 
x(t) e x(t+1), all’istante t + 2 il TDL trasmette alla rete statica gli ingressi x(t), x(t+1) e 
x(t+2) e così fino ad un numero stabilito N di istanti. In un istante generico k la 
situazione sarà quella di Fig. 2.5 
input  x(k)
x(k)
T
D
L x(k-N)
x(k-1)
output y(k)
Rete statica
(Multi Input-Single Output)
MISO 
 
Fig. 2.5 – Rete neurale dinamica feed forward 
I ritardi possono essere utilizzati non solo sul segnale d’ingresso, ma anche su nodi 
intermedi della rete e sul segnale di uscita. In quest’ultimo caso si dice che la rete è 
“retroazionata” o “ricorrente” e alcuni, o tutti (vedi Fig. 2.6), gli ingressi non sono altro 
che uscite della rete stessa, opportunamente ritardate. 
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input  x(k)
T
D
L
x(k-1)
x(k)
x(k-N)
output y(k)Rete statica
MISO 
(Multi Input-Single Output)
T
D
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L
y(k-1)
y(k)
y(k-M)
 
Fig. 2.6 - Rete neurale dinamica con retroazione 
Altri tipi di reti dinamiche si possono costruire connettendo un neurone con se stesso, 
un neurone con altre unità appartenenti allo stesso strato e, ancora, connettendo l’uscita 
di un neurone intermedio con i neuroni di input della rete a cui appartiene. 
la differenza fra l’uscita della rete e l’uscita del 
sistema reale, corrispondenti allo stesso ingresso, è minore di un dato valore chiamato 
goal. La funzione degli errori fra le risposte della rete e del sistema reale è chiamata 
pioni di allenamento (training 
), costituito da coppie (
Un’ulteriore possibilità per costruire una rete dinamica consiste nel collegare reti 
statiche con reti dinamiche. 
2.4 Allenamento delle reti neurali 
La stima dei parametri di una rete neurale è chiamata “allenamento” o training ed è un 
procedimento iterativo: i valori dei pesi e delle soglie vengono regolati, passo dopo 
passo, fino a quando una funzione del
“cifra di merito” C. Disponendo di un insieme di cam
dataset ix ,yi) si ha: 
( ) ( ) ( )( )Θ−= ,iNNiiii xyxyCEC       (2.7) 
con 
ix : vettore dell’ingresso i-esimo; 
yi: risposta del sistema reale all’ingresso i-esimo; 
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yiNN: risposta della rete all’ingresso i-esimo; 
Θ: vettore dei parametri della rete neurale. 
La “cifra di merito” può essere la somma degli errori quadratici (Sum of squared Error, 
SSE), la somma normalizzata degli errori quadratici (Normalized Sum of squared Error, 
NSSE) oppure la media degli errori quadratici (Mean Squared Error, MSE). I valori 
ottimi dei parametri della rete si hanno in corrispondenza del minimo di C(Θ), che viene 
raggiunto con un procedimento iterativo tale che 
Θ(i+1) = Θ(i) + µ(i) f (i)        (2.8) 
dove i specifica l’iterazione chiamata “epoca”, f (i) è il parametro di “direzione di 
ricerca” e µ(i) è il “passo”, o learning rate, dell’algoritmo iterativo; durante 
l’allenamento di una rete viene, quindi, cercato il punto di minimo della superficie 
dell’errore nello spazio dei pesi. Nella precedente formula la “direzione di ricerca” è 
l’opposto del gradiente della superficie dell’errore, valutato alla i-esima iterazione: f (i) = 
- ∇(i); questa è la forma generale di un algoritmo a “discesa del gradiente”. 
Per le reti ad un solo strato il gradiente e l’aggiornamento dei pesi è immediato, ma per 
le reti neurali con più di uno strato il calcolo del gradiente implica la propagazione 
dell’errore all’indietro, dato che la “cifra di merito” è calcolata solo con le uscite delle 
reti; in questo caso si parla di algoritmi di allenamento backpropagation. 
Un inconveniente a cui si può andare incontro nella backpropagation è quello di avere 
superfici dell’errore con minimi locali che potrebbero impedire all’algoritmo di training 
la ricerca del minimo assoluto. Per risolvere questo problema può essere utilizzata una 
regola di learning del tipo 
Θ(i+1) = Θ(i) + µ(i) Q( - ∇(i))       (2.9) 
dove Q è una matrice che cambia la “direzione di ricerca”. 
Per esempio, se Q = H-1 e µ = ½ si ottiene l’algoritmo di Newton, dove H-1 è la matrice 
inversa dell’hessiano della “cifra di merito”, definita come 
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Marquardt 
inversa dell’ hessiano della superficie dell’errore (H
2.4.1 Algoritmo di Levenberg-
In letteratura esistono molti algoritmi di allenamento, ognuno caratterizzato dal modo in 
cui vengono selezionati la “direzione di ricerca” ed il “passo” (vedi § 2.4). 
Il metodo migliore e più veloce è quello di Newton, in cui, ad ogni passo del processo 
iterativo, è calcolata la matrice -1). 
In alcuni casi la matrice H è singolare, quindi non invertibile; viene allora scomposta 
nel prodotto di tre matrici  H = U Σ VT , dove Σ è la matrice diagonale degli autovalori 
di H. Invece di calcolare H-1 è calcolata l’inversa della matrice  
H + λ I = U  [ Σ+ λ I ]  VT , con λ > ε     (2.11) 
questo è il metodo di Levenberg-Marquardt (vedi [3]). 
L’ introduzione del parametro λ rende il metodo meno preciso e veloce del metodo di 
Newton, rimanendo, tuttavia, uno dei metodi di training più usati. 
2.4.2 Inizializzazione dei parametri 
Un aspetto importante che riguarda l’allenamento di una rete neurale è l’inizializzazione 
dei suoi parametri: ai pesi delle connessioni ed ai bias dei neuroni, devono essere dati 
dei valori iniziali che, successivamente, durante il training vengono modificati. Il 
 sono basati sulla 
creazione casuale di un insieme di numeri e si differenziano sulle condizioni che tali 
rdano la distribuzione dei numeri 
casuali su un intervallo I e la scelta di I stesso: i parametri possono essere 
ntervallo 
I; i pesi sono modificati i  
associato ad un nodo; durante il training i pesi si muovono solo all’interno del proprio 
principale problema dell’allenamento di una rete è il raggiungimento del minimo 
globale della superficie dell’errore, compiendo il minor numero possibile di “epoche” 
ed eliminando la possibilità di trovare un minimo locale. 
Gli algoritmi utilizzati per inizializzare i parametri di una rete neurale
insiemi devono rispettare. Le condizioni imposte rigua
“uniformemente” distribuiti su I oppure avere una “distribuzione gaussiana” intorno al 
valore centrale di I; l’insieme I può essere del tipo [0 , L] o [-L , 0], di solito con L = 1, 
ma spesso I = [-L , L]. 
Un metodo di inizializzazione è stato proposto da Nguyen e Widrow (vedi [6]): ad ogni 
parametro è inizialmente dato un valore piccolo e casuale appartenente ad un i
n modo da dividere I in intervalli Hi più piccoli, ognuno
 Reti neurali artificiali 
 20
rappresenta il sistema solo per i dati di 
 
grado di rappresentare un sistema in ogni sua condizione operativa: occorre “validare” il 
à 
ssimazione raggiungibile con i dati usati nella fase di training: aumentando il 
è 
plica, 
 
, all’aumentare della complessità di una rete allenata, gli errori sul training 
di una cattiva generalizzazione. Se alla complessità della rete, 
eve avere un numero 
eccessivo di “epoche”, ma deve fermarsi prima che l’errore sul validation set inizi ad 
aumentare. 
intervallo Hi, eliminando la possibilità di avere grossi aggiustamenti e un tempo di 
allenamento lungo. 
In [6] sono riportati i risultati di un’analisi svolta su vari algoritmi di inizializzazione, 
applicati ad una rete MLP, ed evidenziano la bontà del metodo di Nguyen e Widrow 
rispetto a tutti gli altri metodi studiati. 
2.5 Validazione di una rete neurale 
L’uso di una rete neurale per simulare il comportamento di un sistema reale consiste nel 
creare un modello a “scatola nera”, con i parametri opportunamente calcolati durante la 
fase di training. Tuttavia il modello 
addestramento, perché su tali dati è stata allenata la rete. Un modello deve essere in
modello ottenuto in fase di training in modo da valutare la sua bontà in termini di 
“generalizzazione”. 
E’ noto che più una rete è complessa (numero elevato di neuroni e layer) migliore sar
l’appro
numero dei parametri crescono i gradi di libertà del modello, ciò significa che 
possibile modificare i parametri in modo da far aderire maggiormente il comportamento 
del modello a quello del sistema reale. La riduzione dell’errore di training non im
però, una miglior “generalizzazione”; occorre fare la “validazione” del modello su un
insieme di dati dello stesso problema (validation set) non utilizzato nella fase di 
allenamento (tecnica di cross-validation). 
E’ noto che
set e sul validation set diminuiscono di pari passo fino ad un dato valore della 
complessità stessa, dopodiché l’errore sul training set continua a diminuire e l’errore sul 
validation set inizia ad aumentare: non occorrono, quindi, reti neurali complesse per 
scongiurare il pericolo 
intesa come variabile di progetto, è sostituito il numero di cicli di training (“epoche”) si 
ha un comportamento simile al precedente: l’allenamento non d
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atematici che cercano di risolvere il problema 
della scelta della complessità di una rete neurale, ma sono complicati, 
ata struttura e 
viene le
e, dal risultato, viene dato un giudizio sul comportamento della rete. Dopodiché 
vengo   ed 
alla fi
Nei paragrafi successivi sono descritti due metodi di validazione: il metodo Early 
 e 
ema della ricerca del numero di 
alizzazione”. 
apacità di “generalizzare”. Il 
fenomeno di overfitting può  
in prossimità del minimo della curva dell’errore di “validazione”. Questa tecnica prende 
compie le operazioni di allenamento e di “validazione” simultaneamente: dopo aver 
ero di cicli di 
escere. 
Un problema d i 
insiemi di training e di “validazione”: la dimensione della rete è scelta in base alla 
In letteratura esistono diversi metodi m
computazionalmente costosi e non sempre immuni da errori. Un metodo alternativo 
consiste nel trial and error approach. Viene scelta una rete con una d
 al nata; utilizzando la tecnica del cross validation viene eseguita la “validazione” 
no ripetute le stesse operazioni sulla rete con la struttura via via più complessa
ne la rete vincente è quella che ha il miglior comportamento. 
Stopping il metodo Bayesian Regularization. 
2.5.1 Metodo Early Stopping 
Nel paragrafo precedente è stato accennato il probl
“epoche” che deve avere un allenamento: aumentando il tempo di addestramento, 
l’errore che una rete commette sul training set diminuisce, ma questo non è indice di 
una buona “gener
La capacità di “generalizzare” deve essere misurata su un insieme di dati di 
“validazione”, composto da campioni non utilizzati in fase di training. 
E’ noto che dopo un certo numero di epoche, mentre l’errore di training continua a 
diminuire, l’errore sui dati di “validazione” tende a crescere. Tale fenomeno prende il 
nome di overfitting o overlearning e si verifica nel momento in cui il modello scelto 
aderisce troppo ai dati di allenamento, ma perde la c
 essere evitato se l’addestramento della rete viene arrestato
il nome di Early Stopping e permette di migliorare la “generalizzazione” di una rete 
anche se la sua complessità è più grande del dovuto. L’algoritmo dell’ Early Stopping 
completato un dato num training viene calcolato l’errore sui dati del 
validation set e l’allenamento si ferma quando questo errore inizia a cr
i questo metodo è la scelta del numero di dati che devono avere gl
 Reti neurali artificiali 
 22
mo che, allo stesso tempo, allena e 
re e usata per 
aggiornare i pesi, è la somma pesata, con un parametro γ, della media degli errori 
ci ( esi quadratici (Mean Squared Weight, MSW) 
complessità del sistema reale da simulare e dal numero di dati da approssimare. Questi 
dati sono divisi fra l’insieme di training e l’insieme di “validazione”. 
2.5.2 Metodo Bayesian Regularization 
Il metodo Bayesian Regularization è un algorit
migliora la “generalizzazione” delle reti neurali: il metodo di training implementato è 
quello di Levenberg-Marquardt e la “cifra di merito”, da minimizza
quadrati MSE) e la media dei p
( ) MSWMSEC ⋅−+⋅= γγ 1 .       (2.12) 
I pesi e i bias sono minimizzati per avere delle reti neurali che hanno risposte “lisce”, 
uniformi e con piccole probabilità di overfitting. 
Il metodo Bayesian Regularization tratta i problemi dell’allenamento e della 
generalizzazione di una rete in modo statistico: data una rete neurale allenata con un 
training set D, è calcolato quale sia il più probabile vettore di output y*, per un dato 
vettore di input x, non appartenente a D. Per esempio, è possibile allenare una rete più 
volte ottenendo sempre dei buoni risultati, ma con pesi, tutte le volte, diversi (questo è 
dovuto al procedimento di tipo casule con il quale vengono inizializzati i pesi all’inizio 
di ogni allenamento). Nel processo di ottimizzazione tutto questo è ignorato, mentre nel 
metodo “bayesiano” tutte le soluzioni sono combinate insieme per trovare quella che 
produce la generalizzazione migliore (vedi [5]). Se una rete, avente un set di pesi w, dà 
una risposta y(x,w) all’ingresso x, allora è 
y* = ∫ y(x,w) P (w | D) d w.       (2.13) 
E’, quindi, pesata ogni possibile uscita con la “probabilità posteriore” P (w | D), che 
rappresenta la probabilità che D dia il set di pesi w. Dal teorema di Bayes è, inoltre, 
P (w | D) ∝ P (D | w ) ⋅ P (w )      (2.14) 
dove: 
P (D | w ) = exp ( - MSE )       (2.15) 
chiamata likelihood, è la probabilità che ogni set di pesi w dia i target di D ed ha una 
distribuzione “gaussiana” sopra i valori di target con deviazione standard  γ  -1/2 ; 
P ( w ) = exp ( - MSW )       (2.16) 
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chiamata probabilità “anteriore”, è il prodotto della probabilità dei differenti gruppi di 
pesi con distribuzione “gaussiana” di valore m standard  
(1 - γ ) -1/2 . 
2.15) e (2.16) sarà quello con la “cifra 
di merito” più piccola. 
Il metodo beyesiano ha un grosso costo “computazionale”, soprattutto rispetto all’Early 
rmedio di m neuroni; uno strato di output normalmente costituito da 
I p
secondo e terzo strato hanno valore Wj (j = 1, 2,...,m). La funzione di attivazione del 
neu
radiale
edio nullo e deviazione 
Il “parametro di regolarizzazione” γ è calcolato e ottimizzato durante l’allenamento. E’ 
quindi calcolato l’integrale (2.13) per un certo numero di set di pesi per cercare quello 
che “generalizza” meglio la rete, e date le (2.14), (
Stopping, ma fornisce, di solito, reti neurali con risposte migliori. 
2.6 Altri tipi di reti neurali 
Nei paragrafi che seguono sono descritti alcuni tipi di reti neurali aventi importanza 
concettuale e pratica, anche se non sono state utilizzate in questo lavoro: 
• le reti “Radial Basis Function (RBF)”, che costituiscono degli “approssimatori 
universali”; 
• le reti di Hopfiel, che forniscono modelli per sistemi dinamici non lineari; 
• le reti di Kohonen, interessanti perché possono apprendere senza supervisione. 
2.6.1 Reti Radial Basis Function 
Le reti “Radial Basis Function (RBF)” possono essere usate in alternativa alle reti MLP, 
con il vantaggio di non avere i problemi legati ai minimi relativi della “cifra di merito”, 
ma con lo svantaggio di una scarsa generalizzazione. 
Le reti RBF sono di tipo feed forward e sono costituite da tre strati: uno strato di n input 
Xi; uno strato inte
un solo neurone. 
esi fra primo e secondo strato sono fissi e di valore unitario, mentre quelli fra 
rone d’uscita è lineare, mentre quella delle unità nascoste è una funzione a base 
 (radial basis function). Una funzione a base radiale di n valori Xi, ovvero del 
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vettore 
v, che è
X = { Xi }, è caratterizzata da un “centro” C = { Ci } e da un “raggio” variabile 
 la distanza euclidea fra il generico punto X e C: 
( )∑ −=− ii CXC 2        (2.17) = Xv
La funzione deve assumere un valore massimo, generalmente 1, per v = 0 (X = C) e 
lla distanza. Comunemente è usata la 
i
valori rapidamente decrescenti al crescere de
funzione gaussiana: 
2
⎟⎠
⎞⎜⎝
⎛ −−= σ
CjX
ef      (2.18) 
con  σ = varianza. L’uscita della rete è fornita dalla funzione lineare: 
( )∑ ⋅=
j
jj fWY         (2.19) 
dove fj è il valore di f corrispondente al neurone intermedio j di centro Cj e ampiezza σj. 
L’apprendimento può essere fatto in due modi diversi: il primo consiste nel 
predeterminare la struttura della rete, ovvero gli m centri (numero, posizione e 
ampiezza) e nel cercare solo gli m pesi; il secondo consiste nel determinare i pesi e il 
numero, la posizione e l’ampiezza dei centri. L’apprendimento della struttura è 
preferibile (il secondo metodo fra i due citati), perché una predeterminazione adeguata 
dei centri non è facile e comporta molti tentativi. 
E’ stato dimostrato che le reti RBF sono “approssimatori universali”, ma di solito, 
hanno bisogno di un numero di neuroni maggiore rispetto alle reti MLP. 
2.6.2 Reti di Hopfield 
Le reti di Hopfield sono reti neurali dinamiche non lineari con retroazione (vedi Fig. 
2.6). Ne esistono due versioni, una a stati continui, l’altra a stati discreti (bipolari o 
binari). Nella versione a stati continui il sistema può evolvere, partendo da un generico 
stato iniziale, verso stati finali stabili (attrattori a punto fisso) o meno (attrattori 
oscillatori). Nella versione a stati discreti, la rete viene “imbrigliata” per evolvere 
sempre verso attrattori stabili. Si hanno, quindi , due tipi di applicazioni: uso come 
memoria associativa o risoluzione di problemi di ottimizzazione. Nel primo caso, 
partendo da uno stato iniziale che rappresenta una forma (pattern) inquinata da 
“rumore” o incompleta, il sistema risponde con la corrispondente forma depurata o 
completa: il numero di attrattori stabili misura la capacità della memoria associativa. 
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Nel secondo caso, gli attrattori stabili corrispondono ai minimi della “funzione costo” 
nell’ambito di problemi di ottimizzazione. 
Kohonen 
un affascinante modello di reti neurali perché, nonostante la loro semplice architettura, 
 con tutti i neuroni del suo strato, 
sono applicabili in molti problemi pratici e hanno la capacità di auto-organizzarsi. 
Le reti SOM derivano dalle reti “ricorrenti a connessioni laterali”: un esempio è 
mostrato in Fig. 2.7, dove m neuroni j (con attivazione Yj) sono connessi a n input Xi, 
tramite i pesi Wji; inoltre ogni neurone è connesso
incluso se stesso, tramite i pesi Vjk. 
X1 Xi-1 Xi XnXi+1
Y1 Yj-1 Yj YmYj+1
Vjj
Vj1
WjnWjiWj1
Vjm
 
Fig. 2.7 – Rete ricorrente a connessioni laterali 
I
(
I neuroni k vicini all’unità j lo eccitano (Vjk > 0) e quelli lontani lo inibiscono (Vjk < 0). 
l campo di attivazione di ogni neurone j assume, quindi, una forma a “cappello 
messicano”. La dinamica delle rete è espressa da: 
( ) ( ))⎥⎦
⎤⎢⎣
⋅+⋅= ∑∑
kr
rjrj VXWFY β
dove, se v è il vicinato, (j+k) varia fra (j-v) e(j+v); F to 
non lineare con saturazione (per limitare il valore di Yj) e β è un fattore di feed-back 
compreso fra 0 e 1. 
⎡ ⋅ +kjjk tY      (2.20) 
è una funzione di trasferimen
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 j, 
con una certa estensione “orizzon ne 
dipende dal rapporto fra feed-back la 
bolla e viceversa; l’ampiezza dipende dal fattore β e cresce con esso. In conclusione: 
inando il suo vettore Wj a X (cioè ruotandolo verso X): 
∆ Wj = η(X - Wj)       (2.21) 
W (t+1) = W (t) + ∆ W      (2.22) 
Il procedimento prosegue tornando al punto 2. 
Ad apprendimento concluso, presentando in ingresso alla rete un input X, viene attivato 
un vettore peso corrispondente alla classe di quell’ingresso, cioè la rete si è auto-
organizzata in modo da compiere una classificazione. In definitiva, la matrice di neuroni 
che costituisce la SOM, si attiva selettivamente per un determinato ingresso in un’area 
specifica, per input simili in aree limitrofi e per input diversi in aree lontane. 
Il funzionamento della rete è il seguente: presentando al tempo t = 0 un input X, di n 
componenti Xi, viene attivato maggiormente certo neurone j (Yj(0) > Yk(0) per k ≠ j), in 
base alla prima sommatoria dell’equazione precedente; negli istanti successivi entra in 
azione la seconda sommatoria e i neuroni in un intorno di j si rafforzano mutuamente e 
indeboliscono le unità lontane. Si forma, così, una “bolla di attivazione”, centrata su
tale” e una certa ampiezza “verticale”: l’estensio
 positivi e negativi, la prevalenza dei primi allarga 
ogni input attiva la sua bolla (dopo un certo transitorio); input vicini attivano bolle 
vicine e input diversi attivano bolle lontane. La struttura di questo tipo di rete è 
semplificata eliminando le connessioni laterali a “cappello messicano” e definendo, al 
loro posto, un “vicinato” di neuroni contemporaneamente attivi. In tal caso la bolla si 
forma per definizione, dato che l’attivazione iniziale di un neurone trascina 
automaticamente quella di tutti i neuroni del suo “vicinato”. Estendendo quanto detto, 
da una “stringa” unidimensionale di unità ad una “matrice” bidimensionale, si ottiene la 
rete di Kohonen. 
L’apprendimento senza supervisione è costituito dai seguenti passi: 
1. viene inizializzata la matrice m*n dei pesi Wji, costituita da m vettori Wj = 
(Wj1,.., Wji,.., Wjn); 
2. si presenta in ingresso il generico vettore X = (X1,..,Xi,..,Xn) e si determina quel 
vettore Wj che rende massimo il prodotto Wj * X = Σ (Wji Xi), creando una 
competizione fra tutti i neuroni, vinta da una solo di essi; 
3. il neurone vincente viene premiato, insieme a tutti quelli del suo vicinato, 
avvic
j j j 
dove η ∈ [0  1]. 
 Reti neurali artificiali 
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Le reti di Kohonen possono essere allenate in modo supervisionato usando, quindi, un 
training set: questo processo viene chiamato LVQ (Learning Vector Quantization) o 
“tassellazione” di Voronoi. 
  Applicazione delle reti neurali al sistema dati aria 
 28
CAPITOLO 3 
Applicazione delle reti neurali al sistema dati aria 
Come già spiegato nel § 1.2, un sistema dati aria deve risolvere il seguente problema: 
date le misure angolari e di pressione, fornite da sonde multi-funzione generalmente 
poste sulla parte prodiera della fusoliera, la velocità angolare e la configurazione del 
velivolo, devono essere stimati i parametri di volo. 
In questo capitolo è descritto un algoritmo di elaborazione dei dati aria per la 
ricostruzione dei valori degli angoli d’incidenza α e di derapata β, mediante l’uso di reti 
neurali. Tutti i m ma 
Matlab . 
odelli descritti in questo lavoro sono stati realizzati con il program
®
3.1 Dati da elaborare 
Per ogni condizione di volo analizzata in galleria del vento e caratterizzata dai parametri 
α, β, M∞ , Ω  e Config, è possibile risalire (si veda [1]) alle misure delle sonde 
onoscendo le condizioni di flusso locale che si instaurano in prossimità dei punti di 
install di funzionamento delle sonde stesse, capace di 
prevedere le misure di pressioni ed angolari da  g
Per un’architettura a reti neurali che ha come obiettivo la ricostruzione degli angoli α e 
β, è importante stabilire quali sono i segnali di e c ormazioni più 
indicate allo scopo. Il modello sviluppato in [1] stabilisce i seguenti legam isure 
delle sonde e le caratteristiche del flusso asintotico: 
c
azione delle sonde ed un modello 
lle randezze locali. 
 input ch ontengono le inf
i tra le m
),Confi,,,(_ gMfii Ωβαλ ∞=       (3.1) 
⎥⎦),Config    (3.2) 
⎤⎢⎣
⎡ ⋅+= ∞∞ ,,,(21 _
2
_ MCpMPP ifrontsaifront Ωβαγ
⎥⎦
⎤⎢⎣
⎡ ⋅+= ∞∞ ),,,,(21 _2_2 ConfigMCpMPP islotsaislot Ωβα
γ    (3.3) 2
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dove i termini Cpfront_i e Cpslot2_i sono i coefficienti di pressione in corrispondenza delle 
prese front e slot2 della sonda i-esima. Noto n n una 
procedura di calcolo che usa le misure di pr s questo 
studio), la velocità angolare Ω
il umero di Mach M∞ (stimato co
es ione e non preso in esame in 
 e la configu zio alla (3.1) 
riferita a due gene e angolari (i, j) è possibile ricavare le seguenti funzioni: 
ra ne del velivolo Config, d
riche misur
),,,_,_( ConfigMg ji Ωλλα α ∞=       (3.4) 
),, ConfigM,_,_(g ji Ωλλβ β= (3.5) 
In questo lavoro è stata operata la semplificazione di considerare la sola configurazione 
v
 relativo alla 
front slot2 _votato  generica 
nda per rendere l’algoritmo di elaborazione degli angoli più robusto alle avarie di 
pressi it o  oss le Figg. 3.3-3.4 è 
riportato il valore votato dei quattro rapporti di pressione disponibili relativo, 
rispettivam  un ero di Ma .2) ed ad un alto numero di Mach 
(M∞  = 0.8). 
∞       
“cruise” (deflessione delle superfici mobili del velivolo in condizioni di crociera) e il 
alore della velocità angolare nullo. Le relazioni (3.4) e (3.5) mostrano che per calcolare 
gli angoli di incidenza e derapata è necessario conoscere il numero di Mach. 
Quest’ultimo, come si può osservare dalle Figg. 3.1-3.2, relative a due numeri di Mach 
(M∞  = 0.2 e M∞  = 0.8) ha un legame forte col rapporto di pressione Pfront / Pslot2.  
Obiettivo delle rete neurali è, quindi, quello di riuscire ad approssimare le funzioni (3.4) 
e (3.5) e per poter fare ciò i dati necessari sono una generica coppia di misure angolari 
(λ_i, λ_j), il M∞ o in alternativa il rapporto (Pfront / Pslot2)_i o (Pfront / Pslot2)_j
generica sonda. In questo lavoro è stata valutata anche la possibilità di utilizzare il 
rapporto di pressioni votato (P  / P ) , anziché quello relativo di una
so
one, come verrà spiegato nel cap ol  4. Si ervi che nel
ente, ad basso num ch (M∞  = 0
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Fig. 3.1 - Andamento dei valori (Pfront / Pslot2)_i a Mach = 0.2 in funzione dell’angolo 
d’incidenza e dell’angolo di derapata 
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Fig. 3.2 – Andamento dei valori (Pfront / Pslot2)_i a Mach = 0.8 in funzione dell’angolo 
d’incidenza e dell’angolo di derapata 
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Fig. 3.4 - Andamento del valore (Pfront / Pslot2)_votato a Mach = 0.8 in funzione 
dell’angolo d’
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3.2 Tipologia di reti neurali considerate 
Combinando in diversi modi i segnali di input scelti, si sono individuate quattro 
tipologie di reti neurali, riportate in Tab. 3.1. 
 
Nome della tipologia di rete neurale Input 
NN_ijM 
• λ_i lambda sonda i-esima 
• λ_j lambda sonda j-esima 
• M∞ numero di Mach 
NN_ijk 
• λ_i lambda sonda i-esima 
• λ_j lambda sonda j-esima 
• (P / P )     sonda k-esima front slot2 _k 
                                     con k = i, j 
NN_ijij 
• λ_i lambda sonda i-esima 
• λ_j lambda sonda j-esima 
• (Pfront / Pslot2)_i     sonda i-esima 
• (Pfront / Pslot2)_j     sonda j-esima 
NN_ijPPv 
• λ_i lambda sonda i-esima 
• λ_j lambda sonda j-esima 
• (Pfront / Pslot2)_votato 
Tab. 3.1 – Tipologie di reti neurali e loro ingressi 
Avendo a disposizione quattro valori λ_i è possibile formare sei coppie distinte (λ_i, 
_j). Tutti i modelli di reti create ricevono in ingresso una coppia (λ_i, λ_j), quindi per 
ognuna di tali tipologie sono realizzate un numero di reti pari al numero di tali coppie. 
In definitiva le reti NN_ijM, NN_ijij e NN_ijPPv, sono sei reti mentre quelle NN_ijk 
sono dodici. Tali reti danno, quindi, luogo a sei (dodici per l’architettura NN_ijk) 
diverse stime per l’angolo di incidenza ed altrettante per l’angolo di derapata. Le stime 
appartenenti alla generica famiglia di reti devono essere elaborate da un algoritmo di 
voting (descritto nel § 1.2.1), il quale restituisce in uscita un solo valore di α ed un solo 
valore di β da fornire ai sistemi esterni ai dati aria. Nella Tab. 3.2 sono riportate, con i 
rispettivi ingressi, tutte le reti neurali relative alle quattro tipologie esaminate. 
λ
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Tipologia di rete Nome della rete Dati di input 
NN_12M λ_1, λ_2, M∞
NN_13M λ_1, λ_3, M∞
NN_14M λ_1, λ_4, M∞
NN_23M λ_2, λ_3, M∞
NN_24M λ_2, λ_4, M∞
NN_ijM 
NN_34M λ_3, λ_4, M∞
NN_121 λ_1, λ_2, (Pfront / Pslot2)_1
NN_122 λ_1, λ_2, (Pfront / Pslot2)_2
NN_131 λ_1, λ_3, (Pfront / Pslot2)_1
NN_133 λ_1, λ_3, (Pfront / Pslot2)_3
NN_141 λ_1, λ_4, (Pfront / Pslot2)_1
NN_144 λ_1, λ_4, (Pfront / Pslot2)_4
NN_232 λ_2, λ_3, (Pfront / Pslot2)_2
NN_233 λ_2, λ_3, (Pfront / Pslot2)_3
NN_242 λ_2, λ_4, (Pfront / Pslot2)_2
NN_244 λ_2, λ_4, (Pfront / Pslot2)_4
NN_343 λ_3, λ_4, (Pfront / Pslot2)_3
NN_ijk 
NN_344 λ_3, λ_4, (Pfront / Pslot2)_4
NN_1212 λ_1, λ_2, (Pfront / Pslot2)_1, (Pfront / Pslot2)_2
NN_1313 λ_1, λ_3, (Pfront / Pslot2)_1, (Pfront / Pslot2)_3
NN_1414 λ_1, λ_4, (Pfront / Pslot2)_1, (Pfront / Pslot2)_4
NN_2323 λ_2, λ_3, (Pfront / Pslot2)_2, (Pfront / Pslot2)_3
NN_2424 λ_2, λ_4, (Pfront / Pslot2)_2, (Pfront / Pslot2)_4
NN_ijij 
NN_3434 λ_3, λ_4, (Pfront / Pslot2)_3, (Pfront / Pslot2)_4
NN_12PPv λ_1, λ_2, (Pfront / Pslot2)_votato  
NN_13PPv λ_1, λ_3, (Pfront / Pslot2)_votato
NN_14PPv λ_1, λ_4, (Pfront / Pslot2)_votato
NN_23PPv λ_2, λ_3, (Pfront / Pslot2)_votato
NN_24PPv λ_2, λ_4, (Pfront / Pslot2)_votato
NN_ijPPv 
NN_34PPv λ_3, λ_4, (Pfront / Pslot2)_votato
Tab. 3.2 – Reti neurali e loro ingressi 
Per poter effettuare un confronto tra le varie reti considerate, sono stati individuati due 
insiemi di dati estratti dal database di galleria. Il primo è stato utilizzato per uno studio 
preliminare sull’architettura delle reti (scelta del numero di neuroni, funzioni di 
trasferimento, ecc.) ed è costituito da circa 1400 punti di allenamento e validazione e da 
2000 punti di test. Il secondo è stato utilizzato per confrontare le varie reti e valutarne le 
prestazioni nell’inviluppo (α, β, M∞) di interesse. Quest’ultimo data set è costituito da 
10000 punti, diviso in 1000 punti di allenamento, 500 punti di validazione e 8500 punti 
di test. 
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8]) si deduce che l’architettura più consona per questo 
tipo di lavoro è la MLP perché, rispetto alla RBF, ha bisogno di un minor numero di 
neuroni e ha una migliore generalizzazione. 
Le reti neurali inizialmente studiate sono MLP feed forward con due strati nascosti ed 
uno strato di output ad un solo nodo; successivamente saranno utilizzate reti con uno 
strato di output a due neuroni. 
3.3 Reti neurali 
Il modello di rete neurale da impiegare in questo lavoro è un “approssimatore 
universale” del tipo MLP feed forward o del tipo RBF (vedi cap.2). Dai lavori presenti 
in letteratura (ad esempio [7] e [
Strato di input
1° strato nascosto
Strato di output
2° strato nascosto
Output 
Fig. 3.5 – Rete neurale MLP feed forward a singola uscita 
Sono state fatte numerose prove variando il numero N dei neuroni degli strati nascosti, 
da  
numero di nodi), e usando varie funz asferimento, fra le quali la funzione 
zione di trasferimento. 
In tutte le prove i dati d’ingresso e uscita sono “normalizzati”, ovvero i dati λ_i, Pfront_i, 
Pslot2_i, α, β e M∞ che appartengono a dei propri intervalli, sono ricondotti agli intervalli 
[0, +1], [-1, +1], [0, +5] e [-5, +5], con un operazione del tipo: 
 
 un minimo di 10 ad un massimo di 20 (utilizzando per i due strati nascosti lo stesso
ioni di tr
sigmoide binaria, con il parametro “temperatura” T = 1, 2, 3, 4, la funzione tangente 
iperbolica (con T = 1, 2, 3, 4), la funzione “ e-n ” , la funzione seno. Sono state fatte 
delle prove utilizzando un’unica funzione di trasferimento per tutti gli strati delle reti e 
prove in cui ogni strato ha una diversa fun
( )
minmax
min
minmaxmin AA
AASSSAnorm −
−⋅−+=      (3.6) 
  Applicazione delle reti neurali al sistema dati aria 
dove: 
• A è il dato iniziale; 
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• Anorm è il valore di A normalizzato; 
• Smin e Smax sono rispettivamente il minimo e il massimo dell’intervallo di 
normalizzazione; 
• Amin e Amax sono i valori minimi e massimi che la variabile A può assumere. 
Alla fine di ogni simulazione le uscite delle reti vengono ricondotte ai loro veri valori 
attraverso l’operazione inversa della (3.6): 
( ) ( )
minmax
minmaxmin
min SS
AASAAA norm −
−⋅−+=      (3.7) 
3.4 Allenamento e generalizzazione delle reti neurali 
Le reti sono allenate e generalizzate allo stesso tempo applicando i metodi Early 
Stopping e Bayesian Regularization insieme all’algoritmo di training di Levenberg-
Marquard. Sono state fatte prove per determinare il miglior numero di iterazioni di 
allenamento (“epoche”) e il minimo della “funzione di merito” (goal). I risultati di tali 
prove sono presentati nel cap. 4. 
I para e todo di Nguyen e Widrow 
(funzione
Gli in e
(testing 
proveniente dalle prove in galleria del vento (vedi § 3.2). Considerando che le reti 
neura h
che l’ins ti dell’inviluppo (α, β, M∞) estremi. E’ 
impor n
Quest’ult golari e da ognuno di questi 
sono ti to modo, 
l’insieme coordinate estreme (punti di bordo) e quelli 
n punto di bordo. I 
m tri delle reti (pesi e bias) sono inizializzati con il me
 initnw di Matlab® ). 
si mi di allenamento (training set), di validazione (validation set) e di verifica 
set), sono stati costruiti estraendo i punti in modo casuale dal database 
li anno buone capacità di interpolazione, ma non di estrapolazione, è necessario 
ieme di allenamento contenga i pun
ta te che i punti siano uniformemente distribuiti nello spazio (α, β, M∞). 
imo è stato, perciò, diviso in tanti sottoinsiemi re
sta  estratti, in modo casuale, un certo numero di punti. Operando in ques
 di training contiene i punti di 
uniformemente distribuiti nello spazio (α, β, M∞). Il validation set è costruito con lo 
stesso procedimento usato per il training set, ma non contiene nessu
  Applicazione delle reti neurali al sistema dati aria 
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punti e
set. 
Gli insie sono stati fatti per poter allenare le reti con il 
metodo E
insiemi s
generaliz
Nella Fig. 3.6 è riprodotto un esempio dei tre insiemi di dati (training set, validation set 
e test  
 
ch  non appartengono né al training set né al validation set costituiscono il testing 
mi di training e validation 
arly Stopping, mentre utilizzando l’algoritmo Bayesian Regularization, i due 
ono stati uniti, visto che questo secondo metodo compie l’allenamento e la 
zazione su un unico insieme di dati. 
ing set). 
Training Set, Validation Set e Testing Set
-5
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-20
-10
0
10
20
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p.training bordo
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M
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h
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Fig. 3.6 – Esempio di data set 
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CAPITOLO 4 
Prestazioni delle reti neurali e prove di robustezza in 
presenza di avarie 
In questo capitolo sono descritte le prove fatte sulle reti neurali illustrate nel capitolo 3 e 
i risultati prodotti. La prima serie di prove, mostrata nel § 4.2, ha avuto lo scopo di 
trovare la miglior archi i tarare i parametri di 
allenamento. Definita l’architettura da utilizzare sono state fatte delle prove di 
N
Il con o
queste co  data set di punti 
(divis n
allenate t
Per spieg
considera
Consi r
il suo output
hanno prodotte, per esem α
della rete NN_23PPv è α mette nel generico punto 
preso in esame, è la differenza tra il valore α di test e quello ricostruito dalla rete 
tettura da adottare per le reti neurali e d
allenamento e verifica su reti ad un solo neurone di uscita (§ 4.3) ed a due neuroni 
d’uscita (§ 4.4), mentre nei § 4.5.1, 4.5.2 e 4.5.3 è stata analizzata la robustezza delle 
reti neurali in presenza di avarie delle sonde multi-funzione del sistema dati aria. 
4.1 Definizione dei parametri di confronto delle reti neurali 
el § 3.2 sono state descritte quattro tipologie di reti neurali che si differenziano fra 
loro per i dati che ricevono in ingresso. 
fr nto fra le singole reti è stato fatto comparando gli errori massimi e medi che 
mmettono nei punti dell’inviluppo (α, β, M ). Definito un∞ 
o el training set, validation set e testing set) ed un’architettura, sono state 
utte le reti appartenenti alle varie tipologie. 
are la metodologia di calcolo degli errori commessi dalle reti si prenda in 
zione quelle dedicate alla sola ricostruzione dell’angolo di incidenza. 
de ato un singolo punto del data set ogni rete elabora i propri ingressi e restituisce 
 in α . Tali uscite sono state identificate con gli stessi indici delle reti che le 
pio l’uscita della rete NN_12M è indicata con _12M , l’uscita 
_23PPv . L’errore che ciascuna rete com
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(outp . 
l’errore a procedura 
no calcolati gli errori che tutte le reti commettono su tutti i punti del data set. A titolo 
d’esempio, in Fig. 4.1 è rappresentato lo schema usato per valutare gli errori delle reti 
NN_ijM a singola uscita in α. 
ut) L’errore della rete NN_12M è ε_12M = α - α_12M, la rete NN_23PPv compie 
ε_23PPv = α - α_23PPv , e così per tutte le altre reti. Utilizzando la stess
so
Data set
Reti NN_ijM
NN_12M
NN_13M
NN_14M
NN_23M
NN_24M
NN_34M
Output NN_ijM
α _12M
α _13M
α _14M
α _23M
α _24M
α _34M
1 punto
[λ_i , α , β , M]
Errori NN_ijM
ε_12M
ε _13M
ε _14M
ε _23M
ε _24M
ε _34M
α
 
Fig. 4.1 – Schema di calcolo degli errori commessi dalle singole reti NN_ijM 
Il confronto tra le varie reti è stato realizzato sia sui valori prodotti dalle singole reti sia 
sui valori votati. In quest’ultimo caso lo schema di calcolo degli errori illustrato in 
precedenza diventa il seguente:  
Data 
set
Reti NN_ijM
NN_12M
NN_13M
NN_14M
NN_23M
NN_24M
NN_34M
Output NN_ijM
α _12M
α _13M
α _14M
α _23M
α _24M
α _34M
1 punto
[λ_i , α , β , M]
ε _ijM
α
Algoritmo 
di 
voting
α _votato
+
_
 
Fig. 4.2 - Schema di calcolo degli errori commessi sull’uscita votata dalla tipologia 
NN_ijM 
  
Si noti nello schem
(descritti nel § 1.2.1) per ottenere le gra
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a di calcolo degli errori la presenza degli algoritmi di voting 
de to n n singola uscita 
β e e reti c
a e reti 
ur
Le prime prove eseguite sono state svolte sulle tre tipologie di reti neurali NN_ijM, 
NN_ijk, NN_ijij e hanno avuto lo scopo di trovare la miglior architettura da adottare e 
di tarare i parametri dei metodi di allenamento (algoritmo di allenamento, numero di 
iter i e m t za s tilizzato 
di n 0  di 500 
ti  testi  p  to i ri di α , 
β e presi, rispettivamente gli int a 15°, + ] 0.20 , 
0.80]. 
input 
le reti (v § 3.1 e 3.2) ogna stabilire il numero d euroni degli strat costi, le 
d o
“norm ite, il metodo di allenamento, il numero di 
iterazioni (“epoche”) da eseguire nell’allenamento e il valore di minimo della “cifra di 
me goal). E’ stato, quindi, necessario svolgere delle prove per poter stabilire quali, 
fra le seguenti variabili, siano quelle più opportune tenendo conto e delle 
problematiche connesse al risparm
• intervalli di “normalizzazione” degli input e output
[0, +1], [-1, +1], [0, +5], [-5, +5]; 
funzione di trasferim peratura”   
T = 1, 2, 3, 4, tangente iperbolica c , nzione “e-n ”, la 
funz
• nume i ti sempre lo stesso 
numero di nodi): 10, 13, 15, 17, 20; 
ndezze votate. Le due procedure per il calcolo 
sodeg
in 
li errori scritte in ques  paragrafo no applicate a che alle reti co
 all  con doppia us ita in α e β. 
4.2 Pr
al
ove per la
m
 determinazione dell’architettur dell
i è u
 valo
 e [
i nas
anch
ento: 
ne i e dei para etri di allenamento 
az
da
ion
ta 
ini
 ci
m
rc
o della “cifra di m
a 
er
il 
ito
tr
”)
ain
. C
in
o
g
m
 se
e g
t 
ià
di 
 de
90
to 
 pu
in
n
 pr
ti, 
ec
il 
ed
validation set
en
un 
pun
set 3400 pu ti con 
e il
M
ng set di 2000 unti. I 
, 
pu
ne
nti di all
erv
enam
lli 
e
[-
nto hann
30°
o rig
, [-
ua
20°, +20°]
rda
∞ com
Da quanto detto nel cap. 3 è evidente che,
del
funzioni di trasferim
 indipendentemente dalla scelta degli 
edi  bis i n
ento i tali strati e dello strat  di output, gli intervalli di 
alizzazione” degli ingressi e delle usc
rito” (
io di memoria ed alla velocità di apprendim
: 
• ento: sigmoide binaria, con il parametro “tem
 fuon T = 1 2, 3, 4, la
ione seno; 
ro di neuron negli strati nascosti (ques strati hanno 
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• metodo di allenamento: Early Stopping con algoritmo di training di 
; 
” 0  4000; 
valo -3
I risultati prodotti dalle prove, svolte utilizzando un a
testing set d
o
ra nge, durant allenamento, il goal scelt ma ha una “generalizzazione” 
ri  
il numero di “epoche” non deve essere eccessivamente alto perché i metodi di 
allenamento, dopo 2000 o 3000 cicli, arrivano alla “saturazione”, ovvero i 
parametri i training (“cifre di merito”), raggiunto un valore minimo, 
rima i;
l’alle
va e ”; 
il etodo Bayesian Regularization produce reti con buona 
ento, 
no , pur 
 funzioni di trasferimento e gli intervalli di “normalizzazione” che danno 
risultati migliori in allenamento e nei punti del testing set sono la funzione 
sigmoide binaria con T = 4, la funzione “e-n ”, l’intervallo [0, +5] per gli 
ingressi e l’intervallo [0, +1] per gli output. 
Da quanto esposto è stata scelta un’unica architettura per gie ti scelte 
che consiste in due strati nascosti con 10 neuroni ciascu  di tr rimento 
sigmoide binaria con T = 4, mentre per lo strato d’uscita si è usata la funzione “e-n ”. I 
dati di input ono “normal 0, 
+1]. Tutte le reti vengono, inoltre, allenate con entram  e 
Bayesian Regularization s -5 er  a 3000. 
Levenberg-Marquard
• num
, 
 d
Bayesian Regularization
ei ero di “epoche metodi di training: 100 , 2000, 3000,
• re del goal: 10 , 10-5, 10-6. 
tr ining set di 1400 punti e un 
i 2
ggiu
002 punti, hann
e l’
o portato
ero elevato di
 alle seguenti c
 nodi: una rete con m
onsi
o, 
derazioni: 
• non è necessario un num lti neuroni 
una 
di re
asfe
pa
• 
ad una rete più piccola; 
 d
ngon
ero di “epoche” non deve essere troppo basso per non troncare 
o costant  
• il num
na
lor
m
e 
en
de
to
l g
; 
oa• il 
• 
l s gue le stesse regole del numero di “epoche
m
n 
“generalizzazione”, anche se l’errore MSE, calcolato durante l’allenam
arriva mai al va
a
lore del goal stabilito; al contrario l’Early Stopping
raggiungendo il 
• le
go l, “generalizza” male; 
 tu
no 
tte
e 
 l
fu
e t
nz
ip
io
olo
ne
 s izzati” nell’intervallo [0, +5] e g
bi 
li
i 
 o
m
ut
eto
pu
d
t nell’intervallo [
i Early Stopping
, fis ando il goal a 10  e il num o di “epoche”
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Output 
Strato di input
1° strato nascosto
10 neuroni
F.d.T. = 1 / (1+ e – 4* n)
Strato di output
F.d.T. = e – n
2° strato nascosto
10 neuroni
F.d.T. = 1 / (1+ e – 4* n)  
Fig. 4.3 – Architettura di rete utilizzata 
La Tab. 4.1 riportata i principali risultati ottenuti con le reti a singola uscita in α (come 
evidenziato nella prima colonna). Sono, poi, specificati gli input che le reti ricevono, il 
metodo di allenamento utilizzato (da sinistra verso destra sono riportati prima i risultati 
ttenuti con il Bayesian Regularization, “br”, e poi con l’Early Stopping, “es-lm” (“lm” 
sta per l’algoritmo di allenamento Levenberg-Marquard), gli errori massimi e medi 
commessi dalle reti sui punti del trainin
o
g set e del testing set. Ai nomi delle varie 
inori rispetto alle reti allenate con l’Early Stopping; 
• nonostante ci siano errori massimi notevoli gli errori medi sul testing set sono 
dell’ordine di 10-2 ÷ 10-3; 
tipologie di reti sono state aggiunte l’indicazione del tipo di uscita (AoA se l’uscita è in 
α e AoS se l’output è in β) e del metodo di allenamento. Nella Tab. 4.2 si trovano i 
risultati delle reti con uscita in β. Analizzando i dati delle Tab. 4.1 e 4.2 si nota che: 
• le reti allenate con il metodo Bayesian Regularization commettono sempre 
errori m
• tutte le reti danno errori minori sul training set rispetto agli errori commessi 
sul testing set; l’elaborazione dei punti del set di allenamento serve per 
verificare la bontà del metodo di training utilizzato, mentre l’analisi fatta sul 
testing set è una verifica della capacità di “generalizzazione”che le reti hanno; 
• gli errori commessi sull’insieme di allenamento sono dell’ordine dei decimi di 
grado, mentre sul testing set gli errori sono dell’ ordine del grado 
raggiungendo dei picchi di alcune decine di grado; 
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• le reti del tipo NN_ijij danno risultati peggiori rispetto a tutte le altre tipologie 
ed è stato, quindi, deciso di non utilizzarle nelle prove successive. 
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ning set ting set ning set ting set Trai Tes Trai Tes
Output Input 
tod
ena
Err
ass
(de
Err
 m
(de
Err
ass
(de
Er
 me
(deg) 
tod
ena
Err
ass
(de
Err
m
(de
Err
as
(de
Errore  
medio  
(deg) 
Me
all
o di  
mento m
ore 
imo 
g) 
ore 
edio 
g) 
m
ore 
imo 
g) 
rore 
dio 
Me
all
o di  
mento m
ore 
imo 
g) 
ore  
edio 
g) 
m
ore 
simo 
g) 
  NN_ijM_AoA_br NN_ijM_AoA_es
λ1 λ2 M   3E- 30E-03 9E- ,51E-03 - ,20,292 -8 07 1,483 -4, 2,625 2,5 03 3,629 7
λ1 λ3 M   ,33E- - 19E-04 ,39E- ,86E-04 0,502 -2 06 3,525 3, 2,214 -1 03 3,956 5
λ1 λ4 M   0,278 -6,29E- 07 ,87E- ,49E-02 07 0,814 1, E-03 -1,432 1 02 1,398 2
λ2 λ3 M   1,046 4,74E - 44 ,48E- - ,28E-03 -06 4,553 -6, E-03 2,418 -1 03 3,611 -9
λ2 λ4 M   ,81E 43E-02 - ,45E- ,83E-03 0,143 -3 -06 -4,393 -1, 2,314 -6 04 2,436 -8
λ3 λ4 M   
br 
,41E- 37E-03
es-lm 
,72E- -1 ,77E-02 -0,201 -8 07 -3,047 -1, -0,950 9 04 8,267 -1
  NN_ijk_AoA_br NN_ijk_AoA_es
λ1 λ2 (Pf/Ps2)1   85E- - 68E-04 11E- -2 ,14E-03 - ,0,160 -2 06 1,722 3, 6,787 1, 02 8,077 -3
λ1 λ2 (Pf/Ps2)2   ,96E- - 05E-03 ,22E- ,91E-02 -0,223 -1 06 2,233 -1, -6,506 5 02 -9,446 3
λ1 λ3 (Pf/Ps2)1   ,11E- 1 95E-02 ,04E- 3 ,84E-02 -0,260 -5 06 7,411 2, 2,481 -5 03 7,629 1
λ1 λ3 (Pf/Ps2)3   ,90E- 1 28E-02 ,94E- -9 ,04E-02 0,309 -1 06 4,765 1, 2,215 6 04 5,779 -5
λ1 λ4 (Pf/Ps2)1   ,31E- 44E-03 ,05E- 1 ,71E-03 0,171 -3 06 0,662 4, -1,237 -8 03 4,050 -9
λ1 (Pf/Ps2)4   0,189 -3,35E- 33 ,13E 3 ,87E-02 06 -2,269 1, E-03 1,115 6 -03 2,597 3 λ4 
λ2 λ3 (Pf/Ps2)2   0,901 -8,69E- 00 ,20E ,71E-03 06 3,404 -1, E-02 2,522 -2 -03 3,338 -3
λ2 λ3 (Pf/Ps2)3   ,12E -1 05E-02 ,01E- -2 ,77E-02 0,887 -1 -04 4,865 -1, 2,539 -5 03 0,249 -8
λ2 λ4 (Pf/Ps2)2   ,14E 78E-03 ,72E- - ,11E-02 0,147 -1 -06 4,341 2, -1,048 -4 05 2,778 -1
λ2 λ4 (Pf/Ps2)4   ,01E- 3 49E-02 ,70E- -1 ,09E-02 -0,172 -2 06 6,454 1, 4,986 3 03 5,161 3
λ3 λ4 (Pf/Ps2)3   ,56E- 1 03E-03 ,00E -1 ,85E-02 -0,299 -4 06 0,378 4, 1,328 -3 -02 7,780 -2
λ3 λ4 (Pf/Ps2)4   
br 
,62E- 51E-03
es-lm 
1 ,57E 1 ,69E-02 -0,384 -6 06 -8,570 -3, 0,199 3 -03 7,333 7
  NN_ijij_AoA_br NN_ijij_AoA_es
λ1 λ2 (Pf/Ps2 2)2 2E- 15E-03 2E -1 ,23E-03 )1 (Pf/Ps - ,40,200 -2 06 3,162 -1, - ,26,629 -7 -04 8,112 -8
λ1 λ3 (Pf/Ps2)1 (Pf/Ps2)3 0,254 1,95E- -5 14E-02 ,34E ,75E-03 05 4,731 -2, 2,456 -3 -03 -8,526 -6
λ1 λ4 (Pf/Ps2)1 (Pf/Ps2)4 -0,217 -4,07E- 07 - ,95E 10 ,21E-02 06 -1,620 -3, E-04 1,786 1 -02 - 7,436 -4
λ2 λ3 (Pf/Ps2)2 (Pf/Ps2)3 1,036 -6,61E -1 07 ,70E- ,36E-02 -06 5,356 -2, E-02 2,373 2 02 4,671 2
λ2 λ4 (Pf/Ps2)2 (Pf/Ps2)4 0,259 1,13E 3-06 5,248 2,42E-02 2,331 -5,08E- -303 7,208 -3,76E-02 
α 
λ3 λ4 (Pf/Ps2)3 (Pf/Ps2)4
br 
-0,232 -2,77E- 306 4,494 2,83E-02
es-lm 
-1,284 -4,72E- -203 2,974 -8,41E-03 
 
Tab. 4.1 - Prove preliminari. Errori massimi e medi delle reti neurali con uscita in alpha 
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Testing set Tra ing set Training set ining set Test
Output Input 
odo
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(de
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todo di  
mento
E
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ssimo 
g) 
ore  
dio  
g) 
rrore 
ssimo 
g) 
E
  NN_ijM_AoS_br NN_ijM_AoS_es
λ1 λ2 M   -0 49 -0,697 0 1,5 ,1 - ,33E-02 ,279 -1, E-05 -3,3 E-03 28 2 7E-04 3,653 -1
λ1 λ3 M   -1,63E-05 1,222 -9,35E-05 -2,904 -2,17E-02 -0,499 -6,48E-03 3,432
λ1 λ4 M   - 61 2,384 0 -0,6 ,2 - 5,03E-03 0,100 -1, E-06 6,3 E-04 03 9 6E-03 1,369
λ2 λ3 M   -3,02E-04 11,485 -1,56E-02 6 -3,38E-02 4,031 - ,871 -1,76E-02 9,380
λ2 λ4 M   -0 08E 1,24 64 -4,4 6,7 - 3,90E-03 ,131 -8, -06 8 3, E-03 19 4E-03 7,849
λ3 λ4 M   
br 
-4,04E-05 -2,759
s-l
-1,632 -1,21E-02 -0,250 3,21E-03
e m 
1,87E-03 3,420
  NN_ijk_AoS_br NN_ijk_AoS_es
λ1 λ2 (P s2)1f/P    -1,97E-05 -1,395 0 - -5,20E-03 -0,310 -2,88E-03 ,752 -2,96E-03 8,970
λ1 λ2 (Pf/Ps2)2 0,203 -2,55E-05 -1,472 -3,50E-03 0,818 2,49E-03 -4,052 4,24E-03   
λ1 λ3 ( s2)   -1,01E-05 1,429 -2,526 - -2,92E-02 Pf/P 1 0,431 -2,64E-03 -2,40E-03 9,331
λ1 λ3 (Pf/Ps2)3   0,557 -3,04E-05 31,239 2,73E-02 17,132 3,68E-02 -21,825 -4,60E-02 
λ1 λ4 ( s2)   -3,76E-06 -1,265 -0,858 1,66E-02 Pf/P 1 0,099 -2,12E-03 6,08E-03 7,292
λ1 λ4 (Pf/Ps2)4   -0,119 -1,94E-06 3,783 1,78E-03 1,311 4,67E-03 -1938,105 -9,80E-01 
λ2 λ3 (Pf/Ps2)2   - 12 10,247 6 6,7 ,0 1 3,05E-02 4,627 6, E-05 -1,0 E-02 49 1 4E-02 8,720
λ2 λ3 (Pf/Ps2)3   -4,436 -3,73E-04 -18,211 7,45E-03 6,630 5,58E-03 -18,701 -2,03E-02 
λ2 λ4 (Pf/Ps2)2   28 8E 0,501 5 28,5 ,7 -4 ,43E-02 ,615 1,7 +00 1,9 E-03 71 1 8E+00 9,410 -5
λ2 λ4 (Pf/Ps2)4   28,634 1,78E+00 -5,067 -7,94E-04 28,141 1,78E+00 -11,080 -2,49E-03 
λ3 λ4 (Pf/Ps2)3   51 26,552 3 -4,7 ,9 - 2,12E-02 0,221 -9, E-06 1,3 E-02 00 2 0E-02 4,123
λ3 λ4 (Pf/Ps2)4   
br 
0,191 3,46E-04 -25,816 -7,53E-03
s-lm
1,340 -6,72E-05 -46,849 -1,06E-01 
e  
NN ijij AoS br NN ijij AoS es  
λ1 λ2 (Pf/Ps2)1 (Pf/Ps2)2 4,51E-04 191,490 ,78E-02 0,686 - -2,20E-02 -0,470 - -9 -5,29E-03 14,878
λ1 λ3 (Pf/Ps2)1 (Pf/Ps2)3 -0 12 17,34 5 -7,0 ,9 -8 ,39E-01 ,418 7, E-06 -4 2 -1,9 E-01 11 -1 8E-02 1,283 -1 
λ1 λ4 (Pf/Ps2)1 (Pf/Ps2)4 -4,81E-06 30,973 1,76E-02 3,414 - -1,48E-01 0,118 -7,28E-02 138,045
λ2 λ3 (Pf/Ps2)2 (Pf/Ps2)3 -2 79 48,12 7 6,5 ,3 25 ,88E-01 ,929 -5, E-05 - 8 2,7 E-03 89 3 6E-03 - 7,373 -1 
λ2 λ4 (Pf/Ps2)2 (Pf/Ps2)4 -0,162 -1,13E-05 0,499 1,76E-03 - 1,19E-02 5,410 2,35E-02 11,445
β 
λ3 λ4 (Pf/Ps2)3 (Pf/Ps2)4
br 
0,252 -1,52E-05 25,803 2,67E-02
es-lm 
5,950 2,87E-02 -255,090 -1,12E-01 
 
Tab. 4.2 - Prove preliminari. Errori massimi e medi delle reti neurali con uscita in beta
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4.3 
a singola uscita 
Le reti 
dell’allen
visti i risultati del paragrafo precedente, non si sono più considerate le reti NN_ijij. A 
questo ta
hanno un
all’elaborazione dell’angolo di incidenza e su reti dedicate solo alla stima dell’angolo di 
l v
 tre tipologie di reti neurali sono stati calcolati gli errori massimi e 
medi che ogni singola rete commette sul training set e sul testing set. Successivamente, 
con l’obiettivo di ottenere un risultato di si
stati cal temi di 
reti considerati. 
Nelle Tab. 4.3 e 4.4 sono rappresentati gli errori, rispettivamente sull’angolo di 
incidenza e su quello di derapata, delle singole reti neurali sia per il metodo di training 
“br”, sia per il metodo “es-lm”. La Tab. 4.5 riporta contemporaneamente gli errori 
massimi e medi delle varie tipologie sulle grandezze votate, prima delle reti relative ad 
α e dopo delle reti relative a β. Anche in questo caso sono stati analizzati i due metodi 
di allenamento prima citati. Per tutte le tre tabelle, gli errori sono divisi fra quelli 
commessi sul training set, quelli commessi sul testing set e sull’unione dei due. 
 
Prove per la valutazione delle prestazioni delle reti neurali 
neurali studiate, dopo la serie di prove svolte per fissare i parametri 
amento e l’architettura delle reti stesse, sono le NN_ijM e NN_ijk, mentre, 
 s dio invece è iniziato lo studio delle reti della tipologia NN_ijPPv. Tutte le reti 
 solo neurone di uscita, quindi l’analisi viene fatta su reti dedicate solo 
derapata. 
In queste prove è stato usato un nuovo data set caratterizzato dai seguenti punti: 5000 
punti sono a basso numero di Mach, M∞ ∈ [0.2, 0.4], con α ∈ [-6°, +25°] e β ∈ [-20°, 
+20°]; 5000 punti sono ad alto numero di Mach, M∞ ∈ [0.4, 0.8], con α ∈ [-6°, +25°] e 
β ∈ [-10°, +10°]. Gli output sono “normalizzati” nell’intervallo [0, +1], mentre per 
quanto riguarda gli ingressi solo le misure angolari λ_i sono “normalizzate” e 
’inter allo di normalizzazione è [0, +5]. 
Dopo aver allenato le
ntesi per il confronto fra le varie reti, sono 
colati gli errori massimi e medi sulle uscite votate (vedi § 4.1) dei tre sis
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Training set Testing set Training set Testing set 
Out Input 
M
t
etodo di  
rain
ore 
massimo 
(deg) 
Errore    
medio  
(deg) 
Errore 
massimo 
Errore    
medio  
(deg) 
Metodo di  
training 
Errore 
massimo 
(deg) 
Errore     
medio   
(deg) 
Errore 
massimo 
(deg) 
Errore     
medio   
(deg) 
ing 
Err
(deg) 
  NN_ijM_AoA_br NN_ijM_AoA_es
λ1 λ2 M 0,271 -5,01E-05 97 4,938 -6,98E-03 4,947 -2,47E-02- -1,2 2,62E-03 
λ1 λ3 M 0,937 -3,70E-05 29 3,308 -4,47E-03 3,775 -1,12E-023,9 6,99E-04 
λ1 λ4 M 0,309 -1,00E-04 57 -6,998 -2,01E-02 7,299 1,93E-03- 0,5 -2,95E-03 
λ2 λ3 M 2,237 -1,09E-04 43 2,439 -1,41E-03 2,465 -8,59E-032,5 -7,86E-03 
λ2 λ4 M 0,180 -2,75E-05 24 2,460 -3,12E-03 -2,610 -1,53E-02-1,5 -3,81E-03 
λ3 λ4 M 
br 
-0,476 -5,48E-05 06 3,58E-03 
e
-0,838 3,56E-03 1,282 -2,43E-031,0
s-lm 
  NN_ijk_AoA_br NN_ijk_AoA_es
λ1 λ2 (Pf/Ps2)1 0,252 -8,15E-05 94 0,836 -4,86E-03 -1,928 -9,10E-03-0,5 1,27E-03 
λ1 λ2 (Pf/Ps2)2 -0,224 -3,49E-05 52 3,024 8,07E-05 -11,016 -1,25E-020,6 1,04E-03 
λ1 λ3 (Pf/Ps2)1 -0,634 -3,44E-05 81 -7,223 -8,65E-03 -7,284 -1,03E-024,6 2,72E-04 
λ1 λ3 (Pf/Ps2)3 0,864 -4,54E-05 22 2,496 -3,57E-03 3,591 -7,39E-034,9 -4,62E-03 
λ1 λ4 (Pf/Ps2)1 -0,234 -9,10E-05 35 0,755 2,63E-03 1,057 5,44E-03-0,5 -3,85E-03 
λ1 λ4 (Pf/Ps2)4 -0,256 -7,88E-05 66 0,721 6,93E-03 1,998 7,45E-03-0,4 -2,63E-03 
λ2 λ3 (Pf/Ps2)2 2,150 -7,76E-05 60 2,590 1,79E-03 2,506 -6,61E-032,6 -9,80E-03 
λ2 λ3 (Pf/Ps2)3 2,005 -1,05E-04 00 2,607 -8,55E-04 -13,842 -2,48E-022,8 -5,57E-03 
λ2 λ4 (Pf/Ps2)2 -0,198 -2,50E-05 18 0,814 -4,28E-03 5,649 -4,48E-03-0,7 -8,66E-04 
λ2 λ4 (Pf/Ps2)4 -0,199 -2,54E-05 51 -0,982 -6,52E-04 -1,519 -2,99E-03-1,5 -1,70E-03 
λ3 λ4 (Pf/Ps2)3 -0,345 -5,27E-05 67 -1,112 1,63E-03 7,231 2,60E-03-0,8 1,64E-03 
λ3 λ4 (Pf/Ps2)4 
br 
-0,315 -3,23E-05 69 1,49E-03 
e
19,268 -1,32E-01 18,365 -1,41E-01-0,6
s-lm 
  NN_ijPPv_AoA_br NN_ijPPv_AoA_es
λ1 λ2 (Pf/Ps2)v -0,262 -6,67E-05 47 3,643 -8,95E-03 -129,548 -8,27E-020,7 1,07E-03 
λ1 λ3 (Pf/Ps2)v -0,690 -1,02E-04 90 4,207 -7,03E-03 4,431 -9,72E-034,0 -2,49E-04 
λ1 λ4 (Pf/Ps2)v -0,219 -1,00E-04 81 -3,172 -7,21E-03 4,298 1,33E-03-0,6 -4,68E-03 
λ2 λ3 (Pf/Ps2)v 2,485 -1,26E-04 81 2,479 -3,44E-03 -12,608 -2,10E-022,5 -5,15E-03 
λ2 λ4 (Pf/Ps2)v 0,195 -2,39E-05 86 -6,538 6,02E-03 7,869 -9,58E-03-1,3 -1,78E-03 
α 
λ3 λ4 (Pf/Ps2)v 
br 
0,353 -7,37E-05 80 1,16E-03 
e
6,326 5,06E-04 6,271 -1,64E-02-0,6
s-lm 
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Training set Testing set Training set Testing set 
Out Inp
ra i
g)
ro rr   Metodo di  
training 
Errore 
massimo 
(deg) 
Errore    
medio  
(deg) 
Errore 
massimo 
(deg) 
Errore    
medio  
(deg) 
ut 
Me
t
todo di  
ining 
Error
mass
(de
e 
mo 
 
Er
med
(de
re    
io  
g) 
E
mas
(d
ore 
simo 
eg) 
Errore  
medio  
(deg) 
  NN_ijM_AoS_br NN_ijM_AoS_es
λ1 λ2 03 -1,021 -5,36E -1,980M 0,233 -3,39E-05 -0,691 2,07E- -03 -8,99E-04
λ1 λ3 04 5,427 -1,59E -3,794M 0,604 -1,77E-05 -1,016 4,65E- -02 -2,76E-02
λ1 λ4 0, 04 1,128 5,19E 1,200M 100 -3,93E-06 -0,191 -9,47E- -03 -2,58E-03
λ2 λ3 04 7,289 1,35E 7,524M 5,539 -6,89E-04 -14,570 6,70E- -02 1,25E-02
λ2 λ4 03 1,287 5,34E 1,210M 0,211 -1,35E-05 -1,085 -3,32E- -04 5,42E-03
λ3 λ4 03 
-lm 
-0,695 -1,11E 1,427M 
br 
0,320 -2,23E-05 0,727 -2,40E-
es
-03 -1,09E-04
  NN_ijk_AoS_br NN_ijk_AoS_es
λ1 λ2 ( 03 0,686 1,19E 0,860Pf/Ps2)1 -0,218 -3,22E-05 0,578 2,16E- -03 -3,58E-03
λ1 λ2 ( -2,1 03 1,011 -2,94E-04 0,855Pf/Ps2)2 -0,270 8E-05 -1,183 2,96E- -7,39E-03
λ1 λ3 ( -6,2 05 -3,470 -1,57E-02 -4,627 -1,98E-02Pf/Ps2)1 0,717 6E-06 1,119 -7,32E-
λ1 λ3 04 1,036 4,60E-04 1,211 -7,16E-03(Pf/Ps2)3 0,605 -7,39E-06 1,071 1,71E-
λ1 λ4 (Pf/Ps2)1 -0,086 -5,1 04 0,632 -2,25E-03 -5,383 -3,77E-035E-06 0,270 -8,72E-
λ1 λ4 (Pf/Ps2)4 0,112 -9,2 04 -30,930 9,64E-02 -35,158 1,44E-015E-06 0,364 -8,99E-
λ2 λ3 (Pf/Ps2)2 6,357 -8,1 02 8,583 4,82E-03 8,565 -1,05E-021E-04 9,392 -1,56E-
λ2 λ3 (Pf/Ps2)3 5,856 02 8,420 1,97E-02 8,300 2,07E-02-7,70E-04 -54,460 -1,34E-
λ2 λ4 (Pf/Ps2)2 39,663 2,93 03 9 0 6 1 -E+00 -0,555 -1,90E-  39,579 2, 3E+ 0 -1,6 3 ,04E 02
λ2 λ4 (Pf/Ps2)4 39,556 2,93 04 39,599 93E+00 -8,883 8,56E-03E+00 0,550 -7,60E- 2,
λ3 λ4 (Pf/Ps2)3 0,256 03 5 --9,42E-06 0,613 -2,83E-  6,56 -6,03E-03 21,844 -3,29E 03
λ3 λ4 (
br 
0,296 -2,0 03 
-lm 
-0 -Pf/Ps2)4 4E-05 -0,520 -4,06E-
es
-9,809 -2,22E 1 -20,809 -2,47E 01
  NN_ijPPv_AoS_br NN_ijPPv_AoS_es
λ1 λ2 (Pf/Ps2)v -0,303 03 --5,76E-05 0,664 1,99E-  -7,906 -2,03E-03 12,298 -1,41E 02
λ1 λ3 (Pf/Ps2)v 0,644 -1,9 04 -0 -5E-05 -1,000 -6,16E-  -6,860 8,28E 3 -13,489 -1,45E 02
λ1 λ4 (Pf/Ps2)v 0,093 -4,9 0,265 04 -7E-06 -4,77E-  0,600 3,11E-02 0,610 2,99E 02
λ2 λ3 (Pf/Ps2)v 3,891 -6,2 -19,192 02 -7E-04 2,40E-  8,574 2,33E-03 8,581 -1,02E 02
λ2 λ4 (Pf/Ps2)v -0,293 0,648 04 --2,53E-05 -7,97E-  2,157 -6,60E-03 1,907 -3,69E 03
β 
λ3 λ4 (Pf/Ps
br 
0,286 -6,4 0,793 03 
-l
, 0 -2)v 3E-05 -1,47E-
es m 
-5,662 -3 52E- 2 -8,292 -2,86E 02
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set Training set + Testing set Training set Testing 
Out Input 
Metodo di  
training 
Errore 
massimo 
(deg) 
Deviazione 
standard 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio  
(deg) 
Deviazione 
standard 
(deg) 
Errore   
medio  
(deg) 
Deviazione 
standard 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio  
(deg) 
NN_ijM_AoA_br 
λ_i λ_j M 0,130  -04 3,43E-02 0,587 2,97E-04 3,34E-023,71E-05 2,80E-02 0,587 3,44E
NN_ijk_AoA_br 
λ_i λ_j (Pf/Ps2)k -0,150  -04 ,07E-02 0,350 3,83E-04 2,99E-02-1,66E-04 2,52E-02 0,350 4,81E 3
NN_ijPPv_AoA_br 
λ_i λ_j (Pf/Ps2)v 
br 
-0,200 -04 ,66E-02 -0,440 -4,63E-04 3,56E-02-6,03E-04 2,90E-02 -0,440 -4,38E 3
NN_ijM_AoA_es 
λ_i λ_j M -0,788 ,53E-01 -1,247 -7,41E-03 1,53E-01-3,84E-03 1,53E-01 -1,247 -8,05E-03 1
NN_ijk_AoA_es 
λ_i λ_j (Pf/Ps2)k 0,555 -1,2  -03 ,06E-01 0,739 -2,44E-03 1,06E-014E-03 1,08E-01 0,739 -2,65E 1
NN_ijPPv_AoA_es 
α 
λ_i λ_j (Pf/Ps2)v 
es-lm 
1,531 -7,4 -02 ,17E-01 1,535 -1,56E-02 2,21E-019E-03 2,40E-01 1,535 -1,71E 2
NN_ijM_AoS_br 
λ_i λ_j M 0,123 -1,7 ,83E-02 0,562 -7,52E-04 2,74E-023E-04 2,16E-02 0,562 -8,56E-04 2
NN_ijk_AoS_br 
λ_i λ_j (Pf/Ps2)k 0,148  -04 ,38E-02 0,387 -3,99E-04 2,39E-021,88E-03 2,40E-02 0,387 -8,06E 2
NN_ijPPv_AoS_br 
λ_i λ_j (Pf/Ps2)v 
br 
0,107 -3,0 -04 ,94E-02 0,583 -2,48E-04 2,84E-025E-04 2,17E-02 0,583 -2,38E 2
NN_ijM_AoS_es 
λ_i λ_j M -0,523 1,0 -03 ,09E-01 0,736 2,57E-03 1,09E-015E-03 1,09E-01 0,736 2,84E 1
NN_ijk_AoS_es 
λ_i λ_j (Pf/Ps2)k 1,756 1,3  -04 ,21E-01 1,756 2,31E-03 1,38E-015E-02 2,09E-01 0,875 3,02E 1
NN_ijPPv_AoS_es 
β 
λ_i λ_j (Pf/Ps2)v 
es-lm 
-1,079 5,9 -03 ,55E-01 -1,111 6,86E-03 1,56E-011E-03 1,65E-01 -1,111 7,03E 1
 
Tab. 4.5 - Errori massimi e medi sulle uscite votate delle varie tipologie di reti neurali 
  
Analizzando i risultati si osserva che: 
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• il metodo di allenamento Early Stopping fornisce delle reti con una pessima
“generalizzazione”, mentre l’algoritmo Bayesian Regularization dà buoni 
risultati; 
i o Bayesian 
Regularization, sono di alcuni gradi e sono presenti dei picchi di alcune decine 
g g , sono 
dell’ordine dei millesimi; 
e i g 0-1 e errori medi 
di 10 . 
Da e riportate si nota che alcune reti neurali presentano dei picchi li errori 
mass i di alcune decine di gradi, generalmente ottenuti in punti prossimi all’estremità 
dell’invilup  Tali error on devono preoccupare erché vengono f ti dagli 
algoritm
p ono. Tu ecito supp rrori delle  reti pos
α, 
β, ostrano gli errori che alcune reti compiono elaborando i 
pu  testi
NN 23M-AoS-br (testing set)
0
er
ro
re
 a
ss
ol
ut
o
• gli errori massim  delle singole reti, allenate con l’algoritm
di rado, mentre li errori medi delle singole reti, sul testing set
• le tre tipologie di reti NN_ijM, NN_ijk
errori m
 e NN_ijPPv si equivalgono, dando 
ineassimi sull  uscite votate dell’ord  d randezza di 1
-3 ÷ 10-4 gradi
lle tabell  neg
iltra
sono
im
po. i n  p
i di 
ai
voting com
vi
e è messo in evidenza dalla Tab. 4.5, in cui tali errori 
scom
dim
tta a è l orre che gli e  singole
inuiti infittendo il 
M∞ 
training set soprattutto nelle zone d’estremità dell’inviluppo (
). Le Figg. 4.4-4.7 m
nti del ng set. 
 Errore max = -14.570    Errore medio = 0. 0067
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Fig. 4.4 - Errori massimi e medi della rete NN_23M_AoS sul testing set 
 
  
Prestazioni delle reti neurali e prove di robustezza in presenza di avarie 
50
NN 233-AoS-br (testing set)
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o
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Fig. 4.5 - Errori massimi e medi della rete NN_233_AoS sul testing set 
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Fig. 4.6 - Errori m imi edi lla r  NN_23PPv_AoS sul testing set 
 
ass e m  de ete
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zioni delle reti neurali 
I tre set 
fornito b
di param
di utilizz
incidenza yer d’uscita, le reti hanno la 
stessa rc
di allenam
state analizzate tre tipologie di reti a doppia uscita, diverse tra loro per la scelta dei 
4.4 Prove per la valutazione delle presta
a doppia uscita 
di reti neurali NN_ijM, NN_ijk e NN_ijPPv ad una sola uscita (α o β) hanno 
uoni risultati, tuttavia mirando ad un architettura con il minor numero possibile 
etri (pesi e bias) da memorizzare si è pensato di verificare anche la possibilità 
are reti neurali con due nodi di uscita dedicati, rispettivamente, all’angolo di 
α ed all’angolo di derapata β. Escludendo il la
 a hitettura descritta nel paragrafo precedente ed è stata usata la stessa procedura 
ento e lo stesso data set usato per le reti a singola uscita. In particolare sono 
segnali d’ingresso, come indicato nella seguente tabella: 
 
Nome della tipologia di rete neurale Input 
NN_ijM_AoA_AoS 
λ_i lambda sonda i-esima 
• λ_j lambda sonda j-esima 
• M∞ numero di Mach 
• 
NN_ijk_AoA_AoS 
• λ_j lambda sonda j-esima 
• (Pfront / Pslot2)_k     sonda k-esima 
                                      con k = i, j 
• λ_i lambda sonda i-esima 
NN_ijPPv_AoA_AoS 
• λ_i lambda sonda i-esima 
• λ_j lambda sonda j-esima 
• (Pfront / Pslot2)_votato 
Tab. 4.6 – Tipologie di reti neurali a doppia uscita 
Il numero di parametri da memorizzare per una rete è dato dalla somma dei pesi e dei 
bias. Dato che le reti utilizzate hanno 3 neuroni d’ingresso, 10 neuroni nel primo e 
secondo strato nascosto e 2 nodi d’uscita, il numero di pesi è: 
N_pesi = 3*10 + 10*10 + 10*2 = 150      (4.1) 
Il numero dei bias è pari al numero di neuroni esclusi i nodi d’ingresso, quindi 
N_bias = 10 + 10 + 2 = 22       (4.2) 
e il numero di parametri della rete è 
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_parametri_rete = N_pesi + N_bias = 150 + 22 = 172    (4.3) 
Si osserva che un sistema di reti della stessa tipologia (per esempio la NN_ijPPv) ha in 
totale un numero di parametri pari a 
N_p
I termini di confronto delle reti sono gli errori che queste compiono sui punti del data 
set e che ogni tipologia di reti commette sugli stessi punti. 
N
arametri_sistema_reti = N_parametri_rete * N_reti = 172 * 6 = 1032  (4.4) 
 
Strato di input
1° strato nascosto
10 neuroni
F.d.T. = 1 / (1+ e – 4* n)
F.d.T. = e – n
Strato di output
2° strato nascosto
α
β
10 neuroni
F.d.T. = 1 / (1+ e – 4* n)
 
Fig. 4.7 – Architettura delle reti neurali a due uscite 
Nelle tabelle che seguono sono illustrati i risultati ottenuti per le reti a doppia uscita. La 
tipologia delle tabelle è simile a quella già proposta per le reti a singola uscita, con la 
differenza che gli errori sono relativi solo al metodo di allenamento “br”, poiché, 
sebbene siano state studiate anche le reti allenate con l’algoritmo “es-lm”, queste danno 
rispos  llustrati, per ogni tipologia esaminata, gli input 
elabor ti,  commessi sul training set e sul testing set dalle 
singole reti sia per l’uscita 
te migliori. In Tab. 4.7 sono i
a  gli errori massimo e medio
α sia per l’uscita β. In Tab. 4.8 sono, invece, riportati gli 
errori sulle grandezze votate. 
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Training set Testing set Training set Testing set 
Input 
Metodo 
di  
training
Out 
rrore 
massimo 
deg) 
E
(  
Errore    
medio  
(deg)
Errore 
massimo 
(deg) 
Errore    
medio  
(deg) 
Out 
m
Errore 
assimo 
(deg) 
Errore    
medio  
(deg) 
Errore 
massimo 
(deg) 
Errore    
medio  
(deg) 
NN ijM AoA AoS br      
λ1 λ2 M -0,428 -7,35E-05 -0,732 2,98E-03 -0,487 -2,61E-05 1,013 1,81E-03
λ1 λ3 M 0,781 -1,15E-04 4,898 -2,43E-03 0,698 -9,04E-05 1,597 4,77E-04
λ1 λ4 M 0, 32 -3 31,13E-04 -0,879 -4,01E-0  0,237 -2,59E-05 0,395 -2,55E-03
λ2 λ3 M 1,829 -4,88E-04 -3,349 -9,72E-03 5,241 -5,39E-04 -11,955 -1,78E-02
λ2 λ4 M -0,258 -2,42E-05 -0,795 -5,53E-04 0,364 -9,18E-05 -0,426 -1,08E-03
λ3 λ4 M 
br α 
-0,547 -9,37E-05 1,072 2,44E-03 
β 
0,494 -1,22E-04 -0,600 -6,29E-03
NN_ijk_AoA_AoS_br      
λ1 λ2 (Pf/Ps2)1 -0,683 -1,90E-04 -0,608 4,71E-03 0,447 -1,52E-04 0,636 1,98E-03
λ1 λ2 (Pf/Ps2)2 -0, 58 -4 2,77E-04 -0,766 2,62E-03 -0,409 -1,09E-04 -0,757 9,65E-04
λ1 λ3 (Pf/Ps2)1 1,676 -4,88E-05 8,049 2,90E-03 0,521 -6,49E-05 1,833 -3,67E-04
λ1 λ3 (Pf/Ps2)3 1,824 -4,55E-05 -3,272 -3,00E-03 -0,464 -8,24E-05 -1,30 1,40E-033
λ1 λ4 (Pf/Ps2)1 0,381 -1,68E-04 -1,397 -9,85E-04 0,319 -2,80E-05 0,439 -1,98E-04
λ1 λ4 (Pf/Ps2)4 -0,331 -1,45E-04 -0,416 -4,51E-03 0,302 -3,48E-05 -0,397 -1,83E-03
λ2 λ3 (Pf/Ps2)2 2,584 -2,90E-04 -3,369 -8,61E-03 8,369 -2,55E-04 8,260 -2,17E-02
λ2 λ3 (Pf/Ps2)3 2,074 -6,87E-04 -2,768 -1,49E-02 6,338 3,86E-04 -11,843 -1,53E-02
λ2 λ4 (Pf/Ps2)2 -0,711 -1,92E-04 -0,759 -2,87E-04 -0,471 -1,08E-04 -0,501 -3,52E-03
λ2 λ4 (Pf/Ps2)4 0,335 -1,27E-04 -0,984 5,94E-04 0,399 -8,30E-05 0,451 -1,38E-03
λ3 λ4 (Pf/Ps2)3 -0,727 -1,47E-04 0,924 6,77E-03 -0,596 -7,67E-05 -0,634 -6,55E-03
λ3 λ4 (Pf/Ps2)4 
br α 
-0,494 -3,07E-04 -0,997 4,78E-03 
β 
0,416 -1,78E-04 0,668 -3,61E-03
NN_ijPPv_AoA_AoS_br    
λ1 λ2 (Pf/Ps2)v 0,470 -1,44E-04 1,532 6,44E-03 0,394 -1,44E-06 0,757 1,79E-03
λ1 λ3 (Pf/Ps2)v 1,012 -1,25E-04 4,864 -3,78E-03 0,408 -8,04E-05 1,592 -7,10E-04
λ1 λ4 (Pf/Ps2)v 0,383 -2,14E-04 -0,829 -4,16E-03 -0,347 -3,41E-05 0,554 -1,79E-03
λ2 λ3 (Pf/Ps2)v 2,481 -7,29E-04 2,544 -4,47E-03 7 273 -7,10E-04 7,664 -1,43E-02,
λ2 λ4 (Pf/Ps2)v 0,666 -1,50E-05 -1,445 1,16E-04 0,567 1,20E-04 0,610 -7,76E-04
λ3 λ4 (Pf/Ps2)v 
br α 
-0,481 -2,53E-04 0,659 2,93E-03 
β 
-0,684 -9,86E-05 -0,739 -2,36E-03
 
7 - E r a inTab. 4. rro i massimi e medi delle reti neurali con uscit  alpha e beta 
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Training set Testing set Training set 
 
+ Testing set 
Metodo 
di  
training
Input Out 
Errore 
massimo 
(deg) 
Errore   
medio  
(deg) 
Deviazione 
standard 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio  
(deg) 
Deviazione 
standard 
(deg) 
Errore 
massimo 
(deg) 
medio  
(deg) 
Errore   Deviazione 
standard 
(deg) 
NN_ijM_AoA_AoS_br α 0,212 -7,42E-04 4,39E-02 -0,649 8,75E-05 5,03E-02 -0,649 -3,82E-05 4,94E-02
λ_i λ_j M β -0,244 -5,88E-04 5,11E-02 0,676 -1,87E-03 5,51E-02 0,676 -1,67E-03 5,45E-02
NN_ijk_AoA_AoS_br α 0,211 3,10E-04 4,14E-02 -0,368 1,23E-03 4,54E-02 -0,368 1,09E-03 4,48E-02
λ_i λ_j (Pf/Ps2)k β -0,199 -2,86E-04 4,71E-02 -0,354 -1,78E-03 4,82E-02 -0,354 -1,55E-03 4,80E-02
NN_ijPPv_AoA_AoS_br α -0,216 -4,82E-04 4,57E-02 0,360 1,26E-03 5,30E-02 0,360 9,98E-04 5,20E-02
br 
λ_i λ_j (Pf/Ps2)v β -0,252 -5,94E-05 4,85E-02 0,429 -7,78E-04 5,09E-02 0,429 -6,69E-04 5,06E-02
 
Tab. 4.8 - Errori massimi e medi sulle uscite votate delle varie tipologie di reti neurali 
  
L’analisi di tale f
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amiglia di reti ha messo in evidenza che: 
• le reti neurali con due nodi di output danno buoni risultati con errori dello 
stesso ordine di grandezza degli errori a a uscita 
u sparmio 
notevo ri d p scita ha 
, mentre considerando che le reti ad un’uscita hanno 161 
param  r r
da  s
le prestazioni delle tre tipologie di re a rrori 
i dell’ ordine dei decimi di grado ed errori medi dell’ordi 0-3 ÷ 
10  g
Le Figg. 4.8-4. iono elaborando i punti del 
test  set. Osservando tali figure è possibile conferm ulate 
per le reti a singola uscita, ovvero che le i in 
pro ità del bordo dell’inviluppo (α, β, M ). 
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Fig. 4.8 - Errori massimi e medi della rete NN_23M_AoA_AoS sul testing set 
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NN 232-AoA ng set)-AoS-br (testi
 Emax alpha = -3.369  Emedio alpha = -0.00861  Emax beta = 8.260  Emedio beta = -0.0217
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Fig. 4.9 - Errori massimi e medi della rete NN_232_AoA_AoS sul testing set 
NN 23PPv-AoA-AoS-br (testing set)
 Emax alpha = 2.544  Emedio alpha = -0.00447  Emax beta = 7.664  Emedio beta = -0.0143
-1
0
-20 0.2 0.4 0.6 0.8
Ma
-10 0 10 20
beta
0 10 20
0
-5
5
10
alpha
er
ro
re
 a
s
ol
ut
o 
be
ta
s
ch
1
2
3
er
ro
re
 a
ss
ol
ut
o 
al
 
Fig. 4.10 - E edi  _ AoA n
ph
a
r ri aro  m ssimi e m  della rete NN 23PPv_ _AoS sul testi g set 
  
4.5 
Un aspetto im
Può accadere che, per vari m
produrre la perdita di una o più m
e
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Robustezza delle reti neurali in presenza di avarie 
portante del sistema dati aria è la sua robustezza in presenza di avarie. 
otivi, una o più sonde incorrano in un’avaria che può 
isure angolari e di pressione. L’algoritmo di 
la ione de  u i valori 
eno o luzioni 
. 
Le  di reti neurali analizzate hanno in ingresso una delle sei copp i valori 
(λ_i Pfront / 
t2 _k p  le r i nt p v. Tali 
ti d e d d a che si 
presenta. In presenza di avarie le reti neurali, a seconda della tipologia alla quale 
appartengono, subiscono la variazione o la perdita di alcuni loro dati di . Il 
ver l  n le enza gli 
n it  d t di piena 
la avaria di pressione; 
ppia s
ppia s
fi c o o ti  con il 
me  perché risultano sempre peggiori di quelli delle reti allenate con 
l’algoritmo Bayesian Regularization
4.5.1 Si
Il primo stud _ijk e 
NN  presenza di una avaria di pressione. La presenza di una avaria ressione 
non influenza in modo diretto le reti NN_ijM in quanto queste dipendono dal numero di 
Mach e non subiscono variazioni o perdite perché sono disponibili tutte le quattro 
misure angolari λ_i e il valore M∞ . In realtà va sottolineato però che le avarie di 
pressione influenzano il processo di calcolo riguardante la ricostruzione della pressione 
statica e del numero di Mach, indipendentemente dal modo in cui essa viene effettuata 
boraz
e β, a m
i da
 ch
ti
e 
 ar
il
ia
 n
 d
um
eve
ero di avarie non sia 
essere in grado di forn
ta
ir
le
e c
 d
om
a n
nq
n 
u
po
e u
te
na
r 
 c
fo
op
rni
pia d
re so
ie d
_ijPP
vari
input
egu
ioni 
enate
, NN
di p
α 
consolidate
 tipologie
, λ_j) e un terzo 
)  er
input
 N
 che è il num
jk
ero di Mach per le reti NN_ijM, un valore (
e Pslo
sist
eti N_i  e l valor (Pfro / Pslot2)_votato er le reti NN
emi di re evono essere g stiti in modo iverso a secon a del tipo di a
ificarsi d
ori sulle 
i ta
gra
go
e e
dez
ve
z
nt
e r
o 
ic
va
os
ria
tru
il c
e s
om
on
p
o 
or
di
ta
ve
me
rsi
to
a 
 d
qu
ell
ell
e 
i o
sin
tt
go
enu
 r
i n
eti
el
 e
le 
 di
co
 c
nd
ons
izerr
funzionalità del sistema. I casi di avaria presi in considerazione sono: 
• sin
• do
• do
 av
 av
a
a
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i p
i p
res
res
ion
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e;
e 
 
con un’avaria angolare. 
Nei paragra
todo Early Stopping
he seguono n n vengono rip rtati i risulta  delle reti all
. 
n
io 
gola avaria d
 ro
i pressione 
riguarda la bustezza delle tipologie di rete NN_ijM
_ijPPv in
  
(com
u
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putazione con polinomi, vedi [2] o con reti neurali, vedi [7]) e, quindi, 
n a, sep r re , è esent nche sulle reti NN_ijM. In questo lavoro però 
no condo  u  s o merito a questa problem
l tipo , e perd  dato d’ingresso, ovvero il rapporto di 
Pfront slot2  corrispondente alla sonda in avaria. Per esempio, se manca il 
va  / Pslot2)_3 front_3 o  , vengono rese inattive 
le reti NN_133, NN_233 e NN_343 (vedi Tab. 3.2). Un sistema costituito da questa 
tipologia di reti ha tuttavia ancora nove reti e degli angoli di 
inc e di ap . lg tmo v g
output α sia per 
β) ed ar il v or entral ch iv a s  votata (αvotato o βvotato). 
Le ipo N ij , t amen alle reti NN_ijk, subiscono una variazione nel 
dato nput (Pfront / Pslot2)_votato . L’algoritmo di voting dedicato al calcolo di (Pfront / 
Pslot  deve elaborare tre dati inv Pfront / Pslot2) 
disponibili sono ordinati e il valore centrale diventa il ( slot2)_votato. 
So sid t tt  p li d
es a go re N jP za di un valore (Pfront 
slot2 _vota ive  d a d  d ie op ti ema nonché gli errori 
sulle grandezze votate delle due tipologie di reti (NN_ijk e NN_ijPPv). Quest’analisi 
degli errori ha coinvolto sia le reti ad una sola uscita sia quelle a due uscite. 
Sono riportati nelle Tab. 4.9 e 4.10 gli errori com essi dalle singole reti NN_ijPPv ad 
a e nella b. 13 i e ri del reti a doppia uscita, mentre gli errori delle reti 
e gia detto, la generica 
 degli ingressi, ma l’inibizione delle tre 
reti corrispondenti a detta avaria. In queste tabelle, la cui struttura è simile a quelle 
precedenti, sono riportati il metodo di allenamento adottato, l’output delle reti, gli input 
e gli errori massimi e medi com iuti nel training set e nel . Gli errori sulle 
grandezze votate per le reti a singolo 
risu i ottenu  d
riportati nella Tab. 4.14. 
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porta una variazione
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sis
 sono elencati nelle Tab. 4.11 e 4.12. I 
i di reti neurali a due uscite sono, infine, ltat ti sulle uscite votate ai tem
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Tra Training set Testing set ining set Testing set  Metodo 
di  
training 
Out Input Errore 
massimo 
(deg)
Errore   
medio  
(deg)
Errore 
massimo 
(deg)
Error
medi
e   
o  
(deg)
 
Metodo 
di  
training
Out Input Errore 
m m
 
assi o 
(deg)
Errore   
medio  
(deg)
Errore 
massimo 
(deg)
Errore   
medio  
(deg)
NN_ijPPv_AoA_br  NN_ijPPv_AoS_br 
sonda   1  fail    1  faisonda l
λ1 λ2 (Pf/Ps2)v -0,6 λ268 -3,20E-03 0,601 -5,84E-04 λ1  (Pf/Ps2)v 0,779 4,34E-03 0,764 5,28E-03
λ1 λ3 (Pf/Ps2)v -1,6 λ333 -2,57E-03 -3,617 -5,23E-03 λ1  ( 2,74EPf/Ps2)v 0,754 -03 -1,084 4,08E-04
λ1 λ4 (Pf/Ps2)v -1,5 -2 λ486 ,92E-03 -1,116 -7,19E-03 λ1  ( 3,27EPf/Ps2)v 0,315 -03 -0,394 2,49E-03
λ2 λ3 (Pf/Ps2)v 17,3 λ313 2,75E-02 -16,596 5,86E-03 λ2  ( -2,80EPf/Ps2)v -14,442 -02 -19,658 -3,68E-02
λ2 λ4 (Pf/Ps2)v 6,8 λ400 9,70E-03 3,621 1,46E-03 λ2  ( 3,41EPf/Ps2)v 0,439 -03 0,613 6,39E-04
λ3 λ4 (Pf/Ps2)v -0,542 4 λ4,81E-04 -0,761 1,91E-03 λ3  ( 1,64E -0Pf/Ps2)v -0,551 -03 ,668 -1,76E-03
sonda   2  fail    2  faisonda l
λ1 λ2 (Pf/Ps2)v -0,668 -1 λ2,58E-03 0,601 1,28E-03 λ1  ( 4,45E 0Pf/Ps2)v 0,779 -03 ,764 5,17E-03
λ1 λ3 (Pf/Ps2)v -1,633 -6 λ3,85E-04 -3,617 -3,64E-03 λ1  ( 2,76E -1Pf/Ps2)v 0,754 -03 ,084 2,11E-04
λ1 λ4 (Pf/Ps2)v -1,586 -1 λ4,26E-03 -1,116 -5,30E-03 λ1  ( 3,32E -0Pf/Ps2)v 0,315 -03 ,394 2,44E-03
λ2 λ3 (Pf/Ps2)v 17,313 2 λ3,88E-02 13,188 1,14E-02 λ2  ( -2,85E -19Pf/Ps2)v -14,442 -02 ,658 -3,79E-02
λ2 λ4 (Pf/Ps2)v 6,800 1 λ4,13E-02 3,621 3,07E-03 λ2  ( 3,49E 0Pf/Ps2)v 0,439 -03 ,713 7,63E-04
λ3 λ4 (Pf/Ps2)v -0,542 1 λ4,76E-03 0,731 3,45E-03 λ3  ( 1,79E 0Pf/Ps2)v -0,551 -03 ,890 -1,53E-03
sonda   3  fail    3  faisonda l
λ1 λ2 (Pf/Ps2)v 1,004 4 λ2,13E-03 1,241 1,23E-03 λ1  ( -2,35E 0Pf/Ps2)v -0,556 -03 ,647 -6,79E-04
λ1 λ3 (Pf/Ps2)v 1,427 4 λ1 λ3,97E-03 4,732 5,58E-03  ( -1,20E 1Pf/Ps2)v 0,730 -04 ,056 -2,82E-04
λ1 λ4 (Pf/Ps2)v 1,050 -5 λ1 λ4,61E-04 0,891 -2,87E-03  ( -4,16E 0Pf/Ps2)v 0,461 -03 ,326 -3,77E-03
λ2 λ3 (Pf/Ps2)v -5,822 4 λ2 λ3,04E-03 -21,332 8,54E-03  ( 3,57E -8Pf/Ps2)v 12,106 -02 ,760 2,33E-03
λ2 λ4 (Pf/Ps2)v -125,225 -1 λ2 λ4,05E-01 -32,546 -1,28E-02  ( -5,60E 0Pf/Ps2)v -0,691 -03 ,713 -2,53E-03
λ3 λ4 (Pf/Ps2)v 0,740 7 λ3 λ4,66E-04 0,784 9,83E-04  ( -4,00E 0Pf/Ps2)v 0,945 -03 ,945 -2,69E-03
sonda   4  fail sonda   4  fail
λ1 λ2 (Pf/Ps2)v 1,004 2 λ1 λ2,53E-03 1,241 -3,56E-04  (Pf/Ps2)v -0,556 -2,08E 0-03 ,698 -4,69E-04
λ1 λ3 (Pf/Ps2)v 1,427 4 λ1 λ3,25E-03 4,732 3,86E-03  (Pf/Ps2 -1,54E 1)v 0,730 -04 ,056 -1,96E-04
λ1 λ4 (Pf/Ps2)v 1,050 -2 λ1 λ4,47E-03 0,891 -4,81E-03  (Pf/Ps2 -4,08E 0)v 0,461 -03 ,326 -3,76E-03
λ2 λ3 (Pf/Ps2)v -5,822 2 λ2 λ3,55E-03 -21,332 2,94E-03  (Pf/Ps2 3,50E -8)v 12,106 -02 ,760 3,00E-03
λ2 λ4 (Pf/Ps2)v -125,225 -1 λ2 λ4,06E-01 -32,546 -1,42E-02  (Pf/Ps2 -5,90E -0)v -0,691 -03 ,661 -2,87E-03
br α 
λ3 λ4 (Pf/Ps2)v 0,740 -1
 
λ3 λ4,07E-03 0,784 -7,89E-04
br β
 (Pf/Ps2 -3,93E 0)v 0,945 -03 ,945 -2,96E-03
Tab. 4.9 – Errori delle reti NN_ijPPv con usci
di pressione
10 - Errori delle ret  usci  beta i ria 
one 
ta in alpha in presenza di
 
 un’avaria Tab. 4. i NN_ijPP
di
v con
 pressi
ta in n presenza di un’ava
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Training set Testing set 
Metodo 
di  
training 
Out Input 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
NN_ijk_AoA_br 
sonda  1  fail 
λ_i λ_j (Pf/Ps2)k -0,145 -3,70E-04 2,69E-02 0,582 6,03E-04 3,40E-02
sonda  2  fail 
λ_i λ_j (Pf/Ps2)k -0,162 -4,61E-05 2,72E-02 0,582 6,67E-04 3,46E-02
sonda  3  fail 
λ_i λ_j (Pf/Ps2)k -0,161 -2,50E-04 2,57E-02 0,280 -4,01E-05 3,04E-02
sonda  4  fail 
λ_i λ_j (Pf/Ps2)k -0,167 -3,80E-04 2,81E-02 0,582 5,35E-04 3,50E-02
NN_ijPPv_AoA_br 
sonda  1  fail 
λ_i λ_j (Pf/Ps2)v -0,568 -8,53E-05 5,88E-02 0,555 -4,63E-04 5,69E-02
sonda  2  fail 
λ_i λ_j (Pf/Ps2)v -0,568 1,35E-03 5,90E-02 0,555 1,27E-03 5,65E-02
sonda  3  fail 
λ_i λ_j (Pf/Ps2)v 0,575 1,64E-03 5,51E-02 0,508 1,36E-03 5,26E-02
sonda  4  fail 
br α 
λ_i λ_j (Pf/P -0,524 -3,72E-04 5,32E-02s2)v 0,575 1,68E-04 5,50E-02
Tab. 4.11 - Errori massimi e medi sulle uscite votate delle tipologie NN_ijk e NN_ijPPv 
Testing set 
con uscita in alpha in presenza di un’avaria di pressione 
 
Training set 
Metodo 
Errore Errore   Deviazione Errore 
di  
training 
Out Input 
massimo 
(deg) 
medio 
(deg) 
standard 
(deg) 
massimo 
(deg) 
medio 
(deg) 
standard 
(deg) 
Errore   Deviazione 
NN_ijk_AoS_br 
sonda  1  fail 
λ_i λ_j (Pf/Ps2)k 0,287 3,06E-03 3,68E-02 0,364 -1,11E-03 2,92E-02
sonda  2  fail 
λ_i λ_j (Pf/Ps2)k 0,109 9,68E-04 2,10E-02 0,260 -5,68E-04 2,37E-02
sonda  3  fail 
λ_i λ_j (Pf/Ps2)k -0,152 1,01E-03 2,52E-02 0,364 -9,48E-04 2,41E-02
sonda  4  fail 
λ_i λ_j (Pf/Ps2)k 0,153 1,18E-03 2,59E-02 0,341 -5,06E-05 2,91E-02
NN_iPPv_AoS_br 
sonda  1  fail 
λ_i λ_j (Pf/Ps2)v 0,383 3,35E-03 5,41E-02 0,554 2,26E-03 5,09E-02
sonda  2  fail 
λ_i λ_j (Pf/Ps2)v 0,383 3,37E-03 5,42E-02 0,549 2,23E-03 5,12E-02
sonda  3  fail 
λ_i λ_j (Pf/Ps2)v 0,484 -2,59E-03 5,53E-02 0,549 -1,84E-03 4,90E-02
sonda  4  fail 
br β 
λ_i λ_j (Pf/Ps2)v 0,484 -2,47E-03 5,53E-02 0,554 -1,87E-03 4,87E-02
Tab. 4.12 - Errori massimi e medi sulle uscite votate delle tipologie NN_ijk e NN_ijPPv 
con uscita in beta in presenza di un’avaria di pressione 
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Training set Testing set Training set Testing set 
Metodo 
di  
training 
Input Out Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Out Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
NN_ijPPv_AoA_ S_br Ao
sonda   1  fail
λ1 λ2 (Pf/Ps2)v 0,556 -7,80E-04 1,538 6,98E-03 0,784 9,43E-04 0,823 4,40E-03
λ1 λ3 (Pf/Ps2)v 0,893 -2,33E-03 4,829 -6,73E-03 0,724 2,52E-03 1,557 1,27E-03
λ1 λ4 (Pf/Ps2)v 0,983 -6,68E-04 -0,943 -5,74E-03 0,402 3,42E-03 0,597 1,28E-03
λ2 λ3 ( 3 8Pf/Ps2)v 2,385 1,59E-03 2,449 -2,7 E-03 7,075 -1,19E-02 7,270 -2, 8E-02
λ2 λ4 (Pf/Ps2)v 0,946 -1,42E-04 -1,279 6,32E-04 0,553 3,21E-03 -0,621 1,04E-03
λ3 λ4 (Pf/Ps2)v
α β 
-0,651 -1,25E-03 -1,324 3,23E-03 0,901 4,34E-03 0,771 -1,60E-05
sonda   2  fail
λ1 λ2 (Pf/Ps2)v 0,556 5,00E-04 1,532 8,34E-03 0,784 7,22E-04 0,823 3,77E-03
λ1 λ3 (Pf/Ps2)v 0,893 -1,18E-03 4,829 -5,17E-03 0,724 2,39E-03 1,557 1,06E-03
λ1 λ4 (Pf/Ps2)v 0,983 7,74E-04 0,859 -4,05E-03 0,402 3,41E-03 0,506 1,12E-03
λ2 λ3 (Pf/Ps2)v 2,385 3,17E-03 2,449 -1,08E-03 7,075 -1,30E-02 7,270 -2,93E-02
λ2 λ4 (Pf/Ps2)v 0,946 1,67E-03 -1,279 2,47E-03 0,553 3,36E-03 -0,621 1,25E-03
λ3 λ4 (Pf/Ps2)v -0,651 -1,25E-05 -1,324 4,82E-03 0,901 4,13E-03 0,771 -1,48E-04
α β 
so   failnda   3
λ1 λ2 (Pf/Ps2)v -0,500 2,59E-03 1,532 7,38E-03 0,524 2,54E-03 0,701 2,18E-03
λ1 λ3 (Pf/Ps2)v 1,189 3,49E-03 4,862 -1,98E-05 0,477 -2,16E-03 1,598 -2,14E-03
λ1 λ4 (Pf/Ps2)v 1,117 4,83E-03 1,376 2,18E-03 -0,369 -4,39E-03 0,506 -5,28E-03
λ2 λ3 (Pf/Ps2)v - -2,582 3,19E-03 2,645 6,40E-03 7,956 1,38E-02 7,750 3,24E-03
λ2 λ4 (Pf/Ps2)v -0,758 7,11E-04 -1,320 7,17E-04 0,780 -3,29E-03 0,820 -2,38E-03
λ3 λ4 (Pf/Ps2)v - - - -
α 
-1,439 3,57E-03 0,682 3,80E-04 
β 
1,020 2,52E-04 1,007 -6,54E-04
sonda   4  fail
λ λ2 (Pf/Ps2)v -0,500 1,96E-03 1,538 6,39E-03 0,524 4,01E-03 0,813 3,13E-031 
λ1 λ3 (Pf/Ps2)v 1 -1,189 ,72E-03 4,862 1,76E-03 0,477 -2,07E-03 1,598 -1,98E-03
λ1 λ4 (Pf/Ps2)v -1,117 3,26E-03 1,376 3,79E-04 0,369 -4,19E-03 0,597 -5,16E-03
λ2 λ3 (Pf/Ps2)v 2,582 -4,70E-03 2,645 -7,96E-03 7,956 1,32E-02 7,750 3,22E-03
λ2 λ Pf/Ps2)v 0, -8,17 04 -1,320 -9 04 - -3, 0,820 -2,4 ( 758 E- ,74E-  0,780 97E-03 87E-03
br 
λ3 λ4 (Pf/Ps2)v - - - -
α 
-1,439 5,77E-03 0,682 2,23E-03 
β 
1,020 -2,86E-04 1,007 -5,98E-04
T le  p s iab. 4.13 - Errori del  reti NN_ijPPv con uscita in al ha e beta in pre enza di un’avar a di pressione 
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Training set Testing set Training set Testing set 
Metodo 
di  
training 
Input Out 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
Out 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
NN_ijk_AoA_AoS_br 
sonda  1  fail 
λ_i λ_ Ps2)k α -0,257 -2,48E-04 4,63E-02 0,456 6,16E-04 4,97E-02 β -0,227 -8,66E-04 4,99E-02 -0,328 -2,87E-03 5,07E-02j (Pf/
sonda  2  fail 
λ_i λ_ Ps2)k α 0,231 -3,17E-04 4,30E-02 0,456 8,13E-04 4,73E-02 β -0,213 2,48E-04 4,80E-02 -0,397 -1,30E-03 4,95E-02j (Pf/
sonda  3  fail 
λ_i λ_ -1,57E-03 4,90E-02j (Pf/Ps2)k α 0,223 8,00E-04 4,33E-02 0,336 1,69E-03 4,76E-02 β 0,202 7,26E-05 4,79E-02 -0,310
sonda  4  fail 
λ_i λ_ -9,16E-04 ,68E-02j (Pf/Ps2)k α 0,418 6,53E-04 4,93E-02 0,924 1,71E-03 5,41E-02 β -0,228 -2,64E-05 5,54E-02 -0,397 5
NN_ijPPv_AoA_AoS_br 
sonda  1  fail 
λ_ Ps2)v α 0,390 9,72E-05 6,68E-02 -0,531 2,20E-03 6,81E-02 β 0,430 3,76E-03 6,72E-02 0,490 2,38E-03 6,56E-02i λ_j (Pf/
sonda  2  fail 
λ_ Ps2 α 0,390 55E-03 0E-02 6E-03 ,79E-02 β 0,43 3, -03 6,7 2 0,49 ,53E-02i λ_j (Pf/ )v 1, 6,7 0,494 3,7 6 0 62E 1E-0 0 2,11E-03 6
sonda  3  fail 
λ_i λ_ ,35E-02 2,04E-03 0,509 33E-03 6j (Pf/Ps2)v α 0,493 9,02E-04 6 0,393 6,45E-02 β -0,551 -3,46E-03 6,54E-02 - -3, ,16E-02
sonda  4  fail 
br 
λ_i λ_ 0, 3E 5E 0 50j (Pf/Ps2)v α 493 -7,36E-04 6,3 -02 -0,531 4,8 -04 6,47E-02 β -0,551 -3,44E- 3 6,54E-02 -0, 9 -3,19E-03 6,19E-02
Tab. 4.14 - Errori massimi e medi sulle uscite votate delle tipologie NN_ijk e NN_ijPPv con uscita in alpha e beta in presenza di un’avaria di 
pressione 
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Queste prove hanno permesso di giungere enti consideraz
• b  le ret _ijPP  i m i an on ordine 
grado) rispetto al cas  as asti dine 10-
massimi due tipologie NN_ijk e NN_iijPPv rimangono 
dello stesso ordine di grandezza degli errori com i n avarie 
(ordine di 10
• per tutte reti e le tipolo i an  mo di 
grado; 
•  ret on e s no  delle ret l t; 
• le singo NN o ssi r m asi di 
avaria de ella sì
massimi s ’a r ess o  a 4
4.5.2 Doppia avaria di pressione 
In questo paragrafo è analizzata la robustezza 
NN_ijk e NN_ijPPv sotto l’ipotesi che si veri
diverse. Le considerazioni già esposte a proposito della singola avaria di pressione per 
le reti del tipo NN_ijM possono essere applicate anche in questo m i a
Le reti del tipo NN_ijk sono soggette alla perdita di alcuni input e quindi alcune di esse 
sono rese inattive. In particolare sei delle dodici reti neurali che costituiscono l’intero 
sistema NN_ijk ancare, tuttavia è ancora possibile fornire un’uscita 
consolidata attraverso gli algoritmi di n ig è s atizzato il caso in cui, 
per la presenza di v ie di press  n 2, p Pfront / 
Pslot2)_1 e (Pfront / P )
 alle segu ioni: 
 seb
del 
ene i NN v fanno
o di
error assim  più gr
(or
di (s
 di 
o dell’
1), gli errori senza di gu
 sulle uscite votate delle 
mess  in asse za di 
-1); 
le gie gli error medi h no valori del millesi
le i c  du  u cite han  le stesse prestazioni i a singo o outpu
le reti de l tipo _ijPPv dann gli ste erro i massi i nei c
lla s don a 1 e d  sonda 2, co  come si presentano gli stessi errori 
e l va ia inter a la s nda 3 o la sond . 
delle reti neurali e dei due sistemi di reti 
fichino due avarie di pressione di sonde 
odo d varia. 
vengono a m
voti g. In F . 4.11 chem
due a ar ione sulle so de 1 e mancano i ra porti (
slot2 _2 . 
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Fig. 4.11 – Gestione del sistema di reti della
e 1 e 2 
Le i enenti alla tipo PP o tutte ar petto al 
caso di assenza di avarie, il valore (P  . Infat o i 
rapporti delle pressioni (Pfr  deve, ora, gestire solo due valori e, quindi, il 
(Pfront / o a media fro sponibili. 
Il comportamento delle reti in presenza di due avarie di pressione è stato fatto in modo 
sistematico studiando tutti i possibili sei casi di doppia avaria. E’ stato notato che le 
condizioni peggiori intervengono quando sono in avaria le coppie di sonde (1 , 2) o (3 , 
4). 
Sono riportati nelle Tab. 4.15 e 4.16 gli errori commessi dalle singole reti NN_ijPPv ad 
un’usci . 4.19 g e  doppia uscita
NN_ijk n si delle .5 che i lo gressi no . 
Gli errori s e ezze vo eti tput sono elencati nelle Tab. 4.17 
e n ti 
nella Tab. 4.20. 
 
 tipologia NN_ijk in presenza di due avarie 
di pression nelle sonde 
ret appart logia NN_ij v rimangon  attive, ma v ia, ris
/ P ti l’algoritm di voting de)front slot2 _votato
ont / Pslot2)_i
Psl t2)_votato è l  dei due (P nt / Pslot2)_i di
ta e nella Tab li errori dell reti a , mentre gli errori delle reti 
 so o gli stes  Tab. 4.4, 4 e 4.7, dato ro in n cambiano
ull  grand tate per le r  a singolo ou
4.18 me tre i risultati ottenuti dai sistemi di reti neurali a due uscite sono riporta
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Training set Testing set 
Metodo 
di  
training
Out Input Errore 
massimo 
(deg) 
Errore   
medio  
(d  
Errore 
massimo 
(  eg) deg)
Errore   
medio  
(deg) 
NN_ijPPv oA_A _br 
s e    2 il ond  1  e   fa
λ λ2 (Pf/Ps2)v -0,977 -8 -031 ,57E -0,859 -4,41E-03 
λ1 λ3 (Pf/Ps2)v -5,105 -7,16E-04 -5,034 -6,79E-03 
λ λ4 (Pf/Ps2)v -1,707 -2 -031 ,05E -1,298 -6,46E-03 
λ λ3 (Pf/Ps2)v 17,204 2 -0 272 ,99E 2 17, 4 7,33E-03 
λ λ4 (Pf/Ps2)v 11,963 2 -02 ,09E 2 6,498 3,79E-03 
λ3 λ4 (Pf/Ps2)v -0,756 3,52E-03 -0,857 4,89E-03 
s e    3 ilond  1  e   fa
λ1 λ2 (Pf/Ps2)v 0,571 1,00E-03 0,700 1,73E-03 
λ λ3 (Pf/Ps2)v -0,964 -2 -01 ,28E 3 3,657 -1,59E-03 
λ λ4 (Pf/Ps2)v 0,401 1,67E-031 -0,681 -3,17E-03 
λ2 λ3 (Pf/Ps2)v -9,678 -5,31E-03 16,721 4,70E-03 
λ λ4 (Pf/Ps2)v 1,250 2,08E-032 -1,386 -1,30E-03 
λ λ4 (Pf/Ps2)v 0,353 -2 -033 ,21E 0,689 -5,26E-05 
s e    4 ilond  1  e   fa
λ1 λ2 (Pf/Ps2)v -0,389 -2,72E-03 0,747 -2,87E-03 
λ1 λ3 (Pf/Ps2)v 1,188 -4,30E-04 4,577 -1,26E-03 
λ1 4 (P 2) 3 -1,50E-02λ f/Ps v -0,3 8 -0,760 -1,61E-02 
λ λ3 (Pf/Ps2)v 18,469 1,61E-02 15,029 2 2,68E-03 
λ2 λ4 (Pf/Ps2)v 1,666 -3,39E-03 -1,055 -5,90E-03 
λ3 λ4 (Pf/Ps2)v -0,388 -4,11E-03 -03 -0,777 -2,65E
so e  e  3 ilnd  2    fa
λ λ2 (Pf/Ps2)v -0,368 1 -01 ,57E 3 0,727 3,43E-03 
λ1 λ3 (Pf/Ps2)v -2,378 1,05E-03 -4,003 9,86E-04 
λ λ4 (Pf/Ps2)v 0,460 1 -01 ,67E 2 -0,568 8,68E-03 
λ λ3 (P 2) 13 1,50E-02 13 -02 2 f/Ps v 15, 7 16, 3 1,08E
λ λ4 (P 2) -1 74 -1,52E-01 192 f/Ps v 64, 4 -26, 9 -2,40E-03 
λ3 λ4 (Pf/Ps2)v 0,419 3,53E-03 0,740 5,11E-03 
s e    4 ilond  2  e   fa
λ1 λ2 (Pf/Ps2)v -0,528 -1,61E-03 0,780 -8,43E-04 
λ λ3 (Pf/Ps2)v 1,504 3 -01 ,61E 3 4,090 1,59E-03 
λ λ4 (Pf/Ps2)v 0,444 9 -01 ,92E 4 -0,681 -3,72E-03 
λ2 λ3 (Pf/Ps2)v 14,491 7,68E-03 16,561 6,13E-03 
λ λ4 (Pf/Ps2)v -74,311 -6 -0 712 ,13E 2 -10, 9 -4,73E-03 
λ λ4 (Pf/Ps2)v -0,348 1 -0 -0,678 3 ,86E 3 2,75E-03 
s e    4 ilond  3  e   fa
λ1 λ2 (Pf/Ps2)v 1,103 9,00E-03 1,354 2,37E-03 
λ1 λ3 (Pf/Ps2)v 2,259 6,27E-03 4,968 7,38E-03 
λ1 4 (Pf/Ps2)v 1,322 -3,61E-03 1,103 λ -3,68E-03 
λ λ3 (Pf/Ps2)v -6,090 1,79E-02 ,432 -22 0 5,36E-03 
λ2 -7,50E-01λ4 (Pf/Ps2)v -636,804 -138,253 -4,09E-02 
br α 
λ3 -2,82E-03λ4 (Pf/Ps2)v 0,854 0,863 -2,17E-03 
Tab. 4.15 - Errori delle reti NN_ijPPv con uscita in alpha in presenza di due avarie di 
pressione 
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 set Testing set 
 
Training
Metodo 
di  
training
Out Input Errore 
massimo 
(deg) 
Errore   
medio  
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio  
(deg) 
NN_ijPPv_AoS_br 
sonde   1  e  2  fail 
λ1 λ2 (Pf/Ps2)v 0,989 8,91E-03 0,899 7,96E-03 
λ1 λ3 (Pf/Ps2)v 1,145 6,19E-03 1,381 2,30E-03 
λ1 λ4 (Pf/Ps2)v 0,377 6,73E-03 -0,477 5,51E-03 
λ2 λ3 (Pf/Ps2)v -19,648 -6,54E-02 -22,618 -6,34E-02 
λ2 λ4 (Pf/Ps2)v 0,678 8,83E-03 0,630 4,58E-03 
λ3 λ4 (Pf/Ps2)v 0,912 3,29E-03 0,799 4,35E-04 
sonde   1  e  3  fail
λ1 λ2 (Pf/Ps2)v -0,380 6,61E-04 0,664 2,48E-03 
λ1 λ3 (Pf/Ps2)v 0,603 7,27E-04 -1,000 -5,85E-04 
λ1 λ4 (Pf/Ps2)v -0,160 1,33E-03 0,265 4,27E-04 
λ2 λ3 (Pf/Ps2)v 6,135 -1,24E-02 -15,621 -3,08E-02 
λ2 λ4 (Pf/Ps2)v 0,366 2,74E-03 0,648 7,82E-04 
λ3 λ4 (Pf/Ps2)v 0,549 4,63E-03 0,793 3,60E-04 
sonde   1  e  4  fail
λ1 λ2 (Pf/Ps2)v 0,420 4,23E-03 0,725 4,95E-03 
λ1 λ3 (Pf/Ps2)v 0,714 3,86E-03 -1,012 2,26E-03 
λ1 λ4 (Pf/Ps2)v 0,180 -5,03E-04 -0,275 -4,68E-04 
λ2 λ3 (Pf/Ps2)v 9,857 3,98E-03 -12,676 -2,09E-02 
λ2 λ4 (Pf/Ps2)v -0,310 -5,23E-03 0,626 -3,92E-03 
λ3 λ4 (Pf/Ps2)v 0,478 -4,78E-03 0,659 -4,97E-03 
sonde   2  e  3  fail
λ1 λ2 (Pf/Ps2)v -0,533 -4,57E-03 0,603 -2,16E-03 
λ1 λ3 (Pf/Ps2)v -0,534 -4,68E-03 -1,126 -4,59E-03 
λ1 λ4 (Pf/Ps2)v -0,212 7,79E-04 -0,333 -3,40E-04 
λ2 λ3 (Pf/Ps2)v -15,841 -1,06E-02 -17,314 -3,05E-02 
λ2 λ4 (Pf/Ps2)v 0,377 6,98E-03 0,721 3,66E-03 
λ3 λ4 (Pf/Ps2)v 0,571 7,74E-03 0,890 3,32E-03 
sonde   2  e  4  fail
λ1 λ2 (Pf/Ps2)v -0,328 -1,63E-03 0,672 2,36E-04 
λ1 λ3 (Pf/Ps2)v 0,644 -1,62E-03 -0,962 -1,68E-03 
λ1 λ4 (Pf/Ps2)v 0,232 -6,77E-04 0,265 -1,01E-03 
λ2 λ3 (Pf/Ps2)v 4,555 1,80E-03 -14,498 -2,40E-02 
λ2 λ4 (Pf/Ps2)v -0,283 -2,85E-04 0,651 -6,71E-04 
λ3 λ4 (Pf/Ps2)v 0,362 -3,64E-04 0,797 -1,76E-03 
sonde   3  e  4  fail
λ1 λ2 (Pf/Ps2)v -0,843 -4,19E-03 -0,914 -3,48E-03 
λ1 λ3 (Pf/Ps2)v -0,840 -2,17E-03 1,162 -2,29E-03 
λ1 λ4 (Pf/Ps2)v 0,612 -8,16E-03 0,438 -7,10E-03 
λ2 λ3 (Pf/Ps2)v 12,046 4,56E-02 -8,762 5,67E-03 
λ2 λ4 (Pf/Ps2)v -0,741 -1,18E-02 -0,678 -6,08E-03 
br β 
λ3 λ4 (Pf/Ps2)v 1,170 -7,67E-03 0,959 -5,76E-03 
Tab. 4.16 - Errori delle reti NN_ijPPv con uscita in beta in presenza di due avarie di 
pressione 
 Prestazioni delle reti neurali e prove di robustezza in presenza di avarie 
 67
Training set Testing set 
Metodo 
di  
training 
Out Input 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
NN_ijk_AoA_br
sonde  1  e  2  fail
λ i λ j (Pf/Ps2)k -0,161 -2,33E-04 2,96E-02 0,615 7,25E-04 3,82E-02
sonde  1  e  3  fail
λ i λ j (Pf/Ps2)k -0,165 3,06E-06 2,69E-02 O,301 -6,28E-05 3,15E-02
sonde  1  e  4  fail
λ i λ j (Pf/Ps2)k 0,462 3,39E-04 3,41E-02 1,326 1,06E-03 4,58E-02
sonde  2  e  3  fail
λ i λ j (Pf/Ps2)k -0,134 2,84E-04 2,63E-02 -0,312 -5,16E-04 3,14E-02
sonde  2  e  4  fail
λ i λ j (Pf/Ps2)k 0,348 3,85E-04 3,20E-02 1,326 1,55E-03 4,51E-02
sonde  3  e  4  fail
λ i λ j (Pf/Ps2)k -0,177 -2,72E-05 2,85E-02 -0,400 -1,76E-04 3,39E-02
NN_ijPPv_AoA_br
sonde  1  e  2  fail
λ i λ j (Pf/Ps2)v -0,680 5,36E-04 7,17E-02 0,641 4,81E-04 6,61E-02
sonde  1  e  3  fail
λ i λ j (Pf/Ps2)v -0,313 -7,97E-04 3,52E-02 0,427 -1,76E-04 3,97E-02
sonde  1  e  4  fail
λ i λ j (Pf/Ps2)v -0,214 -5,74E-03 3,46E-02 -0,579 -5,49E-03 4,14E-02
sonde  2  e  3  fail
λ i λ j (Pf/Ps2)v 0,244 5,35E-03 3,64E-02 0,496 5,07E-03 4,12E-02
sonde  2  e  4  fail
λ i λ j (Pf/Ps2)v -0,173 -2,17E-04 3,30E-02 0,382 -2,14E-04 3,87E-02
sonde  3  e  4  fail
br α 
λ i λ j (Pf/Ps2)v 0,661 1,49E-03 6,60E-02 0,608 1,09E-03 6,09E-02
Tab. 4.17 - Errori massimi e medi sulle uscite votate delle tipologie NN_ijk e NN_ijPPv con 
uscita in alpha in presenza di due avarie di pressione 
Training set Testing set 
Metodo 
di  
training 
Out Input 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
NN_ijk_AoS_br
sonde  1  e  2  fail
λ i λ j (Pf/Ps2)k 0,271 2,12E-03 3,27E-02 0,307 -1,10E-03 3,11E-02
sonde  1  e  3  fail
λ i λ j (Pf/Ps2)k 1,550 8,38E-03 1,42E-01 0,387 -1,26E-03 2,94E-02
sonde  1  e  4  fail
λ i λ j (Pf/Ps2)k 1,335 2,74E-03 7,92E-02 0,587 -5,72E-04 4,11E-02
sonde  2  e  3  fail
λ i λ j (Pf/Ps2)k 0,094 7,58E-04 2,13E-02 0,274 -7,37E-04 2,29E-02
sonde  2  e  4  fail
λ i λ j (Pf/Ps2)k 0,140 -5,67E-05 2,41E-02 0,531 2,51E-04 3,20E-02
sonde  3  e  4  fail
λ i λ j (Pf/Ps2)k -0,172 1,15E-03 2,92E-02 0,383 -9,10E-05 2,93E-02
NN_ijPPv_AoS_br
sonde  1  e  2  fail
λ i λ j (Pf/Ps2)v 0,598 7,22E-03 7,20E-02 0,579 4,95E-03 6,40E-02
sonde  1  e  3  fail
λ i λ j (Pf/Ps2)v 0,283 1,66E-03 2,84E-02 0,583 9,74E-04 3,13E-02
sonde  1  e  4  fail
λ i λ j (Pf/Ps2)v 0,193 -8,93E-04 2,81E-02 0,590 -4,13E-04 3,30E-02
sonde  2  e  3  fail
λ i λ j (Pf/Ps2)v 0,329 1,65E-03 3,51E-02 0,562 4,78E-04 3,50E-02
sonde  2  e  4  fail
λ i λ j (Pf/Ps2)v 0,226 -9,38E-04 2,58E-02 0,584 -9,03E-04 2,97E-02
sonde  3  e  4  fail
br β 
λ i λ j (Pf/Ps2)v 0,690 -5,28E-03 7,11E-02 0,589 -4,82E-03 6,04E-02
Tab. 4.18 - Errori massimi e medi sulle uscite votate delle tipologie NN_ijk e NN_ijPPv con 
uscita in beta in presenzacdi due avarie di pressione 
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Training set Testing set Training set Testing set 
Metodo 
di  
training 
Input Out 
re 
mo 
(deg (de
Errore 
assimo 
(deg
E
medio 
(de
Out 
re 
massimo 
deg
Errore   
medio 
(deg)  
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Erro
massi
) 
Errore   
medio m
g) ) 
rrore   Erro
g)  ( ) 
NN_ijPP _ r v_AoA AoS_b
sonde   1  e  2  fail 
λ1 λ2 (Pf/Ps2)v -0, ,16E 1, 44 0,7 3,09E-03 0,964 6,04E-03699 -1 -03 533 6, E-03 95
λ1 λ3 (Pf/Ps2)v -1, ,13E 4, ,07 0,7 5,42E-03 1,487 3,27E-03114 -2 -03 727 -7 E-03 30
λ1 λ4 (Pf/Ps2)v 1, ,22E 1, ,96 0,4 6,85E-03 0,573 4,12E-03366 5 -03 239 -1 E-03 56
λ2 λ3 (Pf/Ps2)v 2, ,39E 2, ,53 7, -2,02E-02272 1 -03 354 -2 E-03 303 1,19E-03 7,260 
λ2 λ4 (Pf/Ps2)v 1,293 1,17E-03 -1,204 -0,593 8,53E-03 -0,618 5,24E-031,90E-03
λ3 λ4 (Pf/Ps2)v 
α 
-0, ,54E -1, ,42
β 
1,4 1,22E-02 1,212 5,31E-03849 -3 -03 625 3 E-03 60
sonde   1  e  3  fail 
λ1 λ2 (Pf/Ps2)v 0, ,13E 1, 76 -0, 2,47E-03541 -5 -04 532 6, E-03 466 8,33E-04 0,757 
λ1 λ3 (Pf/Ps2)v 0, ,22E 4, ,45 0, -7,43E-04963 -4 -04 854 -4 E-03 400 3,90E-04 1,580 
λ1 λ4 (Pf/Ps2)v 0, ,79E -0, ,22 -0,3 1,33E-03 0,554 -1,08E-03706 1 -03 829 -3 E-03 48
λ2 λ3 (Pf/Ps2)v 2, ,48E 2, ,64 7,0 -4,21E-03 7,613 -1,79E-02417 -2 -03 501 -5 E-03 93
λ2 λ4 (Pf/Ps2)v 0,666 -1,467 63E-04 0,567 2,81E-03 0,610 8,94E-04-4,15E-04 1,
λ3 λ4 (Pf/Ps2)v 
α 
-0, ,10E -0, ,16
β 
1,010 5,87E-03 -0,739 4,04E-04500 -3 -03 765 1 E-03
sonde   1  e  4  fail 
λ1 λ2 (Pf/Ps2)v 0, ,46E 1, 91 0, 6,32E-03590 -1 -03 542 4, E-03 613 6,75E-03 0,825 
λ1 λ3 (Pf/Ps2)v 1, 4, ,18 0,4 3,90E-03 1,599 2,90E-03143 -2,06E-03 866 -6 E-03 23
λ1 λ4 (Pf/Ps2)v -0, ,38E -1, ,46 -0, ,70E-04 0,613 -1,45E-03492 -1 -02 009 -1 E-02 338 -2
λ2 λ3 (Pf/Ps2)v 2, ,94E 2, ,33 7,6 -2,04E-03 7,720 -1,71E-02550 -3 -03 614 -7 E-03 86
λ2 λ4 (Pf/Ps2)v 0, ,45E -1, ,23 0,5 -4,86E-03 -0,614 -4,54E-03786 -4 -03 445 -4 E-03 54
λ3 λ4 (Pf/Ps2)v 
α 
0,487 0,673
β 
-0,746 -5,01E-03-2,90E-03 -7,11E-04 -6,31E-03 -0,811 
sonde   2  e  3  fail 
λ1 λ2 (Pf/Ps2)v -0, ,64E 1, ,13 -0,4 -5,00E-03 0,689 -2,47E-03497 1 -03 534 8 E-03 61
λ1 λ3 (Pf/Ps2)v -0, ,85E 4, ,12 0, ,33E-03 1,550 -5,12E-03904 2 -03 821 -1 E-03 385 -4
λ1 λ4 (Pf/Ps2)v 0, ,89E -0, ,84 -0, -2,07E-03867 1 -02 713 9 E-03 356 6,72E-04 0,485 
λ2 λ 3 (Pf/Ps2)v 2,355 -1,82E-04 2,437 -3,27E-03 7,097 4,36E-03 7,483 -8,46E-03
λ2 4 (Pf/Ps2)v 0,755 4,46E-03 -1,387 4,42E-03 0,553 7,49E-03 0,714 4,83E-03λ
λ3 λ4 (Pf/Ps2)v 
α 
-0,618 -9,54E-04
β 
0,957 1,08E-02 0,849 3,21E-03-0,823 5,13E-03
sonde   2  e  4  fail 
λ1 λ2 (Pf/Ps2)v 0,470 8,69E-04 1,532 6,48E-03 0,771 1,16E-03 0,755 1,47E-03
λ1 λ3 (Pf/Ps2)v 1,012 1,37E-03 4,864 -2,72E-03 0,408 -2,98E-04 1,592 -1,06E-03
λ1 λ4 (Pf/Ps2)v 0,669 2,56E-03 -0,851 -2,54E-03 -0,347 -2,53E-04 0,553 -1,92E-03
λ2 λ3 (Pf/Ps2)v 2,481 -1,60E-03 2,544 -4,88E-03 7,273 2,72E-03 7,664 -1,00E-02
λ2 λ4 (Pf/Ps2)v 0,673 1,24E-04 -1,350 -1,21E-04 0,568 2,25E-04 0,691 -7,19E-04
λ3 λ4 (Pf/Ps2)v 
α 
-0,481 9,40E-04 0,659 4,57E-03
β 
-1,101 -2,25E-03 -1,182 -3,07E-03
sonde   3  e  4  fail 
λ1 λ2 (Pf/Ps2)v 0,586 4,78E-03 1,531 8,83E-03 0,786 4,59E-03 0,743 2,50E-03
λ1 λ3 (Pf/Ps2)v 1,369 4,25E-03 4,844 5,65E-04 0,552 -5,69E-03 1,584 -5,07E-03
λ1 λ4 (Pf/Ps2)v 1,842 6,82E-03 1,494 4,50E-03 -0,434 -8,58E-03 0,534 -8,92E-03
λ2 λ3 (Pf/Ps2)v 2,650 -5,75E-03 2,714 -8,36E-03 8,606 1,27E-02 8,322 4,28E-03
λ2 λ4 (Pf/Ps2)v 0,945 3,03E-04 -1,336 1,57E-04 0,980 -7,62E-03 0,909 -4,80E-03
br 
λ3 λ4 (Pf/Ps2)v 
α 
-1,699 -9,86E-03 0,689 -5,42E-03
β 
1,505 7,28E-05 -1,075 -5,47E-04
Tab. 4.19 - Errori delle reti NN_ijPPv con uscita in alpha e beta in presenza di due 
avarie di pressione 
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Training set Testing set Testing set Training set 
Metodo 
di  
training
Errore 
massimo 
(d  
Errore   
medi
) 
Deviazione 
standard 
eg) 
Errore 
massimo 
(deg) 
Errore   
(deg) 
viazione 
andard 
(deg) 
O
 
o 
Errore   
medio 
(deg) 
Deviazione 
standard 
deg) 
Errore 
m o 
(deg) 
Errore   
medio 
(deg
Deviazi
standa
(deg) 
Input Out 
eg)
o 
(deg (d
medio 
De
st
ut 
Errore
massim
(deg) (
assim
) 
one 
rd 
NN_ijk_AoA_AoS_br 
sonde  1  e  2  fail 
λ_i λ_j (Pf/ 0,690 5,31E-02 Ps2)k α -0,330 -7,71E-04 4,92E-02 6,96E-04 β -0,205 -4,82E-04 -02 ,3 2 3 5,19E-025,09E 0 68 - ,8 E-03
sonde  1  e  3  fail 
λ_i λ_j (Pf/ -0,417 1,14E-03 5,01E-02 Ps2)k α -0,285 3,92E-04 4,73E-02 β -0,241 -3,38 2 5,06E-02E-04 5,06E-0 0,368 -2,73E-03
sonde  1  e  4  fail 
λ_i λ_j (Pf/ 1,455 6,57E-02 Ps2)k α 1,107 2,65E-04 6,46E-02 1,03E-03 β -0,292 -1,69E-03 3E-02 -0,3 2,84 6,13E-026,1 80 - E-03
sonde  2  e  3  fail 
λ_i λ_j (Pf/ 4 E-0 -0,3 4,64E-02 Ps2)k α -0,23 8,06E-04 4,27 2 81 1,71E-03 β 0,217 3,70E-04 0E-02 -0,3 1,04 4,98E-024,8 54 - E-03
sonde  2  e  4  fail 
λ_i λ_j (Pf/ 1,0 ,13E 5 1,455 5,86E-02 Ps2)k α 47 5 -04 ,77E-02 1,45E-03 β 0,278 6,37 5 506 6,0E-04 ,82E-02 -0, -1,16E-04 2E-02
sonde  3  e  4  fail 
λ_i λ_j (Pf/ 0,2 ,05E 5 -0,3 9E-02 Ps2)k α 60 5 -04 ,04E-02 52 1,83E-03 5,2 β 0,260 5 354 8E-03,60E-04 ,74E-02 -0, -3,50E-04 5,8 2
NN_ijPPv_AoA_AoS_br 
sonde  1  e  2  fail 
λ_i λ_j (Pf/ 0,468 1,86E-03 8,12E-02 66 3 ,75E-02 Ps2)v α 0,5 ,48E-03 7 β 0,460 8,31E-03 8 20 4,02E-02 0,5 5,70E-03 7,5 E-02
sonde  1  e  3  fail 
λ_i λ_j (Pf/ 0,2 ,93E 4 5,48E-02 Ps2)v α 30 -1 -04 ,88E-02 0,385 1,67E-03 β -0,252 1,89 5 29E-03 ,13E-02 0,4 1,85E-04 5,17E-02
sonde  1  e  4  fail 
λ_i λ_j (Pf/ -0,269 -4,80E-03 4,82E-02 -0,600 5,48E-02 Ps2)v α -2,93E-03 β 0,299 -2,47E-04 5 ,440 5E-0,27E-02 0 -1,24E-04 5,4 2
sonde  2  e  3  fail 
λ_i λ_j (Pf/ 0,447 5,54E-03 5,32E-02 0,444 6,53E-03 5,65E-02 Ps2)v α β 0,279 1,75E-03 5 449 5,29E-02,34E-02 -0, -4,96E-04
sonde  2  e  4  fail 
λ_i λ_j (Pf/ 0,2 ,14E 4 0,3 5,33E-02 Ps2)v α 49 5 -04 ,76E-02 87 1,84E-03 β 0,246 -2,17E-05 4,91E-02 0,429 -7,63E-04 5,09E-02
sonde  3  e  4  fail 
br 
λ_i λ_j (Pf/ 0,681 7,81E-04 7 0,487 1,62E-03 6E-02 Ps2)v α ,30E-02 7,0 β -0,556 -6,55 7 23 6,96E-02E-03 ,75E-02 -0,5 -6,01E-03
Tab. 4.20 - Errori massimi e medi sulle uscite votate delle tipologie NN_ijk e NN_ijPPv con uscita in alpha e beta in presenza 
pressio
di due avarie di 
ne 
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I risultati riportati in queste tabelle 
dell’  relat d una  a i io
li errori massimi delle singole reti NN_ijPPv sono più grandi (sono 
dell’ordine del grado) rispetto assenza di avaria (ordine di 10-1), 
m r ntram jk e 
N i v g o d s
comm s n  di av  
• per tutte le reti considerate gli errori m n alor illesim ado; 
• le reti con due uscite hanno le stesse prestazioni delle reti a singolo 
4.5.3 Doppia avaria di pressione con un’avaria angolare 
L’ultima a is u s za c e r  c temporanea di tre avarie che 
portano alla pe ta  m ure d s e  e son n’angolare 
relativa ad una terza sonda ( . La o  avar iché 
le tre avarie possono interessare tre diverse sonde, tutte e tre la stessa sonda, nonché 
tutte le possibili com e
L’avaria angolare di una generica sonda l’inibizione delle tre reti NN_ijPPv 
che hanno m in m ura a a a li er
rimanenti r  sono  a elli n i si e di 
pressione ( d a  p eden P   i uesto paragrafo s tano 
solo gli err  s le zz votat i la do one, 
in quanto l g tm ot  opera su tre, anziché sei, stime disponibili, scegliendo il 
valore cent le m ut otato ra  uno enta 
la gestione da parte del sistema dell’ sulla sonda 4. Si osservi che la 
gestione di le a di nden a i ssio
confermano le considerazioni fatte a proposito 
analisi
• g
iva a sola varia d press ne: 
al caso di 
entre gli errori sulle grandezze votate, pe  e be tipologie NN_i
N_ jPP  riman on ello tesso ordine di grandezza degli stessi errori 
es i in asse za arie (ordine di 10 ); -1
edi han o v i del m o di gr
output. 
nal i s lla robu tez onsid ra la p esenza on
rdi  di due is i pre sione r lative a du de (i e j) ed u
k) casist aica di t le mod  di ia è molto ampia po
binazioni interm die. 
k comporta 
co e put la is ngol re di tale sond . G rori commessi dalle tre 
eti  uguali  qu commessi nel caso i  cu hanno solo due avari
ve i p ragrafo rec te). er tale motivo n q i ripor
ori ul  grande e e, diverse dal caso d so ppia avaria di pressi
’al ori o di v ing
ra co e outp  v . In Fi  tg. 4.12 è illus to  schema che rappres
av e aria angolar
 ta  av ria è in pe te dalle due varie d pre ne. 
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Sistema di reti neurali del tipo NN_ijPPv
NN_23PPv NN_24PPvNN_14PPvNN_13PPvNN_12PPv NN_34PPv
Avaria angolare della sonda 4
Algoritmo di voting
Output votato
Reti neurali attive
NN_23PPvNN_13PPvNN_12PPv
 
Fig. 4.12 - Gestione del sistema di reti della tipologia NN_ijPPv in presenza di 
un’avaria angolare 
Le reti della tipologia NN_ijM vengono gestite come le reti del tipo NN_ijPPv. 
Il sistema di reti NN_ijk è gestito nello stesso modo delle NN_ijPPv, in quanto vengono 
inibite tutte le reti che non ricevono la misura angolare e le due misure di pressione non 
disponibili. Il caso peggiore che si può presentare è quello in cui le tre avarie si 
verifichino su tre sonde diverse, portando alla perdita di dieci reti delle dodici che 
costituiscono l’intero sistema: rimangono attive solo due reti da cui ricavare il risultato 
consolidato facendone la media aritmetica. Se, invece, una sonda subisce la doppia 
avaria di pressione ed angolare ed una seconda sonda perde una misura di pressione, 
rimangono attive quattro reti neurali: il valore votato, dopo che le uscite sono state 
ordinate, è la media dei due valori centrali. In Tab. 4.21 sono riportati i ventiquattro casi 
di triplice avaria. 
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1 avaria 
angolare 
2 avarie di 
pressione 
reti attive NN_ijk 
 p1 p2 233 244 343 344 
 p1 p3 232 242 244 344 
 p1 p4 232 233 242 343 
 p2 p3 244 344    
 p2 p4 233 343    
λ_1
 p3 p4 232 242     
 p1 p2 133 144 343 344 
 p1 p3 144 344    
 p1 p4 133 343    
 p2 p3 131 141 144 244 
 p2 p4 131 133 141 343 
λ_2
 p3 p4 131 141     
 p1 p2 144 244     
 p1 p3 122 144 242 244 
 p1 p4 122 242    
 p2 p3 121 141 144 244 
 p2 p4 121 141    
λ_3
 p3 p4 121 122 141 242 
 p1 p2 133 233     
 p1 p3 122 232    
 p1 p4 122 133 232 233 
 p2 p3 121 131    
 p2 p4 121 131 133 233 
λ_4
 p3 p4 121 122 131 232 
Tab. 4.21 – Reti NN_ijk attive nei casi di doppia avaria di pressione in presenza di 
a angolare 
Quest s  neuroni di uscita e i risultati sono 
mostr  
uscite vo , per ogni avaria angolare, i casi in 
cui si er
reti NN_ ab. 4.24 sono riportati, infine, gli 
errori ma  dei ventiquattro casi di triplice 
un’avari
o tudio ha coinvolto solo le reti con due
ati nelle Tab. 4.22 - 4.24. Nella Tab. 4.22 sono riportati gli errori commessi sulle 
tate dalle reti NN_ijPPv, avendo considerato
 v ifica la peggiore combinazione di doppia avaria di pressione. I risultati delle 
ijM sono illustrati nella Tab. 4.23. Nella t
ssimi che le reti NN_ijk compiono per ognuno
avaria. In queste tabelle sono riportati il metodo di allenamento adottato, gli input delle 
reti e gli errori massimi e medi compiuti nell’intero data set relativi alle uscite in α e in 
β. 
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Intero data set 
 
Intero data set 
Metodo 
di  
training 
Input Out 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
Out 
Errore 
massimo 
(deg) 
Errore   
medio 
(deg) 
Deviazione 
standard 
(deg) 
NN_ijPPv_AoA_AoS_br 
2  fail press + fail lambda_1 
λ_i λ_j (Pf/Ps2)v α 0,945 -4,94E-04 9,37E-02 β 1,505 1,10E-02 1,23E-01
2  fail press + fail lambda_2 
λ_i λ_j (Pf/Ps2)v α 0,866 4,50E-03 9,73E-02 β 0,709 8,99E-04 7,81E-02
2  fail press + fail lambda_3 
λ_i λ_j (Pf/Ps2)v α 0,945 6,11E-03 8,07E-02 β 0,485 2,07E-03 7,20E-02
2  fail press + fail lambda_4 
br 
λ_i λ_j (Pf/Ps2)v α 2,354 4,22E-03 1,01E-01 β 1,487 1,71E-03 1,05E-01
 
Tab. 4.22 - Errori massimi e medi sulle uscite votate della tipologia NN_ijPPv con 
uscita in alpha e beta i presenza di due avarie di pressione ed un’avaria angolare 
 
Intero data set Intero data set 
Metodo 
di  Input Out 
Errore 
massimo 
Errore   
medio 
Dev
sta
tr
(deg) (deg) (deg) g) 
aining 
iazione 
ndard 
Out 
Errore 
massimo 
(deg) 
Errore   
medio 
(de
Deviazione 
standard 
(deg) 
NN_ijM_br 
2  fail press + fail lambda_1 
λ_i λ_j M α -0,795 -6,49E-04 7,49E-02 β -0,548 -2,67E-03 7,90E-02
2  fail press + fail lambda_2 
λ_i λ_j M α 6,61E-02 β 0,486 -2,18E-03 6,06E-02-0,653 -8,36E-04
2  fail press + fail lambda_3 
λ_i λ_j M α -0,795 -6,07E-04 5,29E-02 β 0,395 -1,32E-03 5,68E-02
2  fail press + fail lambda_4 
br 
λ_i λ_j M α 7,82E-02 β 1,106 2,45E-04 9,08E-021,535 5,70E-04
Tab. 4.23 - Errori massimi e medi sulle uscite votate della tipologia NN_ijM con uscita 
in alpha e beta in presenza di due avarie di pressione ed un’avaria angolare
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Intero data set Intero data set 
Metod
di  
trainin
 
(deg) 
medio 
(deg) 
standard 
(deg) 
Out 
massimo 
(deg) 
medio 
(deg) 
standard 
(deg) 
o Input Out 
Errore 
massimo
Errore   Deviazione Errore Errore   Deviazione 
g 
NN_ijk_AoA_AoS_br
lambda  1  fail
pressioni  1  e  2  fail
λ_ λ 1,60E 7E-0i _j (Pf/Ps2)k α 0,690 -03 6,1 2 β 0,551 -2,25E-03 6,75E-02
pressioni  1  e  3  fail
λ_i λ_j (Pf/Ps2)k α -0,510 1,22E-03 5,68E-02 β 0,551 -3,38E-03 6,10E-02
pressioni  1  e  4  fail
λ_i λ_j (Pf/Ps2)k α 1,519 -2,23E-03 1,08E-01 β 3,324 -8,02E-03 2,33E-01
pressioni  2  e  3  fail
λ_i λ_j (Pf/Ps2)k α -0,581 2,25E-03 5,63E-02 β 0,551 -2,13E-03 6,62E-02
pressioni  2  e  4  fail
λ_i λ_j (Pf/Ps2)k α 1,656 -3,53E-03 1,30E-01 β -5,844 -9,26E-03 3,50E-01
pressioni  3  e  4  fail
λ_i _j (Pf/Ps 3λ 2)k α -1,946 -3,81E-0 1,17E-01 β 4,225 -1,07E-02 2,83E-01
lambda  2  fail
pressioni  1  e  2  fail
λ_i λ_j (Pf/Ps2)k 0,6 E-03 6, α 90 1,31 04E-02 β -0,345 -1,71E-03 5,59E-02
pressioni  1  e  3  fail
λ_i λ_j (Pf/Ps2)k α -0,587 7,97E-05 6,36E-02 β 0,498 -2,32E-03 6,37E-02
pressioni  1  e  4  fail
λ_i λ_j (Pf/Ps2)k α -1,902 1,58E-03 9,55E-02 β -0,594 -2,20E-03 6,21E-02
pressioni  2  e  3  fail
λ_i λ_j (Pf/Ps2)k α -0,381 -1,95E-04 5,40E-02 β 0,386 -9,84E-04 5,23E-02
pressioni  2  e  4  fail
λ λ (Pf/Ps2)k -1,902 -5,77E-04 8,26E-02_i _j α β -0,642 -7,42E-04 6,06E-02
pressioni  3  e  4  fail
λ i j_ λ_ (Pf/Ps2)k α 3,856 7,96E-04 1,27E-01 β 0,883 -2,47E-04 7,21E-02
lambda  3  fail
pressioni  1  e  2  fail
λ_i λ_ (Pf/Ps2)k α -0,435 -1,68E-03 5,70E-02j β 0,368 -1,37E-03 5,40E-02
pressioni  1  e  3  fail
λ_i λ_ (Pf/Ps2)k α -0,417 4,65E-04 5,22E-02j β -0,306 -1,34E-03 4,87E-02
pressioni  1  e  4  fail
λ_i λ_j (Pf/Ps2)k α -0,544 9,53E-04 6,48E-02 β -0,304 -1,10E-03 5,01E-02
pressioni  2  e  3  fail
λ_i λ_j (Pf/Ps2)k α 0,342 4,59E-04 4,99E-02 β -0,306 -6,36E-04 5,05E-02
pressioni  2  e  4  fail
λ_i λ_j (Pf/Ps2)k α -0,717 1,55E-03 5,67E-02 β -0,354 7,40E-04 6,29E-02
pressioni  3  e  4  fail
λ_i λ_j (Pf/Ps2)k α -0,510 1,81E-03 5,93E-02 β -0,306 -3,63E-04 5,49E-02
lambda  4  fail
pressioni  1  e  2  fail
λ_i λ_j (Pf/Ps2)k α 2,289 -7,67E-03 1,42E-01 β -6,046 -5,89E-03 3,54E-01
pressioni  1  e  3  fail
λ_i λ_j (Pf/Ps2)k α -1,853 -2,58E-03 1,16E-01 β 4,167 -8,82E-03 2,82E-01
pressioni  1  e  4  fail
λ_i λ_j (Pf/Ps2)k α 2,289 -1,31E-03 1,13E-01 β 3,424 -3,04E-03 2,36E-01
pressioni  2  e  3  fail
λ_i λ_j (Pf/Ps2)k α 4,099 3,21E-03 1,25E-01 β 0,903 6,66E-04 8,42E-02
pressioni  2  e  4  fail
λ_i λ_j (Pf/Ps2)k α 2,289 -2,74E-04 8,73E-02 β 0,912 1,42E-03 8,01E-02
pressioni  3  e  4  fail
br 
λ_i λ_j (Pf/Ps2)k α 1,331 4,08E-03 6,63E-02 β -0,706 5,09E-04 7,81E-02
Tab. 4.24 - Errori massimi e medi sulle uscite votate della tipologia NN_ijk con uscita 
in alpha e beta in presenza di due avarie di pressione ed un’avaria angolare 
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Le consider
• le reti delle tre tipologie si equivalgono dando errori massimi dell’ordine di 
azioni che si possono fare a seguito di queste analisi sono: 
100 ÷ 101 ed errori medi dell’ordine del millesimo di grado; 
• i tre sistemi di reti danno gli errori maggiori quando mancano i valori di λ_4 o 
di λ_1 indipendentemente dalle misure di pressione in failure. 
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CAPITOLO 5 
Confronto fra computa ione lin ia e p zione 
neurale dei dati 
Oggetto di questa tesi, come già ampiam  de è lo dio n a itmo di 
elaborazione dei ti aria asato l’uso d i ne , pe valu ne i angoli 
aerodinamici. Le reti neurali approssimano nzi he o le ure ite dalle 
sonde multi-funzione del sistema dati aria ( ) e gli angoli d’incidenza α e di derapata 
β. 
In questo capitolo i illus  il con r tre ogie eti li,  output 
(vedi § 4.4), con a pro ura d calcolo lupp dal arti o d egneria 
Aerospaziale di P a [1]. ale pr edura sa s pro azio olin li delle 
funzioni che associano i paramet di volo  m  for dalle sonde sistema 
dati aria. 
Il confronto si rife sce ai guent unti:  
• ero  param tri da m morizzare per ogni procedura; 
• tipo di input utilizzati e loro precisione; 
• confronto degli errori m imi e m  sulle uscite delle singole reti e sui valori 
forniti d  singo olino  appro nti
• confronto degli errori massimi edi sulle uscite votate delle diverse 
logi i reti el modello polinomiale
• capacità di riconfigurazione alle prove di volo. 
Il data set utilizzato per il confronto è costituito da due serie di punti, una 
rappresentativa delle condizioni di volo a basso nu  di h ed una rel  ad alto 
numero di Mach. I punti della prima serie comprendono M∞ α 
co si 
nell’intervallo [-20°, +20°] con passo 5°. I punti ad alto Mach comprendono M∞ = 0.6, 
z  po om le com uta
ente tto,  stu  di u lgor
da  b sul i ret urali r la tazio degl
 le fu oni c legan  mis forn
ADS
 s tra fronto f a le tipol di r neura a due
 l ced i  svi ato Dip ment i Ing
is  T oc si ba u ap ssim ni p omia
ri  alle isure nite  del 
ri  se i p
num  di e e
ass edi
ai li p mi ssima ; 
 e m
tipo e d e d ; 
mero  Mac ativa
 = 0.2 e 0.4, con valori di 
mpresi nell’intervallo [-6°, +25°] con passo 0.5° e con valori di β compre
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0.7 e 0.8, sempre con valori di α comp lo [-6 °] co 0.5° ma 
con valo te lo [  +1 n p  5°.
5.1 ara etri n cess ri alle dive ro
Il numero di parametri di calcolo da m a s   è dato 
dalla somma dei pesi delle conn ion e e n del tipo 
utilizzato (MLP feed forward) ogni neurone appartenente ad uno strato è connesso con 
tutti i neuroni dello strato successivo, inoltre tutte le reti utilizzate hanno la stessa 
architettura costituita da 3 neuroni d’ingresso, due strati nascosti con 10 neuroni 
ciascuno e lo str to d’u ita co 2 n ero dei pesi di una rete è di 
conseguenza: 
N_pesi_rete = 3*10 + 10*10 + 10*2 = 150 
il numero dei bias  pari a umer i neu s g
N_bias = 10 + 10 + 2 = 22   
quindi il numero totale di parametri della rete è 
N_parametri_rete = N  + N_bias = 50 + 7
Le tipologie di reti NN_ijM e NN_ijPPv sono costituite da sei reti ciascuna, quindi il 
numero dei parametri di ogni tipol ia è
N_parametri_tipologia_NN_ijM =  2 * 6 = 1032
N_parametri_tipologia_NN_ijPPv = 172 * 6  103
La tipologia NN_ijk è, invece costituita da dodic m a rametri 
pari a: 
N_parametri_tipologia_NN_ijk = 172 * 12 = 2064 
Nella procedura di elaborazione b ata in p r m re sono 
calcolati considerando che: 
• ogni polinomio è di quarto grado in due variabili (due misure angolari delle 
λ
• i polinomi sono funzione del numero di Mach e, per coprire l’intero data set di 
confronto sono stati considerati otto valori di Mach (NrMach), compresi 
nell’intervallo M∞ = 0.2 , M∞ = 0.95; 
resi nell’
-10°,
interval
0°] co
°, +25 n passo 
ri di β compresi nell’in rval asso  
P m e a rse p cedure 
emorizz re nece sari ad una rete neurale
ess i fra i n uroni  dei bias. In og i rete 
a sc n euroni. Il num
    (5.1) 
 è l n o d roni e clusi i nodi d’in resso: 
    (5.2) 
_pesi_rete  1  22 = 1 2    (5.3) 
og : 
17      (5.4) 
 = 2     (5.5) 
i reti con un nu ero tot le di pa
    (5.6) 
as sui pol omi, i aramet i da me orizza
sonde _i e λ_j) ed ha, quindi quindici coefficienti (Nrcoeff); 
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• fissato il numero di Mach occorrono sei polinom ppie_ r ogni 
_i ); 
• ogni polinomio dà un’unica s e n β (Nroutp
Il numero dei parametri del mode  pol e n za
N_parametri_polinomi = Nrcoeff NrMach  Nrco  N  1 *  1
Nella Ta .1 è riportato il num  m z r odello 
considerato. 
 
 
Tipologia 
NN_ijM 
Tipo
NN_
T ia
k 
in
i (Nrco λ), uno pe
coppia di variabili (λ , λ_j
oluzion  in α o i ut). 
llo inomial  è di co seguen : 
 *  * ppie_λ * r  =output 5 * 8 6 * 2 = 440 (5.7) 
b. 5 ero dei parametri da emori zare pe ogni m
logia 
ijPPv
ipolog  
NN_ij
Pol omi 
Numero 
parametri 
32 10  410 32 2064 1 40 
Tab. 5.1 – Numero di parametri delle varie procedure di elaborazione dati aria 
5.2 Dati d’ingresso utilizzati e loro precisione 
Le tipologie di ti neu li NN jk e P iz o i esso le 
misure angolari _i, λ_j e rappor  delle e si fro t2  valore 
(Pfront / Pslot2)_votato . Tali dati son affet i tr l iuti dalle sonde 
multi-fun ne, d lle qua , però  con  l si  t ngono, 
inoltre, costantem nte monitorat d es a it e io caso di 
avaria. 
La tipologia di reti NN_ijM ed i pol ricevono in ingresso, oltre alle misure 
angolari λ_i , anche il valore del nume a  .Il numero di Mach non è una 
grandezza misurata direttamente, ma è calcolato dalla stessa procedura di elaborazione 
dei dati aria ed è quindi affetto sia da errori di mi si o lc
re ra _i NN_ij Pv util zano c me dat d’ingr
λ i ti  misur di pres one (P nt / Pslo )_k o il
o ti dagl errori s umenta i comp
zio e li , è osciuta a preci one. Le sonde s esse ve
e e e cluse d ll’algor mo di laboraz ne in 
 inomi 
ro di M ch M∞
sura e a da err ri di ca olo. 
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5.3 Errori compiuti dalle reti neurali e dal modello polinomiale 
Per stimare la capacità di approssim  i g ti e del sistema di 
polinomi sono stati confrontati gli errori comm sui i d a set descritto ad 
inizio capitolo. Nelle . 5.2 .3 e 5.4  rip i, r iva , i valori massimi 
, medi, e le deviazioni standard degli errori com i da ngo i appartenenti alle 
tre tipologie (nell’ordine NN_ijM, NN_ijPPv e NN_ijk) e dai singoli polinomi, a diversi 
valori del numero di Mach per le diverse coppie di λ_j sserva che i punti 
sui quali viene fatto il confronto sono punti di taratura dei polinom a non fanno parte 
de s e i 
utilizzati per la loro stessa taratura, piono delle interpolazioni 
(o “generalizzazioni”). Nelle Tab. 5.5, 5.6 e 5.7 sono illustrati, rispettivamente, i valori 
massimi , medi, e le deviazioni stan e ri e e uscite votate dei 
quattro sistemi di e azion dat ijPPv, NN_ijk e 
sistema dei polinomi) in corrispondenza dei vari num
 
azione delle var e tipolo ie di re
essi  punt el dat
 Tab , 5  sono ortat ispett mente
mess lle si le ret
input (λ_i, ). Si o
i, m
gli in i mi di training utilizzati per allenare le reti. Ovvero i polinomi elaborano dat
 mentre l
dard d
e reti ne
gli erro
urali com
 comm ssi sull
labor e i aria (nell’ordine NN_ijM, NN_
eri di Mach considerati. 
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NN_ijk 
Mach Lambda_i Lambda_j out 
Err Max 
(deg) 
Err Max Err Max 
NN_ijM 
(deg) 
NN_ijPPv
Err Max 
(deg) 
NN_iji 
Err Max 
(deg) 
NN_ijj 
(deg) 
polinoni 
α 0,553 1,615 0,767 1,231 1,544 1 2 
β 0,845 0,899 1,407 0,782 1,189
α 1,731 4,753 5,269 1,271 1,2161 3 
β 1,137 1,510 1,522 0,794 0,584
α 0,725 0,985 1,057 0,652 0,7431 4 
β 0,552 ,746 0,552 0,650 0,267
α 2,767 2,327 2,208 2,916 1,0692 3 
β 8,499 6,932 6,034 12,774 3,198
α 0,872 2,005 1,143 1,455 1,2082 4 
β 0,509 0,927 0,430 0,827 0,543
α 1,374 0,655 0,998 1,501 1,554
0,20 
3 4 
β 0,689 1,192 0,712 0,510 1,214
α 2,625 1,553 1,146 2,440 2,262 1 2 
β 1,105 0,779 1,040 1,559 1,391
α 5,866 6,719 7,239 5,267 2,7761 3 
β 1,891 2,264 1,820 1,551 0,974
α 1,109 1,673 1,440 0,932 0,6381 4 
β 0,454 0,905 0,484 0,415 0,252
α 3,489 3,387 3,958 3,011 2,0172 3 
β 11,515 10,772 10,920 9,903 5,478
α 0,911 3,236 6,362 -1,719 2,7592 4 
β 0,513 1,220 0,759 0,543 0,977
α 1,683 1,540 2,201 1,491 2,289
0,40 
3 4 
β 0,716 0,959 0,968 1,383 1,427
α 0,607 1,426 1,242 0,460 1,319 1 2 
β 1,139 0,790 ,048 0,989 0,952
α 0,530 0,633 ,175 0,628 1,0321 3 
β 0,976 0,702 0,887 0,647 0,698
α 0,594 1,417 1,011 0,412 0,3871 4 
β 0,348 0,413 0,314 0,394 0,210
α 1,980 0,760 0,656 1,325 0,4592 3 
β 4,317 3,055 2,973 3,498 2,801
α 0,940 1,227 1,062 0,633 1,0132 4 
β 0,474 1,112 0,404 1,042 0,780
α 1,377 0,814 0,680 0,858 1,308
0,60 
3 4 
β 0,738 0,903 0,776 0,874 0,929
α 0,673 1,531 0,748 0,901 1,350 1 2 
β 1,472 0,773 1,413 1,151 0,966
α 0,727 0,565 5,100 0,646 1,0931 3 
β 0,988 0,833 1,067 0,887 0,772
α 0,618 1,714 0,894 0,567 0,3501 4 
β 0,366 0,493 0,289 0,383 0,172
α 2,196 0,764 0,981 1,120 0,4912 3 
β 4,859 3,518 2,952 3,817 2,865
α 1,023 1,472 2,416 0,682 1,0752 4 
β 0,425 1,108 0,692 0,608 0,822
α 1,031 1,054 0,790 0,876 1,336
0,70 
3 4 
β 0,816 1,019 0,892 0,706 0,939
α 1,581 1,672 3,804 1,662 1,704 1 2 
β 2,412 1,626 3,562 1,786 1,228
α 0,901 0,636 4,835 0,585 1,2501 3 
β 1,630 1,157 2,219 1,299 0,925
α 0,712 1,781 1,025 0,682 0,3921 4 
β 0,493 0,514 0,417 0,518 0,211
α 2,285 0,773 1,030 1,207 0,5782 3 
β 5,132 4,304 3,449 4,173 2,961
α 1,402 1,828 12,999 0,826 1,2382 4 
β 1,129 1,528 12,145 0,882 0,911
α 2,131 0,966 1,912 4,406 1,716
0,80 
3 4 
β 2,283 1,769 2,063 1,712 1,281
α 5,866 6,719 12,999 5,267 2,776 errore massimo in valore assoluto 
intero data set β 11,515 10,772 12,145 12,774 5,478 
Tab. 5.2 – Errori massimi in valore assoluto delle singole reti neurali e dei singoli 
polinomi 
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NN_ijk 
Mach Lambda_i Lambda_j out 
Err medio 
(deg) 
Err medio 
(deg) Err medio 
(deg)  
Err medio 
(deg)  
Err medio 
(deg) 
NN_ijM NN_ijPPv
NN_iji NN_ijj 
polinoni 
α -2,62E-02 -2,14E-02 -4,08E-02 -3,07E-02 5,09E-12 1 2 
β -2,07E-02 -2,38E-02 4,85E-03 -2,94E-02 -1,67E-12
α 3,28E-02 -7,75E-02 -3,81E-03 -1,70E-02 5,64E-141 3 
β 4,50E-02 -8,57E-02 1,38E-02 -5,10E-02 -2,48E-14
α -5,42E-04 3,69E-02 -1,99E-02 -1,21E-03 -1,14E-111 4 
β -3,51E-02 -1,60E-02 1,64E-03 -3,74E-02 -4,29E-11
α 8,78E-02 2,41E-02 1,27E-02 -6,46E-02 1,80E-112 3 
β 2,16E-02 1,36E-01 1,25E-02 3,87E-02 1,14E-12
α -5,46E-02 9,62E-03 -1,17E-02 -4,68E-02 4,10E-132 4 
β -5,84E-02 -1,89E-02 1,34E-02 -2,74E-02 -3,03E-14
α 1,54E-02 -3,04E-02 -1,55E-02 -1,11E-02 -5,16E-12
0,20 
3 4 
β -3,86E-02 4,05E-02 -2,28E-02 -1,11E-02 -3,82E-12
α -4,62E-02 -7,11E-02 -4,08E-02 -9,68E-02 1,41E-11 1 2 
β -7,38E-02 -3,79E-02 4,85E-03 -9,57E-02 -8,04E-12
α 6,09E-02 -1,29E-02 8,99E-02 2,59E-02 -8,33E-141 3 
β 8,51E-03 -2,51E-02 -2,55E-02 -2,69E-02 -1,46E-13
α 4,55E-02 6,01E-02 2,70E-02 3,84E-02 -7,85E-121 4 
β -2,61E-02 -8,53E-03 -5,50E-03 -1,52E-02 2,42E-11
α -4,28E-02 6,23E-02 -3,91E-02 -1,70E-02 -7,76E-132 3 
β 2,42E-02 7,33E-02 1,26E-01 2,77E-03 2,19E-12
α -8,70E-03 4,24E-02 2,36E-02 -2,30E-02 -2,43E-132 4 
β 6,46E-03 1,15E-02 2,82E-03 -3,44E-03 -2,30E-13
α -4,20E-03 -7,02E-02 -4,75E-02 -3,82E-02 2,57E-12
0,40 
3 4 
β -1,67E-02 2,81E-02 -3,05E-02 3,85E-02 7,57E-12
α 3,52E-02 5,55E-02 -4,08E-02 1,77E-02 -2,86E-11 1 2 
β 6,80E-02 5,05E-02 4,85E-03 1,79E-02 1,01E-11
α -7,44E-03 1,11E-03 -1,06E-02 1,19E-02 -1,23E-121 3 
β 5,41E-02 3,41E-02 1,81E-02 4,07E-02 7,32E-14
α -8,84E-03 -6,28E-03 -3,85E-02 9,40E-03 3,99E-131 4 
β 6,82E-04 1,03E-04 1,80E-03 -2,51E-02 -9,45E-14
α -5,97E-03 1,18E-02 4,33E-02 5,77E-03 8,84E-092 3 
β -2,15E-02 4,94E-02 -2,23E-02 -1,94E-03 -5,98E-10
α 1,85E-02 1,36E-02 -1,27E-02 4,33E-03 -3,81E-132 4 
β -4,52E-02 -2,63E-02 -1,58E-03 -2,66E-02 -1,09E-13
α 4,37E-02 5,60E-03 2,06E-02 3,05E-02 4,64E-12
0,60 
3 4 
β -8,98E-02 -3,87E-02 2,94E-03 -3,98E-02 -2,86E-13
α 1,68E-02 9,95E-03 -4,08E-02 -2,83E-02 2,60E-11 1 2 
β -3,30E-02 -4,97E-02 4,85E-03 -9,51E-02 -9,32E-12
α 2,29E-02 7,59E-03 -1,50E-02 1,90E-02 -2,93E-121 3 
β -9,24E-03 -3,47E-02 -3,51E-02 -5,17E-02 5,64E-13
α 5,76E-02 6,50E-02 2,18E-02 6,10E-02 -4,01E-131 4 
β 2,63E-03 -3,28E-03 -5,49E-03 -1,98E-02 1,99E-13
α 1,21E-02 -1,02E-03 3,77E-03 6,60E-03 3,34E-092 3 
β -3,41E-02 7,44E-02 8,77E-03 -2,52E-02 5,67E-10
α 3,47E-02 3,24E-02 6,03E-02 4,27E-02 1,41E-122 4 
β 3,05E-02 -7,23E-04 -4,63E-03 1,26E-02 -2,41E-13
α 4,10E-02 1,45E-02 1,80E-02 3,80E-02 4,75E-11
0,70 
3 4 
β -6,17E-03 4,14E-02 5,82E-02 5,28E-03 1,10E-11
α 5,22E-02 5,06E-02 -4,08E-02 2,95E-02 2,77E-11 1 2 
β -2,85E-02 1,66E-02 4,85E-03 -2,19E-02 -9,39E-12
α 2,91E-02 2,37E-02 -6,19E-02 1,16E-02 6,91E-131 3 
β 5,70E-03 -3,78E-02 2,77E-04 -3,35E-02 -3,49E-13
α 1,04E-01 1,21E-01 2,03E-02 3,64E-02 9,84E-141 4 
β 1,44E-02 5,11E-03 1,78E-02 -3,02E-02 2,16E-13
α 2,88E-02 -3,62E-02 -8,95E-02 9,85E-03 8,90E-092 3 
β -5,57E-02 1,64E-01 5,46E-02 1,09E-01 -5,81E-10
α 3,25E-02 1,95E-02 1,77E-01 1,67E-02 -2,32E-122 4 
β 7,77E-02 4,26E-03 -2,98E-01 -5,03E-02 -4,45E-13
α -1,22E-02 -3,31E-02 -1,49E-02 -5,72E-02 -2,94E-12
0,80 
3 4 
β -3,01E-03 1,29E-01 2,71E-02 -3,12E-02 9,46E-13
 
Tab. 5.3 - Errori medi delle singole reti neurali e dei singoli polinomi 
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NN_ijk 
M
Deviazione 
NN_ijM 
Deviazione 
ard 
 
NN_ijPPv
Deviazione 
standard 
(deg) 
NN_iji 
Deviazione 
standard 
(deg) 
NN_ijj 
Deviazione 
standard 
(deg) 
polinoni 
ach Lambda_i Lambda_j out 
standard 
(deg) 
stand
(deg)
α 1,69E-01 2,44E-01 1,66E-01 1,93E-01 3,93E-01 1 2 
β 2,20E-01 2,12E-01 2,20E-01 1,89E-01 2,68E-01
α 2,27E-01 3,76E-01 4,53E-01 2,31E-01 3,27E-011 3 
β 2,40E-01 2,28E-01 2,54E-01 2,06E-01 1,59E-01
α 1,59E-01 1,99E-01 1,96E-01 1,70E-01 2,17E-011 4 
β 1,28E-01 1,31E-01 1,44E-01 1,38E-01 1,08E-01
α 4,53E-01 3,54E-01 3,36E-01 4,43E-01 2,92E-012 3 
β 1,42E+00 1,07E+00 8,79E-01 1,40E+00 9,71E-01
α 1,64E-01 2,33E-01 1,90E-01 2,00E-01 3,24E-012 4 
β 1,29E-01 1,76E-01 1,22E-01 1,48E-01 1,56E-01
α 2,71E-01 2,14E-01 1,79E-01 2,10E-01 3,89E-01
0,20 
3 4 
β 1,61E-01 1,92E-01 1,80E-01 1,73E-01 2,55E-01
α 2,70E-01 2,70E-01 2,29E-01 2,71E-01 4,90E-01 1 2 
β 2,04E-01 1,90E-01 2,22E-01 2,50E-01 3,31E-01
α 6,14E-01 6,51E-01 7,30E-01 4,46E-01 4,66E-011 3 
β 2,65E-01 2,70E-01 2,75E-01 2,29E-01 1,71E-01
α 2,00E-01 2,55E-01 2,44E-01 2,09E-01 1,78E-011 4 
β 1,14E-01 1,44E-01 1,39E-01 1,48E-01 8,27E-02
α 5,21E-01 5,02E-01 5,77E-01 5,04E-01 4,06E-012 3 
β 1,51E+00 1,46E+00 1,49E+00 1,42E+00 1,29E+00
α 1,91E-01 3,46E-01 5,72E-01 2,09E-01 4,61E-012 4 
β 1,42E-01 1,82E-01 1,56E-01 1,51E-01 1,76E-01
α 3,17E-01 2,50E-01 2,85E-01 2,54E-01 4,86E-01
0,40 
3 4 
β 1,88E-01 2,44E-01 2,63E-01 2,28E-01 3,18E-01
α 1,53E-01 1,62E-01 1,71E-01 1,19E-01 2,23E-01 1 2 
β 2,10E-01 1,95E-01 2,41E-01 2,23E-01 1,78E-01
α 1,16E-01 1,22E-01 3,05E-01 1,32E-01 1,81E-011 3 
β 2,18E-01 2,00E-01 2,11E-01 2,02E-01 1,38E-01
α 1,91E-01 2,61E-01 2,15E-01 1,41E-01 1,20E-011 4 
β 1,18E-01 1,47E-01 1,25E-01 1,40E-01 6,56E-02
α 2,37E-01 1,92E-01 1,69E-01 2,31E-01 1,37E-012 3 
β 5,83E-01 4,16E-01 4,94E-01 4,97E-01 7,09E-01
α 1,38E-01 1,31E-01 1,63E-01 1,45E-01 1,80E-012 4 
β 1,75E-01 1,65E-01 1,65E-01 1,97E-01 1,47E-01
0,60 
α 2,51E-01 1,87E-01 1,66E-01 1,93E-01 2,24E-013 4 
β 2,64E-01 2,85E-01 2,13E-01 2,51E-01 1,90E-01
α 1,52E-01 1,91E-01 1,82E-01 1,41E-01 2,53E-01 1 2 
β 2,05E-01 1,65E-01 2,26E-01 1,94E-01 1,91E-01
α 1,37E-01 1,43E-01 4,30E-01 1,31E-01 2,06E-011 3 
β 2,14E-01 1,79E-01 1,94E-01 2,07E-01 1,55E-01
α 1,50E-01 2,42E-01 1,86E-01 1,56E-01 1,25E-011 4 
β 9,70E-02 1,23E-01 1,15E-01 1,19E-01 6,19E-02
α 2,77E-01 2,07E-01 2,35E-01 2,49E-01 1,61E-01
0,70 
2 3 
β 6,45E-01 5,52E-01 5,65E-01 5,69E-01 7,93E-01
α 1,63E-01 1,61E-01 2,20E-01 1,51E-01 2,06E-012 4 
β 1,21E-01 1,57E-01 1,54E-01 1,54E-01 1,66E-01
α 2,24E-01 1,98E-01 1,66E-01 1,75E-01 2,54E-013 4 
β 2,05E-01 2,41E-01 2,19E-01 2,06E-01 2,01E-01
α 2,65E-01 2,82E-01 4,60E-01 2,13E-01 3,10E-01 1 2 
β 3,29E-01 2,59E-01 4,29E-01 2,65E-01 2,26E-01
α 1,94E-01 1,92E-01 5,26E-01 1,65E-01 2,64E-011 3 
β 2,80E-01 2,32E-01 2,71E-01 2,77E-01 1,90E-01
α 1,68E-01 2,85E-01 1,84E-01 1,94E-01 1,33E-011 4 
β 1,45E-01 1,30E-01 1,34E-01 1,58E-01 7,07E-02
α 3,29E-01 2,55E-01 3,07E-01 3,02E-01 2,16E-01
0,80 
2 3 
β 8,78E-01 7,88E-01 8,68E-01 7,17E-01 9,61E-01
α 1,94E-01 2,31E-01 1,02E+00 1,82E-01 2,62E-012 4 
β 2,01E-01 2,27E-01 1,09E+00 2,04E-01 2,08E-01
α 2,92E-01 2,51E-01 2,49E-01 4,00E-01 3,08E-013 4 
β 2,95E-01 3,06E-01 2,99E-01 2,62E-01 2,32E-01
 
Tab. 5.4 –Deviazioni standard degli errori delle singole reti neurali e dei singoli 
polinomi 
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Mach out 
Err Max 
votato 
(deg) 
NN_ijM 
Err Max 
votato 
(deg) 
NN_ijPPv
Err Max 
votato 
(deg) 
NN_ijk 
Err Max 
votato 
(deg) 
polinoni 
α 0,387 0,639 0,433 -0,778 0,20 
β -0,477 0,687 -0,473 -0,244 
α 0,941 0,718 0,568 1,033 0,40 
β 0,496 0,925 -0,470 -0,292 
α -0,618 -0,417 -0,525 -0,271 0,60 
β 0,506 0,442 -0,492 -0,247 
α 0,522 0,479 -0,463 -0,316 0,70 
β 0,515 -0,433 -0,578 -0,221 
α 0,690 0,548 0,351 -0,459 0,80 
β 0,682 -0,477 -0,434 -0,213 
Tab. 5.5 - Errori massimi sulle uscite votate dei quattro sistemi di elaborazione dati 
Mach out 
Err medio 
votato 
Err medio Err medio 
(deg) 
NN_ijM 
votato 
(deg) 
NN_ijPPv
votato 
(deg) 
NN_ijk 
Err medio 
(deg) 
polinoni 
α 1,24E-02 -6,07E-03 -1,79E-02 -4,92E-03 0,20 
β -3,64E-02 -1,78E-02 -1,13E-02 2,84E-05 
α -6,73E-03 -1,97E-02 -2,03E-02 -3,15E-03 0,40 
β -2,31E-02 -9,11E-03 -2,46E-02 -6,66E-04 
α 7,70E-03 5,78E-03 5,20E-03 3,30E-03 0,60 
β -5,92E-03 6,46E-03 -6,20E-03 -1,95E-03 
α 2,74E-02 1,99E-02 2,14E-02 3,44E-03 0,70 
β 4,18E-03 -9,43E-03 -1,96E-02 -1,97E-03 
α 4,36E-02 3,04E-02 5,96E-03 -3,03E-03 0,80 
β 1,49E-02 3,10E-02 -1,67E-02 -1,21E-03 
T . 5.6 - Errori medi sulle uscite votate dei quattro sistemi di elaborazione dati ab
Mach out 
ard 
votato 
(deg) 
standard 
votato 
(deg) 
standard 
votato 
(deg) 
Deviazione 
standard 
(deg) 
Deviazione 
stand
Deviazione Deviazione 
NN_ijM NN_ijPPv NN_ijk 
polinoni 
α 1,13E-01 1,24E-01 1,11E-01 1,99E-01 0,20 
β 1,23E-01 1,40E-01 1,21E-01 9,31E-02 
α 1,46E-01 1,41E-01 1,25E-01 2,25E-01 0,40 
β 1,13E-01 1,40E-01 1,11E-01 8,52E-02 
α 1,10E-01 9,29E-02 9,03E-02 9,26E-02 0,60 
β 1,41E-01 1,44E-01 1,30E-01 6,66E-02 
α 1,20E-01 1,17E-01 1,06E-01 1,03E-01 0,70 
β 1,14E-01 1,13E-01 1,06E-01 6,21E-02 
α 1,38E-01 1,66E-01 1,10E-01 1,34E-01 0,80 
β 1,41E-01 1,43E-01 1,13E-01 6,57E-02 
Tab. 5.7 - Deviazioni standard degli errori sulle uscite votate dei quattro sistemi di 
Dall’an
elaborazione dati 
alisi dei risultati si osserva che: 
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• le singole reti neurali e i singoli polinomi commettono errori massimi 
• le reti danno, sull’intero data set, errori superiori di qualche grado rispetto agli 
errori commessi dai polinomi; 
che i punti, scelti per confrontare i 
• le reti e i polinomi commettono errori con la stessa deviazione standard pari al 
• mettono sulle uscite votate errori massimi 
sistemi di reti e dell’ordine di 10   10  per il sistema dei polinomi, inoltre 
-1 -2
5.4 
Da quanto esposto è possibile trarre le seguenti conclusioni: 
• i costituiti dalle reti neurali danno risultati comparabili con il sistema 
costituito da polinomi del quarto ordine; 
• ero minore (1032), 
seppur di poche centinaia, di parametri da memorizzare rispetto ai polinomi 
(1440), mentre le reti del tipo NN_ijk ne hanno circa 600 in più (2064); 
• i punti del data set di confronto sono stati utilizzati per tarare i polinomi, ma 
rali, quindi le reti dimostrano di 
mero di polinomi da utilizzare e 
 aumentare il 
dell’ordine di grandezza del grado; 
• le reti compiono errori medi dell’ordine di 10-2 ÷ 10-3 gradi mentre i polinomi 
danno errori medi dell’ordine di 10-12 ÷ 10-14 gradi (il bassissimo errore medio 
compiuto dai polinomi è dovuto al fatto 
polinomi e le reti, sono punti di taratura dei polinomi stessi); 
decimo o al centesimo di grado; 
tutti i sistemi di elaborazione com
dell’ordine del decimo di grado, errori medi dell’ordine di 10-2 ÷ 10-3 per i 
-3 ÷ -5
tutti gli errori hanno deviazioni standard dell’ordine di 10  ÷ 10 . 
Conclusioni 
i sistem
le tipologie di reti NN_ijM e NN_ijPPv hanno un num
non fanno parte del training set delle reti neu
avere una buona capacità di “generalizzazione” pari alla capacità di 
approssimazione dei polinomi sui propri punti di taratura; 
• aumentando i numeri di Mach aumenta il nu
quindi il numero di parametri da memorizzare, mentre si può supporre, vista la 
capacità di “generalizzazione” delle reti, che non sia necessario
numero di neuroni di quest’ultime; 
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le reti NN_ijPPv e NN_ijk sono indipendenti dagli errori commessi sul 
numero di Mach, a differenza dei polinomi i cui coefficienti sono funzione di 
M∞  . 
• 
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parabili con quelle 
iali, ma a differenza di quest’ultime hanno una maggiore facilità 
quindi non influenzate dagli errori che questi 
portano, quali ad esempio quelli relativi alla ricostruzione del numero di Mach. 
Le tipologie di reti studiate hanno dimostrato una buona robustezza in presenza di una o 
più avarie, angolari e di pressione, delle sonde multi-funzione del sistema dati aria. 
E’ ipotizzabile la capacità delle reti di poter operare in un ampio inviluppo di volo (α, β, 
M∞ ) mantenendo inalterata l’architettura e quindi il numero di parametri da 
memorizzare, diversamente da quanto succede per i polinomi che aumentano in numero 
all’aumentare del numero di Mach. 
Un successivo sviluppo di questo lavoro prevede l’applicazione dei sistemi di calcolo 
basati su reti neurali a database provenienti da prove di volo. Particolare attenzione 
dovrà essere rivolta alla definizione degli insiemi di allenamento delle reti e alla 
possibilità di utilizzare reti neurali “retroazionate” per garantire livelli di precisione 
maggiori di quelli raggiunti con gli attuali modelli. 
Il lavoro ha verificato la possibilità di utilizzare le reti neurali nella ricostruzione dei 
parametri di volo, in particolare gli angoli d’incidenza e di derapata. Le reti neurali 
possono sostituire, all’interno del sistema di elaborazione dati aria sviluppato presso il 
Dipartimento di Ingegneria Aerospaziale di Pisa (DIA), la metodologia di calcolo basata 
su funzioni polinomiali, lasciando inalterati gli algoritmi di gestione delle ridondanze e 
delle avarie (algoritmi di voting e di monitoring). 
I sistemi di reti neurali hanno dimostrato di avere prestazioni com
delle funzioni polinom
ad essere riconfigurate in presenza di nuovi dati (dati provenienti dalle prove di volo) 
senza modificare consistentemente la propria struttura. Inoltre le reti sviluppate sono 
indipendenti da altri processi di calcolo e 
com
 86
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Appendice: compact disc file Matlab P® P 
Il compact disc allegato contiene i file sviluppati in questo lavoro e realizzati in 
ambiente MatlabP®P Release 14. Nel cd sono presenti 10 cartelle che contengono i 
programmi descritti di seguito. 
• Cartella “NN_train_test_1out” 
Programmi per l’allenamento e la verifica di tutte le reti neurali ad un solo 
output, in α o in β, appartenenti alle varie tipologie sviluppate. 
• Cartella “NN_train_test_2out” 
Programmi per l’allenamento e la verifica di tutte le reti neurali con due nodi 
di output, in α e in β, appartenenti alle varie tipologie sviluppate. 
• Cartella “confronto_NN_polinomi” 
Programmi per l’elaborazione degli errori commessi dalle reti a due uscite e 
dalle funzioni polinomiali di taratura su un unico data set di punti di galleria 
del vento. 
• Cartella “robustezza_NN_1out_1fail_press” 
Programmi per la verifica della robustezza in presenza di un’avaria di 
pressione delle reti neurali e delle tipologie di reti ad un solo output, in α o in 
β. 
• Cartella “robustezza_NN_1out_2fail_press” 
Programmi per la verifica della robustezza in presenza di due avarie di 
pressione delle reti neurali e delle tipologie di reti ad un solo output , in α o in 
β. 
• Cartella “robustezza_NN_2out_1fail_press” 
Programmi per la verifica della robustezza in presenza di un’avaria di 
pressione delle reti neurali e delle tipologie di reti a due output. 
• Cartella “robustezza_NN_2out_2fail_press” 
Programmi per la verifica della robustezza in presenza di due avarie di 
pressione delle reti neurali e delle tipologie di reti a due output. 
• Cartella “robustezza_NNijM_2out_3fail” 
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Programmi per la verifica della robustezza in presenza di due avarie di 
pressione e un’avaria angolare delle reti neurali della tipologia NN_ijM a due 
output. 
• Cartella “robustezza_NNijk_2out_3fail” 
Programmi per la verifica della robustezza in presenza di due avarie di 
pressione e un’avaria angolare delle reti neurali della tipologia NN_ijk a due 
output. 
• Cartella “robustezza_NNijPPv_2out_3fail” 
Programmi per la verifica della robustezza in presenza di due avarie di 
pressione e un’avaria angolare delle reti neurali della tipologia NN_ijPPv a 
due output. 
Ogni cartella contiene un file denominato “programma_principale***.m”. Mandando in 
esecuzione tale file, vengono realizzate tutte le operazioni relative al particolare studio 
sulle reti neurali indicato dal nome della cartella stessa. 
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