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ABSTRACT
Predicting the structure of multi-protein complexes is a grand challenge in biochemistry, with major
implications for basic science and drug discovery. Computational structure prediction methods
generally leverage pre-defined structural features to distinguish accurate structural models from less
accurate ones. This raises the question of whether it is possible to learn characteristics of accurate
models directly from atomic coordinates of protein complexes, with no prior assumptions. Here
we introduce a machine learning method that learns directly from the 3D positions of all atoms to
identify accurate models of protein complexes, without using any pre-computed physics-inspired or
statistical terms. Our neural network architecture combines multiple ingredients that together enable
end-to-end learning from molecular structures containing tens of thousands of atoms: a point-based
representation of atoms, equivariance with respect to rotation and translation, local convolutions, and
hierarchical subsampling operations. When used in combination with previously developed scoring
functions, our network substantially improves the identification of accurate structural models among
a large set of possible models. Our network can also be used to predict the accuracy of a given
structural model in absolute terms. The architecture we present is readily applicable to other tasks
involving learning on 3D structures of large atomic systems.
1 Introduction
Proteins bind to one another in specific ways to form protein complexes. The resulting complexes are essential for
virtually all cellular processes, and the targeted blocking of protein-protein interactions is a key strategy in modern drug
design [11]. Determining structures of protein complexes experimentally is often difficult and time-consuming, placing
a premium on computational structure prediction [35]. Unfortunately, computational structure prediction for protein
complexes has also proven difficult—much more so than for individual proteins.
The process of predicting the structure of a protein complex given structures of the individual proteins involved, known
as protein docking, generally involves two steps. First, the configurational space of the interacting proteins is sampled
to produce a list of candidate models (hypothetical 3D structures of the complex). Second, each candidate model is
assigned a score using a scoring function intended to assign the best scores to the most accurate models (i.e., those that
would most closely match the experimentally determined structure, were it available). Despite the availability of many
software packages designed for this purpose [6, 37, 8, 32, 30, 26, 17, 24, 20], identifying accurate models out of a large
set of candidate models has proven difficult.
Existing scoring functions—methods for assigning scores to candidate models—generally leverage hand-designed,
local features to assess the accuracy of a model. Widely used scoring functions can be classified as physics-inspired or
statistical. Physics-inspired scoring functions include terms accounting for interatomic interactions and desolvation
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energy [36, 19, 23]. Statistical scoring functions are based on a probability distribution of defined spatial features (e.g.
interatomic distances and bond orientations) computed for a set of known protein complex structures [16, 21, 10, 2].
Recently, several scoring functions have been developed using machine learning methods [12, 40, 5]. These also
generally leverage pre-computed features as inputs. The use of pre-computed features can allow algorithms to directly
focus on relevant information for predicting model accuracy. At the same time, all of the above methods might not
consider certain features or characteristics of the atomic structure that are in fact relevant to identifying accurate models
but have never been recognized as such. In this paper, we explore whether we can improve solutions to the scoring
challenge by considering all atoms of a model, without the use of hand-designed features.
We present a neural network that learns directly from the 3D positions of all atoms to distinguish accurate models from
less accurate ones, without making any assumptions about what characterizes a favorable protein–protein interface or
what features are relevant to identifying an accurate model of a protein complex. The key challenge of designing such a
machine learning method is to prevent an explosion of parameters to be fit, because the amount of data available for
training (i.e., to fit these parameters) is limited by the number of experimentally determined structures. We also wish to
represent each structural model precisely, without approximating atom positions.
We address these challenges by designing a neural network architecture specifically for machine learning tasks involving
large molecular systems. Our network architecture is based on convolutional filters that are precisely equivariant to
rotation, translation, and permutation of the atomic coordinates that serve as inputs to the network. These physical
symmetries are conserved over multiple hierarchical layers that we use to learn features at different levels of structural
coarseness and to aggregate information globally. The equivariance properties of our network significantly reduces
the number of model parameters with no loss of model expressiveness. It also eliminates the need for rotational data
augmentation and ensures that the orientation with which structural models are presented to the network does not matter.
This hierarchical, equivariant network architecture enables us to learn directly from a complete atomic representation
of the protein complex, without making any assumptions about which features are or are not relevant to identifying
accurate structural models. We demonstrate that a trained network, which we term PAUL, can pick out accurate models
among a large set of candidate models for a given protein complex. When combined with existing scoring functions,
PAUL substantially improves ranking performance and enriches the number of accurate models among those selected.
We further demonstrate that a network can be trained to perform quality assessment—that is, to predict the accuracy of
a given protein complex model in absolute terms.
2 Methods
2.1 End-to-end learning on structures of protein complexes
We present a method that allows effective end-to-end learning from large atomic structures. Atomic structure here
means the most direct representation of a molecular system’s 3D geometry: a list of 3D coordinates and the element
type of each atom. End-to-end refers to the concept that we do not manually define, select, or pre-compute any features
that we believe are relevant, beyond the 3D coordinates and element type of each atom.
Figure 1 illustrates the architecture of our deep learning network. The goal is to predict the accuracy of a given
hypothesized protein complex model. We measure this accuracy in terms of the ligand root mean square deviation
(LRMSD), a single scalar. The LRMSD of a model is calculated based on the atomic coordinates of the ligand (one
specified protein among the two proteins) after the receptor (the second protein) has been aligned with the experimental
structure. Figure 1B shows a protein complex in which receptor and ligand are highlighted. We use LRMSD because
it is widely used in the structural biology community to measure the accuracy of a protein complex model [18]. We
train networks to perform two different tasks. One, which we term the regression task, is direct prediction of a model’s
LRMSD. The other, which we term the classification task, is prediction of whether or not a model is “acceptable.” We
define an acceptable model as one with LRMSD < 10 Å, in line with the assessment criteria of the CAPRI protein
docking competition [18]. We note that our neural network architecture can be trivially adapted to output a vector of
any desired length—e.g., to predict multiple properties at the same time.
The protein structure is defined by a list of atoms. Each atom’s entry contains the atom’s 3D coordinates, its chemical
element, and a Boolean flag that indicates whether the atom is part of the receptor protein or part of the ligand protein.
We represent carbon, oxygen, nitrogen, sulfur, and hydrogen atoms. The chemical element is specified by a vector of
length 5 in which one entry is 1 and all others are 0 (one-hot encoding). We include hydrogen atoms as they play a vital
role in the physics governing protein-protein interactions. The Boolean flag allows the network to recognize the binding
interface between the two proteins.
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Figure 1: Learning from entire protein complex structures without prior assumptions. (A) Proteins consist of
chains of amino acid residues. Each residue has a central alpha carbon Cα. (B) Two proteins forming a protein complex.
(C) Given 3D coordinates and element types of every atom as initial input, the network learns to predict either the
ligand root mean squared deviation (LRMSD) of a structural model or whether or not the model is acceptable (i.e.,
sufficiently accurate). Internally, each of the first three network layers learns a specified number of features for each of
a specified set of points. Starting with all atoms, we use alpha carbons as the intermediate set of points before we output
one large feature vector for the entire complex. This feature vector is a learned fingerprint of the atomic structure and
serves as the input to four standard, fully-connected neural network layers, the last of which has a single scalar output.
To enable end-to-end learning on these large molecules, we combine (i) neural networks equivariant to rotation,
translation, and permutation, (ii) a novel, hierarchical learning approach, and (iii) nearest-neighbor convolutions. These
three components, which we describe in the following sections, specifically cater to learning on atomic systems.
2.1.1 Equivariant neural networks
Standard three-dimensional convolutional neural networks (3D CNNs) have been applied to several problems in
structural biology, including the prediction of protein structure, protein-protein interfaces, and protein-ligand binding
[39, 25, 33, 14, 9, 22, 34]. Although powerful, conventional 3D CNNs are suboptimal in two ways when learning from
to evaluate the accuracy of large atomic structural models. First, conventional CNNs operate on a discretized grid, such
that representing atomic coordinates with very high precision requires a very fine grid and thus a very large set of inputs
to the network. Second, the convolutional filters of conventional 3D CNNs are not rotationally equivariant, posing
a challenge to learning properties that are known to be invariant under rotations in 3D space, such as the accuracy
of a structural model. In certain cases, one can solve this latter problem through a canonical alignment of the input
data, but complexes of different proteins do not lend themselves naturally to such an alignment. One can also rely
on rotational data augmentation—that is, rotating each training example at many different random angles—but this
provides an imperfect approximation to rotation invariance, complicates the learning task, and poses challenges to
capturing structural features involving finer-scale features that might appear at different orientations relative to one
another in different structures (sometimes described as ‘patchwise’ symmetry).
To account for the fact that the laws of physics that govern inter- and intramolecular interactions are invariant to
translations and rotations, Behler and Parrinello [3] developed basic radial and angular symmetry functions in order
to model the potential energy of small molecules through neural networks. These were further extended in SchNet
[27] and ANI-1 [29]. A number of recent publications have proposed neural network architectures that account for
translational and rotational symmetries based on tools from group representation theory [7, 31, 15, 1]. Specifically,
tensor field networks [31] have two key properties that distinguish them from conventional CNNs: they operate on a
set of points with coordinates in 3D space (not a discretized grid), and they are automatically equivariant to rotations,
translations, and permutations of those points.
Informally, a function (such as a neural network layer) is equivariant to some transformation (such as a rotation or
translation) if applying the transformation to the input is the same as applying this transformation to the output. The
classic example of this is a standard convolutional neural network: a translation of the input to a convolutional layer
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by an integer number of pixels is equivalent to the same translation of the output. Equivariant networks enjoy the
property that when each layer is equivariant, the whole deep network is automatically equivariant. Equivariant networks
eliminate the need for data augmentation with respect to the corresponding symmetry, and furthermore ensure local or
‘patchwise’ symmetry at every part of the space (not only a single global symmetry).
Formally, a function L : X → Y is equivariant with respect to a group G and its representations DX and DY if
L ◦ DX (g) = DY(g) ◦ L (1)
holds for all g ∈ G. Equivariant neural networks bake in the prior that a symmetry with respect to G always holds. We
expect the guarantee of equivariance to be a more powerful property the larger G is (where the sense of ‘larger’ in the
cases we care about means the dimension of a continuous group G when it is considered as a manifold —for example,
the group of 2D rotations is dimension 1, and the group of 3D rotations is dimension 3).
Concretely, we can represent inputs as Vam (the coordinates and other features associated with each point), where a
indexes the points and m is an index over the group representation (and in general will be broken up into multiple
indices based on the internal structure of the representation, as described in Thomas et al. [31]). This means that L is
equivariant if ∑
a′m′
La
′m′
am
(∑
m′′
DXm′m′′(g)Va′m′′
)
=
∑
a′m′
DYmm′(g)
∑
m′′
La
′m′′
am′ (Va′m′′) , (2)
for all g ∈ G, where D denotes the corresponding matrix representations of G.
2.1.2 Three-dimensional rotation- and translation-equivariant layers
Mathematical definitions of the tensor field network layers that we use here and proofs of their equivariance can be
found in Thomas et al. [31].
To implement an equivariant convolution with respect to the group of proper 3D translations and rotations (the special
Euclidean group SE(3)), we decompose convolution filters into a truncated series of spherical harmonics Y with
learnable radial functions R, which is combined with the input using a tensor product operation:
L
a,c,(l′,m′)
a,c,(l,m)
(
Va′′,c,(l′′,m′′)
)
= C
(l′,m′)(l′′,m′′)
(l,m) R
(l′)
c (raa′′)Y
(l′,m′)(rˆaa′′)Va′′,c,(l′′,m′′), (3)
where ~raa′ is the vector between points a and a′, C are the Clebsch-Gordan coefficients for the group of 3D rotations
SO(3) (implementing the tensor product), (l,m) are the indices corresponding to the representation of SO(3), and c is
the feature index. Truncation of this series in l is necessary because normally the series is infinite.
Additionally, we use self-interaction layers (analogous to 1x1 convolutions in CNNs) and nonlinear scaling of mag-
nitudes (where we apply a nonlinear function to the norm over the representation index). We also include a simple
normalization layer, which includes a sum over the representation index in addition to a sum over the filter index (as in
a typical normalization layer):
Va,c,(l,m)√∑
cm |Va,c,(l,m)|2
(4)
This normalization was found to aid in training convergence and is equivariant, as the representations of SO(3) that we
use are unitary.
2.1.3 Hierarchical aggregation of information
Rotation-equivariant convolutions do not require the set of input points to be the same as the set of output points
[31, 15]; that is, a and a′′ do not have to range over the same sets in Eq. 3. We take advantage of this fact to output at
only a subset of points, a subsampling operation analogous to the stride in standard CNNs. We expect this to be useful
for efficiently recognizing patterns at different scales of the protein structure.
Note that if we used such subsampling with rotation-invariant convolutions (such as those in Schütt et al. [27]), this
would eliminate lower-level orientation information, making it inaccessible to later network layers. We call the largest
l-value in the truncated spherical harmonic series the maximum rotation order, and it determines the angular resolution
of the geometric information that is passed to later layers.
In the case of proteins, we start by considering all atoms and aggregate the information at the level of alpha carbons,
where the alpha carbon is a canonical central atom in each amino acid (Fig. 1A). This reduces the number of points by a
factor of ~20 compared to the full set of atoms. We finally output a single vector assigned to the centroid of all atoms.
This feature vector is the input to four standard, fully-connected layers with a single scalar output (Fig. 1C).
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2.1.4 Nearest-neighbor convolutions
Naive use of the convolution layer calculates all pairwise interactions between points and therefore has O(N2)
complexity in the number of points N . However, the laws of physics are local; that is, the effects of physically relevant
forces diminish with distance. As such, we reduce the complexity to O(N) by only calculating interactions for a fixed
number K of nearest neighbors of each point. K here is analogous to the area or volume of the convolution window for
standard discrete 2D or 3D CNNs. The overall computational complexity of our model thus scales linearly with the
number of atoms.
2.2 Dataset
For training and testing, we use protein complexes for which the Protein Data Bank [4] includes experimentally resolved
structures of the two proteins in complex as well as each of the two proteins on its own.
The input data to our model are models generated by the docking software ATTRACT [26]. Given two individual
protein structures as input, ATTRACT generates a user-specified number of protein complex models. Our neural
networks are trained with 300 models per protein complex.
In all our experiments we use a subset of complexes from docking benchmark 4 (DB4) [13] for training (143 complexes)
and validation (21 complexes) and we test on 50 complexes that are part of docking benchmark 5 (DB5) [38] but not of
DB4. DB4 and DB5 are widely used datasets specifically curated to benchmark protein docking methods as well as
scoring functions used for protein docking. DB5 is a superset of DB4.
2.3 Training
We train separate neural networks to perform classification and regression. For regression, we minimize the mean
squared error with respect to the LRMSD label (i.e., the true LRMSD). The LRMSD labels are approximately Gaussian
distributed. For classification of a model as either ’acceptable’ or not, we minimize the binary cross entropy. As
mentioned earlier, we define an acceptable model as a model with LRMSD < 10 Å. We weight misclassifications of
acceptable models with a factor of 100 to account for the fact that most models do not fall into this category.
For both regression and classification, we minimize the loss functions using the Adam optimizer in TensorFlow. We use
Horovod [28] to distribute training across 8 Nvidia Titan Xp GPUs.
For both regression and classification, we repeat the stochastic optimization procedure to produce multiple machine
learning (ML) models (i.e., multiple sets of optimized neural network parameters). For classification, we then select
the best model based on its validation set performance with respect to the metric of success rate (see Supplementary
Information). For regression, we choose the best model based on the training epoch with the smallest validation loss.
3 Results
3.1 Ranking accurate models of a protein complex at the top
The goal of a scoring function is to rank a set of structural models for a protein complex, with the most accurate models
(i.e., those most similar to the unknown experimental structure) at the top. We use PAUL, the network that we trained to
classify models as either acceptable or not, to remove suboptimal models from a list pre-ranked by a scoring function.
Although PAUL is trained to produce a final binary output, it first computes a scalar value between 0 and 1, with larger
values predictive of more accurate models. Given a list of 1000 models for a complex, pre-ranked by a scoring function,
we assign a value to each model with PAUL. We then remove all models with a value below the median.
Here, we consider the effects of this approach on the performance of the scoring functions SOAP-PP and ZRANK.
Representing two different approaches, SOAP-PP and ZRANK are representative of the most widely used methods in
the field. SOAP-PP is a statistical potential based on distributions of spatial features, which was optimized with respect
to models generated for DB4 [10]. The features considered are interatomic distances, orientations between pairs of
covalent bonds, and relative atomic surface availability. ZRANK is a physics-based scoring function that utilizes a
weighted sum of seven terms accounting for electrostatic potential, van der Waals interactions, and desolvation energy
at the protein-protein interface [23].
Figure 2 shows the effect PAUL has on the ranking performance of SOAP-PP and ZRANK for each individual complex
in the test set. Augmentation with PAUL improves performance on 8 and 7 complexes for SOAP-PP and ZRANK,
respectively, while only reducing performance on a single complex.
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Figure 2: Ranking results per protein complex. Given 1000 structural models per complex, we rank the models using
the scoring functions SOAP-PP and ZRANK, with or without application of PAUL to remove suboptimal models. The
figure indicates whether or not a method ranks at least one acceptable model among the first 1, 5, 10, 50, and 100
models (T1, T5, T10, T50, and T100, respectively). Blue indicates that it does, while gray indicates that it does not.
Green and orange highlight differences due to the augmentation with PAUL. Green and orange correspond to blue and
gray, respectively. The figure shows results for 23 complexes for which the sampling software provides at least one
acceptable model as part of the 1000 models and at least one of these methods ranks an acceptable model among the
top 100 models.
Figure 3 shows the best ranking method for each complex based on the metric of rank-weighted success. We define
rank-weighted success r as a cumulative metric:
r =
∑
N∈{1,5,10,50,100}
A(N) , (5)
where A(N) is the number of acceptable models among the top-ranked N models. Gains in r reflect overall enrichment
of acceptable models, with an emphasis on acceptable models that are ranked highly. For example, an acceptable model
that is ranked 4th contributes four times as much to r as an acceptable model that is ranked 51st.
We note that the combination of PAUL with either SOAP-PP or ZRANK consistently enhances ranking performance for
complexes in the ’medium’ and ’difficult’ categories. The difficulty categories follow the classification in Vreven et al.
[38] and are based on the deformation of the individual protein structures upon complex formation.
In Supplementary Information, we show that augmentation with PAUL also increases the performance of a machine
learning scoring function. In addition, we demonstrate that PAUL also increases ranking performance with respect
to two others metrics, success and hit rate. Finally, we show that removing suboptimal models using the ZRANK or
SOAP-PP scoring functions instead of PAUL does not result in increased performance.
3.2 Predicting the absolute accuracy of a structural model
We train a second rotation-equivariant neural network to predict LRMSD for a given model. Predicting LRMSD
provides an estimate of how close a given model is to the correct structure (i.e., a high-resolution, experimentally
determined structure). This is useful for quality assessment—that is, for assessing the likelihood that a chosen model is
accurate.
The density scatter plot in Figure 4 shows the predictions of our network and the true LRMSD for 300 structural models
for each of 50 protein complexes. The Pearson correlation coefficient of network predictions and labels is 0.62. The
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Figure 3: PAUL enriches the number of acceptable models among highly ranked models. For each pair (that is,
for each scoring function with and without the application of PAUL to remove suboptimal models), the best of the two
ranking method for each protein complex, as measured by the rank-weighted success metric, is shown in blue. Both
are blue when the two methods perform equally well, unless neither ranks an acceptable model among the top 100,
in which case both are white. PAUL particularly enhances ranking performance for complexes in the ‘medium‘ and
‘difficult‘ difficulty categories. The categories follow the classification in Vreven et al. [38]. ’Easy’ here refers to the
’rigid-body’ category.
correlation coefficients for ZRANK and SOAP-PP are 0.05 and 0.36, respectively; these lower correlation coefficients
are not surprising, as these scoring functions are optimized to rank models of individual complexes rather than for
quality assessment.
Figure 4: Correlation between predicted and actual accuracy of structural models. Prediction of our trained neural
network VS. true LRMSD value for diverse structural models of 50 protein-protein complexes. The color in the density
scatter plot indicates the number of models per bin. Bins with no models are shown in white. Correlation indicates the
Pearson correlation coefficient between predicted and true LRMSD values.
While relative ranking and quality assessment are separate tasks, the ability of our classifier model PAUL to remove
poor structural models without removing acceptable ones may be linked to the performance of the regression model at
predicting LRMSD. Figure 4 shows good correlation over a wide range of LRMSD values, including values above 50 Å.
LRMSD values in this regime generally indicate that the ligand is placed at the wrong site of the receptor. The ability to
recognize such poor models likely stems from our global learning approach—learning directly from all atoms of the
complex—as opposed to an approach that only locally assesses the protein-protein interface of a given structural model.
3.2.1 Influence of maximum rotation order and runtime measurements
As part of our ML model selection for the experiment shown in Figure 4, we trained 30 different networks and explored
the influence of the maximum rotation order (see Section 2.1.3) on network performance. We trained 10 networks per
maximum rotation order. The test losses of the best networks (in units of Å2, selected based on the validation loss) for
the maximum rotation orders 0, 1, and 2 are 290, 274, and 260, respectively. The data is in line with the theoretical
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prediction that the maximum rotation order governs the amount of preserved orientation information after we apply the
equivariant subsampling operation.
For networks with equal numbers of features per point, we measured the runtimes per training epoch (mean ± std) for
the maximum rotation orders of 0, 1, and 2 as (290± 5) s, (610± 10) s, and (1288± 7) s, respectively. We trained
each network using 42,000 structural models. This is 1–2 orders of magnitude faster than voxelization-based network
architectures (that only take the atoms at the protein-protein interface into account) and highlights the efficiency of our
point-based approach [34].
4 Discussion
Correctly ranking candidate structures of protein complexes has remained an unsolved challenge. Difficulties include
the large number of atoms involved, the inherent flexibility of the individual proteins, and the need to capture subtle
interatomic interactions that are sensitive to small changes in structure. In this paper, we demonstrate how a novel
machine learning approach can help to address this challenge.
We present a deep learning architecture that can efficiently learn geometrically precise features on large systems using a
rotation-equivariant neural network. This architecture is different from other machine learning approaches that have
been applied to the problem of protein-protein docking [12, 40, 5] or to other problems in structural biology. First, we do
not provide any pre-computed physics-based energies or statistical features to the neural network. Instead, our network
learns solely from the raw structural data, given by the spatial coordinates and chemical element type of each atom.
Second, our architecture operates directly on point coordinates. We avoid an expensive representation of the atomic
structure in terms of 3D voxels and eliminate the need for rotational data augmentation. Our architecture can also learn
physics-based relationships involving high-order polynomials of atomic distances and multi-body interactions. Finally,
the hierarchical design of our approach, in which we aggregate information at different levels of spatial granularity,
allows us to learn end-to-end from entire protein complexes as opposed to local assessment of the protein-protein
interface [12, 40] or learning from a more coarsely represented structure at the residue level [5].
We use our neural network architecture to learn a classifier, PAUL, that distinguishes acceptable from incorrect models.
By removing incorrect models from a list of models ranked by a scoring function, we are able to increase ranking
performance for individual complexes. PAUL particularly improves ranking performance for challenging docking
targets in which the individual proteins deform substantially upon binding to one another.
Although we use PAUL to augment scoring functions in this paper, we expect a similar classifier to be useful during the
model generation stage of protein docking. Specifically because PAUL rarely classifies acceptable models as incorrect,
such a classifier could be used to select among candidate models before final structural refinement.
We train a second neural network to predict LRMSD for a given structural model. The reported correlation coefficient
testifies to the ability of this network to assess model quality over a wide range of LRMSD values. This ability is likely
due to our global learning approach—i.e., the fact that we learn from all atoms in the complex at once, as opposed to
independently assessing local regions of the protein-protein interface. We also do not require the binding affinity of a
native complex to predict the accuracy of a structural model.
Our empirical results also support the theoretical prediction that higher-order spherical harmonics are necessary to
propagate orientation information over hierarchical layers. Despite the use of higher-order harmonics, our physics-
inspired architecture remains highly efficient with respect to both data and computation, as demonstrated through the
runtime measurements and the fact that we obtain high performance while using fewer than 200 protein complexes for
training.
To the best of our knowledge, PAUL is the first application of a point-based network to an important problem in structural
biology. Its hierarchical, rotation-equivariant architecture is directly applicable to other learning tasks involving atomic
systems, in structural biology and beyond.
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Supplementary Information
Augmenting the scoring functions DOVE and GOAP
In analogy to Figure 2 of the main manuscript, we use PAUL to augment the scoring functions DOVE [20] and GOAP
[41]. DOVE is a machine learning scoring function that uses a voxel-based convolutional neural network to locally
assess the protein-protein interface of a given model. Inputs to the neural network include atomic interaction types and
their energetic contributions. GOAP is a more traditional statistical scoring function similar to SOAP-PP. It is used as a
reference scoring function in the DOVE publication [20].
To augment a scoring function, we use PAUL to remove suboptimal models from a list which has been pre-ranked with
the scoring function. Given a list of 1000 models for a complex, we assign a value to each model with PAUL. We then
remove all models with a value below the median.
Figure S5 shows the effect PAUL has on the ranking performance of DOVE and GOAP for each individual complex in
the test set. Augmentation with PAUL improves performance on 5 and 9 complexes for DOVE and GOAP, respectively,
without reducing performance for a single complex.
Figure S5: Ranking results per protein complex. Given 1000 structural models per complex, we rank the models
using the scoring functions DOVE and GOAP, with or without application of PAUL to remove suboptimal models.
The figure indicates whether or not a method ranks at least one acceptable model among the first 1, 5, 10, 50, and 100
models (T1, T5, T10, T50, and T100, respectively). Blue indicates that it does, while gray indicates that it does not.
Green highlights differences due to the augmentation with PAUL. Green corresponds to blue. The figure shows results
for the same 23 complexes as in Figure 2.
Success and hit rate
We evaluate the effect PAUL has on ranking performance with respect to two others metrics, success and hit rate.
Definition of metrics
Let A(N) be the number of acceptable models, defined as models with LRMSD < 10 Å, in a set of N models selected
from the top of a ranked list of Nmax models.
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Success rate s(N) indicates whether there is at least one acceptable model among the N models:
s(N) =
{
1, A(N) > 0
0, A(N) = 0
(6)
Hit rate h(N) describes the relative number of acceptable models A(N) among the top-ranked N models for each
scoring function:
h(N) =
A(N)
min (N,A(Nmax))
(7)
An ideal scoring function has the property of h(N) = 1 for all N.
Results
We use our trained network PAUL to remove suboptimal models from a list of models pre-ranked by SOAP-PP. We
describe this score combination with the notation PAULSOAP-PP. For a given list of 1000 models per complex, we
remove all models for which PAUL assigns a score below the median. Figure S6 shows the effect of this method for
our test set. We are able to increase success and hit rate consistently (Fig. S6). The values shown are computed as
averages over 27 complexes in the test set with at least one acceptable model among the first 1000 models generated by
ATTRACT. We also demonstrate that other combinations of filtering, namely SOAP-PPZRANK and ZRANKSOAP-PP, do
not result in improved success and hit rates.
Figure S6: Hit and success rate as a function of number of top-ranked models considered. The values are averages for
27 complexes in the test set.
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