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Abstract
We present lower bounds for the vehicle routing problem (VRP) with and without split deliveries, improving the well known
bound of Haimovich and Rinnooy Kan. These bounds are then utilized in a design of best-to-date approximation algorithms.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Capacitated routing problems
Let G = (V, E) be an undirected graph, where each edge (i, j) has a travel cost ci j ≥ 0. We assume that the cost
matrix satisfies the triangle inequality. Node 1 is the depot node and the rest of the nodes 2, . . . , n are customers. Each
node i different from 1 has demand qi ∈ N. There are identical vehicles with capacity Q ∈ N which are going to
deliver the demand of each customer i . The route of each vehicle starts and ends at node 1, and each vehicle cannot
deliver more than its capacity Q. The cost of a solution is the sum of the travel cost of each vehicle. The problem
considered is to route vehicles to deliver the demand of every customer while minimizing the overall cost. If the
demand of a customer can be delivered by more than one vehicle (split delivery), the problem is known as the split
delivery vehicle routing problem (SDVRP) (see Dror and Trudeau [11]). Since a customer i with demand qi can be
considered as qi customers with unit demand and zero interdistance, the SDVRP can be reduced to a unit demand
vehicle routing problem (this reduction is pseudopolynomial but it can be done implicitly), which is also known as
the capacitated vehicle routing problem with equal demand (ECVRP). When split demand is not allowed the problem
is known as the capacitated vehicle routing problem (CVRP). When we do not want to distinguish between these
variations, we talk about a vehicle routing problem (VRP).
The complexity of solving the VRP depends on Q and on the travel cost. When Q = 2, the VRP can be solved
in polynomial time by transforming it to a minimum weight matching problem (see Asano et al. [6]). However,
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the problem is NP-hard for any Q ≥ 3. If Q is fixed, the Euclidean ECVRP admits a PTAS (polynomial time
approximation scheme). The first PTAS for this case appeared in Haimovich and Rinnooy Kan [13]. Subsequently,
Asano et al. [6] improved the running time using the PTAS for the Euclidean TSP. The general metric case is APX-
complete for any Q ≥ 3 (see Asano et al. [5]), that is, there exists δ > 0 such that no 1+ δ approximation algorithm
exists unless P = NP. Improving the approximation ratio for fixed Q has a practical interest since some problems
that arise in practice have small Q (see Bell et al. [7]).
The worst case analysis and the probabilistic analysis of the VRP started with the work by Haimovich and Rinnooy
Kan [13]. In their paper, a lower bound on the cost of the VRP is presented. Based on this bound, they derived
approximation results. Subsequent papers (e.g., Altinkemer and Gavish [3,2], Li and Simchi-Levi [15]) rely on this
bound to improve or generalize approximation results for the VRP. The primary contributions of this paper are as
follows:
1. We provide nonlinear valid inequalities that are useful for improving bounds for VRP problems.
2. We improve the approximation results of Altinkemer and Gavish [3,2] for the VRP with triangle inequality, with
and without split deliveries. This improvement, though slight, does resolve a long standing open question of
whether any improvement was possible. A related result is presented in Li and Simchi-Levi [15], where the iterated
tour partitioning (ITP) heuristic by Altinkemer and Gavish [3] is shown to be at best a 2-approximation heuristic.
3. We present an implementation of the iterated tour partitioning (ITP) heuristic by Altinkemer and Gavish [3] for
SDVRP that runs in polynomial time (the previous implementation runs in pseudopolynomial time when the
capacity Q is part of the input).
When customers have unit demand (i.e., ECVRP), the ITP heuristic by Altinkemer and Gavish [3] receives an
α-optimal traveling salesman tour as part of the input and outputs a solution with cost at most 1 + (1 − 1Q )α times
the optimal solution. In particular, its approximation ratio depends on the approximability of the TSP. With respect
to the approximability of the TSP with triangle inequality, the current best ratio is α = 32 , obtained by Christofides’
algorithm (see [8]). When the nodes are points on the plane and the travel cost is the Euclidean distance, α can be
1 +  for any  > 0 (see Arora [4] or Mitchell [16]). When customers have unequal demand and split deliveries are
not allowed (CVRP), the unequal-weight iterated tour partitioning (UITP) heuristic by Altinkemer and Gavish [2] is
a 2 + (1 − 2Q )α approximation algorithm assuming that Q is even and an α-optimal traveling salesman tour is part
of the input. The survey by Haimovich and Rinnooy Kan [14] analyzes these algorithms from a worst case and from
a probabilistic perspective. An implementation of ITP for SDVRP runs in O(S(n, Q)) time, where S(n, Q) is the
time to sort n integers in the range [1, Q], as we show in Section 3. In particular, this implies that UITP also runs in
O(S(n, Q)) time. In the earlier literature the SDVRP is reduced to the ECVRP via a pseudopolynomial transformation
before using ITP.
We present the quadratic iterated tour partitioning (QITP) heuristic for the SDVRP and the quadratic unequal
iterated tour partitioning (QUITP) heuristic for the CVRP. The approximation ratio of the former is 1 − a(α, Q) +
(1 − 1Q )α and the approximation ratio of the latter is 2 − b(α, Q) + (1 − 2Q ) (Q even in this case). The functions
a(α, Q), b(α, Q) are the improvements over the approximation ratio of ITP and UITP respectively. They satisfy
that a(α, Q), b(α, Q) ≥ 1
3Q3
for any α ≥ 1, any Q ≥ 3. When α = 32 and Q ≥ 3, they satisfy that
a( 32 , Q) ≥ 14Q2 , b( 32 , Q) ≥ 13Q2 . The running time of these algorithms is O(n2 log n). The increase on the running
time with respect to the running times of ITP and UITP is not the bottleneck operation when we consider that all these
algorithms receive an α-optimal tour as part of their input, and that the current best implementation of Christofides’
algorithm for the TSP runs in O(n2.5) time (see Gabow and Tarjan [12]). The mechanics of QITP (QUITP respectively)
are as follows: if the new quadratic lower bound is significantly larger than the old lower bound, then ITP (UITP
respectively) improves its approximation guarantee ratio since we found a stronger lower bound. If the new quadratic
lower bound is not substantially larger than the old one, we still gather some information to construct a solution of
less cost.
The QITP and QUITP belong to the class of route first–cluster second algorithms for VRPs. Although this type
of algorithm guarantees to deliver good solutions (from a worst-case and a probabilistic case analysis), they are
not competitive with sophisticate local search algorithms (see for example the chapters devoted to vehicle routing
problems in [1]).
The rest of the paper is organized as follows: in Section 1.2 we introduce the notation used throughout the paper.
In Section 2, we present some known and some new lower bounds on the optimal cost of the VRP. In Section 3, we
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present the QITP for the SDVRP, and we also present an implementation of ITP for SDVRP that runs in O(S(n, Q))
time. In Section 4, we present the QITP for the CVRP. Finally, we summarize our conclusions in Section 5.
1.2. Notation
A solution of a VRP is denoted by (K , vk, dki ) where K is the number of vehicles used, vk denotes the routing of
the kth vehicle and dki denotes the demand delivered by vehicle k to customer i . When split deliveries are not allowed,
dki is either 0 or q
k
i . The routing cost of vehicle k is denoted by c(vk). We assign to the terms routing and subtour the
same meaning. We let R = ∑ni=2 2c1i qiQ denote the radial distance as per Haimovich and Rinnooy Kan [13]. We let
c(TSP) denote the cost of an optimal tour on G.
When we transform a split delivery vehicle routing problem into a unit-demand problem, we replace each customer
i with demand qi by a clique of qi customers with unit demand each and zero interdistance. Then we say that these qi
nodes represent the same original customer.
2. Lower bounds on the optimal cost of the VRP
In this section we present some known lower bounds and new lower bounds on the optimal cost of the VRP. To
simplify notation, some of the bounds are presented for the unit-demand VRP. The bounds also hold for SDVRP and
CVRP since we can transform (relax) a SDVRP (CVRP) into a unit-demand VRP. The main result of this section is
the lower bound given in Theorem 1 which improves the lower bound given by Haimovich and Rinnooy Kan [13]. In
the next sections, we make use of this bound to improve the approximation ratio of the algorithms for SDVRP and
CVRP by Altinkemer and Gavish [3] and [2] respectively.
The following lemma gives a lower bound on the cost of routing a vehicle.
Lemma 1. Let W be any subtour that passes through the depot. Then,∑
(i, j)∈W
ci j ≥
∑
i∈W\{1}
2c1i
|W | − 1 .
Proof. By triangle inequality,
∑
(i, j)∈W ci j ≥ max{2c1i : i ∈ W\{1}}. Moreover, max{2c1i : i ∈ W\{1}} ≥∑
i∈W\{1}
2c1i|W |−1 since the maximum c1i among i ∈ W\{1} is at least the average c1i among i ∈ W\{1}. 
This lemma implies the following lemma from Haimovich and Rinnooy Kan [13].
Lemma 2 ([13]). The cost c(vk) of routing a vehicle vk with capacity Q that delivers dki units to customer i is at
least
∑n
i=2 2c1i
dki
Q .
Proof. Replace each customer i by dki customers with zero interdistance. Therefore, the routing of vehicle vk can be
viewed as a subtour W that passes through the depot and through
∑n
i=2 dki ≤ Q customers. By applying Lemma 1 to
subtour W , we obtain the desired inequality. 
Lemma 3 ([13]). The cost c(TSP) of an optimal tour is a lower bound on the cost of the VRP.
Proof. Given an optimal solution of the VRP, we can construct a tour with lesser or equal cost by merging all subtours
into a single tour by avoiding nodes already visited. The cost of the resulting tour is at most the cost of the VRP because
of the triangle inequality. 
From the previous two lemmas we obtain the following lower bound on the VRP (see Haimovich and Rinnooy
Kan [13] or [14]).
Lemma 4 ([13]). The cost of the optimal solution of the VRP is at least
max
{
n∑
i=2
2c1i
qi
Q
; c(TSP)
}
.
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For customers i and j , let W (i, j) be the subtour that passes through customers i, j and the depot only. If i = j
then W (i, j) is the subtour including i and the depot only. Its cost is c(W (i, j)). The following two lemmas are the
key to our analysis.
Lemma 5. Let W be any subtour that passes through the depot. Then,∑
(i, j)∈W
ci j ≥
∑
i, j∈W\{1}
c(W (i, j))
(|W | − 1)2 . (1)
Proof. The proof is similar to the one of Lemma 1. By the triangle inequality,
∑
(i, j)∈W ci j ≥ max{c(W (i, j)) : i, j ∈
W\{1}}. Moreover, max{c(W (i, j)) : i, j ∈ W\{1}} ≥ ∑i, j∈W\{1} c(W (i, j))(|W |−1)2 since the maximum c(W (i, j)) among
i, j ∈ W\{1} is at least the average c(W (i, j)) among i, j ∈ W\{1}. 
The lower bound obtained in this lemma can be expressed as follows.
Corollary 1. Let W be any subtour that passes through the depot. Then,∑
(i, j)∈W
ci j ≥
∑
i∈W\{1}
2c1i
(|W | − 1) +
∑
i, j∈W\{1}
ci j
(|W | − 1)2 . (2)
Proof. Since the cost of subtour W (i, j) is equal to c1i + ci j + c1 j , the lower bound (1) can be rewritten as follows.∑
i, j∈W\{1}
c(W (i, j))
(|W | − 1)2 (3)
=
∑
i, j∈W\{1}
c1i
(|W | − 1)2 +
∑
i, j∈W\{1}
ci j
(|W | − 1)2 +
∑
i, j∈W\{1}
c1 j
(|W | − 1)2 (4)
=
∑
i∈W\{1}
2c1i
(|W | − 1) +
∑
i, j∈W\{1}
ci j
(|W | − 1)2 .  (5)
This corollary implies the following bound on the cost of the VRP.
Corollary 2. Given a solution (K , vk, dki ) of the VRP, its cost is at least
K∑
k=1
n∑
i=2
2c1i
dki
n∑
t=2
dkt
+
K∑
k=1
∑
i, j∈{2,...,n}
ci j
dki d
k
j(
n∑
t=2
dkt
)2 . (6)
Proof. It is enough to prove that the cost of vehicle vk is at least
∑n
i=2 2c1i
dki∑n
t=2 dkt
+∑i, j∈{2,...,n} ci j dki dkj(∑nt=2 dkt )2 . We
can view each customer i as dki customers with zero interdistance and unit demand. Thus, the routing of vehicle vk
can be viewed as a subtour W that passes through the depot and through |W | − 1 =∑nt=2 dkt unit-demand customers.
Expressing inequality (2) in terms of the original customers, we obtain that c(vk) is at least
n∑
i=2
2c1i
dki
n∑
t=2
dkt
+
∑
i, j∈{2,...,n}
ci j
dki d
k
j(
n∑
t=2
dkt
)2 .  (7)
In the rest of the section we develop a lower bound on c(VRP) that can be computed efficiently for any Q.
Moreover, it will be used on the following sections to improve the approximation ratio of the algorithms by Altinkemer
and Gavish when Q is constant.
We give some definitions first. The following definition is valid for the unit-demand VRP. It also applies to
the SDVRP (CVRP) after we transform (relax) the instance into a unit-demand VRP. Alternatively, Definition 2
generalizes Definition 1 to the unequal-demand case without the need of transforming the instance into a unit-demand
VRP.
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Fig. 1. Example of an Euclidean unit-demand VRP with 12 customers.
Definition 1. Given customer i , let i(1), . . . , i(n − 1) be the customers ordered by its proximity to i , that is,
i(1) = i and ci,i(s) ≤ ci,i(s+1) for all 1 ≤ s ≤ n − 1. Assuming qi = 1 for all customers i , let the distributed
cost of i be g(i) = min1≤t≤min{Q,n−1}{2c1i 1t +
∑
1≤ j≤t ci,i( j) 1t2 }, and let the set of customers chosen by i be
F(i) = {i(1), i(2), . . . , i(si )} where si is the argument integer number 1 ≤ t ≤ min{Q, n − 1} that minimizes
2c1i 1t +
∑
1≤ j≤t ci,i( j) 1t2 .
Informally, g(i) tries to capture the radial cost and the interdistance cost associated to customer i , and the nodes of
F(i) are the customers that i would select to share a vehicle with in order to minimize g(i). The sum of g(i) for all
customers i is a relaxation of the quadratic cost (6) that is at least the radial cost, as Lemma 6 will show.
We illustrate these definitions using the unit-demand VRP of Fig. 1. In this example, there are 12 customers
(clockwise numbered) located in the unit circle. The distance between any points is the Euclidean distance. In
particular, the distance between two consecutive customers is 2 sin(2pi/24) = 0.5176 . . .. The vehicle capacity Q
is equal to 3. We compute g(2) and F(2); since the instance is symmetric, the computation of the remaining g(i)
and F(i) is similar. In order to compute g(2), and since Q = 3, we observe that customer 2 can either choose not to
share a vehicle, or share a vehicle with its closest customer, or share a vehicle with its two closest customers. That is,
g(2) = min{2 c1,21 ; 2 c1,22 + c2,322 ; 2
c1,2
3 + c2,332 +
c2,13
32
} = min{2; 1.1294 . . . ; 0.7816 . . .}. In this case, g(2) is equal to
0.7816 . . . and therefore F(2), the set of customers chosen by customer 2 is F(2) = {2, 3, 13}. By symmetry of the
example, g(i) is also equal to 0.7816 . . ., and F(i) = {i, i − 1, i + 1} for any customer i .
The cost g(i) can be seen as a way of distributing to each customer a lower bound on the routing solution cost. We
observe that there may be more natural ways of distributing a lower bound on the vehicle routing cost to customers.
For example (again we assume unit-demand VRP), let µ(i) be
µ(i) = min
{
c(W )
(|W | − 1) :W is a subtour that contains i and 1, and |W | ≤ Q + 1
}
. (8)
Then,
∑n
i=2 µ(i) is a lower bound on the cost of the unit-demand VRP. This bound also applies to SDVRP and
CVRP after we transform (relax) the problem into a unit-demand VRP. This bound can be computed in polynomial
time when Q is constant. Interestingly, the bounds
∑n
i=2 µ(i) and
∑n
i=2 g(i) are not comparable. That is, there are
instances where
∑n
i=2 µ(i) is greater than
∑n
i=2 g(i), and vice versa.
The concept of associating to each customer i a radial cost plus a cost related to the average distance to its closest
neighbors appeared in Dror and Ball [10]. When customers don’t have unit demand, we can transform the problem to
an equal demand problem and define g(i) of an original customer as the sum of g( j) of the unit demand customers that
replace it. Alternatively, we can generalize the definition of g(i) in order to avoid the pseudopolynomial transformation
to the unit demand case. For each customer i , let i(1), . . . , i(n − 1) be the customers ordered by its proximity to i ,
that is, i(1) = i and ci,i(s) ≤ ci,i(s+1) for all 1 ≤ s ≤ n − 1. Let T (i) be the integer such that ∑T (i)−1l=1 qi(l) < Q
and
∑T (i)
l=1 qi(l) ≥ Q (we assume that Q <
∑n
l=1 qi(l) since otherwise the problem reduces to a TSP). Customer i
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looks at the first t ≤ T (i) customers i(1), . . . , i(t) to share a vehicle with in order to minimize its cost g(i). For each
1 ≤ j ≤ T (i), let
q¯i( j) =

qi(1) = qi if j = 1,
qi( j) if 1 < j < T (i),
Q −
j−1∑
l=1
qi(l) if 1 < j = T (i).
For each 1 ≤ t ≤ T (i), let Qi (t) = min{Q;∑tl=1 q¯i(l)}. The following definition generalizes Definition 1 for the
SDVRP and the CVRP cases.
Definition 2. Given a customer i , let i(1), . . . , i(n−1) be the customers ordered by its proximity to i , that is, i(1) = i
and ci,i(s) ≤ ci,i(s+1) for all 1 ≤ s ≤ n − 1. Let the distributed cost of i be g(i) = min1≤t≤T (i){2c1i q¯i(1)Qi (t) +∑
1≤ j≤t ci,i( j)
q¯i(1)q¯i( j)
Qi (t)2
} and let the set of customers chosen by i be F(i) = {i(1), i(2), . . . , i(si )} where si is the
argument integer number 1 ≤ t ≤ T (i) that minimizes min1≤t≤T (i){2c1i q¯i(1)Qi (t) +
∑
1≤ j≤t ci,i( j)
q¯i(1)q¯i( j)
Qi (t)2
}.
This definition is equivalent to the previous one after we transform the problem into a unit demand problem. More
precisely, the following proposition holds. Its proof follows easily from Definitions 1 and 2.
Proposition 1. Let I be an instance of a VRP. For each customer i , let g(i) be defined as in Definition 2. We define
an instance I ′ of a unit demand VRP by replacing each customer i with demand qi by qi customers j i1, . . . , j iqi with
unit demand and zero interdistance. For each customer j it in the transformed problem, let g( j
i
t ) be defined as in
Definition 1. Then, for each original customer i in I , g(i) =∑qit=1 g( j it ).
Sorting the customers with respect to the distance to i takes O(n log n) time. After this, the computation of
g(i), F(i) can be done in O(n) time. Therefore, the computation of g(i), F(i) for all i takes O(n2 log n) time. The
term
∑
i 6=1 g(i) is at least the radial cost and is at most the cost of the VRP as the next lemma shows.
Lemma 6.
R ≤
n∑
i=2
g(i) ≤ c(VRP).
Proof. To simplify the proof we assume unit demand. It is clear from the definition of g(i) that 2c1i 1Q ≤ g(i), and
therefore
∑
i 6=1 2c1i 1Q = R ≤
∑
i 6=1 g(i).
Each customer is visited by exactly one vehicle. In order to prove the inequality
∑n
i=2 g(i) ≤ c(VRP), it is enough
to prove that for each vehicle v, the routing cost of v is at least the sum of the cost g(i) for every customer i visited
by v. In other words, it is enough to prove that for every subtour W that visits at most Q customers, the inequality
c(W ) ≥∑i∈W\{1} g(i) holds. By Corollary 1,
c(W ) =
∑
(i, j)∈W
ci j ≥
∑
i∈W\{1}
2c1i
(|W | − 1) +
∑
i, j∈W\{1}
ci j
(|W | − 1)2 . (9)
The following inequalities hold by definition of g(i). We remind that i(1), . . . , i(n−1) are the customers relabeled
with respect to its proximity to customer i
2c1i
(|W | − 1) +
∑
j∈W\{1}
ci j
(|W | − 1)2 ≥
2c1i
(|W | − 1) +
∑
1≤ j≤|W |−1
ci,i( j)
(|W | − 1)2 ≥ g(i). (10)
Combining Eqs. (9) and (10) we prove that c(W ) ≥∑i∈W\{1} g(i) holds. 
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We summarize the result of this section with a lower bound of the cost of the VRP that is at least as good as the
one derived in Lemma 4.
Theorem 1. The cost of the optimal solution of the VRP is at least
max
{∑
i 6=1
g(i); c(TSP)
}
.
In the next sections we will work with the following auxiliary undirected graph.
Definition 3. For each customer i , let F(i) be the set of customers chosen by i as defined in Definition 2. Let
G¯ = (V \{1}, E¯) be the undirected graph formed by customers {2, . . . , n} connected with edges E¯ = {(i, j) : i ∈
V \{1}, j ∈ F(i)\{i}}. We call G¯ the distributed-cost graph.
The set F(i) is the set of customers which customer i would like to share a vehicle with in order to minimize its
distributed cost g(i). That is, the graph G¯ connects customers i, j whenever j belongs to F(i) or i belongs to F( j).
We define the following quantities.
Definition 4. Let Cr be a connected component of G¯. We denote by q(Cr ) = ∑i∈Cr qi its cumulative demand.
We denote by R(Cr ) = ∑i∈Cr 2c1iqimin{Q;|Cr |} its modified radial cost. We define the total distributed cost G(Cr ) =∑
i∈Cr g(i), and H(Cr ) =
∑
i∈Cr
∑
j∈F(i)
ci j
min{Q2;q(Cr )2} . We call H(Cr ) the modified interdistance cost of Cr . Let
C1, . . . ,Cm be the connected components of G¯ and let F =∑mr=1 H(Cr ).
We illustrate these definitions using the unit-demand VRP of Fig. 1. As we showed before, the set of customers
chosen by i is F(i) = {i, i − 1, i + 1}, and g(i) = 2 13 + 2 2 sin(2pi/24)32 = 0.7816 . . .. The set of arcs E¯ is equal to
E¯ = {(i, i +1) : 1 < i ≤ 13}. In particular, the distributed-cost graph G¯ is connected. Its modified radial cost is equal
to R(G¯) = ∑13i=2 2 13 = 8. Its total distributed cost is equal to G(G¯) = ∑13i=2 0.7816 . . . = 9.3803 . . .. Its modified
interdistance cost is equal to H(G¯) =∑13i=2 2 2 sin(2pi/24)32 = 1.3803 . . . In this example, F = H(G¯).
These quantities satisfy the following properties, which are elementary and stated without proof.
Proposition 2. Let C1, . . . ,Cm be the connected components of G¯. Let R be the radial cost. Then,
(1) R(Cr )+ H(Cr ) ≤ G(Cr ) for all 1 ≤ r ≤ m. In particular, R(Cr ) ≤ G(Cr ).
(2)
∑m
r=1 G(Cr ) =
∑
i 6=1 g(i).
(3)
∑m
r=1 R(Cr ) ≤
∑
i 6=1 g(i).
(4) Let β > 0 be a number such that
∑
i 6=1 g(i) ≤ (1+ β)R. Then, F =
∑m
r=1 H(Cr ) ≤ βR.
3. Approximation algorithms for SDVRP
3.1. Iterated tour partitioning (ITP) heuristic
We start by presenting the ITP heuristic by Altinkemer and Gavish [3] for the SDVRP. The original version runs
in O(Qn) time. Therefore, it runs in linear time when Q is fixed. However, it is a pseudopolynomial algorithm
when Q is part of the input. We later improve the running time to S(n, Q), which is the minimum time to sort n
integers in the range [1, Q]. For example, the running time of a sorting algorithm like heapsort is O(n log n), so
S(n, Q) = O(n log n). If Q = O(n p) for some fixed p, S(n, Q) is O(n) since radix sort runs in O(n) time in this case
(see the book by Cormen et al. [9] for a description of sorting algorithms).
The ITP heuristic receives a tour (1, i1, i2, . . . , in−1, 1) of cost at most αc(TSP) as part of the input and outputs a
solution of the SDVRP within 1 + (1 − 1Q )α the optimal solution. In the original implementation of ITP, we replace
each customer i with demand qi by qi customers with unit demand and zero interdistance. In the transformed graph
the number of customers is m = ∑ni=2 qi . Let (1, j1, . . . , jm, 1) be the tour on the transformed graph that results
from replacing in the original tour (1, i1, i2, . . . , in−1, 1) each customer i by qi consecutive customers with unit
demand and zero interdistance. For each 1 ≤ t ≤ Q, we define the solution routet on the transformed graph, as
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follows: routet is the union of the Kt = dm−tQ e + 1 subtours vt1 = (1, j1, . . . , jt , 1), vt2 = (1, jt+1, . . . , jt+Q, 1),
vt3 = (1, jt+Q+1, . . . , jt+2Q, 1), . . . , vtdm−tQ e+1 = (1, j(dm−tQ e−1)Q+t+1, . . . , jm, 1). That is, routet transforms the tour
(1, j1, . . . , jm, 1) into subtours with Q customers each (except possibly the first and the last subtour). The solution
routet+1 is different from routet in that the beginning and/or ending customers visited by each vehicle are shifted one
position. With some abuse of notation, we denote by routet both the solutions in the original and in the transformed
graph.
Denoting depot node 1 as j0 = jm+1, the sum of the cost of these solutions is
Q∑
t=1
c(routet ) = (Q + 1)(c1 j1 + c1 jm )+ 2
m−1∑
p=2
c1 jp + (Q − 1)
m−1∑
p=1
c jp jp+1
= 2
m∑
p=1
c1 jp + (Q − 1)
m∑
p=0
c jp jp+1 ≤
n∑
i=2
2c1iqi + (Q − 1)αc(TSP).
The average cost of these solutions is at most R+ (1− 1Q )αc(TSP). At least one of these solutions considered has cost
at most the average. Since max{R; c(TSP)} is a lower bound on the optimal cost of the SDVRP, one of the solutions
considered is within 1+ (1− 1Q )α the optimal cost. The following theorem is from Altinkemer and Gavish [3].
Theorem 2 ([3]). Given a tour T of cost CT as part of the input, the ITP heuristic outputs a solution for the SDVRP
of cost at most
R +
(
1− 1
Q
)
CT .
Given an α-optimal tour as part of the input, the ITP heuristic is a 1 + (1 − 1Q )α approximation algorithm for the
SDVRP. The ITP heuristic runs in O(Qn) time.
When the capacity Q is part of the input, the running time of the ITP heuristic is pseudopolynomial. In what
follows, we present an implementation of ITP that runs in polynomial time. To do so, we avoid the pseudopolynomial
transformation of the SDVRP instance into a ECVRP instance. We first give a definition.
Definition 5. Let T = (1, i1, . . . , in−1, 1) be a tour, let route1, . . . , routeQ be the solutions obtained from this tour
by the ITP heuristic. For each original customer i p 6= i1, we say that a number 1 ≤ t ≤ Q is a starting number
of customer i p (with respect to tour T ) when the first vehicle that visits customer i p in solution routet (i.e., the
d
∑p−1
s=1 qis−t+1
Q e + 1th vehicle) does not visit the previous original customer i p−1. That is, for any 2 ≤ p ≤ n − 1, t is
a starting number of i p if 1 ≤ t ≤ Q and∑p−1s=1 qis − t is divisible by Q. We also define extra starting numbers as any
t such that 1 ≤ t ≤ Q and∑n−1s=1 qis − t is divisible by Q.
We say that a number 1 ≤ t ≤ Q is a breaking point if either t = 1, or the costs of solutions routet−1, routet are
different.
The need of this definition will become apparent in the proof of the next lemma. For any fixed 2 ≤ p ≤ n, there is
exactly one t such that 1 ≤ t ≤ Q and∑ps=1 qis − t is divisible by Q. Therefore, there is exactly one starting number
for each customer i p and one extra starting number. In particular, the number of different starting numbers is at most
n. If t is an extra starting number, the solution routet uses one vehicle less than solution routet−1.
Table 1 shows an example of starting numbers for a 5-customer VRP instance. In this example, the tour T is
T = (1, 2, 3, 4, 5, 1), and the capacity is Q = 5. The demand per customer is shown in the table. In this example,
the set of starting numbers is {1, 4, 5}. As Lemma 7 will show, in order to find the route of minimum cost among
route1, . . . , route5, it is enough to look at the routes indexed by t , where t = 1, or either t or t − 1 is a starting
number. In this example, the routes to consider are route1, route2, route4, route5. In particular, it is not necessary
to look at route3 : v31 = (1, 2, 3, 3, 1), v32 = (1, 3, 3, 4, 4, 4, 1), v33 = (1, 4, 5, 1) since it has the same cost as
route2 : v21 = (1, 2, 3, 1), v22 = (1, 3, 3, 3, 4, 4, 1), v23 = (1, 4, 4, 5, 1). This is so since both routing solutions route
their vehicles in the same manner; the difference between them arises in the demand delivered by each vehicle.
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Table 1
Starting numbers for tour (1, 2, 3, 4, 5, 1) with Q = 5
Customer i qi Starting number of i
∑i−1
s=1 qi
2 1 – –
3 4 1 1
4 4 5 5
5 1 4 9
6 (extra) – 5 10
The following lemma implies that we need to compute the cost of O(n) solutions out of the Q solutions
route1, . . . , routeQ .
Lemma 7. Let T = (1, i1, . . . , in−1, 1) be a tour, let route1, . . . , routeQ be the solutions obtained from this tour by
the ITP heuristic. The set of costs of solutions {c(route1), . . . , c(routeQ)} has O(n) elements.
Proof. We observe that vt+1k = (1, jt+(k−2)Q+2, . . . , jt+(k−1)Q+2, 1), the routing in the transformed graph of the
kth vehicle in the solution routet+1, is the same as vtk = (1, jt+(k−2)Q+1, . . . , jt+(k−1)Q+1, 1), the routing in the
transformed graph of the kth vehicle in the solution routet , except for jt+(k−2)Q+1 and jt+(k−1)Q+2, the first and last
customers visited by vtk and v
t+1
k respectively. However, if jt+(k−2)Q+1 and jt+(k−2)Q+2 represent the same original
customer, and if jt+(k−1)Q+1 and jt+(k−1)Q+2 also represent the same original customer, the costs of the two vehicles
are the same. In this case vtk and v
t+1
k visit the same original customers in the same order (what changes is the amount
of demand delivered by these vehicles).
It is clear from the definition of a breaking point that the total number of different costs c(route1), . . . , c(routeQ)
is at most the total number of breaking points. A necessary condition for t 6= 1 to be a breaking point is that, either
routet−1 uses one more vehicle than routet , or they use the same number of vehicles but the cost of vt−1k is different
from the cost of vtk for some k. The first case happens when t is the extra starting point (as defined in Definition 5).
The second case happens when vt−1k , v
t
k have different starting or ending original customers, which means that either
t or t − 1 is the starting number of some original customer i p. Therefore, the total number of breaking points (and
thus the total number of routes with different costs) is also O(n). 
Fig. 2 shows the implementation of the ITP heuristic. The next theorem says that this implementation is an efficient
implementation of the ITP heuristic.
Theorem 3. The solution of the ITP heuristic can be computed in O(S(n, Q)) time, where S(n, Q) is the time to sort
n integers in the range [1, Q].
Proof. We have to prove first that the pseudocode given in Fig. 2 is an implementation of the ITP heuristic, that is,
the solution routebest computed is the best among the solutions route1, . . . , routeQ . This result follows from the proof
of Lemma 7, since in that proof we showed that the best solution routet is one where t = 1, or either t or t − 1 is a
starting number of some original customer.
We analyze the complexity of this implementation of the ITP heuristic. Steps 1 to 4 take linear time since tp+1, the
starting number of customer i p+1 can be computed from tp in O(1) time. Step 5 takes O(S(n, Q)) time, where S(n, Q)
is the time to sort n integers in the range [1, Q]. Steps 6, 7 and 8 take O(n) time. We observe that the computation of
c(route1) takes O(n) time since this cost can be expressed as a function of the cost of the original tour T , the number
of vehicles that start and/or end at each customer i p (which can be computed in O(n) time for all customers), and the
(possible empty) set of customers that have 1 as starting number (i.e., the customers in S1). We claim that step 11,
the computation of the cost of routetp+1 , from c(routetp ) and the set Stp+1 , takes O(|Stp |) time. First, we observe that
c(routetp+1) can be expressed as
c(routetp+1) = c(routetp )+
Ktp∑
k=1
c(v
tp+1
k )− c(v
tp
k )
 . (11)
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Fig. 2. Implementation of the iterated tour partitioning heuristic.
Second, the number of pairs of vehicles v
tp
k , v
tp+1
k with different costs is O(|Stp |). This is true since a vehicle v
tp+1
k that
doesn’t visit any customer in Stp has the same cost as v
tp
k , and among all vehicles v
tp+1
k that visit a customer i ∈ Stp
there are at most two (the first and the last vehicle to visit i) such that the pair v
tp
k , v
tp+1
k has different cost. Finally, for
each k, the difference c(v
tp+1
k ) − c(v
tp
k ) can be computed in O(1) time since these routings differ in the first and the
last customer they visit, at most. Therefore, steps 9 to 13 take O(
∑
t∈PossibleBreakingPoints |St |) = O(n) time.
Overall, the bottleneck operation is the sorting performed in step 5, which takes O(S(n, Q)) time. 
Going back to the example in Table 1, the set PossibleBreakPoints is equal to {1, 2, 4, 5}. For example, the cost
of route4 : v41 = (1, 2, 3, 3, 3, 1), v42 = (1, 3, 4, 4, 4, 4, 1), v43 = (1, 5, 1) is computed in step 11 from the cost of
route2 : v21 = (1, 2, 3, 1), v22 = (1, 3, 3, 3, 4, 4, 1), v23 = (1, 4, 4, 5, 1) and S4 = {5}. Comparing both routings, the
only vehicle vk where c(v4k ) may be different from c(v
2
k ) is v3. This vehicle is also the only one in route4 that either
starts or ends at customer 5 ∈ S4.
3.2. Quadratic iterated tour partitioning heuristic
The approximation ratio of the ITP heuristic for SDVRP is based on the lower bound of the optimal cost given
in Lemma 4. In what follows we describe the quadratic iterated tour partitioning (QITP) heuristic. Its approximation
ratio relies on the lower bound given in Theorem 1. It uses the ITP heuristic as a subroutine that receives a tour of cost
CT and outputs a valid solution for the SDVRP with cost at most R+ (1− 1Q )CT . Let β > 0 be a threshold value to be
fixed afterwards. The QITP for the SDVRP is described in Fig. 3. The mechanics of QITP is as follows: if the lower
bound
∑
6=1 g(i) is greater than 1+β times the radial cost, then ITP improves its approximation guarantee ratio since
we found a stronger lower bound. If
∑
6=1 g(i) is not greater than (1+ β)R, then the arcs in the distributed-cost graph
G¯ (see Definition 3) are cheap in some sense. In this case, we use these arcs to construct subtours to each connected
component of G¯, and we transform these subtours into valid routings using ITP.
We divide the analysis of QITP into two cases: in Section 3.2.1 we analyze the case when
∑
i 6=1 g(i) ≥ (1+ β)R,
and in Section 3.2.2 we analyze the case when
∑
i 6=1 g(i) < (1 + β)R. In Section 3.2.3 we combine both cases to
give the approximation ratio of QITP and its computational complexity.
A. Bompadre et al. / Discrete Optimization 3 (2006) 299–316 309
Fig. 3. Quadratic iterated tour partitioning heuristic.
3.2.1. Case 1: When
∑
i 6=1 g(i) ≥ (1+ β)R
We define γ as
γ := 1− β
β + 1 +
(
1− 1
Q
)
α. (12)
If
∑
i 6=1 g(i) ≥ (1 + β)R, the QITP outputs the same solution as the ITP heuristic. In this case, the ITP heuristic
improves its approximation ratio since the lower bound of Theorem 1 is sharper than the one of Lemma 4. To be more
precise, the ITP heuristic, which outputs a solution with cost at most R+ (1− 1Q )αc(TSP), is now a γ -approximation
algorithm since
R +
(
1− 1Q
)
αc(TSP)
max
{∑
i 6=1
g(i); c(TSP)
} ≤ R∑
i 6=1
g(i)
+
(
1− 1Q
)
αc(TSP)
c(TSP)
≤ γ. (13)
3.2.2. Case 2: When
∑
i 6=1 g(i) < (1+ β)R
If
∑
i 6=1 g(i) < (1 + β)R, let us consider the distributed-cost graph G¯ = (V \{1}, E¯) formed by the customers
connected with edges E¯ = {(i, j) : i ∈ V \{1}, j ∈ F(i)\{i}} as defined in Definition 3. The following lemma shows
how to construct a subtour for each connected component of G¯.
Lemma 8. Let Cr be a connected component of the distributed-cost graph G¯ with cumulative demand q(Cr ). Let
R(Cr ), H(Cr ) be the modified radial cost and the modified interdistance cost of Cr as defined in Definition 4. There
exists a subtour through the depot and all customers of Cr of cost at most∑
i∈Cr
2c1,i
qi
q(Cr )
+ 2
(
1− 1
q(Cr )
)
Q2H(Cr ). (14)
This subtour can be found in O(|Cr |2) time.
Proof. To simplify notation we assume that each customer has unit demand. Let s = |Cr | = q(Cr ) be the number
of customers of Cr . We relabel the customers of Cr as i1, . . . , is following the appearance order in a depth first
search in Cr . The arcs of the depth first search tree are of the form (i, j) with i, j ∈ Cr and j ∈ F(i) or i ∈ F( j).
Therefore the cost of the depth first search tree is at most
∑
i∈Cr , j∈F(i) ci, j ≤ Q2H(Cr ). If we duplicate all arcs
of the depth first search tree we can construct an Eulerian subtour that visits customers i1, . . . is (in this order) of
cost at most 2Q2H(Cr ). By the triangle inequality, the subtour (i1, . . . , is, i1) constructed from this subtour has
cost at most 2Q2H(Cr ). Now, we enlarge this subtour so it starts and ends at depot node 1. For 1 ≤ t ≤ s, we
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Fig. 4. A connected component (with 4 unit-demand customers) of the distributed-cost graph.
consider the subtour (1, it , it+1, . . . , it+s, 1) (where indices are cyclic). The sum of the cost of these subtours is
2
∑s
j=1 c1i j + (s − 1)
∑s
j=1 ci j i j+1 , where is+1 = i1. Therefore, the average cost is at most
2
s∑
j=1
c1i j
1
s
+
(
1− 1
s
) s∑
j=1
ci j i j+1 ≤
∑
i∈Cr
2c1,i
qi
q(Cr )
+ 2
(
1− 1
q(Cr )
)
Q2H(Cr ).
At least one of the s = q(Cr ) solutions considered has cost at most the average cost.
With respect to the implementation of this procedure, the bottleneck operation is the depth first search on Cr , which
takes O(|Cr |2) time. The remaining operations take O(|Cr |) time. 
Fig. 4 shows an example of a connected component Cr with four unit-demand customers. The capacity Q
is equal to 3. The cumulative demand of Cr is q(Cr ) = 4. The customers are already relabeled according to
a depth first search as i1, i2, i3, i4. F(i), the set of customers chosen by each customer i ∈ Cr is as follows:
F(i1) = {i1, i2, i4}, F(i2) = {i2, i1, i4}, F(i3) = {i3, i2, i4}, F(i4) = {i4, i1, i2}. The connected component Cr
has arcs (i1, i2), (i1, i4), (i2, i3), (i2, i4), (i3, i4) (in bold in the figure).
In this example H(Cr ), the modified interdistance cost of Cr , is equal to 1Q2 (ci1i2 + ci1i4 + ci2i1 + ci2i4 + ci3i2 +
ci3i4 + ci4i1 + ci4i2) = 132 (2+ 2+ 2+ 2+ 3+ 3+ 2+ 2) = 189 .
The subtour (i1, i2, i3, i4, i1) constructed from the depth first search in Cr has cost 2 + 3 + 3 + 2 = 10.
In this example, the subtour (1, i3, i4, i1, i2, 1) is the one among the tours (1, i1, i2, i3, i4, 1), (1, i2, i3, i4, i1, 1),
(1, i3, i4, i1, i2, 1), (1, i4, i1, i2, i3, 1) with minimum cost. Its cost satisfies the inequality of Lemma 8:
10+ 3+ 2+ 2+ 10 = 27 <
4∑
j=1
2
c1,i j
q(Cr )
+ 2
(
1− 1
q(Cr )
)
Q2H(Cr ) = 20+ 2343
2 18
32
= 47.
We divide the analysis of the subtour obtained in this lemma into two cases: whether the total demand of the
customers of component Cr is at most Q or not.
When q(Cr ) ≤ Q
When q(Cr ) ≤ Q, the subtour obtained in Lemma 8 is a valid routing.
Lemma 9. Let Cr be a connected component of the distributed-cost graph G¯ with cumulative demand q(Cr ) at
most Q. The subtour obtained in Lemma 8 for Cr is a valid routing for customers in Cr , with cost at most
R(Cr )+ 2(1− 1Q )Q2H(Cr ).
Proof. Since the cumulative demand of Cr is less than the capacity Q, the subtour obtained in Lemma 8 is a valid
routing for Cr . The cost of this routing is at most R(Cr )+ 2(1− 1Q )Q2H(Cr ) since R(Cr ) =
∑
i∈Cr 2c1,i
qi
q(Cr )
, and
(1− 1q(Cr ) )Q2H(Cr ) ≤ (1− 1Q )Q2H(Cr ) when the cumulative demand q(Cr ) is at most Q. 
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When q(Cr ) ≥ Q + 1
The following lemma shows how to transform the subtour obtained in Lemma 8 for a connected component Cr of
G¯ with cumulative demand q(Cr ) ≥ Q + 1 into a valid set of routings.
Lemma 10. Let Cr be a connected component of G¯ with cumulative demand q(Cr ) at least Q+ 1. The ITP heuristic
partitions the subtour obtained in Lemma 8 for Cr into a valid set of routings for customers in Cr , with cost at most
(2− 2Q+1 )R(Cr )+ 2(1− 1Q )Q2H(Cr ).
Proof. The subtour obtained in Lemma 8 for Cr has cost at most
∑
i∈Cr 2c1,i
qi
q(Cr )
+2(1− 1q(Cr ) )Q2H(Cr ). Applying
the ITP heuristic to partition this subtour, we construct a set of routings for the customers of Cr of cost at most∑
i∈Cr
2c1,i
qi
Q
+
(
1− 1
Q
)(∑
i∈Cr
2c1,i
qi
q(Cr )
+ 2
(
1− 1
q(Cr )
)
Q2H(Cr )
)
≤
∑
i∈Cr
2c1,i
qi
Q
+
(
1− 1
Q
)(∑
i∈Cr
2c1,i
qi
q(Cr )
+ 2Q2H(Cr )
)
. (15)
Since q(Cr ) ≥ Q + 1, the inequality ∑i∈Cr 2c1,i qiq(Cr ) ≤ (1 − 1Q+1 )R(Cr ) holds. Therefore, the cost of the set of
routings obtained from ITP is at most(
2− 2
Q + 1
)
R(Cr )+ 2
(
1− 1
Q
)
Q2H(Cr ). 
Lemmas 9 and 10 imply that for each component Cr of G¯ there exists a set of routings that delivers the demand of
all its customers (and does not visit any customer outside Cr ) with cost at most(
2− 2
Q + 1
)
R(Cr )+ 2
(
1− 1
Q
)
Q2H(Cr ). (16)
By Proposition 2, the inequality
∑m
r=1 R(Cr ) ≤
∑
i 6=1 g(i) holds. The identity F =
∑m
r=1 H(Cr ) holds by definition
of F . Therefore, the total cost of the routings for all connected components C1, . . . ,Cm is at most(
2− 2
Q + 1
)∑
i 6=1
g(i)+ 2
(
1− 1
Q
)
Q2F. (17)
If
∑
i 6=1 g(i) ≤ (1 + β)R the inequality F ≤ βR holds (see Proposition 2). In this case, the ratio of this upper
bound with the lower bound
∑
i 6=1 g(i) is at most(
2− 2
Q + 1
)
+ 2β
(
1− 1
Q
)
Q2. (18)
3.2.3. Approximation ratio of QITP and its complexity
To summarize, if
∑
i 6=1 g(i) ≥ (1 + β)R the algorithm outputs the solution given by ITP heuristic with
approximation ratio given by Eq. (12). If
∑
i 6=1 g(i) ≤ (1+β)R the algorithm constructs a solution with approximation
ratio given by Eq. (18). Combining both cases, the algorithm has an approximation guaranteed ratio of
max
{(
2− 2
Q + 1
)
+ 2β
(
1− 1
Q
)
Q2; 1− β
β + 1 +
(
1− 1
Q
)
α
}
.
It remains to select β optimally. The term (12) is a decreasing function of β, and the term (18) is an increasing function
of β. When β = 0, the term (12) is smaller than the term (18) whereas when β is large enough the converse is true.
Therefore, the value of β that gives the best ratio is the one that equalizes both terms, that is, the positive root of the
polynomial
p(α,Q)(β) = (2Q2 − 2Q)β2 +
(
2− α + α
Q
− 2
Q + 1 + 2Q
2 − 2Q
)
β +
(
1− α + α
Q
− 2
Q + 1
)
.
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Table 2
Approximation ratio for SDVRP for small Q when α = 1
Capacity Q 3 4 5 6
Approximation ratio of ITP [3] 1.6667 1.7500 1.800 1.8333
Approximation ratio of QITP 1.6540 1.7440 1.7968 1.8314
Table 3
Approximation ratio for SDVRP for small Q when α = 32
Capacity Q 3 4 5 6
Approximation ratio of ITP [3] 2.0000 2.1250 2.2000 2.2500
Approximation ratio of QITP 1.9629 2.1044 2.1872 2.2413
Let β∗(α, Q) be the optimal β and let a(α, Q) = β∗(α,Q)
β∗(α,Q)+1 . Then, the algorithm has an approximation ratio of
1− a(α, Q)+ (1− 1Q )α.
Tables 2 and 3 depict the approximation ratio for small values of Q when α = 1 and α = 32 respectively.
The following theorem summarizes the main result of this section.
Theorem 4. Given an α-optimal tour as part of the input, the quadratic iterated tour partitioning heuristic is a
1 − a(α, Q) + (1 − 1Q )α approximation algorithm for the SDVRP. The value a(α, Q) is at least 13Q3 for any α ≥ 1
and any Q ≥ 3. For α = 32 the value of a( 32 , Q) is at least 14Q2 for any Q ≥ 3. The running time of this algorithm is
O(n2 log n).
Proof. We start by showing that a(α, Q) ≥ 1
3Q3
for any α ≥ 1 and Q sufficiently large. Let us select a (suboptimal)
value β = 1
3Q3−1 . The algorithm has an approximation ratio which is the maximum between the bounds (12) and
(18). With β = 1
3Q3−1 , it is easy to see that the bound (12) is at most
2− 2
Q + 1 + 2β
(
1− 1
Q
)
Q2 ≤ 2− 2
Q + 1 +
2
3Q
(19)
for any Q ≥ 1. With β = 1
3Q3−1 , the bound (18) is at least
1−
1
3Q3−1
1
3Q3−1 + 1
+
(
1− 1
Q
)
α = 1− 1
3Q3
+
(
1− 1
Q
)
α (20)
≥ 2− 1
3Q3
− 1
Q
. (21)
for any Q ≥ 1 and any α ≥ 1. It is easy to see that the lower bound (21) dominates the upper bound (19) for Q
sufficiently large. More precisely, the lower bound (21) is bigger than the upper bound (19) when Q ≥ 6. Therefore
the approximation ratio of the algorithm is at most Eq. (20) for any α ≥ 1, any Q ≥ 6 and thus a(α, Q) ≥ 1
3Q3
for
any α ≥ 1, any Q ≥ 6.
When α = 32 , a similar argument shows that the value a( 32 , Q) is at least 14Q2 for Q sufficiently large. In this case
we select β = 1
4Q2−1 . Then, bound (12) is at most 2 − 2Q+1 + 12 and bound (18) is at least 52 − 32Q − 14Q2 . It is easy
to see that bound (18) is at least bound (12) when Q ≥ 4 and therefore a( 32 , Q) ≥ 14Q2 for Q ≥ 4.
It remains to show that a(α, Q) ≥ 1
3Q3
for any α ≥ 1, any 3 ≤ Q ≤ 6 and that a( 32 , Q) ≥ 14Q2 for α = 32 , any
3 ≤ Q ≤ 6. Table 3 shows the approximation ratio of QITP when β is selected optimally. It follows from this table
that a( 32 , Q) ≥ 14Q2 for 3 ≤ Q ≤ 6.
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In order to show that a(α, Q) ≥ 1
3Q3
for any α ≥ 1, any 3 ≤ Q ≤ 6, we claim that the function a(α, Q) =
β∗(α,Q)
β∗(α,Q)+1 is nondecreasing in α. In order to prove this claim, is enough to prove that the optimal value β
∗(α, Q) is a
nondecreasing function of α. That is, β∗(α′, Q) ≥ β∗(α, Q) when α ≤ α′. To prove that β∗(α′, Q) ≥ β∗(α, Q) when
α ≤ α′, we remind that β∗(α, Q) is defined so that the bounds (12) and (18) are equal. If we change α by a bigger
value α′ (while we keep Q and β fixed), the term (18) increases whereas the term (12) does not change. In order to
recover the equality between bounds (12) and (18), we must increase β since term (12) decreases and (18) increases
when β increases. Therefore, the optimal parameter β∗(α′, Q) must be greater than the optimal parameter β∗(α, Q)
when α ≤ α′.
It follows from Table 2 that a(1, Q) ≥ 1
3Q3
for 3 ≤ Q ≤ 6. Since the function a(α, Q) = β∗(α,Q)
β∗(α,Q)+1 is
nondecreasing in α, a(α, Q) ≥ 1
3Q3
for any α ≥ 1 and 3 ≤ Q ≤ 6. This completes the proof of the approximation
ratio of QITP.
We analyze the running time of the algorithm. The computation of F(i) and g(i) for all customer i (step 1) takes
O(n2 log n) time. The ITP heuristic runs in O(S(n, Q)) = O(n log n) time as we showed in Section 3.1. Computing G¯
and its connected components (steps 3 and 4) takes O(n2) time. Computing a subtour for each connected component
(step 5, Lemma 8) takes O(n2) time. Finally, using the ITP heuristic to partition the subtours of connected components
Cr such that q(Cr ) ≥ Q + 1 takes ∑mr=1 O(S(|Cr |, Q)) = O(S(n, Q)) time. Therefore, the total running time is
O(n2 log n). 
We observe that the current best approximation ratio for the traveling salesman problem with triangle inequality is
α = 32 . It is obtained by Christofides’ algorithm, which runs in O(n2.5) time (Gabow and Tarjan [12]). In particular,
this running time dominates the running time of the QITP heuristic.
4. Approximation algorithm for CVRP
When split delivery of customer’s demand is not allowed, the UITP heuristic by Altinkemer and Gavish [2] has an
approximation guarantee ratio of 2+ (1− 2Q )α, assuming that Q is even. If Q is not even, we can scale Q and qi to
make Q even and be able to apply UITP. We observe that further scaling up of Q and qi worsens the approximation
ratio of UITP heuristic. We state the result of the UITP heuristic.
Theorem 5 ([2]). Assume the capacity Q of vehicles is even. Given a tour T of cost CT as part of the input, the UITP
heuristic outputs a solution for the CVRP of cost at most
2R +
(
1− 2
Q
)
CT .
In particular, given an α-optimal tour as part of the input, the UITP heuristic is a 2 + (1 − 2Q )α approximation
algorithm for the CVRP.
The UITP heuristic uses the ITP heuristic as a subroutine. The call to ITP is the most expensive operation performed
by UITP and therefore its running time is also O(S(n, Q)) = O(n log n). In this section we present the quadratic
unequal iterated tour partitioning (QUITP), which is an adaptation of the algorithm from the previous section to solve
the CVRP using UITP as a subroutine. We will use UITP as a black box that receives a tour of cost CT and outputs a
valid routing for the CVRP with cost at most 2R + (1 − 2Q )CT . For each customer i we compute its distributed cost
g(i) and its chosen set of customers F(i), as defined in Definition 2.
Let β ′ be a threshold value to be fixed afterwards. The QUITP heuristic for the CVRP is described in Fig. 5.
The analysis of the QUITP heuristic is similar to the one of the QITP heuristic of the previous section. In the next
two subsections, we analyze when
∑
i 6=1 g(i) is significantly greater than the radial cost R, and when it is not. In
Section 4.3 we state the approximation ratio of QUITP and its complexity.
4.1. Case 1: When
∑
i 6=1 g(i) ≥ (1+ β ′)R
Let γ ′ be
γ ′ := 2− 2β
′
β ′ + 1 +
(
1− 2
Q
)
α. (22)
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Fig. 5. Quadratic unequal iterated tour partitioning heuristic.
If
∑
i 6=1 g(i) ≥ (1+β ′)R, then the UITP heuristic becomes a γ ′-approximation algorithm because the lower bound
of Theorem 1 is sharper than the one of Lemma 4.
4.2. Case 2: When
∑
i 6=1 g(i) < (1+ β ′)R
If
∑
i 6=1 g(i) < (1+β ′)R, we proceed in a similar way as in the previous section, except that a solution constructed
must not split demand. Let G¯ = (V \{1}, E¯) be the distributed-cost graph formed by the customers connected with
edges E¯ = {(i, j) : i ∈ V \{1}, j ∈ F(i)\{i}}. Let C1, . . . ,Cm be its connected components. Again, for each
connected component we consider two cases: whether q(Cr ) ≤ Q or not.
When q(Cr ) ≤ Q
By Lemma 9, we can use one vehicle to deliver the demand of customers of a connected component Cr with
cumulative demand q(Cr ) ≤ Q with cost at most
R(Cr )+ 2
(
1− 1
Q
)
Q2H(Cr ). (23)
When q(Cr ) ≥ Q + 1
If a connected component Cr has cumulative demand q(Cr ) ≥ Q + 1, the following lemma holds.
Lemma 11. Let Cr be a connected component of the distributed-cost G¯ with cumulative demand q(Cr ) at least Q+1,
let T be the subtour through the depot and all the customers in Cr obtained in Lemma 8. The UITP heuristic partitions
T into a valid set of routings for customers in Cr without split of demand, with cost at most(
3− 2
Q
− 1
Q + 1 +
2
Q(Q + 1)
)
R(Cr )+ 2
(
1− 2
Q
)
Q2H(Cr ).
Proof. The subtour through the depot and customers of Cr obtained in Lemma 8 has cost at most
∑
i∈Cr 2c1,i
qi
q(Cr )
+
2(1 − 1q(Cr ) )Q2H(Cr ). Applying the UITP heuristic to this subtour (see Theorem 5), we construct a set of routings
for the customers of Cr of cost at most∑
i∈Cr
4c1,i
qi
Q
+
(
1− 2
Q
)(∑
i∈Cr
2c1,i
qi
q(Cr )
+ 2
(
1− 1
q(Cr )
)
Q2H(Cr )
)
. (24)
Since q(Cr ) ≥ Q + 1, the inequality∑i∈Cr 2c1,i qiq(Cr ) ≤ (1 − 1Q+1 )R(Cr ) holds. Therefore the cost of the routing
obtained from UITP for Cr is at most(
3− 2
Q
− 1
Q + 1 +
2
Q(Q + 1)
)
R(Cr )+ 2
(
1− 2
Q
)
Q2H(Cr ). 
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Table 4
Approximation ratio for CVRP for small Q when α = 1
Capacity Q 4 6 8 10
Approximation ratio of UITP [2] 2.5000 2.6667 2.7500 2.8000
Approximation ratio of QUITP 2.4923 2.6636 2.7485 2.7992
Table 5
Approximation ratio for CVRP for small Q when α = 32
Capacity Q 4 6 8 10
Approximation ratio of UITP [2] 2.7500 3.0000 3.1250 3.2000
Approximation ratio of QUITP 2.7234 2.9863 3.1170 3.1948
Given a connected component Cr , Lemmas 9 and 11 imply that we can construct a set of routings for all its
customers with cost at most (3− 2Q − 1Q+1 + 2Q(Q+1) )R(Cr )+ 2(1− 1Q )Q2H(Cr ). By the inequality
∑m
r=1 R(Cr ) ≤∑
i 6=1 g(i) (see Proposition 2) and the identity
∑m
r=1 H(Cr ) = F , the total cost of the routings for all connected
components C1, . . . ,Cm of G¯ constructed following Lemmas 9 and 11 is at most(
3− 2
Q
− 1
Q + 1 +
2
Q(Q + 1)
)(∑
i 6=1
g(i)
)
+ 2
(
1− 1
Q
)
Q2F. (25)
If
∑
i 6=1 g(i) ≤ (1+ β ′)R, the ratio of the term (25) with the lower bound
∑
i 6=1 g(i) is at most
3− 2
Q
− 1
Q + 1 +
2
Q(Q + 1) + 2
(
1− 1
Q
)
Q2β ′. (26)
4.3. Approximation ratio of QUITP and its complexity
Combining Eqs. (22) and (26), the algorithm has an approximation guaranteed ratio of
max
{(
3− 2
Q
− 1
Q + 1 +
2
Q(Q + 1)
)
+ 2
(
1− 1
Q
)
Q2β ′; 2− 2β
′
β ′ + 1 +
(
1− 2
Q
)
α
}
.
As in the previous section, the optimal β ′ is the positive root of a quadratic function. Tables 4 and 5 depict the
approximation ratio for small values of Q when α = 1 and α = 32 respectively.
The following theorem has a similar proof as Theorem 4 of the previous section.
Theorem 6. Assume Q is even. Given an α-optimal tour, the quadratic unequal iterated tour partitioning heuristic is
a 2− b(α, Q)+ (1− 2Q )α approximation algorithm for the CVRP. The value b(α, Q) is at least 13Q3 for any α ≥ 1,
any Q ≥ 4. For α = 32 and any Q ≥ 4, the value b( 32 , Q) is at least 13Q2 . Its running time is O(n2 log n).
5. Conclusions
We present a new quadratic lower bound on the cost of a solution of the VRP which improves the radial cost
lower bound. We also present a relaxation of this lower bound that improves the bound by Haimovich and Rinnooy
Kan [13] and can be computed in polynomial time. Based on this lower bound we develop the quadratic iterated tour
partitioning and the quadratic unequal iterated tour partitioning heuristics for the SDVRP and CVRP respectively
that improve the approximation ratio of the algorithms by Altinkemer and Gavish when the capacity Q is fixed. The
running time of the new algorithms is O(n2 log n), which is not a bottleneck operation. To be more precise, we observe
that all the mentioned algorithms for VRP receive an α-optimal traveling tour as part of the input and that the current
best approximation algorithm for the TSP with triangle inequality runs in O(n2.5) time.
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We show that an implementation of ITP for the SDVRP runs in O(S(n, Q)) where O(S(n, Q)) is the time to
sort n integers in the range [1, Q]. The original implementation of ITP runs in O(Qn) time and therefore it is
pseudopolynomial when Q is part of the input.
With respect to open problems, we observe that the lower bound we use in our analysis (Lemma 6) is a relaxation
of the bound given in Corollary 2. A more straightforward quadratic relaxation of Corollary 2 may not be easily
computable. It would be interesting to find a stronger relaxation of this bound that can also be computed in polynomial
time since it could lead to better approximation algorithms.
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