Eye-tracking and gating experiments examined reference comprehension with fluent (Click on the red . . .) and disfluent (Click on [pause] thee uh red . . .) instructions while listeners viewed displays with 2 familiar (e.g., ice cream cones) and 2 unfamiliar objects (e.g., squiggly shapes). Disfluent instructions made unfamiliar objects more expected, which influenced listeners' on-line hypotheses from the onset of the color word. The unfamiliarity bias was sharply reduced by instructions that the speaker had object agnosia, and thus difficulty naming familiar objects (Experiment 2), but was not affected by intermittent sources of speaker distraction (beeps and construction noises; Experiments 3). The authors conclude that listeners can make situation-specific inferences about likely sources of disfluency, but there are some limitations to these attributions.
Language comprehension is efficient (Marslen-Wilson, 1973 , 1975 ). An illustration of this is reference comprehension, in which listeners typically begin to evaluate the referent of expressions like the camel within 200 ms of the onset of the noun (e.g., Allopenna, Magnuson, & Tanenhaus, 1998) . Reference resolution begins long before the end of the word, when the input (e.g., the ca-) is still ambiguous. People achieve this efficiency by rapidly coordinating multiple sources of information. They recognize phonetic patterns as they unfold over time and match them with consistent lexical information (Marslen-Wilson, 1987) . This is not a blind process, however; listeners pay particular attention to hypotheses that are more likely given the phonetic input, for example, preferring more frequent words (Dahan, Magnuson, & Tanenhaus, 2001) , preferring objects that match the type of accenting on the expression (Dahan, Tanenhaus, & Chambers, 2002) , rapidly identifying referents that are constrained by the linguistic and discourse context (Chambers, Tanenhaus, Eberhard, Carlson, & Filip, 2002) , and generating expectations about which entities are likely to be mentioned (Altmann & Kamide, 1999) . Reference resolution is even impacted by the presence of disfluency (Arnold, Tanenhaus, Altmann, & Fagnano, 2004; Bailey & Ferreira, 2003; Barr, 2001) , such as words like um or uh, or pronouncing "the" as thee (/thiy/) instead of thuh (Fox Tree & Clark, 1997) . For example, Arnold et al. (2004) found that when listeners heard a disfluent utterance (Click on [pause] thee uh . . .), they were more likely to initially consider an object that had not been previously mentioned than with fluent utterances.
Although the comprehension system can clearly make use of an impressive set of information, it is important to understand the nature of the underlying mechanisms. Here we focus on the role of inferential processing. Do listeners use variations in the input to draw rapid and situation-specific inferences about the speaker's meaning, intentions, or thought processes? For example, disfluency could affect reference comprehension by triggering an inference that the speaker is having difficulty as a result of referring to something that has not previously been mentioned. On the other hand, the appearance of such an inference might occur through the relatively automatic use of distributional information about disfluency, such as the fact that it occurs more often in references to discourse-new objects. Such statistical information could be used relatively automatically, allowing the listener to bypass speakerspecific or utterance-specific inferences.
In this article, we examine the on-line effects of disfluency on reference comprehension, with the goal of understanding the contribution of situation-specific inferences. In particular, we seek evidence of flexibility in the disfluency effect. We begin by extending the established disfluency bias toward unmentioned objects by showing that listeners also expect a referential expres-sion that contains a disfluency (Click on thee uh . . .) to refer to an unfamiliar rather than a familiar object. We then ask whether this unfamiliarity effect is dependent on the inference that unfamiliar objects are harder to refer to than familiar objects, and whether it persists in the face of alternate explanations for the disfluency.
The ability to draw inferences is not mutually exclusive from the automatic use of distributional information. The question is whether speakers bypass the need for high-level inferences through the use of lower level mechanisms. If speaker-specific and situation-specific information modulates the way listeners respond to disfluency, it would provide evidence for a more sophisticated integration of information than can be achieved by low-level automatic processes alone.
Background
Despite the desire to deliver well-formed and fluent utterances, speakers are often disfluent, saying um or uh, repeating or repairing words, hesitating, lengthening words, or pronouncing the as thee (/thiy/) instead of thuh. Although fluency has often been considered to be outside the linguistic system, it has been shown to impact listeners' on-line hypotheses about what the speaker is referring to. In a visual world experiment (Cooper, 1974; , Arnold et al. (2004) tracked participants' eye movements as they viewed scenes of objects and followed instructions like Put the camel below the grapes. Now put the . . . . Each visual scene contained two objects that were consistent with the first part of the target word (e.g., camel and candle), creating a temporary ambiguity. Only one of these objects was "given," meaning that it was mentioned on the first instruction. With a fluent instruction, listeners were more likely to look at an object that was given in the discourse than an object that was new to the discourse, consistent with the general assumption that given information is more accessible than new information (e.g., Chafe, 1976; Gundel, 1988; Prince, 1992) . By contrast, with a disfluent instruction (Now put thee uh -), listeners were more likely to look at an object that had not been previously mentioned. The observed biases to new and given objects were integrated with the unfolding lexical information very rapidly; listeners were more likely to look at the preferred object beginning at 200 ms after the onset of the target word (e.g., camel).
One plausible explanation for Arnold et al.'s (2004) result is that disfluency is the trigger for an inference that the speaker is having difficulty. Speakers tend to hesitate, use fillers like um or uh, or be otherwise disfluent when they are experiencing some kind of cognitive load (e.g., Bortfield, Leon, Bloom, Schober, & Brennan, 2001; Goldman-Eisler, 1968; Siegman, 1979) . Thus, disfluency often occurs when speakers are planning utterances during language production (e.g., Beattie, 1979; Clark & Fox Tree, 2002; Clark & Wasow, 1998) . Similarly, disfluency tends to occur when speakers are unsure of the answer to a question (Brennan & Williams, 1995; Smith & Clark, 1993) . Disfluency also tends to occur at major breaks in discourse structure (Swerts, 1998; Swerts & Geluykens, 1994) , where there is likely to be an increase in the speaker's planning load. Critically for our study, disfluency also occurs when speakers are likely to be having trouble with lexical retrieval, for example, when the word is low in frequency or contextual probability (Beattie & Butterworth, 1979; GoldmanEisler, 1968) , or when the speaker must choose between a number of plausible alternatives (Schachter, Christenfeld, Ravina, & Bilous, 1991; Schachter, Rauscher, Christenfeld, & Tyson Crone, 1994) .
Even though cognitive load is not the only source of disfluency, it is plausible for listeners to take disfluency as a sign of likely speaker difficulty. Indeed, listeners cite production difficulty as a potential cause of disfluency when they are explicitly asked (Fox Tree, 2002) . When disfluency occurs in the context of answering a question, listeners infer that the speaker is having difficulty coming up with the answer (Brennan & Williams, 1995; . It is also plausible that listeners might infer the cause of the difficulty, insofar as difficulty is more likely to occur in some situations than others. For example, it is harder to retrieve the names of new objects, compared with objects that have been previously mentioned. Therefore, listeners might plausibly infer that the disfluency occurred because of difficulty referring to an object, which is more likely to be one that was not just mentioned. Figure 1 presents a hypothetical string of inferences that could underlie the disfluency bias toward new objects that was found by Arnold et al. (2004) . The presence of disfluency could lead to an inference about the cause of the disfluency (gray arrows), for example, that the speaker is describing something difficult. This in turn leads to an inference about what the speaker is likely to be referring to (black arrows), for example, something previously unmentioned.
Although such inferences may be plausible, they also might be slow and computationally expensive. This raises the question of whether the same effect might take place through a simpler mechanism. For example, the same disfluency effects may occur as the result of a learned association between disfluency and particular kinds of stimuli. People have likely encountered disfluent references to discourse-new or unfamiliar objects more often than disfluent references to given or to familiar objects. Indeed, an analysis of naturalistic production data revealed a higher rate of disfluency for reference to objects that had not been mentioned in the preceding utterance (Arnold & Tanenhaus, 2007) . If listeners are sensitive to these distributional patterns, then, like other probabilistic distributional cues, they could be automatically exploited in real-time language processing. MacDonald and colleagues (e.g., Gennari & MacDonald, 2006; MacDonald, 1999; Race & MacDonald, 2003) have emphasized that production demands can conspire to create many of the distributional patterns that underlie listeners' expectations in real-time comprehension. This raises the Figure 1 . A hypothetical chain of inferences or associations between disfluency and the mental activity of the speaker. question of whether some or all of the inferences in Figure 1 might be the result of prelearned, probabilistic associations (e.g., the fact that disfluency frequently co-occurs with reference to certain types of objects). People could have learned either a direct association between disfluency and the type of object being described, or a chain of associations like the inferences presented in Figure 1 . The inference and association accounts can be viewed as two ends of a continuum, where disfluency effects may involve some degree of both.
In this way, disfluency effects on comprehension provide a natural testing ground for questions about the degree to which language comprehension involves on-line inferences about why a speaker's utterance takes the form it does. We know that listeners can use disfluency to make judgments about speaker knowledge (Brennan & Williams, 1995; . The experiments presented here address two further questions: (a) Does disfluency information guide listeners' probabilistic expectations about what the speaker is trying to say, and (b) to what extent do disfluency effects rely on learned associations between disfluency and a type of production event, or by inferences about why the speaker is being disfluent?
The Current Studies If on-line comprehension is driven by an inference about the cause of disfluency, we would expect disfluency effects to extend to other difficult referring conditions. We begin by examining the comprehension of references to another kind of difficult-to-name object: unfamiliar, complex shapes that do not have a conventional name. Such objects should be difficult to describe and therefore ought to be a reasonable cause of disfluency. If listeners are sensitive to this, we should observe a bias toward unfamiliar objects in a disfluent instruction. We then introduce alternate potential sources of the disfluency to see whether they modulate or eliminate the unfamiliarity preference.
In all experiments, participants viewed visual displays like that in Figure 2 , with two familiar and two unfamiliar objects. One of the familiar and one of the unfamiliar objects appeared in one color (e.g., red), and the others appeared in a different color (e.g., black). Participants heard instructions that were either fluent (Click on the . . .), or disfluent (Click on thee uh . . .), and referred to either the familiar or unfamiliar object. As in Arnold et al.'s (2004) study, the instructions contained a temporary ambiguity: With two objects of each color, the instruction Click on {the/thee uh} red . . . is temporarily ambiguous. Previous work has shown that listeners incrementally identify referents using information from the unfolding input Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1996) . Thus, the onset of the word red should direct listeners' attention to the two red objects. We hypothesized that disfluency should bias the listener to expect reference to the unfamiliar item at this time. That is, given a disfluent instruction, at the onset of the color word, the listener is expected to look preferentially at the unfamiliar object of the named color, but given a fluent instruction, we expect no bias toward either object.
We used two methods to assess listeners' biases as they heard fluent and disfluent instructions. With a gating task, we asked whether disfluent instructions make unfamiliar objects more expected to listeners, when they are explicitly asked what they think the speaker is about to refer to. Listeners heard fragments of instructions (e.g., Click on thee uh red . . .) and chose the most likely referent from a display like Figure 2 . We then asked whether the expectancy of an unfamiliar referent influenced on-line hypotheses about the unfolding expression, by monitoring listeners' eye movements as they followed intact instructions.
Experiment 1 establishes that, indeed, disfluent fragments make unfamiliar objects more expected, and this influences listeners' on-line hypotheses by biasing attention to unfamiliar objects from the beginning of the color word. Experiments 2 and 3 investigate the flexibility of the unfamiliarity bias, to see whether it disappears when the disfluency could be attributed to some other source of difficulty. In Experiment 2, we presented participants with an alternative explanation for why a particular speaker might often be disfluent when describing familiar objects. In Experiment 3, we introduced intermittent background noise that was timed so that it might plausibly interrupt the speaker at the point where she was preparing her referring expression. Before reporting these experiments, we present two small norming studies: (a) a rating study to establish that the unfamiliar objects are perceived as harder to name than the familiar objects, and (b) a production study to confirm that naming the unfamiliar objects in natural production would result in a higher rate of disfluency than naming the familiar objects.
Norming Studies
Ten native English speakers from the University of Rochester rated 96 familiar and 59 unfamiliar pictures on a scale of 1-7 to indicate how difficult (1) or easy (7) it would be to name the picture. The study also included an additional 146 unfamiliar pictures that were considered easier to describe, but these were not included in the on-line studies and so are not discussed further.
1
The objects were divided into two lists to avoid fatiguing the participants; 5 participants completed each list. One participant was replaced because he said that some of the unfamiliar objects were engineering symbols and Hebrew letters that were familiar to him. As predicted, the unfamiliar objects were rated as harder to describe (M ϭ 2.7) than the familiar objects (M ϭ 6.8), F 1 (1, 9) ϭ 584, p Ͻ .001; F 2 (1, 153) ϭ 854, p Ͻ .001.
A subset of the rated items (24 familiar, 24 unfamiliar) were presented to 3 participants, who named each one in the phrase Click on the . . .. They were told that their instructions would be used with later participants who would have to choose the object out of a group. The mean ratings for the unfamiliar items used ranged from 1.2 to 2.8, and all the familiar items had a rating of 7. The naming study also included 24 of the easier unfamiliar items (which were not analyzed), 16 fillers, and 4 practice items, which were pseudorandomized with the experimental stimuli and presented in a single list.
On each trial, the picture to be described was presented with Psyscope (Cohen, MacWhinney, Flatt, & Provost, 1993) and accompanied by a beep. Participants were told to begin speaking at the beep. Responses were transcribed and coded for the number of words in the target phrase, and the presence of disfluent elements before the onset of the target noun phrase (uh, um, hmm, elongation, the pronunciation of the as thee [/thiy/], or a laugh). The sound files were analyzed with the phonetics software Praat (Boersma & Weenink, 2003 , 2006 for the duration and pitch of the carrier phrase (Click on the . . .).
Results revealed a higher rate of disfluent elements for unfamiliar objects (24%) than familiar objects (3%). We also observed longer latencies to begin speaking for unfamiliar objects (5,322 ms) compared with familiar objects (1,255 ms), as well as longer durations for each portion of the carrier phrase for unfamiliar objects (Click on: 1,457 vs. 704; the: 384 vs. 116). The differences in latency to begin speaking could not be attributed to the length of the target noun phrase: Even descriptions of familiar objects that used five or more words 2 (1,749 ms) were prepared more quickly than descriptions of unfamiliar objects that used only two words (2,201 ms). There was also a relatively high rate of disfluency for both short unfamiliar descriptions (3/8) and long ones (14/63).
Descriptions of unfamiliar objects also had a higher pitch during the initial Click on the segment of the instruction (see Table 1 ). The contrast between unfamiliar and familiar objects emerges in an analysis of variance over items as a main effect of unfamiliarity for maximum pitch, 3 F 2 (1, 46) ϭ 5.11, p Ͻ .05, and a near significant effect of mean pitch, F 2 (1, 46) ϭ 3.29, p ϭ .076. The analysis also included word segment (Click on vs. the), revealing that Click on was consistently higher than the (Fs Ͼ 60 for both pitch average and pitch maximum); there was no interaction between familiarity and word segment (Fs Ͻ 1). Participant analyses were not performed because of the small number of speakers.
The results of the naming study show a cluster of characteristics for references to the unfamiliar, more difficult-to-describe objects: more disfluent elements, longer durations for Click on and the, and higher pitch for both Click on and the. This pattern reveals the diverse nature of disfluency (for related findings, see . Because planning can at least sometimes occur well before a particular word is uttered (e.g., Beattie, 1979; Clark & Wasow, 1998; Ferreira & Swets, 2002) , difficulty in production is likely to have multiple effects on a particular region of speech as speakers try to resolve a momentary difficulty. Disfluent items tend to cluster (Clark & Fox Tree, 2002) and correlate with lengthening of nearby words (Bell et al., 2003; Clark & Fox Tree, 2002) . Furthermore, as shown by the naming study, more difficult utterances may also involve higher pitch on initial words.
Experiment 1

Method
Participants (Gating Task)
A total of 24 students from the University of North Carolina at Chapel Hill participated in exchange for course credit. In this and all subsequent experiments, all participants reported themselves as native speakers of English with normal or corrected-to-normal vision.
Participants (Eye-Tracking Task)
A total of 18 people from the community at the University of Rochester participated in Experiment 1b (eye-tracking task) in exchange for pay; 2 were excluded from the analysis because of technical problems (n ϭ 1) and for speaking a non-American dialect of English (n ϭ 1).
Design and Materials (Eye-Tracking Task)
On each trial, participants viewed a set of four pictures on a computer screen (see Figure 2 ). Each experimental item contained two familiar objects (e.g., ice cream cones) and two unfamiliar objects (e.g., the squiggly shape in Figure 2 ), where each object type was pictured in two colors. The familiar pictures were drawn from Snodgrass and Vanderwart's (1980) data set, and the unfamiliar pictures were taken from clip-art data sets with black and white drawings. All pictures were modified in Adobe Photoshop to replace the black lines and shading with colored lines and shading. Color pairs for a particular item were chosen so as to be maximally distinguishable, both visually and linguistically (e.g., black with red, or yellow with blue, but not black with brown).
Participants heard an instruction to click on one of the objects that was either fluent (Click on the . . .) or disfluent (Click on thee uh . . .). Instructions referred to either the familiar or unfamiliar object. Thus, the design was 2 (fluent vs. disfluent) ϫ 2 (unfamiliar vs. familiar). See Table 2 for an example of instructions in the four conditions. The 24 experimental stimuli were randomly presented with 24 filler stimuli. The filler items contained either all familiar or all unfamiliar pictures, to de-emphasize the familiarunfamiliar contrast. Half of each type of filler was fluent; half contained some sort of disfluency.
The auditory stimuli were recorded by the first author. Each condition was recorded in its entirety. Then the Click on the/thee uh [color] segment was cross-spliced from one of the fluent conditions into the other fluent condition, and from one disfluent condition into the other disfluent condition. Similarly, the unfamiliar and familiar target phrases were cross-spliced so they were identical across the fluent and disfluent conditions. The crossspliced segment was taken from each condition equally.
The contrast between disfluent and fluent stimuli was achieved by manipulating several characteristics of the stimuli. The article was either fluent (thuh) or disfluent ([pause] thee uh). The instruc-2 For example, the black arrow pointing up; the clock that shows 3:00. 3 Estimates of maximum pitch over 400 Hz were probably errors of the estimation algorithm and were therefore capped at 400 Hz. tions were recorded to sound natural, thus following the tendency for disfluent elements like thee and uh to co-occur with prosodic characteristics like those observed in the naming study: lengthening of surrounding words and higher pitch. Thus, the disfluent Click on thee uh [color] in our stimuli was longer and had a higher average pitch than the fluent Click on the [color] . Table 2 shows the prosodic properties of the auditory stimuli.
Design and Materials (Gating Task)
The materials were identical to those used in the eye-tracking task, with the following exceptions. Only half the items were included to reduce fatigue. They only heard fragments of the instructions, which were truncated to form either a short fragment (Click on), a medium fragment (Click on {the/thee uh}), or a long fragment (Click on {the/thee uh} red). In none of the experimental stimuli did the sound file contain any information about the target phrase; where there was coarticulation at the end of the color word, we truncated early enough to avoid it. Thus, the stimuli for the gating task followed a 3 (short vs. medium vs. long fragment length) ϫ 2 (disfluent vs. fluent) design. The filler stimuli were truncated later in the instruction so that partial information about the target word was available. This ensured that participants had to continue paying attention to the auditory stimuli throughout the experiment.
Apparatus and Procedure
Gating task. Participants viewed displays, such as Figure 2 , and heard fragments of the instructions as described above. Participants were asked to make their best guess as to the object the instruction was about to refer to. They indicated their answer by circling one of the four objects on a printed sheet, of which two were familiar and two unfamiliar.
Eye-tracking task. We monitored participants' eye movements with a head-mounted Eyelink I eye-tracker (SensoMotoric Instruments, Boston, MA) as they viewed the display and followed the auditory instructions. After calibration, participants performed three practice trials and were given a chance to ask questions. The visual and auditory stimuli were presented with PsyScope (Cohen et al., 1993 ) on a Macintosh computer. On each trial, the four visual stimuli appeared with a blue circle in the center. As in Figure 2 , the two unfamiliar objects were always on one side, and the two familiar objects on the other side; the two color-matched objects were always horizontal from each other. The blue circle turned red after 500 ms, at which point the participant clicked on the dot to hear the instruction. This encouraged participants to start each trial fixating in the center of the screen. A drift correction event occurred after every 12 trials.
In both the gating and eye-tracking tasks, as well as all other experiments reported here, we followed the procedure of Arnold et al. (2004) , telling participants that the instructions had been recorded by another participant in an earlier phrase of the study. This was done to justify the presence of disfluency, which would not be expected in pre-prepared speech, and to encourage participants to react to the disfluency as they would in a natural setting. We explained that the speaker had seen the same display as the participant would see, except that one object had been highlighted to indicate the object that the speaker should refer to. This meant that listeners could plausibly attribute the disfluency to difficulty describing an object but not to problems deciding what to refer to.
In this and all experiments, the task was followed by an oral questionnaire that assessed participants' awareness of the experimental manipulations. The questions started out very general (e.g., what did you think about the experiment?) and got increasingly more specific (e.g., did you notice the speaker was sometimes disfluent, saying um or uh?). We excluded from analysis participants who guessed that the speech was pre-prepared or that the speaker had been told when to sound disfluent, as well any participants who did not believe the cover story. No participants in Experiment 1 fell into this category, but a few were excluded for these reasons in other experiments.
Results
Gating Task
The responses (see Figure 3) were analyzed in terms of the percentage of items on which the participant chose one of the unfamiliar objects, out of all responses for that condition. The results revealed a tendency to choose an unfamiliar object for disfluent stimuli and a familiar object for fluent stimuli, particularly for the two conditions that contained a longer fragment. This pattern emerged as a main effect of disfluency, F 1 (1, 23) ϭ 58, p Ͻ .001; F 2 (1, 11) ϭ 68, p Ͻ .001, and an interaction between disfluency and fragment length,
Recall that the disfluency manipulation began at the words Click on, which were longer and had a higher pitch in the disfluent condition. If these prosodic differences were sufficient to cause an unfamiliarity bias, we would expect to see a difference between conditions emerging with the short gate. Consistent with this, we found numerically more unfamiliar responses in the disfluent condition, but in a planned comparison, the difference failed to reach significance, F 1 (1, 23) ϭ 2.88, p ϭ .10; F 2 (1, 11) ϭ 0.27, p ϭ .60. This suggests that although prosodic correlates of disfluency may contribute to the impression that the speaker is having difficulty, the bias emerges most strongly after hearing further evidence of difficulty, such as the thee uh instead of the.
Eye-Tracking
In this and all experiments in this article, the eye movement data were analyzed from the onset of the color word. Recall that the color word was the earliest point of disambiguation and, thus, the earliest point at which we would expect to see looks toward any of the objects. Saccades were grouped with the following fixation to form a look at an object. Saccades are ballistic and therefore the onset of the saccade represents the decision to begin looking at that object, and the decision to continue looking at it lasts until the onset of the following saccade. We analyzed looks to the unfamiliar and familiar objects that matched the color word in the input. If disfluency creates a bias toward unfamiliar objects, we should see more looks to the unfamiliar color-matched object than the familiar color-matched object in the disfluent condition but not the fluent condition.
The results are presented in terms of the proportion of looks to the unfamiliar color-matched object, out of both color-matched objects (see Figure 4) . That is, the lines represent the relative preference of looking at the unfamiliar color-matched object, starting at the onset of the color word. These results show a clear difference between fluent and disfluent conditions. When the instruction was disfluent (thick line), listeners looked at the unfamiliar object more than twice as often as the familiar object. This preference emerged shortly after the onset of the color word and extended well after the onset of the object description. By contrast, in the fluent condition (thin line), looks to the unfamiliar object hover around the 50% line, revealing an equal tendency to look at the unfamiliar and familiar color-matched objects.
We tested the robustness of this pattern by analyzing the average absolute looks (not proportion looks) to each object from 200 to 1,000 ms after the onset of the color word. The first 200 ms are not included in the analysis because it typically takes around 200 ms to program and launch an eye movement. There were significant interactions between disfluency (disfluent vs. fluent) and the target object (unfamiliar vs. familiar), reflecting the bias toward the target object for the disfluent/unfamiliar condition, and the bias toward the competitor object for the disfluent/familiar condition. Table 3 presents the condition means for all eye-tracking experiments, and Table 4 presents the statistics for the critical interactions for all eye-tracking experiments. Note that here and throughout the article, we only report the statistical effects of interest for the sake of readability. Some experiments also show main effects of disfluency and unfamiliarity or both, but these are considered secondary to the interaction. For example, this experiment had a main effect of target word (unfamiliar vs. familiar), but this was driven entirely by the increased looks to the unfamiliar object in the disfluent condition.
Discussion
The results from Experiment 1 establish that disfluency creates a bias toward interpreting an initially ambiguous referential expression as referring to an unfamiliar object. Given that unfamiliar objects are harder to describe than familiar objects, and that disfluency typically occurs when the speaker has some kind of production difficulty, it is likely that the perception of disfluency leads listeners to expect reference to difficult-toname objects, such as unfamiliar ones. Fluent instructions, by contrast, do not lead to any particular bias. This is not surprising because speakers do not always experience difficulty referring to unfamiliar objects, so a fluent instruction does not provide good information about the type of object being referred to. An increase in looks to the unfamiliar object emerged 200 ms after the onset of the color word, which is the same time that listeners begin to exploit information about the unfolding lexical input (e.g., Allopenna et al., 1998) . This shows that the expectation of reference to unfamiliar objects affects listeners' on-line hypotheses about what the speaker is referring to, just as was the case with the expectation of reference to discourse-new objects (Arnold et al., 2004) .
The unfamiliar bias with disfluent stimuli complements the previously established bias toward discourse-new objects compared with given ones (Arnold et al., 2004) . It seems likely that these effects are related because both unmentioned and unfamiliar objects are harder to describe than given and familiar objects. Thus, we interpret the current results as probable evidence that disfluency information guides listeners because of its link with difficulty in naming objects.
However, we must consider an alternative interpretation of these results. Perhaps disfluency instead creates an expectation of reference to something with a long name, which results in a bias toward objects that are likely to have lengthy descriptions. This would be consistent with the fact that disfluency tends to occur more at the onset of complex than simple constituents (Clark & Wasow, 1998 ; see also Oviatt, 1995) . Although we cannot rule out this account on the basis of the current data, there are several reasons to think that the unfamiliarity bias stems from the fact that the object is difficult to name rather than its tendency to require long descriptions per se. First, the length explanation would not allow for a parsimonious account of the unfamiliarity bias and the newness bias because both given and new stimuli in that experiment were felicitously described with simple noun phrases (e.g., the candle; the camel). Second, our naming study revealed that references to familiar objects tended to be more fluent than both short and long references to unfamiliar objects (see Arnold & Tanenhaus, 2007 , for a similar finding for given and new references). Thus, production difficulty seems to result from the properties of the stimulus rather than length per se-despite the fact that givenness and length are often correlated (Arnold, Wasow, Losongco, & Ginstrom, 2000) . Third, it would be computationally difficult for listeners to compute the unfamiliarity bias on the basis Figure 4 . Results for Experiment 1 (eye-tracking task): Proportion looks to the unfamiliar color-matched object, from 0 to 1,000 ms after the onset of the color word. Proportion looks are calculated out of all looks to both familiar and unfamiliar color-matched objects. A horizontal line at 50% represents equal looks to familiar and unfamiliar color-matched objects. The vertical line represents the average onset of the target object description.
of the likely length of the upcoming description. This would require listeners to generate possible descriptions of the objects in the scene; yet listeners do not tend to do this (Dahan & Tanenhaus, 2005; Dahan, Tanenhaus, & Salverda, 2007) .
Even if the unfamiliarity bias does stem from a link between disfluency and long constituents, it would be consistent with our more general point that disfluency results in an on-line bias toward certain types of referents. For rhetorical purposes, the rest of this article uses the naming difficulty explanation because we see this as the more plausible one. However, the length explanation could conceivably be substituted (e.g., in Figure 1 , the link to "Describing something difficult" could be replaced with a link to "Describing something long"). Future studies are needed to distinguish these two possibilities. Note. Standard errors are in parentheses. a Percentage target and competitor looks report the average looks to the color-matched objects from 200 to 1,000 ms after the onset of the color word. Percentage unfamiliar and familiar looks report the percentage looks to either unfamiliar or familiar objects out of all target and competitor looks. 
Association or Inference?
Under either the naming difficulty or length explanations, we still are faced with the question of the extent to which the unfamiliarity bias with disfluent stimuli involves a high-level explicit inference, or whether it can be fully explained by an automatic prelearned association between disfluency and certain referent types. Just as for the discourse-new bias, the unfamiliarity bias could be the result of an inference about the cause of the speaker's production difficulty. That is, listeners may hear disfluency and make a rapid, on-line inference that (a) the speaker is having trouble, (b) the difficulty is with naming, and (c) the most probable source of difficulty is either newness or unfamiliarity (see Figure  1) . On the other hand, production data show that there are regularities in the occurrence of disfluent speech, such that it tends to co-occur with descriptions of both unfamiliar and discourse-new objects more than with descriptions of familiar and given objects. These associations could be utilized in a relatively automatic way, yielding the same result in Experiment 1, without requiring a potentially more computationally complex utterance-specific inference. One way to assess the degree of automaticity is to ask whether the unfamiliarity effect can be modulated by situational variables, especially where the relevance of those situational variables is available only through inferences about the speaker's cognitive state.
Experiments 2 and 3 investigate the flexibility of the disfluency effect. If listeners have learned rigid associations between disfluency and both discourse-new and unfamiliar objects, we would expect to see these biases in all situations, for all speakers. By contrast, if listeners make inferences about the cause of the disfluency dynamically, then they may demonstrate sensitivity to the difficulty of naming an object for particular situations or particular speakers. For example, when a linguist is speaking, a spectrogram may be considered easy to name but not an arthroscope, whereas the opposite may be assumed for a doctor. In this case, one would expect that the unfamiliarity bias would only occur if the listener thinks the speaker should have more difficulty naming unfamiliar objects than familiar objects. Experiment 2 investigates whether disfluency causes biases toward different kinds of objects for different speakers by creating a situation in which the listener is given a plausible reason to expect the speaker will be disfluent even when she describes a familiar object. Experiment 3 introduces intermittent noise that could have distracted the speaker and thus caused her to become disfluent when generating a specific referring expression.
Experiment 2
For most people, unfamiliar objects with no conventional name are considered more difficult to describe than familiar objects. Instead of just recalling a frequent and familiar label, the speaker must plan and produce a description of the object that would be understandable to the listener. However, familiar objects may not be as easy to label for individuals who suffer from object agnosia. People with this condition cannot recognize simple objects and often must resort to describing them (e.g., Farah, 1990) . Thus, it is plausible that such a speaker might find familiar objects just as hard to describe as unfamiliar objects and, therefore, be equally disfluent for unfamiliar and familiar objects.
If the listener believes that the speaker has object agnosia, how will this change the interpretation of disfluency? Unfamiliar and familiar objects may be perceived as equally difficult for an object agnosic speaker to name, in which case the bias toward unfamiliar objects might be reduced or eliminated. Note that this experiment does not actually measure the characteristic speech of individuals with object agnosia, which is likely to vary considerably. Instead, we are interested in what the listener believes about the speaker.
Method Participants: Gating Task
A total of 37 students from the University of North Carolina at Chapel Hill participated in the gating task as partial fulfillment of a requirement for an introductory psychology class. Data from 5 students were excluded-2 because they were nonnative speakers of English and 3 because of technical problems. This left 32 participants in the analysis.
Participants: Eye-Tracking Task
A total of 58 students participated in the eye-tracking task, also for course credit. Data from 10 students were excluded-5 because they said something in their answers to the postexperiment questionnaire to suggest that they did not believe the cover story, 4 because of track loss, and 1 because he fell asleep during the experiment. This left 48 participants in the analysis.
Design and Materials
The same basic design was used as in Experiment 1, except half the participants were told that the speaker had object agnosia.
The auditory stimuli were very similar to those of Experiment 1, in that the disfluency manipulation included both prosodic differences and the contrast between the and thee uh. In addition, the following changes were made, and all stimuli were re-recorded. Some of the unfamiliar descriptions in Experiment 1 made reference to familiar objects, for example, bubbles shaped like a crab. Such descriptions were less plausible for a speaker with object agnosia, so they were changed to be more physically descriptive (for both typical and object agnosic speaker conditions), for example, bunch of little circles clumped together. In addition, the pairings between unfamiliar and familiar objects were shuffled, so that names/descriptions within a given item began with the same or similar phonemes. This facilitated the cross-splicing of the segment Click on the [color] onto the unfamiliar and familiar descriptions. Two familiar objects were replaced to make a better match with the unfamiliar object initial phoneme. Apart from these two objects, the visual stimuli were the same as in Experiment 1. All instructions were recorded in their entirety and then cross-spliced so that for each fluent or disfluent condition of each item, the same Click on {the/thee uh} was used.
To support the story that the speaker had object agnosia, the fillers that referred to familiar objects used descriptions rather than conventional labels. For example, the description of a ball was black, I don't know, um, a circle I guess (see Grodner & Sedivy, 2007 , for a similar design).
Gating task. We conducted a gating task using the same basic procedure as the gating task in Experiment 1, except that all items were included. Also, because Experiment 1 found no difference between the middle and long fragments, we only included short (Click on . . .) and long fragments (Click on the/thee uh [color]).
Eye-tracking. Eye movements were monitored with the Eyelink II eye-tracker (SR Research, Osgoode, Ontario, Canada). The visual and auditory stimuli were presented on a computer running the ExBuilder software (Longhurst, 2006) . The procedure was similar to that used in Experiment 1, except that every trial was followed by a screen with a single dot in the middle. Participants had to fixate and click on the dot to move on to the next item. This fixation was used by the eye-tracker to perform a drift correction, to maintain good calibration throughout the experiment. As soon as the participants clicked on the dot, the visual stimuli were presented, and the sound file began to play simultaneously. There were about 200 ms of silence at the beginning of each sound file before the spoken instruction began.
The only substantive difference in procedure was the cover story about how the stimuli had been recorded. All participants were told that we were studying communication with both typical and disordered populations. Half the participants (typical speaker condition) were told they would be hearing instructions by a speaker with no disability. The other half were told that the speaker had object agnosia. They read a sheet with detailed information about object agnosia, including a passage from Sacks (1985) in which a man with object agnosia described a glove as "A continuous surface . . . infolded in itself. It appears to have . . . five outpouchings, if that is the word" (p. 14). We stressed that speakers with object agnosia sometimes cannot recognize objects but can be normal in other respects, such as intelligence and language abilities.
Results
Both the gating and on-line experiments revealed a difference between the agnosia and typical speaker conditions. With a typical speaker, the unfamiliarity bias was again observed. With an object agnosic speaker, the bias was significantly reduced (gating task) or absent (on-line task).
Gating Task
The gating task (see Figure 5 ) revealed a higher rate of choosing the unfamiliar object following a longer disfluent fragment than a longer fluent fragment. However, this pattern was attenuated in the object agnosic speaker condition (dotted lines), resulting in a three-way interaction between disfluency, fragment length, and speaker condition , F 1 (1, 30) 
Eye-Tracking
The on-line experiment also revealed a contrast between typical and agnosic speakers (see Table 3 and Figure 6 ). In the typicalspeaker condition (black lines), the results replicated the pattern found in Experiment 1. For disfluent instructions (thick line), there was a bias toward the unfamiliar object starting at the onset of the color word. By contrast, the fluent instructions (thin line) displayed no such bias. However, in the agnosic speaker condition (gray lines), the unfamiliarity bias with disfluent stimuli is completely absent-looks to the unfamiliar color-matched object are around the 50% line. There is even a small trend toward the opposite pattern, where fluent stimuli (thin line) have numerically more looks to the unfamiliar color-matched object than the familiar color-matched object. It may be that agnosic speakers are expected to have an easier time with unfamiliar stimuli; perhaps unfamiliar objects are perceived as easier to describe physically than familiar objects.
These effects were evaluated in an analysis of variance with looks to competitor objects as the dependent measure, which revealed a significant three-way interaction between disfluency, referent (unfamiliar vs. familiar), and agnosia (see Table 4 ). This interaction did not reach significance with target looks as the dependent measure. However, analyses that collapsed over referent type revealed robust interactions between disfluency and agnosia for both unfamiliar looks and familiar looks (see Table 5 ). For technical reasons, we analyzed the data from this and the following experiment using a 16-ms window for each data point.
Discussion
These results reveal that the disfluent bias toward particular kinds of hard-to-describe objects is not reflexive. Instead, listeners can modulate their assumptions about which objects are hard for a particular speaker and use these modified assumptions to guide on-line expectations about referring expressions. When listening to a typical adult speaking, unfamiliar objects are considered the most likely referent following a disfluent instruction. When listening to a speaker with object agnosia, participants look equally at both familiar and unfamiliar objects, for both fluent and disfluent stimuli.
We interpret this as evidence that listeners are sensitive to the fact that typical speakers are more likely to have difficulty with unfamiliar than familiar objects, but that speakers with object agnosia are likely to have difficulty with all objects. As such, this experiment provides evidence that the disfluency bias involves drawing an inference about the abilities of a particular speaker. This suggests that the unfamiliarity effect is not limited to a simple association between unfamiliar hard-to-name objects and disfluent speech. In terms of the hypothetical inferences in Figure 1 , this establishes that the black arrows involve an inference rather than a simple association.
This finding is consistent with a parsimonious account of the two established disfluency biases, where disfluency increases the expectancy of both discourse-new (Arnold et al., 2004) and unfamiliar objects. If these had been reflexive associations, listeners would need to separately calculate the co-occurrence of disfluency with each kind of difficult-to-describe object. By contrast, if listeners infer the most likely cause of disfluency in a particular situation, one would expect biases toward many different kinds of difficult-to-describe objects, including new objects, unfamiliar objects, and-for agnosic speakers-simple familiar objects as well.
Although it is clear that comprehension involves some amount of inferencing, the data from Experiments 1 and 2 do not establish the grain at which listeners make inferences about the source of Figure 6 . Results for Experiment 2 (eye-tracking task). Typical speaker condition (black lines) versus agnosic speaker condition (gray lines): proportion looks to the unfamiliar color-matched object, from 0 to 1,000 ms after the onset of the color word. Proportion looks are calculated out of all looks to both familiar and unfamiliar color-matched objects. A horizontal line at 50% represents equal looks to familiar and unfamiliar color-matched objects. The vertical line represents the average onset of the target object description. disfluency. Listeners in Experiments 1 and 2 heard instructions from only one kind of speaker and from only one kind of situation (i.e., one with unfamiliar and familiar objects). It is therefore possible that participants calculated the ease of referring to familiar and unfamiliar objects once for the particular speaker in that particular situation, rather than repeatedly making that judgment on-line as the speech unfolded. It is also not clear whether the link between disfluency and the act of describing something difficult is limited to cases in which there is no competing cause for disfluency, such as the presence of a distracting noise. In Experiment 3, we examined what happens when naming difficulty is not the only or even the most plausible cause of disfluency. For example, speakers may experience difficulty for reasons not related to the planning and production process itself (e.g., if they are distracted by a noise). If listeners make local inferences about the cause of disfluency (e.g., distraction vs. naming difficulty), then evidence of distraction during an utterance might eliminate the expectation that the speaker is referring to something difficult to describe.
Experiment 3
Experiment 3 investigated whether the unfamiliarity bias would disappear in the presence of plausible alternative cause for disfluency: speaker distraction. Stimuli like those in Experiments 1 and 2 were compared with versions that contained audible evidence of speaker distraction-beeps and construction noises. 4 We used the same cover story, telling participants that the instructions were recorded in an earlier phase of the study, where the speaker gave instructions to a partner. We modified the story enough to indicate that the noises were likely to distract the speaker as well.
We manipulated distraction in two ways. In Experiment 3a, we added beeps to half the stimuli. We told participants that the speaker had to do the secondary task of pressing a button when they heard their computer beep-a task that should be perceived as a source of distraction. In Experiment 3b, we cross-spliced construction noises into half the stimuli. In this case, we told participants that the instructions were recorded while the participants heard prerecorded construction noises, in an effort to study communication in noisy settings. The construction noise manipulation builds on the fact that everyone has experienced conversation in noisy settings, as occurs when there is construction nearby. The distracting effect of construction noises needs no explanation and thus provides an ecological test of speaker distraction. The two manipulations produced the same results and so are presented together.
If listeners perceived the beeps and construction noises as evidence of speaker distraction, they may have attributed the disfluency to the distraction and not to the difficulty of describing an unfamiliar word. Thus, a reduction in the unfamiliarity bias would indicate a highly flexible and on-line attribution about the cause of disfluency. For stimuli that had no distraction, the established unfamiliarity bias should be replicated. Note that the distracting noises occurred equally for fluent and disfluent stimuli and fillers, so that any observed distraction effects could not be the effect of an experiment-specific learned contingency but rather would reflect an inference based on the knowledge of the usual effects of distraction.
Experiment 3 additionally provided an important test of the characteristics of disfluency that led to the bias observed in Experiments 1 and 2. The instructions in those experiments were recorded to achieve a naturalistic impression of disfluency, which meant that the pronunciation of Click on was longer and had a higher pitch in the disfluent conditions, compared with the fluent ones. Given findings that accenting can impact speech comprehension (cf. Dahan et al., 2002) , it was important to establish that the disfluency results were not merely a side effect of the lengthening and higher pitch on Click on. Experiment 3 thus used stimuli that cross-spliced Click on across experimental conditions.
Method Participants: Gating Study
Sixteen students from the University of North Carolina at Chapel Hill participated in Experiment 3a (beeps), and 16 participated in Experiment 3b (construction noises) in exchange for course credit.
Participants: Eye-Tracking Study
A total of 46 students from the University of North Carolina at Chapel Hill participated in Experiment 3a (beeps) as partial fulfillment of a requirement for an introductory psychology class. Data from 6 participants were not included in the analysis-2 because of a programming error, 1 because of interruptions during the experiment, and 3 additional participants were chosen at random to be excluded because the list rotation was not complete. Thirty-nine different participants had also participated in an initial version of the experiment that was discovered to have an error in the sound files and was thus not analyzed.
Thirty-six people from the community at the University of Rochester participated in exchange for pay in Experiment 3b (construction noises). Data from 4 participants were not analyzed-1 because of excessive track loss and 3 because they said afterward that they thought the construction noises had been spliced into the instructions after they had been produced.
Design and Materials
The same objects and descriptions were used as for Experiments 1 and 2. As for Experiment 2, the pairings between unfamiliar and familiar items were changed to match the first phoneme of the description for the unfamiliar and familiar objects in a particular item to facilitate cross-splicing. In some cases the description of the unfamiliar object was changed slightly or the familiar object was replaced with a different object to create a better match between initial phonemes.
The auditory stimuli were nearly identical to those in Experiments 1 and 2 in terms of the words used. However, all instructions were re-recorded to limit the disfluency manipulation to the region beginning at the/thee uh. The Click on portion was initially recorded to be very similar across the disfluent and fluent conditions of each item. Otherwise the stimuli had the same characteristics as in Experiments 1 and 2. Each item was cross-spliced so that the Click on segment was identical across all versions of each item, the was the same for both fluent conditions, and thee uh was the same for both disfluent conditions. The pause between Click on and thee uh in all disfluent conditions was later lengthened by splicing in 230 ms of background noise to provide adequate time for the disfluency to sound like it was in reaction to the distraction noise. This served as the basic sound-file set.
The basic set was then modified to create the distraction conditions. Experiment 3a used a beep, and Experiment 3b used a loud clang that sounded like a metal object being struck or dropped. The onset of the beep fell at the end of Click or beginning of on, and the onset of the clang (which was longer) fell earlier, during Click. We hypothesized that the disfluency was most likely to sound like a reaction to the distraction if the disfluency occurred immediately after the distracting noise. The stimuli therefore started out with a fluent-sounding Click on, during which time a distracting noise was heard on half the stimuli. In the disfluent conditions, this was followed by a 230-ms pause and the disfluent thee uh. To support the impression that the disfluency was a reaction to distraction, the first author recorded the instructions with distraction in mind during the disfluent conditions.
Half of the fillers had beeps and construction noises (of various types) at different places in the instruction. Distraction noises were distributed equally across the fillers with familiar and unfamiliar targets. For Experiment 3b, half of the experimental stimuli had another construction noise (a drill) spliced into the later part of the instruction after the critical region.
Procedure and Apparatus
Both gating and on-line experiments were conducted, following the same procedures as in Experiments 1 and 2. We told participants that the instructions were recorded by a naïve speaker who either had to press a button at the beep (Experiment 3a) or heard occasional construction noises while giving instructions (Experiment 3b).
Results
Postexperiment Questionnaire Results
The postexperiment questionnaire was used to assess whether the distraction manipulations were successful in their effect on comprehenders. What is at stake here is not whether speakers are usually disfluent in these conditions but rather what listeners perceive when they hear disfluency following a distraction. We analyzed responses to three of the postexperiment questions: (a) Did the {beeps/construction noises} sound like they might have distracted the speaker?, (b) . . . did they distract you?, and (c) Did the {beeps/construction noise} sound like they might have caused the disfluency? The questionnaire was orally administered, and the experimenter wrote down the answers. Table 6 shows the percentage of participants who said that the noises were a possible or probable cause of distraction and disfluency.
The responses revealed that the majority of participants perceived the beeps or construction noises as distracting to the speaker. The fact that less than half reported the noises as distracting to themselves reveals that this perception is a judgment from the speaker's perspective and not just a general assessment about how distracting the noises are. An important finding is that the majority of participants also said that the disfluency occurred at least some of the time as a result of the distraction. In fact, some responses to the third question suggested that participants perceived that disfluency was more likely in the distraction conditions (e.g., yes-usually she paused when it beeped, or Possibly, they did sync-up very well). This occurred even though disfluency was equally distributed across unfamiliarity and distraction conditions in both experimental stimuli and fillers. It must be noted that this tendency was not universal, and some participants made comments (such as uh . . . not so much. Just trying to think of what to say, rather than being affected by the noise). Nonetheless, the general tendency was to see the disfluency as a likely reaction to the distracting noise.
Gating Task
The gating task (see Figure 7) revealed that participants had a preference for choosing one of the unfamiliar objects following a disfluent fragment, whether or not there was a distracting noise present. This effect only occurred with the longer fragments. Recall that in this experiment the short fragment had been crossspliced and was identical across conditions, thus we would not expect a difference for the short fragments. The unfamiliarity bias with disfluent stimuli emerged in analyses of variance as an interaction between disfluency and fragment length, F 1 (1, 30) ϭ 27.51, p Ͻ .001; F 2 (1, 23) ϭ 15.55, p Ͻ .005.
There were no effects or interactions with distraction. Neither were there any effects or interactions with experiment (Experiment 3a vs. Experiment 3b), except for a trend toward choosing the unfamiliar object more often in Experiment 3b (with the construction manipulation), which was significant in the items analysis only, F 1 (1, 30) ϭ 1.07, p ϭ .31; F 2 (1, 23) ϭ 4.70, p Ͻ .05. It is important to note that the same unfamiliarity preference for disfluent instructions occurred with both the beep and construction manipulations.
Eye-Tracking
The unfamiliarity bias with disfluent stimuli also guided on-line hypotheses about the referent of the unfolding input (see Figure 8) . Whether the distraction was present (gray lines) or not (black lines), the disfluent instructions (thick lines) resulted in more looks to the unfamiliar objects than the familiar objects, shown here by the tendency for about 60% looks to the unfamiliar object during the critical region. By comparison, the fluent instructions (thin lines) led to about equal looks to both unfamiliar and familiar objects, so that the proportion of looks to the unfamiliar object in Figure 8 falls around the 50% line. This was reflected in a significant interaction between disfluency and unfamiliarity, with both competitor looks and target looks as the dependent variable (see Table 4 ). There were no effects or interactions with distraction. The interaction was robust even if we considered the subset of participants (71% of the total) who indicated on the postexperiment questionnaire that they thought the disfluency could have been caused by the distraction: target looks, F 1 (1, 50) ϭ 13; competitor looks, F 1 (1, 50) ϭ 29 (item analyses were not possible because of missing cells). Even for this set of participants, there were no effects or interactions with distraction.
Discussion
For both beeps and construction noises, the bias toward unfamiliar objects with disfluent instructions was robust against the presence of distraction. This occurred in both the gating task and the on-line experiment, despite the fact that listeners tended to think that the distraction was a likely cause of disfluency when asked explicitly.
It is notable that the disfluency effect occurred in all experiments, despite the fact that disfluent utterances referred equally as often to familiar and unfamiliar objects. This means that listeners could not simply have learned the co-occurrence pattern in the experimental input. By contrast, we observed no effect of the distracting noises, which also occurred equally for disfluent/fluent utterances and familiar/unfamiliar referents. One question, which we leave to future research, is whether listeners require a contingency between distraction and disfluency to draw the inference of a causal relationship between the two. If so, this would differ from the bias toward unfamiliar objects with disfluent stimuli, which occurs in the absense of such contingency.
These findings thus suggest that there are limits to the kinds of inferences that listeners typically draw, but there are several potential interpretations of what this limitation is. One possibility is that listeners do attribute the disfluency to distraction, but that attributions to one cause do not preclude the simultaneous attribution of disfluency to the difficulty associated with describing difficult objects. That is, perhaps the attribution system is generous, in essence "covering all bases." In terms of Figure 1 , this would suggest that the inferences represented by gray arrows are not mutually exclusive. Another possibility is that listeners can make the inference that disfluency results from cognitive load, but distraction occurs too rapidly to infer that it is the cause of cognitive load. However, this possibility is unlikely because distraction did nothing to modulate the off-line judgments in the gating task either. Finally, it may be that listeners are more likely to attribute disfluency to production-internal problems, such as naming difficulty, than to attribute it to outside distraction. This might be the case if planning difficulty is a more frequent cause for disfluency.
Although there are several potential explanations for why distraction did not modulate the unfamiliarity bias, Experiment 3 provides strong evidence for the existence of the unfamiliarity bias with disfluent stimuli.
General Discussion
The principal finding, which emerged in all experiments here, is that disfluency in speech directs listeners' attention to unfamiliar objects. This builds on the finding that disfluency causes a bias toward previously unmentioned (new) objects (Arnold et al., 2004) . Disfluency biases toward both unfamiliar and new objects have rapid, on-line effects, influencing listeners' hypotheses about the unfolding referential expression. Unfamiliar objects and new objects are also generally considered more difficult to describe and are more likely to result in disfluency, compared with familiar objects (see Arnold & Tanenhaus, 2007 , and the naming experiment described here).
We used the disfluency bias toward unfamiliar objects as a vehicle for investigating the degree to which language comprehension is affected by inferences about why the speaker said something in a particular way. Experiment 2 found that the unfamiliarity bias with disfluent stimuli was flexible and depended on what was perceived as difficult for a particular speaker. When comprehenders thought that the speaker had object agnosia, they appeared to make the inference that both familiar and unfamiliar objects should be difficult to describe. This resulted in an elimination of the unfamiliarity bias, even though the same stimuli yielded an unfamiliarity bias for listeners who thought the instructions were spoken by a typical speaker. These results suggest that speakers do indeed make inferences about which objects are hard for a particular speaker to describe and perhaps even for particular situations.
The results of Experiment 2 are relevant to an ongoing debate about the extent to which listeners can take into account speaker perspective and knowledge in real-time language processing (Barr & Keysar, 2006) . Some researchers have suggested that real-time reference resolution operates egocentrically, without taking into account the knowledge or perspective of the speaker (e.g., Keysar, Barr, Balin, & Brauner, 2000; Balin, & Paek, 1998 ; see also Pickering & Garrod, 2004 ). Our results demonstrate that real-time reference resolution can be modulated by explicit topdown knowledge about the speaker's cognitive state and the circumstances likely to cause that particular speaker to be disfluent. Thus they are inconsistent with the strongest form of the egocentrism hypothesis.
Experiment 3, on the other hand, established some limits to the flexibility of the unfamiliarity bias. Listeners heard instructions that either included evidence that the speaker was distracted, or did not. We predicted that if listeners could dynamically choose the most likely cause of disfluency, the unfamiliarity bias (which depends on an attribution of naming difficulty) should disappear in the distraction condition. However, it did not. In terms of the hypothetical inferences in Figure 1 , these findings indicate that there are limits to making inferences about the cause of disfluency, as represented by the gray arrows. It may be that inferences at this level are blind to the presence of an alternative plausible cause, or there may be a preference to seek a production-internal interpretation.
The results of these experiments together delimit the possible inferential or automatic processes that may be involved during reference comprehension. The strongest evidence here supports an inferential account. It is clear that reference resolution benefits from inferences about what kinds of things might be difficult to describe for a particular speaker. Thus, despite the fact that the link between disfluency and the act of describing new or unfamiliar objects could be learned from experience, people appear to be flexible about the kinds of objects they associate with the act of describing something difficult.
However, there is one way that we could still salvage an associationist account of the unfamiliar and new biases. Perhaps the system has a learned association between disfluency and a class of objects, for example, "those objects that are difficult to name." However, if so, the system would still need to make inferences about which objects fall in this class for any given situation. Although unfamiliar objects may be considered difficult for most people, they are no more difficult than familiar objects for speakers with object agnosia. Thus, it could be that the gray arrow linking disfluency with "describing something difficult" could be prelearned, whereas the black arrows require a situation-specific inference. If so, this would explain the tenacity of the unfamiliarity bias in the face of distraction.
Although an association between disfluency and a class of difficult-to-describe objects is consistent with the data, it blurs the distinction between an inference attributing disfluency to the difficulty of naming a particular object, and using a prelearned link between disfluency and hard-to-describe objects. Even a prelearned association would require listeners to weigh the evidence for a particular situation in deciding which objects are the most difficult to name. How different is this from inferring that the disfluency occurred because of difficulty naming that object? Indeed, the association may not be with a category of objects per se but instead with the state of having difficulty. Thus, the association account and the inference account both involve a kind of mindreading-that is, modeling the speaker's cognitive processes and judging what is difficult for that speaker.
The approaching similarity of the inferential and automatic explanations of the disfluency effect highlights the complex array of mechanisms that may be involved in the use of disfluency or any other cue during language processing. Inferences and associations are not mutually exclusive; for example, attribution may be built upon prelearned associations between disfluency and naming difficulty.
Here we have considered the mechanisms involved in normal language comprehension by examining how disfluency affects reference comprehension. Disfluency leads to on-line biases toward complex, unfamiliar objects, which we have suggested is the result of the assumption that those objects are difficult to name and therefore cause difficulty for the speaker. The robustness of the effects suggests some limits to the flexibility of inferring that the speaker is having production difficulty. However, we found strong evidence that listeners flexibly identify objects that are difficult for the speaker, revealing an adaptable language system.
