(1.1.1) cf. [M] . Let us call a class c ∈ H 1 (X, Ω 1 X ) non-degenerate if c considered as a mapĝ −→ g is an isomorphism. We denote by H 1 (X, Ω 1 X ) nd ⊂ H 1 (X, Ω 1 X ) the (Zarisky open) subspace of nondegenerate classes.
Following [PR] (1.1.2)
1.2. Let CDO(X) denote the groupoid of chiral differential operators (cdo) on X, cf.
[GMS1] and 2.6 below. In §2 of this note we construct for each µ ∈ H 1 (X, Ω 1 X ) nd an equivalence of groupoids This is a linear algebra analogue of the Fourier transform (1.1.2). We can identify the total space T M of the tangent bundle to M with M × Hom(V, V ′ ). The differential of (1.2.1)
acts as dF (A, B) = (−A −1 , A −1 BA −1 ) (1.2.3) Our a Fourier -Mukai transform for cdo's (1.2.1) is an analog of (1.2.3). The role of A will be played by a non-degenerate class µ and the role of B by a cdo, cf. (2.8.3).
Our construction is of cohomological nature and uses the Hodge theory (which in the case of abelian varieties is completely algebraic). The same construction gives rise to the equivalence of groupoids of usual tdo's on X and onX; presumably the answer coincides with the Polishchuk -Rothstein FM transform; this way we get an alternative definition of their transformation.
In sect. 3 we make some remarks on the quasiclassical limit of this construction.
1.3. Part II of this paper occupies sections 4-7 and we begin with a disclaimer: there is nothing new in these sections. Why write them then? A forgiving reader might consider three points. First, sections 4-6 contain what they call a rigorous derivation of the quantum σ-model on the torus. Second, we explain exactly how the antiholomorphic part of the theory enters the game -the subject that seem to have avoided much of the mathematical literature on the subject. Third, this derivation is elementary -as elementary as the derivation of the quantum harmonic oscillator that can be found in any quantum mechanics textbook, e.g. [LL] . In fact, we find it convenient to begin with reminding the reader of the latter model.
Consider the Lagrangian L = 1/2((∂ τ x) 2 − x 2 )dτ . The equation of motion is: ∂ 2 τ x + x = 0. The variational form γ = ∂ τ xδx. It follows that the phase space is R × R with coordinates p = ∂ τ x and x, and the Poisson bracket {p, x} = 1. The vector field ∂ τ is a symmetry of L and the corresponding integral of motion is H ∂τ = 1/2(p 2 + x 2 ).
Upon quantization, C ∞ (R × R) becomes the algebra of differential operators on the line, D R , the Hamiltonian H ∂τ = 1/2(−∂ 2 x + x 2 ). What is the space of states? The operator H ∂τ must be diagonalizable with spectrum bounded from below. This does not leave us much room for maneuver. We notice that up to a constant summand H ∂τ is (1/2)a − a + , with a − = x + ∂ x , a + = x − ∂ x so that [H ∂τ , a ± ] = ±a ± . We obtain a 3-dimensional Heisenberg algebra H spanned by a ± and 1 that diagonalizes the Hamiltonian. The space of states is then an induced H-module spanned by v s.t. a − v = 0. Furthermore, this space has a functional realization as a linear span of {L n (x)e −x 2 /2 }, where L n (x) is the Laguerre polynomial.
Things are very much the same for the σ-model on the torus except that now the phase space is the space of jets of an appropriate trivial bundle over the circle S 1 . The space of functions, instead of being a Poisson algebra, is a vertex Poisson or rather a coisson algebra [BD] . The coisson bracket gives a usual Lie bracket on quantities that can symbolically be written as S 1 e imσ a(σ)dσ, a(σ) being an element of the coisson algebra. The Hamiltonian S 1 H ∂τ splits as S 1 H ∂τ = H ∂z + H ∂z , where H ∂z , H ∂z are integrals of motions obtained by lifting the indicated vector fields. Diagonalizing S 1 H ∂τ resembles very much the oscillator case except that now S 1 H ∂z and S 1 H ∂z are diagonalized separately by 2 commuting with each other infinite dimensional Heisenberg algebras; the former by operators of the form e imσ u(σ)dσ, the latter by e imσū (σ)dσ. The role of a − (i.e., the subalgebra acting locally nilpotently) in the former case is played by e imσ u(σ)dσ and in the latter by e −imσū (σ)dσ with m > 0. To compensate for the sign difference, one continues analytically in the former case by setting z = e iσ and in the latter by settingz = e −iσ . This leads to interpreting u as holomorphic and u as antiholomorphic. The space of states then becomes a direct sum of tensor products of holomorphic and antihomorphic factors. It is not a chiral algebra (just as the space of states of a quantum oscillator is not an associative algebra); rather it possesses what Kapustin and Orlov called a vertex algebra structure in [KO] .
A similar analysis applies to the case where a torus is replaced with a simple compact Lie group G. This case is more interesting: the underlying coisson algebra is one of chiral differential operators twisted by a global 3-form [GMS2] , and the 2 algebras diagonalizing the Hamiltonian are the lifts of the action of g = Lie(G) on the left and on the right. We explain this very briefly in sect. 7.
1.4. We are grateful to A.Polishchuk, A.Beilinson, and A.Kapustin for numerous illuminating discussions. Much of this work was done in the inspiring atmosphere of Max-Planck-Institut für Mathematik in summer of 2011. F.M. was partially supported by an NSF grant.
PART I: CHIRAL FOURIER-MUKAI TRANSFORM
2. a fourier-mukai transform for cdo's 2.1. Lemma. Let Y be a topological space,
where
The induced map in cohomology
is an isomorphism for i = 0, 1 and a monomorphism for i = 2.
(We are obliged to H.Esnault for this elementary but useful remark.) The proof is elementary, cf. [GMS2] .
2.2. Lemma. Let X be a compact Kählerian manifold. For any i ≥ 0 consider a part of the holomorphic de Rham complex
with Ω i X in degree 0. For each n we have a canonical isomorphism
This is the main assertion of the Hodge theory.
2.3. Using the previous two lemmas we get as a corollary a convenient description of a cohomology space playing an important role in the theory of chiral differential operators.
Let X be a smooth algebraic projective variety. We use an abbreviated notation from
Here the differential forms are algebraic. From the previous and GAGA we get a canonical isomorphism
for each smooth X.
2.4. From now on we return to the framework and notation of Introduction; in particular X will be an abelian variety.
We have canonical isomorphisms
2.5. Some C-vertex algebroids. We shall use the terminology from [GMS1].
Suppose we are given an element λ ∈ (Λ 3 g) * = Hom(Λ 3 g, C). We can consider λ as a skew symmetric function λ(x 1 , x 2 , x 3 ), x i ∈ g.
Define a C-vertex algebroid A(λ) as follows. In the notation of op. cit., 1.4, we set
Here g is considered as a Lie algebra with zero bracket, the action of g on g * is trivial, the only nonzero components of the map
The only nontrivial element of the definition is the map c λ :
The only nontrivial axiom among (A1) -(A5) from loc. cit. is (A4) which is fulfilled due to complete skew symmetry of λ.
Thus we get a set of vertex algebroids indexed by (Λ 3 g) * . Define a category Valg(g) whose set of objects are these algebroids and morphisms are the morphisms of vertex algebroids in the sense of op. cit., Thm. 3.5, of the form (Id C , Id g , Id g * , h).
Here h : g −→ g * must be skew-symmetric due to loc. cit. (3.5 , ).
It follows that Valg(g) is a groupoid with Hom(A(λ), A(λ ′ )) = ∅ for λ = λ ′ and
the composition of morphisms being the addition in (Λ 2 g) * .
2.6. Let CDO(X) denote the category of cdo's over X. The tangent bundle T X is trivial, so ch 2 (T X ) = 0 and this category is nonempty. It is a groupoid whose set of isomorphism classes
).
In fact we can explicitely construct a big full subcategory of CDO(X). Identify g with left invariant vector fields on X; it gives rise to a trivialisation
Using the push-forward construction [GMS1], 1.8, 1.9, we associate to each vertex algebroid A(λ) from 2.5 an O X -vertex algebroid, and hence a cdo, over X. Let us denote this cdo by i * A(λ) = A(λ) and call the cdo's of the form A(λ) quasi-constant.
In particular A(0) is a distinguished object in CDO(X) which allows to identify π 0 CDO(X) with
(2.6.1) The group of automorphisms of any object in CDO(X) is
denote the full subcategory spanned by quasi-constant cdo's. We have
The push-forward defines an equivalence of groupoids
Indeed, i * induces an isomorphism on Hom's due to (2.6.2) and (2.5.1).
Thus, CDO(X) has an "easy to describe" part CDO 0,3 (X) and "not easy to describe" part CDO 1,2 (X) which is a full subcategory with
2.7. Let B be a non-degenerate tdo over X with the characteristic class
This gives rise to an equivalence of categories
More precisely, F µ acts on objects via isomorphisms (2.7.1) with i = 3 and on morphisms via (2.7.1) with i = 2.
It follows an equivalence
This is our "Fourier -Mukai transform" on the easy to describe part of CDO(X).
2.8. Let us extend F µ to the whole of CDO(X). To do this we replace CDO(X) by an equivalent "easy to describe" groupoid CDO(X) ∼ .
Namely, the set of objects of CDO(X) ∼ will be by definition equal to H 1 (X, Ω
[2,3> X
) and the group of automorphisms of each object equal to
sending a cdo on X to its isomorphism class is an equivalence of categories.
Given a class µ as in 2.7, we define an equivalence of groupoids
by the same token as above. Namely, taking into account the identifications (2.6.1) and (2.6.2), the action of F µ on objects is induced by an isomorphism
which is the direct some of an isomorphism
already defined in (2.7.1) and of an isomorphism
defined as follows. To an element ν ∈ Hom(Λ 2 g,ĝ) we associate the composition
The action of F µ on the morphisms comes through an isomorphism
This completes the definition of the equivalence (2.8.2). Using (2.8.1) we get finally an equivalence
2.9. One can do the same thing with the usual tdo's. According to [BB] , the groupoid TDO(X) of tdo's on X has
, and for any B ∈ ObTDO(X)
Using the same device as in 2.8 for each non-degenerate B with c(B) = µ we get the equivalences
Although we have not verified this, it is natural to expect that −F µ (B) is isomorphic to the Fourier -Mukai transform Φ(B) constructed in [PR] , cf. (1.1.2).
2.10. Relative version. Let π : X −→ S be a smooth map. One can define a groupoid CDO(X/S) of cdo's over S; its objects will be vertex algebroids of the form (O X , T X/S , Ω X/S , . . .).
If X is an abelian veriety over S, we can repeat the previous construction to obtain functors
) is a non-degenerate class, i.e. its restriction to each fiber X s , s ∈ S is non-degenerate.
2.11. Example: Hitchin fibration. For all the terminology below see [DP] and references therein. Let C be a smooth proper curve of genus > 0, G a simple complex Lie group. Fix a maximal torus T ⊂ G; set t = Lie(T ).
Consider the Hitchin fibration
The total space Higgs(G) parametrizes K C -valued G-Higgs bundles over C where K C is the canonical class; it more or less coincides with the cotangent space to the space of (semistable) G-bundles on C.
The base
where W is the Weyl group of G.
We have π 0 (Higgs(G)) = π 1 (G); let Higgs 0 (G) be the connected component corresponding to the identity in π 1 (G).
the fibers of h are abelian varieties. So consider the restriction of h
is defined (the identity for simply laced G) which preserves the dicriminantal loci. The main result of op. cit. asserts that, after identification of the bases of Hitchin fibrations using ℓ G , h ′ (G) and h ′ ( L G) are dual abelian schemes.
A scalar product c on t ("level") gives rise to a tdo B c on Higgs(G) which is fiberwise nondegenerate 1 . Thus we can apply the previous considerations to obtain the Fourier -Mukai transformation
3. Quasiclassical considerations 3.1. The universal extension. We keep the notations of the previous section. We have
After passing to O X -duals we get
and let X ♮ = Spec A ♮ . This is a commutative algebraic group, the universal extension of X by a vector group:
The FM transform of Rothstein, (cf. [R] ), says that one has an equivalence of derived categories
Now suppose we are given a tdo D ξ with the non-degenerate class
It gives rise to
3) Taking the push forward of (3.1.1) by means of (3.1.2) we get an extension
So E * ξ as an O X -module is nothing but the the Picard algebroid corresponding to D ξ :
3.2. On the other hand, consider the one-parametric family of tdo's D tξ , t ∈ P 1 , as in [BB] , 2.1.11. So "the quasi-classical limit" D ∞ξ is a Poisson algebra: the ring of functions on the twisted cotangent bundle T * ξ on X. The underlying commutative ring is
It follows that ξ induces an algebra isomorphism
We get also a Poisson structure on A ♮ X coming from the one on D ∞ξ . So we can say that A ♮ X is the limit of D tξ when t → ∞ and A ♮X is the limit of
Here by D −ξ −1 we have denoted a tdo overX, the FM transform of D ξ .
Then the Rothstein equivalence (3.1.2) will be the limit of FM equivalences
3.3. Now suppose we are given a cdo B over X. Applying to it the "FM in the direction ξ" we obtain a cdo F ξ (B) overX.
The cdo's (as well as tdo's) form "a C-vector space in categories" and we have
Passing to the limit t → 0 we get a quasiclassical object
which is as a sheaf of "twisted jets on T * X " in the sense of [AKM] .
However, contrary to the case of tdo's, it seems to have no relation to the jets onX ♮ .
PART II: BOSON COMPACTFIED ON A TORUS
4. generalities Consider the unit circle S 1 and a cylinder Σ = S 1 × R equipped with coordinates, σ and (σ, τ ) resp., where τ is the standard coordinate on R and σ is the angular coordinate on S 1 .
The bicomplex we have just defined will arise as either
Their various components will carry various structure elements of the "theory" as follows:
M,Σ . The differential of each Lagrangian can be uniquely written as
for some γ ∈ Ω 11 M,Σ known as the variational 1-form. Here we have fixed a local coordinate system {x 1 , x 2 , ...} on M although the term i δL δx i δx i can be described without making any such choice. In any case, the system δL/δx i = 0, i = 1, 2, ..., is known as the Euler-Lagrange equations or equations of motion. Let Sol ⊂ J ∞ M Σ be defined by the equations δL/δx i = 0, i = 1, 2, ..., and all of their differential consequences.
All of this is a fancy way to write down the integration by parts derivation of the EulerLagrange equations familiar to anybody from a university calculus of variations course, but what that familiar derivation misses is the boundary terms, hence the variational 1-form γ, an important ingredient of a field theory.
4.3.
Definition. An integral of motion is a 1-form I ∈ Ω 10 M,Σ such that the restriction dI| Sol = 0.
The meaning of this is clear: A classical trajectory of the string is a map Φ : Σ → M . It naturally lifts to a map Σ → J ∞ M Σ , to be also denoted by Φ, so that Φ(Σ) ⊂ Sol. The position of the string at "time" τ is the restriction of this map to S 1 × {τ }. Any β ∈ Ω 10
If β = I is an integral of motion, then this function is independent of τ , as the following computation shows:
4.4. Nöther's theorem attaches an integral of motion to a symmetry of L.
A vertical vector fieldξ ∈ T J∞M Σ is called evolutionary if it respects the D Σ -module structure.
As a practical matter, any infinitesimal diffemorphism x → x + ǫF , F ∈ O J∞M Σ , uniquely extends to an evolutionary vector field by ∂ j x → ∂ j x + ǫ∂ j F .
Definition. An evolutionary vector fieldξ is a symmetry of L ifξL = dα ξ for some α ξ ∈ Ω 10 M,Σ . Nöther's theorem states that ξ is a symmetry of L =⇒ α ξ − ιξγ is an integral of motion, (4.4.1)
where γ is the variational 1-form. Furthermore, the space of integrals of motion carries a bracket so that the corresponding Lie algebra maps onto the Lie algebra of symmetries of L.
4.5. Somewhat separately from the above, if M is a Poisson manifold, then Ω 10 M,S 1 , or rather the push-forward onto S 1 ,(π ∞ ) * Ω 10 M,S 1 , is a coisson algebra. The chiral bracket (see the introduction to the Beilinson-Drinfeld book) can be defined by the following formula. Let {., .} be the Poisson bracket on O M . Then set, somewhat symbolically, for f, g ∈ O M ⊂ Ω 10
This uniquely extends to a bracket on the entire Ω 10 M,S 1 for the reason that O J∞M Σ is a universal
This construction works just as well for M replaced with any open subset U ⊂ M and gives us a sheaf of coisson algebras over M ; this is the reason for skipping (π ∞ ) * in the notation.
If we replace M with T * M equipped with the canonical Poisson bracket, then locally there is a coordinate system q i , p i , 1 ≤ i ≤ dimN , so that {p i , q j } = −δ ij , and the chiral bracket on Ω 10 M,S 1 is determined by the assignment
from which formulas such as 
where means the class of the indicated form modulo exact forms. Note that the summand
If furthermore we denote α
n = e −inσ ∂ σ q j (σ)dσ, then, e i(m+n) dσ being δ m,−n dσ, we obtain the Heisenberg algebra relations 5. Boson compactified on a circle 5.1. As the target space M we choose a radius R circle, which we realize as the quotient R/L, where L is the lattice {2πRm, m ∈ Z}. A typical σ-model Lagrangian is
where x is the standard coordinate on R. It will be more convenient to replace τ with −iτ (the "Wick rotation") and focus on
Technically, this requires that we replace all the arising sheaves, such as Ω •• M,Σ , with their complexifications, such as C ⊗ Ω •• M,Σ . We assume this replacement made but keep the notation unchanged.
We have
(5.1.3)
Thus we obtain the variational 1-form 
The infinite dimensional manifold Sol shares many formal properties with J ∞ S 1 Σ ; in particular it carries an action D Σ , for example, ∂ t operates as follows
This action is invariant w.r.t. parallel transport along R which allows us to get rid of τ by introducing
(5.1.7) This indeed allows us to identify Sol o with J ∞ T * S 1 S 1 with x a coordinate on the target S 1 and ∂ τ x the "dual" coordinate. The situation at hand is very simple and this identification may seem rather arbitrary, but notice that (5.1.5) is reminiscent of the standard symplectic form and suggests the coisson bracket discussed in sect. 4.5:
The same can be done for an arbitrary target M with Riemannian metric.
C[J
For example, the action of ∂ τ is given by
The evolutionary vector field ∂ τ is a symmetry of L, sect. 4.4, because L does not explicitly depend on τ . One has
According to (4.4.1), the corresponding integral of motion, in fact the Hamiltonian, is
A similar computation for ∂ τ replaced with ∂ σ gives another integral of motion
One also notes that the constant vector field x → x + ǫ, to be denoted δ/δx, preserves the Lagrangian, and the corresponding integral of motion is the momentum:
(5.2.3) 5.3. We will now illustrate the discussion of sect. 4.7 and show an example of how restricting to Sol o facilitates the computation of brackets.
Restricting to Sol o essentially means setting τ = 0, dτ = 0; for example,
Computing as in sect. 4.6, one verifies that indeed the evolutionary vector field ∂ τ preserves Sol o , where it equals { H ∂τ | Sol o , .} Lie :
as it should in view of the equations of motion (5.1.6).
The computations we have just carried out are but the tip of an iceberg that is conformal symmetry. Introduce complex-valued functions z = τ + iσ andz. It is easy to check that
It follows easily from this presentation that any holomorphic (or antiholomorphic) vector field
and so,
The variational 1-form can be rewritten as
Computing α f (z)∂z − ι f (z)∂z γ, see (4.4.1), yields the corresponding integrals of motion
Similarly,
5.5. Building on sect. 5.3, we will now restrict the various integrals of motion to Sol o and see what kind of relations we obtain inside the standard Ω 10
Sol o . We get (committing the abuse of keeping the notation unchanged), cf. sect. 5.2,
Note that
In addition, motivated by the integrals of motion H f (z)∂z and H g(z)∂z , introduce i∂ z xdσ, i∂zxdσ.
The indicated elements give the following chiral brackets, all immediate consequences of (5.1.8),
The computations similar to those in sect. 4.6 will give us 2 commuting copies of the Heisenberg algebra, spanned by ie imσ ∂ z x(σ)dσ and ie imσ ∂zx(σ)dσ (resp.), and (centerless) Virasoro algebra, spanned by (−1)ie imσ (∂ z x)(σ) 2 dσ and (−1)ie imσ i(∂zx)(σ) 2 dσ (resp.):
(5.5.8)
Denote by H + , H − and Vir + , Vir − the respective Lie algebras. Note another group of familiar brackets
The signs are different, this is quite crucial.
So far all our considerations have been quasiclassical. How does all of this quantize?
It is of course true that Ω 10 T * S 1 ,S 1 , where most of our computations have taken place, is a quasiclassical limit of a CDO D S 1 . Taking the latter for a quantization, however, is utterly unphysical.
In most general terms, a quantum theory is a pair, an algebra and an appropriate module over this algebra referred to as the space of states. Whatever the word "algebra" means in the present context, the most one can hope for is to have (a completion of) the universal enveloping algebra of the Lie algebra H, the Lie subalgebra of h(Ω 10 T * S 1 ,S 1 ) generated by e imσ ∂ τ x(σ)dσ and e imσ x(σ)dσ;
this is because the entire h(Ω 10 T * S 1 ,S 1 ) is generated in a sense by the indicated elements. In other words, we wish to understand which elements of H quantize. The answer depends on what we want from the "module." There are three requirements.
(1) It is natural to demand that each of its elements (each state, a physicist would say) is a linear combination of fixed energy states. In other words, the Hamiltonian, H ∂τ , must be diagonalizable.
(2) A physicist requires that the operator H ∂τ have a locally bounded from below spectrum, i.e., that any element generate a submodule with spectrum of H ∂τ bounded from below.
(3) The spectra of the elements ∂ σ xdσ and i ∂ τ xdσ satisfy
where L = {2πRm, m ∈ Z}, the lattice via which our S 1 was realized, see sect. 5.1, and L * = {(2πR) −1 m, m ∈ Z} the dual lattice. This is the first instance of geometry of the target entering the fray, the preceding discussion being independent of the radius of the circle and equally applicable to the target R.
The meaning of condition (5.6.1) is rather clear: x being the coordinate on the covering space, ∂ σ xdσ attaches to a string position x : S 1 → S 1 its length. The latter can be thought of as 2πR×the number of times the string wraps around the origin, known as the winding number.
As to (5.6.2), observe that i ∂ τ xdσ is interpreted as the average momentum , see (5.2.3), and so (5.6.2) becomes a familiar quantum mechanical assertion that for a particle on a circle the momentum quantizes on the dual lattice.
Therefore the joint spectrum is very simple:
It is then immediate to obtain
5.7. Condition (1) at least suggests (if not determines) the "algebra." Indeed, H is closed under the action of { H ∂τ , .} and we denote by H ss ⊂ H the linear span of all eigenvectors of { H ∂τ , .}. It follows that in any reasonable module each eigenvector of H ∂τ generates an H ss -submodule with a diagonalizable action of H ∂τ . It is then natural to expect that in order to have (1) satisfied the module should carry an action of H ss , not the entire H.
Note the commutation relations, which follow from (5.5.1) and (5.5.9-5.5.10),
It follows that H + ⊕ H − ⊂ H ss , and it is easy to understand that, in fact,
(Note that the only basis element left out is x(σ)dσ, and it generates a 2 × 2 Jordan cell.)
The Heisenberg H + ⊕ H − is then tentatively assigned to be the algebra. Let us now find the module. 5.8. A typical H + -module is the Fock module V + a = Ind
C a , where H + + ⊂ H + is the subalgebra spanned by e imσ ∂ z xdσ, m ≥ 0, and C a is its 1-dimensional representation, where e imσ ∂ z xdσ, m > 0, act as 0 and the central element ∂ z dσ as multiplication by a.
Similarly defined is the H − -module V − a = Ind
C a , where H − + ⊂ H + is the subalgebra spanned by e imσ ∂zxdσ, m ≥ 0.
One can as well induce from the opposite subalgebra, such as H + − ⊂ H + , the subalgebra spanned by e imσ ∂ z xdσ, m ≤ 0. The result can be equivalently described as the restricted dual. Thus we obtain modules (V + a ) * and (V − a ) * . It follows from (5.7.1,5.7.2) that the requirements sect. 5.6(1,2) combined imply that the space of states has a filtration by
this is where the different signs in (5.5.9,5.5.10) show up.
In fact, one can prove that under very mild restrictions the actual space of states is a direct sum of the indicated representations.
Finally, the requirement sect. 5.6(3) determines which highest weights (a + , a − ) do occur. As (5.6.3) implies, he answer is the space of states = is a vertex algebra. In order to set up this structure we need to work over a disc rather than a cylinder. We embed the latter into C with coordinate v by letting v = e z . Denote α m = ie imσ ∂ z x(σ)dσ and attach the formal operator-valued series
It is well known that this assignment uniquely extends to a vertex algebra structure on V + 0 . It follows from (5.5.5) that
Furthermore, the action of the algebra of holomorphic vector fields, see (5.4.1), is generated by the Virasoro field − : α(u) 2 :.
A similar discussion applies to (V − 0 ) * , but in this case we face a dilemma. Since we need to deal with the dual module, which is turned upside down, so to say, we replace e iσ with e −iσ , and so we have to decide whether we use v −1 | S 1 = e −iσ orv| S 1 = e −iσ . There are at least two reasons whyv is the right choice. First, the reason to introduce v = e z is to compactify the cylinder by adding the origin v = 0, where v −1 is not defined. Second, it is the algebra of antiholomorphic vector fields (5.4.2) that operates on (V − 0 ) * . Therefore, we defineᾱ m = ie −imσ ∂zx(σ)dσ,ᾱ(ū) = mū −m−1 α m . We have,
and (5.4.2) becomes the Virasoro field − : α(ū) 2 :.
All these definitions are made so as to have the Lie brackets of sect. 5.5 preserved.
5.10. V + 0 ⊗(V − 0 ) * is then the "algebra," but the entire space of states also carries a multiplicative structure of sorts. This is about a classic and very familiar construction attaching a vertex operator to elements of Heisenberg algebra modules. In order to recall it, it is convenient to introduce some notation.
Define an inner product on Cα and Cᾱ by setting (α, α) = −1/2 = (ᾱ,ᾱ). This identifies these spaces with their duals and we can write, for example, V + mα instead of V + −1/2m . Next, consider the group algebra C[Cα] and denote its typical element by e mα , m ∈ C. The canonical generator 1 mα = 1 ∈ C = C mα ⊂ Ind
C mα will be identified with e mα .
Attached to each a ∈ V + mα is a formal series Y (a, u) s.t. for each k and b ∈ V + kα one has
For example, Y (e mα , u) is the familiar vertex operator e mα (u) defined by
It is straightforward (and classic) to compute (see the Kac book)
Here is what this means. Fix
, where appropriate Taylor series expansions are made. It follows (cf. the Frenkel-Ben Zvi book) that the (obviously defined) correlators
are multi-valued functions on (C ! ) n without diagonals behaving as
Were all m j even numbers, we would thus obtain a vertex algebra structure.
Of course a similar discussion applies to the antiholomorphic part of the story, and we obtain vertex operators, such as e mᾱ ( 
Now one is pleased to notice that thanks to the nontrivial choice of the holomorphic/antiholomorphic highest weights an a priori multi-valued function acquires a canonical univalued branch. This kind of multiplicative structure was axiomatized by Kapustin and Orlov [KO] and called... vertex algebra, having reserved the name of chiral algebra for what mathematicians tend to call a vertex algebra.
5.11. T-duaiity. Consider the involution on the set of radii: R → (4π 2 R) −1 . The corresponding models we constructed are obviously isomorphic -simply because under this involution L and L * are swapped. This can also be expressed as an unexpected duality between momentum modes and winding modes, see sect. 5.6. The T-duality is a prototype of the mirror symmetry.
But what if a model and its dual are the same, i.e., R = (4π 2 R) −1 ?
5.12. Chiral algebra. Define the chiral algebra of model (5.8.1) to be the "centralizer" of the antiholomorphic Virasoro algebra, i.e., ∩ n≥−1 Ker(−ᾱ(ū) 2 ) n .
It is easy to see that the answer is
Therefore, generically the answer is the uninspiring vertex algebra V + 0 . At the other extreme is the case where L * = L, which occurs precisely at the fixed point R = (4π 2 R) −1 . Then we obtain the chiral algebra equal to
which is the lattice vertex algebra on an even lattice: V 2αZ . 5.13. One often hears that the chiral algebra defines a theory. This is wrong for the torus model we have just discussed: if L is generic, then the chiral algebra is just a Heisenberg algebra, it does not know about the lattice.
One often hears, too, that a lattice vertex algebra on an even lattice is a σ-model on the corresponding torus. This is true only with various qualifications. In our vase we can make a precise statement.
If L = L * , then the arising V 2αZ has precisely 2 modules, itself and another one, which looks like an "algebra" on the "lattice" (2Z+1)α. So denote it by V (2Z+1)α . Since l−l * ≡ l+l * mod 2, it appears that (5.8.1) can be rewrittenà la WZW:
higher dimensional torus
The higher dimensional situation is very similar, the only conceptually new ingredient being a "B-field," and we will be brief. 6.1. We consider R n with a positive symmetric bilinear form g = g(., .) and a rank n lattice
In addition to g(., .), which will also be regarded as a metric on the tangent bundle to M , we fix an antisymmetric bilinear form on R n , B = B(., .), to be likewise regarded as a differential 2-form on M .
Since we have the canonical coordinate system x = (x 1 , ..., x n ), we obtain matrices g ij = (∂ i , ∂ j ) and b ij = B(∂ i , ∂ j ).
Expressions such as g(∂ τ x, ∂ τ x) or B(∂ τ x, ∂ σ x) can be thought of as the value of the indicated form on the indicated "generic" tangent vectors, but in reality they are simply the quadratic functions on the jet space, g(
We will also regard g and B as linear transformations R n → (R n ) * defined by g(x), y = g(x, y) and B(x), y = B(x, y). Expressions, such as g(∂ τ x) and B(∂ σ x) will be interpreted similarly.
6.2. We consider
The equations of motion and the variational 1-form are
The former equation shows that Sol o is canonically J ∞ T M S 1 , the latter allows us to identify Sol o with J ∞ T * M S 1 via a version of the Legendre transform, where the canonical coordinates on T * M are {x j } and are chosen to be
The "canonical commutation relations" are read off the formula for γ:
and so the identification Sol o ∼ → J ∞ T * M S 1 is that of manifolds with coisson structure.
Note that the apparent dependence of the coisson structure on B is inessential: for any closed 2-form α, the map
defines an automorphism of the coisson algebra J ∞ T * M S 1 . 6.3. Corresponding to the symmetries of L, ∂ j = δ/δx j , ∂ τ , f (z)∂/∂z, g(z)∂/∂z, are the integrals of motion:
Hamiltonian (6.3.2) and 2 commuting copies of the Virasoro algebra:
Of course
Of these formulas, only the first one involves B(., .).
6.4. As we have seen, the prerequisite for quantization is the diagonalization of the Hamiltonian H ∂τ as an operator acting on h(Ω 10 a canonical coordinate system {x j }, we shall denote the former by (C n ) * and the later by (C n ) * .
Both (C n ) * and (C n ) * carry the bilinear form −1/2g −1 = −1/2(g ij ). We obtain 2 copies of the Heisenberg chiral algebra defined by the OPEs:
The Heisenberg vertex algebra modules will still be denoted by V + a (or V − a ), but now it will be assumed that a ∈ (C n ) * and the value of, say, α 0 on the generator e a will be determined by the bilinear form:
With all these conventions in place we summarize by stating that the space of states =
The multiplicative structure on this space (state-field correspondence) is defined in the usual manner, reviewed briefly in sect. 5.10, the result being a Kapustin-Orlov type of vertex algebra.
6.7. At least when B = 0, exactly as in the 1-dimensional case, one obtains
• T -duality, i.e., an isomorphism of thus defined vertex algebras attached to the pairs (g(L), L * ) and (L * , g(L)) resp.;
• the chiral algebra of the model, which in the case where L * = g(L) is isomorphic to the lattice vertex algebra attached to the lattice 2L.
7. the baby wess-zumino-witten model and cdo Our discussion can be generalized in at least 2 different ways 3 .
7.1. First, neither the metric g(., .) nor the 2-form B(., .) have to be constant; in fact, B(., .) does not have to be closed either. If so, it is neither natural nor necessary to assume that M is a torus.
Given any Lagrangian of the form
one still obtains the conformal symmetry manifesting itself in 2 Virasoro elements, − ig(∂ z x, ∂ z x)dσ and − ig(∂zx, ∂zx)dσ, (7.1.1) and the Hamiltonian equal to the sum H ∂τ − i (g(∂ z x, ∂ z x) + g(∂zx, ∂zx))dσ, (7.1.2) just as in (6.3.3, 6.3.4) . Note that none of this involves B(., .). Diagonalizing the Hamiltonian, however, becomes problematic, as there is no obvious analogue of commuting pairs of bosons, ∂ z x j and ∂zx j .
7.2. Another possibility is to introduce what physicists call an H-flux. Fix a closed 3-form H on M . Pick a fine enough open cover {U j } and a collection of of 2-forms B j on U j so that dB j = H on U j and B i − B j is exact on U i ∩ U j . Given these data, we define L H to be a collection of Lagrangians {L j }, each L j defined over (jets in) U j by a familiar formula
Thanks to fact that L i − L j is exact, much of the above carries over to this case; see [Mal] for details. For example, canonical commutation relations is defined), are replaced with the globally defined
2.1)
Therefore L H defines a coisson algebra structure on J ∞ T * M S 1 different from the canonical one that we have used so far. This fits with the classification of CDOs [GMS1] recalled in sect. 2.6. Namely, an obvious morphism of complexes
M ). Since we work with quasiclassical objects (rather than quantum ones, as the case was in Part I), equivalence classes of coisson algebras are actually identified with the latter cohomology group (and are not only a torsor over the latter.) The algebra that corresponds to the image of H ∈ H 0 (M, Ω 3,cl M ) under this map is the one that we obtained via (7.2.1). Note that exactly because the Virasoro elements 7.1.1 are independent of B, a model with Hflux is conformally symmetric at the quasiclassical level. Diagonalization of the Hamiltonian, however, is again problematic, and so is quantization. In fact, it is known that a (quantum) σ-model with constant metric and H-flux on a torus is not conformally symmetric [Kap2] . 7.3. WZW. It is all the more remarkable then that there is an important case where the 2 problems we have just discussed ( caused by a nonconstant metric or H-flux ) happen to be each other's cure.
Let G be a compact simple Lie group. Define by (., .) a (unique up to proportionality) bilinear form on g = T e G. Then ( [., .] , .) is an invariant trilinear form on g. Let g(., .) and H denote the corresponding G-invariant metric and 3-form on G For any k ∈ C, consider L kH , the standard σ-model Lagrangian attached to g(., .) and H in sect. 7.2.
It is clear that the action of g on G on the left and on the right defines symmetries of L k/2H . Denote by j k l , j k r : g → O J∞T * G S 1 , the corresponding morphisms. The morphisms j 0 l and j 0 r are nothing but a composite of two canonical maps g action −→ T G ֒→ O J∞T * G S 1 , but they seem to be unrelated to the Virasoro algebras (7.1.1) and the Hamiltonian of the model.
