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Gene expression microarrays monitor the expression levels of thousands of genes in an experiment simultaneously. To utilize the
information generated, each of the thousands of spots on a microarray image must be properly quantiﬁed, including background cor-
rection. Most present methods require manual alignment of grids to the image data, and still often require additional minor adjustments
on a spot by spot basis to correct for spotting irregularities. Such intervention is time consuming and also introduces inconsistency in the
handling of data. A fully automatic, tested system would increase throughput and reliability in this ﬁeld. In this paper, we describe Wave-
Read, a fully automated, standalone, open-source system for quantifying gene expression array images. Through the use of wavelet anal-
ysis to identify the spot locations and diameters, the system is able to automatically grid the image and quantify signal intensities and
background corrections without any user intervention. The ability of WaveRead to perform proper quantiﬁcation is demonstrated by
analysis of both simulated images containing spots with donut shapes, elliptical shapes, and Gaussian intensity distributions, as well
as of standard images from the National Cancer Institute.
 2005 Elsevier Inc. All rights reserved.
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Recent advances in microarray technology have led to
an explosion in the amount of data available for under-
standing cellular function and pathways, with the potential
for revealing the underlying cellular behavior responsible
for disease [1–4]. Studies have already shown that it is pos-
sible in some cases to identify disease states more accurate-
ly using mRNA expression proﬁles than can be done using
classic pathology methods [5,6]. The fundamental idea of a
microarray experiment is to perform simultaneously thou-
sands of hybridizations of mRNA targets derived from the
experimental system (e.g., cells, tumors, etc.) to cDNA1532-0464/$ - see front matter  2005 Elsevier Inc. All rights reserved.
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slide. The targets, one control and one experimental, are
labeled with ﬂuorescent probes prior to hybridization, so
that for each experiment two microarray images are creat-
ed (each one corresponding to the hybridization signal of a
single probe). The images are then quantiﬁed and data
analysis is performed.
Many tools for statistical inference have been developed
for microarray measurements, including SAM [7], VERA-
andSAM [8], ANOVA techniques [9,10], Bayesian
approaches [11,12], and rank tests [13]. In addition, a num-
ber of data mining and statistical pattern recognition tech-
niques have been applied to microarray data (for a review,
see [14]). These included unsupervised techniques such as
hierarchical clustering [15], principal component analysis
[16], multidimensional scaling [17], Bayesian mixture mod-
els [18,19], and other clustering methods [20–24]. Super-
vised techniques have been used primarily for
classiﬁcation problems and include support vector
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number of wavelet methods have been applied for analyz-
ing the preprocessed data, including work determining cell
cycle and metabolic periodicities [27–29], normalization
[30], and analysis of array CGH measurements [31]. Suc-
cessful analysis of microarray data depends on proper
quantiﬁcation of microarray images, where the measured
ﬂuorescence levels must be converted from intensity to rel-
ative transcript level. Present methods accessible to most
academic and small laboratories inevitably involve signiﬁ-
cant user interaction, which both slows the high-through-
put process and introduces opportunity for bias, which
can seriously aﬀect data mining.
Some image analysis approaches limit user intervention,
such as the method of Yang et al. [32], that relies on the
presence of a batch of images where a ﬁrst image is manu-
ally gridded and the others are automatically adjusted if
they have a similar geometric structure. More recently,
Steinfath et al. [33] have introduced an approach based
on a histogram segmentation to detect the spots. Then,
projections along the axes locate the grid corners and per-
mit rotation correction. The gridding is done by dividing
the input image into blocks and using their vertical and
horizontal projections. In the work of Jain et al. [34], the
input image is directly projected along the axes and the grid
mapped using the set of local maxima of the projections.
Katzer et al. [35] reviewed the existing automatic gridding
methods and presented a segmentation algorithm formu-
lated on Markov random ﬁelds. Wavelets have also been
applied for some preprocessing of microarray images,
including denoising [36] and spot identiﬁcation using mod-
ulus maxima [37]. However, this latter method does not
include rotation correction, grid recovery that is required
on arrays with many low intensity spots, or automated
background estimation.
WaveRead is aimed to answer investigators’ needs and
provide part of a high-throughput microarray system.
The method derives its power from the application of
wavelet decomposition, which is used to segment the
microarray image into signal and background, estimate
spot diameters, and provide locations for recovery of grids
and sub-grids. Wavelet theory has been described in detail
[38] and has been applied in signal processing and imaging
applications such as denoising and compression [39] and
feature detection [40,41]. Wavelets consist of a signal
decomposition on a family of functions deﬁned by shifted
and elongated versions of the mother wavelet, which is usu-
ally a compact function of average 0. Unlike a Fourier
transform that decomposes the signal to be analysed on a
family of sine functions, which is well adapted to the
extraction of regularities of a signal, a wavelet transform
is more adapted to identiﬁcation of signal irregularities,
such as features of interest in an image (i.e., microarray
spots). In image processing, the wavelet decomposition is
equivalent to applying a quadrature mirror ﬁlter [42] in
two dimensions with high pass and low pass components
on the input image, and iteration reapplies the same ﬁlterat a higher frequency on generated images. Combining
wavelet analysis to identify spot locations and diameters
with additional steps provides a system that does spot
detection, spot size estimation, rotation correction, sub-
grid determination, and a link to spot identiﬁcations.
WaveRead provides an open-source, standalone micro-
array image analysis application that integrates array
design information and links ﬁnal image analysis results
to gene annotations.
2. Methods
2.1. Algorithm
For microarray image analysis, we incorporate a wavelet
ﬁlter described in [40] that is especially well adapted to fea-
ture detection in images. However, the wavelet is imple-
mented within a subroutine, and the code is annotated,
allowing users to incorporate other wavelets. The imple-
mented wavelet creates an approximation image A (low
pass in both dimensions) and three detail images in speciﬁc
directions, horizontal (H, high pass in the horizontal direc-
tion only), vertical (V, high pass in the vertical direction
only), and diagonal (D, high pass in both dimensions).
The approximation image is further analyzed by a second
pass through the wavelet transform, creating new detail
images. For microarray images, the presence of a spot in
the original image results in an identiﬁable signal in the
horizontal and vertical detail images from this second
transform. This signal is a set of localized parallel vertical
bands and parallel horizontal bands occurring simulta-
neously in the V and H detail images, respectively. Identi-
ﬁcation of those bands in both detail images guarantees the
detection of spots and avoids most detection of irregular
signals arising from scratches and dust.
There are ﬁve main steps in quantifying each image: (1)
rotation correction, (2) spot detection, (3) meta-grid identi-
ﬁcation, (4) sub-grid mapping, and (5) quantiﬁcation with
background estimation.
First, the input image is normalized so that the mini-
mum pixel is zero and the maximum pixel is 65,535 to
improve the signal for rotation correction and spot detec-
tion. Next, the input image relative to the array grid must
be accurately corrected for rotation (see Fig. 1). A series of
rotated images S 0 are created from the input image by
rotating in 2 increments between 10 and +10. For each
S 0, projections are made along the horizontal and vertical
axes. Each projection is autocorrelated and Fourier trans-
formed. To correct the rotation, we use the Fourier trans-
form of the projection along the largest dimension of the
input image to insure the best accuracy. The optimal angle
is the one that corresponds to a periodic signal in the auto-
correlation and that gives the highest amplitude in the sig-
niﬁcant peak (see Fig. 1C). After this rough correction, the
procedure is iterated on a [1, +1] interval centered on
the optimal angle retained previously with an increment
of 0.1 to obtain a ﬁner correction. The peak in the Fourier
(misaligned) (aligned)
A
C
B
Fig. 1. Proﬁles used in the rotation correction together with sample images. The functions used in the correction have been plotted in the case of a
misaligned image (left) and of a properly aligned image (right). (A) Projection along the longest axes of the microarray input image. (B) Autocorrelation of
the proﬁle, and (C) FFT of the autocorrelation. When the image is aligned, the FFT is characterized by a signiﬁcant maximum that gives the average
spacing.
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the periodicity of the spotting of the array horizontally
and vertically, respectively (fgrix and fgriy). We use this
periodicity to deﬁne a search window used later in the pat-
tern recognition stage to locate the spots.
Once the microarray has been rotated, the spots need to
be identiﬁed. To speed the computation, a variance ﬁlter is
applied to the input image so that the search for spot sig-
natures is only performed on areas were there is a local
maximum in the intensity. The variance ﬁlter is essentially
an averaging ﬁlter using a mask of size fgridx by fgridy fol-
lowed by a maxima detection stage where areas of size
fgridx by fgridy with variance below a certain threshold
are masked out, to avoid a feature search on low variance
regions. The image is then analyzed using a wavelet trans-form as described above, and the H and V detail images
from the ﬁrst A image are retained. Pattern recognition
on these images is used to ﬁnd the spots through identiﬁca-
tion of the characteristic double lines with uniform separa-
tion (see Fig. 2). To increase the processing speed, only
every other pixel in the H and V images is processed by
the pattern recognition routine. Each pixel is classiﬁed as
a spot center if it is at the center of the signals (extracted
from the H and V images) with two positive and two neg-
ative peaks of amplitude at least a1 and a2 separated by a
distance d (see Fig. 2). The acceptable values for d, a1,
and a2 permit proper grid detection for images, such as
those from the project normal data set [43] and NCI stan-
dard microarray images (http://dc.nci.nih.gov/dataSets/
geawQCandIA), as well as from Agilent microarrays.
Fig. 2. The pattern recognition analysis performed by the WaveRead system. After the rotation correction and the sub-grid separation, each image
corresponding to a sub-grid is analyzed separately by wavelet decomposition as described in the text, yielding two high pass images (the H and V detail
images). These are processed by a ﬁlter that operates on a small window applied over them. The ﬁlter extracts the central horizontal and vertical intensity
proﬁles on the area limited by the search window centered on the current pixel from the H and V images, respectively. The derived intensity proﬁles are
matched to those shown above, with limits on the maxima and minima of the allowed spacing between the peaks (d) and on the peak amplitudes (a1 and
a2). If the patterns are retained on both of the proﬁles, the pixel centered on the search window is classiﬁed as a candidate spot center. On the last step
before gridding, the closest candidate spots are averaged together to form the center of the detected spots. Once the spot centers have been obtained, an
initial irregular grid is constructed by keeping all the lines that aligned at least two spots. Then, a ﬁnal grid is placed on a constraint of regularity. The
undetected spots are ﬁlled in by identifying all grid points.
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entered by the user as parameters. Once all the pixels have
been classiﬁed as signal/nonsignal, they are clustered
together on a distance basis, and the center of each cluster
is retained as a spot center. Finally, we apply a spatial ﬁlter
that retains only the spots having at least two neighbors
separated appropriately by the grid spacings fgridx and
fgridy. This ﬁltering stage allows the suppression of extra
detections that could prevent the meta-gridding algorithm
from performing properly.
Next, the sub-grids or blocks (meta-grids) correspond-
ing to a printing group must be identiﬁed. At this stage,
we use the information provided by the user under the form
of a gene ID ﬁle that describes the spatial organization of
the microarray, to extract the number of sub-grids to be
found in the data. Meta-grid size mgridx and mgridy are
found by multiplications of the number of spots found
from the estimated spacing values fgridx and fgridy. Verti-
cal and horizontal histograms of the detections are extract-
ed and morphologically closed (i.e., a dilation followed by
an erosion) with a mask size of fgridx and fgridy, respec-
tively. This leads to a proﬁle where local minima corre-
sponding to the inter-grid spacing remain and minima
related to inter-spot spacing have been ﬁltered out. Meta-
grids are then separated by locating minima on sections
of size 2(mgridx) or 2(mgridy) on the morphologically
closed proﬁles.
Once the meta-grids have been detected, the next stage
is the sub-grid mapping. Each area separated in the previ-
ous step is processed separately as an individual imagematching a sub-grid (i.e., a pin group). Since not every
spot on the array is detected in the pattern recognition
stage, a grid is mapped to the input area by overlaying
the detected spots with a set of possible grids using
dynamic programming guided by regularity of spacing
to identify the locations of undetected spots. This allows
the elimination of some false positives that are detected
as spots but that do not fully align with other spots,
and it also locates spots with low signal intensity. This
procedure treats separately the vertical and horizontal
axes. The average spacing of the grid is calculated, spac-
ings that are far removed from the average (less than half
or greater than twice) are removed, and the average spac-
ing s is recalculated. The ﬁrst line is chosen, and then a
line is added at a space s from the ﬁrst line. If it matches
an existing line the cost is zero, while a mismatch results
in an increased cost. This is repeated until a line is added
near the last line of the grid. The method is then repeated
starting with the second line, the third, and so forth. The
regular grid with the lowest cost is chosen as the true grid
for the array. This is done for both the horizontal and
vertical grids.
The spot locations and radii (‘‘detection discs’’) are
determined by the separation of the lines (d in Fig. 2) deﬁn-
ing the pattern for spot detection where possible, and by
using a grid location and average radius where no direct
spot detection was made. The local background intensity
is estimated for each spot by creating a histogram of pixels
not in the detection discs for the area including the spot
and all immediately adjacent spots. The radius of the disk
G. Bidaut et al. / Journal of Biomedical Informatics 39 (2006) 379–388 383is estimated by measuring the distance between the maxima
on each of the vertical and the horizontal proﬁles (V and H
images). If there is no direct detection of a spot by the
wavelet analysis, an average radius is used. Practically this
makes little diﬀerence as undetected spots tend to be very
near background, and the background correction will
adjust for reading too much nonsignal. The spot intensity
is determined by integration over the disk area, subtracting
the background value for each pixel, giving a total signal.
Mean and median pixel intensities as well as standard devi-
ations are also determined. The local background intensity
is estimated by extracting the median of the histogram on
the pixel intensity in the local area of size 3 · 3 spots cen-
tered on the current spot with all signal pixels removed.
The kernel of WaveRead has been developed in C, and a
Java front-end using the Java Advanced Imaging interface
handles image display, loading and data visualization.
2.2. Application to simulated data
Two 16 bit gray TIFF image ﬁles are created, one in
each ﬂuorescent wavelength (typically cy3 and cy5), using
standard protocols including confocal or other scanning
techniques applied to a hybridized microarray (an example
protocol from the Stanford group can be found in [1]).
Those images are quantiﬁed and background corrected
separately by WaveRead, without any user inputs.A
D E
B
Fig. 3. Simulated microarray images. To quantify the system behavior under
diﬀerent types of spots on a background extracted from a real microarray. We
spots with a minimal amount of ﬂuorescence in the middle (D), and ‘‘donut-li
Table 1.The analysis described here has been tested on multiple
simulations with varying noise including ‘‘good’’ spots
(stepfunctions), donut-shaped spots, elliptical spots, and
Gaussian spots. In addition, the system was used for anal-
ysis on multiple images from a Genetic Microsystems
GMS418 Array Scanner (Aﬀymetrix, Santa Clara, CA) fol-
lowing hybridization of spotted microarrays with cy3 and
cy5 labeled targets, and images from Agilent arrays pro-
cessed on an Agilent G2565AA scanner.
For the simulations, the background of each image was
derived from a real microarray, and synthetic spots of var-
ious shapes and known values were superimposed on it
(round, elliptic, gaussian, donut, donut2–donut with no
central value), as shown in Fig. 3. Images were character-
ized by signal-to-noise ratios (SNRs) ranging from 21.0
for the gaussian spots to 10.9 for the donut2 spots (worse).
For each image, WaveRead automatically separated the
sub-grids, determined the spot diameters, and background.
The noise level was then systematically increased to probe
how WaveRead handles poorer quality images, until the
levels shown in Fig. 5 where noise levels were seven times
normal for the donut-shaped spots with no central intensity
(panel E) and 30 times normal for the others. SNRs ranged
from a median value of 2.63 (best) for the gaussian spots to
1.76 for the elliptical spots (worse). Table 1 summarizes
median, minimum, and maximum SNR values for the ser-
ies of plotted images.C
diﬀerent types of signal, we created microarray images by superimposing
simulated plain round spots (A), elliptical (B), Gaussian (C), ‘‘donut-like’’
ke’’ spots with no ﬂuorescence in the middle (E). SNR levels are given in
Table 1
Signal-to-noise ratio measurements for simulated images
Round Elliptic Gaussian Donut Donut2
SNR Fig. 3 (normal noise)
Median 20.5 14.0 21.0 15.7 10.9
Min 0.086 0.059 0.088 0.066 0.046
Max 41.8 28.6 42.7 32.0 22.1
SNR Fig. 5 (maximum noise)
Median 2.57 1.76 2.62 1.97 3.01
Min 0.011 0.007 0.011 0.008 0.013
Max 5.24 3.58 5.35 4.01 6.13
The median, minimum, and maximum signal-to-noise ratios are given for
the simulated images in Figs. 3 and 5, with the median representing a
typical spot and the maximum and minimum values giving the range over
the full array.
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The system was also tested by analysis of the NCI stan-
dard microarray images. Those images were especially gen-
erated for the purpose of being reference images to compare
diﬀerent quantiﬁcation methods. They are organized into
two sets of 70 microarrays from diﬀerent manufacturers.
Each set compares human tissues from heart, brain, and
placenta with diﬀerent types of cancer. They have been
properly quantiﬁed by NCI using GenePix. In each case
the system automatically identiﬁed many of the spots, cor-
rectly produced the proper grid, and read all values and
backgrounds. This included numerous low quality images
with signiﬁcant artifactual signals from dust or scratches
as well as poor background. The computation time includ-
ing rotation correction for a 10 Mbyte TIFF image from
NCI organized in four sub-grids containing a total of
10,000 spots is about 200 s on a 800 MHz Pentium III Linux0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Fig. 4. Scatter plots corresponding to the microarray images shown in Fig. 3. T
generated with the image. All the spots are properly handled by the system, asystem, and depends linearly with the image size, number of
pixels in the search window, and number of spots.
3. Results
3.1. Application to simulated data
The simulations on the synthetic microarrays gave
good results. For the images in Fig. 3, the scatter plots
of measured intensity vs known intensity are shown in
Fig. 4. The correlations for all images are excellent, with
correlation coeﬃcients ranging from 0.957 for donut-
shaped spots with no central intensity (panel E) to
0.999 for elliptical and round spots (panels A and B).
For the increased noise levels, the quality of the quanti-
ﬁcation decreased slightly with increasing noise for the
round, elliptical, and Gaussian spots, while for the
donut-shaped spots the decrease was sharper. For donuts
with some inner intensity (typical of those seen in micro-
array images), the decrease was uniform with noise.
However, for donuts with no central intensity, there
was a sudden loss of ﬁdelity when the noise level reached
eight times the typical noise level seen (SNR  5). At this
point the gridding failed, resulting in the grid size being
misestimated (25 · 20 instead of 24 · 24). This illustrates
one of the advantages of WaveRead: gross misestimation
of transcript levels corresponds to incorrect gridding, a
parameter that can be checked automatically while read-
ing a series of images. Fig. 6 shows the scatter plots of
measured intensity vs known intensity for the images in
Fig. 5.
The ﬁdelity of the reading was further studied by cal-
culating the correlation coeﬃcient between the known
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Fig. 5. Simulated microarray images with higher noise. The same types of spots are generated and superimposed on a real background with 30 times the
normal level of noise for (A), (B), and (C). The ‘‘donut-like’’ spots (D) and (E) are simulated at 7 times the normal level of noise. SNR levels are given inTable 1.
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correspond to those in Fig. 5.
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relation remains excellent even at high noise for well-de-
ﬁned spots (round, elliptical, Gaussian), with some
decrease in ﬁdelity for typical donut spots. For donut
spots with no central intensity, as noted earlier, the loss
of ﬁdelity is dramatic but easily identiﬁed from the incor-
rect gridding.3.2. Application to NCI gold standard images
We tested the system by comparing the results for auto-
matic quantiﬁcation of the NCI test images, available at
http://dc.nci.nih.gov/dataSets/geawQCandIA, with values
determined by NCI. The results for the normalized values
from the two methods are plotted in Fig. 8. The values read
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2 = 0.98 for WaveRead and Icommercial = 1.077INCI with R
2 = 0.97 for the commercial
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dard values determined by NCI when compared by linear
regression of the corrected WaveRead intensity estimates
against the NCI gold standard values (IWaveRead = 1.017
INCI, R
2 = 0.98, where IWaveRead is the WaveRead estimate
of spot intensity, INCI is the NCI gold standard value, and
R2 provides the correlation coeﬃcient). In addition, we
read the microarray images with a widely used commercial
product and compared the results to the NCI measure-
ments. The results gave a similar ﬁt and correlation in lin-
ear regression analysis to the automatic reading by the
wavelet system (Icommercial = 1.077 INCI, R
2 = 0.97, where
Icommercial is the commercial program estimate of spot
intensity) although with much more manual intervention
in grid alignment and sub-grid identiﬁcation required by
the user.4. Conclusion
WaveRead provides a reliable and fast tool for the high-
throughput analysis of microarray images. Presently, a
great deal of time and eﬀort is required to obtain high-
quality, reproducible measurements from microarray imag-
es. Present methods used in academic laboratories general-
ly involve manual placing of grids and ﬂagging of spots,
which can introduce potential bias that feeds into later data
mining. WaveRead is designed to avoid both the eﬀort of
manual placement of grids and detection discs and the
potential introduction of bias.
WaveRead uses a number of mathematical methods to
correctly locate and measure each spot on the microarray.
An initial correction for misalignment of the array with the
image is performed by autocorrelation and Fourier analy-
G. Bidaut et al. / Journal of Biomedical Informatics 39 (2006) 379–388 387sis of the projections of the input image. The sub-grids are
also determined by auto-correlation of the projections. For
each sub-grid, a wavelet decomposition of the correspond-
ing area of the input image is performed and used as a two
dimensional edge detector. The spot radii are estimated
using the edges detected during the wavelet decomposition
stage. The grid is determined by a simple dynamic pro-
gramming method with a strong constraint on the regular-
ity of the grid to ensure that the best possible grid is
retained. Finally the spots and background are measured
by using the estimated radii for image segmentation, with
the background being estimated by the median of the local
background. The accuracy of the quantiﬁcation has been
veriﬁed both by simulation and by analysis of the NCI
standard.
Here, we propose a new method that does not require
any user intervention, can rectify misaligned images, and
support microarrays with multiple sub-grids. The source
code and executables are available on the Fox Chase Bio-
informatics website.2
Acknowledgments
We thank Drs. R. Randy Hardy and Andrew K. God-
win of the Fox Chase Cancer Center for providing images
for tuning our analysis system. This work was supported
by the National Institutes of Health, National Cancer
Institute (Comprehensive Cancer Center Core Grant
CA06927 to R. Young, Ovarian SPORE P50 CA83638 pi-
lot grant to M.F.O.) and the Pew Foundation. We
acknowledge the assistance of the Bioinformatics and
Microarray Facilities at Fox Chase Cancer Center as well.
References
[1] Spellman PT, Sherlock G, Zhang MQ, Iyer VR, Anders K, Eisen
MB, et al. Comprehensive identiﬁcation of cell cycle-regulated genes
of the yeast Saccharomyces cerevisiae by microarray hybridization.
Mol Biol Cell 1998;9(12):3273–97.
[2] Iyer VR, Eisen MB, Ross DT, Schuler G, Moore T, Lee JCF, et al.
The transcriptional program in the response of human ﬁbroblasts to
serum. Science 1999;283(5398):83–7.
[3] Diehn M, Eisen MB, Botstein D, Brown PO. Large-scale identiﬁca-
tion of secreted and membrane-associated gene products using DNA
microarrays. Nat Genet 2000;25(1):58–62.
[4] Ross DT, Scherf U, Eisen MB, Perou CM, Rees C, Spellman P, et al.
Systematic variation in gene expression patterns in human cancer cell
lines. Nat Genet 2000;24(3):227–35.
[5] Alizadeh AA, Eisen MB, Davis RE, Ma C, Lossos IS, Rosenwald A,
et al. Distinct types of diﬀuse large B-cell lymphoma identiﬁed by
gene expression proﬁling. Nature 2000;403(6769):503–11.
[6] Golub TR, Slonim DK, Tamayo P, Huard C, Gaasenbeek M,
Mesirov JP, et al. Molecular classiﬁcation of cancer: class discovery
and class prediction by gene expression monitoring. Science
1999;286(5439):531–7.
[7] Tusher VG, Tibshirani R, Chu G. Signiﬁcance analysis of micro-
arrays applied to the ionizing radiation response. Proc Natl Acad Sci
USA 2001;98(9):5116–21.2 http://bioinformatics.fccc.edu/software/software_open.shtml.[8] Ideker T, Thorsson V, Siegel AF, Hood LE. Testing for diﬀerentially-
expressed genes by maximum-likelihood analysis of microarray data.
J Comput Biol 2000;7(6):805–17.
[9] Kerr MK, Martin M, Churchill GA. Analysis of variance for gene
expression microarray data. J Comput Biol 2000;7(6):819–37.
[10] Kerr MK, Afshari CA, Bennett L, Bushel P, Martinez J, Walker NJ,
et al. Statistical analysis of a gene expression microarray experiment
with replication. Stat Sinica 2002;12(1):203–18.
[11] Newton MA, Kendziorski CM, Richmond CS, Blattner FR, Tsui
KW. On diﬀerential variability of expression ratios: improving
statistical inference about gene expression changes from microarray
data. J Comput Biol 2001;8(1):37–52.
[12] Parmigiani G, Garrett E, Anbazhagan R, Gabrielson E. A statistical
framework for expression-based molecular classiﬁcation in cancer. J
Roy Stat Soc B 2002;64:717–36.
[13] Troyanskaya OG, Garber ME, Brown PO, Botstein D, Altman RB.
Nonparametric methods for identifying diﬀerentially expressed genes
in microarray data. Bioinformatics 2002;18(11):1454–61.
[14] Ochs MF, Godwin AK. Microarrays in cancer: research and
applications. Biotechniques 2003;34:S4–S15.
[15] Eisen MB, Spellman PT, Brown PO, Botstein D. Cluster analysis and
display of genome-wide expression patterns. Proc Natl Acad Sci USA
1998;95(25):14863–8.
[16] Alter O, Brown PO, Botstein D. Singular value decomposition for
genome-wide expression data processing and modeling. Proc Natl
Acad Sci USA 2000;97(18):10101–6.
[17] Khan J, Simon R, Bittner M, Chen Y, Leighton SB, Pohida T, et al.
Gene expression proﬁling of alveolar rhabdomyosarcoma with
cDNA microarrays. Cancer Res 1998;58(22):5009–13.
[18] Medvedovic M, Sivaganesan S. Bayesian inﬁnite mixture model
based clustering of gene expression proﬁles. Bioinformatics
2002;18(9):1194–206.
[19] Medvedovic M, Yeung KY, Bumgarner RE. Bayesian mixture model
based clustering of replicated microarray data. Bioinformatics 2004.
[20] Gasch AP, Eisen MB. Exploring the conditional coregulation of yeast
gene expression through fuzzy k-means clustering. Genome Biol
2002;3(11):RESEARCH0059.
[21] Getz G, Levine E, Domany E. Coupled two-way clustering analysis
of gene microarray data. Proc Natl Acad Sci USA
2000;97(22):12079–84.
[22] Ben-Dor A, Shamir R, Yakhini Z. Clustering gene expression
patterns. J Comput Biol 1999;6(3–4):281–97.
[23] Heyer LJ, Kruglyak S, Yooseph S. Exploring expression data:
identiﬁcation and analysis of coexpressed genes. Genome Res
1999;9(11):1106–15.
[24] Lukashin AV, Fuchs R. Analysis of temporal gene expression
proﬁles: clustering by simulated annealing and determining the
optimal number of clusters. Bioinformatics 2001;17(5):405–14.
[25] Brown MP, Grundy WN, Lin D, Cristianini N, Sugnet CW, Furey
TS, et al. Knowledge-based analysis of microarray gene expression
data by using support vector machines. Proc Natl Acad Sci USA
2000;97(1):262–7.
[26] Khan J, Wei JS, Ringner M, Saal LH, Ladanyi M, Westermann F,
et al. Classiﬁcation and diagnostic prediction of cancers using gene
expression proﬁling and artiﬁcial neural networks. Nat Med
2001;7(6):673–9.
[27] Klevecz RR, Dowse HB. Tuning in the transcriptome: basins
of attraction in the yeast cell cycle. Cell Prolif
2000;33(4):209–18.
[28] Klevecz RR. Dynamic architecture of the yeast cell cycle uncovered
by wavelet decomposition of expression microarray data. Funct
Integr Genomics 2000;1(3):186–92.
[29] Klevecz RR, Bolen J, Forrest G, Murray DB. A genomewide
oscillation in transcription gates DNA replication and cell cycle. Proc
Natl Acad Sci USA 2004;101(5):1200–5.
[30] Wang J, Ma JZ, Li MD. Normalization of cDNA microarray data
using wavelet regressions. Comb Chem High Throughput Screen
2004;7(8):783–91.
388 G. Bidaut et al. / Journal of Biomedical Informatics 39 (2006) 379–388[31] Wang J, Meza-Zepeda LA, Kresse SH, Myklebost O. M-CGH:
analysing microarray-based CGH experiments. BMC Bioinformatics
2004;5(1):74.
[32] Yang Y, Buckley M, Dudoit S, Speed TP. Comparison of methods
for image analysis on cDNA microarray data. Berkeley Technical
Report 2000;584.
[33] Steinfath M, Wruck W, Seidel H, Lehrach H, Radelof U, OBrien J.
Automated image analysis for array hybridization experiments.
Bioinformatics 2001;17(7):634–41.
[34] Jain AN, Tokuyasu TA, Snijders AM, Segraves R, Albertson DG,
Pinkel D. Fully automatic quantiﬁcation of microarray image data.
Genome Res 2002;12(2):325–32.
[35] Katzer M, Kummert F, Sagerer G. Methods for automatic micro-
array image segmentation. IEEE Trans Nanobioscience
2003;2(4):202–14.
[36] Wang XH, Istepanian RSH, Song YH. Microarray image enhance-
ment by denoising using stationary wavelet transform. IEEE Trans
NanoBioscience 2003;2(4):184–9.[37] Wang XH, Istepanian RSH, Song YH. Application of wavelet
modulus maxima in microarray spots recognition. IEEE Trans
NanoBioscience 2003;2(4):190–2.
[38] Mallat S. A theory of multi-resolution signal decomposition: the
wavelet decomposition. IEEE Trans Pattern Anal Mach Intell
1989;11:674–93.
[39] Meyer Y, Ryan RD. Wavelets: algorithms and applications. Phila-
delphia: Society for Industrial and Applied Mathematics; 1993.
[40] Garcia C, Tziritas G. Face detection using quantized skin color,
regions merging, and wavelet packet analysis. IEEE Trans on
Multimed 1999;1(3):264–77.
[41] Garcia C, Zikos G, Tziritas G. Wavelet packet analysis for face
recognition. Images and Vision Comput 2000;18:289–97.
[42] Strang G, Nguyen T, Nguyen T. Wavelets and ﬁlter banks. Wellesley,
MA: Wellesley-Cambridge Press; 1996.
[43] Pritchard CC, Hsu L, Delrow J, Nelson PS. Project normal: deﬁning
normal variance in mouse gene expression. Proc Natl Acad Sci USA
2001;98(23):13266–71.
