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Asymptotic Equivalence of Quantum Stochastic
Models
Luc Bouten1, John E. Gough 1,2
Abstract
We introduce the notion of perturbations of quantum stochastic mo-
dels using the series product, and establish the asymptotic convergence of
sequences of quantum stochastic models under the assumption that they
are related via a right series product perturbation. While the perturb-
ing models converge to the trivial model, we allow that the individual se-
quences may be divergent corresponding to large model parameter regimes
that frequently occur in physical applications. This allows us to introduce
the concept of asymptotically equivalent models, and we provide several
examples where we replace one sequence of models with an equivalent one
tailored to capture specific features.
These examples include: a series product formulation of the principle
of virtual work; essential commutativity of the noise in strong squeezing
models; the decoupling of polarization channels in scattering by Faraday
rotation driven by a strong laser field; and an application to quantum
local asymptotic normality.
1) Visiting scholar, Institut Henri Poincare´, 11 rue Pierre et Marie Curie,
75231 Paris Cedex 05, France.
2) Institute for Mathematics, Physics and Computer Science, Aberystwyth
University, Aberystwyth, Ceredigion, SY23 3BZ, Wales
1 Introduction
The Hudson-Parthasarathy theory of quantum stochastic evolutions with Fock-
space noise [1, 2], has been applied to various open quantum models. Quantum
stochastic differential equations (QSDEs) arise via a weak coupling procedure
[3, 4] and are widely used in the field of quantum optics. Together with the
quantum input-output theory of Gardiner-Collett [5, 6], the quantum filtering
theory of V.P. Belavkin [7, 8], and the results on adiabatic elimination [9, 10],
this lays the bedrock for a powerful new theory of quantum feedback networks
[11, 12] that allows for a description of interconnected quantum components
communicating via quantum fields.
In many physical applications, specific parameters may be very large or
very small. This motivates a study of the limit behavior of quantum stochastic
models in extreme parameter limit regimes. Often we would like to replace
1
the original model with one which is asymptotically equivalent, but where the
dominant terms are more clearly defined, or where desired characteristics are
more transparent. In this paper, we show that perturbing a (possibly divergent)
sequence of models using a right series product [11, 12] construction leads to a
natural class of asymptotically equivalent models.
We consider perturbations to the coefficients of unitary quantum stochastic
differential equations, arising through the right series product, which converge to
the neutral element in the uniform topology. It turns out (Theorem 3) that the
perturbed and unperturbed models are asymptotically equivalent in the sense
that the difference between the unitary processes they generate is asymptotically
convergent in the strong topology. We make use of the Trotter-Kato Theorem
in the proof, essentially using the graph convergence of the generators to show
the uniform convergence of certain semigroups associated to the unitaries. The
proof is completed by a density argument on the Fock space.
As applications of our main result, we consider a diverse array of examples.
An example arising from a concrete physical problem is the strong squeezing
limit in quantum optics: here a desirable feature of the model is that one quadra-
ture of the field dominates and one would like to replace the original model with
an equivalent one where only this quadrature appears explicitly. Theorem 3
makes this replacement precise, and also leads to a new Hamiltonian term indi-
cating the squeezing effect. A second concrete example comes from the Faraday
rotation of y-polarized light into the x-polarization direction by a cold atom
gas. Here we show that in the weak rotation and strong driving regime the x
and y polarization directions decouple, again by replacing the original sequence
of models with an appropriately decoupled asymptotically equivalent sequence.
We also apply Theorem 3 to more general principles. We elucidate the
principle of virtual work for open quantum systems [20] by reformulating the
model variation as a left series product perturbation, and show that vanishing
perturbations lead to convergence of the corresponding evolutions. Finally, we
show how quantum local asymptotic normality [22] may be treated within our
framework. Here we consider a family of open quantum system models param-
eterized by an unknown parameter θ. We assume a central limit type scaling
θ = θ0+
v√
n
on the parameter θ, with standard assumptions on the Taylor series
expansion of the QSDE coefficients about θ0. In addition, we take the long time
limit t →֒ nt. In the large n limit, we obtain an equivalent asymptotic model
based on the truncated Taylor expansion. The series product structure of the
perturbation nicely demonstrates the appearance of extra Hamiltonian terms.
The remainder of this article is organized as follows. In Section 2, we recall
the Hudson-Parthasarathy theory of QSDEs [1] and the related SLH modeling.
Here the notion of perturbations via the series product is introduced, along
with the notion of asymptotically equivalent models. Moreover, this section
formulates the main result, Theorem 3. In Section 3 we prove the Theorem.
The examples, representing applications of our main result, are then presented
in Section 4.
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2 The series product of quantum Markov sys-
tems
2.1 Quantum stochastic process description
We begin with a description of a quantum Markovian system, colloquially called
an SLH model, see Figure 1, which may be considered as a single component in
a quantum network. It is prescribed by fixing the Hilbert space of the system h
the multiplicity n of quantum inputs so that the noise space is is the Fock space
F = Γ
(
L2K (R, dt)
)
,
where Γ (·) is the bosonic Fock space functor and K = Cn is the multiplicity
space, and finally the collection of operators G ∼ (S,L,H) with
S ,
 S11 . . . S1n... ...
Sn1 · · · Snn
 , L ,
 L1...
Ln
 ,
and H self-adjoint.
✛ ✛❞ ❞
inputs
system
G
outputs
Figure 1: input-output component
With the specification G ∼ (S,L,H), we have a quantum stochastic evolu-
tion, {UG(t) : t ≥ 0} which is the adapted unitary quantum stochastic process
on h⊗F in the sense of Hudson and Parthasarathy [1] occurring as the solution
to the quantum stochastic differential equation (QSDE)
dUG = (dG)UG, UG (0) = 1, (1)
where
dG (t) = (Sij − δij)⊗ dΛij (t) + Li ⊗ dA∗i (t)
−L∗iSij ⊗ dAj (t) +K ⊗ dt, (2)
where
K = −1
2
L∗iLi − iH. (3)
Note that
K +K∗ = L∗iLi. (4)
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Here we encounter Ito differentials with respect to the fundamental process of
scattering, creation, annihilation and time on the Fock space. To recall, we fix
the standard orthonormal basis {ej : j = 1, · · · , n} for K = Cn and take Ai (t) ,
A
(
ei ⊗ 1[0,t]
)
and A∗i (t) , A
∗ (ei ⊗ 1[0,t]) to be the operators describing the
annihilation and creation of a quantum in the ith channel over the time interval
[0, t], respectively; the operator describing the scattering from the jth channel
to the ith channel over the time interval [0, t] is Λij (t) which is the differential
second quantization of the tensor product on K ⊗ L2[0,∞) of |ei〉〈ej | tensored
with the operator of multiplication by 1[0,t].
Operators on the system evolve according to jt (X) , U
∗
G (t) [X ⊗ 1]UG (t),
and we have
djt (X) = jt (L (X)) dt+ jt(S
∗
ji [X,Lj])dA
∗
i + jt ([L
∗
i , X ]Sij) dAj
+jt
(∑
k
S∗kiXSkj − δijX
)
dΛij(t), (5)
with the Lindblad generator
L (X) ,
1
2
L∗i [X,Li] +
1
2
[L∗i , X ]Li − i [X,H ] ≡ L∗iXLi −K∗X −XK. (6)
The output fields are defined by Aouti (t) , U
∗
G (t) [1⊗Ai (t)]UG (t), and we
have
dAouti (t) = jt (Sij) dAj (t) + jt (Li) dt. (7)
We can put two such open systems in cascade, see Figure 2, where the output
of G1 is fed in as the input of G2 under the limit where the time of propagation
between the components vanishes. Here we obtain the reduced quantum Markov
component, Gseries, with
Sseries = S2S1, (8)
Lseries = L2 + S2L1, (9)
Hseries = H1 +H2 + Im {L∗2S2L1} . (10)
✛ ✛ ✛❡ ❡❡ ❡G2 G1
Figure 2: Systems in series/cascade
In the case of two cascaded systems with Hilbert spaces hi, (i = 1, 2), then
we have the joint Hilbert space h ∼= h1 ⊗ h2 and we should interpret G1 ≡
(S1 ⊗ I2, L1 ⊗ I2, H1 ⊗ I2), etc. However, the expression Gseries makes sense
even if we do not have this factorization: that is, we cannot separate out the
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internal degrees of freedom of the two components and should look at this as a
double-pass through the same single component first via coupling G1 and then
via G2, see Figure 3.
✛ ✛❞ ❞
✛ ✛❞ ❞
inputs
G2
G1
outputs
Figure 3: The series product G2 ⊳ G1 as double-pass through the same
component.
In this more general setting, we say that we have an associative, non-
commutative product defined, on the set of all models with the same system
Hilbert space, h, and multiplicity space, K, by
G2 ⊳ G1 ≡ Gseries. (11)
We refer to this as the series product, and it is a group law with identity E ∼
(IK, 0, 0). The inverse of the series product is well defined: G ∼ (S,L,H) has
G−1 ∼ (S∗,−S∗L,−H) with G−1 ⊳ G = E = G ⊳ G−1.
Remark 1 An alternative convention is to represent the model as G ∼ [S,L,K]
where the non-selfadjoint damping operator K is used instead of H. The series
product for this representation takes the form
[S2, L2,K2] ⊳ [S1, L1,K1] = [S2S1, L2 + S2L1,K1 +K2 − L∗2S2L1] . (12)
Definition 2 Given a model G ∼ (S,L,H) and δG ∼ (δS, δL, δH) another
model with the same system Hilbert space, h, and multiplicity space, K. Then we
say that a left/right series product perturbation of G by δG is given by δG ⊳ G,
G ⊳ δG, respectively.
For a perturbation δG ∼ (eiδΘ, δL, δH) we obtain the right series product
perturbation of G ∼ (S,L,H) given by
G˜ = G ⊳ δG
=
(
SeiδΘ, L+ SδL, H + δH + Im {L∗SδL})
≡ (S˜, L˜, H˜). (13)
We now state our main result.
Theorem 3 Let (G(k))k be a sequence of models with the same system Hilbert
space, h, and multiplicity space, K. Let (δG(k))k be a sequence of perturbations of
the form δG(k) ∼
(
eiδΘ
(k)
, δL(k), δH(k)
)
with the property that limk→∞ δG(k) =
E ∼ (I, 0, 0) in the uniform topology (i.e., in the operator norm). Then, for all
Ψ ∈ h⊗ F, we have
lim
k→∞
‖(UG(k)(t)− UG(k)⊳δG(k)(t))Ψ‖ = 0. (14)
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Note that Theorem 3 leaves open the possibility that the sequence of unper-
turbed systems, (G(k))k, need not have a well defined limit. This is intentional,
and will be exploited in applications.
In the Theorem we took the series product perturbation on the right. This
turns out to be more natural. We could also consider left series product pertur-
bations: G˜(k) = δG(k) ⊳ G(k), however, we now need the following expression
δK(k) + L(k)∗
(
eiδΘ
(k) − 1
)
L(k) +
(
δL(k)
)∗
eiδΘ
(k)
L(k) − L(k)∗δL(k)
+α∗S(k)∗
[(
eiδΘ
(k) − 1
)
L(k) + δL(k)
]
−
[
L(k)∗
(
eiδΘ
(k) − 1
)
+ δL(k)eiδΘ
(k)
]
S(k)α
+α∗S(k)∗
(
eiδΘ
(k) − 1
)
S(k)α, (15)
to vanish as k → ∞ in the uniform topology (i.e., the operator norm) for each
α ∈ C. Note that there are terms such as L(k)∗ δL(k) appearing in (15) which
needs to be examined in detail since they may have competing scalings: the
divergence of L(k) may compensate for the smallness of δL(k) for large k. This
will then lead to the vanishing of (15) becoming a nontrivial condition to be
checked. For this reason, we prefer to work with the right perturbations. In
the special case where we consider perturbations about a fixed model G(k) = G,
then the condition δG(k) → E ∼ (I, 0, 0) uniformly suffices to ensure that (15)
vanishes. We summarize this in the following corollary.
Corollary 4 Let G be a fixed model with the system Hilbert space, h, and mul-
tiplicity space, K. Let (δG(k))k be a sequence of perturbations δG
(k) with the
property that limk→∞ δG(k) = E ∼ (I, 0, 0) uniformly. Then, for all Ψ ∈ h⊗ F,
we have
lim
k→∞
‖(UG(t)− UG˜(k)(t))Ψ‖ = 0, (16)
where G˜(k) is the left/right series product perturbation of G by δG(k).
We note that a result related to the corollary has been obtained by Lindsay
and Wills [13] for the case of perturbations about a fixed model. Since they
worked in the more general framework of contraction co-cycles (instead of uni-
taries) their results entail a weaker mode of convergence, namely in the weak
operator topology.
Theorem 3 motivates the following definition.
Definition 5 Let (G(k))k and (G˜
(k))k be sequences of models with the same
system Hilbert space h and multiplicity space K. The sequences are asymptot-
ically equivalent if there exists a sequence (δG(k))k converging to E such that
G˜(k) = G(k) ⊳ δG(k).
Evidently, asymptotically equivalent sequences of models satisfy equation
(14).
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3 Proof of the main result
The displacement operator Wα(t) = e
∑
j
[αjAj(t)
∗−α∗jAj(t)], for α ∈ Cn, is the
solution to the QSDE
dWα (t) =
{
αjdAj (t)
∗ − α∗jdAj (t)−
1
2
|αj |2 dt
}
Wα (t) , (17)
equal to the identity at time zero. We may think of Wα (t) as the unitary
obtained from the QSDE with the SLH coefficients (In, α, 0). For a generator
G ∼ [S,L,K], we may perturb it with the generator of the displacement by
means of the series product to get
G(α) = G ⊳
[
In, α,−1
2
|α|2
]
∼
[
S,L+ Sα,K − 1
2
|α|2 − L∗Sα
]
. (18)
Likewise, for a perturbed model G˜ we may form G˜(α) = G˜ ⊳
[
In, α,− 12 |α|
2
]
.
Lemma 6 Let Tt be defined by the partial trace over the Fock space as follows
Tt(X) , trF
{
Ih ⊗ |Ω〉〈Ω|UG˜(α)(t)∗(X ⊗ IF)UG(α)(t)
}
, (19)
where Ω is the Fock vacuum vector. Then (Tt)t≥0 is a norm continuous one-
parameter semigroup.
Proof. The semigroup property of Tt follows immediately from the cocycle
property (w.r.t. the shift) of U
G˜(α)(t) and UG(α)(t). Since the conditional
expectation given by the partial trace is norm-contractive and U
G˜(α)(t) and
UG(α)(t) are unitary, we have
‖Tt(X)‖ ≤
∥∥∥UG˜(α)(t)XUG(α)(t)∥∥∥ ≤ ∥∥∥UG˜(α)(t)∥∥∥ ‖X‖∥∥UG(α)(t)∥∥ ≤ ‖X‖, (20)
and hence Tt is norm-contractive. Note that due to the boundedness of all
coefficients in the QSDEs for U
G˜(α)(t) and UG(α)(t), it follows immediately that
the generator of Tt is bounded. This means that Tt is norm-continuous.
Lemma 7 Let Gi ∼ [Si, Li,Ki] then
d
(
UG2 (t)
∗
(X ⊗ IF)UG1(t)
)
= UG2 (t)
∗
[
(K∗2X +XK1 + L
∗
2XL1)⊗ IF
]
UG1(t) dt+ · · ·
where the remaining terms are proportional to dΛij , dAi, dA
∗
j .
This follows directly from the quantum Ito¯ calculus.
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Proposition 8 For a given model G and a right series product perturbation
G˜ = G ⊳ δG, where δG ∼ (eiδΘ, δL, δH), we consider the displaced models
G (α) and G˜ (α) as in (18).
d
{
U
G˜(α)(t)
∗(X ⊗ IF)UG(α)(t)
}
= U
G˜(α)(t)
∗
[
(K∗ + δK∗ − δL∗S∗L− α∗e−iδΘS∗L− α∗e−iδΘδL)X
+X (K − L∗Sα)
+
(
L∗ + δL∗S∗ + α∗e−iδΘS∗
)
XL+ Sα)
]
⊗ IF UG(α)(t) dt+ · · ·
where δK = −iδH− 12 (δL)∗δL, and again the remaining terms are proportional
to dΛij , dAi, dA
∗
j .
Proof. We have already G(α) ∼
[
S,L+ Sα,K − 12 |α|2 − L∗Sα
]
while
G˜(α) =
[
SeiδΘ, L+ SδL,K + δK − L∗SδL] ⊳ [I, α,−1
2
|α|2
]
=
[
SeiδΘ, L+ SδL+ SeiδΘα,
K + δK − L∗SδL− L∗SeiδΘα− (δL)∗ eiδΘα− 1
2
|α|2
]
.
The result now follows from Lemma 7.
Lemma 9 For the models G (α) and G˜ (α) with G˜ = G ⊳ δG, we have
d
{
U
G˜(α)(t)
∗UG(α)(t)
}
= U
G˜(α)(t)
∗
[
δK∗
−α∗e−iδΘδL+ (δL)∗α+ α∗ (e−iδΘ − 1)α]UG(α)(t)} dt+ · · ·
where again the remaining terms are proportional to dΛij , dAi, dA
∗
j .
This follows immediately from Proposition 8 and the identity (4). Note that,
specifically
δK = −iδH − 1
2
(δL)
∗
δL. (21)
The steps in this section may be retraced for the left series product perturbation
leading to the more involved term corresponding to (15).
We now have the following immediate corollary to Lemma 9 .
Corollary 10 Let L be the generator of the semigroup Tt. Then if the pertur-
bation becomes trivial, that is δG → E uniformly, then L (I) → 0 uniformly.
(This means that L vanishes on the Banach algebra B0 ≡ C I.)
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We now turn to the proof of Theorem 3. We rely heavily on the Trotter-Kato
theorem [15, 16]. We have taken the formulation of the Trotter-Kato theorem
from [19, Thm 3.17, page 80].
Theorem 11 (Trotter-Kato Theorem) Let B be a Banach space and let B0
be a closed subspace of B. For each n ≥ 0, let T (n)t be a strongly continuous
one-parameter contraction semigroup on B with generator L (n). Moreover, let
Tt be a strongly continuous one-parameter contraction semigroup on B0 with
generator L . Let D be a core for L . The following conditions are equivalent:
1. For all X ∈ D there exist X(n) ∈ Dom (L (n)) such that
lim
n→∞
X(n) = X, lim
n→∞
L
(n)
(
X(n)
)
= L (X).
2. For all 0 ≤ s <∞ and all X ∈ B0
lim
n→∞
{
sup
0≤t≤s
∥∥∥T (n)t (X)− Tt(X)∥∥∥} = 0.
Let (G(k))k be a sequence of models with the same system Hilbert space,
h, and multiplicity space, K = Cn, along with a sequence of perturbations,
(δG(k))k. We take (G˜
(k))k to be the sequence of models obtained by right series
perturbation: G˜(k) = G(k) ⊳ δG(k).
Proof. [of Theorem 3] Let T
(k,α)
t be defined by
T
(k,α)
t (X) , trF
{
Ih ⊗ |Ω〉〈Ω|UG˜(k)(α)(t)∗(X ⊗ IF)UG(k)(α)(t)
}
. (22)
From Lemma 6 we have that T
(k,α)
t is a norm-continuous one-parameter semi-
group and so has a generator L (k,α). If we furthermore assume that the
δG(k) → E then, by Corollary 10, we have that L (k,α)(I) → 0 as k → ∞
for all α ∈ C.
Our goal is to show that limk→∞ ‖(UG(k)(t)− UG˜(k)(t))Ψ‖ = 0 for arbitrary
state Ψ, however, it is clearly sufficient to establish this for all states of the
Ψ = v ⊗ exp(f) where f belongs to some dense subset of Cn ⊗ L2[0,∞). We
note that
‖(UG(k)(t)− UG˜(k)(t))Ψ‖ =
2‖v‖2e‖f‖2 − 2Re
〈
v ⊗ exp(f), U
G˜(k)
(t)∗UG(k)(t) v ⊗ exp(f)
〉
. (23)
We now take the test functions f to be simple. That is, there exist an m <∞,
times 0 = t0, t1 < · · · < tm and constants α1, · · · , αm ∈ Cn, such that
f(t) ≡
m∑
j=1
αj 1[tk−1,tk)(t). (24)
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With v ∈ h arbitrary, we have that (for α fixed and s > t)〈
v ⊗ exp(α1[0,s)), UG˜(k)(t)∗UG(k)(t) v ⊗ exp(α1[0,s))
〉
=
〈
v ⊗ Ω,
(
U
G˜(k)
(t)Wα(t)
)∗
UG(k)Wα(t) v ⊗ Ω
〉
e|α|
2t
=
〈
v, T
(k,α)
t (I)v
〉
e|α|
2t. (25)
More generally, for f simple as in (24), we have〈
v ⊗ exp(f), U
G˜(k)
(t)∗UG(k)(t) v ⊗ exp(f))
〉
=
〈
v, T
(k,α1)
t1
◦ · · · ◦ T (k,αm)tm (I)v
〉
e
∑
j |αj |2(tj−tj−1). (26)
We now use the Trotter-Kato Theorem. In the statement of the Theorem 11,
we take B0 = CI and Tt = id, the identity on B0. Note that the generator of
Tt is the zero operator. Furthermore we take X
(n) and X to be the identity
I, while L (n) is taken to be L (k,α) where we replace k with n. We have the
graph convergence (equivalent condition 1. of Theorem 11) if we can show the
convergence L (k,α)(I) → 0 as k → ∞ for all α ∈ C, but this is guaranteed by
Corollary 10. This means that we may now invoke equivalent condition 2. of
Theorem 11.
Therefore, we have
lim
k→∞
〈
v ⊗ exp(f), U
G˜(k)
(t)∗UG(k)(t) v ⊗ exp(f))
〉
=
〈
v ⊗ exp(f), v ⊗ exp(f)
〉
, (27)
and therefore, by (23), we have limk→∞ ‖(UG(k)(t)− UG˜(k)(t)) v ⊗ exp(f)‖ = 0.
As the set of simple functions forms a dense subset of Cn ⊗ L2[0,∞), and the
exponential vectors form a total subset of the Fock space [2], the result follows.
4 Applications
4.1 Virtual work
The concept of virtual work for open quantum systems was introduced in [20]
and the essential idea is that if the energy is perturbed by δH and the coupling
operators by δL then the correct variation of energy should take the form
∆H , δH + Im
{
(δL)
∗
L
}
. (28)
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Their argument is based on the fact that the Lindblad generator L given in (6)
is invariant with respect to the gauge transformations L 7→ RL, for R ∈ Cn×n
unitary, and (L,H) 7→ (L+α,H+e+Im{α∗L}), for e ∈ R and α ∈ Cn. As such,
∆H in (28) is the variation that is invariant under this class of transformations.
In our formulation, we take a fixed model G ∼ (I, L,H) and consider a
virtual perturbation G → G′ = δG ⊳ G ∼ (I, L′, H ′) by δG = (I, δL, δH).
Note that this is a left perturbation! The virtual work done by the perturbation
is then defined to be
∆H , H ′ −H ≡ δH + Im{(δL)∗ L} , (29)
and this is identical with definition (28) in [20].
(Note that the gauge invariance property can be restated in our language as
the fact that G and (R,α, e) ⊳ G lead to the same Lindblad generator for all
R ∈ Cn×n unitary, α ∈ Cn and e ∈ R. Here, (R,α, e) may be thought of as an
element of the Euclidean group over the Hilbert space K = Cn.)
For instance, we may make a displacement by fixing a self-adjoint operator
F , and performing the unitary rotations (here φ is a real parameter) to get
L(φ) = eiFφLe−iFφ, H(φ) = eiFφHe−iFφ.
We consider a small parameter δφ about φ = 0, then to lowest order we have
changes δH ≡ −i[H,F ] δφ and δL ≡ −i[L, F ] δφ. We therefore have
G′ ∼
(
I, L− i[L, F ]δφ+ o(δφ),
H − i[H,F ] δφ+ Im{(−i [L, F ])∗ L} δφ+ o (δφ)). (30)
Remarkably, the virtual work done is to first order in δφ the Lindbladian of
F :
∆H ≡ H −L (F ) δφ+ o (δφ) . (31)
In particular, perturbations induced by observables F do zero virtual work if F
is a constant of the motion, see [20].
Corollary 4 then states that the model generated by G and its virtual per-
turbations agree in the limit where the perturbations converge to the identity.
4.2 Large n limit of maximal squeezing
We consider the use of large squeezing of a quantum input noise to replace the
coupling with an effective term that picks out only one quadrature of the noise,
originally suggested at the level of the filter in [18, Chapter 4].
We recall the general set up of a squeezed quantum Wiener process, B (t),
which satisfies an Ito¯ table of the form
× dB∗ dB
dB (n+ 1) dt mdt
dB∗ m∗dt ndt
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where n ≥ 0 and |m|2 ≤
√
n (n+ 1). (Note n is to be distinguished from the
previous notation for the multiplicity which is simply dimK = 1 in this case.)
We will be interested in the maximally squeezed situation were
m ≡
√
n (n+ 1)eiθ.
To obtain a unitary stochastic evolution on a system with Hilbert space h driven
by the squeezed noise, we consider a QSDE of the form
dU (n) (t) = dG(n) (t) U (n) (t) , U (n) (0) = I, (32)
where dG(n)(t) = LdB(t)∗ + RdB(t) +K(n)dt and we must have the isometry
condition dG(n)(t) + dG(n)(t)∗ + dG(n) (t)∗ dG(n) (t) = 0.
From the isometry condition, we must have R = −L∗, and furthermore
we find K(n)dt +K(n)∗dt +
[
LdB (t)∗ − L∗dB (t)]∗ [LdB (t)∗ − L∗dB (t)] = 0,
which requires K(n) to be
K(n) = −1
2
(n+ 1)L∗L− 1
2
nLL∗ +
1
2
mL∗2 +
1
2
m∗L2 − iH,
for some H self-adjoint on h.
It is possible for maximally squeezed noise to be represented in terms of a
standard Hudson-Parthasarathy Fock space process [1], A (t), by means of a
Bogoliubov transformation:
B (t) = uA (t) + v A (t)
∗
.
We follow [21], and take the Bogoliubov transformation to be the one deter-
mined by
u(n) =
1√
ν (n)
[
n+ 1 +
√
n (n+ 1)eiθ
]
,
v(n) =
1√
ν (n)
[
n+
√
n (n+ 1)eiθ
]
,
where
ν (n) = 2n+ 1 + 2
√
n (n+ 1) cos θ.
Note that the QSDE (32) may now be considered as being driven by the vacuum
noise process A (t) with SLH terms G ∼ (I, L(n), H) where
L(n) = Lu(n)∗ − L∗ v(n)
=
1√
ν (n)
[(
n+ 1 +
√
n (n+ 1)e−iθ
)
L−
(
n+
√
n (n+ 1)eiθ
)
L∗
]
.
What is of interest here is the fact that L(n) is approximately skew-adjoint,
that is
L(n) = F (n) +
1√
ν (n)
L, (33)
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where
F (n) =
1√
ν (n)
[(
n+
√
n (n+ 1)e−iθ
)
L− h.c.
]
= −F (n)∗. (34)
We now wish to obtain an equivalent model G˜(n) ∼
(
I, F (n), H˜(n)
)
where
we replace L(n) with its approximation F (n). We allow that the Hamiltonian
term will need to shift to some new form H˜(n). This is achieved by taking
G˜(n) = G(n) ⊳ δG(n) with
δG(n) ∼
(
I,− 1√
ν (n)
L, 0
)
.
This subtracts the unwanted part from the coupling L(n) and introduces by the
series product the new Hamiltonian H˜(n) = H +Hn where
Hn = Im
{
L(n)∗δL(n)
}
=
1√
ν (n)
Im
{
L∗F (n)
}
= − 1
2i
[
n+
√
n (n+ 1)e−iθ
ν (n)
L2 − h.c.
]
−
√
n(n+ 1)
ν (n)
sin θL∗L.
Here the limit models are divergent as F (n) ≍ √n
[
1+e−iθ
2(1+cos θ)L− h.c.
]
, using
the fact that ν(n) ≍ 2(1 + cos θ)n for large n. We also have the limit
H ′ , lim
n→n
Hn = − 1
2i
[
1 + e−iθ
2(1 + cos θ)
L2 − h.c.
]
− sin θ
2(1 + cos θ)
L∗L.
From Theorem 3 we conclude that the model generated by G˜(n) is asymp-
totically equivalent to the original one G(n).
The skew-adjointness of F (n) now implies that the asymptotically equivalent
dynamics is given by
dU˜ (n)(t) =
{
F (n)dQ(t)−
(
1
2
F (n)∗F (n) + iH + iHn
)
dt
}
U˜ (n)(t), (35)
where, significantly, we now only encounter the specific quadrature Q(t) =
A(t) + A(t)∗. We therefore obtain a class of essentially commutative dilations
[17] as the equivalent asymptotic model.
In a homodyne measurement scheme we measure the output quadrature
process Y (n)(t) = U˜ (n)(t)∗Q(t)U˜ (n)(t). However, we now have Y (n)(t) ≡ Q(t)
since [Q(t), U˜ (n)(t)] = 0. In other words, we are measuring white noise and
not extracting any information about the system. On the other hand, the
knowledge of Q(t) allows us to reconstruct the actual unitary evolution of the
system entirely.
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4.3 Faraday rotation
We consider a model describing a cold gas of atoms driven by a y-polarized
laser field: the atoms undergo a weak Faraday rotation scattering photons from
the y-polarization channel into the x-polarization channel; the scattering can
be enhanced by taking the laser field to be in a large amplitude coherent state.
Previously, it has been suggested [14] that, in an appropriate limit (described
below), the channels decouple. We can now make this argument precise.
In detail, we have the following SLH system
G ∼
(
S =
[
cos (κFz) − sin (κFz)
sin (κFz) cos (κFz)
]
, L =
[
0
0
]
, H = 0
)
,
describing the Faraday interaction between two inputs (the two linearly polar-
ized modes, Ax (t) and Ay (t), of a light field) with a cloud of cold atoms as
described in [14], Section III. Here Fz is the z -component of the collective spin
operator for the cloud of atoms and κ is a coupling constant, which will be taken
to be small.
We add a large constant displacement α to the y-polarization field, Ay (t)
beforehand, so that the model becomes
(S, 0, 0) ⊳
(
I2,
[
0
α
]
, 0
)
=
(
S,
[ − sin (κFz)α
cos (κFz)α
]
, 0
)
.
We take the following scaling
κ →֒ 1
k
κ, α →֒ kα,
so that the model becomes G(k) ∼ (S(k), L(k), 0) with
S(k) =
[
cos
(
κ
k
Fz
) − sin (κ
k
Fz
)
sin
(
κ
k
Fz
)
cos
(
κ
k
Fz
) ] , L(k) = [ −k sin (κkFz)α
k cos
(
κ
k
Fz
)
α
]
,
which is divergent as k →∞. We note that the scattering matrix S(k) converges
to the identity, but the coupling terms are
L(k) =
[ −k sin (κ
k
Fz
)
α
k cos
(
κ
k
Fz
)
α
]
≍
[ −κFzα
kα
]
.
We now consider the following perturbation
δG(k) ∼
(
S(k)∗, S(k)∗
[
k sin
(
κ
k
Fz
)
α− κFzα
k
(
1− cos (κ
k
Fz
))
α
]
, 0
)
.
Note that δG(k) vanishes as k →∞ so Theorem 3 applies with the equivalent
sequence of models
G˜k = G(k) ⊳ δG(k) ∼
([
1 0
0 1
]
,
[ −κFzα
kα
]
, 0
)
.
This justifies the use of the filter, equation (24) in [14], based on polarimetry or
homodyne detection of the x-polarization output quadrature.
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4.4 Local asymptotic normality
Following [22] we consider the following parameterized family of systemsG (θ) ∼
(I, L (θ) , H (θ)), with θ in some open subset of R. The idea is that the family
may exhibit the property of local asymptotic normality about a parameter value
θ0. Specifically, we study the large sample size n limit in quantum statistics with
an anticipated scaling θ = θ0 +
v√
n
for some factor v.
Using Taylor series expansions, we assume that we may write
L (θ0 +∆θ) = L (θ0) + L
′ (θ0)∆θ +
1
2
L′′ (θ0) (∆θ)
2
+RL (∆θ) ,
H (θ0 +∆θ) = H (θ0) +H
′ (θ0)∆θ +
1
2
H ′′ (θ0) (∆θ)
2
+RH (∆θ) ,
where the remainder terms satisfyRL (∆θ) = o
(
(∆θ)
2
)
, RH (∆θ) = o
(
(∆θ)
2
)
.
In the following, we relabel
√
n as k, and consider the following scaling
∆θ =
v
k
, t →֒ k2t.
This leads to
G(k)v =
(
I, kL
(
θ0 +
v
k
)
, k2H
(
θ0 +
v
k
))
=
(
I, kL (θ0) + L
′ (θ0) v +
1
2
L′′ (θ0)
v2
k
+ kRL
(v
k
)
,
k2H (θ0) + kH
′ (θ0) v +
1
2
H ′′ (θ0) v2 + k2RL
(v
k
))
.
We note that
lim
k→∞
k2RL
(v
k
)
= 0, lim
k→∞
k2RH
(v
k
)
= 0.
We now wish to retain the following dominant terms to give the following
equivalent asymptotic sequence of models
G˜(k)v =
(
I, kL (θ0) + L
′ (θ0) v,
k2H (θ0) + kH
′ (θ0) v +
1
2
H ′′ (θ0) v2 + H˜(k)
)
,
where H˜(k) is an additional Hamiltonian correction to be determined. We seek
δG(k) such that G˜
(k)
v = G
(k)
v ⊳ δG
(k)
v and using the series product inversion we
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have
δG(k)v =
(
G(k)v
)−1
⊳ G˜(k)v
∼
(
I,−1
2
L′′ (θ0)
v2
k
− kRL
(v
k
)
, +H˜(k) − k2RH
(v
k
)
−Im
[(
1
2
L′′ (θ0)
v2
k
+ kRL
(v
k
))∗(
kL(θ0) + vL
′ (θ0)
)])
,
and for δG(k) to converge to the group identity E ∼ (I, 0, 0) we need H˜(k) −
v2
2 Im
[
L′′ (θ0)
∗
L(θ0)
]
to converge to zero.
Therefore, from Theorem 3, we obtain the equivalent asymptotic model
G˜(k)v =
(
I, kL (θ0) + L
′ (θ0) v,
k2H (θ0) + kH
′ (θ0) v +
1
2
H ′′ (θ0) v2 +
v2
2
Im
[
L′′ (θ0)
∗
L(θ0)
])
.
The expression, v
2
2 H
′′ (θ0) + v
2
2 Im
[
L′′ (θ0)
∗
L(θ0)
]
, that now appears in the
equivalent asymptotic model is identified with the phase term occurring in the
local asymptotic normality result [22].
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