Abstract-The need for efficient joint source-channel coding (JSCC) is growing as new multimedia services are introduced in commercial wireless communication systems. An important component of practical JSCC schemes is a distortion model that can predict the quality of compressed digital multimedia such as images and videos. The usual approach in the JSCC literature for quantifying the distortion due to quantization and channel errors is to estimate it for each image using the statistics of the image for a given signal-to-noise ratio (SNR). This is not an efficient approach in the design of real-time systems because of the computational complexity. A more useful and practical approach would be to design JSCC techniques that minimize average distortion for a large set of images based on some distortion model rather than carrying out per-image optimizations. However, models for estimating average distortion due to quantization and channel bit errors in a combined fashion for a large set of images are not available for practical image or video coding standards employing entropy coding and differential coding. This paper presents a statistical model for estimating the distortion introduced in progressive JPEG compressed images due to quantization and channel bit errors in a joint manner. Statistical modeling of important compression techniques such as Huffman coding, differential pulse-coding modulation, and run-length coding are included in the model. Examples show that the distortion in terms of peak signal-to-noise ratio (PSNR) can be predicted within a 2-dB maximum error over a variety of compression ratios and bit-error rates. To illustrate the utility of the proposed model, we present an unequal power allocation scheme as a simple application of our model. Results show that it gives a PSNR gain of around 6.5 dB at low SNRs, as compared to equal power allocation.
I. INTRODUCTION

W
ITH the introduction of real-time imaging in third-generation wireless systems, it is clear that high-bandwidth multimedia will be one of the main applications in next generation wireless systems. These multimedia sources require high bandwidth to be transmitted with high fidelity. However, in practical systems, there is always a constraint on resources, especially bandwidth. The most common way of reducing the bandwidth requirements of these sources is to use source coding, also known as data compression. Source coding can either be lossless or lossy. Lossy compression not only introduces distortion in the coded source in the form of quantization errors, but also makes the resulting data stream highly sensitive to bit errors when transmitted over noisy/fading channels. These bit errors could introduce large amounts of perceptual distortion in the transmitted data. Channel coding (error protection) is the most common method of protecting the transmitted data against channel bit errors by introducing redundancy, thereby causing bandwidth expansion. Therefore, we are faced with contrasting goals of minimizing the bandwidth as well as the distortions due to quantization and transmission errors. According to Shannon's classical separation theorem [1] , the source coding and the channel coding can be performed separately and sequentially while still maintaining optimality. However, this is true only for the case of asymptotically long block lengths, which is not the case in most practical situations. Hence, in practical coding and transmission systems, a joint design and optimization of source and channel codes may reduce distortion while providing a bandwidth efficient solution. This approach is known as joint source-channel coding (JSCC). In JSCC, the goal is to optimize the use of available resources for source and channel coding while minimizing the end-to-end distortion. A significant reduction in transmission bandwidth requirements can be achieved without introducing a large amount of perceptual distortion in the received data by using JSCC methods. JSCC has gained significant research attention during the last decade, particularly since the Internet revolution. A large proportion of this work has been devoted to digital images and videos due to the large bandwidth required to achieve a reasonable quality of service. There are many different approaches to JSCC. One of the most common approaches is to divide the available bit rate amongst the source and the channel encoders in an optimized manner, such that the distortion is minimized [2] , [3] . Another well-known approach to JSCC is that of unequal error protection (UEP) for different parts of the source coded stream based on their sensitivity to channel errors [4] , [5] . In another common approach to JSCC, the encoder/decoder pair is optimized to minimize the distortion in the presence of a noisy channel [6] .
A major step in designing a JSCC scheme is to model the distortion introduced in the received image due to quantization and channel errors. This distortion is then used either as an objective function to be minimized or as a constraint in the design of a JSCC scheme. We formulate one such distortion model in this paper that can predict the amount of distortion introduced in JPEG [7] compressed images due to quantization and channel errors. In order to motivate the need for such a model, we discuss a few key JSCC techniques for image and video transmission, and their corresponding distortion metrics and models in the next section.
A. Previous Work
The works by Modestino et al. for JSCC of two-dimensional differential pulse-coded modulation (DPCM) coded images [2] , and block cosine transform (BCT) coded images [3] , are considered to be classical techniques for JSCC of digital images. They estimated the distortion due to quantization and channel errors in terms of mean-squared error (MSE) using the probability density functions of the DPCM or BCT coded source, the quantizer step size, and the channel probability of error, which were all assumed to be known. Using this estimate of MSE, and the input source energy, selective error protection was provided to those bits that contributed the most to image reconstruction. Rate-distortion (RD) bounds were derived, and it was demonstrated that through channel coding, the reconstructed image quality was significantly improved without sacrificing transmission bandwidth, and the performance achieved approached the RD bounds. In another JSCC scheme described in [8] , the authors have described how quantization and channel errors affect the overall distortion for different source coding schemes. They derived an expression for distortion (MSE) as a function of the number of quantization bits used, and the specific channel codes employed for transmission over an additive white Gaussian noise (AWGN) channel at specific values of SNR. Individual bit sensitivities to channel errors were computed, and joint optimization of source and channel coding was carried out using these bit sensitivities. In [9] , the authors provided UEP to a discrete cosine transform (DCT) and variable length coding (VLC) based source coder using Blokh-Zyablov (BZ) channel coding. An expression representing the sensitivity of individual bits to a bit error in a coded block was developed, which was obtained by systematically placing an error on each bit position of all coded frames. These bit sensitivities were then used to provide UEP to different bits. In another bit sensitivity-based UEP method, Comstock and Gibson [10] demonstrated the use of Hamming codes to protect the most important bits for transmission of DCT compressed images over noisy channels. A closed form expression for MSE, based on individual bit sensitivity was derived, which was then used to determine how many (and which) bits to protect in each block.
In their classical paper, Farvardin and Vaishampayan [6] presented joint design of an optimal encoder decoder pair for transmission over noisy channels. A locally optimum quantizer and block coder that minimizes MSE was designed iteratively. It was shown that this design technique offered substantial improvement for generalized Gaussian (GG) distributions over Lloyd-Max quantization using natural and folded binary codes. In [11] , Tanabe and Farvardin proposed subband coding techniques for noisy and noiseless channels employing uniform threshold quantization (UTQ), Huffman coding, and error control coding (ECC). A simulation-based procedure was described for determining the best (UTQ, HC, ECC) triple for encoding a memoryless source over a binary symmetric channel (BSC) at a given encoding rate. Distortion rate curves were constructed, which were then used for optimum bit allocation between different subbands. In [12] , Chande and Farvardin proposed a JSCC scheme for progressive transmission of embedded source coded images using embedded error correcting and detecting channel codes over noisy channels. Average distortion (MSE), average peak signal-to-noise ratio (PSNR), and average useful source coding rates were considered as the cost functions, which were then used to develop algorithms for optimum allocation of source and channel coding bits.
As another interesting approach for JSCC, Sherwood and Zeger [13] demonstrated the use of concatenated channel codes for transmission of "progressively" coded images over noisy channels. They also presented an UEP scheme based on product channel codes for progressive image transmission over memoryless and fading channels in [14] . As an extension to this, Cosman et al. [15] combined the concatenated forward error control (FEC) approach with a zerotree wavelet packetization method [16] to provide more robust performance. In [17] , Goldsmith and Effros presented an iterative joint design technique for channel-optimized vector quantizer (COVQ), and rate compatible punctured convolutional (RCPC) codes [18] . Kozintsev and Ramchandran [19] proposed a method for joint design of multiresolution source codebook, multiresolution constellation, and decoding strategy for a wavelet image decomposition-based source coding model. A Lagrangian-based algorithm was developed to accomplish the joint optimization. A JSCC scheme for run-length coded subbands was presented in [20] . In addition, the authors have derived an analytical expression for estimating the distortion introduced in run-length coded data due to channel errors using Bose-Chaudhuri-Hochquenghem (BCH) codes over a BSC channel.
In [21] and [22] , two methods of bit allocation between source and channel coders for video transmission over noisy channels are discussed. A novel technique for minimizing the energy required to transmit video under distortion and delay constraints is presented in [23] . Additional relevant JSCC techniques for image and video transmission are discussed in [5] and [24] - [32] .
B. Limitations of Existing Schemes
All of the above-mentioned JSCC schemes provide significant coding gains and improved image and video quality over schemes that do not optimize the source and the channel coders in a joint manner. However, there are a few limitations of these schemes that we would like to point out.
• Most of these JSCC techniques do not take into account entropy coding, with a few exceptions [9] , [11] , [20] . Entropy coding is an integral part of all image and video coding standards such as JPEG, JPEG2000, MPEG-4, etc. Because of entropy coding, a bit error in the coded bitstream is propagated, and the exact contribution of a bit error to the overall distortion is hard to determine exactly at the time of encoding.
• Another limitation of these JSCC techniques is their high dependence on image statistics and channel conditions.
Since the optimizations in these JSCC techniques are performed on a per-image basis, the parameters derived for a particular image can only be used to transmit that image. The results of using the same parameters to transmit any other image could be poor. Similarly, in scenarios where the channel is varying, such as a fading channel, the results could be extremely poor due to channel mismatch, as most of these schemes are designed for a particular SNR. One example of such a scenario can be real-time imaging applications, such as new camera cell phones, where pictures are captured and transmitted in real time over fading channels.
• Since the optimization procedures associated with these JSCC schemes must be carried out for different images and varying channel conditions, the computational complexity of these schemes becomes prohibitive for realtime applications. The design process is expensive to perform in real time with the currently available processing power of low power digital signal processors. Note that, although the JSCC schemes designed on a perimage basis would result in lower end-to-end distortion as compared to schemes minimizing average distortion over a set of images, they cannot be used for practical real-time image and video communication systems due to their computational complexity. For practical real-time communication systems, JSCC schemes with low computational complexity are needed. JSCC schemes that minimize average distortion "offline" over a "set of images" for different channel conditions, and then simply switch between different coding parameters in real time, depending on the channel condition, would have low computational complexity as no real-time optimization would be needed. Hence, such JSCC schemes would be well suited for real-time image and video communication.
C. Proposed Work
We address the limitations of existing schemes outlined in the previous section, and propose a distortion model in this paper that predicts the amount of distortion introduced in a "set of images," rather than a particular image, based on the source coding rate and channel bit-error probability when the images are transmitted over noisy/fading channels. The distortion model presented in this paper predicts the distortion due to quantization and channel errors in a combined manner, taking into account the effects of DPCM and entropy coding, thereby modeling the effects of error propagation within the coded coefficients as well.
Although our proposed framework is designed for progressive JPEG compressed images, it can be used for any similar coefficient-based image or video coding scheme employing DPCM and entropy coding with appropriate modifications. The model works for any memoryless channel such as BSC, AWGN, and Rayleigh fading channels. We derive the parameters of our distortion model from a database of randomly selected photographic images. A separate test database of randomly selected photographic images is used to verify the performance of our model using simulations. Results show that the values of PSNR predicted using our distortion model fall within 2 dB (and within 1 dB for most practical coding configurations) of those obtained using simulations over the test database. This shows that our model can predict average distortion due to quantization and channel errors with reasonable accuracy.
To our knowledge, no model has been developed to date that takes into account such practical coding issues as entropy coding and DPCM coding, and that estimates the average distortion for a set of images. We believe that efficient JSCC schemes could be designed based on this distortion model that do not require real-time optimizations based on individual image statistics or varying channel conditions, as average distortion could be predicted "offline" for an ensemble of images and channel conditions. Using this distortion model, the parameters of the JSCC schemes could be obtained offline for different channel conditions, which in turn could be used for low-complexity real-time coding and transmission. As a very simple example, we present an unequal power allocation (UPA) scheme based on our distortion model for transmission of JPEG compressed images over Rayleigh fading channels.
In Section II, we outline our system model consisting of the source encoder, decoder, and the channel. In Section III, we develop the distortion model, and simulations and results are presented along with some discussion in Section IV. In Section V, a UPA application for the distortion model is discussed. We conclude this paper in Section VI.
II. SYSTEM MODEL
Source coding often makes the compressed bitstream highly sensitive to channel errors. A single bit error has the potential to corrupt an entire image or video sequence, especially in the presence of entropy coding. Therefore, error-resilient features are required in multimedia communication systems. In this paper, we derive our model for use with JPEG with certain error-resilient features. Specifically, we use RST (reset) markers in progressive DCT-based mode and assume that the headers are not corrupted by any bit error. The headers, which constitute only a small proportion of the overall data, can be transmitted error-free using powerful error correcting codes. These features are important for constructing any practical image communication system based on the JPEG algorithm.
A. Source Coding Model
In our JPEG encoding, we use the progressive DCT-based mode of operation with spectral-selection [7] . In the progressive DCT mode, the data is arranged in different quality layers. In the spectral-selection method, the DCT coefficients are quantized and divided into subbands that are encoded in separate passes. The DC coefficients are DPCM and entropy coded in the first pass, followed by run-length and entropy encoding of AC coefficients for different subbands in subsequent passes. We use Huffman coding for the model presented in this paper, however, this model would also work for arithmetic coding. Due to the presence of entropy coding, the encoded bitstream becomes highly sensitive to bit errors because of error propagation in codewords. Although we derive our model for grayscale JPEG, it could be easily extended for color images by treating errors in the individual components independently.
In the model discussed in this paper, the 64 subbands of DCT coefficients are organized into 64 separate layers: the first one being the DC layer, followed by 63 AC layers. In this way, the resolution and the quality of the decoded image improves as more layers are decoded. RST markers are inserted in each layer regularly. We call the portion of each layer between two consecutive RST markers a segment. Note that in AC layers, run-length coding is done across blocks in each segment in each layer. The structure of the JPEG compressed stream is shown in Fig. 1 . Decoding is reinitialized whenever a RST marker is encountered [7] , and a bit error occurring in a segment only corrupts that segment, and the error is not propagated beyond that segment. We discuss error detection in the following section.
Error Detection: Errors can be detected in a compressed image/video bitstream either at the transport coder, or at the source decoder [33] . A common way to perform error detection at the transport coder is the addition of header information to the bitstream. An example of such a system can be a packet-based video transmission system, where the output of the video encoder is divided into packets. These packets each contain a header and a payload field [34] . Each of the headers can have a header number, which is sequential. The decoder checks for these packet numbers, and in the case of a missing or an out of order packet, declares a packet error. Another well-known method for performing error detection at the transport coder is to use ECC. In this method, forward error correction codes (FEC) are used to add redundancy to the compressed bitstream in order to protect it from channel errors. A significant amount of research has been done in the field of ECC for image and video transmission during the last two decades. A few examples can be found in [4] , [14] , [26] , [29] , and [35] .
Error detection can also be performed at the source decoder. There can be many different methods to accomplish this. For example, for detection of transmission errors in DPCM coded images, Rose and Heiman [36] compared the difference in pixel values between two neighboring lines to a threshold, and discarded the image segment if this difference is larger than the threshold. Another interesting scheme for error detection in the frequency domain was proposed by Lam and Reibman in [37] .
In the distortion model presented in this paper, we do not use any packetization or ECC to protect the entropy coded codewords corresponding to the DC and the AC layers. In the case of bit errors occurring in the transmitted bitstream, we assume that the decoder detects the first bit error (due to loss in synchronization of entropy decoding) and decodes all the coefficients in the rest of the segment as zero. All the coefficients before the codeword in error are decoded correctly, since a Huffman code is a prefix code. The assumption of bit-error detection is based on the fact that in most cases the Huffman code being used is not a complete code, i.e., not all possible codewords are legitimate. Therefore, if a bit error occurs such that the resulting codeword is not in the decoding table, the decoder will declare an error [33] . It is possible that the codeword generated as a result of a bit error is legitimate, in which case, the bit error will go undetected by the decoder, resulting in erroneous decoding of coefficients. However, it is highly likely that the decoder will detect the bit error, since only a few codewords are in the decoding table. The number of illegitimate codewords of different lengths depends on Huffman table, which is different for different images. In order to find out how often does the decoder detect bit errors, we introduced a random single bit error in different segments of 200 progressively coded JPEG images. Our decoder declared an error whenever it encountered a codeword that was not in the decoding table. The case when the decoder detects the error in exactly the same coefficient that was actually corrupted by the bit error in our simulations was termed as "successful detection." The cases when the bit error goes undetected or is detected at a later point were termed as "unsuccessful detection." One hundred thousand iterations were performed over each image and the percentage of successful detection was found to be 80.4%. Note that these simulations were performed over a range of source coding rates [0.6-3 bits per pixel (bpp)], employing a variety of Huffman tables and codeword lengths, and 80.4% is the overall percentage of successful detection over this range of source coding rate. We also plotted the empirical distribution of decoded coefficient values that are affected by the bit error, as shown in Fig. 2 . As the figure shows, the erroneous coefficients are zero with a probability of 0.91 in our simulations. We are getting this higher probability as compared to the successful detection percentage because it also includes the case when the decoder detects an error at a later point (and decodes the remaining coefficients as zeros). The coefficients decoded as nonzero represent the case when the bit error is not detected by the decoder. Since the percentage of successful error detection by the decoder is quite high (80.4%), we can fairly assume that the decoder detects the first error, to simplify our distortion model.
Error-Free Transmission of Headers and Markers:
Bit errors occurring during transmission can affect the headers, the markers, the DC layer, and the AC layers. If there is an error in the header, the entire image will be damaged seriously, and it is very likely that the image cannot be recovered. In case of errors in RST markers, synchronization will be lost, corrupting the image until the next correctly received RST marker. In our paper, we only model the effects of quantization and transmission errors in the entropy coded DC and AC layers, and not in the headers and markers. We can assume that the headers and markers are transmitted error free, since they only constitute a small portion of the overall bitstream (approximately 4%-5%), and, hence, powerful channel codes along with packetization and intelligent automatic repeat request (ARQ) techniques can be used to protect them. The approach of assuming error-free transmission of headers, markers and a base layer (a basic representation of images and videos) is quite common in JSCC literature, and a few examples are given in [9] , [29] , [38] , and [39] .
In a JPEG compressed bitstream, the markers incorporate a modulo-8 count, . This count is started at zero for each scan and is incremented by one with the addition of each RST marker to the compressed bitstream. These modulo-8 RST markers are represented by two byte codes X "FFD0"-X "FFD7." These codes are unique by default in the JPEG standard and do not occur anywhere else in the bitstream. Instead of transmitting these RST markers in the above mentioned format, we transmit segment lengths in bytes (similar to the scheme used by Fazel and Lhuillier in [9] ) to specify the exact locations of RST markers to the decoder. These lengths are each represented by two bytes and are sent along with other headers and markers at the beginning of the bitstream before transmitting the entropy coded image data. Note that we transmit segment lengths instead of RST markers so that the decoder can reinsert the RST markers at their exact locations to achieve perfect synchronization. We call these headers, markers and segment lengths "critical layer," as their error-free transmission is critical for image reconstruction. Since this critical layer only constitutes a small portion of the entire bitstream (approximately 4%-5%), powerful channel codes can be used to guarantee its error-free delivery at practical SNRs. In addition to channel coding, some other techniques such as packetization and ARQ can also be used to guarantee error-free transmission of this critical layer. This layer is then parsed at the decoder, and all the headers and RST markers along with other markers are inserted at their original positions in the bitstream before initializing decoding. This way, the decoder knows the exact location of RST markers, and, hence, perfect synchronization is achieved. Note that transmitting segment lengths is just one way to achieve perfect synchronization. There can be many other ways, depending on the particular application.
B. Channel Model
We consider the channel to be a BSC, and derive our distortion model for a given bit-error probability . We assume that the bit errors are independent. Both the AWGN and the Rayleigh fading (with interleaving) channels can be represented as a BSC, given the bit-error probabilities for these channels and the fact that the probability of making an error from 0 to 1 is the same as that of 1 to 0. Therefore, using this model, we can find the distortion curves for any channel that can be represented as a BSC, if the source coding rate and the expression for bit-error rate (BER) are known [40] . This makes our distortion model independent of modulation type and channel coding. We do not consider any packetization and encapsulation for the entropy coded raw bitstream, and it is assumed that the bitstream is directly transmitted over the channel without any overhead by streaming protocols. No error concealment is considered at the decoder.
III. DISTORTION MODEL
In this section, we derive our model for distortion in the grayscale JPEG image due to quantization and channel errors. We use MSE as our distortion metric.
A. Assumptions and Notation
Our goal is to relate average image distortion, in terms of MSE, to source coding rate and bit-error probability. This modeling is complicated due to the presence of Huffman coding, DPCM coding, and run-length coding. A single bit error can cause the decoder to lose synchronization and corrupt the entire segment. Furthermore, it is difficult to precisely determine the coefficient position corresponding to a particular bit in error due to the different lengths of the entropy coded symbols.
Since our model consists of 64 layers, we will first outline our notation only for one layer in this section, and later generalize it for all the 64 layers. Therefore, in the following discussion, all variables meant are for one layer only.
In this paper, we make certain simplifying assumptions that allow us to derive the average MSE due to quantization and channel errors over a set of images. Specifically, we will model DCT coefficients as random processes that are wide sense stationary and ergodic. A RST marker is inserted in each layer after every coefficients, which is constant for all layers. Since, by assumption, the first bit error in a segment corrupts the entire segment from the bit in error to the next RST marker, we only need to consider the position of the first bit in error, which we also model as a random variable. Thus, multiple errors in the same codeword as well as all subsequent errors in the same segment, can be ignored. We index the coefficient to which the bit belongs as . All coefficients from the coefficient to the end of the segment are corrupted, and assumed to be decoded as zero, while all previous coefficients from the first coefficient of the segment to the coefficient are assumed to be decoded correctly. We start by describing the distribution for the first bit-error position in a segment, denoted by . We assume that all the bits are corrupted independently with a bit-error probability , which is assumed to be constant for a layer. Then, is given by
Hence, an increase in the BER will increase the probability of the first bit error occurring at an earlier location in a segment. Consider a segment with DCT coefficients indexed from 1 to , as shown in Fig. 3 . Note that this figure is a simplified representation of the actual bitstream. Each colored block is an entropy coded codeword and can represent one or more coefficients. Particularly, in the case of AC layers, each block can represent a run-length coded codeword. We assume that the average length of a coded coefficient is a continuous random quantity denoted by . We use the term average length because due to entropy coding it is difficult to model the exact number of bits used to represent individual coefficients. The distribution of depends upon the source coding rate. On average, the coefficient index corresponding to the first bit in error is given by , where denotes the ceiling function. Note that this relation holds only on average, and the distortion model based on it would only predict the average MSE over a set of images. The number of coefficients in a segment corrupted by a bit error is denoted by , or for notational convenience. Thus, 1 coefficients are decoded correctly, while coefficients are corrupted and decoded as zero. This is depicted in Fig. 3 . We will first derive an expression for MSE conditioned on the knowledge of and , and later average over and . Since in JPEG encoding, the DC coefficients are DPCM coded, while the AC coefficients are coded directly, MSE needs to be modeled separately for DC and AC layers.
We will generalize our notation for each layer since our model consists of 64 layers. We will represent , , , and for the layer as , , , and , respectively, where the layer number ranges from 0 to 63, with 0 for the DC layer and 63 for the highest frequency AC layer. Note that and are functions of and . To avoid confusion, we list our notation in Table I .
B. Distortion Model for the DC Layer
In this section, we will derive an expression for the expected value of MSE due to quantization and channel errors in the DC layer. Suppose the first bit error in a segment occurs at bit position , corresponding to the coefficient indexed . Due to orthonormality of DCT, we can analyze MSE in the DCT domain. Then, the average MSE (over an ensemble of images) between the original and the erroneous image due to error in the coefficient, given and , can be written as (2) where the random variables and represent the unquantized and the erroneously decoded quantized DC coefficients, respectively, and is the total number of pixels in the entire image. We divide by because we are considering the MSE in the entire image due to one coefficient in error. Equation (2) In progressive JPEG, all DC coefficients, except the first coefficient, are DPCM coded, and only the DC prediction is represented in the bitstream. Thus, for all the coefficients other than the first DC coefficient where is the correctly decoded quantized coefficient at position , while is the erroneously decoded prediction value. By assumption, the decoder detects the error and decodes as zero. Thus
The quantized DC coefficient can be expressed as the sum of the unquantized coefficient and a quantization error (4) Since in the JPEG standard, the pixel values are level shifted to a signed representation by subtracting , where is the precision specified for the input data [7] , before taking the DCT, we can fairly assume all the DCT coefficients to be zero mean. Now, representing the variances of the unquantized DC coefficients, the quantized DC coefficients, and the quantization error by , , and , respectively, and expanding (2) using (3) and (4), the expected value of MSE for can be written as
We can fairly assume that the quantization error is uncorrelated with the unquantized DC coefficients; i.e., , and, hence, , where and are zero mean. Hence, the expected value of MSE (for ) becomes (6) where is the autocorrelation function of the DC coefficients at lag 1. Using a similar methodology, MSE at a distance of coefficients from the coefficient can be written as (7) As shown in Fig. 3 , a bit error in the coefficient will result in the loss of coefficients . Now, assuming additivity, the expected value of MSE due to these coefficients for the case can be written as Now, suppose a bit error occurs in the first coefficient ( , ), then all the coefficients will be corrupted. Hence, by our assumption, all the coefficients in the segment will be decoded as zero. Therefore, substituting in (2), the expected value of MSE for becomes Hence, the expected value of the MSE due to coefficients in error can be written as (8) where we have used a first order auto-regressive model for the DC coefficients . Note that (8) only represents the effects of quantization and channel errors in the coefficients corrupted by channel errors. We only need to model quantization error for the remaining coefficients since they are not corrupted by channel errors. Adding this quantization distortion, the expected value of MSE becomes (9) Now, taking the expectation over , we get (10) where the ceiling appears in the summation because is the average length of the DC coefficients, which we modeled as a continuous random variable discussed in Section IV-A. We also need to consider the event when no bit error occurs in the entire segment and the distortion is solely due to quantization. The probability of such an event given is , and the corresponding distortion is . Including this in our expression for MSE, taking expectation over , and assuming the additivity of MSE due to all the segments in the DC layer, the expected value of MSE due to the DC layer becomes (11) where is the probability density function (pdf) of . We will present a model for in Section IV-A. This expression models the expected value of MSE between the original and the received image due to quantization and random bit errors in all the segments of the DC layer. If the DC layer is not transmitted, then it is obvious that .
C. Distortion Model for the AC Layers
The 63 AC subbands in the JPEG compressed image constitute the next 63 quality layers in our model. Similar to the case of DC layer, the expected value of MSE (over an ensemble of images) between the original and the erroneous image due to error in the coefficient given and can be written as (12) where and are the unquantized and erroneously decoded quantized coefficients of the AC layer, and is the variance of the zero-mean unquantized AC coefficients for the AC layer. Equation (12) results from our assumption that the decoder decodes as zero, and from the fact that the AC coefficients are not DPCM coded.
Following similar steps as for the DC layer, the expected value of MSE due to the AC layer can be shown to be (13) where is the variance of the quantization error for the AC layer, and models the average length of coded coefficients in the AC layer. Note that there is no correlation term in the MSE expression for the AC layers. This is because the AC layers are not DPCM coded. Since we use a different distribution for the average coefficient length for each layer, the effects of run-length and Huffman coding in the AC coefficients are incorporated automatically in our derivation.
This expression models the expected value of MSE between the original and the received image due to quantization and random bit errors in all the segments of the AC layer. If the AC layer is not transmitted, then .
D. Total Distortion
Assuming additivity of MSE due to individual layers (recall orthonormality of the DCT basis), the expected value of MSE can be written as (14) This expression models the expected value of MSE (over an ensemble of images) between the original and the received image due to quantization and random bit errors in all the 64 coefficient layers.
IV. SIMULATIONS AND RESULTS
In this section, we compare our model's prediction of average MSE against simulations. MSE is converted to PSNR assuming 8-bit unsigned representation for unquantized pixel values using the simple relation , since PSNR is commonly used for image quality assessment.
A. Model Parameters
In order to predict the MSE using (11), (13) , and (14), certain model parameters are needed. These parameters consist of , , , and distributions for . We used a training database of randomly selected 200 grayscale photographic images, compressed at different source coding rates ranging from 0.6 to 3 bpp, to derive these model parameters. The value of was found to be 0.94. We used a constant segment size of 64 coefficients . We model with a truncated Gaussian distribution (see Appendix) as shown in Fig. 4 , and fit the dependence of the parameters on the source coding rate. The parameters of the truncated Gaussian distribution, namely and were computed numerically using estimated mean and variance of (see Appendix). We used four-parameter logistic curve fitting to express and as functions of source coding rate for each of the 64 coefficient layers. The mapping function used is given in (15) , while the fitting is done using MATLAB's fminsearch (15) (16) where is the source coding rate in bpp, and , , , and are fitting parameters. can be either , or for the case of , we take the "max" of 0 and , since the variance cannot be negative. We used five-parameter logistic curve fitting given by (17) to model the natural log of quantization error variance as a function of the source coding rate for each layer (17) By using this curve fitting, the parameters of our model can be computed for any bit rate. Furthermore, since is now a continuous function of the source coding rate, our expressions for MSE are also continuous functions of the source coding rate. Fig. 4 shows the empirical distributions of the coefficient lengths along with the approximated truncated Gaussian distributions. We noted that the truncated Gaussian approximation is a good fit for the empirical distribution for a variety of coefficient layers and source coding rates. At low bit rates, there is a peak in the first bin of AC layers. This is because many quantized AC coefficients are zero at low bit rates and, hence, are coded very efficiently by run-length coding. Sometimes the entire coefficient layer is zero and, hence, represented by just one symbol, resulting in a peak near zero. However, it is still appropriate to use truncated Gaussian because we found it to be the best fit over a variety of distributions. The purpose of using a distribution fit instead of the actual empirical distribution was to reduce the parameters of the model, which we accomplished by using the truncated Gaussian distribution for all layers. Fig. 5(a)-(d) shows the curves for the parameters of the truncated Gaussian distributions ( and ) as functions of the source coding rate along with the four-parameter logistic curve fitting. Fig. 5(e) and (f) shows the quantization error variance as a function of the source coding rate along with the five-parameter logistic curve fitting. Note that these curves approximate the actual values quite accurately.
B. Simulation Details
Two different sets of 200 512 512 randomly selected grayscale photographic images from a database of over 2000 images 2 were used in the simulations, one for training and the other for testing. As discussed in the previous section, the training database was used to obtain the model parameters, which in turn were used to predict the average MSE as a function of the source coding rate (bpp) and channel BER. The test database was used to compute the actual average distortion introduced in the "test" set of images by comparing the original images with the quantized and erroneous images at different source coding rates and BERs. Random bit errors were introduced in the compressed bitstream at the given BERs in order to simulate the effects of channel errors. RST markers were introduced after every 64 coefficients . We used source coding rates from 0.6 to 3 bpp, and BERs from to for our simulations. Twenty-channel instantiations were used for each image at each source coding rate and BER in order to compute the average MSE and PSNR. The average PSNR values obtained using simulations were then compared to those obtained using our model. During the simulations, the headers and the markers were separated and it was assumed that they were transmitted without errors. This is a valid assumption since powerful channel codes could be used to transmit the headers and markers, which constitute a very small portion of the overall bitstream, without any bit errors. We did not use any error concealment at the decoder.
C. Results and Discussion
Figs. 6-8 show the PSNR curves obtained using the model and the test simulations, and their differences. The curves in Fig. 6 represent the PSNR obtained for the case of quantization and channel errors in all the 64 layers. The curve in Fig. 6(a) is obtained using the MSE given by the model (14) , whereas the curve in Fig. 6(b) is obtained using simulations over the test database. Fig. 6(c) shows the difference in PSNR obtained using the model and the test simulations, whereas Fig. 6(d) shows a slice of Fig. 6(a) and (b) at 1.25 bpp for comparison. Fig. 8 shows the difference in PSNR obtained using two different test simulations with 20-channel instantiations each. The PSNR curves in Fig. 7 are for the case of quantization and channel errors in individual layers. For the DC layer Fig. 7(a)-(c) , we plot the results obtained using the model, the test simulations, and their difference; whereas for the first AC layer, we plot the difference in PSNR. Note that the PSNR values shown in Fig. 7 are for the entire image, however, the quantization and channel errors exist only in one layer (DC or AC), and not in any other layer. The source coding rate shown in Fig. 7 is for the entire image. These curves are useful in quantifying the deviation in the model from the actual test simulations for individual layers. Figs. 9 and 10 show original test images and their compressed and erroneous versions at different BERs. The long streaks in these images are due to the error propagation effects in the DPCM and entropy coded coefficients. These streaks show that our assumption that the decoder detects the first bit error and decodes all the subsequent coefficients in the segment as zeros is quite valid.
As can be seen from these figures, our model predicts the distortion introduced in images due to quantization and channel errors with reasonable accuracy. The difference in the average PSNR obtained using the model and the test simulations is within 2 dB at all points as shown in Fig. 6(c) . For the case of individual layers, this difference is within 2 dB for the DC layer [ Fig. 7(c) ], and 1.5 dB for the first AC layer [ Fig. 7(d) ]. This shows that our model predicts the average distortion very closely to that obtained using the simulations. This is also evident from the PSNR values shown in Figs. 9 and 10 for two test images along with those predicted by the model at different BERs. Also, Fig. 8 shows that the difference in PSNR between two different test simulations is within 0.1 dB at all points. This shows that the variance in our results is low. 
V. APPLICATIONS
The model presented in Section III can be used for a variety of applications. On one hand, it can predict the quality (in terms of MSE and PSNR) of a JPEG compressed image when transmitted over a memoryless channel, and, on the other hand, it can be used to devise efficient JSCC techniques for image communication. The distortion introduced due to quantization and channel errors in individual coefficient layers can be predicted with reasonable accuracy, and the contribution of different layers to overall distortion can be used to provide different levels of error protection to these layers with the goal of minimizing the expected value of total distortion. A tradeoff between the source and the channel coding rates can also be performed using this model given a total bit rate, with the expected value of MSE as the cost function. JSCC techniques could be designed offline for a database of images and various channel conditions, with average distortion as the minimization criterion, and need not be re-optimized for each image. The parameters of these JSCC schemes could then be changed in real time, suited for a particular channel condition without going through the optimization procedure again. This enables a significant reduction in the computational complexity as compared to existing "per-image" based JSCC techniques. The per-imagebased JSCC techniques would perform better in terms of lower distortion; however, computational complexity of such schemes prohibits their use for practical real-time image communication. In order to illustrate the use of our distortion model, we present a very simple application in Section V-A.
A. UPA
As a simple application of the distortion model described in this paper, we transmit different JPEG layers using an UPA scheme. All the images are coded at 1 bpp in 64 layers using the spectral selection mode of operation and Huffman coding. Again, headers and markers are assumed to be transmitted error free. The DC layer is kept separate from the AC layers, and the 63 AC layers are then grouped into three subgroups to keep the computational complexity low. The layers are grouped such that each subsequent group of AC layers has approximately 2/3 of the remaining energy of the quantized coefficients (see Table II ).
These four groups of layers are then transmitted using 4-QAM modulation over a Rayleigh flat fading channel using unequal power for different layers, bounded by a total power constraint. We assume that the channel is known at the transmitter, and that it stays constant for a group of layers but varies between different groups of layers. We further assume that each symbol is transmitted in unit time. Then, if is the symbol power (energy), and is the noise variance, then is the SNR per symbol. Since we are using 4-QAM . If is the total number of symbols corresponding to the length of the bitstream, then the total power transmitted over the length of the bitstream is . Our goal is to minimize the expected value of MSE by varying the transmit power for different groups of layers, while keeping the total power constant over the length of the symbol stream. Individual symbols within a group of layers are transmitted with equal power. We represent MSE in terms of , and formulate and solve the UPA problem numerically as a constrained minimization problem. The relation between the instantaneous BER and for a Rayleigh fading channel for 4-QAM modulation [40] is given by (18) where the channel is a circularly symmetric complex Gaussian random variable with mean 0 and variance 1.
Let be the SNR per bit for the group of layers, , and be the corresponding MSE as a function of SNR per bit for individual groups of layers. Then, in accordance with our grouping of layers in Table II , the expected value of MSE can be written as (19) Our objective is to minimize with the equality constraint (20) where is number of bits in the group of layers. In (20) , we have assumed , without loss of generality. We minimize MSE using our model for 500 channel realizations at each average SNR per bit, given as , and then take the average of these MSE values. These results are shown in Fig. 11 with PSNR plotted . Note that this SNR is the average SNR per bit for the entire bitstream, whereas the actual SNRs per bit associated with individual groups of layers can be different based on the group's contribution to the total MSE. For comparison, the PSNR curve for an equal power allocation (EPA) scheme is also shown. To observe a fair comparison, the bitstream used for EPA is derived from "baseline" JPEG coded images. Using progressive DCT with EPA would not be a fair comparison since for progressive streams the importance of bits decreases with distance from the start of the bitstream. We use baseline coding for EPA because in baseline mode there is no layering as opposed to the progressive DCT-based mode, and, hence, all the parts of the bitstream have roughly equal importance. The source coding rate for the baseline JPEG is kept the same as that of the progressive DCT coded images. The total number of RST markers is also the same for both the cases. In both the cases, a RST marker is inserted after every 64 coefficients. For the progressive mode, all the 64 coefficients are from the same layer, whereas for the baseline mode these 64 coefficients correspond to the 64 subbands.
We first obtain the UPA strategy using our distortion model, and then use this strategy to transmit images from the test database. Both these curves along with the EPA curve are shown in Fig. 11 . Note that the curve for EPA is obtained using simulations, since we did not derive a model for the baseline case.
In the case of UPA, at lower SNRs, it is sometimes optimum to transmit only a few groups of layers. Hence, in such cases, all the power is allocated to these groups of layers and the remaining groups of layers are not transmitted. Hence, nothing is transmitted for the remaining length of the symbol stream in these scenarios and is kept constant. As can be seen from Fig. 11 , the UPA test simulations perform very closely to the UPA curve obtained using the model (within 0.9 dB at all points). Hence, this model can be used to design UPA and JSCC schemes with reasonable accuracy. This will also reduce the system complexity significantly as compared to "per-image" based optimizations in real time. Also, as shown in Fig. 11 , by using the UPA scheme, we get a PSNR gain of around 6.5 dB at 5 dB as compared to EPA. This gain reduces as we move toward higher SNR. For example, at 20 dB , the PSNR gain is around 2.5 dB. This is because at high SNR there are almost no channel errors and the distortion is mostly due to quantization errors. For the error-free case, PSNR for the baseline and the progressive modes are 25.95 and 25.53 dB respectively. The baseline does not clearly outperform the progressive mode when the channel is good, because in baseline mode, there is no DPCM coding in the DC layer since there is a RST marker after each block of subbands, resulting in a performance loss.
VI. CONCLUSION
In this paper, we presented a model for estimating the distortion introduced in an image as a result of quantization and random bit errors when compressed by a JPEG encoder, and transmitted over a noisy/fading channel. This model is unique since it incorporates modeling of DPCM and entropy coding for estimating distortion. Furthermore, since this model can predict the average distortion over a large set of images, it can be used for designing efficient JSCC techniques for transmission of a large set of images over noisy/fading channels, with no need of carrying out the associated optimization procedures again for each image and varying channel conditions. This eliminates the image dependence of the designed JSCC schemes, hence, significantly reducing the computational complexity for real-time applications. To our knowledge, such a model for any practical coding standard has not been presented previously. Simulation results show that the distortion predicted by the model estimates the value obtained via simulations quite closely. As a simple application of this model, we presented an UPA scheme for JPEG compressed images for transmission over Rayleigh flat fading channels. Different layers in the JPEG compressed images were transmitted using unequal power while keeping the total transmitted power over the length of the symbol stream constant. Results show a 6.5-dB PSNR gain over an EPA scheme at 5-dB SNR. In the future, we plan to formulate similar distortion models for MPEG-4 and H.263 video coding standards. In addition, we plan to devise JSCC and UEP schemes based on these models for JPEG, MPEG-4, and H.263 standards.
APPENDIX
We define the truncated Gaussian distribution as (21) where and are the distribution parameters, is a small positive constant, and is the complementary error function. We choose to be greater than 0 because when a layer is encoded, the average length is always greater than 0. It is possible to show that (22) (23)
We used the mean and the variance of the average coefficient lengths obtained from the empirical distributions to find and using numerical methods. Note that this numerical solution is only required during training the model and not during its testing.
