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ABSTRACT
This thesis focuses on the improvement of recommendations within person-
alization processes applied to support users overcome the information overload
problem. This thesis focuses on two aspects: group recommendation and context-
aware recommendation. The first block of the thesis proposes four group rec-
ommendation models to overcome each of the following limitations of previous
techniques: (i) loss of information and diversity due to the aggregation of rat-
ings in a group profile, (ii) lack of techniques that consider the changes in users’
behavior when gathering in groups through consensus reaching processes, (iii)
lack of techniques that consider the influences among members’ preferences in
group recommendation, and (iv) lack of natural noise management techniques
for group recommender systems. The second block of the thesis focuses on the
integration of contextual information in individual and group recommendation
models. Within this block, a context-aware recommendation model for the rec-
ommendation in the question answering domain is proposed, which considers the
collaborative trend interest as the recommendation context. The second model
within this block integrates context-aware and group recommendation extending
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