The sample Standard deviation is commonly used äs a measure of analytical imprecision, calculated from a series of n data obtained from one sample split for n assays. Drift effeets cause an overestimation and consequently a misinterpretation of the Standard deviation in clinical chemistry.
Introduction
The Standard deviation is usually determined äs a measure of within-nm or between-days imprecision from a set of data. This implies that the data of the run or for the various days can be considered äs realî sations of independently and identically distribüted (e. g. normally distribüted) random variables with finite mean and variance o 2 . This assumption is usually made if the imprecision of analytical procedures is estimated in clinieal chemistry without further proof. Deviation from normal distribution canbe easily detected by estimating skewness and excess. For normally distribüted samples the absolute value of the skewness is (with prpbability 0.95) less than 1.96\/67n, the excess less than 1.96\/247h for suffiĉ iently high n, e.g. n > 10. Other tests are more complicated and are described in most statistical textbooks. For instance the Kolmogoroff-Smirnoff or the Lilieford test are well known (1, 2) . However, these tests have not proved useful in the examples presented here.
In the presence of drift effeets (i. e. varying mean values and constant variance 2 ) the sample variance 1 S 2 = -fy -( -X) 2 overestimates the population variance 2 . Drift effeets may alter the data distribution either in the same direction (unidirectional) or in different directions (e. g. bidirectional fluctuations). They are especially relevant, if the within-run imprecision is calculated from a run of n data obtained from one specimen split into n assays. The part of a run, in which drift effeets can be neglected, is called a segment (3) . In practice, recalibration is not performed during one analytical run. Within-run imprecision should be determined within a segment and, in the ideal case, in the absence of drift effects.
In the following, a simple statistical procedure that detects significant drift effects, and some of its experimental applications are described.
where k na is a tolerance factor dependent oo the sample size n and chosen tolerance probability l -σ; is the sample Standard deviation. The tolerance factor k",a ean be calculated by the formula The operating and calibration procedures recommended by the manufacturers were strictly followed. Further details are reported elsewhere (4, 5) .
Methods

Statistical Procedures
Ratio of ihe mean square successive difference to the variance
It is assumed that the data x\ are realisations of indepeiident random variables with identical variance o The estimate s 2 is much more sensitive to gradual changes in the population mean, such s drift effects, than is the estimate q 2 , since the q 2 includes only the difference between successive values. In the absence of drift effects, the ratio '-·£ · s* should be close to 1.0, In the presence of drift effeets, it decreases significantly. Some fractiles in the distribution of r are given in table l for a probability of 5 per cent (6, 7), assuming normally distributed random variables.
Test for outliers
An "outlier" in a series of n measurements Xj (i = ] -n) is an extremely high or low value outside of the tolerance interval (for a given tolerance probability p = l -a, e.g. 0.95) for all measurements within the sample.
If the measurements are assumed s realisation of n independent and identical normally distributed random variables, a tolerance interval for all sample values is given by This test is identical .with the Nalimov test described by others (8) (9) (10) (11) . According to this test a significant outlier should be susp ected if a value is at or outside the r nge · χ ± 2.385 · s (for n = 20), resp. χ ± 2.3749 · s (for n = 19).
For small values of n (n ^ 25) Dixon has described an alternative test (12) (13) (14) .
Results
The within-r n imprecision was measured with an Eppendorf analyser 5040 for determin tion of creatine kinase activity on two different days ( fig. l a, b) . The data presented in figure l fpear to be normal· ly distributed around the mean value. The r-v lue was close to 1.0 (tab. 1).
Position number in run In figure l b a distinct downward trend can be easily noticed. The r-ratio (tab. 2) significantly suggested a trend effect. The reason for this phenomenon has been investigated; furthermore, it was not observed when the experiment was repeated several tiines.
The data from figure l a were taken to simulate a unidirectional trend by adding 5% increinents of l, 2 or 3 fold Standard deviation (e. g. 5% of l s to xi, 10% of l s to x 2 , 15% of l s to x 3 and so on). Visually a distinct trend was noticed if a total increment of 3 Standard deviations was used ( fig. 2d ).
When an increment of 2 Standard deviations was applied, the trend was barely apparent from the visual inspection ( fig. 2c) , whereas with l Standard deviation a normal distribution would be assumed by most observers (fig. 2b ). The r-ratio (tab. 1) suggested a significant trend only with the data shown in figure 2c .
A similar Simulation study is shown in figure 3 and table 2.
In further experiments the within-run imprecision for the determination of the bilirubin and phosphate concentration with an ACA was studied. With bilirubin, the within-run imprecision was äs high äs the between-days imprecision: The r-ratio suggested a significant trend. This phenomenon can easily be interpreted äs fluctuations, when using a graphical presentation of the single values on the usual control chart ( fig. 4 ).
These fluctuations of the bilirubin values were probably caused by slight temperature variations and Gould no longer be detected after replacement of the Instrument.
The data from one phosphate run ( fig. 5 a) were taken by chance from a set of 12 runs which were all judged to be more or less norm lly distfib ted about the mean after an initial superficial inspection. Trends of l, 2 aiid 3 Standard deviations were simulated s explained bove ( fig. 5b-d) . Visually a distinct treiid could be noticed if a total increment of 3 Standard deviations was used ( fig. 5d ). In this case, however, the r-ratio still did not suggest a trend (tab.
2) s in the Simulation experiment reported above. This discrepancy is caused by the 8 th value ? Although the 8 th value ( fig. 5d ) lies inside the lower 3 s-line, it appears not to belong to the same population of data. Since this value was outside the 2.385 · s-line, it was considered to be an outlier according to the criteria mentioned under methods.
After elimination of the 8 th value in figure 5 very low r-values below the discriminating value of 0.650 were obtaine (tab. 2). The data from figure 5 a where no artificial trend was included, led to a rratio of 0.54 suggesting that a trend may already be present. Such a trend now exists between the second and eight Value (according to the run test discussed later).
Disc ssion
Sometimes, identical figures for within-run and between-days imprecision are reported in the literature without further comment. This Situation can occur if the data for the between-days imprecision are taken from samples positioned immediately after the calibration, and signific nt drift effects or outliers are inhefent to Segments from which the data are used to estimate the within-run imprecision.
Several st tistical tests for the detection of trends are listed in table 3. Riddick et al. recommended the well known cumulative sum technique (cusum technique) because it has a higher efficiency in drift-detection than the verage and r nge charts (18 (8) is observed in a set of 22 (30) data with a confidence probability of 95% (22) . It should be considered that run tests indicate not only drift effects but also dependencies between successive meäsürements (aüto-correlation).
For trends, the regression model can also be applied. It must be tested whether the slope of the regression line significantly deviates from zero. This proeedure is very sensitive to outliers, especially at the beginning or the end of the series.
Whereas all these tests äre able to detect trends, they are relatively weak, or incapable of identifying fluctuations.
The r-ratio test is the only test among those tioned above which indicates uni-and bidirectional trends. However this test appeared relatively ineffective in the presence of a sudden change (outlier) in a data set (because of the assumption of constant mean values for successive pairs). I£an error has occurred and was recognized, the measurement must Dixon (12) Sachs (4) Documenta Geigy (13) Grubbs (16, 17) Healy (lS) ing single outliers is the test described under Methods (6) (7) (8) (9) . Limits are set at ± k s (k-values, see I.e. (8) (9) (10) (11) ) and values outside these limits are considered äs outliers.
Grubbs (16, 17) has given criteria for the simultaneous rejection of several outliers.
The r-ratio test appeared very sensitive to slow alteration, but relatively ineffective in the presence of a sudden change (outlier) in a data set.
In cases where deviations from a normal distribution and the possibility of outliers cannot be tested with one of the methods mentioned, the following procedure is recommended to exclude trend effects before the Standard deviation is used äs a measure for the within-run imprecision:
As a first
Step all data should be plotted on a conventional control chart. Gross deviation from normal distribution, distinct outliers or drift effects can be easily detected from visual inspection of the control chart. For an objective detection of drift effects, the r-ratio test can be applied, but only in the absence of any outlier.
