Abstract-The use of machines to perform different tasks is constantly increasing in society. Providing machines with perception can lead them to perform a great variety of tasks. Machine perception requires that machines understand about their environment. Recognizing facial emotions will thus help in this regard. We use the TensorFlow library and the Inception model and apply transfer-learning for our dataset to retrain the model. We then identify the facial emotions: happiness, sadness, anger and surprise.
Recently Szegedy have proposed an architecture called GoogLeNet. This is a 27-layer deep network, mostly composed of CNNs. The network is trained using stochastic gradient descent. In the ILSVRC 2014 Classification Challenge this network achieved a top-5 error rate of 6.67% winning the first place.
Using the Extended Cohn-Kanade Dataset Happy and Routray classify between six basic emotions. Given an input image, their solution localizes the face region. From this region, facial patches e.g. the eyes or lips are detected and points of interest are marked. From the patches which have the most variance between two images, features are extracted. The dimensionality of the features is reduced and then given to a Support Vector Machine (SVM). To evaluate the method, a 10-fold cross-validation is applied. The average accuracy is 94.09%.
Video based emotion recognition has been proposed by Byeon and Kwak. They have developed a three dimensional CNN which uses groups of 5 consecutive frames as input. A database containing 10 persons has been used to achieve an accuracy of 95%. Song has used a deep convolutional neural network for learning facial expressions. The created network consists of five layers with a total of 65k neurons. Convolutional, pooling, local filter layers and one fully connected layer are used to achieve an accuracy of 99.2% on the CKP set. To avoid overfitting, the dropout method was used. Luecy have created the Extended Cohn Kanade dataset. This dataset contains emotion annotations as well as Action Unit annotations. In regards to classification, they also have evaluated the datasets using Active Appearance Models (AAMs) in combination with SVMs. To find the position and track the face over different images, they have employed AAM which generates a Mesh out of the face. From this mesh they have extracted two feature vectors. First, the normalized vertices with respect to rotation, translation, and scale. Second a gray-scale image from the mesh data, and the input images has been extracted. They have chosen a cross-validation strategy, where one subject is left out in the training process, achieving an accuracy of over 80%.
III.IMPLEMENTATION 3.1 Dataset
We used the KDEF (Karolinska Directed Emotional Faces) dataset for this project. This is a set of totally 4900 pictures of human facial expressions of emotion. The material was developed in 1998 by Daniel Lundqvist, Anders Flykt and Professor Arne Ohman at Karolinska Institutet, Department of Clinical Neuroscience, Section of Psychology, Stockholm, Sweden.
Tensor Flow
Tensor Flow (TF) [2] is an open source software library for machine learning written in Python and C++. The main reason behind it is that TF was developed by Google Brain Team. Google has already been using TF to improve some tasks on several products. These tasks include speech recognition in Google Now, search features in Google Photos, and the smart reply feature in Inbox by Gmail. Some design decision in TF have lead to this framework to be early adopted by a big community. One of them is the ease of going from prototype to production. There is no need to compile or to modify the code to use it on a product. Then, the framework is not only thought as a research tool, but as a production one. Another main design aspect is that there is no need to use di erent API when working on CPU or GPU. Moreover, the computations can be deployed over desktops, servers and mobile devices. A key component of the library is the data flow graph. The sense of expressing mathematical computations with nodes and edges is a TF trademark. Nodes are usually the mathematical operations, while edges define the input / output association between nodes. The information travels around the graph as a tensor, a multidimensional array. Finally, the nodes are allocated on devices where they are executed asynchronously or in parallel when all the resources are ready.
Inception
Inception is a pre-trained deep neural network, developed to classify images. It took around 2 weeks to train the inception model using 8 Tesla K40 GPUs and it costed around $30,000. It considers around 25 million parameters and does 5 billion add-multiply [3] [4] operations to classify a single image. Given today's computation power, it can be done in fraction of a second. Inception takes images as its input. It can process only JPEG format images. The recommended resolution is 299*299. If the image is of higher resolution, it will be compressed automatically. It produces a private class of array of the image as its output. It was developed as a part of ImageNet Large Sale Visual Recognition challenge 2014. It can classify almost every day-to-day objects. The architecture of the Inception is briefly described in [5] . Inception consists of 22 layers. The penultimate layer is called as "Bottlenecks". The final layer is called as softmax layer. This is the layer that can be retrained to classify the required image group. We retrained it to classify 5 emotions: neutral, happy, sad, surprise and anger. There are 3 metrics. Training accuracy describes the accuracy of the inception model in classifying the images on which it was trained. Validation accuracy describes the accuracy of the model in classifying the images that are not part of the training dataset. Cross entropy is the loss function. It describes the error rate.
3.4
Putting the pieces together Once we are sure that inception is correctly installed and is working correctly we retrain the model for our dataset like so. Modern object recognition models have millions of parameters and can take weeks to fully train. Transfer learning is a technique that shortcuts a lot of this work by taking a fully-trained model for a set of categories like ImageNet, and retrains from the existing weights for new classes. We retrained the final layer from scratch, while leaving all the others untouched. How is it done? We evaluate whether features extracted from the activation of a deep convolutional network trained in a fully supervised fashion on a large, fixed set of object recognition tasks can be re-purposed to novel generic tasks. Our generic tasks may differ significantly from the originally trained tasks and there may be insufficient labelled or unlabeled data to conventionally train or adapt a deep architecture to the new tasks. We investigate and visualize the semantic clustering of deep convolutional features with respect to a variety of such tasks, including scene recognition, domain adaptation, and fine-grained recognition challenges. Before we start any training, we need a set of images to teach the network about the new classes you want to recognize. Here we use a dataset of emotions gathered from a variety of sources. Once you have the images, from the root of your TensorFlow source directory you can begin the training process. We load the pre-trained Inception v3 model, remove the old top layer, and train a new one on the emotion photos we've downloaded. None of the emotions were in the original ImageNet classes the full network was trained on. The magic of transfer learning is that lower layers that have been trained to distinguish between some objects can be reused for many recognition tasks without any alteration. The script can take thirty minutes or more to complete, depending on the speed of the machine. The first phase analyzes all the images on disk and calculates the bottleneck values for each of them. 'Bottleneck' is an informal term we often use for the layer just before the final output layer that actually does the classification. This penultimate layer has been trained to output a set of values that's good enough for the classifier to use to distinguish between all the classes it's been asked to recognize. That means it has to be a meaningful and compact summary of the images, since it has to contain enough information for the classifier to make a good choice in a very small set of values. The reason our final layer retraining can work on new classes is that it turns out the kind of information needed to distinguish between all the 1,000 classes in ImageNet is often also useful to distinguish between new kinds of objects. Because every image is reused multiple times during training and calculating each bottleneck takes a significant amount of time, it speeds things up to cache these bottleneck values on disk so they don't have to be repeatedly recalculated and if you rerun the script they'll be reused so you don't have to wait for this part again.
Once the bottlenecks are complete, the actual training of the top layer of the network begins. We'll see a series of step outputs, each one showing training accuracy, validation accuracy, and the cross entropy. The training accuracy shows what percent of the images used in the current training batch were labelled with the correct class. The validation accuracy is the precision on a randomly-selected group of images from a different set. The key difference is that the training accuracy is based on images that the network has been able to learn from so the network can overfit to the noise in the training data. A true measure of the performance of the network is to measure its performance on a data set not contained in the training data --this is measured by the validation accuracy. If the train accuracy is high but the validation accuracy remains low, that means the network is overfitting and memorizing particular features in the training images that aren't helpful more generally. Cross entropy is a loss function which gives a glimpse into how well the learning process is progressing. The training's objective is to make the loss as small as possible, so you can tell if the learning is working by keeping an eye on whether the loss keeps trending downwards, ignoring the short-term noise. By default, it will run 4,000 training steps. Each step chooses ten images at random from the training set, finds their bottlenecks from the cache, and feeds them into the final layer to get predictions. Those predictions are then compared against the actual labels to update the final layer's weights through the back-propagation process. As the process continues you should see the reported accuracy improve, and after all the steps are done, a final test accuracy evaluation is run on a set of images kept separate from the training and validation pictures. This test evaluation is the best estimate of how the trained model will perform on the classification task. You should see an accuracy value of between 90% and 95%, though the exact value will vary from run to run since there's randomness in the training process. This number is based on the percent of the images in the test set that are given the correct label after the model is fully trained. Tensor Board summaries make it easier to understand, debug, and optimize the retraining. We can visualize the graph and statistics, such as how the weights or accuracy varied during training. Once Tensor Board is running, navigate your web browser to localhost to view the TensorBoard.
The Inception v3 network with a final layer retrained to our categories to get the output graph and a text file containing the labels -output labels.
IV.RESULT
After the training process, we provide the retrained model with the image we wish to classify. Note that the retrained model can classify images only with the classes we provided initially in the retraining inception part, so if the image is for example, an image of a tall building the result would be the best possible match among the classes. The system can identify only the images it is trained for just like humans, seeing something we have never seen before we shall not be able to identify it. It will classify the images in the weights of percentage, for example if an image is happy it will identify say 0.9025 to say it is 90.25% sure that the image provided as input is happy. 
V.FUTURE ENHANCEMENTS
The future enhancement can be an action that is done upon recognition of the emotions. If we get a sad emotion, we can have the system play a song or tell a joke or send his/her best friend a message. This can be the next step of AI where the system can understand, comprehend the user's feelings and emotions and react accordingly. This bridges the gap between machines and humans. We can also have an interactive keyboard where the users can just use the app and the app will then identify the emotion and convert that emotion to the emoticon of choice. 
