We consider three-dimensional sinusoidal frequency model in a random field. Three-dimensional frequency model has wide applications in statistical signal processing. In this article, we mainly consider the usual least squares estimators and the estimators that can be obtained by maximizing the periodogram function. We obtain consistency and asymptotic normality property of both the estimators. It is observed that they are asymptotically equivalent. Finally we generalize the results to the multidimensional case.
Introduction
In this paper, we consider the following three-dimensional (3-D) frequency model: y(n 1 , n 2 , n 3 ) = 
for n j = 1, . . . , N j , j = 1, 2 and 3. Here, A The error random variable X(n 1 , n 2 , n 3 ) is from a stationary random field, and it satisfies Assumption 1 (will be defined in the next section). The number of components 'p' is assumed to be known. Given a sample {y(n 1 , n 2 , n 3 ), n j = 1, . . . , N j , j = 1, 2 and 3}, the problem is to estimate A k 's, B k 's and λ kj 's. This is an important problem in statistical signal processing. See, for example, the site http://www.mddsp.enel.ucalgary.ca/people/bruton/enel699/chap1_2002.pdf of Professor Len Bruton, where the author has demonstrated several applications of this particular model in signal processing. For some other applications on multidimensional (m-D) periodic signals, such as the radar imaging of scatterers, real aperture radar imaging and m-D NMR data, the readers are referred to Hua [1] , Liang et al. [2] and Chylla and Markley [3] .
Note that model (1) 
Here, {X(n)} is a sequence of 1-D stationary linear process satisfying the 1-D analog of Assumption 1. For a detailed description of X(n), see Assumption 1 of Kundu [4] . Note that model (2) is a very important and well-discussed model in time series and signal processing literature. Several authors, for example, Fisher [5] , Hannan [6, 7] , Walker [8] , Kundu [4, 9] and Rice and Rosenblatt [10] , consider this or similar kinds of models and discuss different properties of the corresponding estimators. Stoica [11] provides an extensive list of references related to model (2) till that time.
It may also be mentioned that the 3-D model (1) is also an extension of two-dimensional (2-D) frequency model, which can be written as follows:
Here, λ 0 k and µ 0 k are unknown frequencies and {X(m, n)} is a 2-D sequence of a stationary random field. This is also a very important and well-studied model in statistical signal processing and texture analysis. Several authors consider model (3) or its variants under different assumptions on X(m, n). See, for example, Barbieri and Barone [12] , Cabrera and Bose [13] , Chun and Bose [14] , Hua [15] , Kundu and Gupta [16] , Lang and McClellan [17] , Kundu and Mitra [18] , Nandi and Kundu [19] , Kundu and Nandi [20, 21] , Rao et al. [22] and Mitra and Stoica [23] . Estimation of different parameters, asymptotic properties of different estimators and Cramer-Rao lower bound are obtained when X(m, n)'s are independent and identically distributed (i.i.d.) or when they are from a stationary linear process.
We use the following notation in this article.
a.s. = almost sure convergence;
The main aim of this article is to consider the 3-D frequency model and to study different properties of the estimators under the linear stationarity assumption on X(n). The stationarity assumption we impose on X(n) is a natural extension from 1-D or 2-D case to the 3-D case.
The two estimators we propose are strongly consistent and their asymptotic distributions are also obtained. It gives an idea of the rate of convergence of the proposed estimators and they can be used to construct confidence bounds of the unknown parameters. We propose mainly two different estimators. The first one is the usual least squares estimators (LSEs), which can be obtained by minimizing
with respect to the unknown parameters. The second estimators are called the approximate least squares estimators (ALSEs) and they can be obtained by maximizing the periodogram function defined as follows:
Note that once the frequencies are estimated, the unknown parameters A k 's and B k 's can be obtained by using the simple regression technique and it will be discussed in section 3. It is observed that the LSEs and ALSEs are asymptotically equivalent under Assumption 1. Both of them provide consistent estimators and they have the same asymptotic distribution. The rest of the article is organized as follows. In section 2, we provide the consistency of the LSEs and also obtain their joint asymptotic distributions. The consistency and the asymptotic normality results of the ALSEs are discussed in section 3. Section 4 extends the results to the general m-D case, and finally, we conclude the article in section 5.
Consistency and asymptotic distributions of the LSE's
In this section, we provide the consistency of the LSEs of the parameters of model (1) . For brevity, first we consider p = 1 and in that case, we will use λ j , λ 
with respect to θ = (A, B, λ 1 , λ 2 , λ 3 ). The LSE of θ 0 will be denoted byθ = (Â,B,λ 1 ,λ 2 ,λ 3 ) . We need the following assumptions to prove the consistency of the LSEs. ASSUMPTION 1 Let us denote the set of positive integers by Z. {X(n 1 , n 2 , n 3 ); n 1 , n 2 , n 3 ∈ Z} can be represented as follows:
where a(j 1 
whereθ is a point on the line joining betweenθ and θ 0 . As Q N (θ ) = 0, therefore equation (7) can be written as
where
We will show that DQ N (θ )D is a full rank matrix a.s. for large N (1) , therefore for large N (1) ,
The different elements of Q N (θ 0 )D are as follows:
We need the following trigonometric results for λ 1 , λ 2 , λ 3 ∈ (0, π):
lim
and for k = 1, 2, 3
Results (9)- (12) can be found in Mangulis [24] . Let us look at the matrix:
th element of the limiting matrix can be written as:
Similarly, using equations (9)- (12), it follows that 
Asθ converges to
is a full rank matrix a.s. for large N (1) . Now, using the central limit theorem of the linear process [25, pp. 251-256] and using the earlier mentioned trigonometric results, it follows that Q N (θ 0 )D converges to a 5-variate normal distribution, with mean vector zero and dispersion matrix 2σ 2 c , where
and is defined earlier. Therefore, from equation (8), we have the following result. Then the result for the general model (1) can be stated as follows. 
THEOREM 2 Under Assumptions 1 and 2, the limiting distribution of
{N (1/2) (Â − A 0 ), N (1/2) (B − B 0 ), N 1 N (1/2) (λ 1 − λ 0 1 ), N 2 N (1/2) (λ 2 − λ 0 2 ), N 3 N (1/2) (λ 3 − λ 0 3 )} as N (1) → ∞ is−1 = 1 (A 0 2 + B 0 2 )         A 0 2 + 10B 0 2 −9A 0 B 0 −6B 0 −6B 0 −6B 0 −9A 0 B 0 10A 0 2 + B
THEOREM 3 Under Assumptions 1 and 3, the limiting distribution of
{N (1/2) (Â k − A 0 k ), N (1/2) (B k − B 0 k ), N 1 N (1/2) (λ k1 − λ 0 k1 ), N 2 N (1/2) (λ k2 − λ 0 k2 ), N 3 N (1/2) (λ k3 − λ 0 k3 )} as N (1) → ∞ is
Consistency and asymptotic distribution of the ALSEs
In this section, we consider the ALSEs of the different unknown parameters. Here also first we consider model (1) with p = 1. As in section 3, we suppress k for brevity. The ALSEs of λ 1 , λ 2 and λ 3 can be obtained by maximizing the periodogram function
Ifλ = (λ 1 ,λ 2 ,λ 3 ) maximizes I (λ), thenλ is called the ALSE of λ 0 . Once we obtainλ, along the same lines as Hannan [6] and Walker [8] , we propose the ALSEs of A and B as
We have the following results. 
as N (1) → ∞, is same as that of the LSEs.
Multidimensional model
In this section, we consider the m-D frequency model. For avoiding repetitions, we mainly consider the LSEs; similar results follow for the ALSEs also. For brevity, we use the following notation in this section, and they should not create any confusion with the previous sections.
With the above mentioned notation, the most general m-D sinusoidal model is as follows:
Here, A First, we consider LSEs of the unknown parameters and they can be obtained by minimizing
with respect to the unknown parameters. For notational simplicity, let us consider p = 1, i.e. we consider the following model This distribution says that provided all N k 's are same, all frequencies can be estimated with equal accuracy whatever be the dimension of the model, whereas the asymptotic variances of A and B increase with increasing number of dimension. In addition, the asymptotic dependence between A and every frequency is same in each dimension. The same is true for B also. Moreover, Theorem 8 can be extended for arbitrary p in the same way as Theorem 3.
THEOREM 8 Under Assumptions 2 and 4, the limiting distribution of
{N (1/2) (Â − A 0 ), N (1/2) (B − B 0 ), N 1 N (1/2) (λ 1 − λ 0 1 ), . . . , N m N (1/2) (λ m − λ 0 m )} as N (1) → ∞ is a (m + 2)-
Conclusions
In this article, we first consider the 3-D and then the m-D sinusoidal models in the presence of additive stationary errors. We have considered two different estimators mainly the LSEs and the estimators obtained by maximizing the periodogram function, known as the ALSEs. We have obtained the consistency and the asymptotic distributions of both the estimators, and it is observed that the two estimators are equivalent. Our results generalize several 1-D or 2-D results to the m-D case. One important problem that we did not address is the computational aspects of the two estimators. It is well known that even for one or two dimensions, the computational problem is quite challenging; therefore, it is expected that for higher dimension, the problem will be more challenging. More work is needed in that direction.
We need the following lemmas to prove the necessary results.
LEMMA 1 Let us denote
for any δ > 0 and for some M < ∞, if lim inf
thenθ is a strongly consistent estimator of θ 0 .
Proof of Lemma 1
The proof is similar to that of Lemma 1 of Kundu and Nandi [21] , see also Wu [26] .
LEMMA 2 If X(n) satisfy Assumption 1, then as
N (1) → ∞, sup λ 1 N N n=1 X(n)e i(n·λ) → 0 a.s.
Proof of Lemma 2 Observe that
Therefore,
Now consider
Using the 1-D result of Kundu [4, p. 225] , it follows that the right-hand side of equation (22) is of the order
Therefore, the right-hand side of equation (21) is O(N −1/4 ). Now if we take any subsequence
} of {N }, where δ > 4, then the right-hand side of equation (21) is summable over that subsequence. Let us take δ = 5, therefore by Chebyshev's inequality and using the Borel-Cantelli lemma, we can say that
X(n)e i(n·λ)
where R denotes the range of R 1 , R 2 and R 3 and N
X(n)e i(n·λ) + (two similar terms)
X(n)e i(n·λ) .
From Kundu and Nandi [21] , it follows that E|Y (
Using the Borel-Cantelli lemma, it implies that
It is observed in Kundu and Nandi [21] that
Again using the Borel-Cantelli lemma, it implies that
Then, the term
As the mean-squared errors of the right-hand side of equation (23) is of the order O( (N 1 N 2 N 3 ) −2 ), it also converges to zero using the Borel-Cantelli lemma and that proves the lemma.
Following the proof of Lemma 2, it can be shown that as N (1) → ∞,
for k j = 1, 2, ... and j = 1, 2, 3. Note that Lemma 2 is a very strong result. It extends several 1-D and 2-D results to the 3-D case.
Proof of Theorem 1 Note that
Observe that the second term of the right-hand side of equation (25) converges to zero because of Lemma 2. Therefore, using Lemma 1, to prove the consistency ofθ, it remains to prove that lim inf
Consider the following sets
then S δ,M ⊂ A δ ∪ B δ ∪ 1δ ∪ 2δ ∪ 3δ . Thus, to prove equation (26) , it is enough to prove that lim inf
where R is any one of the sets defined in equation (27) . First suppose R = A δ , then lim inf
Similarly, it can be proved for other sets. This proves the theorem.
Appendix B
To prove Theorem 4, we need the following lemma.
LEMMA 3 Let us denote
for any c > 0. If there exists c > 0, such that lim sup
Proof of Lemma 3
The proof follows along the same line as Lemma 1 and it is omitted.
Proof of Theorem 4 Consider
, where
Now using Lemma 2 and the trigonometric identities, we have for L lc , l = 1, 2, 3, lim sup
Therefore, the result follows using Lemma 3.
LEMMA 5 Supposeλ is the ALSE of λ 0 and
Proof of Lemma 5
Let us denote the 1 × 3 first derivative vector of I(λ) by I (λ) and the 3 × 3 second derivative matrix by I (λ). The multivariate Taylor series expansion of I (λ) around λ 0 yields
whereλ is a point betweenλ and λ 0 . As I (λ) = 0, we have
Let us consider the different elements of (1/N )I (λ 0 )D 1 . Note that the kth element is
In a similar way, it can be shown that
I, therefore the result follows.
Proof of Theorem 5 Note that
Using Lemma 2, it follows that as N (1) 
Expanding cos(n ·λ) around the point n · λ 0 by Taylor series and using Lemma 5, it follows that as N (1) Similarly, it can be shown thatB → B 0 almost surely, therefore the result follows.
Proof of Theorem 6
Observe that
After some calculations, it can be seen that
Observe that θ that maximizes J N (θ ) is the same as theALSE of θ 0 . Now similar to equation (8), we have the following:
Therefore, using equations (31) and (8) The last inequality follows sequentially from 3-D results. Therefore, all the terms converge to zero and that proves the lemma.
Proof of Theorem 7
Using Lemma 1 and Lemma 2 * , the result follows using the similar approach as Theorem 1.
Proof of Theorem 8
The proof follows exactly the same way as Theorem 2.
