On g-inverses of a bordered matrix: revisited  by Wei, Musheng & Guo, Wenbin
Linear Algebra and its Applications 347 (2002) 189–204
www.elsevier.com/locate/laa
On g-inverses of a bordered matrix: revisited
Musheng Wei∗, Wenbin Guo 1
Department of Mathematics, East China Normal University, Shanghai 200062,
People’s Republic of China
Received 5 May 2001; accepted 16 October 2001
Submitted by R.A. Brualdi
Abstract
In this article we study the structure and properties of g-inverseM− of the bordered matrix
M =
(
A B
C 0
)
,
which is partitioned conforming with M,
M− =
(
D1 D2
D3 D4
)
by applying the multiple quotient singular value decomposition QQ-SVD. From the structure
of M−, we discuss the relations among D1,D2,D3 and D4, and derive equivalent conditions
forM− to be a bordered matrix. By studyingD1 inM−, we obtain some equivalent conditions
for D1 to be a g-inverse of A. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Bordered matrices have been studied in the literature, and these matrices also play
an important role in various fields of applied mathematics, for example, quadratic
programming with equality constraints, some kinds of two-dimensional interpola-
tion, linear statistical inference, finding generalized inverse of matrices, etc. (see e.g.
[6,7,9,10]). Using the bordering technique, Manjunatha and Rao [8] gave a method
to compute minors of a reflexive g-inverse of a regular matrix A. In [4], Dancis
constructed invertible extensions of certain type of band matrices by using the results
on bordered matrices. Chen and Zhou [3] studied the g-inverse and nonsingularity
of a bordered matrix
M =
(
A B
C 0
)
,
which satisfies the rank additivity condition
rank(M) = rank
(
A
C
)
+ rank
(
B
0
)
= rank(A,B)+ rank(C, 0).
In this paper we will give the structure of g-inverse M− of a bordered matrix
M =
(
A B
C 0
)
without any restriction. We assume that all of A,B,C are not zero matrices, other-
wise we can resolve this problem by applying other simpler methods.
We use the following notation. Let Cm×n be the set of m× n matrices with com-
plex entries, and Cm be the set of m-dimensional vectors. For a matrix A ∈ Cm×n,
AH ∈ Cn×m is the conjugate transpose of A, R(A) denotes the range space of A,
dim(R(A)) denotes the dimensions of R(A), rank(A) denotes the rank of A, Ik de-
notes the identity matrix of order k, and 0l×m denotes the l by m matrix of all zero
entries, 0l = 0l×l (if no confusion occurs, we will drop the subindex).
For a given matrix L, a generalized inverse X of L is a matrix which satisfies some
of the following four equations [1,2,11]
(1) LXL = L, (2) XLX = X,
(3) (LX)H = LX, (4) (XL)H = XL. (1)
Let ∅ /= η ⊆ {1, 2, 3, 4}. Then Aη denotes the set of all matrices X which satisfy
(i) for all i ∈ η. Any X ∈ Aη is called an η-inverse of A. One usually denotes any
{1}-inverse of A as A(1) or A− which is also called a g-inverse of A. For a bordered
matrix
M =
(
A B
C 0
)
m
q
n, p
(2)
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in this paper we denote
M− =
(
D1 D2
D3 D4
)
n
p
m, q
(3)
We will study some properties of M−.
The paper is organized as follows. In Section 2, we give an expression of g-
inverse M− of a bordered matrix M. In Section 3, we discuss the properties of the
submatrices D1,D2,D3,D4 of the matrix M−. In Section 4, we study the relations
between D1 and A{1}, and derive several equivalent conditions. Finally, in Section 5
we make concluding remarks.
In the following we will briefly describe some necessary results for our further
discussion. The first one is the QQ-SVD of {C,A,B}.
Lemma 1.1 [5, Theorem 4.1]. For given matrices C ∈ Cq×n, A ∈ Cm×n and B ∈
Cm×p, there exist nonsingular matrices X1, X2, V and unitary matrix U with ap-
propriate sizes, such that (here we take C = A1, AH = A2 and B = A3)(
A B
C 0
)
=
(
X2 0
0 U
)(
DA DB
DC 0
)(
X1 0
0 V
)
(4)
in which
DC =
(
I 0
0 0
)
r1
q − r1
r1, n− r1
=


I 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 0 0 0


r13
r12 − r13
r1 − r12
q − r1
r13 , r
1
2 − r13 , r1 − r12 , r23 , r22 − r23 , n− r1 − r22
(5)
DA=


I 0 0 0
0 0 I 0
0 0 0 0


r12
r22
m− r2
r12 , r1 − r12 , r22 , n− r1 − r22
=


I 0 0 0 0 0
0 I 0 0 0 0
0 0 0 I 0 0
0 0 0 0 I 0
0 0 0 0 0 0
0 0 0 0 0 0


r13
r12 − r13
r23
r22 − r23
r33
m− r2 − r33
r13 , r
1
2 − r13 , r1 − r12 , r23 , r22 − r23 , n− r1 − r22
(6)
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DB =


I 0 0 0
0 0 0 0
0 I 0 0
0 0 0 0
0 0 I 0
0 0 0 0


r13
r12 − r13
r23
r22 − r23
r33
m− r2 − r33
r13 , r
2
3 , r
3
3 , p − r3
(7)
in which
r1 = rank(C),
r2 = r12 + r22 = rank(A),
r3 = r13 + r23 + r33 = rank(B).
(8)
Remark 1. In [5], the matrix has the form
DB =


S1 0 0 0
0 0 0 0
0 S2 0 0
0 0 0 0
0 0 S3 0
0 0 0 0


,
in which each Si for i = 1, 2, 3 is square diagonal matrices with positive diagonal
elements when ri3 > 0, or naught when r
i
3 = 0 andU,V are unitary matrices. To sim-
plify notation and discussion, in the paper we describe Lemma 1.1 which is different
from one in [5]. We replace unitary matrix V in [5] by diag(S1, S2, S3, Ip−r3)V and
replace DB in [5] by one appearing in (7).
Remark 2. It is not difficult to give the structure of M− using the following easy
result (without any restriction).
From Lemma 1.1, for any
M =
(
A B
C 0
)
,
there are nonsingular matrices P and Q such that
M = P
(
K1 K2
K3 0
)
Q,
where
K3 =
(
I 0 0
0 0 0
)
, K1 =

0 0 00 I 0
0 0 0

 and K2 =

I 00 0
0 0

 .
Proof of this result can be easily obtained using elementary row operations and
column operations, in the sequence, C, B and then A.
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With the expressions of A,B, and C in the forms in Lemma 1.1, we can directly
verify that any g-inverses ofA−, B− andC− have the following forms, as mentioned
in Lemma 1.2.
Lemma 1.2. Suppose that matrices C ∈ Cq×n, A ∈ Cm×n and B ∈ Cm×p. Let the
QQ-SVD of the triple {C,A,B} be as in (4)–(7). Then we have
A− = X−11 D−AX−12 , B− = V −1D−BX−12 , C− = X−11 D−CUH , (9)
in which
D−A =


I 0 0 0 A15 A16
0 I 0 0 A25 A26
A31 A32 A33 A34 A35 A36
0 0 I 0 A45 A46
0 0 0 I A55 A56
A61 A62 A63 A64 A65 A66


r13
r12 − r13
r1 − r12
r23
r22 − r23
n− r1 − r22
r13 , r
1
2 − r13 , r23 , r22 − r23 , r33 , m− r2 − r33
D−B =


I B12 0 B14 0 B16
0 B22 I B24 0 B26
0 B32 0 B34 I B36
B41 B42 B43 B44 B45 B46


r13
r23
r33
p − r3
r13 , r
1
2 − r13 , r23 , r22 − r23 , r33 , m− r2 − r33
D−C =


I 0 0 C14
0 I 0 C24
0 0 I C34
C41 C42 C43 C44
C51 C52 C53 C54
C61 C62 C63 C64


r13
r12 − r13
r1 − r12
r23
r22 − r23
n− r1 − r22
r13 , r
1
2 − r13 , r1 − r12 , q − r1
where each Aij, Bij, Cij is arbitrary with denoted dimension.
By applying Lemma 1.1, we can easily obtain the following rank relations among
the bordered matrix M.
Corollary 1.1. Suppose that matrices C ∈ Cq×n, A ∈ Cm×n and B ∈ Cm×p. Let
the QQ-SVD of the triple {C,A,B} be as in (4)–(7). Then we have
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rank(A) = r2 = r12 + r22 ,
rank(B) = r3 = r13 + r23 + r33 ,
rank(C) = r1,
rank(AQC) = r22 ,
rank(RBA) = r2 + r33 − r3,
rank(CQA) = r1 − r12 ,
rank(RAB) = r33 ,
rank(RBAQC) = r22 − r23 ,
rank
(
A
C
)
= r1 + r22 ,
rank(A,B) = r2 + r33 ,
rank(M) = r1 + r22 + r13 + r33 ,
(10)
in which
QA = I − A−A, RA = I − AA−, RB = I − BB−, QC = I − C−C
for any g-inverses A−, B−, C−.
Proof. From Lemma 1.1, it is obvious that rank(A) = r2 = r12 + r22 , rank(B) =
r3 = r13 + r23 + r33 , rank(C) = r1.
Because the proceedings of proving are similar, we only prove that
rank(AQC) = r22 and rank(RBAQC) = r22 − r23 .
From Lemma 1.1 and Corollary 1.1 we have
X−12 RBX2 = I −X−12 BB−X2
=


0 −B12 0 −B14 0 −B16
0 Ir12−r13 0 0 0 0
0 −B22 0 −B24 0 −B26
0 0 0 Ir22−r23 0 0
0 −B32 0 −B34 0 −B36
0 0 0 0 0 Im−r2−r33


X1QCX
−1
1 = I −X1C−CX−11
=


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−C14 −C42 −C43 Ir23 0 0−C51 −C52 −C53 0 Ir22−r23 0−C16 −C62 −C63 0 0 In−r1−r22


.
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Therefore
AQC = X2


0 0 0 0 0 0
0 0 0 0 0 0
−C41 −C42 −C43 Ir23 0 0−C51 −C52 −C53 0 Ir22−r23 0
0 0 0 0 0 0
0 0 0 0 0 0


,
RBAQC = X2


B14C51 B14C52 B14C53 0 −B14 0
0 0 0 0 0 0
B24C51 B24C52 B24C53 0 −B24 0
−C51 −C52 −C53 0 Ir22−r23 0
B34C51 B34C52 B34C53 0 −B34 0
0 0 0 0 0 0


X1
= X2


I 0 0 −B14 0 0
0 I 0 0 0 0
0 0 I −B24 0 0
0 0 0 I 0 0
0 0 0 −B34 I 0
0 0 0 0 0 I


∗D


I 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
−C51 −C52 −C53 0 I 0
0 0 0 0 0 I


X1
in which
D =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 Ir22−r23 0
0 0 0 0 0 0
0 0 0 0 0 0


.
So, rank(AQC) = r22 and rank(RBAQC) = r22 − r23 . 
Corollary 1.2. Suppose that matrices C ∈ Cq×n, A ∈ Cm×n and B ∈ Cm×p. Let
the QQ-SVD of the triple {C,A,B} be as in (4)–(7). Then the following statements
are equivalent:
(i) R(A) ∩ R(B) = {0} and R(AH ) ∩ R(CH ) = {0},
(ii) r12 = r13 = r23 = 0.
(11)
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Proof. By Lemma 1.1,
dim(R(A) ∩ R(B)) = r13 + r23 ,
dim(R(AH ) ∩ R(CH )) = r12 .
If (i) holds, then r13 + r23 = 0 and r12 = 0. Because r13  0, r23  0, so r12 = r13 =
r23 = 0, i.e. (ii) holds.
On the contrary, if r12 = r13 = r23 = 0, then dim(R(A) ∩ R(B)) = 0, dim(R(AH )
∩ R(CH )) = 0. So we have
R(A) ∩ R(B) = {0} and R(AH ) ∩ R(CH ) = {0}. 
2. g-Inverses of M
In this section we derive a general formula of any g-inverse of the bordered matrix
M. In terms of Lemma 1.1 and (1), we first state:
Theorem 2.1. Suppose that matrices A ∈ Cm×n, B ∈ Cm×p, C ∈ Cq×n and
M =
(
A B
C 0
)
.
Let the QQ-SVD of the triple {C,A,B} be given in Lemma 1.1. Then any g-inverse
M− of M has the following form:
M− = D
=
(
D1 D2
D3 D4
)
=
(
X−11 0
0 V −1
)(
E F
G H
)(
X−12 0
0 UH
)
(12)
in which E ∈ Cn×m, F ∈ Cn×q, G ∈ Cp×m, H ∈ Cp×q,
E =


0 E12 0 0 0 E16
0 E22 0 0 0 E26
0 E32 0 0 0 E36
E41 E42 E43 E44 E45 E46
0 E52 0 I 0 E56
E61 E62 E63 E64 E65 E66


r13
r12 − r13
r1 − r12
r23
r22 − r23
n− r1 − r22
r13 , r
1
2 − r13 , r23 , r22 − r23 , r33 , m− r2 − r33
(13)
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F =


I −E12 0 F14
0 I − E22 0 F24
0 −E32 I F34
F41 F42 F43 F44
0 −E52 0 F54
F61 F62 F63 F64


r13
r12 − r13
r1 − r12
r23
r22 − r23
n− r1 − r22
r13 , r
1
2 − r13 , r1 − r12 , q − r1
(14)
G =


I G12 0 0 0 G16
−E41 G22 I − E43 −E44 −E45 G26
0 G32 0 0 I G36
G41 G42 G43 G44 G45 G46


r13
r23
r33
p − r3
r13 , r
1
2 − r13 , r23 , r22 − r23 , r33 , m− r2 − r33
(15)
H =


−I −G12 0 H14
−F41 −(E42 + F42 +G22) −F43 H24
0 −G32 0 H34
H41 H42 H43 H44


r13
r23
r33
p − r3
r13 , r
1
2 − r13 , r1 − r12 , q − r1
(16)
where each Eij, Fij,Gij and Hij is arbitrary with denoted dimension.
Proof. From MM−M = M and the partitions of M and M−, we have
A = AD1A+ BD3A+ AD2C + BD4C,
B = AD1B + BD3B,
C = CD1A+ CD2C,
0 = CD1B,
(17)
or equivalently, with the QQ-SVD of triple {C,A,B} in Theorem 1.1,
(a) DA = DAEDA +DBGDA +DAFDC +DBHDC,
(b) DB = DAEDB +DBGDB,
(c) DC = DCEDA +DCFDC,
(d) 0 = DCEDB.
(18)
Partition E,F,G,H conforming with those of DA,DB,DC in Lemma 1.1. From
(18)(d) we obtain
0 =


E11 E13 E15 0
E21 E23 E25 0
E31 E33 E35 0
0 0 0 0


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from which we have
E11 = 0, E13 = 0, E15 = 0,
E21 = 0, E23 = 0, E25 = 0,
E31 = 0, E33 = 0, E35 = 0.
(19)
From (18)(c) and taking (19) into account, we obtain

I 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 0 0 0

 =


F11 E12 + F12 F13 0 E14 0
F21 E22 + F22 F23 0 E24 0
F31 E32 + F32 F33 0 E34 0
0 0 0 0 0 0


from which we have
E14 = 0, E24 = 0, E34 = 0,
F11 = I, F21 = 0, F31 = 0,
F12 = −E12, F22 = I − E22, F32 = −E32,
F13 = 0, F23 = 0, F33 = I.
(20)
From (18)(b) and taking (19) and (20) into account, we obtain

I 0 0 0
0 0 0 0
0 I 0 0
0 0 0 0
0 0 I 0
0 0 0 0


=


G11 G13 G15 0
0 0 0 0
E41 +G21 E43 +G23 E45 +G25 0
E51 E53 E55 0
G31 G33 G35 0
0 0 0 0


from which we have
E51 = 0, E53 = 0, E55 = 0,
G11 = I, G21 = −E41, G31 = 0,
G13 = 0, G23 = I − E43, G33 = 0,
G15 = 0, G25 = −E45, G35 = I.
(21)
From (18)(a) and taking (19)–(21) into account, we obtain

I 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
0 0 0 0 0 0
0 0 0 0 0 0


=


2I +H11 G12 +H12 H13 0 G14 0
0 I 0 0 0 0
F41 +H21 E42 + F42 +G22 +H22 F43 +H23 I E44 +G24 0
F51 E52 + F52 F53 0 E54 0
H31 G32 +H32 H33 0 G34 0
0 0 0 0 0 0


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from which we have
E54 = I,
F51 = 0, F52 = −E52, F53 = 0,
G14 = 0, G24 = −E44, G34 = 0,
H11 = −I, H21 = −F41, H31 = 0,
H12 = −G12, H22 = −(E42 + F42 +G22), H32 = −G32,
H13 = 0, H23 = −F43, H33 = 0.
(22)
We then complete the proof of the theorem. 
From Theorem 2.1, we find that any g-inverse M− of the bordered matrix M has
some special structure. For example, some blocks are zeros and fixed block matrices
in E,F,G,H.
3. A discussion on D4 inM−
Theorem 2.1 has given the structure of the g-inverse M−. In this section, we will
discuss the properties of M− in terms of Theorem 2.1.
Theorem 3.1. Suppose that A ∈ Cm×n, B ∈ Cq×n and
M =
(
A B
C 0
)
.
Let
M− =
(
D1 D2
D3 D4
)
be any g-inverse of M which is partitioned conforming with that of M. Let the QQ-
SVD of the triple {C,A,B} be given in Lemma 1.1. Then the following statements
are equivalent:
(i) D1,D2,D3,D4 can be independently chosen;
(ii) r12 = r13 and r23 = 0;
(iii) D4 can be independently chosen;
(iv) rank(RBA) = rank(RBAQC) = rank(AQC).
(23)
Proof. From Theorem 2.1, D1 = X−11 EX−12 ,D2 = X−11 FUH ,D3 = V −1GX−12 ,
D4 = V −1HUH , in which E,F,G,H are given by Theorem 2.1. From Corollary
1.1, (ii) ⇔ (iv) holds immediately. We only show that (i) ⇔ (ii) ⇔ (iii).
(i) ⇒ (ii). If D1,D2,D3,D4 can be independently chosen, that means Eij cannot
appear in F,G,H , so we have r12 = r13 and r23 = 0.
(ii) ⇒ (iii). When r12 = r13 , r23 = 0,
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D4 = V −1

 I 0 H140 0 H34
H41 H43 H44

UH .
So D4 can be independently chosen.
(iii) ⇒ (i). Because D4 can be independently chosen, that means Eij, Fij,Gij
cannot appear in D4. So we get r12 = r13 , r23 = 0. Observing E,F,G, we find that,
when r12 = r13 , r23 = 0, each Eij, Fij,Gij, Hij only appears in E,F,G,H , respective-
ly. That means D1,D2,D3,D4 can be independently chosen. 
Theorem 3.2. Suppose that A ∈ Cm×n, B ∈ Cq×n and
M =
(
A B
C 0
)
.
Let
M− =
(
D1 D2
D3 D4
)
be any g-inverse of M which is partitioned conforming with that of M. Let the QQ-
SVD of the triple {C,A,B} be given in Lemma 1.1. Then the following statements
are equivalent:
(i) D4 is uniquely determined by D1,D2 and D3;
(ii) r1 = q and r3 = p;
(iii) B is of full column rank and C is of full row rank.
(24)
Proof. Obviously, (ii) ⇔ (iii). We only prove that (i) ⇔ (ii).
(i)⇒ (ii). IfD4 is uniquely determined by D1,D2 and D3, then Hij must not exist
in D4, that means r1 = q, r3 = p.
(ii) ⇒ (i). On the contrary, when r1 = q, r3 = p, Hij do not appear in H, but
Eij, Fij,Gij exist in H, that is to say D4 is uniquely determined by D1,D2,D3. 
Theorem 3.3. Suppose that A ∈ Cm×n, B ∈ Cq×n and
M =
(
A B
C 0
)
.
Let
M− =
(
D1 D2
D3 D4
)
be any g-inverse of M which is partitioned conforming with that of M. Let the QQ-
SVD of the triple {C,A,B} be given in Lemma 1.1. Then the following statements
are equivalent:
(i) D4 is unique;
(ii) r1 = q, r3 = p, r12 = r13 and r23 = 0;
(iii) B is of full column rank, and C is of full row rank;
rank(RBA) = rank(RBAQC) = rank(AQC).
(25)
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Proof. From Theorems 3.1 and 3.2, (ii) ⇔ (iii) is obvious. We only show that (i) ⇔
(ii).
(i) ⇒ (ii). From Theorem 2.1,
H =


I −G12 0 H14
−F14 −(E42 + F42 +G22) −F43 H24
0 −G32 0 H34
H41 H42 H43 H44


r13
r23
r33
p − r3
r13 , r
1
2 − r13 , r1 − r12 , q − r1
If D4 is unique, all submatrices in H except I and zeros matrices should be naught,
so we have r1 = q, r3 = p, r12 = r13 and r23 = 0.
(ii) ⇒ (i). On the other hand, when r1 = q, r3 = p, r12 = r13 and r23 = 0, then
D4 =
(
I 0
0 0
)
UH
and it is unique. 
Theorem 3.4. Suppose that A ∈ Cm×n, B ∈ Cq×n and
M =
(
A B
C 0
)
.
Let
M− =
(
D1 D2
D3 D4
)
be any g-inverse of M which is partitioned conforming with that of M. Let the QQ-
SVD of the triple {C,A,B} be given in Lemma 1.1. Then the following statements
are equivalent:
(i) 0 ∈ {D4};
(ii) r13 = 0.
(26)
Proof. From Theorem 2.1,
H =


I −G12 0 H14
−F14 −(E42 + F42 +G22) −F43 H24
0 −G32 0 H34
H41 H42 H43 H44


r13
r23
r33
p − r3
r13 , r
1
2 − r13 , r1 − r12 , q − r1
(i) ⇒ (ii). If 0 ∈ {D4}, there does not exist Ir13 in H, i.e. r
1
3 = 0.
(ii) ⇒ (i). If r13 = 0,
D4 = V −1

−(E42 + F42 +G22) −F43 H24−G32 0 H34
H42 H43 H44

UH ,
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so we can set all the submatrices in H as zero matrices, and so 0 ∈ {D4}. 
Combining Theorems 3.3 and 3.4, we can easily obtain the following results.
Corollary 3.1. Suppose that A ∈ Cm×n, B ∈ Cq×n and
M =
(
A B
C 0
)
.
Let
M− =
(
D1 D2
D3 D4
)
be any g-inverse of M which is partitioned conforming with that of M. Let the QQ-
SVD of the triple {C,A,B} be given in Lemma 1.1. Then the following statements
are equivalent:
(i) {0} = {D4};
(ii) r12 = r13 = r23 = 0, p = r3 and q = r1;
(iii) B is of full column rank and C is of full row rank,
R(A) ∩ R(A) = {0} and R(AH ) ∩ R(CH ) = {0}.
(27)
Note that Corollary 3.1 gives the equivalent conditions for M− to be a bor-
dered matrix which has the same block structure as M. If we also have m+ q =
n+ p,m = r2 + r33 , n = r1 + r22 , then we can easily show that M− is nonsingular.
4. A discussion on D1 inM−
In this section, we will study the relations between D1 in M− and A{1}.
Theorem 4.1. Suppose that A ∈ Cm×n, B ∈ Cq×n and
M =
(
A B
C 0
)
.
Let
M− =
(
D1 D2
D3 D4
)
be any g-inverse of M which is partitioned conforming with that of M. Let the QQ-
SVD of the triple {C,A,B} be given in Lemma 1.1. Then the following statements
are equivalent:
(i) {D1} ⊆ A{1},
(ii) r12 = r13 = r23 = 0,
(iii) R(A) ∩ R(B) = {0} and R(AH ) ∩ R(CH ) = {0}.
(28)
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Proof. From Corollary 1.2, we know (ii) ⇔ (iii). In the following, we prove that (i)
⇔ (ii).
From Lemma 1.2 and Theorem 2.1, we get D1 = X−11 EX−12 in which
E =


0 E12 0 0 0 E16
0 E22 0 0 0 E26
0 E32 0 0 0 E36
E41 E42 E43 E44 E45 E46
0 E52 0 I 0 E56
E61 E62 E63 E64 E65 E66


r13
r12 − r13
r1 − r12
r23
r22 − r23
n− r1 − r22
r13 , r
1
2 − r13 , r23 , r22 − r23 , r33 , m− r2 − r33
and A(1) = X−11 D−AX−12 in which
D−A =


I 0 0 0 A15 A16
0 I 0 0 A25 A26
A31 A32 A33 A34 A35 A36
0 0 I 0 A45 A46
0 0 0 I A55 A56
A61 A62 A63 A64 A65 A66


r13
r12 − r13
r1 − r12
r23
r22 − r23
n− r1 − r22
r13 , r
1
2 − r13 , r23 , r22 − r23 , r33 , m− r2 − r33
where each Aij, Eij is arbitrary with denoted dimensions.
(i) ⇒ (ii). {E} ⊆ {D−A } if and only if {D1} ⊆ A{1}. Comparing E with D−A , we
have r12 = r13 = r23 = 0.
(ii) ⇒ (i). On the contrary, when r12 = r13 = r23 = 0, we have
E =

 0 0 E36I 0 E56
E64 E65 E66

 , D−A =

A33 A34 A36I A55 A56
A64 A65 A66

 ,
so {E} ⊆ {D−A } and hence {D1} ⊆ A{1}. 
5. Concluding remarks
In this paper, we have derived an explicit structure of g-inverses of a bordered ma-
trix by applying QQ-SVD of the triple {C,A,B}. From the expression of the struc-
ture of g-inverses, we have obtained some new results of g-inverses of a bordered
matrix.
If one wants to study the other properties g-inverses M− of the bordered matrix
M, it is better to begin with the QQ-SVD of the triple {C,A,B}.
204 M. Wei, W. Guo / Linear Algebra and its Applications 347 (2002) 189–204
Acknowledgements
The authors are grateful to the editor and referee for valuable suggestions and
comments.
References
[1] A. Ben-Israel, T.N.E. Greville, Generalized Inverses: Theory and Applications, Wiley, New York,
1974.
[2] S.L. Campbell, C.D. Meyer Jr., Generalized Inverses of Linear Transformations, Pitman, London,
1979.
[3] Y. Chen, B. Zhou, On g-inverses and nonsingularity of a bordered matrix
(
A B
C 0
)
, Linear Algebra
Appl. 133 (1990) 133–151.
[4] J. Dancis, Bordered matrices, Linear Algebra Appl. 128 (1990) 117.
[5] B. De Moor, H. Zha, A tree of generalizations of the ordinary singular value decomposition, Linear
Algebra Appl. 147 (1991) 469–500.
[6] F.J. Hall, Generalized inverses of a bordered matrix of operators, SIAM J. Appl. Math 29 (1975)
152–163.
[7] J.Z. Hearon, On the singularity of a certain bordered matrix, SIAM J. Appl. Math 25 (1967) 1413–
1421.
[8] K. Manjunatha, K.P.S.B. Rao, On bordering of matrices, Linear Algebra Alpp. 234 (1996) 245.
[9] G. Marsaglia, G.P.H. Styan, Equalities and inequalities for ranks of matrices, Linear and Multilinear
Algebra 2 (1974) 269–292.
[10] S.K. Mitra, Properties of the fundamental bordered matrix used in linear estimation, in: G. Kallian-
pur et al., (Ed.), Statistics and Probability, Essays in Honor of C.R. Rao, North-Holland, New York,
1982, pp. 505–509.
[11] C.R. Rao, S.K. Mitra, Generalized Inverses of Matrices and its Applications, Wiley, New York,
1971.
