Recent numerical results on advection dynamics have shown that particles denser than the fluid can remain trapped indefinitely in a bounded region of an open fluid flow. Here, we investigate this counterintuitive phenomenon both numerically and analytically to establish the conditions under which the underlying particle-trapping attractors can form. We focus on a two-dimensional open flow composed of a pair of vortices and its specular image, which is a system we represent as a vortex pair plus a wall along the symmetry line. Considering particles that are much denser than the fluid, referred to as heavy particles, we show that two attractors form in the neighborhood of the vortex pair provided that the particle Stokes number is smaller than a critical value of order unity. In the absence of the wall, the attractors are fixed points in the frame rotating with the vortex pair, and the boundaries of their basins of attraction are smooth. When the wall is present, the point attractors describe counter-rotating ellipses in this frame, with a period equal to half the period of one isolated vortex pair. The basin boundaries remain smooth if the distance from the vortex pair to the wall is large. However, these boundaries are shown to become fractal if the distance to the wall is smaller than a critical distance that scales with the inverse square root of the Stokes number. This transformation is related to the breakdown of a separatrix that gives rise to a heteroclinic tangle close to the vortices, which we describe using a Melnikov function. For an even smaller distance to the wall, we demonstrate that a second separatrix breaks down and a new heteroclinic tangle forms farther away from the vortices, at the boundary between the open and closed streamlines. Particles released in the open part of the flow can approach the attractors and be trapped permanently provided that they cross the two separatrices, which can occur under the effect of flow unsteadiness. Furthermore, the trapping of heavy particles from the open flow is shown to be robust to the presence of viscosity, noise, and gravity. Navier-Stokes simulations for large flow Reynolds numbers show that viscosity does not destroy the attracting points until vortex merging takes place, while simulation of thermal noise shows that particle trapping persists for extended periods provided that the Péclet number is large. The presence of a gravitational field does not alter the permanent trapping by the attracting points if the settling velocities are not too large. For larger settling velocities, however, gravity can also give rise to a limit-cycle attractor next to the external separatrix and to a new form of trapping from the open flow that is not mediated by a heteroclinic tangle.
I. INTRODUCTION
The motion of particles transported by a fluid flow can be very complex even when the particles are passive, the dynamics is non-brownian, and the flow is laminar [3-5, 13, 21, 26, 34, 35, 37] . Contributing to this complexity, the trajectories of particles with small but finite inertia often deviate significantly from fluid-point trajectories. The prediction of particle evolution is therefore a challenging task in particle-laden flows. In the paradigmatic case of spherical particles with small Reynolds numbers, the Maxey-Riley equation [25, 38] can be used to describe the particle dynamics provided that the fluid velocity field is known. For non-interacting particles, as considered in this study, the complexity of this dynamics is mainly due to the spatial and temporal dependencies of the fluid velocity, which are strongly nonlinear in general.
Previous theoretical analyses reported evidence of particle accumulation in well-defined regions of both laminar flows [35, 48, 50, 53, 57] and turbulent or random flows [6, 8, 20, 23, 24, 41, 55, 59, 60] . Particle clustering can occur even when the fluid itself is incompressible, and this is a property of major importance for the understanding of many natural and industrial advection processes [7, 15, 22, 33, 43, 47] . In bounded or periodic domains, this clustering behavior may be expected since particles have dissipative dynamics due to their inertia and dissipation can give rise to attractors. In closed vortical flows, such attractors tend to be associated with inward motion in the case particles less dense than the fluid-socalled bubbles-and with outward (but necessarily bounded) motion in the case of particles denser than the fluid [35] -also known as aerosols. Similar phenomenology is expected, and actually observed, for bubbles in open vortical flows [9, 10] .
For aerosols, however, the possibility of permanent clustering of particles in open flows is far less clear. This is the case not only because particle motion is no longer constrained to be bounded but also because the same fluid velocity fields that have the potential to generate attractors tend to centrifuge denser particles away. Nevertheless, such attractor formation and consequent particle clustering has been shown to be possible for aerosols due to "interactions" between coexisting vortices [57] . This was demonstrated, for example, in numerical simulations of the open flow defined by leapfrogging vortices, where aerosols are trapped permanently by attracting points in the neighborhood of the vortices. The goal of the present paper is to determine both numerically and analytically the fluid and particle conditions under which such attracting sets exist, and investigate their properties as well as the properties of the associated basins of attraction.
Here, we consider small spherical particles much denser than the fluid, referred to as heavy particles, which capture the essential features of the problem while making it amenable to mathematical treatment. We focus on a system formed by two point-vortex pairs separated by a symmetry line, which is an open flow system that we represent as a single vortex pair plus a wall at the symmetry line ( Fig. 1(a) ). Accordingly, the flow Reynolds number is assumed to be much larger than one (inviscid fluid approximation), even though the particle Reynolds number, based on the slip velocity and on the particle diameter, will be assumed to be small throughout this paper. We concentrate on the limit
where d 0 is the average half-distance between the vortices and L 0 is the distance from the center of vorticity of the vortex pair to the wall ( Fig. 1(b) ). Due to the presence of the wall, the center of vorticity moves with respect to the distant fluid with velocity v = Γ/(2πL 0 ) to first order in ε, where Γ is the strength of each vortex. In the small-ε regime, we can generalize analytical results on particle accumulation previously established for the closedflow system defined by isolated (non-translating) point-vortex pairs with identical strengths [1] . Our analysis is partially based on using a perturbative fluid velocity field with respect to ε, where the case of an isolated vortex pair corresponds to ε = 0 (i.e., the absence of the wall) in our system. In the reference frame translating with the center of vorticity, this flow exhibits open streamlines separated from closed streamlines by a separatrix formed by the invariant manifolds of two stagnation points (Fig. 2) . A central part of this work concerns the demonstration that, under appropriate conditions, heavy particles from the open flow can approach the vortices and be captured by attracting points in their neighborhood. In addition to this external separatrix, which we denote Σ 3 , we anticipate that there are three other internal separatrices, denoted Σ i for i = 0, 1, 2, which are located in the very neighborhood of the vortices and will be analyzed in the reference frame rotating with the vortex pair. These separatrices too will be shown to play a key role in the dynamics of inertial particles.
The motion of particles in this open vortical flow is investigated in Sec. II, where we show that attracting points exist even if ε > 0 provided that the particle Stokes number is small. In Sec. III, we show that the boundaries of the corresponding basins of attraction, which are smooth for ε = 0, become fractal if ε is above a critical value that decreases with increasing Stokes number. The occurrence of trapping from the open flow-for particles released far ahead of the vortex system in the upstream flow-is established and analyzed in Sec. IV. In Sec. V, we show that particle trapping is largely robust to the effects of gravity, viscosity, and noise. In the same section we also show that gravity can induce the formation of a new (limit-cycle) attractor, that potential flow theory provides a good approximation to predict heavy particle dynamics preceding vortex coalescence, and that noise can often enhance (rather than suppress) particle trapping. Final remarks are presented in Sec. VI. We use no-slip initial conditions in all simulations (i.e., the particles are released with velocity equal to the local fluid velocity), which corresponds to 2-dimensional slices of the basins of attraction and nevertheless reveals geometric properties of the full basins.
II. TRAPPING OF HEAVY PARTICLES NEAR VORTICES
For heavy particles, as considered here, it has recently been shown via analytical calculations that a system comprised of two co-rotating identical point vortices has two fixed-point attractors in the rotating frame for Stokes numbers smaller than 2 − √ 3. This holds true when the vortex pair is isolated, forming a closed fluid flow system since in this case the center of vorticity does not translate with respect to the fluid [1] . The presence of a wall, on the other hand, allows the fluid to translate with respect to the vortex pair. This leads to a fundamentally different physical situation, in which the fluid flow system can now be open. In this section, by focusing on the velocity field in the neighborhood of the vortex pair, we study the persistency of the attractors and the properties of their attraction basins as a function of the Stokes number and distance of the vortices from the wall. In particular, we establish a relation between the emergence of fractal basin boundaries and the breakdown of a separatrix in the neighborhood of the vortices.
A. Perturbative internal fluid velocity field
We first recall results of [2] , where a perturbative expansion in ε was used to calculate the velocity field of the fluid for small ε, when the vortex pair (A, B) is distant from the wall. For ε = 0 (i.e., in the absence of the wall), the vortices rotate around their center point I with an angular velocity Ω 0 = Γ/(4πd 2 0 ), where the distance 2d 0 = |AB| between the vortices remains constant over time. We make use of Ω 0 and d 0 to set our equations non-dimensional in this section. The non-dimensional vortex strength is therefore equal to 4π. For ε > 0 (i.e., in the presence of the wall), the streamfunction is the sum of the flow induced by the two vortices plus the flow induced by the two mirror vortices, as illustrated in Fig. 2(a) . Under the effect of the mirror vortices, the point I will translate in the x-direction with a non-dimensional velocity equal to 2ε + O(ε 3 ). In the neighborhood of (A, B), the contribution from the mirror vortices is a perturbation taking the form of a straining flow. The resulting non-dimensional streamfunction in the reference frame x Iy translating with I at velocity 2ε, reads
where (x i (t), y i (t)) are the Cartesian coordinates of the vortices (A, B). Because this streamfunction is valid near the vortices only, we refer to Eq. (2) as an internal perturbative solution. Figure 2 (b) shows a comparison for ε = 0.25 between the exact potential flow induced by the four vortices and the perturbative solution. Even though ε is not very small, the streamlines are essentially undistinguishable in the neighborhood of the vortices. We have checked that the agreement is also satisfactory for the values of the velocity. Significant discrepancies start to appear at distances of about 3 non-dimensional units from I. In particular, the stagnation points S 1 and S 2 appearing on the symmetry line are not captured by the internal perturbative model, since they are points where the contribution of the two upper and two lower vortices have equal amplitudes and opposite signs. One can verify that the dynamics of the vortices in this simplified flow satisfies x 1 (t) = r(t) cos θ(t), y 1 (t) = r(t) sin θ(t), x 2 = −x 1 , and y 2 = −y 1 , with r(t) = 1 + (ε 2 /2) cos 2t and θ(t) = t−ε 2 sin 2t, plus terms of order ε 4 . The distance 2r(t) between the two vortices therefore oscillates with a period π (half the period of the isolated vortex pair, where throughout this paper we define the period as the time for each vortex to return to its original position in the coordinate system x Iy ). In addition, the angular velocity of the vortices around I is affected by a perturbation with period π. This periodic forcing corresponds to the effect of a wall-induced straining flow on the vortices (see also [12] and [39] for vortex pairs in a straining flow).
It is well known that in the absence of the wall the velocity field is steady when observed in the rotating frame of the two vortices. It is therefore useful to re-write the streamfunction (2) in the coordinate system XIY defined on this rotating frame:
Assuming that the axes IX and IY correspond to Ix and Iy at t = 0, the perturbative streamfunction reads
where
. The fluid velocity field in the rotating frame then takes the form
, and the expressions of the steady fields W 2c and W 2s are obtained by differentiating with respect to the spatial variables the coefficients of cos 2t and sin 2t appearing in ψ r2 . In the next subsection, we investigate for the first time the motion of heavy particles in this flow.
B. Particle motion and attracting points
In the rotating reference frame, the equation of motion for such a heavy particle is [25, 38] 
where X p is the position vector of the particle, St = Ω 0 τ p is the Stokes number, τ p is the particle relaxation time, andẑ is the unit vector along the z-axis (perpendicular to the plane). The first term on the right side of this equation is the drag force, the second term is the centrifugal force, and the last term is the Coriolis force. In the rotating frame, the force due to the undisturbed flow also contains terms equal to the opposite of the Coriolis and centrifugal forces acting on the fluid. These forces, as well as the added mass, history, buoyancy, and lift forces [44] , have not been taken into account since they are negligible for sufficiently small and heavy particles. The settling velocities are assumed to be negligible throughout the paper, except in Sec. V A, where the effect of gravity is considered in detail. When ε = 0, there are four equilibrium positions (in addition to I) where the particle drag balances the centrifugal force if St < 2 − √ 3 or St > 2 + √ 3. Two of them are stable if St < 2− √ 3, while the others are always unstable. The stable points, which we denote ±X eq , are symmetric with respect to I; their polar coordinates, defined by ±X eq ·X = R cos Θ and ±X eq ·Ŷ = R sin Θ, read
These equilibrium points no longer exist when ε > 0, since the flow is no longer timeindependent in the rotating frame XIY . Nevertheless, particles can be attracted to moving stable points in the vicinity of the equilibrium points ±X eq that exist for ε = 0 (they are in fact limit cycles in the extended phase space that includes time as one of the dimensions).
To analyze this effect, we employ the method used by [32] for particles in a periodic box. We focus on the vicinity of X eq , as the corresponding considerations for −X eq follow immediately by symmetry. Replacing X p (t) = X eq + h(t) in the equation of motion (5) and performing a Taylor expansion with respect to h(t), we obtain
where ∇W 0,eq is the gradient tensor of the fluid velocity W 0 at X eq . In this expression, terms of order |h| 2 and ε 2 |h| have been neglected. The solution of this linear non-homogeneous equation is the sum of a particular solution h a (t) of the full equation and the general solution h b (t) of the homogeneous part of the equation.
By setting h a (t) = p cos 2t + q sin 2t in Eq. (8), we are led to the following conditions for the coefficients of cos 2t and sin 2t [32] :
and
where A = are invertible, where the latter follows from the eigenvalues of the attracting points having strictly nonzero real parts (and hence ∇W 0,eq being non-singular). It follows that
By solving this system, one can obtain a closed form for p and q, and this provides a particular solution to Eq. (8 This solution corresponds to particles on an elliptic trajectory rotating with period π in the clockwise direction around X eq in the rotating frame.
The general solution h b (t) of the homogeneous part of Eq. (8) is nothing more than a perturbation around X eq for ε = 0. Because the corresponding eigenvalues have strictly negative real parts for St < 2 − √ 3 [1] , we infer that h b (t) → 0 as t → ∞. We thus conclude that particles are attracted to the vicinity of the points ±X eq + h a (t), where h a (t) is the particular periodic solution approximated by Eq. (15) . Note that, for capturing the effect of the wall, the solution h a (t) cannot be anticipated from the existing literature on isolated vortex pairs. Figure 3 shows a simulation of a particle cloud for ε = 0.33 and St = 0.1. Initially, the particles are distributed uniformly in the square [−3, 3] × [−3, 3], which includes the vortex pair, and have velocity equal to the local fluid velocity. The particle cloud is shown after 14 periods at four different instants (blue dots). We indeed observe that particles are attracted by two moving points rotating clockwise around ±X eq with a trajectory that is close to the elliptic orbit predicted theoretically in Eq. (15) . The parameter ε has been taken rather large here to facilitate visualization, and agreement with the theoretical predictions only improves for smaller ε.
C. Crossing of the internal separatrix
We now turn to the emergence of chaos in the particle dynamics due to the perturbation of homoclinic and/or heteroclinic orbits. An homoclinic orbit in which branches of the stable and unstable manifolds of a fixed point (or, more generally, of a periodic orbit) coincide is a common structure in nonchaotic systems; the heteroclinic counterpart corresponds to the situation in which a branch of the stable manifold of one orbit coincides with a branch of the unstable manifold of another orbit. Generic perturbations of such systems typically lead such branches to no longer coincide. If the manifolds associated with the perturbed homoclinic (heteroclinic) orbit(s) are found to intersect transversely at one point, then they will intersect transversely at infinitely many points, forming a homoclinic (heteroclinic) tangle and, in particular, giving rise to a chaotic set around the original manifold. These transverse intersections can be detected using the Melnikov method, where such intersections correspond to isolated odd zeros of an integral function-the Melnikov function-which provides a measure of the signed distance between the stable and unstable manifolds [29, 46] .
In order to proceed with our analysis of the particle dynamics in the internal perturbative flow, we first compare the order of magnitude of the various forces appearing in the equation of motion (5) with the approximate velocity field (4). Equation (5) contains two small parameters, namely St (accounting for inertia effects) and ε (accounting for the wall effect). Clearly, if St ε 2 , the velocity of the particle is only slightly modified by inertia. In contrast, if St ε 2 , particles do not feel the effect of the wall, as the corresponding oscillation of the vortices is weak. Therefore, we assume throughout that St = O(ε 2 ) and set
where k is a constant of order one. This condition is necessary to keep both the effect of the wall and the effect of inertia significant. Then, taking a perturbative solution of the equation of motion in the form [30, 31, 36] 
we obtain
(18) Under the given conditions, the dynamics of inertial particles is therefore equivalent to a Hamiltonian system perturbed by terms of order ε 2 . The unperturbed phase portrait is the same as the one of fluid particles, which is the well-known streamline diagram of co-rotating point-vortex pairs shown in Fig. 3 . As indicated in that figure, this flow has two heteroclinic orbits, Σ 1 and Σ 2 , forming separatrices associated with the fixed points H and H and has two homoclinic orbits, Σ 0 , which form separatrices associated with the fixed point I. The possibility of homoclinic and heteroclinic tangles in the internal perturbative flow can then be analyzed using the Melnikov method applied to these orbits.
Specifically, the Melnikov functions of the separatrices Σ i for i = 0, 1, 2 will indicate whether, under the effect of the ε 2 perturbations, the invariant manifolds associated with the various hyperbolic points will intersect transversely or not. Transverse intersections imply that a chaotic set exists in the vicinity of Σ i and that particles may experience transient chaotic behavior in this region before converging to one of the attracting points or being centrifuged away (although this is not necessarily the case in general, our numerics do not indicate any other outcome for the flow and parameters considered here). To first order in ε 2 , the transverse signed distance between the invariant manifolds associated with the separatrix Σ i at some point
, where a i is independent of ε and M i is the Melnikov function. For the separatrix Σ i , we obtain
where t 0 is the starting time of the stroboscopic map X p (t) → X p (t + π), and q i (t) is a solution of the unperturbed system with q i (0) = X * . As t 0 varies, the manifolds evolve and any intersection between them will be detected at X * . Because q i (t) does not depend on ε or St, we compute this solution numerically for i = 0, 1, 2 and use this solution to calculate the above integrals. Also, we make use of the fact that q i (t) and its derivative are symmetric functions, so that some of the integrals vanish. This leads to
where α i and m i are purely numerical constants. The former constants have been calculated in a previous work [2] : α 0 ≈ −0.58, α 1 ≈ −0.89, and α 2 ≈ 7.3. The latter constants are m 0 ≈ −42.1, m 1 ≈ −25.8, and m 2 ≈ 8.3. Therefore, for any St or ε larger than zero, the Melnikov function is no longer zero for each of the three separatrices, indicating that the stable and unstable manifolds no longer coincide. The pertinent question is then whether they intersect each other transversely. The α i constants reflect the influence of the time dependence of the fluid flow on the splitting of the separatrices. The m i 's account for the effect of the particles' inertia only.
where |α 2 |/|m 2 | ≈ 0.88. If this condition is fulfilled, the stable and unstable manifolds associated with the hyperbolic points I, H and H of the stroboscopic map, which persist if ε is small enough, split apart but do not intersect each other: particles injected near the separatrices will evolve non-chaotically and eventually move either toward an attracting point or toward infinity. Conversely, if the inverse inequality is satisfied in Eq. (21), then it follows from Eq. (20) that M 2 (t 0 ) will have isolated odd zeros as a function of t 0 , and this implies the existence of a heteroclinic tangle. It is the separatrix Σ 2 that is represented in Eq. (21) because this separatrix is more sensitive than Σ 0 and Σ 1 to the presence of the wall: for a given Stokes number, if one increases ε so that St < St c 2 , the invariant manifolds of the separatrix Σ 2 will be the first to intersect transversely. If ε is further increased, i.e., if the distance from the wall is further reduced, then Σ 1 and Σ 0 will, in this order, give rise to chaotic sets by a similar mechanism. Figure 4 summarizes these different behaviors. It shows the stable manifold W s and unstable manifold W u coinciding in the absence of both particle inertia and wall ( Fig.  4 (a)), split apart when particle inertia dominates ( Fig. 4(b) ), and intersecting each other transversely when the effect of the wall dominates ( Fig. 4(c) ). Very remarkably, particles outside the separatrix Σ 2 cannot reach the neighborhood of the attracting point X eq when the invariant manifolds are split apart. This is the case because, as indicated in Fig. 4 (b), the velocity field of particle dynamics points outward in the region between W s and W u . That is, the stable manifold is encircled by the unstable one, which corresponds to positive values for the Melnikov function M 2 (according to the convention for the signed distance adopted in this paper). In this process, W s can be regarded as a barrier to the transport of particles from the outside. However, it becomes possible for outside particles to reach the inner region (interior to Σ 1 ∪ Σ 2 ) when the effect of the wall is dominant and induces transverse intersections between W s and W u . Indeed, in this case, certain particles located outside the stable manifold-those in the lobes limited by W u [49] -are transported to the other side of the stable manifold after one period of the stroboscopic map. This tangle, and hence the transient chaos that comes with it, is a necessary (albeit not sufficient) condition for outside particles to eventually approach the attracting point.
Finally, because the Melnikov functions M 1 and M 0 are negative for St/ε 2 larger than |α 1 |/|m 1 | and |α 0 |/|m 0 |, respectively, the reciprocal argument applies to the separatrices Σ 1 and Σ 0 . That is, the orientation of the particle-velocity field is such that these separatrices become permeable toward the interior of the Σ 1 ∪ Σ 2 cycle as soon as their stable and unstable manifolds split apart (in contrast with Σ 2 , which requires the emergence of chaos, and hence larger ε, to become permeable). Physically, this occurs due to the centrifugation of the particles in the vicinity of the vortices.
These results can be interpreted also in terms of the distance between the vortices and the wall. Chaos exists in the vicinity of the vortices if and only if the vortex pair is placed below a critical distance L c ∼ d 0 / √ St from the wall. Above this critical distance, the influence of the wall, and consequent oscillation in the inter-vortex separation, is too weak to induce chaos in the dynamics of inertial particles. On the other hand, since this critical distance scales as St −1/2 , for any large but finite distance between the vortex pair and the wall, chaos will always manifest itself for sufficiently small heavy particles. As shown in the next section, the existence of a chaotic set critically impacts the geometry of the basin boundaries of the attracting points.
III. FRACTAL BASIN BOUNDARIES
The appearance of a chaotic set in the vicinity of separatrices can drastically change the boundaries of the basins of attraction, since inertial particles can move erratically in that region before either approaching an attracting point or being centrifuged away. This transiently chaotic dynamics imprints a signature in the geometry of the boundaries between the different basins of attraction. We thus expect that the boundaries of the attraction basins will be smooth when no chaotic sets are present around the separatrices but become fractal when such sets exist and are sufficiently wide to be connected with the attraction basins.
We have verified this by computing the basins of attraction numerically. Specifically, we plotted the initial (X, Y ) conditions of the trapped particles color-coded according to which of the two attractors they approach asymptotically. Typical attraction basins computed through this procedure are shown in Fig. 5 for St = 0.02 and in Fig. 6 for St = 0.07; these figures were generated using 2×10
5 particles initially uniformly distributed in a square region covering the vortices and released with initial velocity equal to the local fluid velocity. For St = 0.02, Eq. (21) predicts the formation of a heteroclinic tangle at ε ≈ 0.15. Indeed, Fig. 5 shows that the basin boundaries appear smooth for ε = 0.1 but have filamentary characteristics for ε = 0.2. In order to check the predictions of the perturbative model in Eq. (4), we have also computed the same attraction basins for particles advected by the exact four-vortex potential flow. Even though the detailed structure of the filaments is different, the overall shape of the basins obtained from the perturbative flow is close to the one obtained from the exact velocity field even for relatively large ε (Figs. 5(b) and 5(e), respectively). Similarly, for St = 0.07 the theory predicts the formation of a heteroclinic tangle at ε ≈ 0.28, in agreement with the basins shown in Fig. 6 . As expected, for larger ε's-as used in Figs. 6(b) and 6(e)-more significant discrepancies appear between the perturbative and exact flow simulations. In particular, the external heteroclinic orbit Σ 3 (considered in the next section) is closer to the vortices and may affect the particle dynamics, and this effect is not captured by the internal perturbative model.
In order to further validate the predictive power of Eq. (21) we have computed the fractal dimension of the basin boundaries for various ε's and various Stokes numbers. The dimension can be computed efficiently and accurately from a sample of representative points in the boundary [28] . To generate a set of such points we applied bisection on a segment of line cutting the basin boundary. Specifically, to search for a point in the boundary we randomly pick a pair of points in the line segment x = 2.3 and −1 ≤ y ≤ 1, which is close to Σ 2 , the first separatrix to break as the perturbation parameter ε increases. The pair is discarded if both points are found to be in the same basin of attraction. Otherwise we determine the basin to which the midpoint of the segment joining that pair belongs. This allows us to form a pair of points closer to each other belonging to different basins. The procedure is repeated until we obtain points belonging to different basins and at a distance from each other that does not exceed some pre-defined threshold 2d thr . This implies that the midpoint of the final pair is less than d thr -appart from the basin boundary and hence serves as a good approximation to a point in the boundary. After identifying a few hundred such points using this algorithm, we applied a method introduced in [28] to compute the dimension. The method is based on the scaling 1/N i (R) ∼ R −D (1) , where N i (R) is the number of sampled points within a ball of radius R centered at the i-th point and · denotes the average over all i. The dimension D (1) refers to the intersection set between the basin boundary and the initial line segment, while the dimension of the basin boundary in 2-dimensional portraits such as those in Figs. 5 and 6 is simply D (2) = 1 + D (1) . The dimension of the basin boundary in the full 4-dimensional phase space of the inertial particle dynamics is D (4) = 3 + D (1) . Figure 7 shows D (2) versus St for ε = 0.2. In this case, Eq. (21) predicts that a heteroclinic tangle exists when St < 0.88 ε 2 ≈ 0.035. We indeed observe that the basin boundary is fractal (D (2) > 1) when St 0.035 and smooth (D (2) = 1) otherwise. Figure 8 shows D (2) versus ε for St = 0.03. In this case, Eq. (21) predicts that a heteroclinic tangle exists when ε > (St/0.88) 1/2 ≈ 0.185. This corresponds to the critical distance to the wall below which the particle dynamics becomes chaotic in the vicinity of the separatrix Σ 2 . The numerical calculation shown in Fig. 8 confirms that the basin boundary is indeed smooth for ε 0.185 and fractal for larger ε. This is consistent with the expectation that the chaotic set around this (internal) separatrix gives rise to the fractal structure of the basin boundary.
Next, we consider the flow further away from the attractors and the (external) separatrix that exists between bounded and unbounded streamlines.
IV. TRAPPING OF HEAVY PARTICLES FROM THE OPEN FLOW
The flow investigated in the previous sections is bounded by the heteroclinic orbit Σ 3 ( Fig.  2(a) , bold curve). This external separatrix is the boundary between the closed streamlines near the vortices and the open streamlines going to infinity. When the Stokes number is sufficiently small, the velocity of the particles is close to the local fluid velocity and hence the separatrix Σ 3 also appears in the leading-order phase portrait of inertial particles. Yet, for any nonzero inertia, the corresponding invariant manifolds associated with the saddle points S 1 and S 2 no longer coincide. Nevertheless, as we show below, no particles from outside can cross the separatrix if the invariant manifolds split apart. This is so because the invariant manifolds shield the flow region internal to Σ 3 through a mechanism analogous to the one described in Fig. 4 for the separatrix Σ 2 . Under these circumstances, particles released outside Σ 3 will never reach the neighborhood of the vortices and will never be captured by the attractors investigated in Sec. II. The scenarios in which the trapping of particles from the open flow occurs are investigated in this section. We show that, as in the case of the separatrix Σ 2 , the emergence of transverse intersections between the invariant manifolds is a necessary condition for particles to cross the separatrix Σ 3 .
A. Perturbative external fluid velocity field
The typical length and velocity scales of the flow near the separatrix Σ 3 are L 0 and Γ/L 0 , respectively. Hence, we non-dimensionalize the streamfunction by using L 0 for lengths and Γ/4πL 0 for velocities. This non-dimensionalization is different from the one introduced in Sec. II for the internal flow. In the analyses below we continue to use the same notation for the dynamical variables with respect to the new non-dimensionalization. To facilitate comparisons, however, in all figures we continue to use spatial coordinates normalized by d 0 , as done in our analysis of the internal flow.
From the external separatrix, to first approximation, each pair of vortices can be seen as a single vortex. Therefore, we make use of the reference frame x O y translating with respect to the laboratory frame xOy at velocity v 0 , which is the leading order of the velocity of the vortex pair. In this translating frame, the non-dimensional streamfunction of the flow induced by the vortex pair plus its mirror is ψ E (x , y ) = (ψ − v 0 y )/Γ/4π, where ψ(x, y, t) is the streamfunction of the flow observed in the laboratory frame. Still assuming that ε = d 0 /L 0 1, the streamfunction can be expanded as [2] ψ E (x , y ) = ψ 0 (x , y ) + ε 2 ψ c (x , y ) cos 2t
where ψ 0 (x , y ) is the streamfunction of a simple dipole centered at (0,0) (i.e., a single vortex plus its mirror vortex) and the ε 2 terms express the fact that in reality we have vortex pairs and the resulting flow is unsteady.
B. Crossing of the external separatrix
The characteristic time of the flow close to the external separatrix is ε −2 times larger than the characteristic time of the flow close to the internal separatrices. The Stokes number for heavy particle dynamics near Σ 3 is therefore equal to ε 2 St, where St is the previously introduced particle Stokes number in the internal flow. The equation of motion of the particles in the velocity field corresponding to the streamfunction (22) then reads (removing the star superscripts for clarity and neglecting terms of order higher than two in the fluid velocity),
where the velocity fields V 0 , V 2c and V 2s correspond to the streamfunctions ψ 0 , ψ c and ψ s respectively. Keeping St fixed and expanding the particle velocity in powers of ε, we obtain
We therefore have a rapidly perturbed Hamiltonian system, with a perturbation frequency ∼ ε −2 [27] . One can always calculate the Melnikov function M (t 0 ) representing the signed distance between the unstable and stable manifolds of the saddle points S 1 and S 2 , respectively. But in this rapidly perturbed system the Melnikov function itself depends on ε, which contrasts with the Melnikov functions of the internal separatrices. Indeed, we obtain that
where the constant m represents centrifuge effects and the amplitude A(ε) is the contribution of the unsteady perturbation due to the rotation of the vortices around each other. To the best of our knowledge, it has not been rigorously demonstrated that simple zeros in a Melnikov function of this form will necessarily imply that the dynamics is chaotic [27] . Nevertheless, the existence of such simple zeros of M (t 0 ) guarantees that particles can cross Σ 3 in both directions, and hence that a fraction of particles from the open flow can enter the closed component of the flow. In contrast, a negative sign for all t 0 in the Melnikov function indicates that particles released outside cannot enter. The constant m can be written as
where q(t) is a solution of the unperturbed system on the separatrix Σ 3 , which we calculated numerically, leading to m 30.4. The amplitude of the oscillating part reads
and was computed numerically using a grid for ε ∈ [0, 0.5]. The result was then fitted with a combination of exponential and rational functions of ε as
where β 0 23.6, β 2 46.0, and β 3 0.63. Finally, by imposing that the oscillatory part be smaller than the constant part of M (t 0 ), we obtain a sufficient condition for Σ 3 to be closed for particles released outside:
where the constants were replaced by their numerical values, and we made use of the fact that | sin(x) − 2St cos(x)| ≤ (1 + 4St 2 ) 1/2 for all x. In addition, to obtain a simpler criterion, we have assumed that St 2 is small compared to 1. Because integrals have been fitted, Eq. (29) is a partially numerical criterion rather than a purely analytical one. Nevertheless, this formula is very useful to predict trapping from the open flow, and is used in the next section to construct the complete trapping diagram of particle dynamics in the vortical flow. Figure 9 shows in the (ε, St) plane both the critical Stokes number St c 3 for the breakdown of the external separatrix Σ 3 (defined by the converse of Eq. (29)) and the critical Stokes number St c 2 for the breakdown of the internal separatrix Σ 2 (defined by the converse of Eq. (21)). Above curve St c 2 (ε) the separatrix Σ 2 is "closed" (i.e., the stable and unstable manifolds do not intersect transversally, and cannot be crossed from the outside) and below this curve the separatrix Σ 2 is "open" (i.e., the manifolds intersect transversely and a chaotic set is formed near the separatrix). A similar characterization applies to the curve St c 3 (ε) with respect to the separatrix Σ 3 . Because St c 2 > St c 3 for ε > 0, the opening of Σ 3 implies that Σ 2 is also open. This does not mean that particles released outside and crossing Σ 3 will necessarily cross Σ 2 , since the tangles around each separatrix do not necessarily overlap. However, if trapping occurs for particles released outside Σ 3 , then the parameters must be in the region defined by St < St c 3 (ε). That is, being in this region, and hence having both separatices open, is a necessary condition for particle trapping from the open flow.
C. Trapping diagram
In order to check the theoretically-predicted trapping diagram, we have implemented numerical simulations using the exact four-vortex potential velocity field V f for the fluid and the dynamical equation of the particles in the laboratory frame (that is, Eq. (5) for W f replaced by V f and without the centrifugal and Coriolis forces). For given values of ε and St, we considered particles released far ahead of the vortices, outside Σ 3 and near the wall. They are driven by the flow toward the vicinity of S 1 and then around the vortex pair near Σ 3 , independently of the detailed shape of the initial distribution of particles. Trajectories were computed for a large number of turnover times, and the number N (St) of particles crossing inside Σ 3 during this period of time was then counted. The critical Stokes number was estimated numerically in these simulations using a bisection procedure applied to N (St), with the process terminated when the difference in St for crossing or not crossing the separatrix fell below a certain threshold. The result is plotted in Fig. 9 (circles): no particle released in the open flow is observed to cross Σ 3 when St is below the circles. We note that this numerical curve agrees with the theoretical value of St c 3 in Eq. (29) up to ε 0.4. For larger ε, that is when vortices are closer to the wall, the perturbative theory underestimates the critical Stokes number. This might be due to the fact that the wall-induced perturbation is underestimated by the perturbative velocity field there.
To further examine the validity of the trapping diagram, two simulations-corresponding to the parameters P 1 (ε = 0. Fig. 10 . The basins of attraction extend outside the separatrix Σ 3 in the case of P 2 , and are contained within it in the case of P 1 . This is in accordance with our theoretical predictions that trapping from the open flow would be possible for P 2 but not for P 1 , which is also confirmed by direct simulations of both the perturbative and the exact potential velocity field. In the case of P 2 , this means that a fraction of the particles crossing Σ 3 can also cross Σ 2 and approach the attractors. We deduce that this mechanism underlies the trapping of heavy particles in the leapfrogging open vortical flow observed in the previous numerical study of [57] . Figure 10 also suggests that the probability of getting trapped from the outside is small, since the measure of the external portion of the basins is small compared to the volume of the tested region. However, the figure also indicates that this probability is much larger for particles released near the wall.
V. ROBUSTNESS OF TRAPPING
In the previous sections we have shown that our perturbative analysis successfully describes trapping of heavy particles in the exact potential flow of a vortex pair and its specular image. It is natural to consider whether trapping from the open flow is a robust phenomenon in the presence of other factors that might not be negligible in realistic situations. Specifically, we show below that the trapping of heavy particles from the open flow also occurs when the particles are subject to gravity, in the presence of noise, and when the potential flow is replaced by a viscous flow obtained from direct simulations of the Navier-Stokes equations. For clarity, we consider each of these three effects separately.
A. Effect of gravity
We use θ to denote the angle between the gravitational field g and the axis perpendicular to the wall, such that g = g(sin θx − cos θŷ), and assume that the particles have a small but nonzero settling velocity g τ p . In the case of non-vertical walls, the settling velocity is set to zero in a thin layer above the wall in order to account for the finite size of the particles in the particle-wall interactions (e.g. lubrication forces) and prevent particles from crossing the wall in the simulations. In the previous sections, which included no gravity term, this precaution had not been applied since inertia alone cannot lead to the crossing of the symmetry line for small Stokes numbers (i.e. there is no inertial impaction).
Applying the same method used in Sec. II B [32] , it can be verified that attracting points still exist in the presence of gravity provided that the settling velocity is not too large. Moreover, it can be shown that in this regime the opening of the internal separatrix Σ 2 is only weakly influenced by gravity and still occurs before the opening of the external separatrix, Σ 3 . The question then is whether particles released in the open flow can cross into the closed component and be captured by the attracting points or possibly by a new attractor. To address this question we investigate the opening of Σ 3 in the presence of gravity.
The equation of motion for a heavy particle in the presence of gravity is obtained by adding the non-dimensional weight force to the drag term. Because we focus on the crossing of the external separatrix Σ 3 , it is convenient to use the external units V 0 = Γ/4πL 0 (for velocities) and L 0 (for lengths) already used in the preceding section. This leads to
whereĝ is the unit vector in the direction of gravity, V f is the non-dimensional fluid velocity corresponding to the streamfunction (22) , and V T = gτ p /V 0 is the non-dimensional free-fall terminal particle velocity in still fluid. To express that the settling velocity, although small, is sufficiently large to compete against the inertia term (i.e., that the gravity and inertia terms have the same (small) order of magnitude), we set V T = ε
2V
T , whereV T is assumed to be of order unity. Then, expanding the particle velocity in powers of ε leads to Eq. (24) with an extra additive term ε
Tĝ . This is again a rapidly perturbed Hamiltonian system with the same leading order as Eq. (24), but with a different perturbation. The gravity term results in an additive constant term in the Melnikov function:
where M g (t 0 ) denotes the Melnikov function in the presence of gravity and M (t 0 ) is the gravity-free Melnikov function given by Eq. (25) . The first integral in this equation is the difference q y (−∞) − q y (+∞) for a point q(t) moving on Σ 3 , and is equal to zero. The second integral is equal to q x (+∞) − q x (−∞) = −2 √ 3. We finally obtain
where A(ε) is defined in Eq. (27) .
Non-vertical wall. We first assume that −π/2 < θ < π/2, so that gravity pulls the particles toward the wall (the limit case θ = −π/2 is discussed below). It is immediate from Eq. (32) that the constant term due to gravity, 2 √ 3V T cos θ, is positive and hence opposes the constant term due to centrifugal effects, −m St, which is negative. The last term, which is not constant, is a consequence of the unsteady perturbation due to the rotation of the vortex pair. Three kinds of behavior therefore appear:
(i) M g (t 0 ) < 0 for all t 0 : centrifugal effects dominate over both gravity and unsteadiness. The unstable manifold W u of the perturbed hyperbolic-saddle point near S 1 wraps around the stable manifold W s of the hyperbolic-saddle point near S 2 . The dynamics is regular, and particles released outside cannot enter. Particles released inside sufficiently close to Σ 3 will spiral out. This happens when
where St c 3 (ε) is the gravity-free critical Stokes number given in Eq. (29).
(ii) M g (t 0 ) > 0 for all t 0 : gravity dominates over both centrifugal effects and unsteadiness. The manifold W s now wraps around W u . The dynamics is regular, but a fraction of the particles released outside can spiral in. This happens when
(iii) M g (t 0 ) has simple zeros: due to the unsteadiness of the flow, a chaotic saddle may exist in the vicinity of Σ 3 (see discussion following Eq. (25)). In either case, the separatrix Σ 3 is necessarily permeable in both directions. In particular, a fraction of the particles released outside penetrate inside after wandering in the heteroclinic tangle. This happens when
In the formulae above, the settling velocityV T has been replaced by V T /ε 3 , where V T = gτ p /d 0 Ω 0 is the settling velocity in the unit system (d 0 , Ω 0 ), which are the units used in the numerical simulations throughout this paper. Note that V T must be O(ε 3 ) for these asymptotic calculations to be valid. Figure 11 summarizes our numerical verification of the theoretical predictions in Eqs. (33)- (35) for V T = 0.003 and θ = 0 (horizontal wall). In this figure, which was generated employing the same method used to generate Fig. 9 , we show all three domains defined by Eqs. (33)- (35) and use circles to represent the parameters (ε, St) above which no particle is observed to cross Σ 3 . The predictions are in good agreement with the numerical results up to ε 0.4, despite the fact that the numerical calculations were based on using the exact four-vortex potential flow whereas the theoretical predictions were based on the external perturbative velocity field (22) . These results reveal a new regime, where gravity can cause particles released outside to enter the region of closed streamlines without exhibiting (transiently) chaotic dynamics (case (ii)). We observe that in this regime particles can be permanently trapped by a limit cycle located inside but near Σ 3 . Figure 12 shows two simulations, corresponding respectively to the parameters Q 1 and Q 2 of the trapping diagram of Fig. 11 . In each simulation we identified the respective attracting sets for particles released both in the open and in the closed flow by evolving their trajectories for a long period of time. In the case of Q 1 , we observe that a fraction of the particles from the open flow penetrate into the closed component under the sole effect of gravity, as predicted by our theory. These particles are trapped by the limit cycle near Σ 3 (and hence cannot reach the attracting points near the vortices). This limit cycle exists due to the combined effect of gravity and inertia, and also because particles have finite size and are allowed to slip along the wall (i.e., they do not stick to it). As described above, the settling velocity is set to zero in a thin layer above the wall (0 < y < δ). This allows resuspension, which is a key ingredient for the existence of this limit cycle. The exact value of the (small) thickness of the layer is of no importance for the existence of the limit cycle, but it affects its shape slightly (we used δ = 0.03 in the computations of Fig. 12 ). We have checked that, by decreasing the layer thickness δ, the limit cycle passes closer to the right-side stagnation point, in agreement with the fact that the smaller the thickness, the later the resuspension of the particles will be during their motion along the wall.
Particles from the closed flow, however, can either be driven toward the limit cycle or spiral inside and be captured by the attracting points. In the case of Q 2 , on the other hand, the limit cycle no longer exists and particles from both the closed and the open flow are observed to approach the attracting points. Moreover, plots of particle clouds at intermediate times (not shown) confirm that in this case a heteroclinic tangle exists near Σ 3 , as expected from the Melnikov analysis.
Vertical wall. In the limiting case θ = −π/2, vortices move upward with respect to the laboratory frame, and any heavy particle trapped in their neighborhood would be carried against the mean velocity of the fluid and against gravity instead of settling down. By considering Eq. (32) with this choice of angle, we observe that gravity does not alter the Melnikov function in this case. Small settling velocities, as considered so far, are therefore unable to affect significantly the dynamics of the particles in the vicinity of the separatrix. In contrast, if the settling velocity is of the order of V 0 , that is V T = O(1) instead of O(ε 2 ) in Eq. (30), then the particle velocity can be expanded as
The leading-order particle dynamics now corresponds to the "particle" streamfunction ψ p = ψ 0 − y V T , which has been widely used as an elementary sedimentation model (see, for example, [56] ). One can easily check that this streamfunction has the same general form as ψ 0 , corresponding to a dipole with open streamlines flowing around a closed region, but with a separatrix Σ 3 smaller than Σ 3 . The separatrix Σ 3 joins two hyperbolic points, S 1 and S 2 , located at x = ±[(6 − V T )/(2 + V T )] 1/2 instead of ± √ 3 (in the external system of units). As long as V T is not too large, this structure will exist and the conditions leading to a heteroclinic tangle near Σ 3 can be derived by a Melnikov analysis similar to the one described in the gravity-free case: one just needs to re-calculate the unperturbed trajectory q(t) on Σ 3 . To check that attracting points still exist, we have performed simulations in the case V T = 0.28, St = 0.006 and ε = 0.4 (Fig. 13) . The simulations confirm that such points do exist and that they capture particles coming from the open portion of the flow.
B. Effect of viscosity
The calculations described in the above sections concern flows whose velocity fields are determined on the basis of the inviscid fluid approximation. That is, viscosity was assumed to be important only at scales comparable to or smaller than the particle diameter. However, when the flow Reynolds number is only moderately large, viscosity is expected to play an important role also at scales of the order of the distance between vortices. At those scales it leads to vortex merging, which eventually destroys the co-rotating vortex pairs. Vortex merging starts when, due to viscous diffusion, the linear size of the vortex cores reaches a critical value of the order of the initial distance between the vortices (see, for example, [14] and references therein, or [12] for vortex merging in an external strain flow). We hypothesize that, if the time scale of viscous diffusion is much larger than the turnover time of the vortices, trapping of particles will occur as predicted by the potential flow theory (although only until vortex coalescence takes place).
To test this hypothesis, we have performed a series of numerical simulations of the twodimensional Navier-Stokes equations with an initial vortex pair parallel to the x-axis, composed of two identical Lamb-Oseen vortices with individual strength Γ and separated by a distance 2d 0 . In addition, "mirror" vortices with strength −Γ are placed symmetrically with respect to the x-axis, at a distance 2L 0 below the first pair, which causes the vortex system to move in the x-direction. Due to viscosity, the mirror vortices in this case do not represent the effect of a wall, but they are added to create an open flow that corresponds to the viscous analogue of the flow system considered in the previous sections. In the following simulations, one million passive and collisionless particles are injected at random initial positions in a region covering the upper vortices. Then the particle and the fluid equations are solved for several turnover times, starting at t = 0, until vortex merging occurs. We use the same non-dimensionalization for length and time scales used in our study of the internal flow, except that here d 0 and Ω 0 are the initial half-distance and angular velocity, respectively. The corresponding Reynolds number of the flow, Re= Ω 0 d 2 0 /ν (where ν is the kinematic viscosity), is equal to 400 and the Stokes number of the particles is St = 0.07.
The flow domain is a two-dimensional periodic box, which allows us to use a Fourier series decomposition in both x and y. A second-order Adams-Bashforth algorithm is employed for the time integration of both the fluid and the particle equations, with a time-step calculated to satisfy the Courant-Friedrichs-Lewy condition [11] . The fluid velocity at the particle position is interpolated by means of Shepard's method (inverse distance weighted interpolation). Using these techniques, we implemented two runs, corresponding to ε = 0.4 and ε = 0.2, respectively. In the former case, the box size is equal to 15d 0 in both the x and y directions, and 512×512 Fourier modes are used. In the latter case, the size of the box was increased to 30 d 0 in the y-direction to avoid spurious self-interactions due to the periodicity of the box for small ε. Figure 14 (a) shows the particle cloud for the ε = 0.4 run at time t = 7.1. Two clusters of particles are visible near the vortices (marked blue and red blobs). One can check that the particles follow the vortices until merging takes place and hence are temporarily trapped. The initial positions of the colored particles are indicated with the corresponding colors in Fig. 14(d) . The overall shape of this basin is roughly comparable to that of the vortex pair of the inviscid fluid (Fig. 6(e) ). This suggests that the clustering of particles seen in the Navier-Stokes simulation has the same dynamical origin as the trapping phenomenon studied in Secs. II and III. The basin boundary of Fig. 14(d) is smooth, however, since it corresponds to short simulation times. Figures 14(b) and 14(c) show particle clouds (at t = 12.4 and t = 19.4 respectively), which correspond to two typical structures of the vorticity field (eight shape and spiral shape). The initial positions of the trapped particles are indicated in Figs. 14(e) and 14(f). The basin boundaries now display a more filamentary structure, rather similar to the potential flow case (Fig. 6(e) ). However, this structure cannot show very thin filaments, as viscosity causes vortex merging. Indeed, the spiral structure wrapped around the trapped particles (dashed lines in Fig. 14(c) ) is temporary and is eventually smoothed out by viscous diffusion, which centrifugates the particles away.
The inviscid-fluid calculations of Sec. III also suggest that the basin boundary should be smooth when ε = 0.2 ( Fig. 6(d) ). We have checked whether this could be observed also in the viscous case by setting ε = 0.2 in our numerical calculations, corresponding to a distance 2/ε = 10 between the vortex pairs. Figure 15 shows the particle cloud at three different times (left panels) corresponding to the three typical stages of vortex interaction, together with the initial positions of the trapped particles (right panels). In this case the basins of attraction have smooth boundaries, as no filamentation is visible, and are therefore very similar to the portraits of Figs. 6(a) and 6(d). This supports the conclusion that, to a good approximation, the potential flow theory correctly predicts the dynamics of heavy particles in this flow until vortex merging starts to occur.
C. Effect of noise
In the laboratory frame, the dimensional form of the equation of motion for a heavy particle under thermal noise is [18] 
where f (t) is the random force per unit of mass of the particle. The components of this force are assumed to be of zero mean, Gaussian, and delta-correlated in time:
where · denotes average and q is the strength of the force. The fluctuation dissipation theorem allows relating q to the diffusion coefficient D as q = 2D/τ 2 p [18] . Using the characteristic velocity magnitude and the characteristic length of the fluid flow, we can write Eq. (37) in dimensionless form:
where ∆ = 1/(St 2 Pe) is the non-dimensional noise strength, Pe = Ω 0 d 2 0 /D is the Péclet number, and ξ(t) is a zero-mean normalized Gaussian white noise.
We have explored numerically the possibility of trapping in the presence of noise. Figure  16 shows the capture of heavy particles released in the open component of the flow and whose motion is described by Eq. (39) . A systematic account of the effects of noise for different Stokes numbers is summarized in Fig. 17 , where we show as a function of 1/Pe the fraction of particles released in the open flow that are trapped. The axis 1/Pe = 0 corresponds to the noiseless case. Remarkably, as the noise intensity (i.e., 1/Pe) increases from zero, the percentage of particles trapped also increases; this percentage only starts to decrease at sufficiently large noise intensities. We therefore conclude that trapping is robust with respect to noise, and can in fact be enhanced by noise. The enhancement of particle trapping at intermediate noise levels may be due to the fact that noise can cause inertial particles to cross the separatrix Σ 3 even when the inertia of the particles is too large for this to occur in the absence of noise. In contrast, larger noise intensities cause the particles to move erratically and eventually inhibit trapping.
VI. CONCLUSIONS
The analytical calculations presented in this paper show that heavy particles released in the upstream flow of a vortex pair (and its specular image, modeled as a wall) can be trapped by point attractors moving with the vortices. The stability of these points is determined by a balance between the centrifugal force (due to the rotation of vortices around each other) and the inward drag. It is observed that the dynamics of the inertial particles can become transiently chaotic, as long as the distance between the vortex pairs (or, equivalently, the distance to the wall) is below a critical value that depends on the particle Stokes number. This chaotic behavior results in fractal basin boundaries for the attracting points, which was verified for specific parameter choices by showing that the fractal dimension of the basin boundaries becomes larger than three in the four-dimensional phase space as soon as our analytical criterion predicting a heteroclinic tangle near the separatrix Σ 2 is fulfilled.
This metamorphosis of the basin boundaries has a dramatic consequence for particle dynamics: one can no longer easily predict which particles will be captured by a given attracting point and which particles will be captured by the other attracting point or, when the external separatrix can also be crossed, go to infinity. That is, due to transient chaos and the fractal basin boundaries that come with it, the particle dynamics exhibits final state sensitivity. Moreover, particles injected at different locations of the flow domain can undergo mixing in the the neighborhood of the chaotic set prior to converging to their final states (either of the attracting points or infinity). In other words, particles are mixed before being either trapped or centrifuged away.
For an observer translating with the vortices, the flow consists of a portion formed by closed streamlines and a portion formed by open streamlines further away from the vortices, with separatrix Σ 3 at the boundary between them. The trapping of heavy particles released in the open part of the flow requires that both the separatrix Σ 3 and the separatrix Σ 2 of the flow be permeable with respect to the particles. We have shown that, in order to become permeable to heavy particles, in the absence of gravity the separatrices have to not only break but also give rise to heteroclinic tangles, which occurs when the flow unsteadiness induced by the wall is sufficiently strong. Therefore, the wall has a double role: it not only causes the flow to be open, but it also allows particles to cross the separatrices and eventually be trapped in the neighborhood of the vortices. We note that, while inertia is necessary for the formation of attractors, the larger the Stokes number the more difficult it is for the separatrices to be crossed (i.e., closer proximity to the wall is required).
The theory we established using perturbative velocity fields allowed us to generate a global trapping diagram (Fig. 9) , which can be used to predict particle trapping in the St-ε plane for small particle Stokes number St and small inverse distance to the wall ε. Comparisons between this diagram and numerical simulations using the exact four-vortex system are excellent. This analysis reveals the mechanism underlying the trapping of aerosols from the open flow in this system. In the absence of gravity, it is the emergence of heteroclinic tangles induced by the wall that is responsible for trapping from the open flow. Further analysis demonstrated that, in the presence of gravity, trapping from the open flow is also possible without the formation of a heteroclinic tangle in the vicinity of the external separatrix.
The robustness of particle trapping from the open flow was verified by considering systematically the effects of gravity, noise, and viscosity. Trapping persists in the presence of gravity for any orientation of the wall, provided that the settling velocity is not too large. In particular, for a non-vertical wall the perturbative analysis could be readily generalized, and three kinds of behavior were shown to exist (summarized in the trapping diagram of Fig.  11 for a horizontal wall). In this case gravity can cause the particles to cross the external separatrix in a non-chaotic manner, and be trapped permanently by a limit cycle next to it. This behavior, which requires that particles be allowed to slip on the wall (no deposition), is a form of non-chaotic trapping from the open flow. The limit cycle was observed to coexist with the attracting points near the vortices: particles released in the closed portion of the flow can either spiral in toward one of the attracting points or spiral out toward the limit cycle.
Numerical simulations of the Navier-Stokes equations showed that, when the fluid is viscous, the attracting points persist until vortex merging starts to occur. When vortex coalescence takes place, the attracting points vanish and particles are centrifuged away, as expected. But prior to the vortex merging, the overall structure of the "attraction basins" is rather similar to the basins in the inviscid case, provided that the flow Reynolds number is large enough. Finally, trapping also persists in the presence of noise. Using the exact potential flow, we observed that Brownian heavy particles can be trapped for at least several tens of periods of the background fluid flow, provided that the Péclet number is sufficiently large.
The particles in this study were taken to be sufficiently dilute so that their effect on the fluid could be neglected ("one-way coupling"). This assumption is not valid for large particle loadings, especially in zones where particles accumulate. Inertial particles have been shown to influence vortex pairing in mixing layers [42, 58] . It could therefore be interesting to extend this study to investigate the effect of the dispersed phase on the vortex pairing phenomenon considered here. In the same vein, particle collisions, which were neglected in the present study, are known to influence the trapping process [40, 61] . In addition, it would be interesting to consider particles with density comparable with the fluid density and investigate the effect of the Boussinesq-Basset, added-mass, and lift forces on the trapping process (see, for example, [16] , [51] , [17] , and [19] ). Such an extended analysis of inertial particle dynamics is among the topics for future exploration that we hope our results will encourage researchers to pursue. Separation between the stable and unstable manifolds induced by particle inertia, when the inertia dominates over the wall effect. In this case, the manifolds do not intersect each other, but particles outside W s cannot reach the attracting point X eq because the particle-velocity field between W s and W u spirals outward. (c) Transverse intersections between the stable and unstable manifolds induced by the wall, when the wall dominates over the particle inertia. In this case, the particles from outside that are in the lobes bounded by W u can now cross W s and as a result they can in principle approach the attracting point. under the sole effect of gravity and converge toward a limit cycle (blue) right inside the separatrix; such particles cannot reach the point attractors (red) in the neighborhood of the vortices. Particles released inside the closed component of the flow can either converge to the limit cycle or be captured by the point attractors. In case Q 2 , a heteroclinic tangle exists near Σ 3 and there is no limit cycle. The point attractors (red) can now trap not only particles from the closed flow but also a fraction of the particles from the open flow. The simulations were performed using the exact potential flow. 
