Introduction
The value of measuring such nuclear magnetic resonance parameters as longitudinal and transverse relaxation times, and nuclear Overhauser effect enhancement factors has already been demonstrated [1] . While most modern Fourier Transform (FT) NMR spectrometers are fitted with the appropriate pulse sequence capabilities, they generally only provide a linear semi-10garithmic least-squares fit routine, which is insufficient for obtaining reliable relaxation time values [2] [3] [4] [5] [6] [7] . Therefore, routines for a Jeol PFT 100 NMR spectrometer have been developed in this laboratory in order to compute on-line relaxation times using a two and threeparameter non-linear least-squares fit for most T1 (IRFT, FIRFT, SRFT, Freeman-Hill modified IRFT) [8] and T2 (CPMG) [9] measurement pulse sequences. A further routine increasing the reliability of NOE enhancement factor measurement 10, 11 from line areas in connection with phase correction has also been added. The basic principles involved and the algorithms of these routines are described here.
Two parameter exponential least squares fit The problem consists of fitting a set of n points (ti, Mi) is minimum, the first derivatives are equal to 0
is always positive, the value obtained by Equation (3) minimises S when b is known. Therefore we are faced with a one-parameter problem requiting minimisation of the quant-
where g (b) is a function defined by Equation (3) . It can be shown that if a, is positive, which is always the case here, the first derivative a---s has the same sign as: Three-parameter exponential least-squares fit Some authors [4] [5] [6] have pointed out the need to add a constant term to the exponential function describing the magnetisation in T measurements in order to take pulse imperfections into account. For T2 measurements by the CPMG method, Hughes and Lindblom 12 use an expression of the so-called CPMG base-line which grows exponentially with a time-constant T2; this is tantamount to adding a constant to the exponential decay of the echo amplitude. Therefore a three-parameter exponential fit for the following functions has been developed:
The four preceding functions are particular cases of
where f is a twice continuously derivable function. If the error square sum S is minimum, the three first derivatives are equal to zero PAR ( It follows from Equation (7) that:
Since the second derivative 2 is always positive, the C value of C obtained by Equation (8) When convergence occurs
and theoretical values and deviations are computed and results are printed.
we obtain
Since 2S is always positive where b is given, the value of a obtained by (9) gives a minimum for S. A one-parameter minimisation problem which can be A single FORTRAN listing of the two-and three-parameter fits is presented in (Figure 2) large uncertainty on line area. Therefore, the routine developed is one in which the average value of two mean noise levels on each side of a given line is used to compute the line area (Figure 3 ) by adjusting the two phase correction parameters until the two base-line levels are equal (i.e. perfect phase correction). This procedure requires nonoverlapping NMR lines; however, should NMR lines overlap, the NOE enhancement factor can only be computed from the line heights. Incorporating this routine into a FT 
