We propose a combined mathematical framework of order statistics and random matrix theory for multicarrier continuous-variable (CV) quantum key distribution (QKD). In a multicarrier CVQKD scheme, the information is granulated into Gaussian subcarrier CVs, and the physical Gaussian link is divided into Gaussian sub-channels. The sub-channels are dedicated to the conveying of the subcarrier CVs. The distribution statistics analysis covers the study of the distribution of the sub-channel transmittance coefficients in the presence of a Gaussian noise and the utilization of the moment generation function (MGF) in the error analysis. We reveal the mathematical formalism of sub-channel selection and formulation of the transmittance coefficients, and show a reduced complexity progressive sub-channel scanning method. We define a random matrix formalism for multicarrier CVQKD to evaluate the statistical properties of the information flowing process. Using random matrix theory, we express the achievable secret key rates and study the efficiency of the AMQD-MQA (adaptive multicarrier quadrature division-multiuser quadrature allocation) multiple-access multicarrier CVQKD. The proposed combined framework is particularly convenient for the characterization of the physical processes of experimental multicarrier CVQKD.
Introduction
The continuous-variable quantum key distribution (CVQKD) protocols allow the establishment of an unconditional secure communication over standard, currently established telecommunication networks [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . In comparison to discrete-variable (DV) QKD protocols, CVQKD does not require single-photon sources and detectors and can be implemented by standard optical telecommunication devices [1] , [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] , [30] [31] [32] [33] [34] [35] [36] [37] . In a CVQKD system, the information is carried by a continuous-variable quantum state that is defined in the phase space via the position and momentum quadratures. Since a Gaussian modulation is a reasonable modulation technique in an experiment, these CV quantum states have a Gaussian random distribution. Precisely, the presence of an eavesdropper on the quantum channel adds a white Gaussian noise into the transmission because the optimal attack against a CVQKD protocol is provably also Gaussian. Besides the attractive properties of CVQKD, the relevant performance attributes, such as secret key rates and transmission distances, still require significant improvements. For this purpose, the multicarrier CVQKD has been recently introduced through the adaptive quadrature division modulation (AMQD) scheme [2] . The multicarrier CVQKD injects several additional degrees of freedom onto the transmission which is not available for a standard, single-carrier CVQKD setting. In particular, these extra benefits and resources not just allow the realization of higher secret key rates and higher amount of tolerable losses with unconditional security but also make possible the introduction and defining of several new phenomena for CVQKD, such as singular layer transmission [4] , enhanced security thresholds [5] , multidimensional manifold extraction [6] , and the characterization of the subcarrier domain [7] . The benefits of multicarrier CVQKD has also been proposed for multiple-access multicarrier CVQKD via the AMQD-MQA (multiuser quadrature allocation) [3] . An adaptive quadrature detection technique has also been defined for multicarrier CVQKD, which uses a channel transmittance estimation to decode the continuous variables [8] .
In this work, we particularly focus on the characterization of the transmittance coefficients of the sub-channels, through the statistical analysis of their distribution. We also define a random matrix formalism to describe the process of information flow via the Gaussian subcarrier CVs. We develop a combined framework that utilizes and integrates the results of distribution statistics and random matrix theory. The proposed combined framework provides a tool to characterize the physical distribution and transmission processes of information flowing in experimental multicarrier CVQKD scenarios.
In the first part, we provide a distribution statistics framework for multicarrier CVQKD. The distribution statistics of multicarrier CVQKD utilizes the results of order statistics [28] [29] , which is an important subfield of statistical theory, with several applications-from mathematical statistics and engineering to the analysis of traditional communication systems. We reveal the statistical properties of the multicarrier transmission and define the statistical operators of sub-channel ordering, selection, and formulation of the single-carrier level transmittance coefficients. We also define the conditions that are required for the simultaneous achievement of a maximal secret key rate and an unconditional security at diverse channel parameters. The proposed distribution statistics analysis covers the study of the distribution of the sub-channel transmittance coefficient in the presence of a Gaussian noise and the utilization of the moment generation function (MGF) in the error analysis, such as the distribution of the received Gaussian subcarriers.
Random matrix theory represents a useful mathematical tool with a widespread applicationfrom physics, statistics, to engineering problems and communication theory [27] . The popularity of random matrix theory is rooted in the fact that several problems can be directly interpreted and solved via the mathematical framework of random matrix formalism. In the second part, using the results of distributions statics, we define a random matrix formalism for multicarrier CVQKD. Using the framework provided by random matrix formalism, we characterize the statistical properties of the information transmission process, derive the achievable secret key rates, and study the multiuser efficiency of the AMQD-MQA multiple-access multicarrier CVQKD scheme.
This paper is organized as follows. In Section 2, some preliminary findings are summarized. Section 3 provides the distribution statistics of multicarrier CVQKD. Section 4 discusses the random matrix formalism of multiple-access multicarrier CVQKD via the analysis of AMQD-MQA. Finally, Section 5 concludes the results. Supplementary information is included in the Appendix.
Preliminaries
In Section 2, we briefly summarize the notations and basic terms. For further information, see the detailed descriptions of [2] [3] [4] [5] [6] [7] [8] .
Basic Terms and Definitions

Multicarrier CVQKD
The following description assumes a single user, and the use of n Gaussian sub-channels i  for the transmission of the subcarriers, from which only l sub-channels will carry valuable information.
In the single-carrier modulation scheme, the j-th input single-carrier state 
Im 0,
In the multicarrier CVQKD scenario, let n be the number of Alice's input single-carrier Gaussian states. Precisely, the n input coherent states are modeled by an n-dimensional, zero-mean, circular symmetric complex random Gaussian vector ( ) ( )
In the first step of AMQD, Alice applies the inverse FFT (fast Fourier transform) operation to vector z (see (3) ), which results in an n-dimensional zero-mean, circular symmetric complex
Gaussian random vector d ,
, , 
where
, 
The ( )
is a complex variable, which quantifies the position and momentum quadrature transmission (i.e., gain) of the i-th Gaussian sub-channel i  , in the phase space  , with real and imaginary parts
Particularly, the ( )
T  variable has the squared magnitude of
Re Im
The Fourier-transformed transmittance of the i-th sub-channel i  (resulted from CVQFT operation at Bob) is denoted by ( ) ( )
The n-dimensional zero-mean, circular symmetric complex Gaussian noise vector
with independent, zero-mean Gaussian random components
with variance x p in the phase space  .
The CVQFT-transformed noise vector can be rewritten as
with independent components
The complex
Distribution Statistics for Multicarrier CVQKD
First we summarize some preliminary findings from order statistics from [29] , then evaluate the theorems and proofs. Note the proofs throughout Section 3 follow the notations of [29] .
Moment-Generating Function
The M MGF-function (moment-generating function) [29] of a nonnegative random variable
where c is a complex dummy variable, ( ) P ⋅ is the PDF (probability density function) function, and
It can be shown that
where  is the Laplace transform.
Particularly, using the M -function, the ( )
Assuming an error rate
where a and b are constants, the  err R average error rate is yielded as
where ( ) SNR P ⋅ is the PDF of the SNR (signal to noise ratio), which can be rewritten as 
Sub-channel Distribution Statistics
Marginal, Joint and Conditional Distributions of the Sub-channels
Let the normalized independent, ordered transmittance coefficients of the l sub-channels be as
given in a descending order such that
The  ( ) ( ) , ,
common joint PDF of the unordered variables can be expressed as
Without loss of generality, the ordered variables are not identically distributed and have PDF and CDF functions
Then let
 the PDF function of the i-th ordered sub-channel coefficient, as
with ( )
and
The
Since the ordered variables are not identically distributed, the
common joint PDF of (31) can be rewritten as a joint PDF function
Specifically, assuming that there are l i -available sub-channels, the m-th ordered sub-channel coefficient is referred to as
Using the variable of (38), and further assuming that
conditional PDF can be evaluated as
1 ,
.
Without loss of generality, at 1 l -available sub-channels, (38) can be rewritten as
and (39) holds, the conditional PDF is expressed as
where the PDF of ( ) ( ) 
In particular, focusing on the case that the l sub-channels are selected via operator L from a set of n variables
The model of the k U L order-and-sum (selection) operator of user k U with single-carrier channel
sub-channels from the total n via an ordering operation O , which uses the normalized, unordered  ( ) ( )
The ordered l sub-channels are depicted by the thick frame); then evaluates
Partial Sum Distributions of Ordered Sub-channels
Proposition 1 (PDF of the partial sum of sub-channel coefficients). The PDF function of single carrier transmittance 
is the minimum transmittance of the l sub-channels.
Proof.
and let the transmittances to be sorted in a descending order as
Particularly, the random variable in (45) can be decomposed to the sum of two correlated random variables as ( )
2 ,
where ( ) ( )
and ( ) ( )
Precisely, from (47) follows that the ( ) 
Specifically, exploiting the Bayesian formula, it follows that
is the PDF of the l-th (ordered) sub-channel transmittance coefficient while ( )
is the conditional PDF of the sum of the first l-1 ordered sub-channel coefficients, at
Then let us assume that there are 1 l -available sub-channels, and let the i-th sub-channel's quantity be referred to as
Without loss of generality, for this quantity the following relation holds:
where .
Sub-channel Selection with a Complete Scan
Theorem 1 (Sub-channel selection, l from n). The M -function of ( ) ( ) 2 i i F T  of the Gaussian sub-channel i  selection operator 0 L is ( ) () ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0 2, i i l i i l i i l i i l F T x F T i i i i l l F T x f F T P F T e d F T L ¥ ae ö ÷ ç M = ÷ ç ÷ ç è ø + ò      where ( ) ( ) ( ) ( )2 2 * 1 1 i i i i l l F T F T £   is( ) ( ) ( ) ( ) 2 2 * 1 1 i i i i l l F T F T £   , 0, , 1 i l = -  , the M -function of ( ) 2 j j A  is( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0 2 2j j i i l i i l i i l A l x F T i i i i l l F T x f F T P F T e d F T L ¥ ae ö ÷ ç M = ÷ ç ÷ ç è ø +  ò      
Proof.
First let us assume that the operation of the selection of the l sub-channels with the best ( )
Assuming that the l sub-channels are selected via 0 L at a ( ) ( )
,
joint PDF function of the sub-channel ( ) ( )
The apriori fixed
for all l Gaussian sub-channels that carry valuable information.
Gaussian attack (see [2] ), where l is the Lagrange multiplier as
while * T  is the expected transmittance of the l sub-channels under an optimal Gaussian attack.
For a detailed description, see [2] . Without loss of generality, let us assume that the sub-channel transmittance coefficients are ordered in a descending order of (46).
Specifically, after some calculations, the M -function of ( ) ( )
yielded without loss of generality as .
For l Gaussian sub-channels with .
In particular, the
Pr L ⋅ probability that l sub-channels are selected from the n is as ( )
Note that in a worst-case scenario, the condition
satisfied for the required number l of sub-channels. In this case, the threshold
where 0 1 m < < is a real variable. The condition of (63) satisfies that at least, the best subchannel is selected via the sub-channel allocation procedure. It also allows us to reevaluate the M -function of the l sub-channels as follows.
Presuming that for l sub-channels, (63) is satisfied, resulting the ordered coefficients
which can be simplified into
and the partial function is ( )
)
by some fundamental theory. The probability that k sub-channels are selected from n at condition (63), is expressed as Pr Pr , , ,
Optimized Complexity Progressive Scan Theorem 2 (Progressive sub-channel selection). The k average number of iterations needed for the selection of the l Gaussian sub-channels is minimized via an
The complexity of the sub-channel selection operators is discusses via the k average number of iterations needed for the procedure. The proof follows the definitions and notations of [29] .
Exploiting the results of Theorem 1, using 0 L , the 0 k L overall average number of the iterations (e.g., the number of comparisons of sub-channel transmittance coefficients at a ( ) ( )
Operator 0 L does require the scan of the total n sub-channels, which is practically inconvenient.
To resolve this problem we introduce operator L which performs a progressive scan: it stops the iteration as the l sub-channels have found and does not require to scan through all the n subchannels. Let ¢ L a slightly modified version of L that also handles the situation when only k l < sub-channels are found; but l was required by the legal parties for the transmission. In this case, the progressive scan operator ¢ L selects the remaining l k -sub-channels from the set
 of bad sub-channels, and the Lagrange multiplier in (57) at ¢ L is reevaluated
where v is a nonnegative real variable, expressed as
are the corresponding coefficients of ( )
As follows, (70) allows to the legal parties to preserve the security conditions via a modified secu-
The k L and k ¢ L average number of iterations of operators L and ¢ L are evaluated as follows.
Without loss generality, the L sub-channel selection operator models the situation if the iteration stops as the
is not needed to determine
and the probability that only k l
Pr
is the conditional MGF at i available Gaussian sub-channels.
Particularly, (74) can be rewritten precisely as
1 2
which can be rewritten as
After some calculations, the k L overall average number of the iterations to determine j A is as ( )
Assuming the situation that the k available number of sub-channels is lower than the expected l , the best l k -"bad" sub-channels with
be selected for transmission. This change is modeled via an extended ¢ L operator that does modify the complexity and also leads to different functions and operators. Without loss of generality, if only k l < "good" sub-channels,
, are found and the remaining l k -subchannels are selected set  of the ordered coefficients, the ( )
Pr Pr
where , ,
while for k l < the corresponding relation for Pr , Pr , ,
where 1 2 , G G were defined in (48) and (49), respectively, and , .
After some calculations, the k ¢ L overall average number of the iterations at ¢ L is yielded as ( 
The values of parameter k from (69), (78) and (83) are compared in Fig. 2 .
L all n sub-channels are scanned (non-progressive operator). Using L , the progressive operator selects the first l sub-channels that requires a lower number of itera-
Distribution of Gaussian Subcarriers
Proposition 2 (Distribution of the Gaussian subcarriers). The (normalized)
subcarrier magnitude is exponentially distributed, with single-carrier squared magnitude ( ) 
where ¶  is the common mean. The PDF of
with an M -function ( ) 
which can be rewritten as the sum of independent random variables as ( )
Specifically, using (91), the M -function of a term k kx is yielded as ( )
and the M -function of
Then ( ) ( )
Particularly, at 1 l -total sub-channels, let us denote
and the conditional PDF is as ( ) 
The joint PDF is
2 0 
Using (100), the joint PDF in (99) can be rewritten precisely as
Note that by some fundamental theory 
Then, the x and p quadrature-level (single-carrier) error probability at 0 L is as
where 
Specifically, assuming ( 
Using operators L and ¢ L with ( )
, the complexity can be reduced, however, the yielding single-carrier quadrature level error probabilities 
Random Matrix Formalism of Multicarrier CVQKD
First, we summarize the basic functions and random matrix tools in Propositions 3 and 4, to the evaluate the results in Theorem 3 and Lemma 1. The proofs throughout Section 4 follow the notations of [27] and [28] . For the detailed description of the AMQD-MQA multiple-access multicarrier CKQKD scheme, see [3] . 
Multiuser Quadrature Allocation for Multicarrier CVQKD
is satisfied, where  is a probability measure function that returns an event's probability. Let C be an l ĺ random matrix, while F is a K Ḱ random matrix, independent from each other and from Z . The h -transform of a nonnegative random variable X is as ( )
where g is a nonnegative real number, and
Without loss of generality, let the logical channel k  of user k U , defined as
The single-carrier transmittance coefficient of k  is referred to as
where c is a nonnegative variable, for the htransform of 
is an independent random variable with a distribution of the asymptotic spectra of † FF [27] .
The n -transform (Shannon transform) of a nonnegative random variable X is defined as
where g is a nonnegative real number.
Let the n -transform of
where d g and t g are random variables such that [27] ( 
Throughout the manuscript, let X and Y be defined as independent random variables
Specifically, the decomposition of ( ) ( )
, where a is a random variable, precisely as
where I is the identity, such that for , K l  ¥ , and 0,1
where for ( ) t g g the result of (114) and (115) holds, and ( )
where ( ) B ⋅ is a limiting bounded measureable function [27] , and ( ) 
where P is an l Ḱ deterministic matrix with uniformly bounded ( ) 
such that for 
Then, let us presume that for these entries the condition of
is satisfied [27] , where
Precisely, if for the entries of 
Note that it is precisely a coincidence with the h -transform of the empirical (squared) eigenvalue distribution of
In particular, if for the entries of ( ) ( ) F T  the conditions (121) and (126) are satisfied, and
are given as (128) and (129), respectively, then the n -transform of 
(130) Specifically, further note that for
the following limit holds,
where t ¥ depends on c¢ . Precisely t ¥ differs for
where ( )
Precisely, the asymptotic theory of singular values of rectangular matrixes assumes the existence of an l Ḱ matrix M , for which the aspect ratio converges to a nonnegative variable [27] c ,
as , 
such that if
Î  , then without loss of generality, the following relation holds for the  distribution of
where the nonrandom limits ( ) ( ) 
Proof. Let the number of the users be k K £ . The transmission of the users is realized through l subchannels, such that for each k U user, a given number (m) of sub-channels are allocated. The transmittance coefficient statistics of the users are determined via operators 0 , L L, ¢ L , see Theorem 1. The derivation also utilizes the random matrix formulas introduced in Proposition 2 and 3, respectively. The proof utilizes the terms and notations of [27] . Let the l Ḱ channel matrix ( ) ( )
where  is the Hadamard (element wise) product, and
is an l Ḱ random matrix with zero-mean and
variance entries, where
is user k U 's entry, C is an l Ḱ random matrix with independent entries for the users, such
where for user k U
where ( ) ( ) ( )
is the averaged transmittance coefficients of k U derived via a corresponding distribution statistics operator (see Theorems 1 and 2), m is the number of sub-channels of k U , while F is a l Ḱ random matrix,
Specifically, for user k U , let us identify k  the logical channel (a set of m sub-channels) of k U of the k-th column of ( )
, ,
Let r be a nonnegative variable that identify the ratio of the sub-channels allocated to the logical
where 0 1 r £ £ .
Using (143), the Y output matrix of the K users can be written as
where X refers to the input matrix of the K users, while 
is the two-dimensional profile function of the l Ḱ matrix J and where an ( )
which identifies the r-th logical sub-channel of the t-th user [27] , and let
where 0 1 b £ £ , and 
where m is the number of Gaussian subcarrier CVs allocated to k U , 
where i W is the variance of Eve's EPR state used for the attacking of i  , while
is the transmittance of Eve's beam splitter (BS), while
Then let us assume that for
the following relation holds [27] :
where m identifies the number of sub-channels of k U used in the transmission, that is, for remain- 
Using Proposition 2, let
If (169) holds, then without loss of generality,
and if
Specifically, using (168), the ( ) sym k P  symmetric private classical capacity (the maximum common rate at which the K users both can reliably transmit private classical information over the l sub-channels of  ) of the k  logical channel of k U is expressed as follows 
is the total SNRs of the l Gaussian sub-channels evaluated for the transmission of private classical information expressed as 
) ( ) 
In particular, defining function ( )
is an independent random variable, drawn from a  uniform distribution on ,1 b é ù ë û , the formula of (172) can be rewritten in a simplified form specifically as
From (176), the ( ) sym k S U symmetric secret key rate (a common rate at which the K users both can reliably transmit private classical information over the l sub-channels of  ) of k U is as
The ( ) (176) in function of r is depicted in Fig. 5 . Gaussian sub-channels; r m l = identifies the ratio of the sub-channels allocated to k U .
Multiuser Transmission over Identical Gaussian Sub-channels
Lemma 1 (Random matrix formalism of multiple-access multicarrier CVQKD for identically allocated sub-channels). Let set
, where
Proof. The proof utilizes Proposition 3. Let us identify set
the sub-channels allocated to the 1 k K l £ £ £ users. The transmittance coefficients are deter- Theorem 1) . The proof utilizes the terms and notations of [27] . The random matrix decomposition of the h Ḱ channel matrix
is an h Ḱ isotropic unitary matrix, independent of C and F , † UU I = , with arbitrarily distributed random variables such that the Lindeberg condition (see (107) 
and ( ) ( ) ( )
is the averaged transmittance coefficients of k U taken over  , such that
while F is a K Ḱ random matrix,
Precisely, if the users transmit through the same subcarriers, then for all , 0, , 1
 logical channel is allocated, see (185); thus (182) can be rewritten as [27] ( )
with the averaged coefficient of (184) for the h sub-channels of user k U .
Particularly, since all users use the same Gaussian sub-channels, the empirical distribution of † CC converges to a nonrandom limit
where C is a random variable having a distribution of the asymptotic singular value distribution of the singular values of C , i.e., the distribution of 
where k U h is the multiuser efficiency, evaluated as 
Without loss of generality, the term ( )
Precisely, the 
while function ( )
Using (196), the following relation holds for the K users ( ) .
In particular, using the density function ( ) 
The density function ( ) 
Conclusions
The multicarrier CVQKD systems are aimed to avoid the main drawbacks of CVQKD, such as low secret key rates, low tolerable losses and short communication distances, allowing the legal parties to establish an unconditional secure communication over the standard networks. We provided a distribution statistics and random matrix framework for multicarrier CVQKD. Exploiting order statistics, we defined different statistics methods to derive the averaged transmittance coefficients from the Gaussian sub-channel transmittances. The provided operators order, select, and sum the sub-channel coefficients for the information transmission at a given threshold. We analyzed the complexity and the error probabilities of the sub-channel selection operators and defined an optimized progressive sub-channel scanning scheme. We characterized a random matrix formalism for multicarrier CVQKD that utilizes the mathematical background of random matrix theory. The framework is formulated for multiple-access multicarrier CVQKD, through the multiuser quadrature allocation multiuser transmission scheme. Using the random matrix formalism, we studied the private classical information capabilities of the users at different subcarrier allocation mechanisms. The proposed combined framework of order statistics and random matrix theory is particularly convenient for the firm portrayal of the information flowing in experimental multicarrier CVQKD scenarios. 
O is the sub-channel ordering operator, while S is the sum generating operator. 
 , the sub-channel is qualified as "good", otherwise it is put into the "bad" set. 
where v is a nonnegative real variable, 
2 .
The average number of the iterations (e.g., the number of comparisons of sub-channel transmittance coefficients at a 
C ZF 
The random matrix decomposition at arbitrarily allocated sub-channels. Random matrix decomposition of ( ) ( )
, , K -Z = Q Q  is an l Ḱ random matrix,
is user k U 's entry, C is an l Ḱ random matrix
