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Abstract  
With the proliferation of the social web, questions about information quality and optimization attract the attention of IS scholars. 
Question-answering (QA) sites, such as Yahoo!Answers, have the potential to produce good answers, but at the same time not all 
answers are good and not all QA sites are alike. When organizations design and plan for the integration of question answering 
services on their sites, identification of good answers and process optimization become critical. Arguing that ‘given enough answers 
all questions are answered successfully,’ this paper identifies the optimal number of posts that generate high quality answers. Based 
on content analysis of Yahoo! Answers’ informational questions (n=174) and their answers (n=1,023), the study found that seven 
answers per question are ‘enough’ to provide a good answer.  
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1. Introduction 
One of the goals of IS research is to find ways “to increase the timeliness, accuracy, and completeness of information at a minimum 
of costs---economic, cognitive, political, social, affective, and physical. At the heart of IS research, then, is a complex optimization 
problem” [1, p. 13]. As such, it is not surprising that information quality is a focus of much IS research (e.g., [2-3]). The challenges 
associated with information quality, both conceptual and practical, are not new but, with the adoption of information technology, 
organizations are faced with additional challenges. This complexity further intensifies as organizations try to leverage the potential 
of the social Web, mass collaboration, and free and open source software (FOSS). Thus, scholars have examined the potential and 
challenges associated with organizations using FOSS [4], and the potential of cost reduction and innovation by means of 
crowdsourcing [5-7]. With these complexities in mind, optimization is still one of the core challenges in IS research and practice. 
The proliferation of mass information production on the social Web (e.g., Wikipedia, Yahoo! Answers) raises many questions 
about the reliability of user-created content.  Empirical support for the potential of crowdsourcing, for example, is provided by 
consistent reports that the quality of Wikipedia entries is as good as those in traditional encyclopaedias (e.g., [8]) and that the 
Wikipedia Reference Desk is as good as reference services provided by libraries [9]. At the same time, concerns about the rise of a 
culture of mediocrity fostering a cult of amateurs [10] where everything is miscellaneous [11]. 
Scholars try to explain why and how the participatory nature of Web 2.0 provides an infrastructure for achieving high quality 
knowledge production. A popular explanation suggests that it is the “wisdom of crowds” [12]. Another explanation comes in the 
form of Linus' Law: "given enough eyeballs, all bugs are shallow" [13]. However, ‘enough’ may mean some but not too many, as 
the cliché argues that too many cooks can spoil the broth. In the context of FOSS, this rationale leads to Brooks’ Law [14], which 
claims that increasing the number of developers in a project can introduce inherent coordination complexity that may hinder group 
performance.  
Like FOSS and Wikipedia, Question Answering (QA) sites draw on mass collaboration and user participation. They are based 
on the idea that “everyone knows something” [15, p. A01], and that through collaborative knowledge production, users can provide 
answers to questions that are being asked. The growing popularity of these sites in terms of the number of users, questions, and 
answers is fascinating. For example, Yahoo! Answers is among the most frequently consulted reference sites, second only to 
Wikipedia. By the end of 2009, Yahoo! Answers boasted 1 billion questions and answers, 179 million users, and over 200 million 
visitors worldwide [16]. If QA sites provide high quality information while reducing costs, then organizations can utilize similar 
mechanisms for mass user participation to improve their services; specifically, information intermediation services can leverage this 
potential through crowdsourcing their services. While the potential benefit of QA sites providing quality information has been 
empirically documented (e.g., [9, 17]), great caution must be advised because information quality varies between answers and across 
different QA sites (e.g., [17-18]).  Assuming that answer multiplication1 is beneficial, a few questions should be addressed: Is there 
an optimal number of answers/answerers per question that leads to the best outcomes in terms of information quality?  How many 
answers per question are ‘enough’ to produce a good answer?  Is it possible that after an optimal number of answers have been 
posted, the added value of additional answers is minimal or may even hinder answer quality? Is it likewise possible that many 
answers are still not ‘enough’ and that, regardless of their number, answer quality is low? This optimization issue is critical when 
organizations design and plan for the integration of QA services on their sites. The goal of this study is to answer the question: How 
many answers does it take to provide a good answer on QA sites? 
                                                 
1 Answer multiplication means that many answers can be posted for a single question. 
   
Content analysis of informational questions (n=174) and their multiple answers (n=1,023) from Yahoo! Answers was 
performed at two levels of analysis. Findings reveal that answer multiplication significantly improves answer quality and that, in 
order to provide a reliable answer, seven answers per question are ‘enough’.  
2. Background 
1.1. Question answering sites  
There is a growing body of research on QA sites that focuses on information retrieval, information seeking behaviour and use, 
information intermediation, and the social dynamics of these online communities (e.g., [9, 17, 19-25]). In their respective areas 
researchers argue that QA sites change information creation, dissemination, intermediation, retrieval, seeking, and use. Most of these 
studies have focused on Yahoo! Answers; some have examined other QA sites, such as Answerbag, [20, 26-27], Wikipedia 
Reference Desk [25], and Naver [28], while several have examined and compared multiple QA sites in their studies [9, 17, 24, 29]. 
One common motivation for research in these domains follows the assumption that there is added value in achieving a better 
understanding of the question answering process (information intermediation, information reuse, and information retrieval) and 
outcomes (information quality in terms of answer quality). Information retrieval researchers, for example, assume that the crowd 
produces information that should be archived and reused because of its quality. This assumption justifies their efforts to identify 
high quality answers, incorporating social aspects such as user reputation and user ranking of answers.  
The popular assumption about the potential benefits of collaborative question answering should not be taken for granted; it has 
been challenged because empirical findings show that information quality varies not only among answers but also across different 
QA sites [9, 17, 29]. Despite the fact that all QA sites exploit similar collaborative mechanisms to enable mass user participation, 
answer quality varies amongst them [9, 17]. Therefore, it is still unclear whether the crowd improves answer quality at all. The 
present study tries to address this gap, aiming to determine whether answer multiplication improves information quality.  
This study tries then to uncover the conditions that can produce good answers, mainly by identifying the optimal number of 
answers per question and by asking how many answers are needed to yield a reliable answer. This optimization effort is critical for 
the future design and implementations of next-generation QA systems. It is also useful to examine whether common FOSS laws are 
applicable to QA sites. Specifically, assuming that bugs resemble questions in that they need to be identified or asked, processed or 
answered, and solved by the crowd, the study aims specifically to test whether Linus’ Law is relevant here. In the context of QA 
sites, Linus’ Law can be stated as follows: ‘given enough answers, all questions are answered successfully.’  
Posing this statement in the context of QA leads to three main challenges; the meaning of ‘all’ questions, the meaning of being 
‘answered’, and finally, the meaning of being ‘answered successfully’. First, not ‘all’ questions that are posted on QA sites are 
answered (e.g., [9, 17]). Response rates range between 16%-96% per QA site (rates of no response ranges between 4%-84%) [9]. 
Second, different types of questions might call for different answers and might require different evaluation criteria (e.g. [21, 23]); 
thus considering ‘all’ questions becomes a complex task. Third, what constitutes an answer is yet another challenge. For example, 
simply responding to a question with a random statement does not seem to be an answer to the question. Moreover, an answer could 
be 1) an individual post; 2) all posts for one particular question; 3) an answer that is collaboratively co-authored by more than one 
user; or 4) a chosen “best answer”. Fourth, having an answer does not guarantee that the answer is of high quality (even when it is 
chosen as “best answer”). Thus, that a question has been successfully answered could mean different things to different scholars and 
the challenge of determining what makes a good answer becomes apparent. There are multiple points of view as to what constitutes 
a good answer and how answer quality should be evaluated, which include user rankings of “best answers”, user reputation, user 
satisfaction, and content criteria of answers, such as answer accuracy and completeness [9]. Taking into account these challenges, 
this paper aims to identify what constitutes ‘enough’ in the context of question answering. 
1.2. Information quality and answer quality 
Scholarly publications about information quality are mostly practical and less theoretical [2]. Likewise in reference research, where 
answer quality has been assessed, “a lack of attention [has been] given to theory” [30, p. 3]. Information quality has attracted much 
research attention across many scholarly communities; among them are scholars engaged in information systems (IS) research and 
library and information science (LIS). In IS research for example, information quality is one of the key factors that affect IS success 
[e.g., 31] and in LIS information quality was examined, for example, through the lenses of information seeking behaviour research 
[e.g., 32] and reference research [33-34].  
Information quality is a multidimensional construct with many different definitions and attributes [35]; it has been the centre of 
attention well before the introduction of the social web. With the increase interest in the quality of user-generated information, the 
concept continues to capture scholarly attention. Two different approaches to information quality seem to be prominent [35]. The 
first is subjective, focusing on users’ judgment of information credibility [22-23, 32] or user perceptions of fitness of use [35], and 
the other focuses on objective measures of an information artefact (a website or an answer), such as accuracy and completeness [25, 
33, 36]. The utilization of the second approach to information quality in the study of answer quality on Q&A sites can be useful, but 
poses certain challenges, as the artefact is dynamic and multifaceted. Under the objective approach, high quality answers were 
determined based on content analysis of the answers [17, 19, 25-26, 37]. Scholars that analyzed the content of answers have found, 
for example, that better answers are longer [17, 37-38], or include references to external sources [26]. Interestingly, question 
category, answer accuracy and completeness, and length of answer are significant predictors of answer quality, whereas asker’s and 
answerer’s authority and reputation are not [37].  
Prior research on answer quality on QA sites has primarily assessed quality using the subjective approach and was based on 
user rankings of “best answers”. However, user rankings are problematic because they provide a subjective measure of answer 
   
quality. Poston and Speier [39] argue that, “rating validity, [which] describes the degree to which the rating reflects the intrinsic 
quality of the content … may be low for a variety of reasons … [it is] inherently subjective and voluntarily provided, resulting in 
mismatch between the true quality of the content and the rating given … [and] those submitting ratings may manipulate ratings…” 
[39, p. 223]. For example, in 29.8% of cases where users chose “best answers” in Yahoo! Answers, their selections were based on 
socio-emotional criteria rather than on the content or utility of the answer [22]. Another method to identify answer quality is by 
tracking user reputation. This method is based on the assumption that certain users are more likely to provide better answers than 
others [40]. Examples of this approach include the ranking of authoritative responders using link analysis [41-42]. Other ranking 
methods measure users’ reputations based on their activity levels (e.g., [37, 40, 43], their focus on one subject area [44], their 
credibility (authority), or the number of “best answers” they have previously posted [37, 45]. However, this approach is also 
problematic because even users with good reputations do not always provide high quality answers.  
Measuring answer reliability by focusing on answer accuracy and completeness is another common approach in quality 
assessment on QA sites [9, 17, 25, 37, 46]. Under this objective approach, high quality answers have been determined based on 
content analysis of the answers [17, 19, 25-26, 37]. Scholars analyzing the content of answers have found, for example, that better 
answers are longer [17, 37, 39], and include references to external sources [26]. Researchers argue that different questions warrant a 
different type of answers and that not all measures of quality should apply to all answers [9, 23, 47]. They differentiate between 
conversational and informational questions [47], subjective and objective questions [48], or navigational, informational, 
transactional, and social questions [49]. 
QA sites are socio-technical systems where many different facilitating conditions can affect the quality of answers that can be 
found on them [18, 20, 24]. This led to the development of theoretical frameworks that integrate both the objective and subjective 
approach to determine QA sites effectiveness [e.g., 18, 37, 40]; answer quality is an important component in all of these 
frameworks. The present study examines the relationships between two components in the social reference model [18]: number of 
users (counting their posts) and answer quality (using reliability measures) under the objective approach to information quality. 
Given the lack of attention in these frameworks to the issue of optimization, the present study focuses on optimization. It also tests 
their underlying assumption that the crowd, by providing multiple answers to a given question, answers questions well enough.  
3. Method 
1.3. Data collection 
Data were harvested from Yahoo! Answers, using a Perl program that was set up to collect on July 10th 2008 the most recent 
question per category over a 24-hour period at a random minute of every hour (24 points of time), and, 24 hours later, to collect all 
of the relevant answers. Using this method, a random sample of 585 transactions was collected. Yahoo! Answers was chosen 
because it is the most popular QA site [50]. A transaction includes a question and a whole answer. A whole answer includes any 
number of answers; most of the time the whole answer includes multiple answers. Transactions that include a “best answer” are 
resolved transactions. 2 
Figure 1 shows the distribution of answers per question; very few questions received a high number of answers and many of the 
questions received either very few or no answers at all. The number of answers per question varied between zero and 60 (M=6.12, 
SD=7.52), and while 70% of the questions received more than one answer, 16% of questions received no answers. 
The amount of time that passed between the initial posting of questions and the posting of first answers ranged between 0:01 and 
34:33 hours (M=1:01, SD=3:41). The amount of time that passed before last answers (in the data set) were posted ranged between 
0:03 and 57:31 hours (M=6:24, SD=9:52). 
Because different credibility criteria for informational and conversational questions were reported by users of Yahoo! Answers 
[23], the aim in this study was to focus further analysis only on informational questions. The questions were categorized, either as 
conversational or informational, using the following definitions [47, p. 759]: 
Informational questions are asked with the intent of getting information that the asker hopes to learn or use via 
fact- or advice-oriented answers. An example: What's the difference between Burma and Myanmar? 
 
Conversational questions are asked with the intent of stimulating discussion. They may be aimed at getting 
opinions, or they may be acts of self-expression. An example: Do you drink Coke or Pepsi? 
 
First, the transactions were sorted into one of the two categories by one coder and later, 30% of the data was sorted into categories 
by a second coder to assure inter-coder reliability and strengthen the validity of the study results [51]. Inter-coder reliability was 
determined using simple agreement, also called percent agreement, which is based on the percentage of all codes that a pair of 
coders agreed on [52]. Inter-coder reliability resulted in 90% agreement, which is high; as a rule of thumb, co-efficiency of .90 or 
greater would be acceptable to all [51-52].  
Seventy-three percent of the questions were informational (n=422), and the rest were conversational (n=163). Conversational 
                                                 
2 A question becomes a Resolved Question when a Best Answer is chosen. After a question becomes Resolved it stays in Yahoo! 
Answers and is available for searching and browsing. The Best Answer remains open to receive comments and ratings from the 
community. Retrieved August 28, 2010 from http://help.yahoo.com/l/us/yahoo/answers/vote/vote-
702891.html;_ylt=AmzwpYMfAD9jlGSb.RNsoc6hjSN4  
   




Fig. 1. Number of answers per question 
Two samples that complement each other were drawn from the informational questions data set for manual content analysis. The 
first sample was a purposeful sample of resolved transactions (questions with “best answers”) in line with prior research tendencies 
to include only resolved transactions; it included 74 transactions. However, because the resolved transaction sample included only 
17% of the 422 informational transactions and only 12% of the entire data set of 585 transactions, a second with 100 random 
transactions was collected. The random sample included transactions with questions but no answers (n=19), transactions with 
answers but no “best answer” (n=65), and resolved transactions with “best answers” (n=16). The average number of answers per 
question was higher in the resolved transactions sample (M=7.81, SD=8.87) and lower in the random sample (M=4.45, SD=5.54) 
than it was in the entire informational questions data set (Table 1).  
Table 1. Number of answers per question 
  Random Sample (n=100) Resolved Sample (n=74) 
Mean 4.45 7.81 
Std Dev 5.74 8.87 
Min 0.00 1.00 
Max 30.00 60.00 
Data about the users were collected in November 2010, based on user profiles for each of the 100 transactions in the 
Random sample. At this time only 82 of the transactions were accessible, and 18 of them were not (most likely because 
these questions had no answers or “best answers” and have not been archived).  
1.4. Data analysis 
To determine answer reliability level, a content analysis of 174 transactions and 1,197 posts from Yahoo! Answers (174 questions 
and 1,023 answers in two samples), was conducted [53]. Content analysis of answers is a widely used method to evaluate answer 
quality on QA sites (e.g., [17, 19, 26, 37]) because it enables the evaluation of answer quality based on quantifying the presence or 
absence of quality measures (codes) in the answer. 
Analysis was conducted at two levels: 1) transaction (n=174) – whole answer; 2) question-answer pair (n=1,023) – first answer 
and “best answer”. Quality rates for the whole answer, the first answer, and the “best answer” were coded. The first answer is the 
first answer posted in response to a question. The “best answer” is the answer chosen as “best answer” by the asker or by a 
community vote. The “best answer” encompasses feedback about the fit between question and answer and a selection of one answer 
as being of good quality.3 Frequencies of reliability codes were aggregated for: whole answer, first answer, and “best answer” using 
three reliability measures: accuracy, completeness and verifiability. These three measures have been widely used in prior research on 
QA sites (e.g., [9, 37, 46]), and have been frequently used by Yahoo! Answers’ users in their information credibility judgments [23]. 
Accuracy, completeness, and verifiability are of particular importance in judging the credibility of answers to informational 
questions [23]: 
                                                 
3 Coders do not define the “best answer” but determine the quality of the individual answer that was chosen, in some transactions, as 
the “best answer.” 
   
1. Accuracy of an answer refers to a correct response. 
2. Completeness of an answer refers to an answer that is thorough, provides enough information, and answers all parts of a 
multi-part question. 
3. Verifiability of an answer refers to an answer that provides a link or a reference to another source where the information 
can be found.  
Using these codes, two coders each coded the entire data set, assigning a value (yes/no) for each code (accuracy, completeness, and 
verifiability) to the transactions and the question-answer pairs. Coders were graduate students studying library and information 
science at a Midwestern university. They were instructed to determine the accuracy, completeness and verifiability of the answers 
“on the surface” [52] and based on their best judgment to verify information with external sources. Inter-coder reliability between 
the two iterations of coding of all the transactions was determined using simple agreement and Cohen’s Kappa. Inter-coder 
reliability was 92%, which is high [51-52]; Cohen’s Kappa was .84, which means that there was almost perfect agreement between 
the two coders [54]. 
First, frequency tables were created for each of the two samples (the random sample and the resolved transactions sample), 
tallying the presence of codes (yes values) for the whole answer, first answer, and “best answer”. Then, the percentages of codes per 
answer were marked and statistical analysis using SPSS 17.0 was done. Later, the location of “best answer” was marked and 
cumulative quality rates were examined; data about the users, those who asked and answered questions in the random sample, were 
tallied as well. 
1.5. User demographics 
The random sample data was examined to collect additional user demographic information in November of 2010. At that time the 
Yahoo! Answers archive included a total of 322 profiles; 82 user profiles of askers and 450 user profiles of answerers for the 
archived transactions (Table 2).  
Specific attention was given to gender because prior research has found that QA sites are female dominated [9]. As can be seen 
in Table 2, women, overall, ask more questions than men, answer more questions than men, post first answers more often than men, 
and provide more “best answers” than men. However, while women’s answers are chosen as “best answer” by the asker more often 
than are men’s answers, men’s answers are chosen as “best answers” by vote more often than are women’s answers. 
Table 2. Gender distribution4 
 Female Male Gender unknown 
Questions asked (n=82) 39 (47.56%) 22 (26.82%) 22 (26.82%) 
Answers posted (n=450) 227 (50.4%) 114 (25.3%) 109 (24.2%) 
Best answer posted (n=73) 31 (42.46%) 26 (35.61%) 16 (21.91%) 
Best answer, chosen by asker (n=25) 13 (52%) 6 (24%) 6 (24%) 
Best answer, chosen by vote (n=48) 17 (35.41%) 21 (43.75%) 10 (20.83%) 
First answer posted (n=83) 35 (42%) 22 (27%) 26 (31%) 
1.6. Limitations 
Because the study uses data only from one QA site, generalizations should be made with great caution, given that reports on 
variations across sites are significant [9, 24]. The use of data from one QA site only was required to control for site variations in user 
demographics, policies, and technological infrastructure. Still, Yahoo! Answers is the most popular QA site, where the vast majority 
of collaborative question answering is taking place, and as such it sets an example for the others to follow. Another limitation is the 
choice of informational questions, which count for 73% of all questions asked; success rates and evaluation criteria may differ from 
conversational questions. This type of question was chosen to facilitate the use of evaluation criteria across all the transactions. 
Nevertheless, these transactions and their success rates characterize the vast majority of transactions on Yahoo! Answers. 
4. Findings 
The results of the analysis of both samples at two levels of analysis (transaction and question-answer pair) are presented in Table 3. 
The two samples were compared on all three reliability measures (accuracy, completeness, and verifiability), for all three types of 
answers (first answer, whole answer, and “best answer”).  The differences between the samples were not statistically significant 
(Table 4); the level of accuracy, completeness and verifiability for “best answer” and first answer did not differ between the 
samples, but the level of completeness for the whole answer was higher in the resolved transactions. In both samples, the whole 
answer and the “best answer” are significantly better than the first answer, and the “best answer” shows the highest levels of 
accuracy and completeness (Tables 3, 5). Verifiability levels are very low for both samples (Table 3). While in both samples there 
are small differences in verifiability levels between the first answer, “best answer”, and whole answer, these differences are not 
statistically significant (Table 5). Completeness levels in both samples, and accuracy levels in the resolved sample, are significantly 
different (Table 5). 
                                                 
4 Gender distribution is based on users’ self report on their Yahoo! Answers’ user profile as of November 2010. 
   
Table 3. Rates on single variables 
 Accurate Complete Verifiable 
Resolved transactions (n=74)  
% 95% 96% 16% Best Answers 
# 70 71 12 
% 89% 96% 18% Whole Answers 
# 66 71 13 
% 68% 62% 9% First Answers 
# 50 46 7 
Random sample (n=100)  
16 resolved questions 88% 94% 13% 
81 answered questions 17% 18% 2% 
100 posted questions 14% 15% 2% 
Best Answers 
# 14 15 2 
81 answered questions 89% 84% 14% 
100 posted questions 72% 68% 11% 
Whole Answers  
 
# 72 68 11 
81 answered questions 78% 57% 11% 
100 posted questions 63% 46% 9% 
First Answers  
 
# 63 46 9 
 
Table 4. Results of cross tabulation between the two samples 
 χ² Cramer's v Df Sig. 
Accuracy – BA 1 3.15 .12 1 - 
Accuracy – WA 3 0 0 1 - 
Accuracy – FA 2 2.54 .11 1 - 
Completeness – BA  .42 .04 1 - 
Completeness – WA  8 .2 1 *** 
Completeness – FA  .52 .05 1 - 
Verifiability – BA  .36 .04 1 - 
Verifiability – WA  .6 .05 1 - 
Verifiability – FA  .22 .03 1 - 
***p<.001, **p<.01, *p<.05 
1 BA= Best Answer; 2 FA= First Answer; 3 WA= Whole Answer 
 
The findings indicate that answer multiplication significantly increases answer quality in terms of accuracy and completeness. 
Information reliability for whole answers is higher than for first answers.  
As can be seen in Table 5, the level of answer reliability in the resolved sample, differs between the first answers, “best 
answers”, and whole answers in terms of accuracy (χ²=29.91, df=2) and completeness (χ²=59.36, df=2), but not in terms of 
verifiability (χ²=5.82, df=2). Follow-up pair-wise comparisons show that: 1) first answers are significantly less accurate than whole 
answers (χ²=13.06, df=1) or “best answers” (χ²=24.18, df=1); 2) “best answers” and whole answers are equally accurate; 3) first 
answers are significantly less complete than whole answers (χ²=34.84, df=1) and “best answers”  (χ²=34.84, df=1); and 4) “best 
answers” and whole answers are equally complete.  
 
 
   
Table 5. Cross-tabulation results for differences across “best answers”, first answers and whole answers in both samples 
 Χ² Cramer's v Df Sig. 
Accuracy 29.91 0.31 2 *** 
Completeness 59.36 0.44 2 *** 
Verifiability 5.89 0.13 2 - 
Follow-up pair-wise comparisons 
Accuracy – BA1 & FA2 24.18 0.32 1 *** 
Accuracy – BA & WA3 2.45 0.11 1 - 
Accuracy – FA & WA 13.06 0.25 1 *** 
Completeness – BA & FA 34.84 0.41 1 *** 
Completeness – BA & WA 0.13 0 1 - 
Completeness – FA & WA 34.84 0.41 1 *** 
Verifiability – BA & FA 2.24 0.1 1 - 
Verifiability – BA & WA 0.14 0.02 1 - 
Resolved sample 
Verifiability – FA & WA 2.49 0.11 1 - 
     
Accuracy 5.8 1.3 2 - 
Completeness 43.17 0.37 2 *** 
Verifiability 0.43 0.03 2 - 
Follow-up pair-wise comparisons 
Accuracy – BA & FA 3.54 0.13 1 - 
Accuracy – BA & WA 0.05 0.01 1 - 
Accuracy – FA & WA 4.39 0.14 1 - 
Completeness – BA & FA 37.01 0.43 1 *** 
Completeness – BA & WA 5.11 0.15 1 * 
Completeness – FA & WA 17.53 0.29 1 *** 
Verifiability – BA & FA 0.19 0.03 1 - 
Verifiability – BA & WA 0.04 0.01 1 - 
Random sample4 
Verifiability – FA & WA 0.41 0.04 1 - 
***p<.001, **p<.01, *p<.05 
1 BA= Best Answer; 2 FA= First Answer; 3 WA= Whole Answer; 4 These calculations are based on 16 resolved questions for BA, 
and 81 questions with answers for FA and WA.  
 
In the random sample, the level of completeness is significantly different between the first answers, “best answers”, and whole 
answers (χ²=43.17, df=2). Follow-up pair-wise comparisons show that first answers are significantly less complete than whole 
answers (χ²=17.53, df=1) and “best answers” (χ²=37.01, df=1). 
As the results above indicate, answer accuracy and completeness improve for whole answers in comparison with first answers. 
Still, it is unclear how many answers are required to reach a quality of answer that is good enough. Looking at the average number 
of answers per transaction can provide one solution to this question (Table 1). Accuracy and completeness levels improve with an 
average of 7.81 answers per question (resolved sample), and level of accuracy improves with 4.45 answers per question (random 
sample). In other words, 5 answers are enough for an increase in levels of completeness from first answers to whole answers, while 
8 answers are enough for an increase in levels of completeness and accuracy. However, because the quality of “best answers” is 
equal to that of whole answers on all measures in both samples, it is possible that, if a “best answer” has been selected, fewer 
answers than the average are enough. It is likewise possible that the quality can improve beyond the levels of whole answers or “best 
answers” for resolved transactions with more answers than the average. Further analysis moving beyond the simple averaging of 
numbers was done next, looking into the optimization challenge. 
First, using data from the resolved sample, the cumulative percentage and frequency of “best answer” location have been noted 
(Table 6); Figure 2 illustrates the distribution of “best answer” location in the resolved transactions sample. In most of the 
transactions the “best answer” was one of the first three answers (59.45%), and in many cases the “best answer” was the first answer 
(28%). Only by the seventh answer did 80% of the resolved transactions have a “best answer” (Table 6).  
 
   
 
Fig. 2. Location of “Best Answer” (Resolved Sample) 
 
Table 6. “Best answer” location in transaction 
“Best Answer” 
Location in Answer 
First Second Third Fourth Fifth Sixth Seventh 
 Resolved Sample 
Number of Answers 
(n=74) 
21 12 9 4 4 4 6 
Cumulative Percent of 
Resolved Transactions 
(n=74) 
28% 44% 56% 62% 67% 73% 81% 
 Random Sample (2010 data) 
“Best Answer” 
Location in Answer (By 
Vote; n=48) 
26 11 2 3 2 1 3 
Cumulative Percent of 
Resolved Transactions 
(By Vote; n=48) 
54% 77% 81% 88% 92% 94% 100% 
“Best Answer” 
Location in Answer (By 
Asker; n=25) 
10 3 3 1 1 1 1 
Cumulative Percent of 
Resolved Transactions 
(By Asker; n=25) 
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Next, the random sample was revisited in November 2010, when a higher percentage of the transactions had been resolved (n=73 in 
2010 compared with n=17 at the time of original data collection); these “best answers” were chosen either by the asker (n=25) or by 
a community vote (n=48). The cumulative percentage and frequency showing the location of “best answers” have been noted (Table 
6) for these transactions. All “best answers” chosen by the asker, and 80% of “best answers” chosen by a community vote were 
selected from the first 7 answers posted.   
The findings from both samples indicate that 7 answers are enough to achieve an accuracy rate of 95% (Table 6). Further, while 
the findings indicate that it takes at least seven answers to achieve high quality information in the form of a “best answer” (Table 6), 
high quality answers appear also before and after the “best answer”. The number of accurate and correct answers that are posted 
before the “best answer” strongly correlates with the “best answer” location (r=.86) and with the number of answers (r=.90) (Table  
7). In fact, the total number of accurate and complete answers correlates with the total number of answers (r=.87) and there is a 
strong Pearson product-moment correlation coefficient between the number of answers and the location of the “best answer” in the 
transactions (r=.93) (Table 7). Moreover, it was evident that only two answers were needed to achieve accuracy in more than 80% of 
the resolved transactions (Table 8).  

















and Number of 
Complete 
Answers 





1 3 3 0* 33% (1) 33% (1) 33% (1) 
2 11 9 5 55% (6) 55% (6) 55% (6) 
3 6 6 0 50% (3) 17% (1) 17% (1) 
4 2 2 1 100% (2) 100% (2) 100% (2) 
5 11 11 5 73% (8) 55% (6) 55% (6) 
6 25 23 11 64% (16) 60% (15) 56% (14) 
7 1 1 N/A 100% (1) 100% (1) 100% (1) 
8 14 5 4 93% (13) 93% (13) 93% (13) 
9 2 2 0* 50% (1) 100% (2) 50% (1) 
10 14 4 1 43% (6) 43% (6) 43% (6) 
11 20 15 6 55% (11) 50% (10) 50% (10) 
12 17 17 12 100% (17) 76% (13) 76% (13) 
13 3 1 N/A 100% (3) 100% (3) 100% (3) 
14 12 11 2 25% (3) 25% (3) 25% (3) 
15 6 2 0* 50% (3) 67% (4) 50% (3) 
16 8 7 5 88% (7) 100% (8) 88% (7) 
17 2 2 0* 50% (1) 50% (1) 50% (1) 
18 1 1 N/A 100% (1) 100% (1) 100% (1) 
19 2 1 N/A 100% (1) 100% (1) 100% (1) 
20 14 2 0* 71% (10) 71% (10) 71% (10) 
21 5 2 0* 80% (4) 60% (3) 60% (3) 
22 14 5 2 86% (12) 86% (12) 86% (12) 
23 6 2 0* 67% (4) 50% (3) 50% (3) 
24 10 8 7 100% (1) 100% (1) 100% (1) 
25 1 1 N/A 100% (1) 100% (1) 100% (1) 
26 1 1 N/A 100% (1) 100% (1) 100% (1) 
27 1 1 N/A 100% (1) 100% (1) 100% (1) 
28 1 1 N/A 100% (1) 100% (1) 100% (1) 
29 1 1 N/A 100% (1) 100% (1) 100% (1) 
30 5 4 2 80% (4) 60% (3) 60% (3) 
31 2 2 0* 100% (2) 50% (1) 50% (1) 
32 3 3 2 100% (3) 100% (3) 100% (3) 
33 10 4 2 70% (7) 70% (7) 70% (7) 
34 15 15 10 73% (11) 73% (11) 73% (11) 
   
35 2 2 0* 50% (1) 50% (1) 50% (1) 
36 9 6 2 33% (3) 78% (7) 33% (3) 
37 9 9 7 89% (8) 89% (8) 89% (8) 
38 3 3 1 100% (3) 67% (2) 67% (2) 
39 2 1 N/A 100% (2) 100% (2) 100% (2) 
40 1 1 N/A 100% (1) 100% (1) 100% (1) 
41 3 3 1 67% (2) 67% (2) 67% (2) 
42 30 30 8 33% (10) 47% (14) 27% (8) 
43 2 2 0* 0% (0) 100% (2) 0% (0) 
44 2 2 1 100% (2) 100% (2) 100% (2) 
45 2 1 N/A 100% (2) 100% (2) 100% (2) 
46 1 1 N/A 100% (1) 100% (1) 100% (1) 
47 4 1 N/A 75% (3) 75% (3) 75% (3) 
48 1 1 N/A 100% (1) 100% (1) 100% (1) 
49 25 22 21 100% (25) 100% (25) 100% (25) 
50 2 1 N/A 0% (0) 0% (0) 0% (0) 
51 14 6 4 79% (11) 79% (11) 79% (11) 
52 9 1 N/A 78% (7) 67% (6) 56% (5) 
53 5 5 2 100% (5) 60% (3) 60% (3) 
54 4 3 1 75% (3) 75% (3) 75% (3) 
55 15 13 5 60% (9) 53% (8) 53% (8) 
56 15 7 6 100% (15) 100% (15) 100% (15) 
57 14 12 8 79% (11) 71% (10) 71% (10) 
58 4 3 2 100% (4) 100% (4) 100% (4) 
59 7 6 3 57% (4) 43% (3) 43% (3) 
60 10 7 4 80% (8) 80% (8) 80% (8) 
61 15 7 1 47% (7) 40% (6) 27% (4) 
62 4 4 2 75% (3) 75% (3) 75% (3) 
63 7 7 0* 57% (4) 14% (1) 14% (1) 
64 9 1 N/A 100% (9) 89% (8) 89% (8) 
65 1 1 N/A 100% (1) 100% (1) 100% (1) 
66 6 1 N/A 50% (3) 50% (3) 33% (2) 
67 3 3 1 100% (3) 67% (2) 67% (2) 
68 7 7 2 43% (3) 43% (3) 43% (3) 
69 4 2 1 100% (4) 100% (4) 100% (4) 
70 1 1 N/A 100% (1) 100% (1) 100% (1) 
71 5 5 1 40% (2) 100% (5) 40% (2) 
72 9 3 0* 44% (4) 33% (3) 33% (3) 
73 3 3 0* 67% (2) 33% (1) 33% (1) 
74 60** 48 26 76% (38) 60% (30) 58% (29) 
0* There are no accurate & complete answers before “best answer” appears. 
N/A -- The “best answer” is the first answer so no other answers can appear before it. 
**File included only the first 50 answers. All calculations were figured using the 50 answers. 
 
Table 8. Location of first accurate answer (resolved sample) 
Answer location in 
transaction 
First Second Third Fourth Fifth Sixth Seventh Eighth Ninth 
First accurate answer 50 13 5 3 0 0 0 0 1 
% 67.57 17.57 6.76 4.05 0 0 0 0 1.35 
Cumulative % 67.57 85.14 91.9 95.95 95.95 95.95 95.95 95.95 97.3 
 
 
   
 
Figure 3. Percent of accurate and complete answers per transaction (resolved sample) 
 
Next, the number and percentage of accurate answers and complete answers per transaction were marked, based on analysis of all 
question-answer pairs (Table 7). One hundred percent means that all the answers in a transaction are accurate and complete. Figure 3 
illustrates the percentage distribution of accurate and complete answers in the resolved sample. It is interesting to note that it is most 
frequently the case that, for each transaction in the resolved sample, 100% of answers are accurate and complete. This occurs in 30% 
of the transactions. Although another 30% of the transactions have 50% or lower rates of accurate and complete answers per 
transaction, it remains that half of the transactions have 70% or more accurate and complete answers per transaction.  
Thus, the findings indicate that seven answers would yield good answers, but that most of the time two answers are good 
enough.  
To sum up, the findings indicate that: 1) answer multiplication, with or without the “best answer” feature, results in higher 
answer quality than the first answer; 2) for over 80% of the transactions, seven answers are enough to get good answers.  
5. Discussion 
Questioning the almost unquestioned belief that “given enough eyeballs, all bugs are shallow,” could be done through multiple 
lenses; philosophically, statistically, or empirically. This study treats empirically a variation of this belief and postulates that ‘given 
enough answers, all questions are answered successfully’. It defines success as measured by answer accuracy and completeness. 
While probabilistically the argument that ‘given enough answers, all questions are answered successfully’ is a sound argument, in 
reality it can take an endless number of users (or answers) and a long time. The study determines that the number of answers that are 
needed for 80% of the questions to be answered successfully is the optimum.5 Under these conditions, the findings show that seven 
answers are enough to yield good answers for over 80% the questions, that answer quality improved with additional answers, and 
that there was no evidence of a number of answers, after which additional answers reduce quality. 
As such, the findings do not provide evidence to support Brooks’ Law, which is a competing theory used in the context of 
FOSS. Brooks’ Law argues that there might be an optimum number of people involved in one successful project, but that adding 
more participants after reaching that point may hinder performance [14]. According to Brooks’ Law, Linus’ Law may not hold up ad 
infinitum. In the context of QA sites, it could mean that answers produced by large groups may be of a lower quality than those of 
smaller groups. In fact, resembling the inverse relationship between incentives to contribute and group size [55], despite the fact the 
Yahoo! Answers is the most popular QA site (it has more users and questions than other QA sites), and that a question on Yahoo! 
Answer gets more answers on average than the Wikipedia Reference Desk, for example, answer quality on Yahoo! Answers was 
lower than that of the Wikipedia Reference Desk [9]. The findings of the present study, focusing only on Yahoo! Answers, show 
that additional answers only improved answer quality. Thus it can be concluded that the findings are in alignment with prior FOSS 
research that found evidence in support of Linus’s Law, rather than Brooks’ Law [4]. Schweik et al. [4] found that adding more 
developers improves the chances that the FOSS project will be successful, but they caution that the correlation between size and 
success does not necessarily mean that bigger groups produce better software, and that it is likewise possible that successful projects 
attract more contributors. Schweik et al. [4] claimed that size is only one factor that may contribute to the success of the FOSS 
project and, because they did not conduct multivariate analysis, it is possible that other factors could well serve as competing 
explanations. Similarly, Meneely and Williams [48] found empirical support for Linus’ Law, but they also found some support for 
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Brooks’ Law and argue that their findings “do not necessarily negate Linus’ Law … [but that] they are a legitimate opposing force” 
[56, p. 460]. 
In addition to the support for Linus’ Law the findings of the study also show that answer multiplication leads to quality 
improvement (better accuracy and completeness of answers). There was no evidence in prior research that supports this assumption, 
yet, under the assumption that the crowd can produce good answers, scholars have made efforts to describe and understand the 
process of social question-answering [18, 20, 24]. In order to provide empirical support for this assumption, data was analyzed and 
compared at two levels of analysis; this comparison is essential when looking into the benefits of answer multiplication. While 
quality improvement was evident for all three variables (verifiability, accuracy, and completeness), it was only statistically 
significant for two of them, accuracy and completeness. Answer verifiability was very low at both levels of analysis, for whole 
answers, “best answers”, and first answers, echoing prior research. For example, only 8% of answers on Yahoo! Answers include 
details of the source from which the information was taken [57] and only one out of ten messages on the Wikipedia Reference Desk 
includes references [25]. This dimension of answer quality is perceived to be very important by Yahoo! Answers’ users [23]. 
Librarians, when answering user’s questions in email and chat reach a higher level of verifiability (53%) [58]. Low verifiability 
levels not only correspond with, but also give rise to, concerns about information quality and the lack of authority on the social Web. 
It is important to note that significant improvement in answer quality, in terms of accuracy and completeness, was also 
associated with “best answers.” While “best answers” are individual answers, their quality was equal to that of whole answers. This 
may be due to the selection process of “best answers”, which involves an additional step of information processing that includes 
feedback about the quality of the answer in light of the question. In fact, in two third of the transactions with “best answers” the 
choice of a “best answer” was a result of a community vote (48 “best answers” have been chosen by the community and 25 have 
been chosen by the asker).  
6. Conclusion 
This study shows that answer multiplication and user’s choice of best answers on QA sites significantly improves answer quality in 
terms of accuracy and completeness when compared with an individual (first) answer. However, the collaborative process did not 
produce a significant change in the (low) levels of answer verifiability. In support of the argument that given enough answers all 
questions are answered successfully, the findings reveal that it takes seven answers to achieve a 95% accuracy level for resolved 
transactions and, on average, seven answers to achieve an 89% accuracy level for transactions that have not yet been resolved; in 
more than 85% of transactions, one of the first two answers provide an accurate response to the question. 
 The present study addresses a gap in existing frameworks of answer quality, by focusing on optimization. It also links answer 
quality to number of users and tests the underlying assumption of these frameworks, that multiple answers improve answer quality. 
Organizations that consider the implementation of web 2.0 tools, such as QA systems to handle costumer support, can potentially 
increase their effectiveness while reducing costs. Systems should be designed to enable multiple answer, to allow answer rating, and 
for quality assurance to generate reports of questions that have not been answered, those that received less than seven answers, or 
that their answers have not been rated, to be then processed by expert. That way, cost reduction while maintaining high quality can 
be achieved. 
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