INTRODUCTION AND SUMMARY
Let T = a&) ($" + q(t) g,"' + ... + a,(t) be a formal differential operator with coefficients of period l,l i.e., ai = u,(t + l), 0 < i < n. Assume that u,,(t) # 0, t E (-co, co), and that all the coefficients are infinitely differentiable.
For scalar h let the matrix differential equation associated with 7 -h be the equation For a sufficiently differentiable function f(t) let f(t) f'(t) L I f(t) = i f'"-"(t)
Then rf = Af if and only if i = A(7 -h) f.
In most investigations of linear differential operators with periodic coefficients a central role is played by the theorem, due to Floquet [l] , that any n x n nonsingular solution of X = A(' -h) X is of the form X(t, X) = P(t, h) etRfh)
where P(t, h) has period 1 in t and R(X) is a matrix independent of t. The eigenvalues of eR(') are independent of the particular solution matrix X(t, X) chosen and are called characteristic values of 7 -h.
In Section 2 the minimal and maximal linear operators T,,(T, p) and T(T, p) associated with a differential operator 7 in L,(-CO, CO) are defined. The development through Theorem 2.1 is taken from material in Rota [2] where the theory of adjoints and boundary values is developed in detail and is valid whether or not 7 is periodic. For 7 periodic and for 1 <p < CO we show through Green's function techniques that u( T(T, p)) is just those h for which 7 -h has a characteristic value of modulus one. It is then shown for T periodic that the minimal and maximal operators are the same, thus disposing of any problems of boundary values and extensions. The notation U(T) for U( T(7, p)) is adopted.
An interesting consequence of the characterization of u(r) is that if T is formally self-adjoint and of odd order than U(T) is the whole real line.
Because eRch) is an analytic function of X, unless one of the characteristic values of r -h is identically a constant in h of modulus 1 or none are ever of modulus 1, U(T) is a collection of arcs analytic except at isolated points.
The results stated above concerning extension theory and the characterization of the spectrum are all well known if 7 is formally self-adjoint; see Dunford and Schwartz [3] .
Section 3 focuses on 7 in&-co, 00) and develops the results needed to bring the representation theory of Part I to bear on periodic differential operators. In Section 3 the notation T(T) is used for T(T, 2).
(iZf) (t) in the interval (j, i + 1). It is more convenient to shift the operands to (0, I) where xs(t) is the characteristic function of the set E defined by xE(t) = 1 if t E E, xE(t) = 0 if t $ E.
We define the operator function of 0,
where the sense in which convergence is to be taken was made precise in Part I. The function A'(B) is weakly (= strongly) measurable and 1 A 1 = esstup / A'(0) 1.
If A'(0) is related to A in the above fashion the notation A N A'(0) is employed.
Conversely, if A' (0) . IS a weakly measurable, L,(O, 1) operator valued function, 0 < B < 237, such that esse sup / A'(0) j < co then there is a unique bounded operator A such that AS = SA and A N A'(B).
The algebraic properties of the relation A N A'(B) are important. If B is another bounded operator such that BS = SB and if B'(8) is such that B N B'(B) then AB N A'(B) B'(B), the pointwise product of the functions A'(B) and B' (0) . Since also A* N A'(0)*, it follows readily that A is selfadjoint, normal, a projection, 0, or the identity if and only if the same is true of A'(8) for almost all 8, and that A and B commute if and only if A' (0) and B'(B) commute for almost all 0.
The following theorem from Part I is the main result of this nature. In it the space L&(0, 277); B(L,(O, 1))) is the space of operator valued functions T(B) such that for almost all B in (0, 27~), T(B) is an operator in L, (O, 1) which is measurable and such that 1 T lC = essB sup / T(0) 1 < co. Fi (I N'(6')n lm)ljn = 0.
If this is the case and A = B + N where B is the scalar part of A and N is the radical part, and A has the resolution of the identity E(S), then B -B'(B), N -N'(d), and E(S) -E' (0, 6) .
In addition to restricting the discussion to L,( -co, co) it is also necessary to make the assumption that there is at least one h for which the characteristic values of 7 -h are all distinct and that none of them is identically a constant of modulus one.2 No further conditions are placed on 7 in this part. Under this assumption U(T) is not the whole plane. Hence there is a h such that R(h, T(T)) = (AI -T(T))-l is an everywhere defined and bounded operator. The periodicity of r means that R(X, T(T)) S = SR(A, T(T)). The theory of Part I can therefore be applied to the unbounded operator T(T) through the intermediary bounded operator R(h, T(r)). We must know the nature of the operator valued function A'(B) such that
Let S(0, T) be the operator in L,(O, 1) with domain D(.S(e, T)) = {f 1 f(t), f'(t), f"(t), *.., f@-')(t) exist, all t E [0, I] , f(+l) is absolutely continuous on [0, l] ,f, Tf EL2(0, l),f(i)(l) = e*flf(j)(O), 0 <j < 71 -l} and forf E D(S(0, 7)) let S(0, r) f = Tf. The spectrum of ,S(e, T) is just those h for which eie is a characteristic value of 7 -h and R(h, S(ti, T)) is compact for every h E p(S(0, 7)). That T(T) might be closely related to S(e, T) for 0 < 0 < 2~ is suggested by the fact that U(T) = ~,~,~a, u(S(e, 7)). There is indeed a close relationship, for ~(h, T(7)) -R(h, s(e, T))y h $44 proven as Theorem 3.4. To complete the ground work necessary for applying Theorem 5.21 of Part I it is necessary to establish the measurability in B of the resolution of the identity of S(8). This is established in Corollary 3.2. The work needed to do this, however, allows us to establish much more, namely that R(h, S(0)) can have no nilpotent part for almost all 0. Hence if T(T) is spectral it is of scalar type. These results are summarized in Theorem 3.5. Theorem 3.5 brings the spectral theory of periodic differential operators in L, (-03, co) 2.1. Let 1 < p < co and let T be an operator in&( -CO, co) such that D(T) (the domain of T) is dense in the L,(-co, co) topology, p-l + q-l = 1. By the adjoint of T will be meant the operator T* in L,,( -GO, co) given by D( T*) = {g 1 there exists an h in L,( -co, CO) such that
This definition of adjoint coincides with the usual definition for 1 < p < co but special caution is needed if p = CO in which case the usual definition would yield a T* in L%(-co, co)* # L,(-CO, co). For instance, if T is a closed operator in L,(-GO, CO) for which T** is defined using the above definition it may happen that T** is a proper extension of T, see Rota [2] .
In the next definition An-l is the set of functions with n -1 continuous derivatives and with absolutely continuous n -1st derivative, i.e., all f such that f(")(t) is defined almost everywhere and integrable over every compact subset of (-co, co). Without loss of generality assume X = 0. Since rf = 0 has a bounded solution, 0 is in the point spectrum of T(T, co) and thus the case p = co is disposed of.
Consider the case 1 < p < co. There is a solution of rf = 0 of the form f(t) = p(t) eisf where 8 is real and p(t) has period one. Let g-(t) be a function defined for t < 0 and such that g-and Tg-EL, (-o3,O) . Similarly, let g+(t) be defined for t 3 0 and such that g, and Tg+ E L,(O, j-co). Let gand g, be so chosen that the function h, defined by h,(t) = e-ieg-(t + l),
is in An-l and hence in D(T(T, p)). For integer N > 0 let
Since f(* N) = e*iNef 0) ( it follows that hNE An-l for all N and hence h, E DC T(T, $9. Now, To prove the converse of this theorem we show below that if no characteristic value of Q--X has modulus one then a Green's kernel exists which defines the bounded (right) inverse (Al --T(T, p))-i which of course puts X outside the spectrum of 1'(~, p). Th e d erivation of the Green's kernel leans very heavily on the approach taken by-J. T. Schwartz in some as yet unpublished work which he has made available to the author.
To define the Green's kernel requires some properties of the matrix eR'A' defined in Section 1.3 This matrix, since it equals X(0)-l X(0) where X is a solution to 8 =: A(7 -~ A) X is dependent on the particular solution matrix X chosen. However if eScA' = Y(O)-l Y(1) is another such matrix then es"') = P1eR'"'D where D = X(t))l Y(t) which is independent of t. Hence the class of all such matrices is those equivalent to eR under a similarity transformation.
It follows that the characteristic values are independent of the choice of X(t).
It is convenient to single out a particular choice of eR"). Let
where X is that solution of X = A(' -A) X satisfying X(0) = I, where I is the identity matrix. We call B(T -A) the characteristic matrix of 7 -X or X = A(7 -A) X. Note that B(T -A) IS an analytic function of h and that if (T -h)f = 0 then B(T -A) f(0) = f(1). Let T* be the Hermitian adjoint of 7 (formed by integrating by parts the inner product (of, g) = J" ~fg). Then Green's formula gives r'l (Tfg -fT*.d = cF(T, t) f(t), g(t)) 11 for a nonsingular matrix F(T, t) which we call the boundary matrix for T. By elementary manipulation of Green's formula it can be seen that F(T, t) is periodic, F(T, t)* = -F(T*, t) and F(T -A, t) = F(T, t).
Without loss of generality assume h = 0. If f(t) is a solution to Tf = 0 and g(t) is a solution to T*g = 0 then it follows from Green's formula that
is independent oft. Thus if X(t) and Y(t) are matrix sohtions to 2 = k!(T) x and Y = A(T*)
Y respectively the matrix Y(t)*
is independent of t.
Similarly it can be seen that if X(t) is a nonsingular matrix solution of k = A(T) X then F-'*(T, t) x-l*(t) C is a solution to Y = A(T*) Y for any constant matrix C.
If now, X(t) and Y(t) as given above also satisfy X ( m. An important consequence is the following. Let 1 <p < co. If 7 has no characteristic value of modulus 1 the space of solutions to Tf = 0 can be divided into those which are p-integrable at + a and those which are p-integrable at -cg. Furthermore, T* will have no characteristic values of modulus 1 and the dimension of the space of those solutions to T*f = 0 which are p-integrable at + 00 is equal to the dimension of the space of those solutions of Tf = 0 which are p-integrable at -co. Similarly the dimension of the space of solutions of T*f = 0 which are p-integrable at -cc equals the dimension of the space of solutions to Tf = 0 which are p-integrable at + cc. These facts allow us, in the paragraphs below, to form the desired Green's kernel.
Let CD(t) = P(t) et' be a nonsingular solution to k = A(T) X such that P(T) is periodic and C is in Jordan Canonical Form. Furthermore, choose C so that c, 0 0 c= 0 c-0
where the diagonal elements of C, have positive real parts, the diagonal elements of C-have negative real parts, and the diagonal elements of C,, are pure imaginary.
(Possibly one or two of the matrices C+ , C-, C, is 0 x 0, a convention we will allow so as to avoid the necessity of writing six additional possible forms for C.) Let S be the space of solutions of Tf = 0 and let S, be the subspace of S of solutions f such that 6, for some constant vector b. Define S-and S, similarly. The notation S(7) etc. will also be used.
Observe that s = s, + s-+ s, ) S, n Se= S, n S, = S-n S, =(O}, and S,, # (0) 
L-1 !lijn
If M is a matrix the notation (M)ii will be used to denote the entry in the ith row and jth column of M. The columns of @ can be written as & , 1 < i < n, where +I , *em, q$, form a basis for S-(T) and+,+, , **a, & form a basis for S+(T). Similarly, the columns of !P can be written as 'pi , 1 < i < TZ, where $r , .*a, J,& form a basis for X+(T*> and #,+1 , -a7 I,& form a basis for X-(7*). We will use this @ and Y to define a Green's function. Let
We will show first that R, is a bounded linear operator in L,( -00, CO), 1 < p < 00, and then that R, is the resolvent of T(T, p).
Re (A) < 0, f E&C-a-4 00).
PROOF. Only the case Re (A) = u > 0 is proved, the case Re (A) < 0 being similar.
Suppose that f is in L,(-co, co) and consider the function of norm at most 1 u 1-l. It follows from the Riesz convexity theorem, (Dunford and Schwartz [9; Theorem VI.lO.111 ) that S defines a bounded linear map S, of L,( -co, 00) into Lp( -co, co) for all p, 1 < p < a3 of norm at most / u I-1. Let 1 < p Q co and let f be in L, (-co, 00) . Then e-lsf(s) is integrable over any compact interval, and so is absolutely continuous over any compact interval, hence the range of S, is contained in the domain of D, . Easy calculation shows that (D9 -Al) S, f = f, f E L, ( -co, co 
Since g(t) vanishes off of a finite interval, say [ -A/2, A/2], Green's formula may be applied, yielding
where it is understood that T operates on the variable t and that K+(s, s) is the column vector formed of the successive partial derivatives of K+(t, s) with respect to t evaluated at t = s. Now TK+(t, S) = 2 (+'i(t)) $dS) = 0 is the first column in I from which it follows that
From this the Lemma follows. Q.E.D.
THEOREM 2.4. The range of the operator R, equals the domain of T(T,~) and T(T, p) R, = I, i.e., R, = T(T, p)-'.

PROOF. Let GED(T(T*,q))nKn
herep-l+q-l=l, and letfEL,.
Then R, f E L, so the integral below is well defined:
where the last equality follows from Lemma 8. Hence by Theorem 4
DEFINITION 2.4. Let U(T) be the set of h such that T -h has a characteristic value of modulus 1. Let p(t) = U(T)'. Then for 1 < p < co, ~(T(T, P)) = ~ (7) and
The proof of Theorem 2.5 depends on the fact that if Tl has leading coefficient 1 then p (Tl) is nonvoid, a consequence of a result to be established in Part III and also established in [5] . In case p = 2, Theorem 2.5 is a known consequence of the fact that the coefficients of 7 are uniformly bounded. THEOREM 2.5. If T is periodic, T,(T,~) = T(T,P), 1 <P < a.
PRooF. Let us write 7 as
g,"-' + *** + a, (t) where r(t) and e(t) are real. Let T' = e--ie(t)7. Then T'* = T*#(~). For 1 < p < co, let A, be the norm preserving operation in L,( -co, co) of multiplication by the function e c+( t). Then A;l is the operation of multiplication by the function eeiect) and A, * = Ai1 where p-l + q-l = 1. One may readily verify that T(T, p) = A,T(T', p), and T(T*, p) = T(T'*, p) A;'. It can be shown that there exists a h in p (T') and hence by Theorem 2.4, for 1 < p < co, both T(T', p) -XI and T(T'*, p) -u have bounded everywhere defined inverses. Hence for 1 < p < oc), both T(T, P) -&I and T(T*, P> -X4, have bounded, everywhere defined inverses. Now for 1 < q < CO if an operator in Lp( -co, co) has an everywhere defined bounded inverse then its adjoint has an everywhere defined, bounded inverse and thus for Since T(T, 2) is a self-adjoint operator, U(T) = a(T(~,2)) l (-co, co) . Suppose that h is real. It follows from Theorem 2.3 that dim S+(T -A) = dim S-((7 -A)*) = dim S-(7 -A).
If h $ U(T), i.e., if A',,(7 -A) = (0) then
But this is impossible since 71 is odd. Hence all real h belong to U(T). Q.E.D. Because B(T -A) is an analytic operator valued function of X Theorem 2.4 yields a great deal of information on the qualitative nature of ~(T (T, p) ). This point is discussed in the next few paragraphs. We first state some definitions and results concerning analytic operator valued functions. The generalizations to unbounded operators given will be needed later.
The following theorem is a special case of Lemma VII.6.6 of Dunford and Schwartz [9] if T(0) is in B(X), the space of bounded linear operators from X to X. If T(0) is unbounded it follows from the bounded case and Theorem V11.9.4 of Dunford and Schwartz. The empty set is denoted by 4. By using Theorem VII.9.4 of Dunford and Schwartz the theorem above can be extended to unbounded operators as follows.
COROLLARY 2.2. The above theorem is still true if the first sentence is replaced by the statement: let y > 0 andfor 1 u / < y let T(u) be a linear operator in X such that there exists a h which is in p( T(u)) for / u j < y, and R(h, T(u)) is an analytic function of u for j u 1 < y. DEFINITION 2.5. If T(u + u,,) and h, satisfy the hypotheses of either Theorem 2.7 or Corollary 2.2 and if the constant K appearing therein is greater than 1 then h, is called a branch point of T(u) at u = us , or, briefly, a branching point of T(u,).
If one of the characteristic values of 7 -h is identically a constant of absolute value 1 then U(T) is the whole complex plane. However this will not happen if varOGtGl arg so(t) < n for n 3 3 or varsg,<i arg a,,(t) < 27r for n = 2. The case of a constant characteristic value of modulus one will be disregarded here. The set of h, in U(T) for which B(T -h,) has a characteristic value of modulus 1 which is a branch point for B(T -h) at X, is discrete.
For the moment call such points singular points in U(T). If h, E G(T) is not a singular point then the characteristic
values of 7 -X which have modulus 1 for h = h, are analytic functions, say vi(h), a.., .u&) for h near h, . If vi'(&) # 0 then {h 1 1 v,(h) 1 = l} is an analytic arc passing through X, and this arc will be in U(T).
There can be up to p < 71 of these arcs passing through h, . If v,'(h,) = 0 with order m -1 for some i, 1 < i < p then near h, the set of h such that 1 v,(h) 1 = 1 is m analytic arcs passing through h, at equal angles.
An endpoint in U(T), if one occurs, must occur at a singular point, say h, , near which the characteristic values of modulus 1 will behave like fractional powers of (h -X,). But since other characteristic values of modulus 1 may be analytic at h, the spectrum near h, may be the superposition of arcs terminating at X, and arcs passing through h, . One can say, however, that except for a discrete set of points, the spectrum near a point h E U(T) is a single analytic arc passing through h.
Much more can be said for h near co, 7 self-adjoint, and 7 of second degree, as we shall see in Part III.
SPECTRAL THEORY OF PERIODIC DIFFERENTIAL OPERATORS IN L,( -co, co)
If 7 is a periodic differential operator and if h E p(T) then R(h, T(7, 2)) is a bounded linear operator that commutes with translation by 1, i.e., COMMUTING  WITH  TRANSLATION  BY ONE  581 where (Sf) (t) =f(t + 1). It will be shown in this section, under the hypothesis that P(T) # c$, that in the notation of Part I, where S(0,7), as defined below is 7 on the interval [0, l] subject to the boundary conditions fo)(l) = eiRfo)(0), 0 < i < n -1. Thus, using Theorem 5.21 in Part I, the spectral theory of T(T, 2) can be studied by studying the spectral theory of the class of discrete operators S(0, T), 0 < 19 < 2~. As defined in Part I, a discrete operator T is one with nonempty resolvent set for which R(X, T) is compact for some h E P(T)."
R(h, T(T, 2)) S = SR(h, T(T, 2)) OPERATORS
In this section we make the assumptions that 7 -X has no characteristic values of modulus 1 which are identically constant in h and that there exists at least one h for which the n characteristic values of 7 -h are all distinct.
This hypothesis simplifies the application of Theorem 5.21 of Part I. The author has shown these assumptions to be valid if var,G,Glr arg a,,(t) < ST (if n, the order of 7 is 2 this condition can be relaxed to varoGtG i arg a,,(t) < 27r) by means of asymptotic estimates for the characteristic values.'j That this assumption is valid in the cases considered in Part III can also be made to follow directly from the perturbation results therein.
Because B(T -X) is analytic in h, the assumption that there exists at least one h for which all the characteristic values are distinct implies that they are distinct for all but at most a discrete set of X. 
Let T(T) be the maximal (= minimal) closed linear operator defined by T in L,( -co, co), i.e., T(T) = T(T, 2). If 7 is understood the notation S(B) and Twill often be used for S(B, T) and T(T) respectively.
Note that S(e) = S(e + 27). Although much of our interest focuses on 0 real, when we talk about 0 in an open set or analytic dependence on 8 it is an open set in the complex plane or analyticity as a function of a complex variable unless we explicitly mention otherwise. 5 The concept of discrete operator is defined in Schwartz [6] . If R(h, T) is compact for one X in p(T), it is compact for all X in p(T).
8 McGarvey [5] . (0) This still does not complete the representation of T in terms of S(e), however, because it is necessary to relate the spectral algebra E(8, S (0)) of S (0) to T and show that any possible resolution of the identity for T, E(S, T), must satisfy E(S, T) N E(6, S (0)). To do this the measurability of E(6, S (0)) as a function of 0 must be established for bounded Bore1 sets 6. This result is established in Corollary 3.2 and is a result of the fact that R(h, S (0)) is an analytic function of 8.
The proof that R(A, T) N R(h, S(0)) is simplified by the results of Section 2, which easily establish that A E p(R(h, 7')) if and only if h E p(R(h, S
The analyticity in 0 of R(h, S (0)) and the theorem of Rellich, Corollary 2.2, allow us to prove much more. It is shown in Lemma 3.3 that only for at most a discrete set of pairs (0, A) in 2 x 2 is dim E(h, S(e))L,(O, 1) > 1. Hence S(0) is scalar, a.a. 0. This and the measurability of E(6, S(0)) allow us to conclude in Theorem 3.5 that if T is spectral it is of scalar type and that it is spectral if and only if E(6, S(B)) is essentially uniformly bounded in 0 and S and E(Z, S(0)) = 1, a.a. B. In Part III it will be shown that if for some t9 E (0,27r), S(e) is not scalar then e(e, 6) can not be uniformly bounded and hence T can not be spectral.
Before proceeding to the proofs some definitions and results from the literature on linear and spectral operators needed later but not included in Part I are stated here.
The projections E(h, T) were introduced in Part I, Definition 2.33 as follows: If 6 is a bounded subset of the complex plane such that 6 n a(T) is both open and closed in the relative topology of a(T) then 6 is called a spectral set of T. If 6 is a spectral set it is possible to construct around 6 n o(T) a contour C which is a finite number of Jordan curves, which lies in p(T) and which incloses 6 n U(T) but no other elements of a(T). One can then integrate the resolvent about C, i.e., form the integral
This integral, which depends only on S and not on C, defines a commutative Boolean algebra of projections which commute with T. This class of operators defined over spectral sets we have termed the spectral projection algebra of T. If T is a spectral operator then the spectral projection algebra is a subalgebra of the resolution of the identity for T. DEFINITION 3.2. An eigenvector of an operator T corresponding to an eigenvalue h is an element x such that (T -XI) x = 0. A generalized eigenvector of T corresponding to an eigenvalue X is an element x such that (T -M)k x = 0 for some positive integer k. A proper generalized eigenvector of T corresponding to an eigenvalue h is an element x which is a generalized eigenvector corresponding to X but not an eigenvector corresponding to h. If T is discrete and if T has no proper generalized eigenvectors then we will call T scalar. ' The proofs of Theorems 3.1, 3.2, and 3.3 are in Schwartz [6] . 
If T is discrete then (a) u(T) is discrete and unbounded, (b) R(X, T) is compact for every h in p(T), (c) if h E u(T), E(h, T) X is Jinite dimensional and is the set of generalized eigenvectors of T corresponding to X. If E(h, T) X is finite dimensional then T has proper generalized eigenvectors corresponding to h if and only if the JCF for T 1 E(h, T) X (T restricted to E(h, T) X) has off diagonal elements.
The following theorem is a restatement of Theorem 2.36 in Part I. See also Schwartz [6, p. 4181. THEOREM 3.2. A discrete operator T in a reflexive B-space is spectral ;f and only if sups / E(S, T) 1 < 00 where 6 varies over all sets such that E(S, T) is defined and, in the strong operator topology, lim, E(6, , T) = I where {S,] is a growing sequence of sets for which E(S, , T) is dejined and lim, S,, = 2. For this later case we will use the term "spectral operator of scalar type."
We return now to the operators associated with 7. By hypothesis there is a h such that the characteristic values of 7 -h are not of absolute value 1. Hence there is a neighborhood Sz of the real axis such that for 0 in Q no solution of (T -A)f = 0 satisfies the boundary conditions defining s(e), i.e., X is not in the point spectrum of s(e), 0 E Sz. Hence for B in fi a Green's function can be defined for s(e), hence h E p(S(8)) and (s(0) -AI)-' is compact. Hence s (0) is a discrete operator for 0 E JJ and has only discrete point spectrum.
If v = eie is a characteristic value of 7 then 0 is called a characteristic exponent of 7. has period I, i.e., the set of h such that 7 -A has the characteristic exponent i8. If 7 is understood, the notation u(0) will also be used. The remarks above establish that for any 8, 0(,!?(e)) = u(0) and that s (0) is discrete at least for B in a neighborhood of the reals. By invoking the results of Section 2 it also follows that a(T) = UoGs.,zn u(e). Some terminology is needed from Part I. In Part I use was made of the "chop and shift" operators defined by(T,f) (t) =f(t +j), t E [0, l), (Tjf) (t) = 0, t $ [0, 1) . These operators have the adjoints (T,*f) (t) =f(t -j), t E [j, j + 1) (T,*f) (t) = 0, t 4 [j, j + 1). The operator Tj chops f down to the piece on [j,j + 1) and shifts this to [0, 1) . Its adjoint Tj* chops J down to [0, 1) and shifts the remaining piece to [j, j + 1). These are formal operators in that we have not specified the function spaces which are their domains and ranges. Thus Tj can be employed as an operator from either L,(-co, 00) or L,( j, j + 1) to either L,(-00, co) or L,(O, 1). In the same way Ti* can be treated as an operator from either L,(--CO, CO) or L, (O, 1) to either &-CO, 00) or La( j, j + 1). In Lemma 3.2 and Theorem 3.4 it is necessary to use the notation (f) instead of f to denote the column vector formed from f, f', . . ..f(+l). (0) is discrete for B in a neighborhood of the reals. For h E p(T) and 0 real R(h, S (9)) and R(h, T) are related by the vector equation
where Q(t) eAt is that solution to 2 = A(T -A) X such that Q(t) is periodic and Q(0) = I and h (0) is the vector
PROOF. The assertions of the first sentence have all been established.
Since R(h, S (0)) f and R(h, T) f differ by a solution to (T -A) $J = 0 it follows that for some vector h(B),
where Q(t) eAt has the properties ascribed to it in the statement. The boundary conditions for s(0) require that
and hence
Observe that since X E p(T), A has no real eigenvalues and hence for 8 real eie -eA has an inverse. Thus, solving for h(B), Proceeding formally for the moment since we are not yet assured that all terms are well defined,
It will be shown that the two infinite series above do converge, that the first equals -Q(t) eAteis(eie -e")-r (g(O)} and that the second equals Q(t) eAt(eie -eA)-l (g(l)). A n application of the preceding lemma will then complete the proof. Now the operator series so, finally,
A similar argument can be used for X," e-ekQ)(t) eAteA(k-l)(g(l)) using the fact that (g(l)) = P(8,) (g (1)) to show that the infinite series converges and is equal to Q(t) dt(eie -B)- ' (g(l) ). We thus have that for all real 8, (A'(8)f) exists and
Thus, using the preceding lemma,
The vector h(8) as defined above depends analytically on 0 near [O, 2~) and hence R(h, s (0) S let e(0, 6) = e(B, 6, T) be the spectral projection for S(0, 7) as defined above. If, for such a 19, / e(0, 6) 1 is uniformly bounded over all bounded Bore1 sets S then for arbitrary Bore1 set S let e(0, 6) be th e uniquely defined strong limit of e (B, 6,) where {Si} is a sequence of bounded growing Bore1 sets such that 6 = lim, 6, .
Before applying Theorem 5.21 of Part I to the operator T = T(7) a few remarks must be made concerning the dependency of e(8,S) on 0. At a minimum it must be shown that e(B, 6) is measurable in 8. In so doing it will be seen that for almost all 0, if R(X, s (0)) is spectral it is of scalar type and hence if R(h, T) is spectral it is of scalar type.
It was shown in the course of the proof of Lemma 3.2 that, for X E p(T), R(h, S(B)) is an analytic operator valued function of 6' for 0 in a neighborhood of the reals. It thus follows from the theorem of Rellich, Theorem 2. PROOF. As mentioned at the beginning of this section, the standing hypothesis concerning the characteristic values implies that the set N of X such that Q--h has a characteristic value of multiplicity greater than 1 is discrete.
Suppose 8 For u in some neighborhood U of 0 the characteristic exponents of T -u are distinct (mod 2&) and consequently may be picked as a,(u), ..*, on(u) in such a way that each ui(u), 1 < i < n, is analytic in U. We will show that one of these has derivative 0. For u E U let X(t, U) be that solution of X = A(7 -U) X such that X(0, U) = I. Then X(t, U) is an analytic function of ZJ for any t. Letting B(u) = X(1, U) it follows from the definition of characteristic exponents that u(B(u)) = eOl(U), -0.) e0*(U) which are all distinct by hypothesis. Thus by the theorem of RellichB(u) has the spectral decomposition 
By assumption, ~~(0) = if? for some i, 1 < i < n; suppose for definiteness that i = 1, i.e., ~~ (0) [0, 24}, u={eIeE[0, 2rr) ,(e,h)EMs0mehE2).
l o Dun&d and Schwartz [9, Lemma VII.6 .71. M'e state separately for its independent interest the following result. To see that it is also sufficient, let a(t) = .zl'(t, 0) which is just (ql'(t, 0)) etol (0) by virtue of the assumption ~~'(0) = 0. Then a(t) satisfies d = A(7) a + A,f and hence a(t) = g(t) for some g in D(S(-iul (0) and one can also say that if R(h, T) is spectral it is of scalar type. For all 6 such that e(B, S) is defined, a.a. 8, and essentially uniformly bounded let E(S) be that unique operator in L,( -co, co) such that E(S) N e(B, S). If T is spectral, E(S) is its resolution of the identity. Now and hence the condition sk; ess sup I e(e, S) I < 03 9 is equivalent to the condition sup esssup I e(O,S) I < 23. BEI4 e
Since it is easily shown that E(S) = I if and only if e(0, 6) = I, a.a. 0, the theorem now follows from the application of Theorem 2.30 of Part II2 to both R(h, T) and RCA, S(e)), 0 < 0 < 2~. Q.E.D.
ii This theorem states roughly that if an operator A in a reflexive space is discrete then A is spectral if and only if supse,s 1 E(S, A) 1 < CO.
ia This theorem says roughly that a closed operator A with nonempty resolvent set is spectral if and only if R(h, A) is spectral for some (and hence all) A with resolution of the identity equal to 0 on the set {O}. It also asserts that the resolution of the identity of A is related to that of R(X, A) by the change of measure induced byg(z) = (h -z)-'.
