In this paper we first compute all quasi-homogeneous but non-homogeneous (short for QHNH) coprime planar polynomial differential systems of degree 6, by using the algorithm developed in [7] . Then we determine the conditions of coefficients under which the systems are not reducible. As a direct corollary we obtain that any planar QHNH sextic coprime polynomial differential system has neither center, focus nor limit cycle.
Introduction
This paper considers the planar polynomial differential systemṡ x = P (x, y) ,ẏ = Q (x, y) , (1.1) where P, Q ∈ R[x, y]. As usual, The degree n of system (1.1) is the maximum of the degree P and Q. We call that system (1.1) is coprime, if P and Q have only constant common factor in the ring R[x, y]. Otherwise, (1.1) is called to be reducible. The vector field associated to system (1.1) is X = (P, Q). If there exist s 1 , s 2 , d ∈ N such that for all ρ > 0 holds P (ρ s 1 x, ρ s 2 y) = ρ s 1 −1+d P (x, y), Q(ρ s 1 x, ρ s 2 y) = ρ s 2 −1+d Q(x, y), then we call system (1.1) or vector field X is quasi-homogeneous with weight vector w = (s 1 , s 2 , d). s 1 and s 2 are called the weight exponents and d is called the exponents degree. Throughout this paper we assume that (1.1) is a quasihomogeneous polynomial differential system with weight vector w = (s 1 , s 2 , d).
We notice that the weight vector w of (1. In the qualitative theory of quasi-homogeneous polynomial system, there are several important problems. For example, the center-focus problem, existence of limit cycle and structural stability. Many researchers had studied the qualitative properties from various aspects in quasi-homogeneous polynomial differential system. For instant, for the integrability we can see [2, 6, 7, 8] . For the center and limit cycle problems we can look at [4, 5, 9, 11] . For classification of global phase portraits of the quasi-homogeneous polynomial differential system we can read [10] . And for the normal forms we can refer to [1, 3, 10, 11] .
Recently, García. et al. [7] gives an algorithm to obtain the quasi-homogeneous but non-homogeneous polynomial differential system of degree n in the plane. This algorithm makes us easily to obtain all the explicit expressions of quasihomogeneous systems of a given degree. For the planar QHNH polynomial differential system of degree 2, 3, 4, 5, many work has been done by means of this algorithm, see [7, 10, 11] . In these papers, after obtaining all the quasihomogeneous system, the authors continue to study the canonical form of these systems, by doing appropriate transformation, for further investigation.
Usually in order to study the qualitative property of system (1.1) we first need to obtain the canonical forms of (1.1). The main goal of this paper is to study the canonical forms of system (1.1) with degree 6. We only consider the coprime systems due to the fact that the reducible systems is essential of degree lower than 6. The main result of this paper is Theorem 1.1. Every QHNH sextic coprime polynomial differential system (1.1) with the minimal weight vector w m , after a linear transformation and a rescaling of independent variables, can be written as one of the following systems
(A 4 )ẋ = y 6 + axy 4 + bx 2 y 2 + x 3 ,ẏ = cy 5 + dxy 3 + ex 2 y, with w m = (2, 1, 5), and
, with w m = (2, 1, 6), and
Clearly, all the systems except (A 0,k ) in Theorem 1.1 has the invariant straight line x = 0 or y = 0. Since the origin is the unique isolate finite singularity of quasi-homogeneous system (1.1), as a direct corollary we get from Theorem 1.1 that Corollary 1.2. Any planar sextic coprime polynomial quasi-homogeneous vector field has neither center, focus nor limit cycle.
2 Classifition of sextic QHNH coprime polynomial differential system
In this section, we are going to study all the QHNH sextic polynomial differential systems. The main results of this section is Theorem 2.1. Every QHNH sextic coprime polynomial differential systems (1.1) with the minimal weight vector w m , can be written as one of the following 
Algorithm
Let us first recall the algorithm described in [7] , to compute all the QHNH polynomial systems of degree n with the minimal weight vector
In what follows we will assume that s 1 > s 2 , otherwise we can exchange x and y. Moreover, we assume that d > 1. The case d = 1 can be done by making use of Proposition 9 of [7] .
Assume that system (1.1) is QHNH polynomial differential systems with the minimal weight vector w m = (s 1 , s 2 , d) and d > 1 with degree n. For each p = 0, 1, 2, · · · , n − 1, we construct a matrix M n p as following
We remove from ε 0 the equations e 
where, we have that a 2 ij +b 2 ij = 0 with i+j = n, and a ij and b ij with i+j ≤ n−1 are not all equal to zero, here i, j ∈ {0, 1, · · · , n}, because the vector field is of degree n and non-homogeneous. What is more, we define a ij = 0 and
n−t i belongs to the set {X ptk n−t }, and each equation e [k]}. Each one of these maximal linear systems will provide a quasihomogeneous but non-homogeneous polynomial differential system of degree n. The following algorithm will give all the compatible maximal linear systems.
Step 1 Step 2. In matrix M n p , we choose the second equation from the set {e t p [k]} to the future maximal linear system, such as e
and s is the greatest common divisor of t i and k i .
Step 3. From the set {e
, we look for all equations et p [k] satisfying the condition k it =kt i described in the Proposition 12 of [7] , then if exist, we can determine all the compatible linear systems {e
Step 4. Based on the above three steps, we obtain all the equations
So the QHNH differential system (1.1) with respect to the set of equations
Substituting (2.1) into X pt i k i will follows the expression of system (1.1).
Step 5. Remove the equations ε pt i k i \e 0 p [0] which had been considered.
Step 6. Go back to step 1 and repeat this process until there is only e
Proof of Theorem 2.1
By employing the algorithm described in the previous subsection, we get X 034 :ẋ = a 06 y 6 ,ẏ = b 30 x 3 , with a 06 b 30 = 0, wm = (7, 4, 18).
X 041 :ẋ = a 06 y 6 + a 11 xy,ẏ = b 02 y 2 , with a 06 b 02 = 0, wm = (5, 1, 2).
, with a 06 b 20 = 0, wm = (7, 3, 12).
X 052 :ẋ = a 06 y 6 ,ẏ = b 10 x, with a 06 b 10 = 0, wm = (7, 2, 6). 
with a Proof. First assume that d > 1. This allows us to apply the above mentioned algorithm. Since n = 6, we will consider p = 0, 1, 2, 3, 4, 5. For each p, we define the matrix M 6 p , where t = 1, · · · , 6 − p and k = 1, · · · , 7 − p − t. Here we only give the detailed discussion of case p = 3 according to above algorithm. The rest cases can be dealt with in the same way.
For p = 3, we have t = 1, 2, 3 and k = 1, · · · , 4 − t. One can easily obtain the matrix M 3 . We will use the algorithm to determine the set of equations ε 3tk .
Step 1. Choose the equation e Step 3. From the set {e
, we obtain the equation
[2] satisfying the condition kt =kt, i.e.,t/k = t/k = 1.
Step 4. Based on the above three steps, we get that ε 311 = {e Again we repeat the above process of algorithm.
, we can not get the equation et p [k] satisfying the condition kt =kt, i.e.,t/k = t/k = 1/2.
Step 4. By the above three steps, we get ε 312 = {e Step 3. From the set {e Step 4. We get that ε 313 = {e Step 5. Remove the equations e 1 3 [3] in the matrix M (3, 1, 10) .
, we can not obtain the equation et p [k] satisfying the condition kt =kt, i.e.,t/k = t/k = 2.
Step 4. We get that ε 321 = {e Finally, we again repeat the above process of algorithm.
Step (4, 1, 12) .
Step 3. We can not choose any additional equation.
Step 4. Based on the above three steps, we get that ε 331 = {e Step 5. After removing equations e [0], so we finish the algorithm in this case p = 3. In short, for p = 3, we obtain 5 QHNH systems X 311 , X 312 , X 313 , X 321 and X 331 .
Similarly, for the rest case p ∈ {0, 1, 2, 4, 5}, we get the systems: X 011 , −X 016 , X 021 , X 023 , X 025 , X 031 , X 032 , X 034 , X 041 , X 043 , X 052 , X 111 −X 115 , X 121 , X 123 , X 131 , X 132 , X 141 , X 151 ,X 211 , X 212 , X 213 , X 214 , X 221 , X 223 , X 231 , X 232 , X 241 , X 411 , X 412 , X 421 , X 511 . They are the sum of some X p 6 and X ptk 6−t . Using the expression (2.1) we can get the vector field X 011 − X 241 and X 411 − X 511 . Of course, we also need to consider the condition of coefficients of these systems. Because these systems are of degree 6 and non-homogeneous, in each system we must have the coefficients a 2 ij + b 2 ij = 0 for some i + j = 6, and not all a ij and b ij with i + j ≤ 5 are vanish. Moreover, we also take account of that P and Q are nonzero. This finish the proof for d > 1.
Finally, if d = 1, we get system X 1 from Proposition 9 of [7] easily.
Proof of Theorem 2.1. According to Proposition 2.1, there are 45 QHNH sextic polynomial systems, but among them there are 26 of systems being reducible obviously. They are: X 013 , X 031 , X 014 , X 023 , X 032 , X 041 , X 113 , X 131 , X 211 , X 213 , X 214 , X 223 , X 231 , X 232 , X 241 , X 212 , X 221 , X 311 , X 312 , X 313 , X 321 , X 331 , X 411 , X 412 , X 421 and X 511 . Hence the set of QHNH sextic coprime polynomial differential system is that listed in Theorem 2.1.
Canonical forms of sextic quasi-homogeneous system
Our work of this section is to provide the algebraic canonical forms for the QHNH sextic coprime polynomial differential systems in Theorem 2.1.
Proof of Theorem 1.1. For clarity, we will split the discussions into several cases. 
where a, b, c, d, e are function of a ij and b ij . We will consider the restrict of a, b, c, d, e. Case (i) : a = b. In this case when c = 0, we get
Clearly, the polynomials P and Q are reducible if e = c and d = c(a − 1).
Thus P and Q are coprime if and only if
i.e., c − d + e = 0 and (c − e) 2 + (d + c − ac)(d + e − ae) = 0. We also observe that when (a − 1) 2 < 4 and d 2 − 4ec ≥ 0, the system is coprime if and only if d ± √ d 2 − 4ec = 2c, i.e., c − d + e = 0. Of course, if d 2 − 4ec < 0, P and Q are coprime.
However, when c = 0 and de = 0, we have that
Hence, the system is coprime if and only if e/d = 1 and a−1± (a − 1) 2 − 4 = 2e/d, i.e., d = e and e 2 − de(a − 1) + d 2 = 0. Of course, if (a − 1) 2 < 4, the system is coprime if and only if d = e. Obviously, if d = 0 or c = 0, its polynomials P and Q must be coprime.
Based on the above discussion, we get for case a = b that the system is coprime if and only if c − d + e = 0 and (c − e) 2 + (d + c − ac)(d + e − ae) = 0. Case (ii) : a = b. We firstly consider the case ab = 0. If ab = 1 and c = 0, we obtain
. It is easy to check that polynomials P and Q are reducible if d = 0 and bc = e. Let d = 0 or bc = e. If b < 0 and d 2 − 4ec ≥ 0, we have
Form these expression we can see, after some computation, that P and Q are coprime if and only if a e., ad = e and e 2 + bd 2 = 0. We notice that, if b > 0, then system is coprime if and only if ad = e. Assume that d = 0, it is clear that P and Q are coprime.
We also check that P and Q must be coprime if (I) ab = 0, ab = 1 and c 2 + d 2 + e 2 = 0, or (II) a = b, ab = 0 and c 2 + d 2 + e 2 = 0. Finally, in the case a = b, we can draw a conclusion that the system is coprime if and only if a 2 c − ad + e = 0 and (bc − e) 2 + bd 2 = 0. In any case, we conclude that P and Q are coprime if and only if Similarly, we can obtain the canonical form of X 1 , X 115 and X 151 , which are respectively (A 1,1 ), (B 1,5 ) and (B 1,1 ) .
(5) Systems X 016 , X 025 , X 034 , X 043 and X 052 .
In system X 016 with a 06 b 50 = 0, its polynomial P and Q are coprime. Taking 1/29 y, t), system X 016 become dX/dT = Y 6 , dY /dT = X 5 . This is the canonical form (A 0,5 ) of system X 016 .
The canonical form of X 025 , X 034 , X 043 and X 052 , which are respectively (A 0,k ) for k = 4, 3, 2, 1, can be obtained in the same way.
We complete the proof of Theorem 1.1.
