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Abstract 
One challenge of visualizing the relational networks in computer screen is the scale of relational networks 
is too large. One solution is deriving a representative sample from a huge real graph. The purpose is to 
select a set of vertices and edges in graph so that the induced graph obeys some general characteristics, 
and so the sampled graphs can be used for simulations and further analysis. In this paper, we propose a 
stratified sampling algorithm using topologically divided stratums for large relational networks. In 
addition, we evaluate our algorithm on several well-known datasets. The experimental results show that 
our algorithm outperforms the previous methods. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction 
In realistic world, social network appears everywhere, such as facebook, twitter, email, co-citation 
relation, etc. To study these social networks we usually view them as graphs. Vertices represent entities 
and edges represent interactions between pairs of entities. Then we may use visualization techniques to 
assist data mining. However given a large massive graph with millions or billions of vertices, how can we 
visualize it on our computer screen? We usually adopt two methods to solve this problem: clustering and 
sampling. The process of clustering is that compact the vertices in the same cluster to a vertex in order to 
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reduce the scale of the graph. Sampling is to select a set of vertices and edges so that the induced graph 
obeys general characteristics, and so the sampled graphs can be used for simulations and further analysis. 
In this paper we focus on sampling technique. 
Generally, sampling large graph encounters three questions [1]. What is good sampling method? What 
is a good sample size? How do we measure the goodness of a single sample as well as the goodness of a 
whole sampling method? For the first question, we have Random Node (RN) sampling, Random 
PageRank Node (RPN) sampling, Random Degree Node (RDN) sampling, Random Edge (RE) sampling, 
Random Walk (RW) sampling, Forest Fire (FF) sampling and other sampling strategies as candidates. For 
the second question, what is the best performing sampling size so that the sampled graph has similar 
properties as compared to the original graph? In our paper the sampling percentage is input by the users.       
For the last question, maintaining similar properties between sampled graph and original graph is 
important. The reason is only when sampled graph represents the original graph well, we can study the 
sampled graph instead of the original graph. It is our aim that assisting data mining by using visualization 
technique. How to evaluate whether the sampled graph and original graph have similar properties? Now 
there are several techniques to measure the similarity which will be introduced in section 2. 
Among properties of graph, topology structure is one of the most important properties. Topology 
structure reveals not only the relations between vertices but also the shape of the graph. In this paper, we 
propose a new sampling algorithm and this algorithm can get the sampled graph well in maintaining the 
topology structure and also perform well on state-of-the-art evaluation techniques. In section 3, we 
introduce the main idea of this algorithm and propose the description of this algorithm. In section 4 we 
present the experimental results that our algorithm performs well compared with previous methods.  
2. Related Works 
This section will introduce several state-of-the-art algorithms briefly. Conceptually we can split the 
sampling algorithms into three groups: methods based on randomly selecting vertices, randomly selecting 
edges and the exploration techniques that simulate random walks or virus propagation to find a 
representative sample of the vertices [1]. 
First, we introduce algorithms based on vertices selection. Random Node sampling (RN) [2] algorithm 
runs on selecting randomly a set of vertices and then a sample graph is induced by the set of vertices. The 
process of Random PageRank Node sampling (RPN) is to set the probability of a vertex which is selected 
into the sample graph to be proportional to its PageRank weight. The idea of Random Degree Node 
sampling (RDN) is that the probability of a node being selected is proportional to its degree. Similarly 
with Random Node sampling, one can also select edges at random. This process is called Random Edge 
sampling (RE) and it is a method based on randomly selecting edges. We present two methods based on 
exploration techniques. Random Walk sampling (RW) starts at random picking a vertex and then 
simulates a random walk on the origin graph. The idea of Forest Fire sampling (FF) is as follow. 
Randomly pick a seed vertex and begin “burning” outgoing links and the corresponding vertex. If a link 
gets burned, the vertex at the other endpoint gets a chance to urn its own links, and so on recursively [3]. 
Given the sampling algorithms above, how can we evaluation the performance of these algorithms?  
Now there are several evaluation techniques. One common used is to compute several distributions on 
both origin graph and sampled graph. Then compute the similarity of two distributions which indicates 
the similarity between origin graph and sampling graph. Such as degree distribution: for every degree ,
we count the number of vertices with degree d ; the distribution of sizes of weakly connected 
components: we count the number of weakly connected components with same size; the distribution of 
the clustering coefficient [4]: let vertex v have k neighbour, then at most  edges can exist 
between them, let  denote the fraction of these allowable edges that actually exits, then clustering 
d
*( 1) / 2k k −
vC
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coefficient is defined as the average vC  over all vertices of degree d; the distribution of the first left 
singular vector of the graph adjacency matrix versus the rank, the distribution of singular values of the 
graph adjacency matrix versus the rank, etc.   
3.  Descriptions 
Our goal is as follows. Given an initial graph G , which is supposed to sample, we wish to sample the 
vertices and edges distributing globally in G in order to maintain the topology of G . At the same time, 
the sampling graph also obeys the properties above well. Based on this, we proposed a Stratified 
Sampling (SS) model, which is capable of producing a sampled graph performing well on maintaining 
topology structure. 
Before describing our model, we firstly introduce some necessary terminologies. In graph theory, the 
distance between two vertices in a graph is the number of edges in a shortest path connecting them. This 
is also known as the geodesic distance [5] because it is the length of the graph geodesic between those 
two vertices. If there is no path connecting the two vertices, i.e., if they belong to different connected 
components, then conventionally the distance is defined as infinite. The diameter of a graph is the greatest 
distance between any pair of vertices. To find the diameter of a graph, first find the shortest path between 
each pair of vertices. The greatest length of any of these paths is the diameter of the graph. 
We next present our model. Given an initial graph . GV represents the vertex set of and
represents the edge set of G . Let  denotes as a sample of G , d  denotes as the diameter 
of initial graph G . Then we get two endpoints on the biggest path whose length is diameter . After 
randomly picking one endpoint as start point 
( ,G GG V E ) G
GE ( ,G S SS V E
d
sv , we add sv to S  and partition G to  subsets V V d{ }1 2 ,..., dV,V V  according to the distance of  to iv sv iV, where  represents the set of vertex, whose 
distance form sv is i. Then sample vertices in every  according to the sampling percentage. The reason 
we sample the vertices in 
iV{ }1 2 using stratified strategy is that we wish the proportion of 
sampling vertices in every V  is almost the same.  
,V V ,...
i
, dV
We denote  as the sampling vertices set of , so iS iV { }0 sS v=
V
. Then  can be split to two subsets: 
_i adj and _i cplV . The vertex in _i adjV  has the property that it has at least a link to some vertex in 
and the vertex in _i cplV  has the property that it has no link to the vertices in 1  . When sampling in ,
we pick k percent vertices in V and pick the rest vertices in . After picking vertices, we add 
edges to the sampling graph. 
iV
V 1iS −
iViS −
_i adj _i cpl
Fig. 1.  stratified sampling model 
3777Yueping Li et al. / Procedia Engineering 15 (2011) 3774 – 37794 Yueping Li, Xiaolin Du, Yunming Ye, Eric Ke Wang / Procedia Engineering 00 (2011) 000–000 
The following is the pseudo code of this sampling process: 
Algorithm：
T1: Input the sampling percentage: ;p
T2: Get the diameter d  and pick one endpoint as sv ;
T3: Split  to  subsets according to the distance toGV d sv ;
T4: For i = 1 to d
T5:      sample vertices in  by percentage ;iV p
T6: End
T7: Add edges to the sampling graph.
For the process T5, there is a sub process as follow: 
Sub Process：
S1: Split  to and ;iV _i adjV _i cplV
S2: Pick  percentage vertices in ;*k p _i adjV
S3: Pick ( (1  percentage vertices in ;)*k p− _i cplV
In process S2, we emphasize on how to pick vertices in _i adjV . Our strategy is to randomly select the 
vertices with less links to the vertices in 1iS − , since the selected vertices will not lie in a local part of 
graph . The sampling can be performed globally. That is, here are some vertices lies on almost every 
part of G .
G
4. Experiments 
In this section we will present the experimental results on several real graphs. We consider four 
common used datasets coming from the homepage of Newman [6]. Hep-th, astro-ph and cond-mat-2005 
these three datasets are not connected, so we get their biggest weak connected component and denote 
them hep-th_conect, astro-ph_connect and cond-mat-2005_connect respectively. The following table is 
the detail description of these four datasets: 
Table 1. Data descriptions 
DatasetName EdgeCount VertexCount Diameter WCC Description 
email 1134 5452 8 1 List of edges of the network of e-mail interchanges 
between members of the University Rovira i Virgili 
(Tarragona). [7] 
hep-th_conect 13815 5835 19 1 Weighted network of coauthor ships between scientists 
posting preprints on the High-Energy Theory E-Print 
Archive between Jan 1, 1995 and December 31, 1999 [8] 
astro-ph_connect 119652 14845 14 1 Weighted network of coauthor ships between scientists 
posting preprints on the Astrophysics E-Print Archive
between Jan 1, 1995 and December 31, 1999[8].  
cond-mat-
2005_connect 
171736 36458 18 1 Updated network of coauthor ships between scientists 
posting preprints on the Condensed Matter E-Print 
Archive. This version includes all preprints posted 
between Jan 1, 1995 and March 31, 2005[8]. 
In statistics, the Kolmogorov–Smirnov test (K–S test) is a nonparametric test for the equality of 
continuous, one-dimensional probability distributions that can be used to compare a sample with a 
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reference probability distribution (one-sample K–S test), or to compare two samples (two-sample K–S 
test)[9].  The smaller of test value the larger of probability that two samples obey same distribution. 
Next, we evaluate our algorithm and several state-of-the-art algorithms by means of clustering 
coefficient distribution and degree distribution. We present the results in Table 2 and Table 3. Each entry 
in the Table 2 and Table 3 is obtained by averaging the K-S Test over 10 runs per dataset.  
Table 2.  Experiment Results (sampling percentage: 0.3) 
Clustering Coefficient Distribution Degree Distribution 
DataSet RN RPN RDN SS(k=0.9) SS(k=0.8) RN RPN RDN SS(k=0.9) SS(k=0.8)
email 1.0000 1.0000 1.0000 1.0000 1.0000 0.7294 0.5460 0.3217 0.5942 0.2817 
hep-th_conect 0.9997 1.0000 1.0000 0.8420 0.9525 0.9999 0.5521 0.8242 0.9635 0.9467 
astro-ph_ connect 0.9997 0.9993 1.0000 0.0226 0.0030 1.0000 0.9989 0.9818 0.1359 0.0007 
cond-mat-
2005_connect 
1.0000 1.0000 1.0000 0.6461 0.4512 0.5613 0.9909 0.9999 0.7000 0.9192 
Table 3.  Experiment Results (sampling percentage: 0.2) 
Clustering Coefficient Distribution Degree Distribution 
DataSet RN RPN RDN SS(k=0.9) SS(k=0.8) RN RPN RDN SS(k=0.9) SS(k=0.8)
email 0.9700 1.0000 1.0000 0.9949 0.9999 0.9941 0. 2980 0.3077 0.6292 0.2287 
hep-th_conect 0.9700 1.0000 1.0000 1.0000 1.0000 0.1780 0.9930 0.9882 0.2730 0.6365 
astro-ph_ 
connect
1.0000 1.0000 0.9843 0.0183 0.1307 0.9994 0.4092 0.8607 1.2783e-
006 
0.7880 
cond-mat-
2005_connect 
1.0000 1.0000 1.0000 0.3526 0.8432 0.3363 0.8222 0.9132 0.4175 6.2554e
-010 
Table 2 and Table 3 show the experimental results.  For each row we bold the best test value. In result 
tables our algorithm gets most of the best test values. We conclude our method is better than the others. 
For clustering coefficient distribution property, the result of our algorithm with k=0.9 is likely to the 
result with k=0.8. For degree distribution property, the result with k=0.8 is better than the result with 
k=0.9. We also perform experiments with k=0.7, k=0.6, k=0.5, but the results are not as well as the results 
in Table 2 and Table 3, so we omit these experimental results. 
5. Conclusion 
Generating a representative sampled graph is very important when visualizing large relational 
networks. In this paper, we propose a new sampling algorithm. We employ stratified sampling strategy 
and the stratum is built on different topological distances.  The experimental results show our algorithm 
performs better than some existed sampling methods. Therefore we get the conclusion that our algorithm 
is a good sampling algorithm. 
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