New trade models with heterogeneous firms have had a consequent influence on gravity equations. According to Chaney (2007) and Melitz and Ottaviano (2005) , the theoretical relationship between trade costs and trade flows is the sum of the effect of trade costs on the number of exporting firms (the extensive margin) and the value of individual exports (the intensive margin). The distinctive effect of distance on the two margins deeply modifies predictions of the trade literature, among which the sectoral effect of trade policies. Using French firms-level export data to 61 countries, on the period 1989-1992, we provide unbiased structural estimates of the three parameters governing trade elasticities with respect to distance. This dissection of the gravity equation provides consistent evidence in favor of heterogeneous firms models of trade.
Introduction
Gravity equations are probably one of the most salient successes in empirical economics. These equations associate bilateral trade flows to the economic size of the trading countries and the geographic distance between them. They have received a growing interest during the last decade, and the numerous empirical studies based on these simple models confirm the strong influence of distance on international trade patterns. The empirical trade literature extended the analysis of the impact of distance on trade. Using historical data, Irwin and Terviö (2002) and Disdier and Head (2007) highlight the evolution of the distance effect in time; Rauch (1999) and Rauch and Trindade (2002) study the importance of cultural distance through the measure of the influence of social networks on international trade, and a number of papers analyse the role of transport time and infrastructures in shaping trade flows (Hummels 2001; Evans and Harrigan, 2005; Limao and Venables 2002; Brun et al, 2005) .
While theoretical trade models now incorporate the role of geographical and cultural distances, recent academic research has paid more attention to the channels through which a decrease in trade costs increases aggregate bilateral trade. Anderson and van Wincoop (2004) point to the theoretical components of the gravity coefficient. In a Dixit-Stiglitz-Krugman monopolistic competition model, distance affects trade flows through a price effect: distance increase trade costs, which decrease the volume of exports. The impact of distance on trade flows thus depends on two parameters: the distance elasticity of trade costs and the elasticity of substitution.
The new trade models emphasizing the heterogeneity of firms (Melitz, 2003) 1 considerably change the theoretical relationship between trade costs and trade flows. Indeed, when firms are heterogeneous, for given trade costs only a subset of firms export. When trade costs decrease, incumbent exporters increase their volume of sales (the intensive margin, and new firms enter the export market (the extensive margin). The effect of distance on the aggregate volume of trade is the sum of the distance effect on the intensive and the extensive margins. Chaney (2006) , modifying Krugman's (1980) model, and Melitz and Ottaviano (2005) , still with a monopolistic competition model but with a different utility function, show that the impact of trade costs on aggregate bilateral trade flows depends on the degree of firms heterogeneity and not on the elasticity of substitution.
The prevalence of both intensive and extensive margins of trade has been documented in 1 See also Jean (2002) 2 recent papers. Eaton, Kortum and Kramarz (2004) analyse how the variation of French market share abroad affects the nature of bilateral trade. Hillberry and Hummels (2007) provide a decomposition of the distance effect on intranational US shipments, and Bernard, Jensen, Redding and Scott use US export data at the firm-level to estimate the impact of distance on the intensive and extensive margins. However, while these studies provide important empirical evidence, they are not governed by specific theoretical models. Helpman, Melitz, Rubinstein (2007) estimate a structural model on bilateral export data for 158 countries, and obtain trade margins elasticities based on aggregate trade flows.
In this paper, we estimate Chaney's model of trade with heterogeneous firms, and provide a structural estimation of the influence of distance on international trade using French firm-level export data. Indeed, empirical analyses inferring from a gravity equation unbiased estimates of the distance effect on trade flows must consider the distinctive effect of trade on the two margins. Obtaining rigourously estimated sectoral parameters contributes to the plentiful empirical literature that focuses on the estimation of trade price elasticities (see for instance Erkel-Rousse and Mirza, 2002) , and may be as important as ameliorating predictions concerning the impact of economic integration on industrial location and agglomeration.
We use the distinctive influence of trade costs on the two trade margins to estimate, from a panel of firm level data, the three structural parameters that contribute to the global distance effect on trade: the elasticity of substitution, the distance elasticity on transport costs, and the level of firm heterogeneity. The estimated parameters confirm the prevalence of extensive and intensive margins of international trade, and are consistent, for 28 out of 34 industries, with the theoretical models of trade with heterogeneous firmsà la Chaney (2007) and Melitz-Ottaviano (2005) .
The paper is structured as follows. Section 2 sketches the theoretical model. Section 3 presents the data and explains the empirical strategy. In section 4, we propose an overlook at trade elasticities computed using the decomposition of the distance effect on trade into intensive and extensive margins. While this method provides important stylized facts, it bears several shortcomings that lead us to present in section 5 an alternative methodology. Structural parameters of the gravity equation are computed using individual export flows. Section 6 concludes.
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The model
This section succinctly presents a simple model of international trade with heterogenous firms, synthesizing the main features of Chaney (2006) . We highlight the expressions for the trade costs elasticity of the extensive and the intensive margins.
Production and consumption
The world consists of R national markets. Each country produces H differentiated goods and a homogenous numéraire. In the H manufacturing industries, firms engage in monopolistic competitionà la Dixit-Stiglitz. All consumers have the same CES utility function:
where q kj is the quantity of good k demanded by a representative consumer in country j, σ k is the elasticity of substitution between varieties of good k, q 0 is the consumption of the numéraire good, and µ 0 and µ k are positive parameters such that (µ 0 + k µ k = 1). Since the empirical analysis has to consider each industry separately, we drop the subscript k for notational convenience.
To produce and sell on a market, each manufacturing firm incurs a firm-specific marginal cost, and a country-specific fixed cost. For a firm from country i, with a marginal cost a, the total cost of supplying consumers in country j with q(a) units of good is:
More, we assume the existence of an "iceberg" transport cost; τ ij > 1 units of good have to be shipped from i to ensure that one unit arrives in country j.
As usual in the Dixit-Stiglitz monopolistic competition framework, the profit-maximizing price is a constant mark-up over marginal cost. Hence, the delivering price on market j of a good produced in country i by firm with a marginal cost a is:
We note E j the total expenditure in country j in the relevant industry, and P j the price index in country j. Then, one can show from (1) and (2) that the demand emanating from country j for a given variety in i is:
Trade costs and the extensive and intensive margins of trade
As in Baldwin and Okubo (2006) , we consider that firms in country i differ in terms of their marginal cost; a is supposed to follows a Pareto distribution, bounded between 0 and 1, with a scaling parameter γ ≥ 1. 2 Hence, marginal costs is distributed according to P (ã < a) = F (a) = a γ and dF (a) = f (a) = γa γ−1 . The parameter γ is an inverted measure of the degree of firms' heterogeneity. With a γ close to one, the distribution of marginal costs is almost uniform between 0 and 1; as γ goes to infinity, the distribution becomes more concentrated since the share of firms with a relatively high marginal cost (a 1) increases.
For a marginal cost a, the profits earned from sales on market j are:
Using profit maximizing prices (equation 2), we obtain:
Individual profit governs the decision to export to country j. It increases with destination market size (E j ), and decreases with impediments to trade (τ ij and C ij ). As usual in monopolistic competition models, the importing country price index (P j ) enters positively in both trade flows and exports profit expressions. This price index can be interpreted as a measure of remoteness from the rest of the world, which captures the influence of the greater competition that occurs in more central markets. 3 We note a the value of marginal costs that ensures that the revenues of sales in country j just equal the total cost of exporting. From (4), this threshold value is:
Finally, all the firms from i which have a marginal cost smaller or just equal to a ij decide to export to j. The total number of exporting firms is thus:
2 We assume γ > σ − 1.
3 Indeed, noting a hj the marginal cost of the less efficient firm in country h that exports to country j, and N h the total mass of firms in country h, this price index is:
.
As in the Dixit-Stiglitz-Krugman framework, it is the sum of all bilateral trade costs, weighted by the number of firms that export to country j (see Anderson and van Wincoop, 2003 , for detailed analysis of the role of this index in gravity equations).
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And the value of bilateral trade from i to j is:
with Θ = Trade is also a decreasing function of bilateral trade costs τ ij . There are nevertheless two main differences with the standard DSK gravity equation. First, the fixed cost required to enter the foreign market appears logically as an additional determinant of bilateral trade. Second, the trade costs elasticity of trade differs significantly from the homogenous firms case. Indeed, it is straightforward from (7) that:
Here, the trade costs elasticity of trade does not depend on the price elasticity, whereas it is equal to (1 − σ) in the DSK model. 4 This is one of the most striking result of the model, since it imposes to reconsider the plentiful empirical and theoretical literature that associates the industrial product differentiation parameter to central features of international trade, such as the magnitude of the impact of trade costs (Anderson and van Wincoop, 2004) , border effects, home market effects (Davis and Weinstein, 2003; Head and Mayer, 2004) and the consequences of trade liberalization on industrial agglomeration (Baldwin and Okubo, 2006 
To compute the trade costs elasticity of the extensive margin (ε
), one cannot just consider equation (6). Indeed, economic integration expands the number of exporting firms, as suggested by equation (6), but as τ ij decreases further the firms which enter into the export market are less efficient and export smaller quantities (see result 4 in Baldwin, 2005) . Thus, the impact of a marginal reduction in trade costs on the extensive margin is equal to the increase in the number of exporting firms multiplied by the quantity exported by the threshold firm (i.e.
the firm which marginal cost is a ij ): 5 ε
. Using (3), (5) and (6), we obtain after some manipulations:
Finally, we can use equation (8) to obtain the trade costs elasticity of the intensive margin:
Note that ε
is exactly the trade costs elasticity of total trade one can derive from a Krugman (1980) type model of trade with homogenous firms. In the following sections, we confront the above expressions for the intensive and extensive margins elasticity to the data in order to obtain estimations for the structural gravity parameters.
Empirical strategy and data
We explain how we proceed to obtain estimations of the gravity parameters and present the data.
5 See Chaney (2006) for a more explicit decomposition of total trade into extensive and intensive margins.
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Empirical strategy
Chaney's model emphasizes how much considering firms' heterogeneity matters for international trade analysis. It shows that the consequence of economic integration should differ among industries. First, a similar reduction in trade costs will have a larger influence on bilateral trade in less heterogenous industries (i.e. those for which γ is large). Second, the decomposition of the effect of trade integration will not be the same depending on the degree of goods differentiation in the sector. In industries producing highly differentiated products (i.e. where σ is relatively low), trade integration allows the entry of a large number of firms, each of them with a relatively small market share. In these industries trade expands mainly through the extensive margin.
On the contrary, in industries producing homogenous goods, a reduction in trade costs expands trade principally through the intensive margin. When trade costs decrease, less efficient firms encounter stronger difficulties to enter export markets: only a small number of firms become new exporters.
Using trade data for a large set of exporting firms, it is possible to estimate the parameters shaping the influence of distance on total trade and on each trade margin, dissecting the gravity equation. Let us assume a very simple fonction of trade costs:
where D ij is the bilateral distance between i and j, and δ a strictly positive coefficient. 6 The distance elasticities of trade are:
In section 4, we estimate the above elasticities of trade margins using aggregate French exports. These elasticities provide interesting stylized facts in line with the patterns of trade highlighted by the current literature. However, they do not allow to compute the exact gravity parameters of equation (11). We explain why in section 4.3, and present a complementary methodology in section 5 based on individual export data.
Then, using an estimated measure of γ, it is possible to compute for different industries,
6 See for instance Hummels (2001b) and Anderson and Van Wincoop (2004) . each structural parameter governing the relation between distance and trade: i.e. the distance elasticity of transport cost (δ), the elasticity of substitution (σ) and the heterogeneity parameter (γ). distance. We are interested in the distance elasticity of trade flows (and in the decomposition of this elasticity), and hence follow the methodology proposed by Hillberry and Hummels (2007) in their decomposition of the variation of intranational US shipments. The first-subsection develops the estimated equations on total trade and the second presents the results by industry.
The trade data
The influence of distance on trade margins
Following Hillberry and Hummels (2007), we decompose, for each industry k, the aggregate volume of trade from France to a given country j (M k,j ) into the number of shipments (N k,j , the extensive margin) and the average value per shipment (m k,j , the intensive margin), as follows:
Taking logs, we get:
We analyze how each component varies with distance. We regress separately each of the three terms of equation (12) on distance, controlling for the size of importing countries by using the current GDP. We introduce two variables capturing cultural proximity between France and the importing country: a dummy indicating countries where French is spoken by at least 9% of the population (F rench j ), and a dummy taking the value one if the destination country is a former French colony(Colony j ). 7 These variables aim to capture a part of the fixed cost of exporting, C kij which is a determinant of total bilateral trade flows (equation 7). We control for years and industries specificities using full sets of fixed-effets. We estimate the following equation:
where e k and e t are industry and year fixed effets, v ktj is an error term and ln M argin ktj is subsequently the log of total bilateral trade, the log of the average value per shipment, and the log of the number of shipments.
7 These two variables are made available by the CEPII (see: www.cepii.fr ).
We are interested in distance coefficients for total trade and for the extensive and intensive margins. Because OLS is a linear operator, the former coefficient (i.e. on total trade) is equal to the sum of the two latter coefficients (i.e. on the two margins). We can therefore see which part of the distance effect on aggregate shipments is due to the variation in the average shipment per firm and which part is due to the number of shipments. Table 2 displays the results of the estimation of equation (13). As expected, GDP has a significant positive effect on total trade and on both the intensive and extensive margins.
Distance has always a negative influence. The decomposition of the influence of distance on trade gives a slight advantage to the extensive margin. When distance decreases by 1%, trade increases by 0,983% (0,981% with controls for cultural proximity). About 60% of this effect goes through the extensive margin (i.e. (0.602/0.983).100 61.2). Only 40% of the increase in the aggregate trade flow originates in the increase of the average shipment per firm. When controlling for cultural proximity (i.e. column 3 to 6), the coefficients on distance increase slightly in absolute value. However, the balance between intensive and extensive margins remains almost unchanged; about 60% of the trade-reducing effect of distance is attributed to the reduction of the average export per firm.
Interestingly, we observe in table 2 that while both variables of cultural proximity have a strong impact on total trade, the language dummy has no significant influence on the intensive 
ln (Dist margin. This result is precisely one of the main prediction of Chaney's model. Indeed, it can be shown from equations (6) and (7) that the fixed cost of exporting only influences the number of exporting firms and has no bearing on the extensive margin. The result in table (2) is thus an empirical validation of the theoretical framework exposes in previous section and shows that linguistic difference acts as an additional fixed cost for all potential exporting firms. On the contrary, the dummy for colonial link is always significantly positive. Therefore, this historical and cultural variable proxies also a variable trade cost (it is indeed correlated with preferential trade agreements, for instance).
One of the limitation of equation (13) is that we cannot control for all unobserved characteristics of importing countries, and notably for price indices (P j ). The omission of such a determinant of bilateral trade may alter greatly the estimates of gravity equation (Anderson and Van Wincoop, 2003) . Hence, as a robustness check, we also considered bilateral exports from the 341 areas composing the French metropolitan territory (Corse excluded). Unfortunately, for a given industry, the number of exporting firm in each of these areas, called zone d'emploi, is generally too low to perform such regressions at the industry level. Hence, for each zone d'emploi we compute the total value of manufacturing exports, the average value per shipment, the number of shipments and the distance to the importing country. We now have several exporting areas for each importing country, thus we can perform an estimation of the model with fixed effect for importing countries. 
Trade margins' elasticities by industry
We now estimate the trade margins elasticities (equation 13) for each industry separately. Results are synthesized in figure 1. The figure reports, for each industry, the absolute value of the coefficients of distance on the intensive margin, the extensive margins and the total trade. 8
The dark part of each bar is proportional to the coefficient on the intensive margin, the light part of the bar represents the coefficient on the extensive margin. The length of each bar is the sum of the two coefficients and is proportional to the distance effect on total trade. The upper part of the figure presents the both estimates obtained without common language controls. The lower part shows the coefficients estimated with these cultural variables. Despite the presence of slight differences between the sets of estimates for some industries, the introduction of the two additional variables does not change greatly the balance between the two margins of trade neither the ranking of the different industries. Hence we focus on the estimates obtained controlling for linguistic proximity, which are reported on table 4 (columns 1 to 3).
The coefficients on distance differ greatly between industries. They are ranking from 0.24 for aeronautical building and 1.52 for garment industry, with a mean deviation of 0.24. As expected, the industries exhibiting relatively large coefficients on distance are mainly those producing hardly transportable goods, such as woodwork. However some of these high coefficients are associated to industries producing more easily transportable goods such as textile. In this case the importance of the distance effect on trade may result from a lower degree of firms' heterogeneity (i.e. a larger γ). The balance between the two margins of trade varies a lot from an industry to another. The share of the impact of distance on total trade attributed to the extensive margin varies from 41.8% for office equipment up to 91.7% for aeronautical building.
There are only 9 industries out of 34 for which the part of the intensive margin is larger or equal to 50%.
The shortcomings of the elasticity decomposition
The decomposition of trade elasticities presented in this section should allow us to compute the exact parameters governing the gravity equation in the presence of heterogeneous firms. As 
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shown in equation (11), the reaction of respectively total trade, individual trade, and of the number of exporters to distance are directly related to the structural parameters of the model.
However, we now explain why some characteristics of the data may bias the estimations of the gravity parameters.
The first shortcoming arises from the restriction of our database to firms of more than 20
employees. Because we lack all the small-size exporting firms, the magnitude of the extensive margin elasticity will be under-estimated compared to the existing estimates in the literature using exhaustive sets of exporting firms (Hillberry and Hummels, 2007; Bernard et al., 2007; Eaton et a., 2004) . Because the smallest exporters are not visible when using the large firms database, most of the observed adjustment is the increase in foreign sales by existing and larger exporters.
The second issue relates to the use of an OLS decomposition of the elasticity of trade flows.
Indeed, it does not fully reflect the theoretical definition of trade margins. In Chaney's model (see equation 11), the extensive margin is defined as the quantity exported by the marginal exporting firms. Firms that can take advantage of a marginal reduction in trade costs to start exporting are smaller than the incumbent exporters. This definition does not match the one we implicitly used in equation (13), which assumes that all firms have the same volume of exports.
The last difficulty is that the only exporting country in our data is France. We thus can not include importing market fixed effects and distance. Hence, two consequences that may bias the estimations. First, the estimations do not control for the price index in the destination country (Anderson and van Wincoop, 2003; Baldwin and Taglioni, 2006) . Second, we cannot control for the fixed cost of exporting. If the fixed cost is specific to the importing country, we might expect that it is correlated with distance to France: distant countries are likely to exhibit customs, languages and legal systems that are more different from French ones than European and occidental countries. The distance variable can then also capture a change in the fixed cost of exporting, in which case our estimated coefficients cannot be associated confidently to their theoretical values in (11).
The overall effect of these three shortcomings is undetermined. On the one hand, it is intuitive that the restriction of the database to large firms should result in an underestimation of the extensive margin (and of the distance elasticity of the extensive margin). On the other hand, the two other items point to an overestimation of the extensive elasticity. The use of the OLS decomposition instead of taking into account the amount exported by the marginal firm clearly inflates the extensive margin. The same consequence car be expected when not controlling for the fixed cost of exporting, according to the theoretical model. Chaney (2007) shows that the elasticity of the extensive margin with respect to the fixed cost is ([[γ/(σ − 1)] − 1), whereas the elasticity of the intensive margin with respect to the fixed cost is equal to zero. Hence, the impossibility to distinguish between the fixed cost and the variable trade cost should not influence the estimation of the intensive margin while it should bias upward the estimation of the distance elasticity of the extensive margin.
The following section proposes an alternative way of estimating unbiased parameters of the gravity equation.
The structural gravity parameters
We explain how we proceed to circumvent the above difficulties and then present results for the three gravity parameters by industry.
The influence of distance on individual trade
Two features characterize our procedure to estimate unbiased gravity parameters. First, because the restriction of our bilateral trade data does not allow to compute precisely the extensive margin of trade, we use micro-level data and estimate the decision to export and the individual volume of trade of individual firms.
Second, in order to control for the import-country specific fixed cost and price index, we use a distance variable that is specific to each French firm. The variation in distance now arises from the location of exporting firms inside France. This allows to use importing country fixed effects.
With these, distance is only expected to capture changes in the variable trade cost. Interfirm variations of distance to a given export market matter a lot when considering neighboring countries, however we can expect that they have a negligible impact in the case of remote countries. Therefore, we run estimations on border countries only: Belgium-Luxembourg, Germany, Switzerland, Italy and Spain.
For the following estimations we need a measure of the intranational distance between each exporting firm and each export market. We assign to each importing country an exit-city located at the border, and we compute intranational distance as the distance between the firm and the exit-city. Then, we compute international distance as the distance between the French border city and the destination country. Computing intranational distance is made possible by the We now turn to the econometric estimations. The estimation method consists in three steps. First we estimate the probability that a firm exports, through which we obtain the set δγ. Second, we derive −δ(σ − 1) from the estimation of gravity equations on individual exports.
Finally, to distinguish all three parameters δ, σ and γ, we estimate the Pareto distribution, i.e. the relation between individual productivity and production, to obtain an estimate of
The first step consists in obtaining an estimation of −δγ. We estimate the influence of distance to foreign countries on the export decision for each firm. Equation (5) gives the maximum marginal cost at which a firm decides to export. Using the definition of the Pareto distribution, we get the probability that a firm located in i with a marginal cost a exports to country j:
9 These regions are the Nuts2 in the Eurostat nomenclature.
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Taking logs, we obtain:
where e jt is an import country-year fixed effect which controls for foreign market size and price index, and e k is an industry fixed effect. To estimate equation (14) we need, for each firm, the probability to export to country j. This probability is directly related to the profits earned from sales on market j, i.e. equation (4). The decision to export depends on firms characteristics, importing country characteristics and trade costs. We estimate the following equation:
where Exp ij is a dummy that takes the value 1 if the firm a exports to country j and zero otherwise. e a is a firm fixed effect and Dist aj is the distance between the city where firm a is located and the border to the importing country; α is a negative coefficient. We perform a logit estimation of this equation and use the log of the predicted value as a dependent variable in equation (14).
The second step of our procedure consists in estimating the determinants of the individual export value from equation (3). A simple log-linearization of equation (3) gives the following estimable gravity equation for individual firms:
where m akjt is the value shipped by a given French firm a to the neighboring market j. The theoretical framework gives a clear-cut prediction for the coefficient on distance in this equation;
it is the distance elasticity of the intensive margin, −δ(σ − 1).
Regression results for the two steps are displayed in table 5. Columns (1) to (4) report results of the estimation of equations (15), and columns (5) to (8) for equation (14) . Columns (9) to (12) refer to individual exports. Besides distance, we also introduced in columns (2), (4), (6), (8), (10) and (12) a dummy variable that takes the value one when the firm is located in a département sharing a common border with the destination country. All the variables are highly significant and of the expected sign. When we control for individual characteristics and contiguity, the coefficient on distance is -0.844 for the export decision. This coefficient is close to the usual gravity estimations on aggregate trade data (Disdier and Head, 2007, survey 1466 estimations and obtain a mean coefficient value of 0.91 and a median value of 0.87). The coefficient on distance obtained from equation (16) is much smaller (-0.345). These two results are consistent with the theoretical predictions. Indeed, when using aggregated trade data, the coefficient on distance should be equal to −δγ, which is precisely the coefficient given by equation (14). With individual firms data, the coefficient of the gravity equation (16) 
Results by industry
We estimate the influence of distance on the individual export probability and on individual exports for each industry separately. All these regressions are performed with country-year fixed effects and firm fixed effects. They give us sectoral estimations for δγ and δ(σ − 1). Coefficients are shown in columns (1) and (2) of table (6) and (7). The first table does not include the Both tables show consistent estimates. Distance always has a significantly negative impact on export probability, whereas it is significantly negative for most of the industries on individual exports (but the following sectors: pharmaceuticals, aeronautical building, mechanical woodwork, and domestic equipment but only when controlling for contiguity). For office equipment, shipbuilding, shoe industry and precision instruments, the estimated value of δγ is smaller than δ(σ − 1), which is inconsistent with the theoretical framework. However, we obtain consistent coefficients for a very large majority of industries: 28 out of 34 in We use the preceding estimates to compute the three parameters composing trade elasticities, δ, σ and γ. To solve for these parameters, we turn to step 3, which consists in estimating the Pareto distribution. It can be shown from equation (3) that for each firm with a productivity 1/a, the cumulative production of all firms with a higher productivity, is:
We estimate the coefficient −[γ − (σ − 1)] using the same set of French firms as in steps 1 and 2.
We generate a proxy for the productivity 10 of each firm a and, for each year and industry, sort the firms from the most productive to the less productive. For each of them, we compute the sum of the value added generated by all firms of lower rank. Regressing the log of this cumulative production on the log of individual TFP 11 , we obtain an estimated value of −[γ − (σ − 1)], for each industry, displayed in table 6 and 7 (columns 4 and 5).
We use the three estimated expressions −δγ, −δ(σ −1) and −γ −(σ −1) to compute γ, σ and δ. The two sets of parameters are different in magnitude, however they are highly correlated.
The coefficient of correlation between the two series is equal to .6 for σ, .75 for δ and .66 for γ.
The rank correlations are even larger: .86 for σ, .89 for δ and .89 for γ.
For 28 industries out of 34 (more than 80%) these estimates are significant and consistent in sign and magnitude with the theory; Values of σ are strictly above 1, and γ are greater than Hummels (2001a) and Head and Ries (2001) estimate the impact of trade barriers on bilateral trade flows, which according to the model should be interpreted as measures of γ for each industry. Therefore, it is not surprising that their estimates are greater than our σ and closer to our mean values of γ.
Controlling for contiguity, our average value for δ is 0.36. This is close to the estimates in the existing literature based on international transport costs. Radelet and Sachs (1998) have a mean value of the distance elasticity of trade costs equal to 0.13. For the same parameter, Glaeser and Kohlhase (2003) report 0.3, and Hummels (2007) 0.2 as their average estimate. Our result is higher, which is surely due to the fact that we only consider continental shipments.
Road transport costs have a stronger decay with distance; for instance, Combes and Lafourcade (2005) obtain an elasticity equal to 0.8 using road transport costs within France. A simple way to analyse these results is to present the overall effect of trade barriers. and Electronical equipment). On the opposite, industries with a large trade elasticity consist mainly in raw products. The relationship between the degree of differentiation (σ) and the trade elasticity (γ) is due to the correlation between the two parameters. Indeed, the share of the extensive margin in the aggregate trade elasticity is a decreasing function of σ, and is therefore larger for industries that have a large trade elasticity. For instance, the share of extensive margin elasticity ranges between 15% for Minerals and 84% for Electrical equipment. The cases of Machine tools and Transport equipment are particularly interesting. Whereas they are usually identified as highly differentiated industries, they appear as highly sensible to trade barriers.
But these two sectors have a relatively high share of extensive margin, compared to industries with similar trade elasticity (about 53%, which is more than the average, while the mean value of extensive margin is less than 50% for Furniture, equal to 39.6% for Steel processing and to
22.4% for Printing and editing).
In other words, these two industries actually produce relatively differentiated goods, but they have a relatively low degree of firm heterogeneity (i.e. a high γ).
These two industries confirm the theoretical point emphasized in Chaney (2007) : The degree of product differentiation does not govern the overall influence of ad-valorem trade barrier.
Finally, figure 5 shows the estimated values of trade elasticities with respect to distance.
Compared to Figure 4 , the sorting of the industries is very different. 
Conclusion
In this paper, we provide structural estimates of the three gravity parameters by industry: the elasticity of substitution (σ), the trade costs elasticity to distance (δ) and the degree of firm heterogeneity (γ). Indeed, new trade models with heterogeneous firms predict that the impact of distance on trade flows is the sum of the intensive margin and the extensive margin's elasticity with respect to distance. For each sector, the effect of a decrease in trade costs depends on the respective magnitude of each margin, which in turn depends on the value of γ and σ.
Two sections illustrate our methodology to estimate these parameters. First, we provide an estimation of the elasticity to distance of the intensive and extensive margins, using the OLS decomposition in Hillberry and Hummels (2007) For a large majority of sectors (more than 80%), the estimated gravity parameters are consistent in sign and magnitude with the theory. Values of σ are strictly above 1 and γ are greater than σ − 1. Our average value of σ is 4.21. Among others, Hummels (2001a) and Head and Ries (2001) respectively report 5.6 and 7.9, however according to Chaney (2007) , their value estimated as the elasticity of aggregate trade flows to trade costs should be interpreted as measures of γ. Therefore, finding that their estimates are greater than our σ and close to our mean value of γ is in line with the recent theoretical framework. In a more general way, our empirical investigation shows that considering firms' behavior is a prerequisite to understand the impact of trade barriers on international trade flows. We confirm that microfounded trade
