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ABSTRACT
Most of the digital signal processing applications are implemented
in embedded systems which are based on fixed-point arithmetic.
The reduction of the time-to-market requires the automation of the
fixed-point specification determination. The accuracy evaluation is
one of the most important stage of this process. In this paper, a
new methodology for evaluating the quality of non-recursive and
non-linear systems is presented. The fixed-point specification ac-
curacy is automatically determined through the computation of the
Signal-to-Quantization-Noise-Ratio (SQNR) expression. The theo-
retical approach used for computing the output noise power is de-
tailed and the methodology developed for automating the accuracy
evaluation is presented. Then, the quality of our estimation is eval-
uated through different experiments.
1. INTRODUCTION
The efficient implementation of digital signal processing (DSP) al-
gorithms in embedded systems requires to limit hardly the cost and
the power consumption. Consequently, most of the systems are
based on the fixed-point arithmetic to satisfy the embedded system
constraints. The manual coding of fixed-point data is an error prone
and a time-consuming task as illustrated in [6]. The embedded sys-
tem time-to-market requires the reduction of the development time
with the help of high-level tools allowing the automation of some
tasks. Consequently, different methods for determining automati-
cally the fixed-point specification have been proposed [8, 7, 11].
For an hardware or software implementation, the fixed-point
conversion process is made-up of three main tasks. The data binary-
point position is determined from the dynamic range of each data.
Then, the fixed-point data format is optimized under accuracy con-
straint. For a software implementation, the data word-length and
the scaling operation location are optimized to reduce the code ex-
ecution time [11]. For an hardware implementation, the data word-
length is optimized to minimize the chip area. These two optimiza-
tion processes are achieved under accuracy constraint. Thus, the
accuracy evaluation of a fixed-point specification is one of the most
crucial task of the fixed-point conversion process. This task must be
efficient in term of execution time. Indeed, the accuracy is evaluated
many times during the fixed-point format optimization process.
In digital signal processing domain, the most common used
criteria for evaluating the fixed-point specification accuracy is the
Signal-to-Quantization-Noise-Ratio (SQNR) [8, 7, 9]. Most of the
available methodologies for evaluating the SQNR are based on sim-
ulation [8, 5, 7]. These approaches lead to long execution times for
the fixed-point format optimization process. Indeed, a new simu-
lation is achieved when a fixed-point data format is modified. An
alternative to the simulation based method can be an analytical ap-
proach which determines the SQNR expression. A method has al-
ready been proposed for obtaining automatically, the SQNR expres-
sion for linear time-invariant systems [12].
In this paper, a new approach is detailed for computing the
SQNR expression in non-linear and non-recursive systems. Some
examples of this kind of systems are presented in section 5. This ap-
proach allows to obtain an accurate estimation of the output noise
power. Compared to previous works, no limiting assumptions are
done on the statistical parameters of the system input signals and
this method is valid for the different quantization modes. The paper
is organized as follows. After an overview of the available methods
for evaluating the accuracy, the theoretical concepts of our method
are explained in section 3. Then, the techniques used for imple-
menting this method are summarized in section 4. Finally, the qual-
ity of the SQNR estimation is analyzed through different experi-
mental results in section 5.
2. RELATED WORKS
Most of the available methodologies for evaluating the fixed-point
system accuracy are based on a bit-true simulation of the fixed-point
application [8, 5, 4]. Nevertheless, this technique suffers from a
major drawback which is the time required for the simulations [5].
The fixed-point mechanisms emulation on a floating-point worksta-
tion increases the simulation time compared to a classical floating-
point simulation. Moreover, for obtaining an accurate estimation of
the noise statistic parameters, a great number of samples must be
taken for the simulation. Different techniques [8, 4, 5] have been
investigated for reducing this simulation time. This drawback be-
comes a severe limitation when these methods are used in the pro-
cess of fixed-point format optimization where multiple simulations
are needed for exploring the design-space [8]. For each evalua-
tion of the fixed-point specification accuracy, a new simulation is
required.
To reduce dramatically the number of samples used for the ac-
curacy estimation, the stochastic approach proposed initially for the
floating point arithmetic has been adapted to the fixed-point arith-
metic [2]. For this method, the output error is assumed to be a gaus-
sian noise. The Student’s distribution is used to estimate the num-
ber of significant bits from a weak number of output samples. This
approach suffers from two major drawbacks. Firstly, this method
is not valid for all fixed-point specifications because the gaussian
noise assumption for the output error is no longer valid if only few
error sources predominate. Secondly, this approach has been pro-
posed for the rounding quantization mode but not for the truncation
which is the most common mode used in embedded systems.
An alternative to the simulation based method can be an ana-
lytical approach. The system output Signal-to-Quantization-Noise-
Ratio (SQNR) expression is determined according to the statistical
parameters of the different quantization noise sources. In this case,
the problem is to determine the output quantization noise power.
The major advantage of this kind of technique is the execution time
reduction of the fixed-point format optimization process. Indeed,
the determination of the SQNR expression is done only once, then,
the fixed-point system accuracy is evaluated through the computa-
tion of a mathematical expression.
Analytical expressions of the SQNR have been formulated for
some DSP applications and more particularly for linear systems as
in [10]. In [14], the authors have proposed a SQNR evaluation
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methodology based on an analytical approach. For each type of op-
erator the output noise is modelized by the sum of the input noises
propagated through the operator and by the noise generated if a cast
operation occurs. This model defines the operator output noise vari-
ance according to the input noise variance. The variance of the sys-
tem output noise is obtained by applying this model to each operator
during the traversing of the application Signal Flow Graph (SFG).
Different restrictive assumptions have been made for defining the
expressions of the operator output noise variance. The operator in-
put variables are considered to be independent and centered. This
last assumption is valid only for the rounding quantization mode.
Given that all the variables inside the system are scaled between -1
and 1, the input signal power is set to its maximal value which is
one. Thus, this model is independent of the signal statistical param-
eters (second order moment and cross-correlation). Nevertheless,
these simplifying assumptions lead to a non-realistic estimation of
the output noise power.
In this paper a new method for the automatic SQNR evaluation
based on an analytical approach is proposed for non-linear and non-
recursive systems. In non-recursive systems, the current value y n
of a variable depends no more on the past samples y n  i. Thus
the application SFG contains no cycle. This new approach uses a
realistic noise model which takes into account the different quanti-
zation modes (rounding and truncation). Moreover, no assumption
on the signal statistical parameters is needed to compute the output
noise power. This technique extends our previous works on linear
time-invariant systems [12]. For linear systems, the statistical pa-
rameters of the noise sources and the transfer functions between the
output and the noise sources are automatically computed.
3. THEORETICAL APPROACH
3.1 Noise models
For analyzing the error due to the fixed-point arithmetic two kinds
of noise model are needed. The first one determines the quantiza-
tion noise generated when a signal is quantified and the second one
defines the propagation of these noises through the operators.
3.1.1 Quantization noise models
The use of fixed-point arithmetic introduces an unavoidable quan-
tization error when a signal is quantized. A well known model
has been proposed by Widrow in [15] for the quantization of a
continuous-amplitude signal like in the process of analog-to-digital
conversion. The quantization of a signal x is modeled by the sum
of this signal and a random variable bg. This additive noise bg is
a stationary and uniformly distributed white noise that is not corre-
lated with the signal x and the other quantization noises. The valid-
ity conditions of this model are based on the signal x characteristic
function [13]. Nevertheless, the model is valid as soon as the signal
x dynamic range is sufficiently greater than the quantum step size
and as soon as the bandwidth of x is enough large [13].
This model has been extended for modeling the computation
noise in a system resulting from the elimination of some bits dur-
ing a cast operation (fixed-point format conversion) if the number
of bits eliminated k is sufficiently high [1]. Nevertheless, when k
is small, the probability density function (PDF) of the quantization
noise can no longer be assumed continuous. In [3], a model based
on a discrete PDF is proposed and the first and second-order mo-
ments of the quantization noise are given according to the number
of bits eliminated.
3.1.2 Propagation noise models
In this section, the propagation noise models are defined for the
elementary arithmetic operations. These models define the operator
output noise as a function of the operator inputs. An operator with
two inputs X and Y and one output Z is under consideration. The
input X and Y and the output Z are made up respectively of a signal
x, y and z and a quantization noise bx, by and bz. Thus, for an adder,
the expressions of the output signal z and the output quantization
noise bz are
Z  XY 
 
z  x y
bz  bxby
(1)
For the multiplication the expressions of z and bz are
Z  XY 
 
z  xy
bz  bxybyxbxby
(2)
The term bxby represents the product of two quantization
noises which is much smaller than the two other terms, then it is
neglected in the following.
For the division, the output noise bz expression is obtained by
achieving a first-order decomposition in Taylor/Mac-Laurin series
Z 
X
Y


z  xy
bz  bx  1y  by 
x
y2
(3)
For the four elementary operators presented above, the opera-
tor output noise bz is the weighted sum of the input noises bx and
by associated respectively with the first and second input of the op-
eration. Thus, the function fγ expressing the output noise bz from
the input noises is defined as follows for each kind of operation γ
(γ   )
bz  fγ

bxby

 α 1 bx α 2 by (4)
The terms α 1 and α 2 are associated with the noise located
respectively on the first and second input of the operation. They are
obtained only from the signal x and y and include no noise term.
3.2 Expression of the system output noise power
3.2.1 Expression of the system output noise by
Let consider, a non-recursive system made up of Ne inputs x j and
one output y. For multiple-output system our method is applied for
each output. Let y be the fixed-point version of the system output.
The use of fixed-point arithmetic gives rise to an output computation
error by which is defined as the difference between y and y. This
error is due to two types of noise sources. An input quantization
noise is associated with each input xj . When a cast operation occurs,
some bits are eliminated and a quantization noise is generated. The
same model, presented in section 3.1.1, is used for these two types
of noise sources. Each noise source is a stationary and uniformly
distributed white noise that is uncorrelated with the signals and the
other noise sources. Thus, no distinction between these two types
of noise sources is done in the rest of the study. A single type of
quantization noise source bqi is considered.
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Figure 1: Computation graph example
To study the contribution to the global output noise by of the
different quantization noise sources let consider the example pre-
sented in figure 1. A quantization noise source bqi is present and
is propagated through the K operations ok . The different noises bzk
represent the propagation of the other quantization noise sources.
The output noise by expression is obtained by replacing each opera-
tion ok by its noise model fγk bxby defined in section 3.1.2. Thus,
the output noise by can be expressed as follows
by  fγK

fγK 1

    fγ1 bqi bz0 bz1bzK 1

bzK

(5)
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By introducing the expression of each operator output noise,
given in equation 4, the system output noise is equal to
by   bz0 bqi 

K
∏
k1
α 1
k

bz1α
 2
1

K
∏
k2
α 1
k

   bzKα
 2
K
(6)
Each quantization noise source bqi leads to a noise, called b
 
qi
,
located at the system output. This noise is the product of the input
quantization noise source bqi and the different signals αk associated
with each operation involved in the propagation of the noise source
bqi . If the noise bqi is propagated through K operations ok, the ex-
pression of b qi is as follows
b qi  bqi
K
∏
k1
α ιk
k
 bqiηi with ηi 
K
∏
k1
α ιk
k
(7)
The term  ιk (ιk  1 or 2) defines the input of the operation
ok which propagate the considered noise. The term ηi represents a
signal obtained from the different signals α ιk
k
located at the oper-
ation ok inputs. If there is more than one path between the system
output and the noise source bqi , the paths having a different number
of delay operations are processed separately. In this case, the noise
source bqi is duplicated for each group of paths having the same
number of delay operations. Given that these new sources are white
noise, they are not correlated each other.
Equation 7 is applied to each noise source. From the generaliza-
tion of equation 6, the output noise by can be expressed as the sum
of the different noise source contributions b qi . For a non-recursive
system made-up of Ns quantization noise sources, the output noise
by can be expressed as follows
by 
Ns1∑
i0
b qi 
Ns1∑
i0
bqiηi (8)
3.2.2 Output noise power
The output noise power Pby , corresponding to the second order mo-
ment of by is given from equation 8 by
Pby  E b
2
y 
Ns∑
i0
E b 2qi2
Ns∑
i0
Ns∑
j0
j i
E b qi b
 
qj
 (9)
Each term b qi is replaced by its expression given in equation 7.
From the quantization noise properties, each noise source bqi is not
correlated with any signal ηi and with the other noise sources bqj ,
thus equation 9 can be written as follows
Pby 
Ns∑
i0
E b2qiE η
2
i 2
Ns∑
i0
Ns∑
j0
j i
E bqiE bqj E ηiη j (10)
For linear non-recursive systems, this approach gives the same
results as those obtained in [12]. The computation of the noise
power expression presented in equation 10 requires the knowledge
of the statistical parameters associated with the noise sources bqi
and the signal ηi. The second order moment E η2i  and the cross-
correlation E ηiη j between the signals ηi and η j are estimated
statistically from the samples obtained with a floating-point simula-
tion. These statistical parameters are independent of the fixed-point
specification. Thus, the application can be simulated only once. The
methodology developed for obtaining automatically these different
parameters is summarized in the next section.
3.3 Example: vector normalization
Our approach is illustrated with the vector normalization example.
Let X be a length N column vector given by x 0 x 1       x N 
1t . Let Y be the vector X normalized by its power defined by XtX
Y 
X
XtX
(11)
Let X , be the quantized terms of X and Bq its quantization noise
vector given by Bq  bq0 bq1    bqN 1 
t . Thus, X is the sum of X and
Bq. For simplifying the presentation of this example, it is consid-
ered that no noise is generated inside the computation. Let Y be the
output fixed-point vector. Thus, by replacing each arithmetic oper-
ation by its noise model presented in 3.1.2, the global noise vector
By associated to Y is given by
By  Y  Y 
Bq
XtX
 
2BtqXX
XtX2
(12)
The expression of the ith element of the vector By is as follows
By i 
bqi
XtX
 
2
N1
∑
j0
bqj x  jx i
XtX2
 bqi 
1
XtX
 
x i2
XtX2
 2
N1
∑
j0
j  i
bq j
x  jx i
XtX2
(13)
Thus, the output noise can be expressed according to the noise
sources bqj as follows
By i 
N1
∑
j0
bqjηi j with ηi j 
	














1
XtX  
x i2
XtX2
si i  j
 2
N1
∑
j0
j  i
x  jx i
XtX2
si i  j
(14)
The output noise power expression can be computed from equa-
tion 14 with the approach presented in section 3.2.2.
4. AUTOMATIC COMPUTATION OF THE SQNR
EXPRESSION
The goal of this methodology is to compute the output SQNR ex-
pression of an application by using an analytical method based on
the theoretical approach presented in the previous section. The dif-
ferent stages of this method are presented in figure 2. The front-
end transforms the original application representation into a unique
intermediate representation, called Gs, corresponding to the appli-
cation Signal Flow Graph (SFG). It specifies the behaviour of the
algorithm at the fixed-point level. The back-end determines the
SQNR expression according to the fixed-point data format which
are considered as variables.
For the back-end, the goal of the first stage is to represent the
application at the quantization noise level through the graph called
Gsn. The different noise sources are included in the graph Gs. The
first and second order moments of each quantization noise source
are determined from the model presented in section 3.1.1 accord-
ing to the number of bit eliminated and the quantization mode used
(truncation or rounding). Then, each operator is replaced by its
noise propagation model.
The aim of the second stage is to determine the different pa-
rameters required for computing the expression of the output noise
power. The graph Gsn is traversed to define the expression of the
signal ηi associated with each noise source bqi (eq. 7). A floating-
point simulation is achieved to collect the different signals inside
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the system. From these results, the different samples of the signal
ηi are determined from its expression obtained in the previous step.
Then, the statistical parameters E η2i  and E ηi η j are determined
statistically from the simulation results.
In the third stage, the SQNR expression is computed from the
output noise power expression as defined in equation 10.
Front
End
Back
End
Intermediate
representation G
s
SUIF
SFG generation
SUIF
SFG generation
Transfer function
computation
r f r f ti
t ti
G
sn
SQNR expression
determination
 r i
t r i ti
(...)SQNR
System noise model
determination
t  i  l
t r i ti
 Application 
C source code
Signal η
i
expression
determination
i l 
i
x r ssi
t r i ti
Floating-point
simulation
l ti - i t
si l ti
Signal η
i
 statistical
parameter computation
i l 
i
 st tistic l
r t r c t ti
),(),(
2
jii
EE ηηη
i
α
i
K
k
i
i
αη
0=
Π=
G
sn
G
s
Figure 2: Methodology description
5. EVALUATION OF THE ESTIMATION QUALITY
The quality (accuracy) of the quantization noise power estimation
has been evaluated through the measurement of the relative error
between our estimation based on an analytical approach and the
estimation based on simulation. The results obtained for several
non-recursive and non-linear applications are presented in figure 3.
For each application, different values of the relative errors are given.
They correspond to the test of different fixed-point specifications.
The applications correspond to the power computation of a real or
a complex signal, the auto-correlation on Ns samples and a vector
normalization which is used in the Normalized LMS filter. The
Voltera filter tested is a second-order non-linear filter. The output
y n is computed from the following temporal equation
y n a2x n 2a1x n 1a22x
2
 n 2
a11x
2
 n 1a21x n 1x n 2
(15)
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Figure 3: Relative error on Pby estimation
These results underline the quality of the noise power estima-
tion. The maximal value of the relative error is weaker than 8%.
For most of the experiments, the relative error is smaller than 4%.
The estimation accuracy is definitively sufficient for our application
corresponding to the design of fixed-point systems.
6. CONCLUSION
A new methodology for determining the SQNR expression in a non-
linear and non-recursive fixed-point systems based on an analytical
approach has been presented. This method extends the one pro-
posed in [12] for linear time-invariant systems. The quality of our
noise power estimation has been evaluated through different exper-
iments. The results underline the accuracy of the estimation. This
approach provides a significant improvement compared to the sim-
ulation based methods. With our method the time required for op-
timizing a fixed-point specification is definitively lower. It allows
a complete design space exploration and the determination of an
optimized solution.
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