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ARITHMETIC DIFFERENTIAL EQUATIONS ON GLn, II:
ARITHMETIC LIE THEORY
ALEXANDRU BUIUM AND TAYLOR DUPUY
Abstract. Motivated by the search of a concept of linearity in the theory
of arithmetic differential equations [4] we introduce here an arithmetic ana-
logue of Lie algebras, of Chern connections, and of Maurer-Cartan connections.
Our arithmetic analogues of Chern connections are certain remarkable lifts of
Frobenius on the p-adic completion of GLn which are uniquely determined by
certain compatibilities with the “outer” involutions defined by symmetric (re-
spectively antisymmetric) matrices. The Christoffel symbols of our arithmetic
Chern connections will involve a matrix analogue of the Legendre symbol. The
analogues of Maurer-Cartan connections can then be viewed as families of “lin-
ear” flows attached to each of our Chern connections. We will also investigate
the compatibility of lifts of Frobenius with the inner automorphisms of GLn;
in particular we will prove the existence and uniqueness of certain arithmetic
analogues of “isospectral flows” on the space of matrices.
1. Main concepts and results
1.1. Introduction. This paper is, in principle, part of a series of papers [5, 6] but
can be read independently of the other papers in the series. This series of papers is
motivated, in particular, by the problem of finding an arithmetic analogue of linear
differential equations. A general theory of arithmetic differential equations was in-
troduced in [2, 4]; we will not assume here any familiarity with [2, 4] but let us recall
that the idea in loc. cit. was to replace derivation operators with Fermat quotient
operators. However, the concept of linearity in this theory seems elusive and turns
out to be subtle. A naive attempt, modeled on Kolchin’s logarithmic derivative [16]
(equivalently on the Maurer-Cartan connection [18]), would be to consider classical
differential cocycles of GLn into its (usual) Lie algebra gln, i.e. cocycles (in the
usual sense) given by “δ-functions” (in the sense of [2, 4]); but it turns out [5] that
no such cocycles exist (except for those that “factor through the determinant”). To
remedy the situation we will introduce here an arithmetic analogue of Lie algebras,
arithmetic analogues of the Maurer-Cartan connections, and a notion of linearity
for arithmetic differential equations relative to a given lift of Frobenius on the p-
adic completion of GLn. We will then construct some remarkable such lifts; they
will be uniquely determined by certain compatibilities with the involutions defining
the (various forms of the) split classical groups SLn, SOn, Spn. In their turn these
compatibilities are analogous to those defining Chern connections in differential
geometry. On the other hand the Christoffel symbols giving our arithmetic Chern
connections will involve a matrix analogue of the Legendre symbol. The “linear”
arithmetic differential equations attached to these lifts admit remarkable “prime
integrals” and “symmetries” which will be used later in [6] when we discuss the
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Galois side of the theory. The above story pertains to the “outer” involutions of
GLn and their corresponding classical symmetric spaces; we will also investigate,
in the present paper, the behavior of lifts of Frobenius with respect to inner invo-
lutions (or more generally inner automorphisms) of GLn and we will study lifts of
Frobenius on the corresponding conjugacy classes. In particular we will prove the
existence and uniqueness of certain arithmetic analogues of “isospectral flows” on
the space of matrices.
1.2. Acknowledgement. The authors are indebted to P. Cartier, C. Boyer, and D.
Vassiliev for inspiring discussions. Also the first author would like to acknowledge
partial support from the Hausdorff Institute of Mathematics in Bonn, from the NSF
through grant DMS 0852591, from the Simons Foundation (award 311773), and
from the Romanian National Authority for Scientific Research, CNCS - UEFISCDI,
project number PN-II-ID-PCE-2012-4-0201.
1.3. Arithmetic differential equations. To explain the main results of this pa-
per let us quickly recall the δ-arithmetic setting of [2, 4]. We denote by R the
unique complete discrete valuation ring with maximal ideal generated by an odd
prime p and residue field k = R/pR equal to the algebraic closure Fap of Fp; then
we denote by δ : R→ R the map
δx =
φ(x) − xp
p
where φ : R → R is the unique ring homomorphism lifting the p-power Frobenius
on the residue field k. We refer to δ as a p-derivation; it is, of course, not a
derivation. We denote by Rδ the monoid of constants {λ ∈ R; δλ = 0}; so Rδ
consists of 0 and all roots of unity in R. Also we denote by K the fraction field of
R. In this context we will consider (smooth) schemes of finite type X over R or,
more generally, (smooth) p-formal schemes of finite type, by which we mean formal
schemes locally isomorphic to p-adic completions of (smooth) schemes of finite type;
we denote by X(R) the set of R-points of X ; if there is no danger of confusion we
often simply write X in place of X(R). Groups in the category of smooth p-formal
schemes will be called smooth group p-formal schemes. For any ring A we denote
by Â the p-adic completion of A. In particular we consider the ring R[x0, ..., xn ]ˆ ,
p-adic completion of the ring of polynomials; its elements are the restricted power
series with coefficients in R. A map f : RN → RM will be called a δ-map of order
n if there exists anM -vector F = (Fj), Fj ∈ R[x0, ..., xn ]ˆ of restricted power series
with coefficients in R in N -tuples of variables x0, ..., xn, such that
(1.1) f(a) = F (a, δa, ..., δna), a ∈ RN .
One can then consider affine smooth schemes X,Y and say that a map f : X(R)→
Y (R) is a δ-map of order n if there exist embeddings X ⊂ AN , Y ⊂ AM such that
f is induced by a δ-map RN → RM of order n; we simply write f : X → Y . More
generally if X is any smooth scheme and Y is an affine scheme a set theoretic map
X → Y is called a δ-map of order n if there exists an affine cover X = ⋃Xi such
that all the induced maps Xi → Y are δ-maps of order n. If G,H are smooth
group schemes a δ-homomorphism G → H is, by definition, a δ-map which is also
a homomorphism. An arithmetic differential equation (or simply a δ-equation) is
an equation of the form f(u) = 0 where f : X → AN is a δ-map and u ∈ X(R).
All of the above concepts can be generalized, in an obvious way, to the case when
ARITHMETIC LIE THEORY 3
schemes are replaced by p-formal schemes. We shall review these concepts, from a
slightly different, but equivalent perspective, in section 2 following [2, 4].
1.4. Arithmetic analogue of Lie algebra. In the present paper we will introduce
arithmetic analogues of some basic concepts of Lie theory. The theory will be
introduced for arbitrary linear algebraic groups but here is how it looks in the case
of GLn and its subgroups. We start by discussing the arithmetic analogue of the
Lie algebra of a linear algebraic group.
Let GLn = Spec R[x, det(x)
−1], where x is a matrix of indeterminates. The
δ-Lie algebra of GLn is defined as the set gln of n × n matrices over R equipped
with the non-commutative group law +δ : gln × gln → gln given by
a+δ b := a+ b+ pab,
where the addition and multiplication in the right hand side are those of gln, viewed
as an associative R-algebra. (This makes gln the group of R-points of a natural
group p-formal scheme.) We denote by −δ the inverse with respect to +δ. There
is a natural δ-adjoint action ⋆δ of GLn on gln given by
a ⋆δ b := φ(a) · b · φ(a)−1.
Here φ(a) is the matrix obtained from a by applying φ : R→ R to the coefficients.
Let now G be a smooth subgroup scheme of GLn. Assume the ideal of G in O(GLn)
is generated by polynomials fi(x) ∈ R[x]. Then recall that the Lie algebra L(G)
identifies, as an additive group, to the subgroup of the usual additive group (gln,+)
consisting of all matrices a satisfying
“ǫ−1”fi(1 + ǫa) = 0,
where ǫ2 = 0. Let f
(φ)
i be the polynomials obtained from fi by applying φ to the
coefficients. Then we define the δ-Lie algebra Lδ(G) as the subgroup of (gln,+δ)
consisting of all the matrices a ∈ gln satisfying
p−1f
(φ)
i (1 + pa) = 0.
In this formulation the factor p−1 is, of course, not necessary; but it will be impor-
tant later to consider the above equations, with p−1 present, in order to define a
group p-formal scheme whose group of R-points is Lδ(G).
Note that Lδ(G) and L(G) are not equal as subsets of L(GLn) = gln. For
instance if G = SL2 ⊂ GL2 then L(SL2) = sl2 consists of all a ∈ gl2 with tr(a) = 0
whereas Lδ(SL2) consists of all a ∈ gl2 such that tr(a) + p · det(a) = 0.
There is an arithmetic analogue of the Lie bracket which can be naturally in-
troduced at this point. This will play a role in subsequent work but will only play
a minor role in the present paper; so the reader may choose to skip the definition
below. For the definition of the arithmetic Lie bracket we need to first introduce a
higher order version of the above construction as follows. For r ≥ 1 an integer the
order r δ-Lie algebra of GLn is the group L
r
δ(GLn) whose underlying set is, again,
gln, and whose group law +δ,r is given by
a+δ,r b = a+ b+ p
rab.
If r is clear from the context we write +δ,∗ instead of +δ,r. If G is a subgroup
scheme of GLn with ideal generated by fi(x) we define the order r δ-Lie algebra
Lrδ(G) as the subgroup of (gln,+δ,r) consisting of all the matrices a ∈ gln satisfying
p−rf
(φr)
i (1 + p
ra) = 0.
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So Lδ(G) = L
1
δ(G). Now, for r, s ≥ 1, define the δ-Lie brackets
[ , ]δ : L
r
δ(GLn)× Lsδ(GLn)→ Lr+sδ (GLn)
by the formula
(1.2) [α, β]δ :=
(1 + prφs(α))(1 + psφr(β))(1 + prφs(α))−1(1 + psφr(β))−1 − 1
pr+s
.
This map is a δ-map of order max{r, s} and, for any subgroup scheme G ⊂ GLn,
it induces a δ-map of p-formal schemes,
[ , ]δ : L
r
δ(G)× Lsδ(G)→ Lr+sδ (G).
These brackets are easily seen to satisfy the following congruences:
[α, β]δ ≡ α(p
s)β(p
r) − β(pr)α(ps) mod p,
for α ∈ Lrδ(G), β ∈ Lsδ(G), where the (pr) superscript means “raising all entries of
the corresponding matrix to the pr-th power”. As a consequence one has linearity,
antisymmetry and the Jacobi identity mod p:
1) [α1 +δ,∗ α2, β]δ ≡ [α1, β]δ +δ,∗ [α2, β]δ mod p
2) [α, β]δ +δ,∗ [β, α]δ ≡ 0 mod p
3) [[α, β]δ , γ]δ +δ,∗ [[β, γ]δ, α]δ +δ,∗ [[β, γ]δ, α]δ ≡ 0, mod p
where γ ∈ Ltδ(G). Also we will prove that these brackets are functorial in G with
respect to group scheme homomorphisms. Finally if one defines the “exponential”
maps between sets of points
(1.3) exr : Lrδ(G)→ G, exr(α) = 1 + prφ−r(α),
and ex := ex1 then these maps are group homomorphisms and we have the following
obvious formulae
(1.4) exr+s([α, β]δ) = [ex
r(α), exs(β)], α ∈ Lrδ(G), β ∈ Lsδ(G),
(1.5) ex2([α, β]δ) = ex((ex(α) ⋆δ β)−δ β), α ∈ Lδ(G), β ∈ Lδ(G),
where [ , ] : G × G → G is the usual commutator [a, b] = aba−1b−1. Of course,
the maps exr are not δ-maps. On the other hand the maps exr are obviously
injective and the equation 1.4 uniquely determines the brackets [ , ]δ for all r, s.
Also equation 1.5 uniquely determines [ , ]δ on Lδ(G).
1.5. Arithmetic analogue of Maurer-Cartan connection. In what follows, for
a matrix a = (aij) with entries in R we set a
(p) = (apij), φ(a) = (φ(aij)), δa = (δaij);
so φ(a) = a(p) + δa. Consider the ring O(GLn )ˆ = R[x, det(x)−1 ]ˆ where x = (xij)
is a matrix of indeterminates, and ˆ denotes, as before, p-adic completion. Assume
also that one is given a ring endomorphism φGLn of O(GLn )ˆ lifting Frobenius,
i.e. a ring endomorphism whose reduction mod p is the p-power Frobenius on
O(GLn)ˆ /(p) = k[x, det(x)−1]; we still denote by φGLn : ĜLn → ĜLn the induced
morphism of p-formal schemes and we refer to it as a lift of Frobenius on ĜLn.
Consider the matrices Φ(x) = (φGLn(xij)) and x
(p) = (xpij) with entries inO(GLn)ˆ ;
then Φ(x) = x(p) + p∆(x) where ∆(x) is some matrix with entries in O(GLn)ˆ
which, due to an analogy to be discussed later, we refer to as the Christoffel symbol.
Note that φGLn : ĜLn → ĜLn is not a morphism over R; nevertheless it induces
naturally a map (still denoted by φGLn : GLn = GLn(R) → GLn = GLn(R))
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between the corresponding sets of points, via the formula φGLn(a) = φ
−1(Φ(a)),
a ∈ GLn = GLn(R). (The latter map is, of course, not a δ-map.) Furthermore
given a lift of Frobenius φGLn as above one defines an operator
δGLn : O(GLn)ˆ → O(GLn)ˆ , δGLn(f) =
φGLn(f)− fp
p
,
referred to as the p-derivation associated to φGLn .
A smooth closed subgroup scheme G ⊂ GLn will be called φGLn-horizontal
if φGLn sends the ideal of G into itself; in this case we have a lift of Frobenius
endomorphism φG on Ĝ, equivalently on O(G)ˆ . Furthermore δGLn induces an
operator δG : O(G)ˆ → O(G)ˆ referred to as the p-derivation associated to φG.
For a fixed lift of Frobenius φGLn on ĜLn (and hence for fixed data δGLn , Φ, ∆)
we define the arithmetic logarithmic derivative lδ : GLn → gln by
(1.6) lδa :=
1
p
(
φ(a)Φ(a)−1 − 1) = (δa−∆(a))(a(p) + p∆(a))−1.
This is a δ-map of order 1 and is viewed as an arithmetic analogue of the Maurer-
Cartan connection (or of the Kolchin logarithmic derivative). Note that lδ does not
satisfy the cocycle condition but rather a condition which we shall call the skew
cocycle condition; cf. the body of the paper. In particular lδ will satisfy the cocycle
condition “modulo a term of order 0”. For G a φGLn-horizontal subgroup lδ above
induces a δ-map of order 1, lδ : G → Lδ(G). Note that if ex : Lδ(G) → G is the
“exponential” defined in 1.3 and φG : G → G is the map on points induced by
φGLn : GLn → GLn (i.e. φG(a) = φ−1(Φ(a))) then we have the following obvious
formula in G for a ∈ G:
(1.7) ex(lδa) = a · φG(a)−1.
Now any α ∈ Lδ(G) defines an equation of the form
(1.8) lδu = α,
with unknown u ∈ G; such an equation will be referred to as a δG-linear equation
or a ∆-linear equation (or simply a δ-linear equation if ∆, and hence δG, has been
fixed and is clear from the context). Setting
∆α(x) = α · Φ(x) + ∆(x),
Φα(x) = x(p) + p∆α(x) = ǫ · Φ(x),
where ǫ = 1 + pα, we see that Equation 1.8 is equivalent to the equation:
(1.9) δu = ∆α(u)
and also to the equation
(1.10) φ(u) = Φα(u).
Note that equation 1.10 is not a linear difference equation in the sense of [19];
indeed linear difference equations for φ have the form φ(u) = α · u. Equations of
the form 1.8 will be studied in some detail in [6]. Note that for any α as above one
can attach a lift of Frobenius φαGLn on ĜLn by the formula φ
α
GLn
(x) = Φα(x); then
its associated p-derivation δαGLn satisfies
(1.11) δαGLn(x) = ∆
α(x).
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1.6. Compatibilities with translations and involutions. In order to imple-
ment the formalism above and obtain an interesting theory we need to construct
lifts of Frobenius that satisfy certain compatibilities with standard group theoretic
concepts. We start by discussing compatibility with translation action of subgroups.
Let G be, as before, a smooth closed subgroup scheme of GLn; let H be a smooth
closed subgroup scheme of G. We say that φG is left compatible with H if H is
φGLn-horizontal and the following diagram is commutative:
(1.12)
Ĥ × Ĝ → Ĝ
φH × φG ↓ ↓ φG
Ĥ × Ĝ → Ĝ
where φH : Ĥ → Ĥ is induced by φG and the horizontal maps are given by multipli-
cation. Similarly we say that φG is right compatible with H if H is φGLn-horizontal
and the following diagram is commutative:
(1.13)
Ĝ× Ĥ → Ĝ
φG × φH ↓ ↓ φG
Ĝ× Ĥ → Ĝ
We say φG is bicompatible with H if it is both left and right compatible with H .
Next we discuss compatibility of lifts of Frobenius with involutions or more
generally with automorphisms. By an automorphism of G we understand an auto-
morphism τ : G → G of G viewed as a group scheme over R; so (xy)τ = xτyτ on
points. We say τ is an involution if xττ = x on points. (Note that we allow the
identity to be an involution; classically, in the Cartan theory of symmetric spaces,
one rules out the case when τ is the identity but it is convenient here to consider
this case as well.) Let τ be an automorphism (not necessarily an involution). One
can attach to τ a closed subgroup scheme G+ defined as the fixed closed subscheme
of the automorphism τ ; on points,
(1.14) G+ = {x ∈ G;xτ = x}.
The identity component (G+)◦ will be called the group defined by τ . Similarly one
defines the closed subscheme G− by
(1.15) G− = {x ∈ G;xτ = x−1}.
note that G− is not a subgroup of G in general; but it is stable under x 7→ xν for
all ν ∈ Z. For any x ∈ G write x−τ := (x−1)τ = (xτ )−1. One can attach to τ a
morphism of schemes, H, which we shall refer to as the quadratic map attached to
τ ,
(1.16) H : G→ G, H(x) = x−τx.
More generally, for any g ∈ G, we may consider the left translation Lg : G→ G by
g, Lg(x) = gx, and the composition Hg := Lg ◦ H so
(1.17) Hg : G→ G, Hg(x) = gx−τx.
In particular, for g = 1, we have H1 = H. One can also define the morphism of
schemes, B, which we shall refer to as the bilinear map attached to τ ,
(1.18) B : G×G→ G, B(x, y) = x−τy.
More generally for g ∈ G we may define a morphism
(1.19) Bg : G×G→ G, B(x, y) = gx−τy.
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Note that G+ = H−1(1). Also, if τ is an involution then H factors through a map
H : G→ G−. The pair (G,G+) is then classically called a symmetric pair and the
orbit space G+\G is called a symmetric space.
Assume τ is any automorphism and let φG and φG,0 be two lifts of Frobenius
on Ĝ. Then φG is said to be Hg-horizontal with respect to φG,0 if the following
diagram is commutative:
(1.20)
Ĝ
φG−→ Ĝ
Hg ↓ ↓ Hg
Ĝ
φG,0−→ Ĝ
We say φG is Bg-symmetric with respect to φG,0 if the following diagram is com-
mutative:
(1.21)
Ĝ
φG,0×φG−→ Ĝ× Ĝ
φG × φG,0 ↓ ↓ Bg
Ĝ× Ĝ Bg−→ Ĝ
Clearly Bg-symmetry is equivalent to B-symmetry; also, if Lg commutes with φG,0
then Hg-symmetry is equivalent to H-symmetry. Note that if φG,0(1) = 1 and if φG
isH-horizontal with respect to φG,0 then the group S := (G+)◦ (identity component
of G+) is φG-horizontal and φG(1) ∈ S; we refer to S as the group defined by τ
and note that, under the assumptions above, there is an induced lift of Frobenius
φS on Ŝ. Also note that in the special case when G = GLn and φGLn,0(x) = x
(p),
viewing Hg as a matrix Hg(x) with entries in R[x, det(x)−1 ]ˆ , we have that the
commutativity of 1.20 is equivalent to the condition that δGLnHg = 0, which can
be interpreted as saying that Hg is a prime integral for the δ-flow δGLn .
We will prove the following uniqueness result (cf. Corollary 3.18): if φG,1, φG,2
are two lifts of Frobenius on Ĝ which are both Hg-horizontal and Bg-symmetric
with respect to φG,0 then φG,1 and φG,2 must coincide.
Lifts of Frobenius that are both Hg-horizontal and Bg-symmetric with respect
to a lift of Frobenius φG,0 can be viewed as an analogue of the hermitian Chern
connections in [13], p. 73, and also as analogues of the Duistermaat connections in
[11]; cf. the discussion in section 1.14.
1.7. Outer involutions on GLn. Set G = GLn. We also let T ⊂ GLn be the
maximal torus of diagonal matrices, we let N be the normalizer of T in GLn, and
we let W ⊂ GLn be the subgroup of GLn of all permutation matrices; note that
T,W,N are smooth group schemes and N = TW = WT , in particular the Weyl
group N/T is isomorphic to W . Throughout the paper we will let φGLn,0(x) be
the lift of Frobenius on ĜLn defined by φGLn,0(x) := x
(p); we will prove that this
φGLn,0(x) is the unique lift of Frobenius on ĜLn that is bicompatible with N and
extends to a lift of Frobenius on ĝln (where we view ĜLn as an open set of ĝln).
Let xt denote the transpose of x. Let us consider an involution of G of the form
xτ = q−1(xt)−1q where q ∈ GLn, qt = ±q. Then the group SO(q) := (G+)◦ defined
by τ is smooth. Also if we let
G± = {a ∈ G; at = ±a}
8 ALEXANDRU BUIUM AND TAYLOR DUPUY
be the locus of symmetric/antisymmetric matrices in G then
G− = q−1G±,
so, in particular, since G± is smooth (it is an open set in an affine space), G
− is
also smooth. We stress here the fact that G± depends only on the sign in q
t = ±q
but not on q itself, whereas G+ and G− effectively depend on q. Note that in the
situation above the quadratic map H and the bilinear map B attached to τ (also
referred to as attached to q) are given by
H(x) = q−1xtqx, B(x, y) = q−1xtqy.
Also a special role will be played by the maps
Hq(x) = xtqx, Bq(x, y) = xtqy
which we shall refer to as the normalized quadratic map, respectively the normalized
bilinear map, attached to q. The involutions τ discussed above will be referred to
as outer involutions. The case of inner involutions will be discussed later.
It is worth noting that, since 2 is invertible in R and R× is “closed under the
square root operation”, Sylvester’s theorem implies that for any q ∈ GLn(R) with
qt = q there exists u ∈ GLn(R) such that q = utu. In particular for any q1, q2 ∈
GLn(R) with q
t
1 = q1 and q
t
2 = q2 there exists u ∈ GLn(R) such that SO(q2) =
u−1 · SO(q2) · u. Nevertheless, since conjugation by u does not commute in general
with the operation x 7→ x(p) on GLn the groups SO(q1) and SO(q2) behave, in
general, quite differently from the viewpoint of the theory we are developing here.
1.8. Split classical groups. The split classical groups GLn, SOn, Spn are defined
by involutions on G = GLn as follows. We start with GLn itself which is defined by
the identity xτ = x. We refer to the identity τ as the canonical involution defining
GLn. By a split matrix we understand a matrix q ∈ GLn of one of the following
forms
(1.22)
(
0 1r
−1r 0
)
,
(
0 1r
1r 0
)
,
 1 0 00 0 1r
0 1r 0
 ,
where n = 2r, 2r, 2r+1 respectively, and 1r is the r× r identity matrix. We denote
by Sp2r, SO2r, SO2r+1 the groups defined by the involutions on G = GLn given by
xτ = q−1(xt)−1q where q is equal to one of the split matrices 1.22 respectively. We
call this τ the canonical involution defining Sp2r, SO2r, SO2r+1 respectively. All
these groups are smooth over R. In our previously introduced notation these groups
are, of course, equal to (G+)◦. One also easily checks that G− is φGLn,0-horizontal.
1.9. Special linear group. For SLn the picture is slightly different. Indeed, in
this case, we need to assume that p 6 |n and we take
(1.23) G := GL′n := {
(
x 0
0 t
)
∈ GLn+1; x ∈ GLn, t ∈ Gm, det(x)2 = tn};
note that projection π : G→ GLn onto the x component is an e´tale homomorphism.
In particular any lift of Frobenius on ĜLn can be extended uniquely to a lift of
Frobenius on Ĝ. Consider the involution τ on G defined by
(1.24)
(
x 0
0 t
)τ
=
(
t−1x 0
0 t−1
)
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So the group (G+)◦ defined by τ projects isomorphically onto SLn via π : G →
GLn. We will say, by abuse of terminology, that SLn is defined by τ and we call τ
the canonical involution defining SLn. Note that
H
(
x 0
0 t
)
=
(
t · 1 0
0 t2
)
;
so (π ◦H)n = det2 ◦π. Furthermore let us equip Ĝ with the unique lift of Frobenius
φG,0 extending the lift of Frobenius φGLn,0 on ĜLn. A lift of Frobenius φGLn on
ĜLn will be said to be H-horizontal with respect to φGLn,0 if the unique lift of
Frobenius φG on Ĝ induced by φGLn is H-horizontal with respect to φG,0; a similar
definition is given for B-symmetry.
Now if S is any of the split classical groups GLn, SLn, SOn, Spn we define NS :=
N ∩ S, TS := T ∩ S (scheme theoretic intersections). Then NS and TS are smooth
over R, TS is a maximal torus of S, and NS is the normalizer of TS in S. (However
the Weyl group WS := NS/TS is not isomorphic to W ∩ S in general!) Finally
we recall that one defines the set of roots of S as a subset of the characters of
the maximal torus TS of S; for any root of S there is a well defined additive root
subgroup Uχ ⊂ S of S and a natural isomorphism Ga ≃ Uχ, Ga = Spec R[z ]ˆ ,
z a primitive element of the Hopf algebra R[z]. A lift of Frobenius φGLn will be
called compatible with a root χ of S if Uχ is φGLn -horizontal and the corresponding
induced lift of Frobenius on Ĝa is given by z 7→ zp. We will need, in the statement
below, one more piece of terminology: a root χ of a classical group S will be called
abnormal if S = SOn, n is odd, and χ is a “shortest root” of that group (cf. the
body of the paper).
1.10. Unitary group. Let q0 ∈ GL2r be the split matrix with qt0 = −q0 i.e.
q0 =
(
0 1r
−1r 0
)
.
Then denote by GLcr := C(q0) the centralizer of q0 in GL2r; it is a closed (smooth)
subgroup scheme of GL2r and its points are exactly the points of GL2r of the form
(1.25) z :=
(
a b
−b a
)
.
If we fix a square root
√−1 ∈ R of −1 we have a natural isomorphism over R,
(1.26) GLcr → GLr ×GLr, z 7→ (zc, (zt)c),
where z is as in 1.25, zc := a+
√−1 · b, and hence (zt)c = a−√−1 · b. Also GLcr
is stable under transposition. We denote by x 7→ x∗ the restriction to GLcr of the
transposition GL2r → GL2r, x → xt and consider the involution on GLr × GLr
given by (u, v)∗ = (vt, ut). Then the isomorphism 1.26 commutes with ∗. Let now
q ∈ GLcr be such that q∗ = q, i.e.,
q =
(
q1 q2
−q2 q1
)
, qt1 = q1, q
t
2 = −q2;
we refer to such a q as a hermitian matrix. We denote by U c(q) the closed subgroup
scheme of GLcr defined by the equations x
∗qx = q; we refer to U c(q) as the unitary
group of q. Note that, for q = 1, the induced map
U cr := U
c(q)→ GLr, z 7→ zc = a+
√−1 · b,
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with z as in 1.25, is an isomorphism; its inverse is given by g 7→ z with z as in 1.25
and
a =
1
2
(g + (gt)−1), b =
1
2
√−1(g − (g
t)−1).
In particular U cr is connected. Going back to an arbitrary q, clearly, GL
c
r is φGL2r ,0-
horizontal so φGL2r,0 induces a lift of Frobenius φGLcr,0 on ĜL
c
r. On the other
hand we have an involution x 7→ q−1(x∗)−1q on GLcr and the group defined by
this involution is the identity component U c(q)◦. Also we have induced maps
Hq : ĜLcr → ĜLcr and Bq : ĜLcr×ĜLcr → ĜLcr. Finally consider the homomorphism
c : GLcr → GLr, c(z) = zc
obtained by composing the isomorphism 1.26 with the first projection. Let us
say that a lift of Frobenius φGLcr on ĜL
c
r is c-horizontal with respect to a lift of
Frobenius φGLr on ĜLr if the following diagram is commutative:
(1.27)
ĜLcr
φGLcr−→ ĜLcr
c ↓ ↓ c
ĜLr
φGLr−→ ĜLr
The terms hermitian and unitary are justified by the (obvious) link (via Weil re-
striction) with the classical hermitian and unitary matrices; the letter c was used
to invoke complexification.
1.11. Main results on outer involutions. With the notation above we have the
following result for arbitrary outer involutions; cf. Propositions 5.6 and 5.9.
Theorem 1.1. Let q ∈ GLn be any matrix with qt = ±q and let τ be the involution
on GLn defined by x
τ = q−1(xt)−1q. Let Hq and Bq be the normalized quadratic
map and the normalized bilinear map attached to q. Then:
1) (Lifts on ĜLn) There is a unique lift of Frobenius φGLn on ĜLn that is
Hq-horizontal and Bq-symmetric with respect to φGLn,0.
2) (Lifts on ĜLcr) If, in addition, n = 2r and q
t = q ∈ GLcr then GLcr is φGL2r -
horizontal; in particular the lift of Frobenius φGLcr on ĜL
c
r induced by φGL2r is
Hq-horizontal and Bq-symmetric with respect to φGLcr,0 (and is the unique lift of
Frobenius with these properties).
3) (Non-existence of lifts on ĜLr) Assume the situation in 2) with q = 1 = 1n
the identity, and consider the lift of Frobenius φGLcr on ĜL
c
r defined in 2). Then
there is no lift of Frobenius φGLr on ĜLr such that ĜL
c
r is c-horizontal with respect
to φGLr .
Remark 1.2. Assertions 1 and 2 in the above theorem can be viewed as an ana-
logue of results on the existence/uniqueness for Chern connections in differential
geometry. On the other hand assertion 3 should be viewed as contrasting with the
situation in differential geometry; cf. section 1.14.
Remark 1.3. Under the hypothesis of assertion 3 of Theorem 1.1, U c(q) is φGLcr -
horizontal and hence φGLcr induces on it a lift of Frobenius φUc(q). On the other
hand the restriction of c : GLcr → GLr to U c(q) is an isomorphism cUc(q) : U c(q)→
GLr and hence φUc(q) induces, via cUc(q), a lift of Frobenius φGLr on GLr; by
assertion 3, φGLcr is, of course not c-horizontal with respect to this φGLr .
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Remark 1.4. Let φGLn be the lift of Frobenius in assertion 1 of Theorem 1.1 and
consider the matrix φGLn(x) = Φ(x) with entries in R[xdet(x)
−1 ]ˆ . Then Propo-
sition 5.6 will provide the following formula for the value of Φ(x) at the identity
matrix 1:
(1.28) Φ(1) = (1 + p(q(p))−1δq))−1/2 := 1 +
∞∑
i=1
( −1/2
i
)
pi((q(p))−1δq)i,
where
( −1/2
i
)
are the binomial coefficients. In particular, the value ∆(1) of the
Christoffel symbol at x = 1 satisfies
(1.29) ∆(1) ≡ −1
2
(q(p))−1δq mod p.
For n = 1 and q ∈ Z 1.28 simplifies to the following formula (cf. [3], Introduction):
(1.30) Φ(1) = q(p−1)/2 ·
(
q
p
)
,
where
(
q
p
)
denotes the Legendre symbol. (Indeed q(p−1)/2 ·Φ(1) has square 1 and is
≡ q(p−1)/2 mod p.) This makes 1.28, “up to a polynomial function of the entries of
in q”, a matrix analogue of the Legendre symbol and hence our Christoffel symbol
involves a matrix analogue of the Legendre symbol..
For the involutions defining the split classical groups we have the following result;
cf. Propositions 4.6, 5.2, 5.6.
Theorem 1.5. Let S be any of the groups GLn, SLn, SOn, Spn, let τ be the canon-
ical involution defining S, and let H and B be the quadratic and bilinear maps
attached to τ . Then the following hold.
1) (Compatibility with outer involutions). There exists a unique lift of Frobenius
φGLn on ĜLn that is H-horizontal and B-symmetric with respect to φGLn,0.
2) (Compatibility with normalizer of maximal torus). The lift of Frobenius φGLn
in assertion 1 is right compatible with N and also left compatible (and hence bi-
compatible) with NS.
3) (Compatibility with roots). The lift of Frobenius φGLn in assertion 1 is com-
patible with a root χ of S if and only if χ is not abnormal.
Remark 1.6. i) The H-horizontality in assertion 1 of Theorem 1.5 follows di-
rectly from Theorem 1.1. It will be supplemented by the following. Assume
S = GLn, SOn, Spn. Then for any α ∈ Lδ(S), we have δαGLn(H) = 0, where
δαGLn is as in 1.11; equivalently φ
α
GLn
is H-horizontal with respect to φGLn,0. The
above will be seen to imply that for any α ∈ Lδ(S), the components of H are
prime integrals of the equation δu = ∆α(u) in the sense that for any solution u of
this equation we have δ(H(u)) = 0. In case S = SLn we have similar statements.
Indeed set H∗(x) = det(x). Then for any α ∈ Lδ(S), we have δαGLn(H∗) = 0.
Moreover, for any α ∈ Lδ(S), H∗ is a prime integral of the equation δu = ∆α(u) in
the sense that for any solution u of this equation we have δ(H∗(u)) = 0. For more
on this see the discussion around Equation 2.4 and Remark 2.5 below.
ii) The B-symmetry in assertion 1 of Theorem 1.5 will imply the following. As-
sume we are in case S = SOn, Spn. For b ∈ gln set bτ = −δ(q−1btq) and let gl+n
(respectively gl−n ) be the set of all b ∈ gln such that bτ = b (respectively bτ = −δb).
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It is easy to show that for any element b ∈ gln one has a unique decomposition
b = b+ +δ b
−, with b+ ∈ gl+n and b− ∈ gl−n which will be referred to as the Cartan
decomposition of b with respect to τ . Let lδ : GLn → gln be the arithmetic loga-
rithmic derivative associated to φGLn and let lδ0 : GLn → gln be the arithmetic
logarithmic derivative associated to φGLn,0(x) = x
(p), i.e. lδ0(a) = δa · (a(p))−1.
Then it will follow that for any a ∈ G one has
lδ(a) ∈ lδ0(a) +δ gl−n .
In particular if a ∈ S and lδ0(a) = (lδ0(a))+ +δ (lδ0(a))− is the Cartan decomposi-
tion of lδ0(a) then
lδ(a) = (lδ0(a))
+.
The latter condition pins down completely the restriction φS of φGLn to S.
iii) Assertion 2 of Theorem 1.5 is reminiscent of conditions satisfied by Cartan
connections in principal bundles encountered in classical differential geometry; it is
the starting point in [6] of the analysis of symmetries of δ-linear equations. Indeed
if lδ : GLn → gln is the arithmetic logarithmic derivative associated to φGLn then
assertion 2 above will imply that for all a ∈ NS and b ∈ GLn (alternatively for all
a ∈ GLn and b ∈ N) we have
lδ(ab) = a ⋆δ lδ(b) +δ lδ(a).
iv) Assertion 3 of Theorem 1.5 will actually follow from a more general result
saying that φGLn coincides with φGLn,0 on the set of R-points S ∩ φ−1GLn,0(S).
Remark 1.7. Theorem 1.5 for SOn, Spn deals with the involutions of GLn of the
form xτ = q−1(xt)−1q; these can be referred to as outer involutions. The involution
defining SLn can also be referred to as an outer involution. On the other hand we
can consider inner involutions, or more generally inner automorphisms xτ = q−1xq,
where q ∈ GLn is fixed, and ask for their place in our theory. The trivial case q = 1
(or, more generally, q scalar) is again, covered by Theorem 1.5. But for q non-
scalar the resulting picture is rather different from that in Theorem 1.5, as we shall
explain in what follows.
1.12. Compatibilities with conjugation. LetG be a smooth affine group scheme
over R, H a closed smooth subscheme, and G∗ ⊂ G an open set which is invari-
ant under the action of G on G by conjugation; also let H∗ = H ∩ G∗ and let
C : G × G → G be the conjugation map C(a, b) = b−1 ⋆ a := b−1ab, inducing a
map C : H∗ × G → G∗. Let φG,0 be a lift of Frobenius on Ĝ and φG∗ a lift of
Frobenius on Ĝ∗. We say that φG,0 is C-horizontal with respect to φG∗ if H is
φG,0-horizontal and, upon denoting by φH∗,0 the lift of Frobenius on Ĥ∗ induced
by φG,0, the following diagram is commutative:
(1.31)
Ĥ∗ × Ĝ φH∗,0×φG,0−→ Ĥ∗ × Ĝ
C ↓ ↓ C
Ĝ∗
φG∗−→ Ĝ∗
Going back to the case G = GLn we take, in the above discussion, H = T , the
diagonal torus. Consider the characteristic polynomial
(1.32) det(s · 1n − x) =
n∑
i=0
(−1)iPi(x)sn−i ∈ R[x][s]
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and its discriminant D∗(x) ∈ R[x]. We let G∗ = GL∗n be the open set of regular
matrices, i.e., matrices for which D∗(x) is invertible; so T ∗ consists of the regular
diagonal matrices, i.e. diagonal matrices with diagonal entries distinct mod p.
Moreover we consider the lift of Frobenius φG,0(x) = x
(p) on Ĝ. Finally consider
the affine space An = Spec R[z1, ..., zn], the characteristic polynomial map
(1.33) P : G→ An, P(a) = (P1(a), ...,Pn(a)),
and the lift of Frobenius φAn,0 on Ân defined by φAn,0(zi) = z
p
i . We say that a lift
of Frobenius φG∗∗ on an open set Ĝ∗∗ of G is P-horizontal with respect to φAn,0 if
the following diagram is commutative:
(1.34)
Ĝ∗∗
φG∗∗−→ Ĝ∗∗
P ↓ ↓ P
Ân
φAn,0−→ Ân
On the other hand we will say that φG∗∗ is a T -deformation of φG,0 if there is a
commutative diagram
(1.35)
Ĝ∗∗
φG∗∗,0×φG∗∗−→ Ĝ∗∗ × Ĝ∗∗
↓ ↓ Q
T̂ ⊂ Ĝ
where Q(x, y) = x−1y and φG∗∗,0 is induced by φG,0; the left vertical map in
1.35 is then necessarily unique. Assuming, in addition, that G∗∗ is invariant under
conjugation by N we say that φG∗∗ is C-compatible with N if the following diagram
is commutative:
(1.36)
Ĝ∗∗ × N̂ C−→ Ĝ∗∗
φG∗∗ × φN,0 ↓ ↓ φG∗∗
Ĝ∗∗ × N̂ C−→ Ĝ∗∗
where φN,0 is induced by φG,0(x) = x
(p).
1.13. Main result on inner automorphisms. With this notation we have the
following result; cf. Propositions 6.1, 6.3, 6.4, 6.6, 6.7, 6.8. Let, in the next
Theorem, G = GLn.
Theorem 1.8.
1) (Compatibility with conjugation) There exists a unique lift of Frobenius φG∗
on Ĝ∗ such that φG,0 is C-horizontal with respect to φG∗ .
2) (Singularity along the discriminant) For n ≥ 3 the lift of Frobenius φG∗ in
assertion 1 does not extend to a lift of Frobenius on the whole of Ĝ.
3) (Compatibility with characteristic polynomial) There exists an open set G∗∗ of
G and a lift of Frobenius φG∗∗ on Ĝ∗∗ such that G
∗∗ is invariant under conjugation
by N , G∗∗ ∩ T = T ∗, φG∗∗ is P-horizontal with respect to φAn,0, and φG∗∗ is a
T -deformation of φG,0. Moreover, for any such G
∗∗, φG∗∗ is unique with the above
properties and is C-compatible with N .
Furthermore let q ∈ G be such that q(p) = q and consider the involution xτ =
q−1xq on G. Then the following hold.
4) (Inner involutions) If q ∈ T , q2 = 1, q non-scalar, then there is no lift of
Frobenius φG on Ĝ that is H-horizontal with respect to φG,0.
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5) (Regular inner automorphisms) If q ∈ T ∗ then there exists a lift of Frobenius
φG on Ĝ such that φG,0 is H-horizontal with respect to φG.
6) (Non-regular inner automorphisms) If q ∈ T \T ∗ and q is non-scalar then
there is no lift of Frobenius φG on Ĝ such that φG,0 is H-horizontal with respect to
φG.
Remark 1.9. i) We stress the fact that in Theorem 1.5 as well as in assertion 4
of Theorem 1.8 the condition under consideration is that φG be H-horizontal with
respect to φG,0. On the contrary, in assertions 5 and 6 of Theorem 1.8 the condition
under consideration is that φG,0 be H-horizontal with respect to φG; hence the roles
of φG and φG,0 have been switched. So the point of assertion 4 in Theorem 1.8 is
that the paradigm of Theorem 1.5, which was appropriate for outer involutions, is
not appropriate for inner involutions. An appropriate paradigm for regular inner
automorphisms (i.e. inner automorphisms defined by regular diagonal matrices) is
obtained by switching the roles of φG and φG,0 as shown by assertion 5 in Theorem
1.8. But for non-regular inner automorphisms even the above switching of roles
between the lifts of Frobenius will not fix the problem; cf. assertion 6 of Theorem
1.8.
ii) The maps C and P fit into the following commutative diagram
T ×G C−→ G
pr1 ↓ ↓ P
T
S−→ An
where pr1 is the first projection and the components S1,S2, ... of S are the fun-
damental symmetric polynomials S1(t1, ..., tn) =
∑
i ti, S2(t1, ..., tn) =
∑
i<j titj ,
etc. Note however that the C-horizontality in assertion 1 and the P-horizontality in
assertion 3 of Theorem 1.8 do not imply that φG,0 is P ◦ C-horizontal with respect
to φAn,0 (in the obvious sense); indeed φG∗ and φG∗∗ do not coincide; and actually
the above P ◦ C-horizontality is trivially seen to fail. It is also a fact that φT,0 is
not S-horizontal with respect to φAn,0 (in the obvious sense).
iii) Assertion 3 in Theorem 1.8 will be complemented as follows. Let
φG∗∗(x) =: x
(p) + p∆∗∗(x).
More generally, if α(x) is any matrix with coefficients in O(Ĝ∗∗) and ǫ(x) = 1 +
pα(x), consider the lift of Frobenius φ
(α)
G∗∗ on Ĝ
∗∗ defined by
φ
(α)
G∗∗(x) := ǫ(x) · (x(p) + p∆∗∗(x)) · ǫ(x)−1 =: x(p) + p∆∗∗(α)(x).
Then φ
(α)
G∗∗ is P-horizontal with respect to φAn,0. Consequently the components Pi
of P are prime integrals of the equation
(1.37) δu = ∆∗∗(α)(u)
in the sense that for any solution u of this equation and for any i = 1, ..., n, we
have δ(Pi(u)) = 0; cf. the discussion around Equation 2.4 below. Note however
that, assuming the eigenvalues of u are in R, the conditions δ(Pi(u)) = 0 do not
imply (and are not implied by) the condition that δ annihilate the eigenvalues of
u. These two conditions are inequivalent (although, in special cases, related) ways
to express the idea that the spectrum of u does not “vary” arithmetically.
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By the way the equation 1.37 is trivially seen to be equivalent to the equation
(1.38) lδu = −δ(u ⋆δ α(u)) +δ α(u),
where lδ : G∗∗ → Lδ(G) is the arithmetic logarithmic derivative attached to φG∗∗ ,
defined on G∗∗ (rather than on the whole of G) by the same formula as the usual
arithmetic logarithmic derivative 1.6.
iv) The lift φG in assertion 5 of Theorem 1.8 is not unique.
v) If q ∈ T has the form q = diag(q1 · 1r1, ..., qs · 1rs),
∑s
i=1 ri = n, with
q1, ..., qs ∈ R× distinct then the fixed group G+ of xτ = q−1xq in G = GLn has the
form
G+ = GLr1 × ...×GLrs ,
diagonally embedded into G, while the image of H : G+\G→ G is the left translate
by q−1 of the adjoint orbit of q. Note that G+ is always, in this case, φGLn,0-
horizontal; so the non-existence of φGLn in assertion 6 of Theorem 1.8 may come
as a surprise.
vi) Assertion 5 in Theorem 1.8 will follow from assertion 1 and assertion 2 will
follow from assertion 6. So C-horizontality and H-horizontality are closely inter-
twined.
1.14. Comparison with classical differential equations. It is interesting to see
what the theory in this paper corresponds to in the classical case of usual differential
equations. So assume (in this subsection only!), that we are in the framework of
differential algebra [16]; this framework approximates, in the algebraic setting, the
situation classically encountered in the theory of Lie and Cartan. So we assume,
in this subsection, that R is a (commutative, unital) Q-algebra equipped with a
derivation δ. For any scheme X over R we denote by X(R) the set of its R-points.
(The typical example we have in mind is that of the ring R of smooth or analytic,
real or complex functions on Rn or Cm; δ is then the usual partial derivative with
respect to one of the coordinates.)
1.14.1. Maurer-Cartan connection. The Kolchin logarithmic derivative
(1.39) lδ : GLn(R)→ gln(R)
is the map lδ(a) = δa · a−1 where if a = (aij) then δa := (δaij). This map is
an algebraic incarnation of the Maurer-Cartan connection and our map 1.6 is an
arithmetic analogue of it. (Note, however, that unlike the Kolchin logarithmic
derivative 1.39, our map 1.6 is not intrinsically associated to GLn but also depends
on an extra datum which is a lift of Frobenius on GLn. Pinning down the lift
of Frobenius, and hence 1.6, in terms of compatibilities with outer involutions
defining the classical groups was the main purpose of Theorems 1.1 and 1.5.) If
G ⊂ GLn is a smooth subgroup scheme defined by equations with coefficients in
the ring of constants Rδ = {c ∈ R; δc = 0}, then one gets that lδ induces a
map lδ : G(R) → g(R) where g = L(G) ⊂ gln is the Lie algebra of G. For any
α ∈ gln(R) one can consider the linear differential equation δu = αu with unknown
u ∈ GLn(R); this equation is, of course, equivalent to the equation lδu = α of
which 1.8 is an arithmetic analogue.
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1.14.2. Connections in principal bundles. Let us consider now G = GLn and the
ring O(G) = R[x, det(x)−1]. Consider the unique derivation δG,0 : O(G) → O(G)
extending δ : R→ R such that δG,0x = 0. Also, for each α ∈ gln = gln(R), consider
the unique derivation δG := δ
α
G,0 : O(G)→ O(G) extending δ : R→ R such that
(1.40) δGx = αx.
1.14.3. Compatibility with outer involutions. Consider an involution x 7→ xτ on
G, let H : O(G) → O(G) be the R-algebra map induced by the map G → G,
x 7→ x−τx, consider, for g ∈ G, the R-algebra map Hg : O(G)→ O(G) induced by
the map G→ G, x 7→ gx−τx, and let Bg : O(G)→ O(G)⊗RO(G) be the R-algebra
map defined by the map G × G → G, (x1, x2) 7→ gx−τ1 x2. Let us say that δG is
Hg-horizontal with respect to δG,0 if the following diagram is commutative:
(1.41)
O(G) δG←− O(G)
Hg ↑ ↑ Hg
O(G) δG,0←− O(G)
Similarly let us say that δG is Bg-symmetric with respect to δG,0 if the following
diagram is commutative:
(1.42)
O(G) δG⊗1+1⊗δG,0←− O(G)⊗R O(G)
δG,0 ⊗ 1 + 1⊗ δG ↑ ↑ Bg
O(G) ⊗R O(G) Bg←− O(G)
These diagrams can be viewed as differential algebraic analogues of the diagrams
1.20 and 1.21 respectively.
Theorem 1.1 should be viewed as an arithmetic analogue of the following facts.
Let xτ = q−1(xt)−1q where q ∈ G(R) = GLn(R), qt = ±q. Hence H(x) = q−1xtqx
and Hq(x) = xtqx. Then δG is Hq-horizontal with respect to δG,0 if and only if
(1.43) δq + αtq + qα = 0.
On the other hand δG is Bq-symmetric with respect to δG,0 if and only if
(1.44) αtq − qα = 0.
Note that the system consisting of the equations 1.43 and 1.44 (where q is viewed
as given and α is viewed as unknown) has a unique solution α ∈ gln equal to
(1.45) α = −1
2
q−1δq.
In other words there is a unique α ∈ gln such that δG := δαG,0 is Hq-horizontal
and Bq-symmetric with respect to δG,0 and this unique α is given by equation 1.45.
Let us refer to δG as the Chern connection attached to q; this is an analogue of
hermitian Chern connection on a hermitian bundle on a complex manifold, cf. [13],
p. 73, and also of the Duistermaat connections in [11]. The analogy is not an
entirely direct one; see the discussion in subsection 1.14.4 below. By the way our
formula 1.29 should be viewed as an arithmetic analogue of formula 1.45 above.
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1.14.4. Chern connections versus hermitian Chern connections. Assume we have
an involution on R i.e., a ring automorphism R → R, a 7→ a, whose square is the
identity: a = a; we do not require that this automorphism be different from the
identity. Also define the derivation δ on R by the formula δ(a) := δ(a); we further
assume that δ and δ commute on R. (The typical example we have in mind is that
where R is the ring of complex valued smooth functions on a domain in C and
δ = ∂∂z where z is a complex coordinate on C.) Let
qt = q =
(
q1 q2
−q2 q1
)
∈ GLcr(R) ⊂ GL2r(R)
and consider the attached matrix qc := q1+
√−1 ·q2 ∈ GLr(R). Let x =
(
a b
c d
)
be a 2r × 2r matrix of variables and v, w be matrices of r × r variables. Consider
now the natural isomorphism
(1.46) GLcr → GLr ×GLr
given by the R-algebra map from
O(GLr ×GLr) = R[v, det(v)−1]⊗R R[w, det(w)−1]
to
(1.47) O(GLcr) = R[x, det(x)−1]/(a− d, b+ c) = R[a, b, det
(
a b
−b a
)−1
]
sending v and w into the classes of xc := a +
√−1 · b and (xt)c := a − √−1 · b
respectively. Denote by δGLr the derivation on R[v, det(v)
−1] which is δ on R and
satisfies δGLrv = α
cv, where α := − 12q−1δq, hence
(1.48) αc = −1
2
(qc)−1(δq)c = −1
2
(qc)−1δ(qc).
We may refer to δGLr as the hermitian Chern connection on
GLr = Spec R[v, det(v)
−1]
attached to the matrix qc. On the other hand let δGL2r be the Chern connection
attached to q ∈ GL2r(R). So if δGL2r,0 is the derivation on R[x, det(x)−1] that lifts
δ on R and vanishes on x then δGL2r is the unique derivation on R[x, det(x)
−1]
that lifts δ on R and is Hq-horizontal and Bq-symmetric with respect δGL2r,0. By
1.45, δGL2rx = αx. Then the link between the hermitian Chern connection δGLr
attached to qc and the Chern connection δGL2r attached to q is given as follows.
The derivation δGL2r induces a derivation, which we denote by δGLcr , on the ring
1.47 (which we could refer to as the hermitian Chern connection on GLcr attached
to q); then we claim that the derivation δGLcr sends R[v, det(v)
−1] into itself and
its restriction to R[v, det(v)−1] equals δGLr . In other words if c : GL
c
r → GLr is
the composition of the isomorphism 1.46 with the second projection and we still
denote by c the induced algebra map between the ring of regular functions of the
two groups then we claim that the following diagram is commutative:
(1.49)
O(GLcr)
δGLcr←− O(GLcr)
c ↑ ↑ c
O(GLr) δGLr←− O(GLr)
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To check the claim set α =
(
α1 α2
−α2 α1
)
; then, since δGL2rx = αx, we have
δGL2rv = δGL2r(a+
√−1 · b)
= α1a− α2b+
√−1(α1b+ α2a)
= αc · v,
which proves our claim.
The existence of a derivation δGLr making the diagram 1.49 commute is in stark
contrast with assertion 3 of our Theorem 1.1. In other words the hermitian Chern
connection δGLcr above has a direct arithmetic analogue, φGLcr , while the hermitian
Chern connection δGLr does not have a direct arithmetic analogue: the natural
candidate φGLr does not exist.
A fuller picture of the analogy with hermitian geometry is obtained as follows.
Denote by δGLr the unique derivation on R[v, det(v)
−1] that sends v into 0 and
equals the derivation δ on R. Then δGL2r,0 and δGLr are related as follows. The
derivation δGL2r,0 induces a derivation, which we denote by δGLcr,0, on the ring 1.47;
this induced derivation sends R[v, det(v)−1] into itself and if we denote by δGLr,0 :
R[v, det(v)−1]→ R[v, det(v)−1] the restriction of δGLcr,0, we have the equality
(1.50) δGLr = ( ) ◦ δGLr,0 ◦ ( ),
where ( ) is the automorphism of R[v det(v)−1] that fixes v and lifts a 7→ a on
R. The pair of derivations (δGLr , δGLr) on R[v, det(v)
−1] is an analogue of the
hermitian “Chern” connection on a hermitian vector bundle on a complex manifold
[13], p. 73; cf. also the discussion in subsection 1.14.5.
From now on we assume, for simplicity that R is an algebraically closed field of
characteristic zero; varieties over R will be identified with their sets of R-points.
1.14.5. Connections on vector bundles. We include, in what follows, a short di-
gression on the “vector bundle” version of the above “principal bundle” formalism.
Start with an n-dimensional vector space V over R and, again a derivation δ on
R. By a connection on V we understand here an additive group homomorphism
∇ : V → V such that
∇(av) = (δa)v + a∇v
for all v ∈ V , a ∈ R. Assume we are given a non-degenerate R-bilinear map
B : V × V → V
which is either symmetric or antisymmetric (which we view as an analogue of a
Riemannian metric or a 2-form respectively). We say that ∇ is B-horizontal if
(1.51) δ(B(u, v)) = B(∇u, v) +B(u,∇v)
for all u, v ∈ V . (If this is the case we view ∇ as an analogue of a connection that
is compatible with a metric or a 2-form, respectively.) Moreover, given an R-linear
linear endomorphism Λ of V we say that Λ is B-symmetric if
(1.52) B(Λu, v) = B(u,Λv)
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for all u, v ∈ V . It is easy to see that for any given non-degenerate bilinear map
B and any connection ∇0 there is exactly one connection ∇ such that ∇ is B-
horizontal and ∇ − ∇0 is B-symmetric. The uniqueness is clear. The existence
is proved exactly in the same way one proves the existence of Chern connections.
Indeed, let V ∗ be the R-linear dual of V , equipped with the dual connection
∇∗0 : V ∗ → V ∗
defined as the unique connection with the property that
δ〈u∗, v〉 = 〈∇∗0u∗, v〉+ 〈u∗,∇0v〉,
for u∗ ∈ V ∗ and v ∈ V ; here 〈 , 〉 : V ∗ × V → R is the duality pairing. Let
B∗ : V → V ∗ be the linear map defined by
〈B∗(u), v〉 := B(u, v).
Then define the connection ∇ : V → V by
(1.53) ∇ := 1
2
∇0 + 1
2
· (B∗)−1 ◦ ∇∗0 ◦B∗.
It is easy to see that ∇ is B-horizontal and ∇−∇0 is B-symmetric.
The concepts of B-horizontality and B-symmetry relate to our concepts of Hq-
horizontality and Bq-symmetry as follows. Start with a matrix α ∈ gln and consider
the R-linear space V = Rn whose elements we view as column vectors. Consider
the connection
∇ : V → V, ∇v = δv − αv,
for v ∈ V , where if v = (vi) has components vi then δv := (δvi). Also for q ∈ GLn
with qt = ±q we consider the non-degenerate bilinear (symmetric, respectively
antisymmetric) map
B : V × V → R, B(u, v) := utqv.
It is trivial then to see that ∇ is B-horizontal if and only the equation 1.43 holds,
hence if and only if δG := δ
α
G,0 is Hq-horizontal with respect to δG,0. This makes the
commutativity of the diagram 1.20 an analogue of the condition for a connection
to be compatible with a metric or a 2-form, respectively. On the other hand we
may consider the connection
∇0 : V → V, ∇0v = δv;
this is the unique connection that kills the standard basis of Rn. Then ∇−∇0 is
B-symmetric if and only if the equation 1.44 holds, hence if and only if δG = δ
α
G,0
is Bq-symmetric with respect to δG,0.
Note that, in our present context, there is no analogue of the concept of torsion
in Riemannian geometry (because we only have one distinguished derivation δ on
the base). In particular, our ∇ is not an analogue of the Levi-Civita connection of
a Riemannian metric.
Let us also record the hermitian paradigm. Assume the field R has the form
R0 ⊗Z Z[
√−1] where R0 is some field and assume a 7→ a is the R0-automorphism
of R sending
√−1 7→ −√−1. Let V is an n-dimensional vector space over R and
let δ and δ be two commuting derivations on R such that δ(a) = δa for all a ∈ R.
Also let H : V × V → R be a hermitian form (with respect to the involution on
R). Define a δ-connection on V to be an additive operator ∇δ : V → V such that
∇δ(av) = δa · v+ a · ∇δv for v ∈ V and a ∈ R; similarly define a δ-connection on V
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to be an additive operator ∇δ : V → V such that ∇δ(av) = δa · v+ a · ∇δv. Define
a hermitian connection to be a pair ∇ = (∇δ,∇δ) consisting of a δ-connection and
a δ-connection on V . Say that ∇ is compatible with H if one of the following two
equivalent conditions is satisfied:
δH(v, w) = H(∇δv, w) +H(v,∇δw), v, w ∈ V
δH(v, w) = H(∇δv, w) +H(v,∇δw), v, w ∈ V.
Assume we are given a hermitian form H and a δ-connection ∇0 on V such that
the kernel of ∇0 spans the R-vector space V . Then there exists a unique hermitian
connection ∇ = (∇δ,∇δ) on V compatible with H and such that ∇δ = ∇0. Indeed
take an R-basis (ei) of V killed by∇0 and consider the matrix h = (hij), where hij =
H(ei, ej). Then take ∇δ = ∇0 and define ∇δ by ∇δei =
∑
j βjiej , where the matrix
β = (βij) is defined by β = h
−1δh. Cf. the computation of the hermitian “Chern”
connection in [13], p.73. This and the equation 1.48 justifies the terminology of
hermitian Chern connection used in relation to the equation 1.48.
1.14.6. Prime integrals. Going back to our general discussion of the involution xτ =
q−1(xt)−1q on G = GLn, let SO(q) be the identity component of the fixed group
G+ = {x ∈ G;xτ = x} and let so(q) be its Lie algebra. If α ∈ so(q) and δG := δαG,0
then, trivially,
(1.54) δG(H(x)) = 0;
so H is a prime integral of the equation δu = αu in the sense that for any solution
u ∈ G of this equation we have δ(H(u)) = 0. There is a similar “classical” analogue
of the SLn case of our Theorem 1.5. In particular, for H∗(x) := det(x) and any
α ∈ sln, we have
(1.55) δG(H∗(x)) = 0,
hence H∗ is a prime integral of the equation δu = αu in the sense that for any
solution u ∈ G of this equation we have δ(det(u)) = 0. The equality 1.55 follows
from the general fact that for any ring equipped with a derivation δ and for any
invertible matrix z with coefficients in that ring we have
(1.56) δ(det(z)) = tr(δz · z−1) det(z).
The statement i) of Remark 1.6 is an arithmetic analogue of the statements 1.54
and 1.55. This suggests that the family of p-derivations δαG in 1.11 should be viewed
as an arithmetic analogue of the “classical” family of derivations δαG,0 in 1.40. The
latter can be viewed as linear flows on G; this justifies viewing the p-derivations
in 1.11 as arithmetic analogues of linear flows. The main difference between the
“classical” and the arithmetic case is that the derivation δG,0 in the classical case
does not depend on τ (it simply maps x into 0) whereas the p-derivations δG = δ
0
G
in Theorem 1.5 depend (and they do so in a rather interesting way) on τ .
1.14.7. Compatibility with inner involutions. If, instead of the above “outer” invo-
lutions, we consider “inner” involutions xτ = q−1xq with q2 = 1 then the following
hold. First note that H(x) = q−1x−1qx and the fixed group of τ is the central-
izer of q, C(q) = {x ∈ G;xq = qx}. The Lie algebra of the latter is, of course,
c(q) = {α ∈ gln;αq = qα}. Now if α ∈ c(q) then, for δG := δαG,0,
δG(H(x)) = −q−1x−1(αx)x−1qx+ q−1x−1q(αx) = 0
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so H is a prime integral of the equation δu = αu in the sense that for any solution
u ∈ G of this equation we have δ(H(u)) = 0. This fact does not seem to have a
direct analogue in the arithmetic setting; cf. assertion 4 in Theorem 1.8.
In seeking a classical fact of which assertion 3 in Theorem 1.8 and part iii) in
Remark 1.9 are arithmetic analogues consider again an arbitrary derivation δG :
O(G)→ O(G), δGx = ∆(x) and consider the diagram
(1.57)
O(G) δG←− O(G)
P ↑ ↑ P
R[z]
δ0←− R[z]
where R[z] = R[z1, ..., zn], P (zi) = Pi(x), det(s · 1 − x) =
∑n
i=0(−1)iPi(x)sn−i,
δ0zi = 0. Then diagram 1.57 can be viewed as an analogue of the diagram 1.34.
Assertion 3 in Theorem 1.8 is analogous to the easily checked fact that if
∆(x) = αx
with α = α(x) a diagonal matrix with entries in O(G) then 1.57 is commutative if
and only if α = 0. Also part iii) in Remark 1.9 is an analogue of the fact that if
∆(x) = [α, x] := αx− xα
where α = α(x) is any matrix with coefficients in O(G) then the diagram 1.57 is
commutative. Indeed to check the latter is equivalent to checking that δG(Pi(x)) =
0 for all i. Consider the ring O(G)[s, det(s · 1− x)−1] and the unique derivation δG
on this ring that extends δG : O(G) → O(G) and sends s 7→ 0. We want to show
that δG(det(s · 1− x)) vanishes. But
δG(det(s · 1− x)) = tr(δG(s · 1− x) · (s · 1− x)−1) det(s · 1− x);
so it is enough to show that the above trace vanishes. Now
tr(δG(s · 1− x) · (s · 1− x)−1) = tr((xα− αx) · (s · 1− x)−1)
= tr(xα(s · 1− x)−1)− tr(αx(s · 1− x)−1)
= tr(α(s · 1− x)−1x) − tr(αx(s · 1− x)−1)
= 0,
because x and (s · 1 − x)−1 commute, and our claim is proved. In particular one
gets that the polynomials Pi(x) are prime integrals of the equation
(1.58) δu = [α(u), u],
equivalently of the equation
(1.59) lδu = −(u ⋆ α(u)) + α(u),
in the sense that for any solution u of this equation we have δ(Pi(u)) = 0. Here
⋆ is the adjoint action, u ⋆ v := uvu−1. This is analogous to part iii) in Remark
1.9; especially Equation 1.59 is analogous to Equation 1.38. Cf. Remark 6.9 in the
body of the paper. Equation 1.58 can be viewed as an “isospectral flow” on the
space of matrices; so the lift of Frobenius φG∗∗ in assertion 3 of Theorem 1.8 can
be viewed as an arithmetic analogue of such an “isospectral flow”.
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1.15. Organization of the paper. The paper is organized as follows. Section 2
reviews some of the basic concepts in [2, 4] and adds some complements to them.
In section 3 we introduce arithmetic Lie theory in the “abstract case”. In section 4
we specialize the general theory to the case of GLn. In section 5 we consider outer
involutions and their classical symmetric spaces and we prove Theorems 1.1 and
1.5. In section 6 we examine inner automorphisms and conjugacy classes and we
prove Theorem 1.8.
2. Review of p-jets
This section is devoted to reviewing some of the material in [2, 4, 8].
Throughout the paper we fix an odd prime p ∈ Z. Unless otherwise specified
rings will always be assumed commutative with unit. For any ring A we denote by
Â the p-adic completion of A. Similarly for any scheme X of finite type over R
we denote by X̂ the p-adic completion of X . A p-formal scheme (respectively a p-
formal scheme of finite type over a base ring) is a formal scheme locally isomorphic
to the p-adic completion of a Noetherian scheme (respectively of a scheme of finite
type over the base ring). If u : A → B is a ring homomorphism we usually still
denote by u : Spec B → Spec A the induced map; and conversely if f : X → Y is
a morphism of schemes we still denote by f : OY → f∗OX the induced morphism
on functions.
A p-derivation on a ring A is a map of sets δ : A → A such that δ(1) = 0 and,
for all a, b ∈ A,
δ(a+ b) = δ(a) + δ(b) + Cp(a, b)
δ(ab) = apδ(b) + bpδ(a) + pδ(a)δ(b),
where Cp(x, y) ∈ Z[x, y] is the polynomial Cp(x, y) = p−1(xp + yp − (x+ y)p).
A lift of Frobenius on a ring A will mean a ring homomorphism φ = φA : A→ A
whose reduction mod p is the p-power Frobenius A/pA → A/pA. If δ : A → A is
a p-derivation then φ : A → A defined by φ(a) = ap + pδa is a lift of Frobenius.
Conversely if A is p-torsion free and φ : A → A is a lift of Frobenius then the
operator
δ = δA : A→ A, δa = φ(a)− a
p
p
is a p-derivation referred to as the p-derivation attached to φ.
A lift of Frobenius on a scheme (or p-formal scheme) X will mean a morphism of
schemes (or p-formal schemes respectively) φ = φX : X → X whose reduction mod
p is the p-power Frobenius; if X is a p-formal scheme and OX is p-torsion free the
above construction globalizes to yield an operator δ = δX : OX → OX referred to
as the p-derivation attached to φX . If f ∈ O(X) is a global function then we say f
is δX-constant if δXf = 0. If X is a scheme and φX̂ is a lift of Frobenius on X̂ we
usually denote φX̂ and δX̂ simply by φX and δX respectively.
If π : X → Y is a morphism of schemes (or p-formal schemes) and X,Y are given
lifts of Frobenius φX , φY we say that π is horizontal with respect to φX , φY if the
following diagram commutes
X
φX−→ X
π ↓ ↓ π
Y
φY−→ Y
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We also say that φX is π-horizontal with respect to φY . If Z ⊂ X is a closed
subscheme (or closed p-formal subscheme) and we are given a lift of Frobenius φX
we say Z is φX -horizontal if there exists a (necessarily unique) lift of Frobenius φZ
such that Z ⊂ X is horizontal. If all the objects above are p-torsion free then we
have at our disposal attached p-derivations and we sometimes say δX-horizontal
instead of φX-horizontal.
Recall from the Introduction that R denotes, for us, the complete discrete valu-
ation ring with maximal ideal generated by p and algebraically closed residue field
k = Fap. Then R comes equipped with a unique lift of Frobenius φ = φR : R → R.
If X is a scheme (or a p-formal scheme) over R then lifts of Frobenius φX : X → X
will always be assumed to be such that X → Spec R is horizontal with respect to
φX , φR; in particular φX in not a morphism of R-schemes. Nevertheless there is a
naturally induced map between R-points φX,∗ : X(R)→ X(R) that sends a point
P : Spec R→ X into the R-point
φX,∗(P ) := φX ◦ P ◦ φ−1R : Spec R→ Spec R→ X → X ;
the map φX,∗ : X(R) → X(R) is, of course, not regular in general and it is not
generally a δ-map in the sense of [2, 4]. Indeed, in case, say, X = A1 = Spec R[x],
if φX(x) = Φ(x) ∈ R[x]ˆ and P ∈ A1(R) ≃ R corresponds to x 7→ a ∈ R then
φX,∗(P ) ∈ A1(R) ≃ R corresponds to x 7→ φ−1R (Φ(a)) ∈ R. We will usually simply
write φX instead of φX,∗ in what follows. More generally if X , Y are schemes (or
p-formal schemes) over R then a morphism of schemes over Z (or p-formal schemes
over Zp) f : X → Y will be called φr-linear if the following diagram is commutative
X
f−→ Y
↓ ↓
Spec R
φr−→ Spec R
Any such f induces a map of sets f∗ : X(R)→ Y (R), f∗(P ) = f ◦ P ◦ φ−rR . Again,
for simplicity, we will write f instead of f∗.
Recall from the Introduction that for any smooth scheme (or p-formal scheme)
X over R we usually continue to denote by X the set X(R) of R-points of X .
If Y ⊂ X is a closed smooth subscheme (respectively p-formal scheme) then it is
trivial to check that Y is φX -horizontal if and only if for all R-points P ∈ Y one
has φX(P ) ∈ Y . (The latter is an easy exercise using Nullstellensatz over k and the
surjectivity of Y (R)→ Y (k).) Also two lifts of Frobenius on a smooth X̂ coincide
if and only if the corresponding maps on points coincide. We will later need the
following:
Lemma 2.1. Let Z ⊂ Y ⊂ X be closed embeddings of smooth schemes and let φX,0
and φX,1 be two lifts of Frobenius on X̂. Assume that Z is φX,0-horizontal and that
φX,0 and φX,1 coincide on the set Y ∩φ−1X,0(Y ). Then Z is also φX,1-horizontal and
the restrictions of φX,0 and φX,1 to Z coincide.
Proof. It is enough to show that for any point P ∈ Z we have φX,1(P ) ∈ Z
and φX,1(P ) = φX,0(P ). Since Z is φX,0-horizontal we have φX,0(P ) ∈ Z. So
P ∈ Y ∩ φ−1X,0(Y ). Hence φX,1(P ) = φX,0(P ) ∈ Z and we are done. 
The following is also useful and trivial to check:
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Lemma 2.2. Let U be an affine open subscheme of the affine space An over R and
let X be a closed p-formal subscheme of Û . Then any lift of Frobenius on X can
be prolonged to a lift of Frobenius on Û .
Next we review p-jet spaces by closely following the discussion in [5]. For x
a tuple of indeterminates over R and tuples of indeterminates x′, ..., x(n), ... we
consider the ring of polynomials in infinitely many variables R{x} = R[x, x′, x′′, ...]
and we still denote by φ : R{x} → R{x} the unique lift of Frobenius extending
φ on R such that φ(x) = xp + px′, φ(x′) = xp + px′′, etc. Then we consider the
p-derivation δ : R{x} → R{x} defined by
δf =
φ(f)− fp
p
.
Now for any affine scheme of finite type
X = Spec
R[x]
(f)
over R, where f is a tuple of polynomials, we define the p-jet spaces of X as being
the p-formal schemes
(2.1) Jn(X) = Spf
R[x, x′, ..., x(n) ]ˆ
(f, δf, ..., δnf)
.
So J0(X) = X̂. For X of finite type but not necessarily affine we define Jn(X) =⋃
Jn(Xi) where X =
⋃
Xi is an affine cover and the gluing is an obvious one. The
spaces Jn(X) have an obvious universality property for which we refer to [2, 4] and
can be defined for X a p-formal scheme of finite type as well. There are natural
R-morphisms
(2.2) π : Jn(X)→ Jn−1(X)
induced by the inclusions R[x, x′, ..., x(n−1) ]ˆ ⊂ R[x, x′, ..., x(n) ]ˆ and also φ-linear
morphisms
(2.3) πφ : J
n(X)→ Jn−1(X)
induced by the morphisms φ : R[x, x′, ..., x(n−1) ]ˆ → R[x, x′, ..., x(n) ]ˆ . If X/R is
smooth then Jn(X) is a smooth p-formal scheme. The universality property yields
natural maps on sets of R-points ∇n : X(R)→ Jn(X)(R); for X = Am (the affine
space), Jn(X) = Am(n+1) and ∇n(a) = (a, δa, ..., δna). Let X,Y be schemes of
finite type over R; by a δ-map of order n, f : X → Y , we understand a map of
p-formal schemes Jn(X) → J0(Y ) = Ŷ . Two δ-maps X → Y and Y → Z of
orders n and m respectively can be composed (using the universality property) to
yield a δ-map of order n+m. Any δ-map f : X → Y induces a set theoretic map
f∗ : X(R) → Y (R) defined by f∗(P ) = f(∇n(P )); if X,Y are smooth the map
f∗ uniquely determines the map f and, in this case, we simply write f instead of
f∗ (and X,Y instead of X(R), Y (R)). A δ-map X → Y of order zero is nothing
but a map of p-formal schemes X̂ → Ŷ . The functors Jn commute with products
and send groups into groups. By a δ-homomorphism f : G → H between two
group schemes (or group p-formal schemes) we understand a group homomorphism
Jn(G)→ J0(H) = Ĥ .
We end by discussing the formalism of flows and prime integrals, following [8].
Let X be a an affine smooth scheme over R. A system of arithmetic differential
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equations of order r is simply a subset E of O(Jr(X)). By a solution of E we mean
an R-point P ∈ X such that f(P ) = 0 for all f ∈ E . We denote by Sol(E) ⊂ X the
set of solutions of E . By a prime integral of E we mean a function H ∈ O(X )ˆ such
that
(2.4) δ(H(P )) = 0, for all P ∈ Sol(E).
Intuitively H is “constant along the solutions of E”.
Let now δX be a p-derivation on O(X )ˆ . Then one can define a system of
arithmetic differential equations of order 1, E(δX) ⊂ O(J1(X)), which we can refer
to as the δ-flow associated to δX ; by definition we take E(δX) to be the ideal in
O(J1(X)) generated by all elements of the form δf − δXf where f ∈ O(X )ˆ . (Here
δf is the image of f under the “universal” p-derivation δ : O(X )ˆ → O(J1(X)) while
δXf is the image of f under the p-derivation δX : O(X )ˆ → O(X )ˆ ⊂ O(J1(X)).)
By a δ-flow on X we will understand an ideal in O(J1(X)) of the form E(δX) where
δX is some p-derivation on O(X )ˆ . If we denote by F(X) the set of δ-flows on X
then we have natural bijections
F(X) := {δ-flows on X}
≃ {p-derivations on O(X )ˆ }
≃ {lifts of Frobenius on X̂}
≃ {sections of J1(X)→ X̂}
If δX is a p-derivation on O(X )ˆ and σ : X̂ → J1(X) is the corresponding section
then the ideal E(δX) equals the ideal of the image of σ.
Lemma 2.3. Let O(X) = (R[x1, ..., xn]/I)g for indeterminates x1, ..., xn and some
g ∈ R[x1, ..., xn] and let us continue to denote by xi ∈ O(X )ˆ the images of xi. Then
the elements
(2.5) δxi − δXxi, i = 1, ..., n
generate the ideal E(δX). In particular
Sol(E(δX)) = Sol(δx1 − δXx1, ..., δxn − δXxn).
Proof. Denote by I the ideal of O(J1(X)) generated by the elements 2.5 and
consider the set
A = {f ∈ O(X )ˆ ; δf − δXf ∈ I}.
Then A is easily checked to be a subring of O(X )ˆ and it clearly contains R and xi
for all i. It also contains the image of 1/g because
δ
(
1
g
)
− δX
(
1
g
)
= − δg − δXg
(gp + pδg)(gp + pδXg)
.
By Noetherianity I is p-adically closed in O(J1(X)) so A is p-adically closed in
O(X); so it must coincide with O(X )ˆ . 
Lemma 2.4. If H ∈ O(X )ˆ is such that δXH = 0 then H is a prime integral for
E(δX).
Proof. Indeed if P ∈ Sol(E(δX)) then
0 = (δH− δXH)(P ) = (δH)(P )− (δXH)(P ) = (δH)(P ).

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Remark 2.5. In the terminology above, any ∆-linear equation δu = ∆α(u), cf. 1.9,
may be identified with the system of arithmetic differential equations on GLn,
(2.6) δxij −∆αij(x), i, j = 1, ..., n,
where (∆αij(x)) = ∆
α(x), and hence, by Lemma 2.3, it has the same solution set as
the δ-flow E(δαGLn) on GLn, where δαGLn(x) = ∆α(x). Also note that, by Lemma
2.4, for any H ∈ O(GLn )ˆ with δαGLnH = 0 we have that H is a prime integral of
the system 2.6; i.e. for all solutions u of δu = ∆α(u) we have δ(H(u)) = 0.
3. Abstract arithmetic Lie theory
In this section we introduce arithmetic analogues of some basic Lie theoretic
concepts in the case of “abstract” group schemes. The “concrete” case of classical
groups will be analyzed in the next sections.
Definition 3.1. Let G be a smooth group scheme over R (or more generally a
group p-formal scheme). The δ-Lie algebra of G is the group p-formal scheme:
Lδ(G) := Ker(J
1(G)→ J0(G)).
Remark 3.2. This construction is obviously functorial in the following sense: if
f : G→ G′ is a homomorphism of group schemes (or group p-formal schemes) then
we have an induced homomorphism of group p-formal schemes Lδ(f) : Lδ(G) →
Lδ(G
′).
Remark 3.3. If L(G) is the Lie algebra of G (viewed as a vector group scheme)
then we have a (non-canonical!) isomorphism of p-formal schemes
Lδ(G) ≃ L̂(G);
cf. [2]. This is not an isomorphism of groups in general; indeed L(G) is always
commutative whereas Lδ(G) is commutative if and only if G is commutative.
In what follows we freely use our convention that if X is a scheme (or a p-
formal scheme) of finite type we denote its set X(R) of R-points simply by X ; in
particular we write a ∈ X instead of a ∈ X(R). We also identify, as usual, the
δ-maps X → Y with the maps between the sets of R-points. Note that if X is a
smooth R-scheme then X̂(R) ≃ X(R); so, according to our conventions, both these
sets will sometimes be denoted simply by X .
In what follows we define the δ-adjoint action. Consider the morphism G×G→
G which on R-points acts as (g, h) 7→ ghg−1, g, h ∈ G. We get an obvious induced
morphism of p-formal schemes (i.e. δ-map of order 0) J1(G) × J1(G) → J1(G)
which, by restriction, yields a δ-map of order 0
(3.1) ⋆ : J1(G) × Lδ(G)→ Lδ(G),
which is, of course, an action that can be referred to as the adjoint action. Now
the identity id : J1(G)→ J1(G) defines a δ-homomorphism of order 1, ∇1 = id∗,
∇1 : G→ J1(G).
We get an induced δ-map of order 1,
(3.2) ∇1 × id : G× Lδ(G)→ J1(G)× Lδ(G).
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Definition 3.4. The δ-map of order 1
(3.3) ⋆δ : G× Lδ(G)→ Lδ(G)
obtained by composing 5.4 with 3.1 is called the δ-adjoint action.
This map is indeed an action. By the way one has a similar construction in the
δ-algebraic setting; in this case the resulting action has order 0 and is the usual
adjoint action; cf. [1].
Here are two other basic actions. Denote by F(G) the set of δ-flows on G; we
identify δ-flows on G with sections σ : Ĝ → J1(G) in the category of p-formal
schemes of the projection J1(G) → Ĝ. (N.B. σ are not group homomorphisms in
general!) Then F(G) is acted upon, via left multiplication, by the group Lδ(G)(G)
of p-formal scheme maps Ĝ → Lδ(G); of course F(G) is a principal homogeneous
space for this action so it is either empty or in bijection with Lδ(G)(G). On the
other hand the group Lδ(G) = Lδ(G)(R) acts via left multiplication on F(G);
if α ∈ Lδ(G) and σ ∈ F(G), σ : Ĝ → J1(G), then the action is denoted by
(α, σ) 7→ σα and is defined by σα(v) = α · σ(v). So if one fixes, once and for all, a
section σG ∈ F(G) then we have a natural identification
Lδ(G)\Lδ(G)(G) ≃ Lδ(G)\F(G).
The orbits of Lδ(G) on Lδ(G)(G) and F(G) respectively will be referred to as linear
equivalence classes. There is also a right action of G = G(R) on F(G) defined as
follows: for any u ∈ G and any σ ∈ F(G), σ : Ĝ→ J1(G), the action is denoted by
(u, σ) 7→ σ⋆u and is given by σ⋆u(v) = ∇1(u)−1 · σ(uv).
Assume now in addition that G is affine. Then, by smoothness, there exists a
lift of Frobenius φG : O(G)ˆ → O(G)ˆ extending φ : R → R (and not necessarily
compatible with the comultiplication) hence a lift of Frobenius φG on Ĝ; one can
attach to φG the p-derivation δG : O(G)ˆ → O(G)ˆ defined by
δG(f) = p
−1(φG(f)− fp).
The latter induces (and is actually equivalent to giving) a section σG : Ĝ→ J1(G)
of the projection J1(G) → Ĝ in the category of p-formal schemes. Fix from now
on φG (equivalently δG or σG.) We may then consider the δ-map of order 0,
{ , }G : Ĝ× Ĝ→ Lδ(G)
which on R-points is given by:
{ , }G : G×G→ Lδ(G), {a, b}G = σG(a)σG(b)σG(ab)−1.
Recall that by a δG-horizontal (or φG-horizontal) subgroup scheme of G we under-
stand a smooth closed subgroup scheme H ⊂ G such that the ideal IH of Ĥ in
O(G)ˆ satisfies δG(IH) ⊂ IH ; the latter is equivalent to φG(IH) ⊂ IH (due to the
flatness of H). The indices G in φG, δG, σG, { , }G are not meant to indicate that
these objects are attached in any natural way to G; rather the index is meant to
suggest that these objects are to be considered as part of the data whenever G is
being considered. Dropping the index G from φG, δG would create confusion even
if the reference to G was clear, because φ and δ have other meanings; but we will
often drop the index G from σG, { , }G whenever the reference to G is clear.
28 ALEXANDRU BUIUM AND TAYLOR DUPUY
Definition 3.5. A δ-map f : G→ Lδ(G) is called a skew δ-cocycle if it satisfies
f(ab) = (a ⋆δ f(b)) · f(a) · {a, b}
for all a, b ∈ G. We say f is δ-coherent if for any δG-horizontal closed subgroup
scheme H ⊂ G we have that f(H) ⊂ Lδ(H).
It would be interesting to have a description of all (δ-coherent) skew δ-cocycles
for G = GLn, say, which is analogous to the description of all classical δ-coherent
δ-cocycles for GLn in [5]. In any case examples of δ-coherent skew δ-cocycles will
be given below and one might expect that these examples are essentially the only
ones.
If f is a fixed skew δ-cocycle then we set
Gf = {b ∈ G; f(b) = 1}.
This is not a subgroup of G in general. For all a ∈ G and all b ∈ Gf with {a, b} = 1
we have f(ab) = f(a).
Definition 3.6. The map lδ : G→ Lδ(G), given on R-points by
lδ(a) = ∇1(a)σ(a)−1, a ∈ G
(operations performed in J1(G)) is called the arithmetic logarithmic derivative at-
tached to φG.
The map lδ above is a δ-map of order 1 and is easily seen to be a skew δ-coherent
δ-cocycle; we view it as an analogue of Kolchin’s logarithmic derivative. In view of
the Remark above for any b ∈ Glδ with {a, b} = 1 we have lδ(ab) = lδ(a).
By the way, the map of p-formal schemes
lδ1 : J1(G)→ Lδ(G)
inducing the δ-map lδ : G → Lδ(G) is given by lδ1(g) = g · σ(π(g))−1; indeed,
clearly, lδ1(∇1(a)) = lδ(a) i.e. (lδ1)∗ = lδ. The map lδ1 should be viewed as an
analogue of the Maurer-Cartan connection [18], p. 98. Indeed the Maurer-Cartan
connection is a natural morphism of schemes T (G)→ L(G) from the tangent bundle
T (G) of G to the Lie algebra of G which induces linear isomorphisms between the
fibers of T (G)→ G and L(G). On the other hand J1(G) is an arithmetic analogue
of T (G) and Lδ(G) is an arithmetic analogue of L(G); also lδ
1 induces left Lδ(G)-
equivariant bijections between the fibers of J1(G)→ Ĝ and Lδ(G).
Definition 3.7. Let G be a smooth affine group scheme equipped with a lift of
Frobenius φG and let α ∈ Lδ(G). Then the equality
lδ(u) = α
will be referred to as a δG-linear equation with unknown u ∈ G.
Finally, let us discuss compatibility of lifts of Frobenius with
1. left and right translation by subgroups;
2. “outer” automorphisms (in particular involutions) and their symmetric spaces;
3. “inner” automorphisms and conjugacy classes.
We start with the first type of compatibility. Recall from the Introduction the
following:
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Definition 3.8. Let H ⊂ G be a smooth closed subgroup scheme. We say that φG
(or, equivalenty δG) is left compatible with H if H is δG-horizontal and the diagram
1.12 is commutative. We say that φG (or, equivalenty δG) is right compatible with
H if H is δG-horizontal and the diagram 1.13 is commutative. We say that φG is
bicompatible with H if it is both left and right compatible with H . Note that the
vertical maps in the diagrams 1.12 and 1.13 are morphisms of formal schemes over
Zp and not over R!
Remark 3.9. By a split torus over R we will understand a group scheme of the form
T = Spec R[t1, t
−1
1 , ..., tn, t
−1
n ] with ti group like elements, i.e. elements defining
multiplicative characters. There is exactly one lift of Frobenius φT on T̂ which is
bicompatible with T itself. This φT acts as φT (ti) = t
p
i .
Remark 3.10. By a finite constant group scheme over R we will understand a group
scheme which is a disjoint union W of schemes Spec R indexed by some finite
abstract group, with the obvious structure of group scheme. For any finite constant
group scheme W there is exactly one lift of Frobenius on O(W )ˆ = R × ... × R,
hence on Ŵ . Clearly this lift of Frobenius is bicompatible with W itself.
Remark 3.11. More generally one can consider semidirect products N of a split
torus T and a finite constant group scheme W acting on T . Then there is exactly
one lift of Frobenius on N̂ that is bicompatible with N .
Lemma 3.12. Assume one of the following holds:
1) φG is left compatible with H, a ∈ H, b ∈ G;
2) φG is right compatible with H, a ∈ G, b ∈ H;
Then {a, b}G = 1 and, in particular,
lδ(ab) = (a ⋆δ lδ(b)) · lδ(a).
Proof. Clear from the definitions. 
Next we discuss compatibility with automorphisms. Recall from the Introduction
the following:
Definition 3.13. Let G be an affine smooth group scheme over R equipped with
a lift of Frobenius φG,0 on Ĝ. For an automorphism τ of G one can attach the
closed subgroup G+ ⊂ G, the closed subscheme G− ⊂ G, the quadratic map H,
and the bilinear map B as in 1.14, 1.15, 1.16, 1.18. Also for g ∈ G consider the
maps Hg and Bg in 1.17 and 1.19 respectively. The identity component S := (G+)◦
is called the subgroup defined by τ . On the other hand G− is not a subgroup of G;
recall, however, that G− is stable under the maps G → G, a 7→ aν for all ν ∈ Z.
Consider lifts of Frobenius φG and φG,0 on Ĝ. We say that φG is Hg-horizontal with
respect to φG,0 if the diagram 1.20 is commutative; we say that φG is Bg-symmetric
with respect to φG,0 if the diagram 1.21 is commutative. Note that if φG is H-
horizontal with respect to φG,0 and φG,0(1) = 1 then S := (G
+)◦ is φG-horizontal
and φG(1) ∈ S; in particular there is an induced lift of Frobenius φS on Ŝ.
Remark 3.14. Assume in this remark that τ is an involution. The geometry of
G,G−, G+ above is, morally, analogous to that appearing in the theory of symmetric
spaces [14], p.209. Let us examine this geometry more closely in what follows.
Indeed, in the notation above, for any R-point a ∈ G we have an equality of sets of
R-points H−1(H(a)) = G+ ·a. Moreover the morphism H : G→ G factors through
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the embedding G− ⊂ G hence induces a morphism H : G → G−. In particular H
induces an injection of sets of R-points
G+\G→ G−.
Classically the pair (G,G+) is referred to as a symmetric pair and the quotient
G+\G is referred to as a symmetric space. Furthermore (G−)τ ⊂ G−, and we have
a commutative diagram
G
τ−→ G
H ↓ ↓ H
G−
τ−→ G−
Denote by an upper bar the reduction mod p functor. Then the set theoretic fibers
H−1(H(a)) of the morphismH : G→ G are still the set theoretic right cosets G+ ·a.
If we denote by L( ) the tangent space at the identity 1 of a closed subscheme of G
that passes through 1 then L(G+) identifies with the +1 eigenspace L(G)+ of L(τ)
in L(G) while L(G−) identifies with the −1 eigenspace L(G)− of L(τ) in L(G).
Furthermore (since the characteristic is not 2) we have a direct sum decomposition
L(G) = L(G)+ ⊕ L(G)−.
On the above space L(τ ) acts as (b+, b−) 7→ (b+,−b−); moreover the map L(H) :
L(G)→ L(G−) sends (b+, b−) 7→ 2b− so it is surjective with kernel L(G+). Assume
in what follows that G is connected and G+ is smooth and denote by (G−)◦ the
connected component of G− containing 1. Then we claim that H : G → (G−)◦ is
dominant and its image is contained in the smooth locus (G−)◦s of (G
−)◦. Indeed
the set theoretic image of H : G → (G−)◦ can be identified with the quotient
G+\G; on the other hand we have
dim(G+\G) = dim(G)− dim(G+)
= dim(L(G))− dim(L(G)+), by smoothness of G+
= dim(L(G)−)
≥ dim1(G−)
≥ dim(G+\G)
which forces the inequalities above to be equalities. This implies that the local ring
at 1 of the scheme G− is regular so 1 ∈ (G−)◦s. So (G−)◦ is irreducible and of the
same dimension as G+\G, hence the latter is dense in (G−)◦. Since G acts on the
right on (G−)◦ via (a, b) 7→ b−τab we get that the whole of the setG+\G is contained
in (G−)◦s . So we have an induced dominant morphismH : G→ (G−)◦s. Since (G−)◦s
is an integral scheme the map O((G−)◦s)→ O(G) induced by H is injective. Hence
the map O((Ĝ−)◦s)→ O(Ĝ) induced by Ĥ : Ĝ→ (Ĝ−)◦s is injective. In particular,
if there exists φG that is H-horizontal with respect to φG,0 then φG,0 sends (Ĝ−)◦s
into itself.
Remark 3.15. Here is an alternative approach to the commutativity of diagrams
1.20 and 1.21. Consider the map
(3.4) Q : G×G→ G, Q(x, y) = x−1y.
For any two φ-linear morphisms f1, f2 : Ĝ → Ĝ of p-formal schemes one can
consider the φ-linear morphism f1 × f2 : Ĝ → Ĝ × Ĝ (where × = ×R) and hence
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the composition
f−11 · f2 := Q̂ ◦ (f1 × f2) : Ĝ→ Ĝ× Ĝ→ Ĝ.
Similarly if Q′ : G×G→ G, Q′(x, y) = xy−1 then we set
f1 · f−12 := Q̂′ ◦ (f1 × f2) : Ĝ→ Ĝ× Ĝ→ Ĝ.
We have the following:
Lemma 3.16. Let G be an affine smooth group scheme over R and g ∈ G. Let τ
be an involution and let φG,0, φG be lifts of Frobenius on Ĝ.
1) φG is Bg-symmetric with respect to φG,0 if and only if
(3.5) (φG · φ−1G,0)−τ = φG · φ−1G,0.
2) Assume φG is Hg-horizontal with respect to φG,0. Then φG is Bg-symmetric
with respect to φG,0 if and only if we have the following equality of maps Ĝ→ Ĝ:
(3.6) (φ−1G,0 · φG)2 = (Hg ◦ φG,0)−1 · (φG,0 ◦ Hg).
In the above statement (φG · φ−1G,0)−τ is the composition of φG · φ−1G,0 : Ĝ → Ĝ
with the map Ĝ→ Ĝ, x 7→ x−τ . Similarly (φ−1G,0 · φG)2 = φ−1G,0 · φG · φ−1G,0 · φG is the
composition of φ−1G,0 · φG : Ĝ→ Ĝ with the squaring map Ĝ→ Ĝ, x 7→ x2.
Proof. To check 1) note that, by diagram 1.21, we have
φG(a)
−τ · φG,0(a) = φG,0(a)−τ · φG(a), a ∈ G.
This immediately implies 3.5 evaluated at a. Similarly, to check 2) note that we
have Bg(x, y) = Hg(x) · Q(x, y). Hence
Bg ◦ (φG × φG,0) = (Hg ◦ φG) · (φ−1G · φG,0) = (φG,0 ◦ Hg) · (φ−1G · φG,0),
Bg ◦ (φG,0 × φG) = (Hg ◦ φG,0) · (φ−1G,0 · φG).
So the diagram 1.21 is commutative if and only if equality 3.6 holds. 
We will use Lemma 3.16 in combination with the following:
Lemma 3.17. Let A be a p-adically separated flat R-algebra, let ν ∈ Z be an integer
not divisible by p, and let M1,M2 ∈ GLn(A) two matrices such that Mν1 = Mν2 and
M1 ≡M2 ≡ 1 mod p. Then M1 =M2.
Proof. We prove by induction on n that M1 ≡ M2 mod pn. Indeed assume the
latter and write M1 =M2 + p
nM . Then
Mν2 = M
ν
1 ≡Mν2 + pn
 ∑
i+j=ν−1
M i2MM
j
2
 mod pn+1.
Since M2 ≡ 1 mod p we get pnνM ≡ 0 mod pn+1. Since A is R-flat we get νM ≡ 0
mod p and hence, since ν ∈ R×, we get M ≡ 0 mod p so M1 ≡M2 mod pn+1. 
In the next corollary a group scheme is called linear if it is isomorphic to a closed
subgroup scheme of GLn.
Corollary 3.18. Let G be an smooth linear group scheme over R. Let τ : G→ G
be an involution and let φG,0, φG,1, φG,2 be lifts of Frobenius on Ĝ such that φG,1 and
φG,2 are Hg-horizontal and Bg-symmetric with respect to φG,0. Then φG,1 = φG,2.
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Proof. By Lemma 3.16 we have
(φ−1G,0 · φG,1)2 = (φ−1G,0 · φG,2)2.
We also have
φ−1G,0 · φG,1 ≡ φ−1G,0 · φG,2 ≡ 1 mod p.
View G as embedded into some GLn. Interpreting the latter congruence as a
congruence between matrices with entries in the ring O(G)ˆ it follows from Lemma
3.17 that
φ−1G,0 · φG,1 = φ−1G,0 · φG,2
and we are done. 
Here is another consequence of Lemma 3.16. Assume τ is an involution and
consider the naturally induced involution Lδ(τ) on J
1(G); it preserves Lδ(G) so it
induces an involution Lδ(τ) on Lδ(G). When there is no danger of confusion we
continue to denote by τ the involution Lδ(τ). Set, as usual,
Lδ(G)
+ = {b ∈ Lδ(G); bτ = b},
Lδ(G)
− = {b ∈ Lδ(G); bτ = b−1}.
Again Lδ(G)
+ is a subgroup of Lδ(G) but Lδ(G)
− is not a subgroup of Lδ(G)
in general; however Lδ(G)
− is, again, stable under the maps Lδ(G) → Lδ(G),
b 7→ bν for all ν ∈ Z. Note also that Lδ(G+) is a subgroup of Lδ(G)+. Let
σG, σG,0 : G→ J1(G) be the sections defined by the lifts of Frobenius φG, φG,0 and
let lδ, lδ0 : G→ Lδ(G) be the corresponding arithmetic logarithmic derivatives.
Corollary 3.19. The following are equivalent:
1) φG is B-symmetric with respect to φG,0.
2) The image of the map φG · φ−1G,0 : G→ G is contained in G−.
3) The image of the map σG · σ−1G,0 : G→ Lδ(G) is contained in Lδ(G)−.
4) The image of the δ-map (lδ0)
−1 · (lδ) : G→ Lδ(G) is contained in Lδ(G)−.
Proof. The equivalence of 1) and 2) is a rephrasing of assertion 1 in Lemma 3.16.
The rest of the Corollary is a trivial exercise. 
On the other hand here is a consequence of Lemma 3.17:
Corollary 3.20. Let G be a smooth linear group scheme. The following hold:
1) For all ν ∈ Z not divisible by p the following maps are injective:
Lδ(G)→ Lδ(G), a 7→ aν .
2) If τ is an involution of G then the multiplication map below is injective:
Lδ(G)
+ × L−δ (G)→ Lδ(G), (b, c) 7→ bc.
Proof. To check 1) embed G into some GLn. Then there is a natural injective
homomorphism between groups of points, ǫ : Lδ(G)→ GLn; it is given by the map
O(GLn)ˆ → O(G)ˆ φ−→ O(J1(G))→ O(Lδ(G)),
where φ(a) = ap + pδa, δ the universal p-derivation. Any matrix in the image of ǫ
is ≡ 1 mod p. So if aν = bν with a, b ∈ Lδ(G) then ǫ(a)ν = ǫ(b)ν . By Lemma 3.17
we get ǫ(a) = ǫ(b) and hence a = b.
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To check 2) assume b1c1 = b2c2 with b
τ
i = bi and c
τ
i = c
−1
i . Set b = b
−1
2 b1. Then
bτ = b and b = c2c
−1
1 . Hence
c1c
−1
2 = b
−1 = b−τ = (c2c
−1
1 )
−τ = cτ1c
−τ
2 = c
−1
1 c2.
Hence c21 = c
2
2. By part 1) we get c1 = c2. Hence b = 1 and hence b1 = b2. 
Remark 3.21. In the notation of Corollary 3.20, for any a ∈ Lδ(G) in the image
of the map Lδ(G)
+ × L−δ (G)→ Lδ(G) we have a unique representation a = a+a−
with a± ∈ Lδ(G)± which we shall refer to as the Cartan decomposition of a with
respect to τ . We will later show (cf. Proposition 5.5) that for G = GLn and τ
certain remarkable involutions the map Lδ(G)
+×L−δ (G)→ Lδ(G) is a bijection; so
in that case we will have that any element of Lδ(G) has a Cartan decomposition.
Remark 3.22. The arithmetic logarithmic derivatives lδ : G → Lδ(G) attached to
various lifts of Frobenius φG all derive from a certain δ-map l
1δ : J1(G) → Lδ(G)
which we describe in what follows. This map was introduced in [7] and will not
play any role later in the present paper; but it is conceptually tightly linked to our
discussion so we present below a quick overview of its main features.
Let G be any smooth group scheme over R and denote by π : J1(G) → G the
canonical projection. One can consider the δ-map, of order 1, l1δ : J1(G)→ J1(G)
defined on points by l1δa := ∇1(π(a)) · a−1, for a ∈ J1(G). Clearly this map takes
values in Lδ(G) so it induces a δ-map of order 1
l1δ : J1(G)→ Lδ(G).
The following are trivial to check:
1) The map l1δ : J1(G)→ Lδ(G) is a δ-cocycle for the ⋆-action in the sense that
l1δ(ab) = (l1δa) · (a ⋆ (l1δb)), a, b ∈ J1(G).
2) For a, b ∈ J1(G) one has l1δa = l1δb if and only if there exists c ∈ G such
that ab−1 = ∇1c. In particular the composition of l1δ : J1(G) → Lδ(G) with the
map ∇1 : G→ J1(G) is the constant map with value 1 ∈ Lδ(G).
3) The composition of l1δ : J1(G) → Lδ(G) with any section s : G → J1(G) of
the projection π : J1(G)→ G equals the arithmetic logarithmic derivative lδ : G→
Lδ(G) attached to the lift of Frobenius defined by s.
4) The composition of l1δ : J1(G) → Lδ(G) with the inclusion Lδ(G) ⊂ J1(G)
is the antipode Lδ(G)→ Lδ(G), a 7→ a−1.
5) The map of formal schemes
l1δ1 : J1(J1(G))→ Lδ(G)
defining the δ-map l1δ : J1(G)→ Lδ(G) (i.e. with the property that l1δ = (l1δ1)∗)
can be described as follows. Let π1G : J
1(G)→ J0(G) denote the natural projection.
Then one may consider the homomorphism
(3.7) π11G := π
1
J1(G) × J1(π1G) : J1(J1(G))→ J1(G)×J0(G) J1(G).
On the other hand the quotient map
J1(G)× J1(G)→ J1(G), (a, b) 7→ ba−1
induces a morphism
(3.8) J1(G)×J0(G) J1(G)→ Lδ(G).
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Then the map l1δ1 is obtained by composing the map 3.8 above with the morphism
π11G defined in 3.7. It was checked in [7] that (l
1δ1)−1(1) = J2(G). Moreover
the restriction of l1δ1 to Lδ(J
1(G)) is obtained by composing the map Lδ(π
1
G) :
Lδ(J
1(G))→ Lδ(G) (induced by J1(π1G)) with the antipode map Lδ(G)→ Lδ(G).
6) For any section s : Ĝ → J1(G) of the projection π1G : J1(G) → Ĝ the
corresponding arithmetic logarithmic derivative lδ : G → Lδ(G) is induced by the
map
l1δ1 ◦ J1(s) : J1(G)→ J1(J1(G))→ Lδ(G);
i.e. (l1δ1 ◦ J1(s))∗ = lδ : G→ Lδ(G).
Next we discuss compatibility of lifts of Frobenius with conjugation. Recall the
following definition from the Introduction.
Definition 3.23. Let G be a smooth affine group scheme over R and let C :
G×G→ G, C(h, g) = g−1hg, be the conjugation map. Let H be a closed smooth
subscheme, and G∗ ⊂ G an open set which is invariant under the action of G on
G by conjugation. Let H∗ = H ∩ G∗ and let C : H∗ × G → G∗ be the induced
map. Let φG,0 be a lift of Frobenius on Ĝ and φG∗ a lift of Frobenius on Ĝ∗. We
say that φG,0 is C-horizontal with respect to φG∗ if H is φG,0-horizontal and, upon
denoting by φH∗,0 the lift of Frobenius on Ĥ∗ induced by φG,0, the diagram 1.31
in the Introduction is commutative.
There is an easy relation between C-horizontality and H-horizontality as follows.
Lemma 3.24. Assume in definition 3.23 that φG,0 is C-horizontal with respect to
φG∗ . Let h ∈ H∗ be φG,0-horizontal and let Vh be the p-adic completion of the
Zariski closure of the image of Ch : G → G∗, g 7→ Ch(g) = g−1hg. The following
hold:
1) Vh is φG∗-horizontal.
2) Assume G = GLn and let τ is the automorphism x
τ = h−1xh of G. Assume
furthermore that Vh is closed in Ĝ. Then there exists a lift of Frobenius φG on Ĝ
such that φG,0 is H-horizontal with respect to φG.
Proof. To prove assertion 1 note that by combining the commutative diagram
1.31 with the the commutative diagram
(3.9)
Ĝ
φG,0−→ Ĝ
h× id ↓ ↓ h× id
Ĥ∗ × Ĝ φH∗,0×φG,0−→ Ĥ∗ × Ĝ
one gets a commutative diagram
(3.10)
Ĝ
φG,0−→ Ĝ
Ch ↓ ↓ Ch
Ĝ∗
φG∗−→ Ĝ∗
which immediately implies assertion 1. Let us check assertion 2. Putting together
the commutative diagram 3.10 and the diagram
Ĝ∗
φG∗−→ Ĝ∗
L−1h ↓ ↓ L−1h
h−1Ĝ∗
L−1
h
φG∗Lh−→ h−1Ĝ∗
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and noting that L−1h φG∗Lh is a lift of Frobenius we get a commutative diagram
(3.11)
Ĝ
φG,0−→ Ĝ
↓ ↓
h−1Vh
L−1
h
φG∗Lh−→ h−1Vh
Now since Vh is closed in Ĝ so is h
−1Vh hence by Lemma 2.2 the bottom arrow of
3.11 extends to a lift of Frobenius φG on Ĝ and we are done. 
We end our discussion of abstract Lie theory by discussing brackets. Let G be
a smooth group scheme or group p-formal scheme. We may consider the group
p-formal scheme, which we call the order r δ-Lie algebra of G,
Lrδ(G) := Ker(π : J
r(G)→ Jr−1(G))
where π is as in 2.2. In particular L1δ(G) = Lδ(G). Also we consider the composition
(3.12) exr : Lrδ(G) ⊂ Jr(G)
πφ−→ Jr−1(G) πφ−→ ... πφ−→ J1(G) πφ−→ Ĝ,
where πφ is as in 2.3; ex
r can be thought of as an “exponential” and is a φr-
linear morphism of p-formal schemes. It is clearly functorial in G with respect to
homomorphisms of group (p-formal) schemes. As usual we still denote by exr :
Lrδ(G) → G the map induced on sets of R-points. We also set ex = ex1. In the
next section we will prove the following:
Proposition 3.25. Let G be a smooth linear group scheme with commutator map
[ , ] : G×G→ G, [a, b] = aba−1b−1 and let r, s ≥ 1.
1) There exists a unique δ-map
[ , ]δ : L
r
δ(G) × Lsδ(G)→ Lr+sδ (G)
of order max{r, s} making the following diagram of sets of R-points commutative
(3.13)
Lrδ(G)× Lsδ(G)
[ , ]δ−→ Lr+sδ (G)
exr × exs ↓ ↓ exr+s
G×G [ , ]−→ G
2) The δ-map [ , ]δ is functorial in G with respect to homomorphisms f : G→ G′
of group schemes, i.e., for the induced maps Liδ(f) : L
i
δ(G) → Liδ(G), i = r, s, we
have
[Lrδ(α), L
s
δ(β)]δ = L
r+s
δ ([α, β]δ).
3) If α1, α2 ∈ Lrδ(G) and β1, β2 ∈ Lsδ(G) are such that α1 ≡ α2 mod pm and
β1 ≡ β2 mod pm then
[α1, β1]δ ≡ [α2, β2]δ mod pm.
4) (Linearity) If α1, α2 ∈ Lrδ(G), β ∈ Lsδ(G) then
[α1 +δ,∗ α2, β]δ ≡ [α1, β]δ +δ,∗ [α2, β]δ mod p.
5) (Antisymmetry) If α ∈ Lrδ(G), β ∈ Lsδ(G) then
[α, β]δ +δ,∗ [β, α]δ ≡ 0 mod p.
6) (Jacobi identity) If α ∈ Lrδ(G), β ∈ Lsδ(G), γ ∈ Ltδ(G) then
[[α, β]δ, γ]δ +δ,∗ [[β, γ]δ, α]δ +δ,∗ [[β, γ]δ, α]δ ≡ 0 mod p.
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7) Let G = GLn and let [ , ] : gln × gln → gln be the commutator map [a, b] =
ab − ba. Then for any α ∈ Lrδ(GLn) and β ∈ Lsδ(GLn) we have a congruence in
gln:
[α, β]δ ≡ [α(p
s), β(p
r)] mod p.
As a matter of notation used in the statement above if a and b are two R-points
of an R-scheme we write a ≡ b mod pm if the R/pmR-points induced by a and b
coincide. Note also that the map of sets exr × exs is not generally induced by a
morphism of p-formal schemes if r 6= s; but it is induced by a (φr-linear) morphism
of p-formal schemes if r = s. On the other hand the map exr+s is induced by a
φr+s-linear morphism of p-formal schemes.
Remark 3.26. The higher order δ-Lie algebras Lrδ(G) have an alternative description
as follows. Let us define by induction L◦1δ (G) := Lδ(G) and
L◦rδ (G) := Lδ(L
◦(r−1)
δ (G)).
By the above discussion we have natural morphisms
ex◦r : L◦rδ (G)
ex−→ L◦(r−1)δ
ex−→ ... ex−→ Ĝ.
Then we claim there exist unique isomorphisms L◦rδ (G) ≃ Lrδ(G) of group p-formal
schemes fitting into commutative diagrams of abstract groups
L◦rδ (G) ≃ Lrδ(G)
ex◦r ↓ ↓ exr
Ĝ = Ĝ
This is an easy consequence of [2], Proposition 2.2.
4. General linear group
In this section we specialize the “abstract” arithmetic Lie theory to the case of
GLn. So let
G = GLn = Spec R[x, det(x)
−1]
be viewed as a group scheme over R, where x = (xij) is a matrix of indeterminates.
Consider an arbitrary lift of Frobenius
φG : R[x, det(x)
−1 ]ˆ → R[x, det(x)−1 ]ˆ .
Set
φG(xij) = Φij(x) ∈ R[x, det(x)−1 ]ˆ ,
δG(xij) = ∆ij(x) ∈ R[x, det(x)−1 ]ˆ .
So Φij(x) = x
p
ij + p∆ij(x). Write Φ(x) and ∆(x) for the matrices (Φij(x)) and
(∆ij(x)) respectively. We refer to ∆(x) as the Christoffel symbol. (Conversely any
choice of a matrix ∆ defines a unique lift of Frobenius φG.) As usual, view the Lie
algebra
L(G) = g = gln = Spec R[x
′]
as a vector group over R where x′ is a matrix of indeterminates. We identify
J1(G) = Spf R[x, x′, det(x)−1 ]ˆ , δx = x′.
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If u, v are two matrices of indeterminates which are coordinates on G × G then
the multiplication G ×G → G is given, of course, by the map x 7→ uv. This map
induces, by universality, a multiplication map on J1(G) induced by the map
µ : R[x, x′, det(x)−1 ]ˆ → R[u, v, u′, v′, det(u)−1, det(v)−1 ]ˆ
with µ(x) = uv and µ(x′) = δ(uv). If u = (uij) then we set u
(p) = (upij) the matrix
whose entries are the p-th powers of the entries of u, we set φ(u) = (φ(uij)), and
we set δu = u′ = (δuij) the matrix whose entries are obtained from the entries of
u by applying δ; hence we have
φ(u) = u(p) + pδu;
and similarly for v. Also, using the above notation we may write
(4.1) Φ(x) = x(p) + p∆(x).
In particular we have φG(x) = Φ(x). From the identity of matrices φ(uv) =
φ(u)φ(v) we get:
(4.2) δ(uv) = u(p)v′ + u′v(p) + pu′v′ + p−1(u(p)v(p) − (uv)(p)),
(4.3) δ(u−1) = −φ(u)−1(u′(u−1)(p) + p−1(u(p)(u−1)(p) − 1)).
We have
Lδ(G) := Ker(J
1(G)→ Ĝ) = Spf R[x′ ]ˆ
and consequently we have (canonical !) identifications as p-formal schemes (but not
as groups)
J1(G) ≃ Ĝ× ĝ, Lδ(G) ≃ ĝ.
(For groups other than GLn there is still an identification as above but it is not
canonical in general !) The set of points of J1(G) will be identified with pairs
(a0, a1) ∈ G×g; the set of R-points of Lδ(G) will be identified with the set of pairs
(1, a) with a ∈ g and hence with g. More generally, and similarly, we have a natural
identification of p-formal schemes
Jr(G) ≃ Spf R[x, x′, ..., x(r), det(x)−1 ]ˆ ≃ Ĝ× ĝr,
Lrδ(G) ≃ ĝ.
Under these identifications:
• the group structure on J1(G) induces a group structure on the set G × g; we
denote the multiplication and inverse on G× g by ◦ and ι.
• the action ⋆δ : G× Lδ(G)→ Lδ(G) induces the action (still denoted by)
⋆δ : G× g→ g
• the group structure on Lrδ(G) induces a group structure on g,
+δ,r : g× g→ g
• ∇1 : Ĝ→ J1(G) induces a homomorphism (still denoted by)
∇1 : G→ G× g
• the map σ : Ĝ→ J1(G) induces a map (still denoted by)
σ : G→ G× g
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• for σ : Ĝ → J1(G) as above, and α ∈ Lδ(G) = g, the map σα := α · σ : Ĝ →
J1(G) induces a map (still denoted by)
σα : G→ G× g.
• for σ : Ĝ→ J1(G) as above, and u ∈ G, the map σ⋆u : Ĝ→ J1(G) defined by
σ⋆u(v) = ∇(u)−1 · σ(uv) induces a map (still denoted by)
σ⋆u : G→ G× g.
• the arithmetic logarithmic derivative lδ : G → Lδ(G) induces the map (still
denoted by)
lδ : G→ g
• the map { , } : G×G→ Lδ(G) induces a map (still denoted by)
{ , } : G×G→ g.
• The map exr : Lrδ(G)→ G induces a group homomorphism
exr : g→ G.
The following proposition provides a list of formulas computing the maps above.
In the proposition below + and · (or simply juxtaposition) in g denote addition and
multiplication in the associative ring g of n× n matrices.
Proposition 4.1. Let G = GLn.
1) The multiplication ◦ on G× g is given by:
(a0, a1) ◦ (b0, b1) = (a0b0, a(p)0 b1 + a1b(p)0 + pa1b1 + p−1(a(p)0 b(p)0 − (a0b0)(p))).
2) The identity on G× g is the pair
(1, 0).
3) The inverse ι map on G× g is given by
ι(a0, a1) = (a
−1
0 ,−(a(p)0 + pa1)−1(a1(a−10 )(p) + p−1(a(p)0 (a−10 )(p) − 1))).
4) The homomorphism ∇1 : G→ G× g is given by
∇1(a) = (a, δa).
5) The multiplication +δ,r on g is given by
a+δ,r b := a+ b+ p
rab.
6) The action ⋆δ : G× g→ g is given by
a ⋆δ b = φ(a) · b · φ(a)−1.
7) The arithmetic logarithmic derivative lδ : G→ g satisfies
lδ(ab) = (φ(a) · lδ(b) · φ(a)−1) +δ lδ(a) +δ {a, b}.
8) The map σ : G→ G× g is given by
σ(a) = (a,∆(a)).
9) The map lδ : G→ g is given by
lδa :=
1
p
(
φ(a)Φ(a)−1 − 1) = (δa−∆(a))(a(p) + p∆(a))−1.
10) The map { , } : G×G→ g is given by
{a, b} = p−1(Φ(a)Φ(b)Φ(ab)−1 − 1).
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11) If ǫ = 1 + pα then the δG-linear equation lδ(u) = α is equivalent to the
equation
(4.4) δu = ∆α(u)
and also to the equation
(4.5) φ(u) = Φα(u),
where ∆α(x) := α · Φ(x) + ∆(x), Φα(x) = ǫ · Φ(x), ǫ = 1 + pα. (We shall refer to
Equation 4.4 as a ∆-linear equation.)
12) For α ∈ g the map σα : G→ G× g is given by
σα(a) = (a,∆α(a)).
(So we can refer to {∆α(x);α ∈ g} ⊂ g(R[x, det(x)−1 ]ˆ ) as the linear equivalence
class of ∆(x).)
13) For u ∈ G the map σ⋆u : G→ G× g is given by
σ⋆u(a) = (a,∆⋆u(a)),
where ∆⋆u(x) = p−1(Φ⋆u(x) − x(p)), Φ⋆u(x) = φ(u)−1Φ(ux). (So in particular if
δu = ∆α(u) then (Φα)⋆u(x) = Φ(u)−1Φ(ux).)
14) The group homomorphism exr : g→ G is given by
exr(a) = 1 + prφ−r(a).
Proof. Assertions 1, 2, 3 follow directly from 4.2 and 4.3. Assertion 4 follows
directly from definitions. Assertions 12, 13 follow from assertion 1. Assertion 5
for r = 1 follows from assertion 1; for arbitrary r assertion 5 follows from [2],
Proposition 2.2, which gives the expression for +δ,r in terms of the formal group
law. Assertion 7 follows from assertion 6. Assertion 8 is clear. Assertion 12 is an
easy exercise. Assertion 11 follows from assertion 9. Assertion 14 follows from the
formula
φr(x)|x=1,x′=...=x(r−1)=0 = 1 + p
rx(r).
To prove the rest of the assertions one uses the following adaptation of a standard
trick in Witt vector theory. Define the “ghost map”
w : G× g→ G× g, w(a0, a1) = (a0, a(p)0 + pa1).
Then w is a homomorphism of monoids with identity where the source G × g is
the monoid (actually group) equipped with multiplication ◦ and the target G×g is
equipped with the structure of direct product of multiplicative monoids (where g
is viewed as a monoid with respect to multiplication in the associative algebra g).
The homomorphism w injective. So in order to prove the identities in assertions
6, 9, 10 it is enough to prove them after composition with w; this however follows
trivially using the equalities:
w(∇1(a)) = (a, φ(a)), w(σ(a)) = (a,Φ(a)).

Remark 4.2. Here are some facts about involutions on GLn that will be become
relevant in what follows. Let q ∈ GLn, n ≥ 2. Then the following hold:
1) x 7→ q−1(xt)−1q is an involution if and only if qt = ±q.
2) x 7→ q−1xq is an involution if and only if q = cu where c is in the center of
GLn and u
2 = 1.
3) x 7→ det(x)q−1(xt)−1q is an involution if and only if n = 2 and qt = ±q.
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4) x 7→ det(x)−1q−1xq is an involution if and only if n = 2 and q = cu, where c
is in the center of GL2 and u
2 = 1.
5) Any involution of GLn over an algebraically closed field is of one of the forms
1), 2), 3), 4) above. This follows easily from the well known fact [10] that the
automorphism group of SLn over a algebraically closed field is generated by the
inner automorphisms together with x 7→ (xt)−1.
Involutions of the form 1) will be referred to as outer involutions. Involutions of
the form 2) will be referred to as inner involutions; more generally, of course, auto-
morphisms of the form x 7→ q−1xq are referred to as inner automorphisms. Outer
involutions are used to define the classical symmetric spaces. Inner automorphisms
are, on the other hand, closely connected to conjugacy classes. Each of these two
types of homogeneous spaces will be considered from the viewpoint of our theory
in what follows. The involutions of the form 3) and 4) will not be considered in
this paper but can be treated along the same lines as the other types 1) and 2).
Definition 4.3. Denote by T ⊂ GLn the split torus of diagonal matrices, by N
the normalizer of T in GLn, and by W ⊂ GLn the group of permutation matrices.
Then N = WT = TW and W is isomorphic to the Weyl group N/T . In what
follows we will view T,N,W either as abstract subgroups of the abstract group
GLn or as subgroup schemes of the group scheme GLn; all three group schemes are
smooth over R. Finally one can consider the involution xτ = x on GLn; the group
defined by τ is, of course, GLn itself and we refer to τ as the canonical involution
defining GLn. Note that the associated maps H and B are given by H(x) = 1 and
B(x, y) = x−1y. Writing G = GLn we have
N = {b ∈ G; (ab)(p) = a(p)b(p) for all a ∈ G},
N = {b ∈ G; (ba)(p) = b(p)a(p) for all a ∈ G}.
Also note that for any w ∈ W we have wt = w−1, w(p) = w, φ(w) = w. Also, for
any d ∈ T , dt = d and d(p) = dp. A lift of Frobenius on GLn is (left, right, bi-)
compatible with N if and only if it is (left, right, bi-) compatible with both T and
W .
In the Proposition below ĜLn is viewed as an open subset of ĝln.
Proposition 4.4. The lift of Frobenius φGLn,0(x) = x
(p) on ĜLn is the unique lift
of Frobenius that is bicompatible with N and extends to a lift of Frobenius on ĝln.
Proof. Set G = GLn = Spec R[x, det(x)
−1]. Let T = Spec R[s1, s
−1
1 , ..., sn, s
−1
n ]
and consider another copy of T given by T = Spec R[t1, t
−1
1 , ..., tn, t
−1
n ]. The
multiplication map µ : T ×G× T → G is given by the map
µ : R[x, det(x)−1]→ R[x, det(x)−1, s1, s−11 , ..., sn, s−1n , t1, t−11 , ..., tn, t−1n ]
µx = sxt
where s = diag(s1, ..., sn), t = diag(t1, ..., tn). Let φGLn be a lift of Frobenius on
ĜLn that is bicompatible with T and W and extends to a lift of Frobenius on ĝln.
Then φGLn(x) = Φ(x), Φ(x) = (Φij(x)), Φij(x) ∈ R[x]ˆ . Bicompatibility with T
implies
Φ(sxt) = spΦ(x)tp.
For any n× n matrix M = (mij) with entries mij ∈ Z+ (non-negative integers) we
write xM =
∏
ij x
mij
ij . We say that x
M has weight (u, v) ∈ Zn+×Zn+, u = (u1, ..., un),
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v = (v1, ..., vn), if ui =
∑
jmij for all i and vj =
∑
imij for all j. An element in
R[x]ˆ is said to have weight (u, v) if it is a (possibly infinite) sum of monomials λxM
with λ ∈ R and xM of weight (u, v). Write Φij(x) =
∑
u,v∈Zn+
Φijuv with Φijuv of
weight (u, v). Write su = su11 ...s
un
n and similarly for t
v. Then we have
µΦij =
∑
u,v
sutvΦijuv .
On the other hand
µΦij = s
p
i t
p
jΦij =
∑
u,v
spi t
p
jΦijuv .
This implies that Φij has weight (pe
t
i, pe
t
j) where e1, ..., en are the columns of the
identity matrix 1n = [e1, ..., en]. There is, however, only one monomial x
M with
weight (peti, pe
t
j), namely x
M = xpij . So Φij = λijx
p
ij for some λij ∈ R. Now we use
the bicompatibility with W to show that all λij are equal; this will end the proof
because the common value of the λijs must be 1 (which follows by looking at the
restriction of φGLn to T ). To use bicompatibility with W denote by wσ ∈ W the
matrix wσ = [eσ(1), ..., eσ(n)] obtained by permuting the columns of the identity
matrix according to the permutation σ. For any matrix a = (aij) we have the
formulae (awσ)ij = aiσ(j), (wσa)σ(i)j = aij . Bicompatibility with W yields
(4.6) Φ(xwσ) = Φ(x)wσ and Φ(wσx) = wσΦ(x).
The first of these equalities yields (Φ(xwσ))ij = (Φ(x)wσ)ij . Now
(Φ(xwσ))ij = Φij(xwσ) = λij(xwσ)ij = λijx
p
iσ(j) ;
on the other hand
(Φ(x)wσ)ij = Φiσ(j)(x) = λiσ(j)x
p
iσ(j).
We conclude that λij = λiσ(j). Similarly, using the second of the equalities in 6.16
we get λij = λσ(i)j . This ends the proof. 
Remark 4.5. Proposition 4.4 fails if one removes the condition that the lift of Frobe-
nius extend to one on ĝln. Indeed assume n = 2 and consider u(x) ∈ R[x, det(x)−1 ]ˆ
defined by
u(x) =
x11x12x21x22
det(x)2
.
Note that u(sxt) = u(x) for all s, t ∈ T . Define the lift of Frobenius φGL2 on ĜL2
by φGL2(x) = (Φij(x)) where Φij(x) = u(x)·xpij . Then clearly φGL2 is bicompatible
with T and W .
For the rest of the paper we let φGLn,0 be the lift of Frobenius on ĜLn given by
φGLn,0(x) = x
(p).
Proposition 4.6. Let xτ = x on GLn. The following hold.
i) φGLn,0 is the unique lift of Frobenius that is H-horizontal and B-symmetric
with respect to φGLn,0.
ii) The arithmetic logarithmic derivative lδ : GLn → gln attached to φGLn,0 is
given by
lδa := δa · (a(p))−1.
42 ALEXANDRU BUIUM AND TAYLOR DUPUY
iii) The map { , } : GLn ×GLn → gln attached to φGLn,0 is given by
{a, b} = p−1(a(p) · b(p) · ((ab)(p))−1 − 1).
iv) If ǫ = 1 + pα then the equation lδ(u) = α is equivalent to either of the
following equations:
δu = α · u(p),
φ(u) = ǫ · u(p).
v) For all a, b ∈ GLn with either a or b in N we have
lδ(ab) = (φ(a) · lδ(b) · φ(a)−1) +δ lδ(a).
Proof. Uniqueness in i) follows from Corollary 3.18. ii), iii), iv) are a specializa-
tion of Proposition 4.1. v) follows from Lemma 3.12 
Remark 4.7. For a p-adically complete ring A we will need to use, in what follows,
various fractional powers of matrices with entries in the ring A. So we introduce
the following convention. Let U ∈ GLM (A) with U ≡ 1 = 1M mod p, and let ν ∈ Z
be an integer not divisible by p. Then let V = U−1p and set
(4.7) U1/ν := (1 + pV )1/ν :=
∞∑
m=0
(
1/ν
m
)
pmV m ∈ GLM (A).
We refer to the above U1/ν as the principal 1/ν-root of U . As a consequence we
get:
Corollary 4.8. Let G = GLn. Then, for any integer ν ∈ Z coprime to p, the map
Lδ(G)→ Lδ(G), b 7→ bν is bijective.
Proof. Injectivity follows from Corollary 3.20. Surjectivity follows from Remark
4.7. 
Remark 4.9. Let G ⊂ GLn be a smooth closed subgroup scheme and let φGLn be
a lift of Frobenius on O(GLn )ˆ = R[x, det(x)−1 ]ˆ such that G is δGLn-horizontal.
(Such a φGLn always exists due to the smoothness of G and Lemma 2.2.) Let φG
be the induced lift of Frobenius on O(G)ˆ . Then the embedding G ⊂ GLn induces
a closed embedding J1(G) ⊂ J1(GLn) and hence a closed embedding Lδ(G) ⊂
Lδ(GLn). Composing the latter with the natural identification Lδ(GLn) = gln we
get a natural embedding of groups Lδ(G) ⊂ gln where gln is viewed as a group with
respect to +δ. Note that the usual Lie algebra L(G) is also embedded as a subgroup
into L(GLn) = gln where this time gln is equipped with the usual addition + of
matrices; but note that, as subsets of gln we have Lδ(G) 6= L(G) in general! Indeed
it is trivial to check that if
G = Spec R[x, det(x)−1 ]ˆ /(f1(x), ..., fm(x))
and if
δ1fi(x
′) := p−1f
(φ)
i (1 + px
′)
where f
(φ)
i is obtained from fi by applying φ to the coefficients then
Lδ(G) = Spf R[x
′ ]ˆ /(δ1f1(x
′), ..., δ1fm(x
′))
hence the R-points of the latter are the zeroes in gln of the polynomials δ1fi(x
′).
On the other hand the Lie algebra L(G) is given by
L(G) = Spec R[x′]/(d1f1(x
′), ..., d1fm(x
′))
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where
d1fi(x
′) = “ǫ−1”fi(1 + ǫx
′).
So the set of R-points of L(G) is the zero locus in gln of the polynomials d1fi.
Cf. our discussion of examples in the next section. Going back to our discussion it
follows from horizontality that
lδ : G→ Lδ(G)
is the restriction of the map
lδ : GLn → Lδ(GLn) = gln.
Similarly the map
{ , }G : G×G→ Lδ(G)
is the restriction of the map
{ , }GLn : GLn ×GLn → Lδ(GLn) = gln.
In particular the formulas involving lδ and { , } in Proposition 4.1 continue to be
valid if one replaces G = GLn by G ⊂ GLn an arbitrary smooth closed subgroup
of GLn, provided G is δGLn-horizontal and provided we make the identifications
explained above.
Finally note that under the identifications above we have
Lrδ(GLn) = Spf R[x
(r) ]ˆ ,
Lrδ(G) = Spf R[x
(r) ]ˆ /(p−rf
(φr)
1 (1 + p
rx(r)), ..., p−rf (φ
r)
m (1 + p
rx(r))).
In particular the map exr : Lrδ(GLn)→ GLn, exr(a) = 1 + prφ−r(a), satisfies:
(4.8) (exr)−1(G) = Lrδ(G).
We are ready to give the
Proof of Proposition 3.25. For any α, β ∈ gln the right hand side of 1.2 is trivially
seen to be a restricted power series in φs(α) and φr(β). Hence assertion 3 in our
proposition follows for G = GLn. Also we have an induced δ-map
(4.9) [ , ]δ : L
r
δ(GLn)× Lsδ(GLn)→ Lr+sδ (GLn)
such that the following diagram of sets is commutative:
(4.10)
Lrδ(GLn)× Lsδ(GLn)
[ , ]δ−→ Lr+sδ (GLn)
exr × exs ↓ ↓ exr+s
GLn ×GLn [ , ]−→ GLn
By 4.8 the upper horizontal arrow in 4.10 sends Lrδ(G) × Lsδ(G) into Lr+sδ (G) so
the δ-map 4.9 induces a δ-map as in assertion 1 of the proposition. (Uniqueness
follows from the injectivity of the ex maps.) Assertion 2 of the proposition is clear
from the functoriality of Lrδ(G) and ex
r. Assertion 7 is a direct computation. Now
to prove assertions 3, 4, 5, 6 it is enough to prove them in the case G = GLn.
We already know assertion 3 holds in this case. Assertion 5 for G = GLn follows
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directly from assertion 7. Assertion 6 follows from assertions 3 and 7 because of
the usual Jacobi identity plus the following computation:
[[α, β]δ, γ]δ ≡ [[α(ps), β(pr)], γ]δ mod p
≡ [[α(ps), β(pr)](pt), γ(pr+s)] mod p
≡ [[α(ps+t), β(pr+t)], γ(pr+s)] mod p.
Assertion 4 can be checked in the same way. 
5. Outer involutions
In this section we consider outer involutions on GLn and prove our main results
about them. We start with the case of SLn; we will then continue by investigat-
ing the case of SOn and Spn (or more generally the groups SO(q) attached to
symmetric/antisymmetric matrices q; see below).
Example 5.1. (SLn). Consider the group scheme
SLn = Spec R[x]/(det(x)− 1).
Embed SLn as a closed subgroup scheme of GLn in the natural way and equip
ĜLn with the lift of Frobenius φGLn,0(x) = x
(p). Recall that T,N,W are the
torus of diagonal matrices in GLn, its normalizer in GLn, and the subgroup of the
permutation matrices in GLn. Let TSLn := T ∩ SLn and NSLn := N ∩ SLn. Then
TSLn is a maximal torus in SLn and NSLn is the normalizer of TSLn in SLn. The
groups TSLn andNSLn are smooth. Moreover the Weyl groupWSLn := NSLn/TSLn
is isomorphic to W (but the map W ∩ SLn →WSLn is not an isomorphism!) Also
recall that the group of characters Hom(T,Gm) of T has a Z-basis χ1, ..., χn where
χi(diag(d1, ..., dn)) = di.
The restrictions of χ1, ..., χn to TSLn , which will still be denoted by χ1, ..., χn,
generate the group of characters of TSLn and satisfy one relation χ1 + ...+ χn = 0
(where we use, as usual, the additive notation for characters). The roots of SLn
are
χi − χj , i 6= j.
The root subgroup Uχi−χj comes from an embedding of Ga over R into SLn and,
as an abstract group
Uχi−χj = {µEij}
where µ ∈ R and Eij is the matrix with 1s on the diagonal, 1 on position (i, j) and
0 everywhere else. The embedding Ga → SLn is given by µ 7→ µEij . Note that
Uχi−χj is φGLn,0-horizontal in GLn and the lift of Frobenius induced by φGLn,0 on
Ĝa = Spf R[z ]ˆ is given by z 7→ zp.
Finally recall from the Introduction that, in discussing SLn, we need to require
p 6 |n and we need to consider the e´tale cover π : G = GL′n → GLn defined in
1.23. On G we have the involution τ in 1.24 and hence the quadratic map H and
the bilinear map B attached to τ . Then π induces an isomorphism (G+)◦ ≃ SLn;
we call τ the canonical involution defining SLn. Of course, SLn is smooth over
R. Let us equip Ĝ with the unique lift of Frobenius φG,0 extending the lift of
Frobenius φGLn,0 on ĜLn. Consider a lift of Frobenius φGLn on ĜLn. We say
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that φGLn is H-horizontal (respectively B-symmetric) with respect to φGLn,0 if the
unique lift of Frobenius φG on Ĝ extending φGLn is H-horizontal (respectively B-
symmetric) with respect to φG,0. For any such φGLn the group SLn is easily seen
to be φGLn -horizontal so there is an induced lift of Frobenius φSLn on ŜLn.
In the next statement fractional powers are principal roots as in 4.7.
Proposition 5.2.
i) There is a unique lift of Frobenius φGLn on ĜLn that is H-horizontal and
B-symmetric with respect to φGLn,0. It is given by φGLn(x) = λ(x) · x(p) where
λ(x) ∈ R[x, det(x)−1 ]ˆ ,
λ(x) =
(
det(x(p))
(det(x))p
)−1/n
.
ii) φGLn is bicompatible with N .
iii) φGLn and φGLn,0 coincide on the set SLn ∩ φ−1GLn,0(SLn); in particular the
root subgroups Uχi−χj are φGLn-horizontal and the lifts of Frobenius induced by
φGLn on Ĝa = Spf R[z ]ˆ are given by z 7→ zp.
iv) The arithmetic logarithmic derivative lδ : GLn → gln attached to φGLn is
given by
lδa = δa · (λ(a) · a(p))−1 + λ(a)
−1 − 1
p
· 1n
and it satisfies
lδ(ab) = (φ(a) · lδ(b) · φ(a)−1) +δ lδ(a)
for all a, b ∈ GLn with either a or b in N .
v) The map { , } : GLn ×GLn → gln is given by
{a, b} = p−1
(
λ(a)λ(b)
λ(ab)
a(p)b(p)((ab)(p))−1 − 1n
)
.
vi) If ǫ = 1 + pα then the equation lδ(u) = α is equivalent to either of the
following equations:
δu =
(
λ(u) · α+ λ(u)−1p · 1n
)
· u(p),
φ(u) = ǫ · λ(u) · u(p).
vii) Let α ∈ Lδ(SLn), let φαGLn be the lift of Frobenius on ĜLn defined by
φαGLn(x) = ǫ · φGLn(x), ǫ = 1 + pα, and let δαGLn be the p-derivation on O(GLn)ˆ
associated to φαGLn. Let H∗ ∈ O(GLn)ˆ be defined as H∗(x) = det(x). Then
δαGLn(H∗) = 0.
Proof. We have
O(G) = R[x, det(x)−1, y]/(yn − det(x)2) = R[x, det(x)−1, t],
where t is the class of y. Denoting, as usual, by τ,H,B the ring maps induced by
the corresponding scheme maps, we have xτ = t−1x, tτ = t−1, B(x) = t1x−11 x2,
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H(x) = t · 1n. (Here t1, x1, x2 are t ⊗ 1, x ⊗ 1 and 1 ⊗ x respectively.) Now from
tn = det(x)2 we get
(5.1)
φG,0(t)
n = φG,0(det(x))
2
= det(x(p))2
= λ(x)−2n det(x)2p
= (λ(x)−2tp)n
where λ(x) is defined as in assertion i). Since φG,0(t) ≡ λ(x)−2tp mod p it follows
that
(5.2) φG,0(t) = λ(x)
−2tp.
Let now φGLn(x) = λ(x) · x(p). Then
(5.3)
φG(t)
n = φG(det(x))
2
= det(λ(x) · x(p))2
= λ(x)2n det(x(p))2
= (det(x))2p
= tnp.
Since φG(t) ≡ tp mod p it follows that φG(t) = tp. Consequently
H(φG,0(x)) = H(x(p)) = tp · 1.
On the other hand
φG(H(x)) = φG(t · 1) = tp · 1.
This proves the commutativity of 1.20. To check the commutativity of 1.21 note
that
(φG,0 × φG)(B(x)) = (φG,0 × φG)(t1 · x−11 · x2) = (λ(x)−2tp) · (x(p))−1 · (λ(x)x(p)),
(φG × φG,0)(B(x)) = (φG × φG,0)(t1 · x−11 · x2) = tp · (λ(x)x(p))−1 · x(p);
the right hand sides of the two equations above are, of course, equal. So the
existence part of assertion i) is proved. The uniqueness follows from Corollary 3.18.
To check assertion ii) note first that if a ∈ N then
λ(xa) =
(
det((xa)(p))
(det(xa))p
)−1/n
=
(
det(x(p)a(p))
det(x)p·det(a)p
)−1/n
=
(
det(x(p))·det(a)p
det(x)p·det(a)p
)−1/n
= λ(x).
Similarly λ(ax) = λ(x). Hence
φGLn(xa) = λ(xa) · (xa)(p) = λ(x) · x(p) · a(p) = φGLn(x) · a(p).
Similarly
φGLn(ax) = λ(ax) · (ax)(p) = λ(x) · a(p) · x(p) = a(p) · φGLn(x).
In particular φGLn(a) = λ(a) · a(p) = a(p) which is in N if a is in N . So N is
δGLn-horizontal and φGLn is bicompatible with N .
To check assertion iii) let g ∈ SLn ∩ φ−1GLn,0(SLn). So det(g) = 1 and
1 = det(φGLn,0(g)) = det(φ
−1(g(p))) = φ−1(det(g(p)))
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hence det(g(p)) = 1. So λ(g) = 1 and so
φGLn(g) = φ
−1(λ(g))φ−1(x(p)) = φ−1(λ(g))φGLn,0(g) = φGLn,0(g).
which ends the proof of the first assertion in iii). The second assertion in iii) follows
from Lemma 2.1.
Assertions iv), v), vi) follow from Proposition 4.1 and Lemma 3.12.
To check assertion vii) note that the equality δαGLn(det(x)) = 0, which is equiva-
lent to φαGLn(det(x)) = det(x)
p, follows from the following computation (where we
use det(ǫ) = 1):
φαGLn(det(x)) = det(φ
α
GLn
(x))
= det(λ(x) · ǫ · x(p))
= λ(x)n · det(ǫ) · det(x(p))
= det(x)p.

Example 5.3. (SO(q)). Let again G = GLn and consider the lift of Frobenius
φGLn,0(x) = x
(p) on Ĝ. Let xt be the transpose of x and let q ∈ GLn be either
symmetric or antisymmetric, i.e. qt = ±q. Then the formula xτ = q−1(xt)−1q de-
fines an involution on GLn. The associated quadratic map H, normalized quadratic
map Hq, bilinear map B, and normalized bilinear map Bq are
H(x) = q−1xtqx, Hq(x) = xtqx, B(x, y) = q−1xtqy, Bq(x, y) = xtqy.
Let SO(q) = (G+)◦ be the group defined by τ ; we refer to τ as the canonical
involution defining SO(q). The group SO(q) is trivially seen to be smooth over R.
Also G− = q−1G± where G± = {x;xt = ±x}; so G− is smooth (an open set of an
affine space). If T ⊂ GLn is the torus of diagonal matrices in GLn and N ⊂ GLn is
the normalizer of T in GLn we set TSO(q) := T ∩ SO(q) and NSO(q) := N ∩SO(q).
It is easy to see that TSO(q) and NSO(q) are smooth over R. Note that the δ-Lie
algebra Lδ(SO(q)) identifies with the set of matrices a ∈ gln satisfying
atφ(q) + φ(q)a+ patφ(q)a = 0.
On the other hand the Lie algebra L(SO(q)) identifies with the set of matrices
a ∈ gln satisfying
atq + qa = 0.
We say q (or SO(q)) is split if q is one of the matrices 1.22. If q is split then
qqt = 1, qt = ±q, q ∈ N , q(p) = q, φ(q) = q, δq = 0, and, for all b ∈ G,
(qb)(p) = qb(p) and (bq)(p) = b(p)q. We claim that G− is φGLn,0-horizontal; indeed,
since G− is smooth it is enough to check that if a ∈ G− then a(p) ∈ G− which is a
trivial exercise.
Let us assume, until further notice, that q is split. In this case SO(q) is denoted
by Sp2r, SO2r, SO2r+1 respectively. The groups TSO(q) are then the split maximal
tori:
TSp2r = {d ∈ T ; d = diag(d1, ..., dr, d−11 , ..., d−1r )}
TSO2r = {d ∈ T ; d = diag(d1, ..., dr, d−11 , ..., d−1r )}
TSO2r+1 = {d ∈ T ; d = diag(1, d1, ..., dr, d−11 , ..., d−1r )}.
One also has that NSO(q) is the normalizer of TSO(q) in SO(q); this follows from
the fact that if a ∈ SO(q) normalizes TSO(q) and d ∈ TSO(q) is a regular matrix
(i.e. has distinct mod p elements on the diagonal) then a−1da = wdw−1 for some
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w ∈ W hence aw is in the centralizer of d; by regularity of d we get aw ∈ T , hence
a ∈ N , hence a ∈ NSO(q).
Note now that NSO(q) contains all the matrices of the form
(5.4)
(
wr 0
0 wr
)
,
(
wr 0
0 wr
)
,
 1 0 00 wr 0
0 0 wr
 ,
respectively, where wr ∈ Wr is an arbitrary permutation matrix in GLr. The ma-
trices 5.4 modulo TSO(q) do not exhaust the Weyl group WSO(q) := NSO(q)/TSO(q).
A system of representatives of the Weyl group can be obtained by adding to the
matrices in 5.4 the matrices in the setW ′ which we describe below. Let e1, ..., en be
the columns of the identity matrix 1n. Then, for Sp2r, W
′ consists of all products
w′i1 ...w
′
is
where s ≥ 1 and
w′i := [e1, ..., ei−1, er+i, ei+1, ..., er+i−1,−ei, er+i+1, ...].
For SO2r, W
′ consists of all products w′i1 ...w
′
is
where s ≥ 2 is even and
w′i := [e1, ..., ei−1, er+i, ei+1, ..., er+i−1, ei, er+i+1, ...].
For SO2r+1, W
′ consists of all products w′i1 ...w
′
is where s ≥ 1 and
w′i := [−e1, e2, ..., ei, er+i+1, ei+2, ..., er+i, ei+1, er+i+2, ...].
(Cf. [12], section 2.5.1; the forms of the classical groups used in loc. cit. are
different from ours; however, in order to conclude our claims, the only information
needed from loc. cit. is the cardinality of the Weyl groups.) The bottom-line of
the above description of the Weyl groups is the following:
Lemma 5.4. Assume q is split. Then for any v ∈ NSO(q) we have v(p) ∈ NSO(q).
Proof. Indeed any element w′i in the description above can be written as w
′
i = rw
with r ∈ T , r2 = 1, w ∈ W . So
(w′i)
(p) = (rw)(p) = r(p)w(p) = rw = w′i.
Now if v ∈ NSO(q) then either v = tw or v = tw′i1 ...w′is with t ∈ TSO(q), w ∈ W ,
hence either
v(p) = t(p)w(p) = tpw = tp−1v ∈ NSO(q)
or
v(p) = t(p)(w′i1)
(p)...(w′is)
(p) = tpw′i1 ...w
′
is = t
p−1v ∈ NSO(q).

In what follows we review characters and roots of the split classical groups. The
groups of characters of TSp2r and TSO2r have bases χ1, ..., χr where
χi(diag(d1, ..., dr, d
−1
1 , ..., d
−1
r )) = di.
The group of characters of TSO2r+1 has basis χ1, ..., χr where
χi(diag(1, d1, ..., dr, d
−1
1 , ..., d
−1
r )) = di.
The roots of Sp2r are ±2χi, ±χi ± χj , i 6= j. The roots of SO2r are ±χi ± χj ,
i 6= j. The roots of SO2r+1 are ±χi, ±χi ± χj , i 6= j. Recall that if G is any of the
groups Sp2r, SO2r, SO2r+1 and if χ is a root of G then there is an attached root
subgroup Uχ of G over the algebraic closure K
a of the field of fractions K of R; it
is the unique subgroup isomorphic to Ga over Ka normalized by the corresponding
maximal torus on which this maximal torus acts via χ. In all these cases Uχ comes
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from an embedding of Ga into G over R and has the following explicit description
which we need to review. We consider r × r matrices as follows. For i = 1, ..., r let
Fii be the matrix with 1 on position (i, i) and 0 everywhere else. Let now i 6= j
between 1 and r. Let Eij be the matrix with 1s on the diagonal, 1 on position (i, j)
and 0 everywhere else. Let Fij = Eij + Eji and Gij = Eij − Eji. Finally let ei
be the columns of the identity matrix 1r. Then the groups Uχ are given as follows
(where µ ∈ R).
For Sp2r we have:
U2χi = {
(
1 µFii
0 1
)
}, U−2χi = U t2χi
Uχi−χj = {
(
1 + µEij 0
0 1− µEji
)
}
Uχi+χj = {
(
1 µFij
0 1
)
}, U−χi−χj = U tχi+χj
For SO2r we have:
Uχi+χj = {
(
1 µGij
0 1
)
}, U−χi−χj = U tχi+χj
Uχi−χj = {
(
1 + µEij 0
0 1− µEji
)
}
For SO2r+1 we have:
U±χi±χj = {
(
1 0
0 ⋆
)
}, where ⋆ is as for SO2r
Uχi = {
 1 µeti 00 1 0
−µei −µ
2
2 eie
t
i 1
}, U−χi = U tχi .
Remark that if G is Sp2r and χ is any root or if G is SO2r and χ is any root or
if G is SO2r+1 and χ 6= ±χi we have that Uχ is φGLn,0-horizontal. On the other
hand if G = SO2r+1 and χ = ±χi then Uχ is not φGLn,0-horizontal (because it
is not stable under the map u 7→ u(p)). For obvious reasons we shall refer to ±χi
as the short roots of SO2r+1. A root χ of a split SO(q) will be called abnormal if
SO(q) = SO2r+1 and χ is a short root of the latter.
Proposition 5.5. Assume q is split and consider the involution
xτ = q−1(xt)−1q
on G = GLn and the induced involution b 7→ bLδ(τ) on Lδ(G) = gln. Then the
following hold:
1) For all b ∈ Lδ(G) we have bLδ(τ) = −δ(q−1btq).
2) The multiplication map Lδ(G)
+ × Lδ(G)− → Lδ(G) is a bijection. (So any
element a ∈ Lδ(G) has a Cartan decomposition a = a+ +δ a− with respect to τ .)
Proof. To prove 1) note that if −τ is the map x 7→ x−τ then the action of Lδ(−τ)
on Lδ(G) = Spf R[x
′ ]ˆ is given by the following computation, where we use the
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fact that xt(p) = x(p)t, q ∈ N , and q(p) = q:
(x′)Lδ(−τ) = δ(x−τ )|x=1
= δ(q−1xtq)|x=1
= p−1(φ(q−1xtq)− (q−1xtq)(p))|x=1
= p−1(q−1(x(p) + px′)tq − q−1xt(p)q)
= q−1(x′)tq.
We conclude that
(x′)Lδ(τ) = −δ((x′)Lδ(−τ)) = −δ(q−1(x′)tq).
Then 1) follows because x′ are the coordinates used in the identification Lδ(G) =
gln.
Let us prove 2). We already know this map is injective; cf. Corollary 3.20. To
prove surjectivity let a ∈ Lδ(G) = gln and set A = 1 + pa. We claim first that
A = UV with U, V ∈ GLn, U τ = U , V τ = V −1. This is standard and analogous to
the argument for the existence of the “polar decomposition” [9], p. 14. Indeed if
we set V = (A−τA)1/2 (cf. Equation 4.7) and U = AV −1 then the series expression
of V shows that V τ = V −1; on the other hand U−τU = (V −τ )−1A−τAV −1 and
the latter equals 1 if and only if A−τA = V −τV . But V −τV = V 2 = A−τA so we
conclude that U−τU = 1 and our claim is proved. Going back to the proof of the
proposition set u = U−1p and v =
V−1
p . We get that 1+pa = (1+pu)(1+pv) hence
a = u+δ v. On the other hand, by part 1),
uLδ(−τ) = q−1utq = q−1
U t − 1
p
q =
U−τ − 1
p
=
U−1 − 1
p
= −δu.
Hence uLδ(τ) = u. Similarly vLδ(τ) = −δv which ends our proof. 
In the next statement (and its proof) fractional powers are, again, principal roots
as in 4.7. Also recall that we denote by GLcr the centralizer of q0 :=
(
0 1
−1 0
)
in GL2r.
Proposition 5.6. Assume qt = ±q and let xτ = q−1(xt)−1q be the canonical
involution on GLn defining SO(q). Then the following holds:
i) There exists a unique lift of Frobenius φGLn on ĜLn that is Hq-horizontal and
Bq-symmetric with respect to φGLn,0. It is given by φGLn(x) = x(p) · Λ(x), where
Λ(x) = (((x(p))tφ(q)x(p))−1(xtqx)(p))1/2.
If, in addition, n = 2r and qt = q ∈ GLcr; then GLcr is φGLn-horizontal.
Assume in what follows that q is split (so φGLn is also the unique lift of Frobenius
that is H-horizontal and B-symmetric with respect to φGLn,0). Then the following
hold:
ii) φGLn is right compatible with N and also left compatible (and hence bicom-
patible) with NSO(q).
iii) φGLn and φGLn,0 coincide on the set SO(q) ∩ φ−1GLn,0(SO(q)); in particular
if χ is not abnormal then the root subgroup Uχ is φGLn-horizontal and the lift of
Frobenius on Ĝa = Spf R[z ]ˆ induced by φGLn is given by z 7→ zp.
iv) If lδ : GLn → gln is the arithmetic logarithmic derivative attached to φGLn
then for all a ∈ NSO(q) and b ∈ GLn (alternatively for all a ∈ GLn and b ∈ N) we
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have
lδ(ab) = (φ(a) · lδ(b) · φ(a)−1) +δ lδ(a).
v) If lδ0 : GLn → gln is the arithmetic logarithmic derivative attached to φGLn,0
then for any a ∈ GLn we have
lδ(a) ∈ lδ0(a) +δ gl−n .
In particular if a ∈ SO(q) and lδ0(a) = (lδ0(a))+ +δ (lδ0(a))− is the Cartan de-
composition of lδ0(a) then we have
lδ(a) = (lδ0(a))
+.
vi) Let α ∈ Lδ(SO(q)), let φαGLn be the lift of Frobenius on O(GLn )ˆ defined by
φαGLn(x) = ǫ · φGLn(x), ǫ = 1 + pα, and let δαGLn be the p-derivation on O(GLn)ˆ
associated to φαGLn. Then φ
α
GLn
is H-horizontal with respect to φGLn,0; equivalently,
δαGLn(H) = 0.
Proof. Consider the matrices
(5.5) A := (x(p))t · φ(q) · x(p), B := (xtqx)(p).
Clearly At = ±A, Bt = ±B, according as qt = ±q. Note that A ≡ B mod p; set
C = p−1(B −A).
Define the matrix
(5.6) Λ = Λ(x) := (A−1B)1/2 := (1 + pA−1C)1/2 :=
∞∑
i=0
(
1/2
i
)
pi(A−1C)i.
Clearly Λ ≡ 1 mod p. Note that
(5.7) (AΛ)t = ±AΛ;
this follows because
(A(A−1C)i)t = ((CA−1)i−1C)t = ±C(A−1C)i−1 = ±A(A−1C)i.
Also note that
(5.8) ΛtAΛ = B;
this follows from the following computation:
ΛtAΛ =
(∑∞
i=0
(
1/2
i
)
pi(CA−1)i
)
A
(∑∞
j=0
(
1/2
j
)
pj(A−1C)i
)
= A+
∑∞
n=1 p
n(CA−1)n−1C
∑
i+j=n
(
1/2
i
)(
1/2
j
)
= A+ pC
= B.
Let us consider next the right action of SO(q) on R[x, det(x)−1 ]ˆ
F (x) • c := F (xc), F ∈ R[x, det(x)−1 ]ˆ , c ∈ SO(q),
and the left action of SO(q) on R[x, det(x)−1 ]ˆ
c • F (x) := F (cx), F ∈ R[x, det(x)−1 ]ˆ , c ∈ SO(q).
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Let u be in N and, in case q is split, let v be in NSO(q). Using Lemma 5.4 one
checks that:
(5.9) A • u = (u(p))tAu(p), v •A = A, B • u = (u(p))tBu(p), v •B = B,
and, if in addition q is split,
(5.10) A(u) = B(u).
Hence
(5.11) C • u = (u(p))tCu(p), v • C = C,
(5.12) Λ • u = (u(p))−1Λu(p), v • Λ = Λ,
and, if in addition q is split,
(5.13) C(u) = 0, Λ(u) = 1.
Let us prove i). To prove the existence part in i) define the lift of Frobenius
φGLn by φGLn(x) = Φ(x) = x
(p) · Λ(x). The commutativity of 1.20 for g = q is
equivalent to the condition
Φ(x)t · φ(q) · Φ(x) = (xtqx)(p),
which is, of course equivalent to equation 5.8. On the other hand the commutativity
of 1.21 is equivalent to
(x(p))t · φ(q) · Φ(x) = Φ(x)t · φ(q) · x(p),
which is equivalent to equality 5.7. This ends the proof of the existence part.
The uniqueness part in i) follows from Corollary 3.18.
The statement about GLcr follows from the fact that, if q0qq
−1
0 = q then φGL2r
sends any R-point of GLcr into a point of GL
c
r, as can be seen directly by using
the formula in i) and the fact that conjugation by q0 commutes with the maps
GL2r → GL2r given by u 7→ u(p), u 7→ ut, u 7→ u−1, and u 7→ φ(u).
To check ii) we check first that N is φGLn-horizontal. For this it is enough to
show that φGLn(u) ∈ N if u ∈ N ; but this follows from the fact that Λ(u) = 1 in
5.12.
In order to check right compatibility of φGLn with N and left compatibility of
φGLn with NSO(q) it is sufficient to notice that, by 5.12, we get
φGLn(xu) = φGLn(x) • u
= (x(p)Λ) • u
= (xu)(p)(Λ • u)
= (x(p)u(p))((u(p))−1Λu(p))
= x(p)Λu(p)
= φGLn(x) · φN (u)
and
φGLn(vx) = v • φGLn(x)
= v • (x(p)Λ)
= (vx)(p)(v • Λ)
= v(p)x(p)Λ
= φNSO(q) (v) · φGLn(x).
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To check assertion iii) let g ∈ SO(q) ∩ φ−1GLn,0(SO(q)). Then gtqg = q hence
B(g) = q(p) = q; and also φGLn,0(g)
tqφGLn,0(g) = q, hence
q = φ(q) = φ(φGLn,0(g)
tqφGLn,0(g)) = (g
(p))tφ(q)g(p) = (g(p))tqg(p),
so A(g) = q. Hence C(g) = 0, hence Λ(g) = 1, and hence
φGLn(g) = φ
−1(x(p))φ−1(Λ(g)) = φGLn,0(g).
This ends the proof of the first assertion in iii). The second assertion in iii) follows
from Lemma 2.1.
Assertion iv) follows from Lemma 3.12.
Assertion v) follows from Lemma 3.19 plus the fact that if a ∈ SO(q) then
lδ(a) ∈ Lδ(SO(q)) ⊂ gl+n .
To check assertion vi) note that, by the proof of assertion i), and since q is split,
we have
(5.14) q−1Φ(x)tqΦ(x) = (q−1xtqx)(p).
We conclude by the following computation (where we use ǫ ∈ SO(q)):
φαGLn(q
−1xtqx) = q−1(φαGLn(x))
tqφαGLn(x)
= q−1(ǫΦ(x))tqǫΦ(x)
= q−1Φ(x)tǫtqǫΦ(x)
= q−1Φ(x)tqΦ(x)
= q−1(xtqx)(p)
= (q−1xtqx)(p).

Remark 5.7. In contrast with assertion 3 in Proposition 5.6 above if χ is an ab-
normal root (i.e. SO(q) = SO2r+1 and χ = ±χi) then one can check (by direct
computation involving the explicit formula for φGLn in the above proof) that Uχ is
not φGLn -horizontal.
Remark 5.8. Here are some computations for the case n = 2.
1) The closed subgroup schemes SL2 and Sp2 of GL2 coincide. This by itself
does not directly imply that the lifts of Frobenius φGL2 on ĜL2 attached to SL2
and Sp2 in Propositions 5.2 and 5.6 coincide. Nevertheless a trivial computation
shows that these lifts of Frobenius do indeed coincide. In other words, for
q =
(
0 1
−1 0
)
,
we have
x(p)(((x(p))tqx(p))−1(xtqx)(p))1/2 =
(
det(x(p))
(det(x))p
)−1/2
x(p).
2) Let
x =
(
a b
c d
)
, q =
(
0 1
1 0
)
.
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Then the lift of Frobenius φGL2 on ĜL2 attached to SO2 in Proposition 5.6 is given
by
φGL2(x) =
(
ap bp
cp dp
)(
u v
w u
)1/2
where
u = (a
pdp+bpcp)(ad+bc)p−2p+1apbpcpdp
(apdp−bpcp)2 ,
v = bpdp · 2p(apdp+bpcp)−2(ad+bc)p(apdp−bpcp)2 ,
w = apcp · 2p(apdp+bpcp)−2(ad+bc)p(apdp−bpcp)2 .
3) Consider an arbitrary q ∈ GL2(R) with qt = q, write
q =
(
α β
β γ
)
where α, β, γ ∈ R, and consider the lift of Frobenius φGLn(x) = x(p)Λ(x) in asser-
tion i) of Proposition 5.6. We would like to “compute” Λ(1). First note that we
have
Λ(1) =
(
1 +
p
αpγp − β2p V
)−1/2
, V :=
 γpδα− βpδβ γpδβ − βpδγ
αpδβ − βpδα αpδγ − βpδβ
 .
Set
{α, β}δ := αpδβ − βpδα,
{α, β, γ}δ := 12 (αpδγ − 2βpδβ + γpδα),
D := {α, γ}2δ − 4{α, β}δ{β, γ}δ.
Assume D 6≡ 0 mod p. Then the eigenvalues λ1, λ2 of V are in R and are non-
congruent modulo p; they are given by
λ1,2 = {α, β, γ}δ ±
√
D
2
.
Let ui be an eigenvector of V with coefficients in R for the eigenvalue λi; dividing
ui by appropriate powers of p we may assume ui 6≡ 0 mod p. Since λ1, λ2 are
non-congruent modulo p it follows that the reductions mod p of u1, u2 are linearly
independent; in other words the 2 × 2 matrix U = (u1u2) is in GL2(R) and in
particular, V = U
(
λ1 0
0 λ2
)
U−1. We conclude that
(5.15) Λ(1) = U
(
ϕ
1/2
1 0
0 ϕ
1/2
2
)
U−1, ϕi := (1 +
pλi
αpγp − β2p )
−1,
where the fractional powers are principal roots.
Note that if we assume α, β, γ are algebraic over Q then the coefficients of V
are also algebraic over Q and hence so are λ1, λ2. Then one can arrange U to have
coefficients algebraic over Q and, hence, Λ(1) has coefficients algebraic over Q.
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Let us assume, on the other hand, that α, β, γ ∈ Zp, denote by
(
p
)
: Z×p → {±1}
the Legendre symbol, and assume that
(
D
p
)
= 1. Then λ1, λ2 ∈ Zp and, in
particular, if ǫi ∈ Zp are any elements satisfying ϕi = ǫp−1i , then
ϕ
1/2
i =
(
ǫi
p
)
· ǫ(p−1)/2i .
As a special case of the above discussion let us assume that α, β ∈ Z(p), γ = α,
α 6≡ ±β mod p, and {α, β}δ 6≡ 0 mod p. Then one can take, in 5.15,
ϕ1 =
αp − βp
α− β , ϕ2 =
αp + βp
α+ β
, U =
(
1 1
−1 1
)
.
4) Assume q = 1 ∈ GL2(R) is the identity matrix and let φGLc1 be the lift of
Frobenius on
O(ĜLc1) = R[a, b,
1
a2 + b2
]ˆ
induced by the lift of Frobenius φGL2 on ĜL2 attached to q; here, as usual, we set
x =
(
a b
c d
)
and we view O(GLc1) = R[a, b, c, d, det(x)−1]/(a−d, b+c). A trivial
computation gives
(5.16) φGLc1
(
a b
−b a
)
=
(
U(a, b) V (a, b)
−V (a, b) U(a, b)
)
,
(5.17) U(a, b) = apK(a, b), V (a, b) = bpK(a, b),
(5.18) K(a, b) :=
(
(a2 + b2)p
a2p + b2p
)1/2
.
The latter computation can be used to prove the following proposition that
settles assertion 3 in Threorem 1.1. In this proposition we let
c : GLcr = Spec R[a, b, det(x)
−1]→ GLr = Spec R[v, det(v)−1]
be the R-homomorphism given by v → xc := a+√−1 · b, where x =
(
a b
−b a
)
.
Proposition 5.9. Let φGLcr be the lift of Frobenius on ĜL
c
r attached to q = 12r ∈
GL2r(R). Then there is no lift of Frobenius φGLr on ĜLr such that φGLcr is c-
horizontal with respect to φGLr .
Proof. We first prove our proposition in case r = 1.
In this case O(GLc1) = R[a, b, 1a2+b2 ] and O(GL1) = R[v, v−1], where a, b, v are
3 variables. Assume there is a lift of Frobenius φGL1 such that φGLc1 is c-horizontal
with respect to φGL1 and seek a contradiction. Set φGL1(v) = F (v) ∈ R[v, v−1 ]ˆ .
Then the horizontality condition gives (with notation as in 5.16),
F (a+
√−1 · b) = U(a, b) + ǫ · √−1 · V (a, b)
where φ(
√−1) = ǫ · √−1, ǫ = ±1. Taking ∂∂a and ∂∂b in the previous equality we
get
∂F
∂v
(a+
√−1 · b) = ∂U
∂a
+ ǫ · √−1 · ∂V
∂a
,
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∂F
∂v
(a+
√−1 · b)×√−1 = ∂U
∂b
+ ǫ · √−1 · ∂V
∂b
,
hence
(5.19)
∂U
∂a
= ǫ · ∂V
∂b
,
∂V
∂a
= −ǫ · ∂U
∂b
.
Now by 5.17, 5.18, one trivially gets:
(5.20)
∂U
∂a
= pap−1K − pap+1b2K−1L, ∂V
∂b
= pbp−1K + pbp+1a2K−1L,
L :=
(a2 + b2)p−1(a2p−2 − b2p−2)
(a2p + b2p)2
.
Taking the image of 5.19 via the map
R[a, b,
1
a2 + b2
]ˆ → R[b, b−1]ˆ , a 7→ 0,
one gets, by 5.20, that pbp−1 = 0 in R[b, b−1]ˆ , a contradiction. This ends the proof
of the case r = 1 of our proposition.
Assume now that r ≥ 2 and assume there is a lift of Frobenius φGLr such that
φGLcr is c-horizontal with respect to φGLr ; again, we seek a contradiction. Consider
the commutative diagram
GLc1
i−→ GLcr
c1 ↓ ↓ cr
GL1
j−→ GLr
where c1, cr are the natural projections and
j(z) = z · 1r, i
(
a b
−b a
)
=
(
a · 1r b · 1r
−b · 1r a · 1r
)
.
Let φGLc1 be the lift of Frobenius on ĜL
c
1 induced by the Chern connection attached
to 1 ∈ GL2r. Note that i is horizontal with respect to φGLc1 and φGLcr ; this follows
directly from the formula in assertion i) of Proposition 5.6, giving φGLcr , and from
the fact that the group i(GLc1) is invariant under the operations x 7→ x(p), x 7→ xt,
and (1 + py) 7→ (1 + py)1/2. Since φGLcr sends i(GLc1) into itself and since c1
is surjective it follows that φGLr sends j(GL1) into itself so it induces a lift of
Frobenius φGL1 on ĜL1. Clearly φGLc1 is then c1-horizontal with respect to φGL1 ,
contradicting the case r = 1 of the proposition. This ends the proof of the case
r ≥ 2 of the proposition. 
Remark 5.10. The lift of Frobenius φGLn in assertion i) of Proposition 5.6 depends,
of course, on q; we would like to discuss, in this remark, the nature of this depen-
dence. Let G± be the locus of all q ∈ G = GLn such that qt = ±q and for each
q ∈ G± let σq : Ĝ→ J1(G) be the section of J1(G) → Ĝ corresponding to the lift
of Frobenius φGLn attached to q in assertion i) of Proposition 5.6. Then by the
formula in assertion i) of Proposition 5.6 the map of sets
G± ×G→ J1(G), (q, a) 7→ σq(a)
is a δ-map of order 1 and actually comes from a morphism of p-formal schemes
(5.21) J1(G±)× Ĝ→ J1(G).
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Explicitly, if y is a matrix of indeterminates, and we view
G± = Spec R[y]/(y
t ∓ y),
then the map 5.21 is given by the map of R[x, det(x)−1 ]ˆ -algebras
R[x, x′, det(x)−1 ]ˆ → R[x, y, y′, det(x)−1 ]ˆ /(yt ∓ y, (y′)t ∓ y′)
sending
x′ 7→ 1
p
x(p){{(x(p)t(y(p) + py′)x(p))−1(xtyx)(p)}1/2 − 1}.
6. Inner automorphisms
In this section we consider inner automorphisms of GLn and prove our main
results about them. Throughout this section we continue to consider the lift of
Frobenius φGLn,0(x) = x
(p) on ĜLn.
Let us start by considering an inner involution xτ = q−1xq, q ∈ T ⊂ GLn
with q2 = 1, and let H(x) = q−1x−1qx and B(x, y) = q−1x−1qy be the attached
quadratic and bilinear maps. (Recall that T is the maximal torus of diagonal
matrices.) For such an involution the groupG+ can be identified with the centralizer
of q and the corresponding factor G+\G can be identified with the conjugacy class
of q. One can ask if, in analogy with the case of outer involutions (Theorem 1.5),
there exists a lift of Frobenius φGLn on ĜLn that is H-horizontal and B-symmetric
with respect to φGLn,0. In the trivial case q = ±1 the answer is yes (and then the
necessarily unique φGLn equals φGLn,0 itself). But, except for this case, the answer
is no; cf. the next proposition.
Proposition 6.1. Assume q ∈ T ⊂ GLn, q2 = 1, q 6= ±1. Consider the involution
xτ = q−1xq on GLn, H(x) = q−1x−1qx, and the lift of Frobenius φGLn,0(x) = x(p)
on ĜLn. Then there is no lift of Frobenius φGLn on ĜLn that is H-horizontal with
respect to φGLn,0.
Proof. Let A and B be defined by
(6.1) A = (x(p))−1qx(p), B = (x−1qx)(p).
Assume φGLn(x) = x
(p) · Λ(x) is a lift of Frobenius on ĜLn that is H-horizontal
with respect to φGLn,0 and seek a contradiction. By H-horizontality we get
q−1Φ(x)−1qΦ(x) = (q−1x−1qx)(p),
hence Λ−1AΛ = B. Taking determinants we get
(6.2) det(B) = det(q).
In order to get a contradiction it is enough to show that 6.2 fails for some value of
x. In order to check the latter we may assume
q =
(
q′ 0
0 q′′
)
, q′ ∈ GLn−2, q′′ =
(
1 0
0 −1
)
.
Let us assume 6.2 holds for all matrices x of the form
x =
 1n−2 0 00 a b
0 c d
 ∈ GLn(R)
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and seek a contradiction. Then 6.2 yields the equality
(ad+ bc)2p − 22papbpcpdp = (ad− bc)2p
valid for all a, b, c, d ∈ R with ad− bc ∈ R×. Since R/pR is algebraically closed the
above equality is valid as an equality between polynomials in 4 variables a, b, c, d.
Picking out the coefficients of a2p−1d2p−1bc we get a contradiction. 
Remark 6.2. The above proposition shows that inner automorphisms xτ = q−1xq
to not fit into the paradigm of Theorem 1.5. The next proposition shows that
such inner automorphisms are, on the other hand, naturally compatible with C-
horizontality; cf. Definition 3.23.
So let, in what follows, D∗(x) ∈ R[x] be the discriminant of the characteristic
polynomial det(s · 1 − x) ∈ R[x][s] and let GL∗n ⊂ GLn be the open subset where
D∗(x) is invertible, i.e.
GL∗n = Spec R[x, det(x)
−1, D∗(x)−1].
So GL∗n is the locus of regular matrices. Then T
∗ = T ∩ GL∗n is the locus of
regular diagonal matrices. If T = Spec R[t, det(t)−1], with t = diag(t1, ..., tn) then
det(t) = t1...tn and
T ∗ = Spec R[t, det(t), D(t)−1], D(t) =
∏
i<j
(ti − tj)2.
Consider the morphism
(6.3) C : T ∗ ×GLn → GL∗n, C(d, a) = a−1da.
It is defined by the map
R[x, det(x)−1, D∗(x)−1]→ R[t, det(t)−1, D∗(t)−1, x, det(x)−1], x 7→ x−1tx.
Note that, under this map, det(x) 7→ det(t), D∗(x) 7→ D∗(t). Also consider, as
usual, the lift of Frobenius φGLn,0(x) = x
(p) on ĜLn. Recall that φG,0 = φGLn,0
is called C-compatible with a lift of Frobenius φG∗ = φGL∗n on Ĝ∗ = ĜL∗n if the
diagram 1.31 is commutative. Then we will prove:
Proposition 6.3. There exists a unique lift of Frobenius φGL∗n on ĜL
∗
n such that
φGLn,0 is C-horizontal with respect to φGL∗n .
By Proposition 6.3 and Lemma 3.24 one trivially gets:
Proposition 6.4. Let q ∈ T be regular (i.e. q ∈ T ∗) with q(p) = q, let τ be the
automorphism of GLn defined by x
τ = q−1xq, and let H(x) = q−1x−1qx. Consider
the lift of Frobenius φGLn,0(x) = x
(p) on ĜLn. Then there exists a lift of Frobenius
φGLn on ĜLn such that φGLn,0 is H-horizontal with respect to φGLn.
To prove Proposition 6.3 we need some preliminaries. In the discussion below
we will identify k-varieties (k = R/pR) with their sets of k-points. Furthermore we
let GLn,k, Tk, Nk be the corresponding algebraic groups over k. Note that N acts
on the left on T ∗ ×GLn by the rule
(6.4) n · (d, a) = (ndn−1, na), n ∈ N, d ∈ T ∗, a ∈ GLn.
In particular Nk acts on
O(T ∗k ×GLn,k) = k[t, det(t)−1, D∗(t)−1, x, det(x)−1].
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Lemma 6.5. The ring of Nk-invariant elements in O(T ∗k ×GLn,k) is given by
k[t, det(t)−1, D∗(t)−1, x, det(x)−1]Nk = k[x−1tx, det(t)−1, D∗(t)−1].
Proof. The variety GLn,k is a Zariski locally trivial principal homogeneous space
for Tk over the affine variety Uk obtained from (P
n−1
k )
n by removing the zero locus
of the determinant. (Here the elements of Pn−1k correspond to the rows of our
matrices.) Then the variety Xk := T
∗
k ×GLn,k is a Zariski locally trivial principal
homogeneous space over Yk := T
∗
k × Uk. We have that Tk acts on Xk via its left
action on GLn,k, Yk is set theoretically the quotient Yk = Tk\Xk, and O(X)Tk =
O(Yk). Consider further the quotient Zk =Wk\Yk of Yk by the finite permutation
group Wk acting via the action induced by that of Nk; so O(Zk) = O(Yk)Wk , cf.
[17], p. 48. Hence Zk = Nk\Xk as sets and O(Zk) = O(Xk)Nk . Set Vk = GL∗n,k.
The morphism Ck : Xk → Vk induced by C is surjective and its set-theoretic fibers
coincide with the orbits of the Nk-action on Xk. Since the entries of the matrix
x−1tx are Nk-invariant it follows that the map Ck factors as
Ck : Xk α−→ Yk β−→ Zk γ−→ Vk
and γ is a bijection.
Claim 1. The scheme theoretic fiber of Ck through any point of the form (d, 1) ∈
Xk is smooth at (d, 1).
Indeed the tangent space at 1 of the above scheme theoretic fiber identifies with
the linear space of all pairs (a1, d1) of n× n matrices with entries in k such that
(1 + ǫa1)
−1(d+ ǫd1)(1 + ǫa1) = d,
where ǫ2 = 0; the above condition reads da1 − a1d + d1 = 0 which implies that
d1 = 0 and a1 is diagonal; so the dimension of this linear space is n, equal to the
dimension of the fiber of Ck through (d, 1). This ends the proof of Claim 1.
Claim 2. γ is birational.
Indeed assume γ is not birational. Then all the scheme theoretic fibers of γ are
non-reduced. Hence all scheme theoretic fibers of Ck above points in a Zariski open
set of Vk must be non-reduced. But this contradicts Claim 1 and ends the proof of
Claim 2.
By Claim 2 and Zariski’s Main Theorem it follows that γ is an isomorphism. So
O(Vk) = O(Xk)Nk and we are done. 
Proof of Proposition 6.3. Uniqueness is clear because the map
O(GL∗n )ˆ → O(T ∗ ×GLn)ˆ
induced by C is injective. Let’s prove the existence part. Let φGL∗n be any lift of
Frobenius on ĜL∗n, φGL∗n(x) = x
(p)Λ(x) where Λ is an n× n matrix with entries in
R[x, det(x)−1, D∗(x)−1 ]ˆ , Λ ≡ 1 mod p. Set
A(t, x) = (x(p))−1t(p)x(p), B(t, x) = (x−1tx)(p) ∈ O(T ∗ ×GLn).
The condition that φGL∗n is C-horizontal with respect to φGLn,0 translates into the
equality
(6.5) Λ(x−1tx) = B(t, x)−1A(t, x)
in the ring R[t, det(t)−1, D∗(t)−1, x, det(x)−1 ]ˆ . Note that A(t, x) and B(t, x) are
N -invariant for the action 6.4. We shall construct a sequence of matrices Λν(x) with
entries in R[x, det(x)−1, D∗(x)−1 ]ˆ , with Λ0 = 1, satisfying the following properties:
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1) Λν+1(x) ≡ Λν(x) mod pν+1 for ν ≥ 0;
2) Λν(x
−1tx) ≡ B(t, x)−1A(t, x) mod pν+1 for n ≥ 0.
This will end the proof by taking
(6.6) Λ(x) = limΛν(x).
To construct Λν we proceed by induction. Assume Λν has been constructed for
some ν ≥ 0. Write
Λν(x
−1tx) = B(t, x)−1A(t, x) + pν+1C(t, x).
Then C(t, x) isN -invariant. By Lemma 6.5 there exists F ∈ R[x, det(x)−1, D∗(x)−1]
such that
C(x) ≡ F (x−1qx) mod p.
Setting Λν+1 = Λν(x) − pν+1F (x) one immediately checks that
Λν+1(x
−1qx) ≡ B(x)−1A(x) mod pν+2
which ends our construction and hence the proof of the proposition. 
In contrast with the situation for regular matrices described in Proposition 6.4,
we have the following results for non-regular matrices:
Proposition 6.6. Let q ∈ T with q(p) = q, let τ be the automorphism of GLn
defined by xτ = q−1xq, and let H(x) = q−1x−1qx. Consider the lift of Frobenius
φGLn,0(x) = x
(p) on ĜLn. Assume q is not regular (i.e. q 6∈ T ∗) and not scalar.
Then there exists no lift of Frobenius φGLn on ĜLn such that φGLn,0 is H-horizontal
with respect to φGLn .
Proof. Let φGLn be any lift of Frobenius on ĜLn, φGLn(x) = x
(p)Λ(x) and set
A(x) = (x(p))−1qx(p), B(x) = (x−1qx)(p).
The condition that φGLn,0 is H-horizontal with respect to φGLn means by definition
that the following diagram is commutative:
ĜLn
φGLn,0−→ ĜLn
H ↓ ↓ H
ĜLn
φGLn−→ ĜLn
Hence this condition translates into the following equality:
(6.7) Λ(q−1x−1qx) = B(x)−1A(x).
Let q ∈ T be not regular and not scalar, with q(p) = q. Let us assume 6.7 and seek
a contradiction. We may assume
q = diag(q1 · 1r1 , ..., qs · 1rs)
with q1, ..., qs distinct and s ≥ 2, r1 ≥ 2. It is enough then to obtain a contradiction
in the case n = 3, r1 = 2, r2 = 1. Let H ⊂ GL3 be the group of matrices of the
form
(
a b
c d
)
with a ∈ GL2; hence q ∈ T ∩H and the centralizer of q in GL3 is
H . Note that B(hx) = B(x) and Λ(q−1(hx)−1q(hx)) = Λ(q−1x−1qx) for all h ∈ H .
From 6.7 it follows that A(hx) = A(x) for h ∈ H , hence
(6.8) ((hx)(p))−1q(hx)(p) = (x(p))−1qx(p), h ∈ H.
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This implies that (hx)(p)(x(p))−1 is in the centralizer of q and hence
(6.9) (hx)(p)(x(p))−1 =
(
w11 0
0 w22
)
with wij functions of x, w11 a 2× 2 matrix. Write
h =
(
h11 0
0 h22
)
, x =
(
x11 x12
x21 x22
)
,
with h11, x11 2× 2 matrices. Then 6.9 yields:
((h11x11)
(p))−1(h11x12)
(p) = (x
(p)
11 )
−1x
(p)
12
for any h11 ∈ GL2. Let x112, x212 be column vectors of indeterminates and let x∗12
be the 2 × 2 matrix with columns x112, x212. Also let y11 be a 2 × 2 matrix of
indeterminates. Then we get
((y11x11)
(p))−1(y11x
∗
12)
(p) = (x
(p)
11 )
−1(x∗12)
(p)
Setting x∗12 = y
−1
11 and x11 = 1 we get
((x∗12)
−1)(p))−1 = (x∗12)
(p),
which is easily seen to be a contradiction. 
By Proposition 6.6 and (the proof of) Proposition 6.3 we will get the following:
Proposition 6.7. Assume n ≥ 3. Then the lift of Frobenius φGL∗n on ĜL∗n in
Proposition 6.3 does not extend to a lift of Frobenius on ĜLn.
Proof. Assume the lift of Frobenius φGL∗n on ĜL
∗
n extends to a lift of Frobe-
nius φGLn on ĜLn and seek a contradiction. We get that the matrix Λ(x) in
6.6 has coefficients in R[x, det(x)−1 ]ˆ . Hence the equation 6.5 holds in the ring
R[t, det(t)−1, x, det(x)−1 ]ˆ because the map
R[t, det(t)−1, x, det(x)−1 ]ˆ → R[t, det(t)−1, D∗(t)−1, x, det(x)−1 ]ˆ
is injective. Now pick any q ∈ T with q(p) = q which is not regular and not scalar;
this is possible because n ≥ 3. Let τ be the automorphism of GLn defined by
xτ = q−1xq. Setting t = q in equality 6.5 we get an equality
Λ(x−1qx) = B(q, x)−1A(q, x)
in the ring R[x, det(x)−1 ]ˆ . But this is immediately seen to imply that the lift of
Frobenius φGLn on ĜLn defined by φGLn(x) = x
(p)Λ(qx) has the property that
φGLn,0 is H-horizontal with respect to φGLn . This, however, contradicts Proposi-
tion 6.6, which ends our proof. 
We examine now the interaction between lifts of Frobenius and the map
P : GLn → An = Spec R[z1, ..., zn]
with coordinates P1, ...,Pn ∈ R[x] given by the formula 1.32; so
P1(x) = tr(x), ...,P(x) = det(x).
Recall from the Introduction that we are considering the lift of Frobenius φAn,0
on Ân defined by φAn,0(zi) = z
p
i and we say that a lift of Frobenius φG∗∗ on an
open set Ĝ∗∗ of Ĝ = ĜLn is P-horizontal with respect to φAn,0 if the diagram
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1.34 in the Introduction is commutative. On the other hand we will say that φG∗∗
is a T -deformation of φG,0(x) = x
(p) if there is a commutative diagram 1.35; cf.
the Introduction. If G∗∗ is invariant under conjugation by N we say φG∗∗ is C-
compatible with N if the diagram 1.36 in the Introduction is commutative.
Proposition 6.8.
1) There exists an open set G∗∗ of G = GLn and a lift of Frobenius φG∗∗ on
Ĝ∗∗ such that G∗∗ is invariant under conjugation by N , G∗∗ ∩ T = T ∗, φG∗∗ is
P-horizontal with respect to φAn,0, and φG∗∗ is a T -deformation of φG,0.
2) For any G∗∗ as above, φG∗∗ is unique with the above properties and is C-
compatible with N .
3) For any matrix α(x) with coefficients in O(G∗∗ )ˆ the lift of Frobenius φ(α)G∗∗
on Ĝ∗∗ defined by
φ
(α)
G∗∗(x) = ǫ(x) · φG∗∗(x) · ǫ(x)−1, ǫ(x) := 1 + pα(x)
is P-horizontal with respect to φAn,0. So if δ(α)G∗∗ is the p-derivation on O(G∗∗ )ˆ
attached to φ
(α)
G∗∗ then
δ
(α)
G∗∗Pi = 0, i = 1, ..., n.
Proof. Consider the action of N on R[xdet(x)−1 ]ˆ by conjugation, n ⋆ x =
nxn−1, n ∈ N . Let e1, ..., en be the columns of the n × n identity matrix, i.e.,
1n = [e1, ..., en], and let
1n,j = [e1, ..., ej−1, 0, ej+1, ..., en],
det(s · 1n,j − x) =
n−1∑
i=0
(−1)iPij(x)sn−i ∈ R[x][s],
D∗∗(x) := det(Pij(x)) ∈ R[x].
Clearly
(6.10) d ⋆ Pij(x) = Pij(x), d ⋆ D∗∗(x) = D∗∗(x)
for d ∈ T . One also easily checks that
(6.11) wσ ⋆ Pij(x) = Piσ−1(j)(x), wσ ⋆ D∗∗(x) = ±D∗∗(x),
for all wσ = [eσ(1), ..., eσ(n)] ∈W . Define G∗∗ as the locus in G where D∗∗ is invert-
ible; so G∗∗ is invariant under conjugation by N . Note that if µ = diag(µ1, ..., µn) ∈
T then D∗∗(µ) ∈ R× if and only if the polynomials∏
i6=1
(s− µi), ...,
∏
i6=n
(s− µi)
are linearly independent mod p which holds if and only if µ1, ..., µn are distinct
mod p; this shows that G∗∗ ∩ T = T ∗. Let φG∗∗ be a lift of Frobenius on
Ĝ∗∗, φG∗∗(x) = x
(p)Λ(x), where Λ(x) is a matrix ≡ 1 mod p with coefficients in
R[x, det(x)−1, D∗∗(x)−1 ]ˆ . The commutativity of 1.34 is equivalent to the equalities
(6.12) Pi(x(p)Λ(x)) = Pi(x)p
for all i = 1, ..., n, hence to the equality
V (x, s) :=
n∑
i=0
(−1)iPi(x)psn−i =
n∑
i=0
(−1)iPi(x(p)Λ(x))sn−i,
ARITHMETIC LIE THEORY 63
hence to the equality
V (x, sp) =
n∑
i=0
(−1)iPi(x(p)Λ(x))sp(n−i).
Note that, by 6.12, if φG∗∗ is P-horizontal with respect to φAn,0, then for any
matrix α(x) with coefficients in O(G∗∗ )ˆ the lift of Frobenius φ(α)G∗∗ in the statement
of the proposition is P-horizontal with respect to φAn,0. Note also that φG∗∗ is a
T -deformation of φG,0 if and only if Λ(x) is a diagonal matrix. Finally one easily
checks that φG∗∗ is C-compatible with N if and only if d ⋆ Λ(x) = Λ(x) for d ∈ T
and w ⋆ Λ(x) = wΛ(x)w−1 for w ∈ W . In what follows we prove the existence of
a diagonal matrix Λ(x) as above. The uniqueness part of the proposition is proved
via a similar argument. To prove the existence of Λ(x) it is enough to construct a
sequence Λν(x) of diagonal matrices satisfying the following properties:
1) det(sp · 1n − x(p)Λ(x)) ≡ V (x, sp) mod pν+1, ν ≥ 0.
2) Λν+1(x) ≡ Λν(x) mod pν+1, ν ≥ 0.
3) d ⋆ Λν(x) = Λν(x) for d ∈ T .
4) w ⋆ Λν(x) = wΛν(x)w
−1 for w ∈ W .
We take Λ0(x) = 1. Assume now Λν(x) was constructed and seek Λν+1(x) of
the form Λν(x)− pν+1Z(x) where Z(x) is a diagonal matrix. Write
A = sp · 1n − x(p)Λν(x) = (aij),
det(A) = V (x, sp) + pν+1U(x, sp),
U(x, s) =
∑n−1
i=0 Ui(x)s
i,
Z = diag(z1, ..., zn),
B = x(p)Z(x) = (bij) = (zjx
p
ij).
Since n ⋆ V (x, s) = V (x, s) and n ⋆ A = A for n ∈ N it follows that
(6.13) n ⋆ Ui(x) = Ui(x)
for all i and n ∈ N . Then
det(sp · 1n − x(p)Λν+1(x)) = det
 a11 + pν+1b11 a12 + pν+1b12 ∗a21 + pν+1b21 a22 + pν+1b22 ∗
∗ ∗ ∗

which is ≡ mod pν+1 to
det(A) + pν+1W (x, sp)
where
W (x, sp) = det
 b11 a12 ∗b21 a22 ∗
∗ ∗ ∗
+ det
 b11 a12 ∗b21 a22 ∗
∗ ∗ ∗
+ ...
So, for property 2), it is enough to find Z(x) such that
(6.14) U(x, sp) +W (x, sp) ≡ 0 mod p.
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On the other hand we have A ≡ s · 1n − x(p) mod p so W (x, sp) is ≡ mod p to
−z1 det
 −x11 −x12 ∗−x21 s− x22 ∗
∗ ∗ ∗
p − z2 det
 s− x11 −x12 ∗−x21 −x22 ∗
∗ ∗ ∗
p − ...
Now 6.14 is satisfied if the following system can be solved:
(6.15)
n∑
j=1
Pij(x)pzj = (−1)iUi(x), i = 0, ..., n− 1.
This system has determinant ≡ D∗∗(x)p mod p so it has a (unique) solution
(z1, ..., zn) in the ring R[x,D
∗∗(x)−1 ]ˆ . By Cramer’s rule and 6.10, 6.13, we have
that d ⋆ zj = zj for all j and d ∈ T . On the other hand by applying wσ to 6.15 we
get
n∑
j=1
Piσ−1(j)(x)p(wσ ⋆ zj) = (−1)iUi(x)
hence wσ ⋆ zj = zσ−1(j), hence wσ ⋆ Z = wσZw
−1
σ , hence
wσ ⋆ Λν+1(x) = wσΛν+1(x)w
−1
σ .
This ends our construction and hence ends our proof. 
Remark 6.9. By assertion 3 in Proposition 6.8 and Lemma 2.4 it follows that Pi
are prime integrals for the system of arithmetic differential equations
δxij −∆∗∗(α)ij (x),
where ∆
∗∗(α)
ij (x) = δG∗∗(xij); i.e., if ∆
∗∗(α) = (∆
∗∗(α)
ij ) then for any solution u ∈ G∗∗
of the equation
(6.16) δu = ∆∗∗(α)(u)
we have δ(Pi(u)) = 0 for all i. On the other hand we claim that Equation 6.16 is
equivalent to
(6.17) lδu = −δ(u ⋆δ α(u)) +δ α(u),
where lδ : G∗∗ → gln is defined by
lδu :=
1
p
(φ(u)Φ∗∗(u)−1 − 1, Φ∗∗(x) := φG∗∗(x).
(This makes assertion 3 in our Proposition 6.8 an analogue of the corresponding
claim about the usual differential Equation 1.59.) To check the claim note that
Equation 6.17 is equivalent to
1 + plδu = (1 + pφ(u)α(u)φ(u)−1)−1(1 + pα(u))
hence with
Φ∗∗(u) = (1 + pα(u))−1φ(u)(1 + pα(u)) = ǫ(u)−1φ(u)ǫ(u),
hence with Equation 6.16, and our claim is proved.
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