Existing moving object's trajectory prediction algorithms suffer from the data sparsity problem, which affects the accuracy of the trajectory prediction. Aiming to the problem, we present an Entropy-based Sparse Trajectories Prediction method enhanced by Matrix Factorization (ESTP-MF). Firstly, we do trajectory synthesis based on trajectory entropy and put synthesized trajectories into the trajectory space. It can resolve the sparse problem of trajectory data and make the new trajectory space more reliable. Secondly, under the new trajectory space, we introduce matrix factorization into Markov models to improve the sparse trajectory prediction. It uses matrix factorization to infer transition probabilities of the missing regions in terms of corresponding existing elements in the transition probability matrix. It aims to further solve the problem of data sparsity. Experiments with a real trajectory dataset show that ESTP-MF generally improves prediction accuracy by as much as 6% and 4% compared to the SubSyn algorithm and STP-EE algorithm respectively.
Introduction
With the widespread use of Global Positioning System (GPS) and Smart Mobile Device, we are increasingly benefiting from locations based services. In recent years, the research of trajectory prediction has become a hot spot topic [1] . Some studies based on probabilistic models, such as Markov models [2] , pattern mining models [3] and prediction framework based on spatio-temporal patterns in collective mobility trajectories [4] , [5] have been proposed to continuously predict the next place of individuals' mobility. As these prediction methods estimate users' future locations using a sequence of history locations visited by the users in the past, these methods suffer from the data sparsity problem: the original trajectory space contains many irregular trajectories and varied trajectories which make no historical trajectory match the query trajectory. Previous studies of Zheng [6] - [8] have shown that synthesized trajectories can address the data sparsity problem effectively. The historical trajectories are decomposed into sub-trajectories that comprise two adjacent locations, and then the sub-trajectories are connected into synthesized trajectories. However, the prediction accuracy would be reduced because of some abnormal trajectories which influence the reliability of synthesized trajectories in the trajectory space. Aiming to this problem, we have proposed sparse trajectory prediction method based on entropy estimation (STP-EE) [9] . Different from the above related works [5] , [7] , it uses trajectory entropy estimation to evaluate trajectory's regularity and chooses trajectories with lower entropy values to reduce the number of abnormal trajectories. However, this method has a drawback. Due to the sparsity of the original trajectory and the loss of some trajectories during the entropy estimation trajectory process, the transition probability matrix is sparse when combined with the Markov model to make prediction. We illustrate the problem using the example shown in Fig. 1 . In this example, the data consists of 4 trajectories. Since the transition from region x 1 , x 5 and x 6 are not observed in trajectories, the transition probabilities from region x 1 , x 5 and x 6 are the missing elements. Therefore, there still exists the data sparsity problem in trajectories prediction, which affects the accuracy of the prediction. A recent study has shown that matrix factorization can infer unknown elements and make item recommendation more effective [10] . In order to solve the above data sparsity problem, we propose an entropy-based sparse trajectories prediction method enhanced by matrix factorization (ESTP-MF). On the basis of STP-EE, ESTP-MF introduces matrix factorization into Markov models to improve the sparse trajectory prediction. It adopts matrix factorization to infer transition probabilities of the missing regions from corresponding existing elements in the transition probability matrix.
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Sparse Trajectory Prediction
Step 1 is to serialize the trajectories. The trajectory region is divided into a two-dimensional plane grid. Then, the original trajectories are mapped to the grid graph so that each trajectory can be represented as a grid sequence. In step 2, the L-Z entropy estimator is used to calculate the entropy value of each grid sequence to evaluate the trajectory regularity. In step 3 the trajectory with a comparatively low entropy value is selected and segmented into several sub-trajectories. Then, we can obtain the new trajectory space (step 5) that was synthesized by these sub-trajectories (step 4).
Step 6 is to construct the Markov prediction model. Then we compute the total transition probability matrix in step 7. In step 8 we use matrix factorization to decompose the sparse transition probability matrix. Finally, the prediction destination of a target query trajectory is computed by the matrix of transition probabilities in step 9.
Sparse Trajectory Prediction Based on Entropy Estimation
In this section, we briefly introduce our previous research which uses entropy estimation to filter the irregular trajectories [9] . An original trajectory is a sequence of 3-dimensional points with locations and timestamp.
(1) where t i , lon i , lat i denote the ith point's time, longitude and latitude, k denotes the number of trajectory points. Then we divide the geospatial space into an n × n grid graph. A trajectory can be represented as a sequence of nodes according to the sequence of locations of the trajectory. Formally,
where x i is the grid identifier, and q denotes the length of the trajectory. Due to some irregular trajectories in the original trajectory space, we implement the L-Z entropy estimation [9] to evaluate the regularity of the trajectory. The L-Z entropy can be computed by Eq. (3):
where q is the number of grid cells of trajectory tra and i is defined as the length of the shortest sub-trajectory starting at position i that did not occur in the trajectory tra = {(
previously. It converges to the actual entropy when q approaches the infinity. We compute the entropy e i of each trajectory tra i in the trajectory space, then the trajectory space can be obtained and the trajectories are sorted by entropy value {(tra i
we divide them into sub-trajectories by these cross-nodes. Then the following is to compute the sub-trajectories' entropy by L-Z entropy estimation. The sub-trajectories are sorted by the sequence of nodes of the trajectory that is going to be synthesized. We keep the subtrajectories that have lower entropy values if there is overlapping among them (those sub-trajectories of the trajectory that is going to be synthesized). Finally, the remainder subtrajectories with lower entropy values are synthesized.
Entropy-Based Sparse Trajectories Prediction Enhanced by Matrix Factorization
The above process of STP-EE has increased the reliability of the trajectory space. On the basis of STP-EE, ESTP-MF combines matrix factorization with Markov models to further solve the problem of the sparse transition probability matrix. We construct the Markov prediction model to compute the transition probability of the user trajectory. A Markov model is constructed by associating a state to each grid x i in the n × n grid graph. Let T = {t 1 , t 2 , ···, t i , ···, t h } be a set of predefined timeslots in a day. The transition probability denoted by p j ik means that a user from x i during timeslot t j will move to a destination grid x k during timeslot t j+1 . The transition probability is computed as Eq. (4):
where x * is the tag of any location at t j+1 .
As the transition probability matrix is very sparse, we employ the matrix factorization method to infer transition probabilities of the missing regions. Matrix factorization factorizes a large matrix into low-rank matrices to approximate its missing elements from a small amount of data. It approximates a matrix C ∈ R M×M as Eq. (5):
whereĈ is the approximation of C, A ∈ R M×K and B ∈ R M×K are low-rank matrices (feature matrix), K is generally much smaller than M. Let c n,i ∈ R be the (n, i) − th element of C, andĉ n,i be the approximation of c n,i . a n ∈ R K be the n-th row of A and b n ∈ R K be the n-th row of B. The approximationĉ n,i is computed by a n and b i as Eq. (6):
a n and b i are feature vectors, a n,k ∈ R and b i,k ∈ R are model parameters. By low-rank approximations, each element is influenced by similar feature vectors, and unobserved elements can be estimated from a small amount of training data. Then we apply a transition count matrix to the matrix C, and compute the model parameters in matrix factorization. We set Θ * be the model parameters:
We compute the model parameters by the update formulas which are written as follows:
where D *
(λ is a regularization parameter) and M = n 2 is the number of grids (n × n grid graph). We iterate this update procedure until the values a i,k and b j,k converge. We compute {ĉ n,i |i, j ∈ [M]} from Θ * using (6) and (7). It will produce a lot of non-neighbor transition counts after the process of factorization, like from x 1 to x n , we will delete this part of the data. Finally, we compute the transition probability matrix by normalizing counts to probabilities. Let probability vectors λ t j represent distributions of visit probabilities of grids during timeslot t j . We represent the initial probability distribution of ESTP-MF by the joint distribution of λ t j given by λ t j = {λ
x n }. The visit probability denoted by λ t j x i of a grid x i ∈ X, is a numerical estimate of the likelihood that users will visit grid x i during t j ∈ T . The value of visit probability is computed as Eq. (10):
where 0 ≤ λ
is a visit probability of grid x i in terms of two component probabilities, P(t j |x i ) is a conditional probability that x i is visited occurred during
Given an initial probability distribution and the matrix of transition probabilities, the prediction destination of a target query trajectory is calculated using Eq. (11):
Experiments and Analysis
In order to validate the performance of ESTP-MF proposed in this paper, we conduct an extensive experimental study.
We use a real-world large scale taxi trajectory dataset from the T-drive project in our experiments [11] .
Experimental Set-Up
The T-drive dataset contains a total of 580,000 taxi trajectories in the city of Beijing, 15 million GPS data points from February 2, 2008 to February 8, 2008 . The total distance of the trajectories is over 9 million kilometers. We use a uniform grid partitioning strategy to divide the Beijing area (about 65km × 65km) into n × n regions. We select 80% trajectories in the dataset as a training dataset and the remainder 20% trajectories for testing.
Evaluation on the Method
To evaluate the performance of our method, we compare ESTP-MF with two destination prediction approaches: subtrajectory synthesis (SubSyn) [6] and STP-EE [9] under different grid granularity n ranging from 20 to 70. The performance is measured by prediction accuracy, the standard deviation of the prediction accuracy and coverage. The Prediction Accuracy (PA) is computed as the ratio between the number of correctly predicted trajectories and the total number of trajectories. The coverage counts the number of query trajectories for which some destinations are provided. We use this property to demonstrate the difference in robustness among different methods. Figure 3 shows the prediction accuracy of three methods in different grid granularity n. The prediction accuracies of these methods have a little rise with the increase of grid granularity. The prediction accuracy of ESTP-MF is about 6% higher than that of the SubSyn algorithm and 4% higher than that of STP-EE. As shown in Fig. 4 , we can find that the standard deviation of the prediction accuracy of ESTP-MF is the smallest and stable in different grid granularity n. Figure 5 shows the coverage versus the percentage of trip completed. When trip completed percentage increases towards 90%, the coverage of three methods keeps stable. They can constantly response almost 100% of query trajectories and can handle long trajectories when the length of a query trajectory grows.
In summary, it can be concluded that the coverage of ESTP-MF remains unchanged, while the prediction accuracy of ESTP-MF is higher and more stable compared with those of SubSyn and STP-EE.
Conclusion
In this paper, we have proposed the ESTP-MF to do trajectory prediction. Firstly, ESTP-MF uses an entropy estimator to compute a trajectory's entropy and provides trajectory synthesis based on trajectory entropy. Secondly, it resorts to matrix factorization to enhance sparse trajectory prediction. Experiments based on the real dataset have shown that ESTP-MF has improved the prediction accuracy compared with the SubSyn and STP-EE. It is better to add the time dimension to the transition matrix as traffic flow is changed at every hour. We will combine tensor factorization and other data sources related to trajectory data to predict sparse trajectories.
