This paper reports turbulent boundary layer measurements made over open-cell reticulated foams with varying pore size and thickness, but constant porosity ( ≈ 0.97). The foams were flush-mounted into a cutout on a flat plate. A Laser Doppler Velocimeter (LDV) was used to measure mean streamwise velocity and turbulence intensity immediately upstream of the porous section, and at multiple measurement stations along the porous substrate. The friction Reynolds number upstream of the porous section was Re τ ≈ 1690. For all but the thickest foam tested, the internal boundary layer was fully developed by < 10δ downstream from the porous transition, where δ is the boundary layer thickness. Fully developed mean velocity profiles showed the presence of a substantial slip velocity at the porous interface (> 30% of the free stream velocity) and a mean velocity deficit relative to the canonical smooth-wall profile further from the wall. While the magnitude of the mean velocity deficit increased with average pore size, the slip velocity remained approximately constant. Fits to the mean velocity profile suggest that the logarithmic region is shifted relative to a smooth wall, and that this shift increases with pore size until it becomes comparable to substrate thickness h. For all foams, the turbulence intensity was found to be elevated further into the boundary layer to y/δ ≈ 0.2. An outer peak in intensity was also evident for the largest pore sizes. Velocity spectra indicate that this outer peak is associated with large-scale structures resembling Kelvin-Helmholtz vortices that have streamwise length scale 2δ − 4δ. Skewness profiles suggest that these large-scale structures may have an amplitude-modulating effect on the interfacial turbulence.
Introduction
Turbulent flows of scientific and engineering interest are often bounded by walls that are not smooth, solid, or uniform. Manufacturing techniques, operational requirements and natural evolution often lead to non-uniform, rough, and porous boundaries. Examples include flows over heat exchangers, forest canopies, bird feathers and river beds (e.g., Finnigan 2000; Jimenez 2004; Ghisalberti 2009; Favier et al. 2009; Manes et al. 2011; Jaworski & Peake 2013; Chandesris et al. 2013; Kim et al. 2016) . Porous boundaries also enable active flow control through suction and blowing for use in drag reduction and delaying transition from laminar to turbulent flow (e.g., Parikh 2011) .
Despite the potential applications, relatively little is known about the relationship between turbulent flows and porous substrates. For example, it is unclear how established features of smooth-wall flows, such as the self-sustaining near-wall cycle, the logarithmic region in the mean profile, the larger-scale structures found further from the wall, and the interaction between the inner and outer regions of the flow (e.g. the amplitude modulation phenomenon; Marusic et al. 2010) are modified over porous surfaces. As a result, there are few models that can predict how a porous substrate of known geometry will influence the mean flow field and turbulent statistics. A key limitation is that few experimental and numerical datasets exist for turbulent flows over porous media. Further, most previous experimental datasets (motivated primarily by flows over packed sediment beds or canopies) include limited near-wall measurements, while previous numerical simulations have been restricted to relatively low Reynolds numbers. In addition, almost all previous studies on turbulent flow over porous substrates have employed relatively thick media, such that flow penetration into the substrate depends only on pore size or permeability (see e.g., Manes et al. 2011) . However, in many natural and engineered systems, the porous substrate can be of finite thickness and bounded by a solid boundary. Examples include feathers or fur in natural locomotion (Itoh et al. 2006; Jaworski & Peake 2013) , and heat exchangers employing metal foams (Mahjoob & Vafai 2008) . In such systems, substrate thickness can also have an important influence on flow development and the eventual equilibrium state. At the limit where porous medium thickness becomes comparable to pore size, the substrate can essentially be considered a rough wall. The transition from this rough-wall limit to more typical porous medium behaviour is not fully understood. The experimental study described in this paper seeks to address some of the limitations described above.
Previous studies
Previous numerical efforts investigating the effect of porous boundaries include the early direct numerical simulations (DNS) performed by Jimenez et al. (2001) , which employed an effective admittance coefficient linking the wall-pressure and wall-normal velocity to model the porous wall. More recent DNS efforts have either employed the volume-averaged Navier-Stokes equations, where the porous substrate is modeled as a resistive medium (Breugem et al. 2006) , or explicitly modeled the porous medium as an array of cubes (Chandesris et al. 2013) .
In particular, the results of Breugem et al. (2006) showed important deviations from turbulent channel flow over smooth walls. The mean velocity was significantly reduced across much of the channel for the cases with high porosity ( = 0.8 and 0.95) and this was accompanied by a skin friction coefficient increase of up to 30%. The presence of the porous substrate also led to substantial changes in flow structure. Large spanwise rollers with streamwise length scale comparable to the channel height were observed at the porous interface. Given the presence of an inflection point in the mean velocity profile near the porous interface, Breugem et al. (2006) attributed the emergence of these large-scale structures to a Kelvin-Helmholtz type of instability mechanism (see also Jimenez et al. 2001; Chandesris et al. 2013) . In addition, the near-wall cycle comprising streaks and streamwise vortices, a staple of smooth wall turbulent boundary layers, was substantially weakened over the porous substrate. This weakening was linked to a reduction in the so-called wall-blocking effect and enhanced turbulent transport across the interface. Breugem et al. (2006) also found that the root mean square (rms) of the wall-normal velocity fluctuations did not exhibit outer layer similarity and suggested two potential causes for this (i) more vigorous sweeps and ejections due to the absence of an impermeable wall and (ii) insufficient scale separation between the channel half-height and the penetration distance into the porous substrate. Chandesris et al. (2013) noted broadly similar trends in their DNS, which also considered thermal transport. Rosti et al. (2015) performed DNS studies of turbulent channel flow at Re τ = 180 using a VANS formulation that allowed for the porosity and permeability to be decoupled. These simulations showed that even relatively low wall permeabilities led to substantial modification of the turbulent flow in the open channel. Further, despite a substantial variation in the porosities tested ( = 0.3 − 0.9), the flow was found to be much more sensitive to permeability. Motlagh & Taghizadeh (2016) performed a VANS Large Eddy Simulation (LES) of channel flow over porous substrates with = 0, 0.8 and 0.95 at bulk Reynolds number 5500. Based on proper orthogonal decomposition (POD) of the flow field, they showed that large-scale features prevalent in smooth-walled flows were still present but beginning to break down for the lower porosity case. Consistent with the results of Breugem et al. (2006) , for the higher porosity case, these structures were replaced by spanwise-elongated counter-rotating vortices.
Recently, Kuwata & Suga (2016) and Kuwata & Suga (2017) have performed LatticeBoltzman simulations over rough walls, staggered arrays of cubes, as well as anisotropic porous media. In particular, Kuwata & Suga (2017) considered a model system in which the streamwise, spanwise, and wall-normal permeabilities could be altered individually. These simulations showed that the streamwise permeability is instrumental in preventing the high-and low-speed streaks associated with the near-wall cycle. The simulations also indicated that, unlike the streamwise and spanwise permeabilities, the wall-normal permeability does not significantly enhance turbulence intensities.
Similar to turbulent flows over smooth and rough walls, previous studies suggest that a logarithmic region in the mean profile U (y) can also be expected in turbulent flows over porous media. This logarithmic region is often parametrized as:
where κ and B are the von Karman and additive constants, y is the wall-normal distance from the porous interface, y d is the shift of the logarithmic layer (or zero-plane displacement height), k 0 is the equivalent roughness height, and ∆U + is the roughness function (Jimenez 2004) . A superscript + indicates quantities normalized by the friction velocity u τ and the kinematic viscosity ν. Fits to the mean velocity profiles obtained in DNS by Breugem et al. (2006) suggest that the von Karman constant decreases from κ ≈ 0.4 for the smooth wall case to κ = 0.23 for the most porous substrate. However, further tests were recommended at higher Reynolds number to confirm this effect.
Experimental efforts in this realm have considered flows over beds of packed spheres, perforated sheets, foams, as well as seal fur (e.g., Ruff & Gelhar 1972; Zagni & Smith 1976; Kong & Schetz 1982; Itoh et al. 2006; Suga et al. 2010; Manes et al. 2011; Kim et al. 2016) . Interestingly, the seal fur experiments show a reduction in skin friction though the exact mechanism behind this remains to be understood (Itoh et al. 2006) . Kong & Schetz (1982) investigated the effect of small scale roughness over smooth, rough, and porous surfaces on turbulent boundary layers over bluff bodies. The porous boundaries consisted of perforated sheets and mesh screens. These experiments showed that the turbulent Reynolds stresses increased near the interface, as did the skin friction. However, it is difficult to separate roughness effects from permeability effects for these experiments. The mean velocity profile was shifted by ∆U + ≈ 3 − 4, which was similar to the shift obtained over an impermeable rough wall of similar geometry. Suga et al. (2010) studied laminar and turbulent channel flow over foamed ceramics with porosity ≈ 0.8 and varying pore sizes via Particle Image Velocimetry (PIV). These experiments were carried out at relatively low Reynolds numbers (bulk Reynolds number Re b 10, 200). The measurements indicated that the transition to turbulence occurs at lower Reynolds number over the porous media. Further, turbulence intensities were generally enhanced over the porous medium, and the displacement and roughness heights in the modified logarithmic law were found to increase with increasing pore size and permeability. Detert et al. (2010) also used PIV to study the flow over packed spheres and gravel from the river Rhine in an open channel flow with friction Reynolds numbers Re δ = 1.88 − 14.7 × 10 3 . At the relatively low porosities tested ( = 0.26 − 0.33), the flow exhibited many of the large-scale structures observed in turbulent boundary layers over smooth walls, including hairpin vortex packages. The observed flow patterns were also found to be relatively insensitive to Reynolds number. Manes et al. (2011) made open channel turbulent flow measurements over very porous ( > 0.96) polyurethane foam mattresses with 10-60 pores per inch (ppi) at Reynolds number Re τ > 2000 using an LDV. In contrast to Breugem et al. (2006) , the results obtained by Manes et al. (2011) supported the outer layer similarity hypothesis. This suggests that the lack of outer-layer similarity in the DNS carried out by Breugem et al. (2006) resulted from insufficient scale separation between the inner and outer layers of the flow, which is analogous to the breakdown of outer-layer similarity in shallow boundary layers over rough walls (Jimenez 2004) . Further, Manes et al. (2011) reported a reduction in the streamwise fluctuation intensity near the wall and an increase in the intensity of wall-normal fluctuations, which they attributed to reduced wall blocking. For the logarithmic region in the mean profile, a fitting procedure similar to the one employed by Breugem et al. (2006) and Suga et al. (2010) yielded κ ≈ 0.3 over the porous media and an equivalent roughness height k 0 that generally increased with increasing pore size. However, the mean profiles did not exhibit a clear logarithmic region over the 10 ppi foam. Since the flow is expected to penetrate further into the foam as pore size increases, Manes et al. (2011) suggested that a lack of scale separation between the penetration distance and the water depth may have influenced the results.
Finally, note that there are substantial similarities in turbulent flows over porous media and vegetation or urban canopies (e.g., Finnigan 2000; Poggi et al. 2004; White & Nepf 2007) . For example, large-scale structures resembling Kelvin-Helmholtz vortices play an essential role in dictating mass and momentum transport at the interface (see e.g., Finnigan 2000) and a shifted log law of the form shown in equation (1.1) provides a reasonable fit for the velocity profile above the canopy. In a comparative study of obstructed shear flows, Ghisalberti (2009) suggested that an inflection point exists in the mean profile if the distance to which the flow penetrates into the porous medium or canopy is much smaller than the height of the medium. This penetration distance is expected to scale as √ k for porous substrates (e.g., Battiato 2012), where k is the permeability, and (C D a) −1 for canopies where, C D is a drag coefficient and a is the frontal area per unit volume of the canopy. For densely packed or tall substrates where an inflection point is observed, the interfacial dynamics are dominated by structures resembling Kelvin-Helmholtz vortices. In such cases, the slip velocity at the interface depends primarily on the friction velocity, with little dependence on substrate geometry. Further, the interfacial turbulence also tends to be more isotropic, such that intensity of the wall-normal velocity fluctuations is comparable to the intensity of the streamwise fluctuations.
Contribution and outline
The present study builds on the experiments pursued by Manes et al. (2011) to provide further insight into the near-wall flow physics over high-porosity surfaces. An LDV was used to measure streamwise velocity profiles over commercially-available foams with systematically varying pore sizes and thicknesses at moderately high Reynolds number. For reference, the friction Reynolds number over the smooth wall upstream of the porous section was Re τ = u τ δ/ν ≈ 1690, where δ is the 99% boundary layer thickness. The velocity profiles include measurements very close to the porous interface (corresponding to 2-3 viscous units over the smooth wall). Unfortunately, wall-normal velocities were not measured due to instrumentation limitations.
Morphologically, the foams tested in this study are similar to those considered by Manes et al. (2011) . However, one important distinction is the thickness of the foam layer, h. In an effort to isolate the effects of pore size, s, and permeability, k, Manes et al. (2011) considered very thick porous media with h √ k and h s. The scale separation is more limited in the present study, with h/s ≈ 4.3 − 44 and h/ √ k ≈ 36 − 160. As a result, porous layer thickness does influence the flow for foams with the largest pore sizes and permeabilities. In other words, the present study provides insight into the transition between conditions in which the shear flow penetrates across the entire porous domain and conditions in which the shear layer only reaches a small distance into the porous medium. In a sense, this is analogous to the transition between sparse and dense canopy behaviour observed in vegetated shear flows (Luhar et al. 2008; Ghisalberti 2009 ).
In recent years, the amplitude modulation phenomenon observed in smooth-and roughwalled turbulent flows has led to a promising class of predictive models (e.g., Mathis et al. 2009; Marusic et al. 2010; Mathis et al. 2013; Pathikonda & Christensen 2017) . Specifically, it has been observed that the so-called very-large-scale motions (VLSMs) prevalent in the logarithmic region of the flow at high Reynolds number (Smits et al. 2011 ) have a modulating influence on the intensity of the near-wall turbulence. Further, it has been shown that there is an intrinsic link between this phenomenon and the skewness of the streamwise velocity fluctuations (Mathis et al. 2011; Duvvuri & McKeon 2015) . Therefore, by considering the skewness of the streamwise velocity, we also evaluate whether such interactions between the inner and outer region persist in turbulent flows over porous media that may be dominated by a different class of large-scale structure, i.e. Kelvin-Helmholtz vortices.
The remainder of this paper is structured as follows: §2 describes the experiments, providing details on the flow facility, porous substrates, and diagnostic techniques; §3.1 shows results on flow development over the porous foams; §3.2 illustrates the effect of pore size on mean turbulence statistics; §3.3 explores the effect of substrate thickness; §3.4 presents velocity spectra over all the different foams tested; §4 tests whether a shifted logarithmic region exists over the porous surfaces, evaluates the relative effect of pore size and substrate thickness, and also considers how porous substrates may affect the amplitude modulation phenomenon. Conclusions are presented in §5.
Experimental methods

Flow facility and flat plate apparatus
All experiments were conducted in the USC water channel, a free-surface, recirculating facility with glass along both sidewalls and at the bottom to allow for unrestricted optical access. The water channel has a test section of length 762 cm, width 89 cm, and height 61 cm, and is capable of generating free-stream velocities up to 70 cm/s with background turbulence levels < 1% at a water depth of 48 cm. The temperature for all experiments was 23 ± 0.5
• C for which the kinematic viscosity is ν = 0.93 × 10 −2 cm 2 /s. Figure 1 provides a schematic of the experimental setup in the wall normal-spanwise (top) and streamwise-wall normal (bottom) planes. A 240 cm long flat plate was suspended from precision rails at a height H = 30 cm above the test section bottom. To avoid free-surface effects, measurements were made below the flat plate. The nominal freestream velocity was set at U e = 58 cm/s for all the experiments. The confinement between the flat plate and bottom of the channel naturally led to a slightly favorable pressure , where h = 12.7 mm is the baseline substrate thickness, and x = 0 is defined as the smooth-porous wall transition. The smooth wall reference measurements were made at a location x/h = −21.5. Note that the wall-normal coordinate is y.
gradient and slight free stream velocity increase along the plate ( 3%), however the non-dimensional acceleration parameter, Λ = ν U 2 e dUe dx was on the order of 10 −7 suggesting any pressure gradient effects are likely to be mild (Patel 1965; De Graaff & Eaton 2000; Schultz & Flack 2007) . A cutout of length 89 cm and width 60 cm was located 130 cm downstream of the leading edge. Smooth and porous surfaces were substituted into the cutout, flush with the smooth plate around it. The porous test specimens, described in further detail below, were bonded to a solid Garolite TM sheet to provide a rigid structure and prevent bleed through. The setup was designed to accommodate porous substrates of thicknesses h = 6.35, 12.7 and 25.4 mm. Care was taken to minimize gaps and ensure a smooth transition from solid to porous substrate. Velocity profiles were measured over the smooth section upstream of the cutout and at four additional locations over the porous walls. The flow was tripped by a wire of 0.5 mm diameter located 15 cm downstream of the leading edge.
Velocity measurement
Measurements of streamwise velocity, u, were made at the channel centerline using a Laser Doppler Velocimeter (LDV, MSE Inc.) with a 50 cm standoff distance and a measurement volume of 300µm by 150µm by 1000µ m (x by y by z). The LDV was mounted on a precision traverse capable of 16 µm resolution. Polyamide seeding particles (PSP) with an average size of 5 µm were used to seed the flow. While the large standoff distance enabled measurements at the channel centerline, it also limited data rates to 50 Hz in the free-stream and less than 1 Hz at the stations closest to the wall. A minimum of 800 data points in the regions with lowest velocity and 4000-25000 data points in regions of higher velocity were collected to ensure fully converged statistics. In all cases, a preliminary coarse velocity profile was measured to determine the boundary layer thickness and the approximate location of the wall. This preliminary profile was used to generate a finer logarithmically-spaced vertical grid for the actual measurements. The nominal smooth-wall location (y = 0) was identified as the position where the data rate dropped to zero. For all the profiles, the vertical grid resolution was reduced to 30 µm in the near-wall region. Given the 150µm measurement volume and the 30µm vertical resolution, the nominal estimate for wall-normal location suffers from an uncertainty of 75µm. LDV measurements suffer from two significant distortions: velocity gradients across the measurement volume and velocity biasing (Durst et al. 1976; DeGraaff & Eaton 2001) . The former is significant in regions where large velocity gradients are present across the measurement volume, as is the case near solid walls. The latter occurs because, in turbulent flows, more high velocity particles move through the measurement volume in a given period compared to low-velocity particles (assuming uniform seeding density). To correct for this bias, an inverse velocity weighting factor was used to correct mean statistics (McLaughlin & Tiederman 1973) . The mean streamwise velocity was estimated using the following relationship:
where u i is an individual velocity sample, N is the total number of samples, and b i = 1/|u i | is the weighting factor. Similarly, the weighted streamwise turbulence intensity was estimated as:
Alternative methods of correcting for velocity biasing are discussed and evaluated in Herrin & Dutton (1993) . These methods include using the inter-arrival time (b i = t i − t i−1 ) as the weighting factor, or the sample-and-hold technique (b i = t i+1 − t i ). Figure  2 shows how these different correction techniques affect a representative mean velocity (U ) and streamwise turbulent intensity (u 2 ) profile. Inverse velocity weighting leads to the largest correction relative to the raw data in the near-wall region where the sampling is more intermittent (n.b. this is also consistent with previous studies). However, the overall trends remain very similar in all cases and the correction is minimal in the outer region of the flow (see e.g. y/δ 0.1 in figure 2 ). While the corrections accounting for velocity biasing do introduce uncertainty, this uncertainty is likely to be correlated across all cases. Therefore, for comparison across cases, the uncertainty in mean velocity is taken to be the larger of the instrument uncertainty (0.1%, MSE Inc.) and the standard error, given by σ u = σ u / √ N , where σ u is the standard deviation of the measurements. In all cases, the standard error was the larger contributer to uncertainty in the near-wall region due to the limited number of samples acquired. As shown in figure 3 , the standard error was typically σ u 1% across the entire boundary layer. The friction velocity, u τ , over the smooth-wall section upstream of the porous cutout was estimated by fitting the following relationship to the near-wall mean velocity measurements: U (y) = (u 2 τ /ν)(y + y 0 ), in which y 0 represents an offset from the nominal wall location where the data rate falls to zero, y = 0. The smooth-wall velocity profiles reported below correct for this offset. In other words, the true wall-normal distance is assumed to be y = y + y 0 , such that the near-wall velocity profile is consistent with the theoretical relation U + = y + (see figure 5 ). No such correction was made for the porous substrate. For reference, the friction velocity upstream of the porous section was estimated to be u τ = 2.3 ± 0.05 cm/s. The uncertainty is estimated by fitting the relationship in the viscous sublayer to different ranges of 5-10 points near the wall. The offset was y 0 = 40µm, which translates into approximately one viscous length scale. Note that the above estimate for the friction velocity is also consistent with estimates obtained from fits to the logarithmic region in the mean velocity profile using κ = 0.39 . The estimates for u τ derived above also agreed with the third method utilizing the velocity gradient. See figure 11 and related discussion in §4.2 for further detail.
Reynolds number ranges and spatio-temporal resolution
The 99% boundary layer thickness, estimated via interpolation, was δ = 6.83 ± 0.07 cm for the smooth-wall profile, and so the friction Reynolds number was δ + = u τ δ/ν = 1690 ± 70 upstream of the porous section. Over the porous sections, the boundary layer thickness increased; the maximum measured value was δ = 11.2 ± 0.1 cm. As a result, the Reynolds number based on the nominal free-stream velocity ranged from Re = U e δ/ν = 42600 − 69900. The estimated friction velocity u τ = 2.3 ± 0.05 cm/s translates into a viscous length-scale ν/u τ ≈ 40µm and viscous time-scale ν/u 2 τ ≈ 1.7 ms. Thus, the 16 µm precision of the traverse provides adequate vertical resolution for profiling purposes. However, the LDV measurement volume (150µm in y) extends across 3 viscous units in the wall-normal direction, which means that the near-wall measurements reported below suffer from distortion due to velocity gradients. In the near-wall region, the LDV sampling frequency was approximately 0.5 Hz, which corresponds to an average sampling time of 1200 viscous units. In the outer region of the flow (y/δ 0.05), the sampling frequencies were as high as 50 Hz, which translates into an average sampling time of 12 viscous units. In other words, time-resolved velocity measurements are only expected in the outer region of the flow.
Porous Substrates
Boundary layer measurements were made adjacent to four different types of open-cell reticulated polyurethane foams. Per the manufacturer, the porosity of all the foams was ≈ 0.97. This was confirmed to within 0.5% via measurements that involved submerging the foams in water to measure solid volume displacements. The nominal pore sizes corresponded to 10, 20, 60, and 100 pores per inch (ppi, see figure 4). Pore size distributions for each foam were estimated from photographs of thin foam sheets via image analysis routines in Matlab (Mathworks Inc.). The measured average pore sizes ranged from s = 2.1 ± 0.3 mm for the 10 ppi foam to s = 0.29 ± 0.02 mm for the 100 ppi foam (see Table 1 ). These measurements are generally within ±20% of the nominal pore sizes. Pore size measurements for the 10 and 20 ppi foam were also made using precision calipers. These caliper-based measurements were consistent with the imagingbased estimates to within uncertainty (s = 2.2 ± 0.1mm for 10 ppi and s = 1.7 ± 0.1 mm for 20 ppi, where uncertainties correspond to standard error).
Note that all of the pore sizes discussed above and listed in Table. 1 correspond to the exposed streamwise-spanwise plane of the foam. Caliper-based measurements suggest that the pore structure may be anisotropic. For the 10 ppi foam, average pore sizes were approximately 14% larger than the listed values in the spanwise-wall normal plane of the foam (2.5 ± 0.1 mm) and 21% larger in the streamwise-wall normal plane (2.7 ± 0.1 mm). Similarly, for the 20 ppi foam, average pore sizes were approximately 10% larger in the spanwise-wall normal plane and 23% larger in the streamwise-wall normal plane.
Another important length scale arises from the permeability, k, of the porous medium. Specifically, √ k determines the distance to which the shear penetrates into the porous Manes et al. (2011) are noted in parenthesis for the 10 and 60 ppi foams. Note that s + = su τ /ν and Re k = √ ku τ /ν are defined using the friction velocity upstream of the porous section. Porosity ( ) was estimated from solid volume displacement in water and permeability was estimated from pressure drop experiments. medium (Battiato 2012) . Permeabilities were estimated from pressure drop experiments using Darcy's law. These estimates ranged from k = 6.6 ± 0.6 × 10 −9 m 2 for the 100 ppi foam to k = 46 ± 1 × 10 −9 for the 10 ppi foam.
Based on the friction velocity measured upstream of the plate, the inner-normalized pore sizes range from s + ≈ 7 for the 100 ppi foam to s + ≈ 52 for the 10 ppi foam. Similarly, the Reynolds number based on permeability varies between Re k = √ ku τ /ν ≈ 2.0 for the 100 ppi foam to Re k ≈ 5.3 for the 10 ppi foam. The baseline thickness tested for all foams was h = 12.7 mm. For the 20 ppi foam, two additional thicknesses, h = 6.35 mm and h = 25.4 mm, were also considered. This means that the ratio of foam thickness to average pore size ranged between h/s = 4.3 for the thin 20 ppi foam to h/s = 44 for the 100 ppi foam. Finally, keep in mind that despite having the same nominal pore sizes, the 10 and 60 ppi foams tested here are not identical to those tested by Manes et al. (2011) . For example, the 10 ppi foam tested by Manes et al. (2011) had a pore size (s = 3.9 mm) approximately twice that of the 10ppi foam used here, and a permeability (k = 160 × 10 − 9 m 2 ) almost four times higher. Table 1 lists physical properties for all the foams tested in the experiments, along with related dimensionless parameters.
Results
Boundary layer development
First, we consider boundary layer development over the porous foams. The results presented below correspond to the 20 ppi foam of thickness h = 12.7mm. Similar trends were observed for all the porous substrates.
As illustrated schematically in figure 1, the transition from the smooth wall to the porous substrate leads to the development of an internal layer, which starts at the transition point and grows until it spans the entire boundary layer thickness. When this internal layer reaches the edge of the boundary layer, a new equilibrium boundary layer profile is established. This new profile reflects the effects of the porous substrate. Internal layers have been studied extensively in the context of smooth to rough wall transitions in boundary layers (e.g., Antonia & Luxton 1971; Jacobi & McKeon 2011) . In particular, previous literature suggests that turbulent boundary layers adjust relatively quickly for transitions from smooth to rough walls; the adjustment occurs over a streamwise distance of O(10δ). The profiles of mean velocity (U/U e ) and streamwise intensity (u 2 /U 2 e ) shown in figure 5 suggest that the adjustment from smooth to porous wall velocity profiles occurs over a similarly short streamwise distance.
Upstream of the porous section, the measured profiles are consistent with previous smooth wall literature. In the near-wall region (y/δ < 5 × 10 −3 ), the measurements agree reasonably well with the fitted linear velocity profile U + = y + . The measured mean velocities are higher at the first two measurement locations, which can be attributed to the bias introduced by velocity gradients across the LDV measurement volume. In the overlap region (0.02 y/δ 0.2), the mean velocity profile is consistent with the logarithmic law:
The streamwise intensity profile shows the presence of a distinct inner peak at y/δ ≈ 0.006, or y + ≈ 10, which is also consistent with previous studies.
The presence of the porous substrate substantially modifies the mean velocity and streamwise intensity profiles. Figure 5 shows clear evidence of substantial slip at the porous interface (U (y ≈ 0) > 0.3U e ). Farther from the interface, there is a velocity deficit relative to the upstream, smooth wall profile. This velocity deficit increases with distance along the porous substrate, and appears to saturate for the final two profiles measured at x/h 42. The mean velocity profiles collapse together for y/δ 0.5, suggesting that the outer part of the wake region remains unchanged over the porous substrate.
Consistent with the mean velocity profiles, the streamwise intensity profiles also show a substantial departure from the smooth case. Although there is some scatter in the measurements closest to the interface, the inner peak is replaced by an elevated plateau at u 2 /U 2 e ≈ 0.01, which extends from the porous interface to y/δ ≈ 0.01. Further, an outer peak appears near y/δ ≈ 0.1. The origin of this outer peak is discussed further in §3.2 below. In general, the streamwise intensity profiles also converge for x/h 42. The streamwise evolution of the boundary layer thickness is presented in figure 6 . Boundary layer growth over the first two measurement locations (x/h 21) past the smooth to porous transition is relatively slow and appears unchanged from the smooth wall boundary layer, suggesting that the internal layer does not yet span the boundary layer thickness at these locations. For the last two measurement locations, x/h 42, the boundary layer thickness grows much faster, suggesting that the flow adjustment is complete and that the effects of the porous substrate extend across the entire boundary layer. These observations are consistent with the mean velocity and streamwise intensity profiles shown in figure 5 . As an example, the profiles at measurement location x/h = 11 show that the internal layer only extends to y/δ ≈ 0.2. For y/δ 0.2, the mean velocity and streamwise intensity collapse onto the smooth-wall profiles.
Development data for the remaining foams with are not presented here for brevity. For all the foams of thickness h 12.7 mm, the velocity measurements and boundary layer thickness data suggest that flow adjustment is complete by the measurement station at x/h = 42. Since the incoming boundary layer thickness is δ ≈ 5.5h, the streamwise adjustment happens over x ≈ 8δ, which is consistent with previous literature on the transition from smooth to rough walls. (Antonia & Luxton 1971) suggests that x/h 30 is required for adjustment.
The specific setup considered here may also be seen as flow over a backward facing step, with the region beyond the step filled with a highly porous ( > 0.96) and permeable (Re k > 1) material.
Step Reynolds numbers in the present experiment range from Re h = U e h/ν = 4 − 16 × 10 3 . DNS by Le et al. (1997) and LDV measurements by Jovic & Driver (1994) at Re h = 5100 for a canonical (i.e., unfilled) backward facing step indicate that the mean velocity profile behind the step does not return to a log-law for x/h = 20 beyond the step. This is comparable to the development length observed here over the flush-mounted highly porous substrates (x/h > 30). Thus, it appears that both δ and h play a role in dictating flow adjustment for the system considered here. Unfortunately, since the present study was limited to four measurement locations along the porous substrate, there is insufficient spatial resolution in the streamwise direction to provide further insight into the scaling behaviour of boundary layer adjustment and growth over porous substrates.
Effect of pore size
Next, we consider the effect of varying pore size on the fully-developed boundary layer profiles measured at x/h = 42 for the foams of thickness h = 12.7 mm. Figure 7 shows the measured mean velocity and streamwise intensity for each of the foams tested, together with the smooth-wall profile measured upstream of the porous section.
The mean velocity profile over the porous foams is modified in two significant ways with respect to the smooth wall profile taken upstream. First, there is a substantial slip velocity near the porous substrate. This slip velocity is approximately 30% of the external velocity across all substrates, with little dependence on pore size. The observed slip velocity is consistent with the DNS results of Breugem et al. (2006) , who observed a slip velocity of approximately 30% for their highest porosity case ( = 0.95, Re k = 9.35). Note that the properties for the foams tested here (listed in table 1) are similar to the properties of the porous substrate considered in the simulations. Second, there is a mean velocity deficit relative to the smooth-wall case from 0.004 y/δ 0.4. This deficit generally increases with increasing pore size, though there is some non-monotonic behaviour. The maximum deficit relative to the smooth-wall profile is approximately 15% for the 100 ppi foam (s + = 7) and this increases to almost 50% for the 20 ppi foam (s + = 37). However, the deficit for the foam with the largest pore sizes (10 ppi, s + = 52) is smaller than the deficit over the 20 ppi foam. In the outer wake region (y/δ > 0.5), all mean velocity profiles collapse onto the canonical smooth-wall profile again.
The streamwise turbulence intensity profiles, plotted in figure 7b, show that the inner peak disappears for all the porous foams. Instead, there is a region of elevated but roughly constant intensity that extends from the porous interface to y/δ ≈ 0.01. For y/δ > 0.01, the intensity profiles show a strong dependence on pore size. For the smallest pore sizes, the streamwise intensity either decreases slightly (100 ppi) or stays approximately constant until y/δ ≈ 0.1 (60 ppi). For foams with larger pore sizes, the intensity increases and a distinct outer peak appears near y/δ ≈ 0.1. All the profiles collapse towards smooth-wall values for y/δ 0.5. Consistent with the mean velocity measurements, the streamwise intensity profiles also show non-monotonic behaviour with pore size. While the streamwise intensity in the outer region of the flow generally increases with pore size, the magnitude of the outer peak is higher for the 20 ppi foam compared to the 10 ppi foam. Velocity spectra, presented in §3.4 below, provide further insight into the origin of this outer peak. Figure 8 shows skewness profiles over the smooth wall and porous foams. Consistent with previous measurements at comparable Reynolds number (e.g., Mathis et al. 2011) , the skewness over the smooth wall is negative or close to zero across much of the boundary layer (0.004 < y/δ < 1). In contrast, over the foam substrates, the sign of the skewness is positive until y/δ ≈ 0.1. Interestingly, the location of this change in sign for the skewness corresponds to the location of the outer peak in streamwise intensity profiles. Further, the magnitude of the skewness generally increases with pore size, which is consistent with the intensity measurements (the 10 and 20 ppi cases again show non-monotonic behaviour). These observations are particularly interesting given the intrinsic link between skewness and amplitude modulation (Schlatter &Örlü 2010; Mathis et al. 2011) , and suggest that structures responsible for the outer peak in streamwise intensity over the foams may have a modulating effect on the interfacial turbulence. This possibility is discussed in greater detail in §4.1 below.
Effect of substrate thickness
The thickness of the porous substrate, h, is another important parameter that dictates flow behaviour. Figure 9 shows the measured mean velocity and streamwise intensity profiles over 20 ppi foams of varying thickness, h = 6.35, 12.7 and 25.4 mm. In dimensionless terms, these thicknesses correspond to h/s = 4.3, 8.5 and 17, respectively, where s = 1.5 ± 0.2 mm is the average pore size ( Table 1 ). Note that the measurements shown in figure 9 are for the same physical location, x = 53.3cm, which yields normalized distances increasing from x/h = 21 for the thickest foam to x/h = 84 for the thinnest foam. The foam with thickness h = 12.7mm is considered the baseline case, since velocity measurements made over this foam have already been discussed in §3.1 and §3.2. The foams of thickness h = 6.35mm and h = 25.4mm are referred to as the thin and the thick foam, respectively. As noted in §3.1, the flow was fully developed for the thin and baseline foams, but still developing for the thick foam.
Mean velocity profiles for both the thick and thin foam show similar slip velocities at the interface compared to the baseline foam of thickness h = 12.7 mm (≈ 0.3U e ), though the velocity measured over the thin foam is slightly higher (≈ 0.35U e ). In general, the mean profile for the thin foam is consistently higher than that for the baseline foam, and collapses onto the smooth-wall profile above y/δ > 0.2 (black triangles in figure 9a ). In contrast, the mean profile for the thicker foam (white triangles in figure 9a ) is closer to the baseline case in the near-wall region y/δ < 0.005. However, a little farther from the wall, the mean profile for the thick foam diverges from that for the baseline foam. The thick foam mean profile shows a smaller velocity deficit in the region y/δ ≈ 0.01 to y/δ ≈ 0.1 compared to the baseline case, and verges on the smooth-wall profile for y/δ 0.2.
The streamwise turbulence intensity profiles plotted in figure 9b show that u 2 /U 2 e is similar near the interface for all three foams. In fact, the baseline and thin foams show very similar intensity profiles through most of the boundary layer, barring two minor differences. First, the outer peak in streamwise intensity appears closer to the interface for the thin foam. Second, the thin foam profile shows a better collapse onto the smoothwall profile for y/δ 0.3. The turbulence intensity profile for the thick foam also collapses onto the smooth-wall profile for y/δ 0.3. However, closer to the wall, u 2 is much higher over the thick foam, and the outer peak in intensity also appears to move slightly closer to the interface. These features are also seen in the velocity spectra presented below.
In summary, for the thin foam, the mean velocity and streamwise intensity measurements both collapse onto the smooth-wall profile for y/δ 0.3. This suggests that the outer-layer similarity hypothesis proposed by Townsend for rough-walled flows (see e.g., Schultz & Flack 2007) also holds for thin porous media. The mean profile for the thick foam is similar to that for the baseline foam close to the interface, but moves closer to the thin foam profile further from the interface. However, the streamwise intensities are significantly higher for the thick foam compared to the thin foam for y/δ 0.1, even in regions where the mean profiles show agreement. These discrepancies between the mean velocity and streamwise intensity profiles for the thick foam are consistent with a developing flow.
Velocity spectra
The premultiplied velocity spectra shown in figure 10 provide further insight into the origin of the outer peak in streamwise intensity observed over the porous substrates. As is customary in the boundary layer literature, the premultiplied spectrum is defined as f E uu , where f is the frequency and E uu is the power spectral density, normalized by U 2 e . This quantity is computed for each wall-normal location, and the results are compiled into the contour plots shown in figure 10 . Due to the low data rates obtained near the interface, spectra are only shown for y/δ 0.04. Note that the spectra are expressed in terms of a normalized streamwise wavelength estimated using Taylor's hypothesis, U/(f δ).
For the smooth wall case, there is evidence of weak very-large-scale motions (VLSMs), which is similar to results obtained in previous studies at comparable Reynolds number (Hutchins & Marusic 2007) . The box in the top left panel encompasses the spectral region typically associated with VLSMs, i.e. structures of length 6δ−10δ (U/f δ = 6−10) located between y/δ = 0.06 and y + = 3.9 √ Re τ (see Hutchins & Marusic 2007; Marusic et al. 2010; Smits et al. 2011) . This box coincides with a region of elevated spectral density for the measurements.
Spectra for the porous substrates are different in several ways. For all the foams, the spectra are elevated over the frequency range that corresponds to structures with streamwise length scale 1δ − 5δ. The spectra are most energetic at, or below, wall-normal location y/δ ≈ 0.1 and remain elevated until y/δ ≈ 0.3. There is a marked increase in the spectral energy density from the 100 ppi foam to the 20 ppi foam, and little difference between the spectra for the 20 ppi and 10 ppi foams. Together, these features suggest that the outer peak in streamwise intensity observed over the porous foams in figure 7b is associated with large-scale structures of length 1δ − 5δ that are distinct from VLSMs.
Spectra for the 20ppi foam of different thickness, plotted in figure 10e-f, show a substantial increase in energy for the thickest foam, which is consistent with the elevated streamwise intensity profiles shown in figure 9b. For the thick foam, the energy is also concentrated closer to the interface compared to the thin and baseline foams with identical pore sizes.
Note that the spectral features described above are consistent with previous experiments and simulations. Manes et al. (2011) showed that the premultiplied frequency spectra for streamwise velocity peak at wavenumber k x δ ≈ 2 − 4 over porous substrates, i.e. corresponding to structures of length 1.5δ − 3δ. Similarly, the DNS carried out by Breugem et al. (2006) indicated the presence of spanwise rollers with streamwise lengthscale comparable to the total channel height. Since these structures have been linked to a Kelvin-Helmholtz shear instability arising from the inflection point in the mean profile, it is instructive to consider the characteristic frequency associated with this mechanism. Drawing an analogy to mixing layers, White & Nepf (2007) and Manes et al. (2011) suggested that the characteristic frequency for the Kelvin-Helmholtz instability can be estimated as f KH = 0.032U /θ (Ho & Huerre 1984) , in which U = (U p + U e )/2 is the average velocity in the shear layer with U p being the velocity deep within the porous medium, and θ is the momentum thickness. Estimates for this characteristic Figure 10 : Contour maps showing variation in premultiplied frequency spectra (normalized by U 2 e ) for streamwise velocity as a function of wall-normal distance y/δ over the smooth wall (a), the 100 ppi foam (b), the 10 ppi foam (c), the thin 20 ppi foam (d), the baseline 20 ppi foam (e), and the thick 20 ppi foam (f). The spectra are plotted against a normalized streamwise length scale, U/f δ, computed using Taylor's hypothesis. The white box in (a) denotes the region typically associated with VLSMs while the markers ( * ) represent the nominal frequency f KH for structures resembling Kelvin-Helmholtz vortices. The spectra refer to the same physical measurement location, corresponding to x/h = 42 for the foams with h = 12.7mm and x/h = 21 and 84 for the thick and thin 20 ppi foams, respectively. frequency, converted to streamwise length-scale based on the mean velocity at y/δ = 0.1, λ KH /δ = U (0.1)/f KH δ, are shown in figure 10. These estimates assume U p ≈ 0, so that U ≈ 0.5U e , and that the momentum thickness θ can be approximated based on the measured velocity profile in the fluid domain, i.e. for y 0. With these assumptions, the predicted length scales associated with the instability range from λ KH /δ ≈ 4.3 for the 100 ppi foam to λ KH /δ ≈ 3.6 for the 10 ppi foam, which is in reasonable agreement with the location of the peaks in the spectra.
There is an evident overprediction of length scale for both the 10 ppi foam (figure 10c) and the thick 20 ppi foam ( figure 10c ). This overprediction can be attributed to greater flow penetration into the porous medium for thicker foams with larger pore sizes. Greater flow penetration would create higher velocities inside the porous medium, U p . This would increase U and f KH , resulting in lower λ KH . Greater flow penetration into the porous medium may also result in the inflection point moving closer to the interface. In this scenario, conversion from f KH to λ KH should be based on a lower mean velocity from y/δ < 0.1. This would also result in lower λ KH compared to the estimates shown in figure 10 .
To test whether the observed peaks in streamwise intensity and velocity spectra tracked the location of inflection points in the mean profile, y i , finite-difference approximations of the second derivative of mean velocity, (d 2 U/dy 2 ) yi = 0, were considered. This yielded inflection point locations ranging from y/δ ≈ 0.03 to y/δ ≈ 0.12 for the 10 and 20 ppi foams, which is broadly consistent with the location of energetic peaks in figure 10 . However, the second derivatives estimated from experimental data were very noisy, and the inflection point locations were highly sensitive to the accuracy (i.e., order) of the finite-difference approximation and the lower limit in y used for the estimates. As a result, exact inflection point locations are not presented here.
Discussion
Amplitude modulation
As noted earlier, the skewness profiles shown in figure 8 strongly suggest that the amplitude modulation phenomenon that has received significant attention in recent smooth and rough wall literature (e.g., Mathis et al. 2009; Marusic et al. 2010; Mathis et al. 2013; Pathikonda & Christensen 2017 ) may also be prevalent in turbulent flows over permeable walls.
For smooth wall flows at high Reynolds number, it has been shown that the VLSMs prevalent in the logarithmic region of the flow can have a modulating effect on the smallscale fluctuations found in the near-wall region. Specifically, it has been suggested that the turbulent velocity field in the near-wall region can be decomposed into a large-scale (or low-frequency) component u L that represents the near-wall signature of the VLSMs, and a 'universal' (i.e. Reynolds number independent) small-scale component u S that is associated with the local near-wall turbulence. Analysis of the resulting signals indicates that the filtered envelope of the small-scale activity, E L (u S ), obtained via a Hilbert transform (for details, see Mathis et al. 2011) , is strongly correlated with the large-scale signal. In other words, the single-point correlation coefficient:
tends to be positive in the near-wall region, which suggests that the small-scale signal u S is modulated by the large-scale signal u L .
Since the local large-scale signal u L arises from VLSM-type structures centered further from the wall, these observations have given rise to predictive models of the form
where u(y) is the predicted velocity at a specified location in the near-wall region, u * (y) is a statistically universal small-scale signal at that wall-normal location, u OL is the large-scale velocity measured in the outer region of the flow, and α(y) and β(y) are superposition and modulation coefficients, respectively (Marusic et al. 2010) . Assuming that the universal small-scale signal can be obtained via detailed experiments or simulations carried out at low Reynolds numbers, equation (4.2) allows for near-wall predictions at much higher Reynolds numbers based only on measurements of u OL in the outer region of the flow. Note that the modulation coefficient β is similar to the singlepoint correlation coefficient R, but also accounts for changes in phase and amplitude of the large-scale signal from the measurement location to the near-wall region. In other words, β also accounts for the relationship between u OL and u L (y), which is thought to be Reynolds-number independent (Marusic et al. 2010) .
Subsequent studies have shown rigorously that the correlation coefficient R in (4.1) is intrinsically linked to the skewness of the velocity (Schlatter &Örlü 2010; Mathis et al. 2011; Duvvuri & McKeon 2015) , whereby positive correlations between scales (R > 0) translate into increased skewness. Thus, the increase in skewness observed in figure 8 near the porous interface suggests that R > 0 in this region.
Near-wall measurements made in the present study do not have sufficient time resolution to allow for a quantitative evaluation of the amplitude modulation phenomenon over porous substrates (i.e., a decomposition into small-and large-scale components). However, the increase in the skewness in the near-wall region over the porous substrates suggests that the large-scale structures responsible for the outer peak in streamwise intensity at y/δ ≈ 0.1 may have a modulating effect on the turbulence near the interface. This is particularly interesting given that the large-scale structures found over porous substrates are distinct from the VLSMs found over smooth walls, and that the smallscale turbulence near the porous interface may also be modified from the near-wall cycle (Robinson 1991; Schoppa & Hussain 2002) found over smooth walls.
Logarithmic region
Previous studies have devoted considerable effort to testing whether a modified logarithmic region of the form shown in equation (1.1) exists in turbulent flows over porous substrates. While there is no definitive consensus on how the von Karman constant, κ, displacement height, y d , and equivalent roughness height, k 0 , vary with substrate properties, experiments and simulations generally show that the displacement and roughness heights increase with increasing permeability (or pore size). Manes et al. (2011) showed that empirical relationships of the form: a complex dependence on both the permeability Reynolds number and the ratio of displacement height to boundary layer thickness, y d /δ (Manes et al. 2011) . Unfortunately, the present study did not involve independent measurements of the shear stress at the interface (or Reynolds' shear stress in the near-wall region) and so it is not possible to estimate the friction velocity and von Karman constant independently. However, the velocity measurements can still be used to test whether a modified logarithmic region exists, and to estimate u τ /κ, y d and k 0 . Taking the partial derivative of equation (1.1) with respect to y and rearranging yields:
Following Breugem et al. (2006) and Suga et al. (2010) , we estimated y d as the value that forces (y + y d )∂U/∂y to be constant over specified ranges of y/δ. Based on equation (4.5), the resulting constant value for the weighted velocity gradient was assumed to be the friction velocity divided by von Karman constant, u τ /κ. Using these estimates for displacement height and friction velocity, the roughness height was estimated directly from the velocity measurements using equation (1.1). Since the fitting procedure described above relies on noisy velocity gradient data (see figure 11a) , the uncertainty in the fitted values and sensitivity to fitting ranges was evaluated as follows. First, the fitting procedure was carried out over the range 0.02 < y/δ < 0.16. The fit was then repeated with the lower limit sequentially increased by one to four measurement points. The estimates of y d , u τ /κ, and k 0 reported in figure 11(b-d) represent an average of the five different values obtained via this process and the error bars represent the standard error. This entire procedure was then repeated for outer limits y/δ = 0.20 and y/δ = 0.25. A similar process was used to evaluate u τ /κ and k 0 for the smooth wall case with the displacement height constrained to be zero, y d = 0. Estimates for y d , k 0 , and u τ /κ are reported in table 2.
Note that the fitting procedure employed by Manes et al. (2011) was also considered, where y d is estimated as the value that minimizes residuals between the measured velocity profile and equation (1.1) over specified ranges of y/δ. The resulting fitted coefficients are then used to estimate u τ /κ and k 0 . This process led to fitted values within the uncertainty ranges shown in figures 11b-d.
Assuming κ = 0.39, the fitting procedure described above led to a friction velocity estimate of u τ = 2.31±0.02 cm/s for the smooth wall profiles with outer limit y/δ = 0.15. This is consistent with the value obtained via a linear fit to the near-wall mean velocity measurements, u τ = 2.3±0.05 cm/s. The additive constant B = −(1/κ) ln k + 0 in equation (1.1) was estimated to be B = 4.8 ± 0.2, which is slightly higher than the value, B = 4.3, reported in Marusic et al. (2013) , but still broadly consistent with previous literature.
As expected, the fitted log law constants for the porous substrates show a strong dependence on average pore size. Figures 11(b-d) show that the displacement height, friction velocity, and roughness height generally increase with increasing pore size, though here is some evidence of saturation at the largest pore sizes. Specifically, figure 11b suggests that the displacement height levels out above y d /h ≈ 1 for the baseline 20 ppi foam, the 10 ppi foam, and the thin 20 ppi foam, for which s/h > 0.1. This saturation in y d /h as a function of normalized pore size is accompanied by saturation, or perhaps slight decreases, in normalized friction velocity u τ /κU e (figure 11c) and roughness height k 0 /h (figure 11d) above s/h > 0.1.
While the exact values of the log law constants shown in figure 11 and table 2 must be treated with some caution due to the uncertainty associated with the fitting procedure, the overall trends suggest the following physical interpretation. The displacement height y d represents the level at which momentum is extracted within the porous medium (Jackson 1981) , or alternatively, the distance to which the turbulence penetrates into the medium (Luhar et al. 2008) or the effective plane at which attached eddies are initiated (Poggi et al. 2004) . For the least permeable substrates tested in the present study (i.e. the 100 ppi and 60 ppi foams), y d increases approximately linearly with average pore size. In other words, at this low permeability or thick substrate limit with h/s 1, the distance to which turbulence penetrates into the porous medium increases with increasing pore size or permeability. Since the flow does not interact with the entire porous medium, the foam thickness h does not play a role. However, with further increases in pore size or decreases in porous medium thickness, at some point the displacement height becomes comparable to the foam thickness y d ≈ h. At this high permeability or thin substrate Table 2 : Fitted values for log-law parameters in dimensional and dimensionless form. Listed values of u τ /κ, y d , and k 0 are averages of the three estimates shown in figure 11, which were obtained for three different outer limits in the fitting procedure. The displacement height is assumed to be zero for the smooth wall flow.
limit, turbulence penetrates the entire porous medium and the foam essentially acts as a roughness or obstruction. Results shown in figure 11 suggest that the baseline 20 ppi foam, the thin 20 ppi foam, and the 10 ppi foam, for which h/s 10, may be approaching this thin substrate limit. Figures 11b-d show that the normalized friction velocity and roughness height are strongly correlated with each other as well as the displacement height. Physically, the friction velocity is a measure of momentum transfer into the porous medium while the roughness height is a measure of momentum loss, or friction increase, due to the presence of the complex substrate. As a result, correlation between k 0 and u τ is unsurprising for boundary layer experiments carried out at constant free-stream velocity (n.b., for channel or pipe flow experiments, the friction velocity can be controlled independently by setting the pressure gradient).
The link between the displacement and roughness heights can be explained by considering the rough-wall literature. For flows over conventional K -type roughness, k 0 has been shown to depend on both the height of the roughness elements and the solidity λ, which is defined as the total projected frontal area per unit wall-parallel area (Jimenez 2004) . Similarly, for flows over porous media, k 0 can be expected to depend on the displacement height, which represents the thickness of porous medium that interacts with the flow, as well as the porous medium microstructure (see also Jackson 1981; Manes et al. 2011) . In other words, a relationship of the form k 0 /y d = f (λ) may be appropriate for turbulent flows over porous media. Note that the physical link between the roughness and displacement heights is also evident in the empirical relationships for y d and k 0 shown in equations (4.3-4.4).
Non-monotonic behaviour with pore size
In many ways, the aforementioned transition from thick substrate behaviour, where turbulence penetration into the porous medium is limited and y d increases with permeability, to thin substrate behaviour, where turbulence penetrates the entire porous medium and y d ≈ h, is analogous to the λ-dependent transition from dense to sparse canopy behaviour proposed in the vegetated flow literature (Belcher et al. 2003; Luhar et al. 2008; Nepf 2012) .
As noted in the introduction, for vegetated flows the distance to which the flow penetrates into the canopy is dependent on the drag length-scale (C D a) −1 , where C D is a representative drag coefficient and a is the frontal area per unit volume. As a result, the ratio of shear penetration to canopy height, h, is given by the dimensionless parameter C D ah = C D λ, where λ is the solidity as before. For dense canopies with C D λ O(1), the shear layer does not penetrate the entire canopy and so an inflection point is expected in the mean profile. This gives rise to large-scale structures resembling Kelvin-Helmholtz vortices. However, this instability mechanism is expected to weaken in sparse canopies. For C D λ < O(0.1), turbulence penetrates the entire canopy and there is no inflection point in the mean profile (Nepf 2012 ).
The non-monotonic behaviour in mean velocity and turbulence intensity observed for the 10 ppi foam in the present experiments could be attributed to a similar weakening of the shear layer instability as the turbulence penetrates the entire porous medium, i.e. as y d ≈ h. Consistent with this hypothesis, the reduced magnitude of the outer peak in streamwise intensity for the 10 ppi foam relative to the 20 ppi foam (figure 7b) suggests that the large-scale structures resembling Kelvin-Helmholtz vortices are weaker over the 10 ppi foam. Since these structures contribute substantially to vertical momentum transfer, a reduction in their strength also translates into a smaller mean velocity deficit (figure 7a).
Note that there is evidence of non-monotonic behaviour as a function of solidity λ in the rough-wall literature as well. Based on a compilation of experimental data, Jimenez (2004) showed that the normalized roughness height (i.e. ratio of k 0 to roughness dimension) depends on the solidity λ, and that there are two regimes of behaviour. For sparse roughness with solidity less than λ ≈ 0.15, the normalized roughness increases with increasing λ. In other words, an increase in frontal area leads to an increase in roughness drag. However, for densely packed roughness with λ 0.15, the normalized roughness decreases with increasing λ because the roughness elements shelter each other. Assuming that the relevant vertical dimension for turbulent flows over porous media is the displacement height y d , we may expect similar non-monotonic behaviour for the normalized roughness k 0 /y d = f (λ). The values for k 0 /y d listed in table 2 provide some support for this hypothesis: the normalized roughness height increases from k 0 /y d = 0.15 for the 100 ppi foam to k 0 /y d = 0.63 for the baseline 20 ppi foam, before decreasing to k 0 /y d = 0.55 for the 10 ppi foam. Bear in mind that, for identical h, the solidity is expected to increase with decreasing pore size from the 'sparsely packed' 10 ppi foam to the 'densely packed' 100 ppi foam.
Although the solidity is a difficult parameter to measure for porous media, it may be estimated for the foams employed here based on simple geometric assumptions. Consider, for instance, a cubic lattice comprising thin rectangular ligaments of cross-section d × d and length s (i.e., the pore size). Each unit cell of volume s 3 in this lattice comprises three orthogonal filaments aligned in the x, y, and z directions intersecting in a threedimensional cross. Neglecting the overlapping volume at the center of the cross, the porosity is approximately ≈ 1 − 3d 2 s/s 3 = 1 − 3(d/s) 2 for this geometry. For the foams tested here, the porosity is constant, ≈ 0.97. So, the above equation implies that the lattice must be geometrically similar with d/s ≈ (1 − )/3 = 0.1. In other words, the ligament width d increases linearly with pore size s to maintain constant . For this assumed geometry, the frontal area per unit volume for flow in either the x, y, or z directions is a ≈ 2ds/s 3 = 2d/s 2 , since there are always 2 ligaments with area ds normal to the flow. This results in solidity λ = ah ≈ 2(d/s)(h/s) = 0.2(h/s). This estimate suggests that the pore size threshold above which non-monotonic behavior is observed in the log-law constants (s/h 0.12 in figure 11 ) corresponds to solidity λ ∼ O(1). Of course, since the foam pore structures do not resemble a cubic lattice (figure 4), the numerical factors appearing in the equations above are unlikely to be accurate. However, the linear relationship between λ and h/s is expected to hold.
Finally, keep in mind that the non-monotonic behavior with solidity and pore size described above does not preclude the possibility of monotonic behavior with permeability Reynolds number Re k = u τ √ k/ν. Although y d and k 0 are shown to decrease with increasing pore size, and hence permeability, from the 20 ppi foam to the 10 ppi foam, this decrease in the displacement and roughness heights is also accompanied by a decrease in u τ /κ (Table 2) . In other words, Re k may be lower for the 10 ppi foam compared to 20 ppi foam, even if √ k is higher. Unfortunately, this hypothesis cannot be tested further without independent estimates of u τ .
A note on scaling
Previous studies on turbulent flows over porous media indicate that shear penetration into the porous medium depends on the permeability length scale √ k, which determines the effective flow resistance within the porous medium per the well-known DarcyForchheimer equation (Breugem et al. 2006; Suga et al. 2010) . This is also evident in the empirical relationship shown in equation (4.3), which indicates that y d ≈ 15.1 √ k for sufficiently high permeability Reynolds number Re k 1. Although the permeability is related to geometric parameters such as pore size (e.g. √ k/s ≈ 0.08 for the foams tested by Suga et al. 2010 ) and frontal area per unit volume, it is essentially a dynamic parameter that is typically estimated from fitting the Darcy-Forchheimer law: 6) to experimental pressure drop measurements (∆P/∆x) across porous media. In the equation above, U v is the volume-averaged velocity and C f is the Forchheimer coefficient. Since such pressure drop measurements are usually carried out at low Reynolds number in steady pipe or channel flow with uniformly distributed porous media (essentially a one-dimensional system), there are inherent risks in employing the resulting permeability values for unsteady, three-dimensional, spatially varying flows at higher Reynolds number. Further, the non-linear Forchheimer term that becomes increasingly important at higher speeds requires an additional coefficient C f that is not a universal constant. To avoid these issues, the present study presents results primarily as a function of the normalized pore size, s/h. For example, figure 11b suggests that y d ∝ s until it becomes comparable to foam thickness. Another alternative would be to use the frontal area per unit volume, a, and solidity, λ, as the relevant scales. The frontal area per unit volume is a difficult quantity to measure for complex porous media. However, the discussion presented in the previous section suggests that the solidity λ increases linearly with (h/s) for geometrically-similar porous media with constant porosity. As a result, the use of s/h for scaling purposes also allows for greater reconciliation with the canopy flow and rough wall literature.
Conclusions
The experimental results presented in this paper show that turbulent boundary layers over high-porosity foams are modified substantially compared to canonical smooth wall flows. Development data in §3.1 suggest that the boundary layer adjusts relatively quickly to the presence of the porous substrate. Specifically, for most of the foams tested, the mean velocity profile adjusts to a new equilibrium over a streamwise distance < 10δ, which is similar to the adjustment length observed in previous literature for the transition from smooth to rough walls.However, this rough-wall analogy does not hold for the thickest foam tested, which suggests that the foam thickness may also provide a bound on development length. Fully-developed mean velocity profiles presented in §3.2 show the presence of substantial slip velocity (> 0.3U e ) that is relatively insensitive to pore size for foams of constant thickness. Profiles in §3.3 also show a near constant slip velocity over substrates with constant pore size and varying thickness. These observations remain to be explained fully.
Profiles of streamwise intensity show the emergence of an outer peak at y/δ ≈ 0.1 over the porous substrates, which is associated with large-scale structures of length 2δ − 4δ. Such structures have also been observed in previous simulations and experiments, and are thought to arise from a Kelvin-Helmholtz instability associated with an inflection point in the mean profile. Although the magnitude of the outer peak in streamwise intensity generally increases with pore size, there is some evidence of weakening for the foam with the largest pore size. The log-law fits presented in §4.2 provide further insight into this non-monotonic behaviour. Specifically, the displacement height increases with normalized pore size, s/h, until it becomes comparable to the foam thickness. Further increases in pore size beyond this point do not lead to an increase in y d . In other words, there is a transition from thick substrate behaviour, in which the thickness of the porous medium interacting with the flow is determined by pore size (y d ∝ s), to thin substrate behaviour, in which the flow penetrates the entire porous medium (y d ≈ h). The weakening in the outer layer structures may be attributed to this transition from thick to thin substrate behaviour. Drawing an analogy to sparse canopy behaviour for vegetated flows, at the thin substrate limit, the mean velocity profile becomes fuller with increasing pore size and ultimately loses the inflection point. This results in a weakening of the KelvinHelmholtz instability. For canopy flows, the transition from dense-canopy behavior to sparse-canopy behavior occurs as the solidity parameter becomes small, λ 1. Simple geometric arguments show that λ ∝ h/s for the foams tested here, and that the transition from thick-to thin-substrate behavior occurs around λ ∼ O(1).
Interestingly, the skewness of the near-wall velocity measurements increases substantially over the porous substrates relative to smooth wall values. Further, this increase in skewness is correlated with an increase in the magnitude of the outer peak in streamwise intensity. Given the link between skewness and the amplitude modulation phenomenon, these observations suggest that the large-scale structures that are energetic over porous media may have a modulating influence on the interfacial turbulence. This is analogous to the interaction between VLSMs and near-wall turbulence in smooth wall flows at high Reynolds number. Unfortunately, the near-wall velocity measurements collected as part of this study were not time resolved, and so did not allow for a quantitative evaluation of this effect. However, given the substantial similarities between turbulent flows over porous media and vegetation or urban canopies, further studies into such scale interactions could lead to the development of promising wall models for a variety of flows.
