Abstract
Introduction
The considerable knowledge of tumor-related molecular biomedicine indicates that the tumor is recognized as a complex systems biology disease since its genesis and development involves the complicated spatiotemporal organization of signaling pathway. In the past, tumor diagnosis depends on using a complex combination of clinical and histopathological data. However, it is often difficult or impossible to recognize tumor types in typical instances. With the development of DNA microarray technology, it is possible to detect the expression levels of thousands of genes in a single experiment, and it will help to classify diseases according to expression levels in normal and tumor cells from molecular biology [1 -4] .Therefore, DNA microarray data classification is attracting more and more attention and research.
Up to now, many machine learning methods, such as decision tree [5] , artificial neural network (ANN) [6, 7] , bayesian networks [8] , k-nearest neighbor (KNN) [9, 10] and support vector machine (SVM) [11] [12] [13] [14] , etc., were utilized to classify microarray data and have obtained certain success. However, the characteristic of high dimension and small samples in microarray data lead to lower performance of these classification methods. Especially, different classification methods can also Finally, a set of base classifiers are selected by using teaching-learning-based optimization and combined to build an ensemble classifier by weighted voting.
The remainder of this paper is organized as follows: Section 2 introduces basic ideas and steps about methods, including to kruskal-wallis test, neighborhood rough set model and Teaching-Learning-Based optimization. In Section 3, a selective ensemble classification method based on neighborhood rough set model and teaching-learning-based optimization is proposed, and ideas and flow chart of our proposed method are given. Section 4 makes experiment on five benchmarks tumor microarray datasets and gives the experimental results and analysis. The conclusion is made in Section 5.
Materials and Methods

Kruskal-Wallis Test
The kruskal-wallis test is a non-parametric alternative to the well-known one-way independent samples analysis of variance [24] . The null hypothesis of the test is that the samples come from populations with equal medians. Given c n groups, the kruskal-wallis test statistic should be compared with the 2  statistic with 1 c n  degrees of freedom if the sample size within each group is large enough ( e.g., >5). This score is derived for all the features so they can be ranked according to their 2  value. The different models are built by removing the variables with the smallest 2  value. In the end, the variables that are included in the model best performing on validation data, using stratified random sampling, are selected for use on test data. This procedure selects optimal variables in a relatively fast way without causing a massive search process.
Neighborhood Rough Set Model
Rough set (RS) is a math analysis tool and was brought up by Pawlak in 1982 to effectively process incomplete and inaccurate information. Rough set don't need any prior information and can only rely on internal information of data themselves to discover tacit knowledge within them, reveal potential rules and effectively process incomplete and inaccurate data. In traditional rough set, continuous data must be first discretized, which will result in original information loss, and the results of calculation and process are highly affected by discretization method. Neighborhood rough set model, brought up by Hu qinghua, is an improved method that develops from classical rough set and can directly process continuous data [18, 19] . It needn't discretize continuous data in advance, and can be directly us ed for problems of knowledge reduction.
For discrete data, the samples with the same feature value are pooled into a set, called equivalence class. These samples are expected to belong to the same class; otherwise, they are inconsistent. It is easy to verify whether the decisions are consistent or not by analyzing their decisions. However, it is unfeasible to compute equivalence classes with continuous features because the probability of samples with the same numerical value is very small. Intuitively spea king, the samples with the similar feature values should be classified into a single class in this case; otherwise, the decision is not consistent. According to this observation, neighborhood concept is introduced into the classical rough set theory and neighborhood rough set model was proposed to reduce attributes [18] [19] . 
The boundary region of X in , UN  is defined as:
 is a decision system and A can generate a neighborhood
 is called a neighborhood decision system.
Definition 6
,, 
The decision boundary region of D with respect to attributes B is defined as:
The lower approximation of the decision is defined as the union of the lower approximation of each decision class. The lower approximation of the decision is also called the positive region of the decision, denoted by
D is the subset of objects whose neighborhood granules consistently belong to one of the decision classes.
 is a neighborhood decision system, distance function  and neighborhood size  , the dependency degree of The first condition guarantees that
and the second condition shows there is not any superfluous attribute in a reduct. Therefore, a reduct is a minimal subset of attributes which has the same approximating power as the whole set of attributes.
As mentioned above, the dependency function reflects the approximating power of a condition attribute set. It can be used to measure the significance of a subset of attributes. The aim of attribute selection is to search a subset of attributes such that the classification problem has the maximal consistency in the selected feature spaces. In this section, we construct some measures for attribute evaluation, and then present greedy feature selection algorithms.
Definition 9
,, The objective of rough set based attribute reduction is to find a subset of attributes which has the same discriminating power as the original data and has not any redundant attribute. Although there usually are multiple reducts for a given decision table, in the most of applications, it is enough to find one of them. With the proposed measures, a forward greedy search algorithm for attribute reduction can be formulated as follows [18] [19] . ; // red is the pool to contain the selected attributes 
Teaching-Learning-Based Optimization
Teaching-Learning-Based optimization (TLBO) is a novel heuristic optimization algorithm base d on nature [21] [22] [23] .The main idea of TLBO is to make use of the influence of a teacher on the output of learners in a class to achieve optimization purpose. The teacher is generally considered as a highly learned person who shares his or her knowledge with the learners. It is obvious that a good teacher trains learners such that they can have better results in terms of their marks or grades. The TLBO include two stages: teaching stage and learning stage. Teaching stage is that the learners (students) learn from teacher, and learning stage is that the learners (students) learn from one another.
GA, PSO and HS are most commonly optimization algorithm based on population and used widely in the field of optimization. However, algorithm parameters must be set in advance for these optimization algorithms. For example, the crossover probability, mutation rate and selection method are set in GA; Learning factors, the variation of weight and the maximum value of velocity must be set in PSO; the harmony memory consideration rate, pitch adjusting rate and number of improvisations must be set for HS. Many researches show algorithm parameters can usually affect highly optimization performance, but it is difficult that parameters are set correctly. Therefore, the widespread application of these optimization algorithms are limited. Comparison with above optimization algorithms, any algorithm parameters of need not to be set in TLBO. In addition, TLBO has the characteristics of simple principle, fast speed, high precision and better overall search ability.
In this paper, TLBO is applied to select a set of base classifiers from all the base classifiers to build an ensemble. The selection algorithm is given as follows. 
Our Proposed Method
Microarray data has the characteristics of small sample and high dimension, and contain a lot of irrelevant and redundant genes. Ensemble learning is an effective method for improving performance of classification. The diversity and accuracy are two important factors for affecting ensemble performance. How to increase diversity among base classifiers and accuracy of base classifiers is key problem for building an ensemble. In general, the diversity among base classifiers trained by using training set with higher diversity is more large, therefore producing training sets with high diversity is an effective method. Feature disturbance is effective to increase diversity among training sets, which different feature space with large diversity are produced by using feature disturbance method and then training subsets proposed have large diversity .In addition, in order to decrease noise to improve accuracy of base classifiers, irrelevant genes with classification task should be filtered. This paper proposes a selective ensemble method to classify microarray data, and it includes four phases as follows:
(1) The first phase: in order to improve accuracy of classifier and decrease computation time, genes were reduced by using kruskal-wallis test and then training set is reduced to produce from original training set according to genes reduced. (2) The second phase: multiple genes subsets with diversity are produced by using neighborhood rough set model with different radius, and corresponding training subsets are generated from training set reduced according to above genes subsets produced. Research shows the radius of neighborhood of NRS highly affect performance of NRS and different radius can obtain different reduction performance, therefore the diversity among training subsets obtained is more large. 
Experiment
Experimental Datasets and Methods
In order to evaluate the performance of our proposed method, five well-known benchmarks tumor microarray datasets are selected and applied in our experiments. The characteristics of these datasets are shown in Table 1 .
Table 1. Five Benchmark Tumor Microarray Datasets
DataSet
Classes Genes Samples Training samples  Testing samples  CNS  2  7129  60  42  18  Leukemia  3  7129  72  38  34  Gliomas  2  12625  50  20  30  DLBCL  2  7129  77  32  45  ALL  6  12625  248  148  100 In order to explain effectiveness and superiority of our proposed method, five methods are selected and used for comparison with our method in our experiments. 
Experimental Results and Analysis
For ensemble learning, the number of base classifiers usually affects performance of ensemble and it is difficult the number of base classifiers is determined correctly. In order to investigate the relationship between number of base classifiers and
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Copyright ⓒ 2015 SERSC ensemble performance, the experiment are implemented when the number of base classifiers is equal to 5, 10, 15, 20, 25, 30, 35, 40, 45 and 50 in our experiments, respectively. Table 2 -6 displays the results of different methods when the number of base classifiers is 10, 20, 30, 40 and 50 respectively.
The final column of Table 2-6 gives the average number (Num) of base classifiers selected by using our proposed method. In addition, the "best "and "average" of method 6 are given in experiment because of randomness of TLBO , which represent the best results and average results of 30 times experiments, respectively. And standard deviation (std) is given to show stability of method 6. From Table 2 -6, we clearly see that our proposed method achieves the highest classification accuracy on all the datasets. The phenomenon reflected in Table 2 -6 are very similar, and then conclusions are consistent.
The experimental results of Table 4 are analyzed as a representative when the number of base classifiers is 30. Table 4 shows the comparison of classification accuracy of different methods when the number of base classifiers is equal to 30.
In Table 4 , it is obviously our proposed method achieves the highest classification accuracy on all the datasets and outperforms than other methods. For CNS, the accuracy achieved by method 6 ("average") is 81.11%, which is 14.44% ,14.44%,3.33%,5.11% and 20% higher than that of method 1-4 and 5, respectively. For Leukemia, the accuracy achieved by method 6 ("average") is 98.82%, which is 42.94% ,34.11%,19.41%,16.57% and 7.64% higher than that of method 1-4 and 5, respectively. For Gliomas, the accuracy achieved by method 6 ("average") is 91.33%, which is 24.66%,21.33%,18%,20.09% and 14.66% higher than that of method 1-4 and 5, respectively. For DLBCL, the accuracy achieved by method 6 ("average") is 88.89%, which is 13.33%,8.89%,6.67%,2.62% and 13.33% higher than that of method 1-4 and 5, respectively. For ALL, the accuracy achieved by method 6 ("average") is 97.2%, which is 29.2%,26.2%,27.2%,9.2% and 3.2%,higher than that of method 1-4 and 5, respectively. The analysis indicates our proposed method is better than other methods, the reasons are as following: diversity among base classifiers trained by using NRS with different radius is large, and selective ensemble by using TLBO is effective for improving ensemble performance.
In addition, we obviously find that the accuracy of our proposed method outperform that of method 5 from Table 4 . Comparison with method 5, the accuracy of method 6 ("average") is improved 20%,7.64%,14.66%,13.33% and 3.2% on six datasets. The number of base classifiers selected by our proposed method from 30 base classifiers is about only 10.6,13.8,11.8,8 and 10, respectively. It indicates selective ensemble based on TLBO is effective to improve performance of ensemble algorithm, and can decrease memory costs and computation times.
In Table 4 , "avg" represents summarized result which is calculates by averaging the accuracy over all datasets. The accuracy of our proposed method ("average") is 91.47%, which is improved 24.91%,20.99%,14.92%,10.72% and 11.77% than method 1-4 and 5,respectively. The number of base classifiers selected by our proposed method is about only 36% (10.84/30). It indicates our proposed method is effective for classifying microarray data. Figure 2 displays influence of number of base classifiers on classification accuracy by using our proposed method. We find the number of base classifiers highly affect classification accuracy and classification accuracy does not monotonously increase with the increase of number of base classifiers. The accuracy is worse when the number of Copyright ⓒ 2015 SERSC base classifiers is 5, and then the accuracy quickly increases with the number of base classifiers, the accuracy basically stable when the number of base classifiers is about 20 to 40, finally accuracy slightly decreases when the number of base classifiers is about 45 to 50.It provides a reference to researchers for building an ensemble. Figure 3 shows the relation of the number of base classifiers selected by using our proposed method and total base classifiers. We can find that the number of base classifiers selected by our proposed method is only a few part of total base classifiers, and increases slightly with the increase of total base classifiers. Small number of base classifiers can improve computational speed and decrease storage requirements and it embodies the function of selective ensemble. 
Conclusion
With the rapid development of high throughput technology, DNA microarray data are used to analyze gene levels in tumor cells. However, the imbalance of high dimension and small samples leads to limitation for analyzing microarray data. This paper proposes a selective ensemble method based on neighborhood rough set and teaching-learning-based optimization. Different feature subspaces are obtained by using neighborhood rough set with different radius on original training set, and
