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METHOD AND APPARATUS FOR RAPID 
IDENTIFICATION OF COLUMN 
HETEROGENEITY 
The present invention relates generally to communication 
networks and, more particularly, to a method and apparatus 
for rapid identi?cation of column heterogeneity in databases. 
BACKGROUND OF THE INVENTION 
Businesses and consumers rely on their communications 
infrastructure for accessing and sharing information. The 
information or data can be organiZed and kept in records for 
ease of access by multiple users or applications. When the 
collection of information is organiZed in electronically acces 
sible records, it is managed and updated by computers. These 
electronically accessible records are commonly referred to as 
operational databases. The databases are accessed and modi 
?ed by an increasing number of applications. Each applica 
tion may make modi?cation based on its oWn need. When 
businesses merge or simplify their business processes, the 
neW business model often requires integrating the various 
applications. The databases are then combined into a com 
mon database. The corresponding columns in the common 
database may contain various types of values. The modi?ca 
tions by various applications and the integration of applica 
tions may cause the databases to contain a great deal of 
heterogeneity. The heterogeneity creates a data quality issue 
that may prevent applications from being able to access and 
utiliZe the data. Thus, knoWing the quality of the data in the 
database may improve the performance of various applica 
tions that depend on the accuracy of the data in the database. 
Therefore, there is a need for a method that enables rapid 
identi?cation of column heterogeneity in databases. 
SUMMARY OF THE INVENTION 
In one embodiment, the present invention discloses a 
method and apparatus for providing rapid identi?cation of 
column heterogeneity in databases, e.g., databases that are 
used in netWorks. For example, the method receives data 
associated With a column in a database. The method computes 
a cluster entropy for the data as a measure of data heteroge 
neity and then determines Whether said data is heterogeneous 
in accordance With the cluster entropy. 
BRIEF DESCRIPTION OF THE DRAWINGS 
The teaching of the present invention can be readily under 
stood by considering the folloWing detailed description in 
conjunction With the accompanying draWings, in Which: 
FIG. 1 illustrates an exemplary netWork related to the 
present invention; 
FIG. 2 illustrates illustrative homogeneous and heteroge 
neous database columns; 
FIG. 3 illustrates cluster entropy as a function of [3; 
FIG. 4 illustrates a ?owchart of a method for rapid identi 
?cation of column heterogeneity; and 
FIG. 5 illustrates a high-level block diagram of a general 
purpose computer suitable for use in performing the functions 
described herein. 
To facilitate understanding, identical reference numerals 
have been used, Where possible, to designate identical ele 
ments that are common to the ?gures. 
DETAILED DESCRIPTION 
The present invention broadly discloses a method and 
apparatus for rapid identi?cation of column heterogeneity on 
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databases, e. g., databases that are used by netWorks . Although 
the present invention is discussed beloW in the context of 
packet netWorks, the present invention is not so limited. 
Namely, the present invention can be applied to other net 
Works such as the Time Division Multiplexed (TDM) and 
cellular netWorks. In fact, the present invention can be applied 
to any databases as used by applications in various ?elds, e. g., 
?nancial applications, medical applications, and so on. 
To better understand the present invention, FIG. 1 illus 
trates an exemplary netWork 100, e.g., a packet netWork such 
as aVoIP netWork related to the present invention. Exemplary 
packet netWorks include Internet protocol (IP) netWorks, 
Asynchronous Transfer Mode (ATM) netWorks, frame-relay 
netWorks, and the like. An IP netWork is broadly de?ned as a 
netWork that uses Internet Protocol to exchange data packets. 
Thus, a VoIP netWork or a SoIP (Service over Internet Proto 
col) netWork is considered an IP netWork. 
In one embodiment, the VoIP netWork may comprise vari 
ous types of customer endpoint devices connected via various 
types of access netWorks to a carrier (a service provider) VoIP 
core infrastructure over an Internet Protocol/Multi-Protocol 
Label SWitching (IP/MPLS) based core backbone netWork. 
Broadly de?ned, a VoIP netWork is a netWork that is capable 
of carrying voice signals as packetiZed data over an IP net 
Work. The present invention is described beloW in the context 
of an illustrative VoIP netWork. Thus, the present invention 
should not be interpreted as limited by this particular illustra 
tive architecture. 
The customer endpoint devices can be either Time Division 
Multiplexing (TDM) based or IP based. TDM based customer 
endpoint devices 122, 123, 134, and 135 typically comprise 
of TDM phones or Private Branch Exchange (PBX). IP based 
customer endpoint devices 144 and 145 typically comprise IP 
phones or IP PBX. The Terminal Adaptors (TA) 132 and 133 
are used to provide necessary interWorking functions 
betWeen TDM customer endpoint devices, such as analog 
phones, and packet based access netWork technologies, such 
as Digital Subscriber Loop (DSL) or Cable broadband access 
netWorks. TDM based customer endpoint devices access 
VoIP services by using either a Public SWitched Telephone 
NetWork (PSTN) 120, 121 or a broadband access netWork 
130, 131 via a TA 132 or 133. IP based customer endpoint 
devices access VoIP services by using a Local Area NetWork 
(LAN) 140 and 141 With a VoIP gateWay or router 142 and 
143, respectively. 
The access netWorks can be either TDM or packet based. A 
TDM PSTN 120 or 121 is used to support TDM customer 
endpoint devices connected via traditional phone lines. A 
packet based access netWork, such as Frame Relay, ATM, 
Ethernet or IP, is used to support IP based customer endpoint 
devices via a customer LAN, e.g., 140 With a VoIP gateWay 
and/or router 142. A packet based access netWork 130 or 131, 
such as DSL or Cable, When used together With a TA 132 or 
133, is used to support TDM based customer endpoint 
devices. 
The core VoIP infrastructure comprises of several key VoIP 
components, such as the Border Elements (BEs) 112 and 113, 
the Call Control Element (CCE) 111, VoIP related Applica 
tion Servers (AS) 114, and Media Server (MS) 115. The BE 
resides at the edge of the VoIP core infrastructure and inter 
faces With customers endpoints over various types of access 
netWorks.A BE is typically implemented as a Media GateWay 
and performs signaling, media control, security, and call 
admission control and related functions. The CCE resides 
Within the VoIP infrastructure and is connected to the BEs 
using the Session Initiation Protocol (SIP) over the underly 
ing IP/MPLS based core backbone netWork 110. The CCE is 
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typically implemented as a Media Gateway Controller or a 
softsWitch and performs network Wide call control related 
functions as Well as interacts With the appropriate VoIP ser 
vice related servers When necessary. The CCE functions as a 
SIP back-to-back user agent and is a signaling endpoint for all 
call legs betWeen all BEs and the CCE. The CCE may need to 
interact With various VoIP relatedApplication Servers (AS) in 
order to complete a call that requires certain service speci?c 
features, eg translation of an E.164 voice netWork address 
into an IP address and so on. For calls that originate or 
terminate in a different carrier, they can be handled through 
the PSTN 120 and 121 or the Partner IP Carrier 160 intercon 
nections. A customer in locationA using any endpoint device 
type With its associated access netWork type can communi 
cate With another customer in location Z using any endpoint 
device type With its associated netWork type. 
The above IP netWork is described only to provide an 
illustrative environment in Which very large amount of infor 
mation (customer records, call records, billing records, and so 
on) is generated and transmitted and databases are often uti 
liZed to support services provided on the communication 
netWorks. For example, the information or data is organiZed 
and kept in records for ease of access by multiple users or 
applications. When the collection of information is organiZed 
in electronically accessible records, it is managed and 
updated by computers. These electronically accessible 
records are knoWn as operational databases. The databases 
are accessed and modi?ed by an increasing number of appli 
cations. Each application may make modi?cation based on its 
oWn need. When businesses merge or simplify their business 
processes, the neW business model often requires integrating 
the various applications and databases. As such, the corre 
sponding columns in the databases from multiple applica 
tions are then merged into a common database that may 
contain various types of values. 
For example, tWo independently developed inventory 
applications may use machine host names such as abc.def.edu 
and Internet Protocol (IP) addresses such as 105.205.105.205 
for the equivalent task of identifying machines connected to a 
netWork. If the databases supporting these tWo different 
applications are merged into a common database, then the 
corresponding columns in the database Will then contain both 
host names and IP addresses. This example illustrates that the 
modi?cations to the databases made by various applications 
and the integration of applications themselves may quickly 
cause the databases to contain a great deal of heterogeneity. 
The heterogeneity creates a data quality issue that may pre 
vent applications from being able to properly access and 
utiliZe the data. Furthermore, repeated modi?cations of soft 
Ware applications may be necessary to ensure that the soft 
Ware applications Will be able to interpret and to access the 
multiple types of data as the heterogeneity increases over 
time. Thus, the data quality problems may severely degrade 
business practices and result in monetary losses. Therefore, 
there is a need for a method that enables rapid identi?cation of 
column heterogeneity in databases. 
FIG. 2 illustrates an illustrative database 200 With various 
possible homogeneous or heterogeneous columns 210-216. 
For example, the database 200 may be accessed by multiple 
applications and/or servers such as BEs, CCE, application 
servers, media servers, etc. For the example, each one of the 
columns 210, 212, 214 and 216 may contain customer iden 
ti?cations. HoWever, the columns contain different types of 
values for the customer identi?cations. For example, column 
210 contains email addresses. Column 212 contains email 
addresses and telephone numbers in approximately equal 
quantities. Column 214 contains mainly email addresses With 
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a feW phone numbers. Column 216 contains numerical iden 
ti?cations such as telephone numbers and numbers assigned 
to each customer (e.g., Social Security Numbers). 
In the above example illustrated in FIG. 2, various types of 
values (email addresses, phone numbers, social security num 
bers, circuit identi?ers, IP addresses, machine domain names, 
customer names, etc.) may be represented as strings in a 
column, With no a priori characterization of the set of possible 
types present. Those skilled in the art Would realiZe hetero 
geneity is a numerical quantity rather than a Boolean (yes or 
no) notion. The more types of values there are in a database 
column, the greater is its heterogeneity. For example, a col 
umn With email addresses and phone numbers (e.g., column 
212) canbe said to be more heterogeneous than a column With 
only email addresses (e.g., column 210) or only phone num 
bers. The different types of values in a database column may 
occur With different frequencies. The presence of a small 
number of “outliers” does not signi?cantly affect the overall 
heterogeneity of a column. 
More generally, the relative distribution of the types of 
values in a column impacts the heterogeneity. For example, a 
column With roughly equal numbers of email addresses and 
phone numbers (e.g., column 212) can be said to be more 
heterogeneous than a column that has mainly email addresses 
With just a feW phone numbers (e.g., column 214), or vice 
versa. If the values in a database are multiple types but one can 
determine the type of data With ease, then the data are said to 
be Well-separated. For example, if the values are email 
addresses and phone numbers, the data is Well-separated and 
one can determine Which values are email addresses and 
Which values are phone numbers. However, the different 
types of values may either overlap (e.g., social security num 
bers and phone numbers) or be Well-separated (e.g., email 
addresses and phone numbers). Thus, there is uncertainty in 
declaring a column as being heterogeneous. It may be prudent 
to be conservative about a declaration of heterogeneity if the 
resulting action is a potentially expensive analysis of the 
legacy applications that access this database. Generally, the 
more Well-separated are the different types of values in a 
column, the greater is the heterogeneity. 
For example, a column With roughly equal numbers of 
email addresses and phone numbers (e.g., column 212) can be 
said to be more heterogeneous than a column With roughly 
equal numbers of phone numbers and social security numbers 
(e.g., column 216), due to the greater similarity betWeen the 
values in the latter case. In one embodiment, a ?rst approach 
to overcoming these di?iculties is to use clustering. Cluster 
ing refers to grouping values in a database column based on 
similarities, such that the number of different types of values 
in the data may be determined. A method for determining the 
correct number of clusters Will be discussed beloW. 
It is noted that merely counting the number of clusters may 
not su?ice to quantify heterogeneity. The relative siZes of the 
clusters and the Well-separated-ness of the clusters affect the 
heterogeneity. For the example above, a feW phone numbers 
in a large collection of email addresses (e.g., column 214) 
may look like a distinct cluster, but does not impact the 
heterogeneity of the column as much as having a signi?cant 
number of phone numbers in the large collection of email 
addresses (e. g., column 212). Again, customer or social secu 
rity numbers (see the ?rst feW values in column 21 6) may look 
similar to a phone number. As such, the current heterogeneity 
measure as discussed beloW Will re?ect this overlap of sets of 
values, as Well as is able to capture the idea that certain data 
yield clusters that are close to each other, and other data yield 
Well-separated clusters. For the reasons described above, the 
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present invention uses cluster entropy, rather than the number 
of clusters, as the starting basis for quantifying heterogeneity. 
The present invention provides a method and apparatus for 
rapid identi?cation of column heterogeneity. In order to 
clearly illustrate the present invention, the folloWing data 
quality terminology and concepts Will ?rst be described. 
These terminologies and concepts are that of: 
Hard clustering; 
Cluster Entropy; 
Soft clustering; and 
Information Bottleneck (IB) method and rate distortion. 
A hard clustering ofa set ofn points X is a partition T:{tl, 
t2, . . . , tk} such that eachpoint xeX is contained in exactly one 
clusters Where each point in X is assigned to some cluster. 
The cluster entropy is computed by assigning a “probabil 
ity” to each cluster equal to the fraction of the data points it 
contains, and computing the entropy of the resulting distri 
bution. Formally, let cluster ti have nl- points, and set pZ-Ini/n. 
Then the Cluster Entropy (CE) of this clustering is the entropy 
of the cluster size distribution de?ned as: 
The “points” are then distributions, and they are as signed to 
clusters probabilistically rather than deterministically. This 
re?ects the natural uncertainty in assigning points to clusters 
as shoWn in column 216 above. 
Formally de?ned, a soft clustering of a set of n points X is 
a set of clusters T:{tl, t2, . . . , tk} and a cluster membership 
distribution p(T|x) for each point x, Where p(t|x) is the prob 
ability of assigning x to cluster t. Given the soft clustering, 
compute the quantity I(T;X). The current invention uses an 
information bottleneck (IB) method, as described beloW, to 
compute a soft clustering of distributions. 
The information bottleneck method takes as input a collec 
tion of distributions, expressed as joint distribution Qi, Y). In 
the joint distribution, xeX is a particular distribution Whose 
component dimensions are the elements of Y The output is a 
cluster membership distribution for each x. Formally, this is 
represented as a conditional distribution p(T|x) for each x, 
Where each element p(t|x) represents the conditional prob 
ability that x is placed in cluster teT. 
In rate distortion theory, the mutual information IQ(;Y) 
betWeen tWo random variables X, Y is de?ned as: 
The mutual information I(T;Y) represents the quality of the 
clustering; the higher this value, the better the quality. Of 
course, one can set TIX, Which is equivalent to assigning 
each point its oWn cluster. Thus, a term to represent the 
compactness of the clustering is needed. In a hard clustering 
scenario, the number of clusters k, is the desired constraint. 
For soft clustering, data compression techniques express the 
measure of hoW “uncompressed” the clustering T is as I(T;X) 
(broadly de?ned as cluster entropy). If all points are placed in 
a single cluster, then I(T;X)IO, representing maximum com 
pression. Similarly, I(T;X):/Q(;X):H(X), When all points are 
placed in their oWn cluster. T represents the bottleneck that 
points are funneled through. The error of the funneling is 
minimized by maximizing I(T; Y). The description complex 
ity of the clustering is minimized by minimizing I(T; X). An 
information bottleneck function that minimizes the error of 
the funneling While minimizing the complexity of the clus 
tering is then introduced. The information bottleneck func 
tion is provided as an objective function de?ned by: 
Where [3 is a Lagrange multiplier that controls the tradeoff 
betWeen distortion and compression; the goal is then to 
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minimize 3. The mutual information I(T;X) is the analog of k 
in a hard clustering. For the above example Where points are 
assigned to exactly one cluster and all clusters have the same 
resulting cardinality, then I(T;X):ln k. In the above equation, 
each value of [3 de?nes a different clustering tradeoff, and a 
different optimal solution. The choice of Which clustering to 
use is then reduced to a choice of value for [3. It may seem on 
the surface that all choices for [3 are equally valid. HoWever, 
there may exist an optimal value as described beloW. 
FIG. 3 illustrates I(T;X) as a function of [3 in a graph 300. 
A normalized version of [3 is plotted on the x-axis. The I(T;X) 
320 for a large collection of data sets 310, ranging from the 
very homogenous to the very heterogeneous, is plotted on the 
y-axis. Note that for all the data sets, I(T;X) exhibits a sig 
ni?cant change in value close to a canonical value of [3. This 
canonical value [3* is given by the expression [3*:H(X)/I(X; 
Y), Where HQQ is the entropy of X and is a function solely of 
the data itself. T appears noWhere in this expression. This is 
because the slope of the rate-distortion curve, Which plots the 
value of I(T;Y) versus I(T;X) for an optimal clustering T as [3 
varies, is l/ [3 at any point. The values of I(T;X) range betWeen 
0 and HQ(). The values of I(T;Y) range betWeen 0 and I(X;Y). 
The values of I(T;X) and I(T;Y) are then normalized to range 
betWeen 0 and l . In the resulting curve, the point at Which the 
slope of the curve is 1 represents the point of diminishing 
returns; it is the point at Which the effort expended to achieve 
a better (normalized) clustering quality I(T;Y) starts to 
exceed the increase in (normalized) data representation cost 
I(T;X). A straightforWard scaling argument shoWs that this 
point corresponds precisely to [3:[3*. 
Thus, in one embodiment, the canonical rule is to choose 
the optimal clustering for [3:[3*. Furthermore, the number 
generated by this rule is an accurate predictor of data hetero 
geneity. Speci?cally, the relative ordering of I(T;X) values 
obtained at [3:[3* is consistent With the expected relative 
heterogeneity of these data sets. 
Another consideration for an accurate soft clustering of the 
data is to provide context, i.e. any clustering makes sense 
Within a context. For example, a high concentration of points 
in a small range is signi?cant only if vieWed against a rela 
tively sparse, larger background. In another example, the 
collection of strings in column 210, form a cluster only With 
respect to the set of all strings. If the background for this data 
Were the set of all email addresses, then this set has no appar 
ent unusual properties. In one embodiment, the method of the 
invention used for soft clustering of the data then includes 
addition of a background context. 
For heterogeneity testing, an appropriate background is the 
space of all strings. This needs to be introduced into each data 
set in order to de?ne the “bounding volume” of the space. 
Since the data are represented as distributions, the back 
ground may consist of random distributions, chosen from the 
space of all distributions. These are added to the data before 
soft clustering is performed, and are then removed. 
In one embodiment, it is assumed that the data is repre 
sented as distributions over a domain. The input to a hetero 
geneity testing procedure is a column of data vieWed as a 
collection of strings. To convert this to a distribution, the 
method ?rst vieWs each string as a (small) document. It then 
replaces this document by a normalized Weighted vector of 
q-grams as described beloW. The resulting vector of q-grams 
is used to compute the optimal value [3*:H(X)/IQ(;Y). The 
background context is then added prior to determining the 
soft clusters. The added background is removed after the 
clusters are determined. The remaining data is used to con 
struct Well-separated clusters by merging clusters that are 
close, and to compute cluster entropy. 
US 8,176,016 B1 
7 
In one embodiment, q-grams are ?rst constructed for all 
strings in X. In particular, 1- and 2-grams are constructed for 
all strings. If the set of q-grams areY, for each q-gram y, let 
f(x,y) be the number of occurrences of y in x, and let p(y) be 
the fraction of strings containing y. A matrix S is then con 
structed. The roWs of the matrix S are the strings of X and the 
columns are q-grams. The entries are in, mxy:f(x,y)*W(y)/Z, 
Where Z is a normalizing constant so that the sum of all entries 
in M is l, and 
For the above example, a collection of background points 
are added to the data. Since the space being considered is the 
space of all d-dimensional distributions (the d-dimensional 
simplex), the data is sampled uniformly over this space. The 
uniform distribution over the d-dimensional simplex is a 
Dirichlet distribution, and thus a uniform sample from this 
space may be obtained by the folloWing procedure. Sample d 
points x1, . . . , xd from an exponential distribution With 
parameter 1, and normalize the values by dividing each by 
EN“ 
The resulting d-vector is a uniform sample from the simplex. 
A uniform sample from an exponential distribution is com 
puted by sampling r uniformly in [0 . . . l] and returning the 
value ln(l/r). The background is generated by using a set of 
q-grams disjoint from the q-grams inY, of the same cardinal 
ity asY Using the above procedure, |X| points are generated, 
yielding a matrix N that is then normalized so all entries sum 
to 1. Both S and N have dimension |X|>< |Y|. The method then 
?xes a parameter 0<7t<l (the mixing ratio) that controls the 
mixture of signal and background context. The ?nal joint 
density matrix M is of dimension 2 |X|><2 |Y|, containing KS 
as its ?rst |X| roWs and |Y| columns and (1-7»)N as its last |X| 
roWs and |Y| columns. Note that M is a valid joint distribution 
since its entries sum to l . The notation usedbeloW refers to the 
roWs of M as X and the columns as Y in What folloWs for 
clarity. 
The present method then computes [3* from the matrix M, 
using only the data roWs and columns. Standard empirical 
estimator for entropy (Which treats the normalized counts as 
fractions) is used. The information bottleneck can noW be 
determined from M and 6*. The information bottleneck algo 
rithm is a generalization of the standard expectation-maximi 
zation method. Although the algorithm generates a soft clus 
tering, it requires as input a target set of clusters (not all of 
Which may be used). In one embodiment, the method speci 
?es a very large number of clusters (|X|/2). Empirically, it is 
suf?cient to ?nd a point on the rate distortion curve. Note that 
the method does not need to ?x a number of clusters in 
advance; the number of clusters that is supplied to the infor 
mation bottleneck method is merely an artifact of the imple 
mentation and need only be a very loose upper bound. It may 
affect the running time of the algorithm but not the ?nal 
heterogeneity measure computed. The output of this algo 
rithm is a soft clustering T, speci?ed as the conditional prob 
abilities, p(Tlx) from Which the cluster masses p(T) and the 
cluster centers p(Ylt) can be derived using Bayes’ Theorem 
and the conditional independence of T and Y given X as 
shoWn beloW: 
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W) = Z p(rl we). and 
In order to compute the heterogeneity of the resulting soft 
clustering, the method computes the quantity I(T;X) and 
reports this value. 
FIG. 4 illustrates a ?owchart of a method 400 for rapid 
identi?cation of column heterogeneity. For example, a net 
Work analyst or user may implement method 400 for rapid 
identi?cation of column heterogeneity, e.g., enabling a server 
to access columns of data in databases to be analyzed for 
heterogeneity. 
Method 400 starts in step 405 and proceeds to step 410. In 
step 410, method 400 accesses a database and retrieves data 
from one or more database columns to be analyzed. For 
example, the server may access a database containing cus 
tomer identi?cations. Note that the customer identi?cation 
database may have been a database created by merging mul 
tiple databases used by various applications throughout an 
enterprise. 
In step 420, method 400 vieWs the column of data as a set 
of strings and converts the strings to distributions of q-grams. 
For example, the column of data may be vieWed as a set of 
input strings X. If the set of q-grams are de?ned asY, for each 
q-gram y, let f(x,y) be the number of occurrences of y inx, and 
let p(y) be the fraction of strings containing y. A matrix S is 
constructed With roWs of the matrix the strings of X and the 
columns the q-grams. The entries of the matrix are mxy:f(x, 
y)*W(y)/ Z, Where Z is a normalizing constant so that the sum 
of all entries in M is l, and 
In step 430, method 400 incorporates background context. 
Background points are added to the data and the soft clusters 
are formed on the mix of data and background. The back 
ground is removed after the soft clusters are established. For 
the example above, a background is generated by using a set 
of q-grams disjoint from the q-grams inY, of the same cardi 
nality as Y. |X| points are generated, yielding a matrix N that 
is then normalized so all entries sum to l. The method then 
?xes a parameter 7» to be used as a mixing ratio (With range 
betWeen zero and l) to control the mixture of signal and 
background context. The ?nal joint density matrix M is then 
of dimension 2 |X|><2 |Y|, containing KS as its ?rst |X| roWs 
and |Y| columns, and (1-7»)N as its last |X| roWs and |Y| 
columns. 
In step 440, method 400 computes the optimal value of the 
Lagrange multiplier 6*. For the above example, the method 
determines [3* from the matrix M, by computing the entropy 
from the data itself and ?nding the value of the Lagrange 
multiplier Where the slope of the rate distortion curve is close 
to 1. 
In step 450, method 400 determines soft clusters using an 
information bottleneck method. For the example above, the 
output of the information bottleneck algorithm is a soft clus 
tering T, speci?ed as the conditional probabilities p(Tlx). 
In step 470, method 400 computes a cluster entropy as a 
measure of heterogeneity, e. g., computing the heterogeneity 
of the soft clustering. 
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In step 480, method 400 forwards the results to the user as 
an output and ends the current heterogeneity test. Alterna 
tively, the method may proceed back to step 410 to begin a 
neW test for another column. 
FIG. 5 depicts a high-level block diagram of a general 
purpose computer suitable for use in performing the functions 
described herein. As depicted in FIG. 5, the system 500 com 
prises a processor element 502 (e.g., a CPU), a memory 504, 
e.g., random access memory (RAM) and/or read only 
memory (ROM), a module 505 for rapid identi?cation of 
column heterogeneity, and various input/output devices 506 
(e. g., storage devices, including but not limited to, a tape 
drive, a ?oppy drive, a hard disk drive or a compact disk drive, 
a receiver, a transmitter, a speaker, a display, a speech syn 
thesiZer, an output port, and a user input device (such as a 
keyboard, a keypad, a mouse, and the like)). 
It should be noted that the present invention can be imple 
mented in softWare and/ or in a combination of softWare and 
hardWare, e.g., using application speci?c integrated circuits 
(ASIC), a general purpose computer or any other hardWare 
equivalents. In one embodiment, the present module or pro 
cess 505 for rapid identi?cation of column heterogeneity can 
be loaded into memory 504 and executed by processor 502 to 
implement the functions as discussed above. As such, the 
present method 505 for rapid identi?cation of column hetero 
geneity (including associated data structures) of the present 
invention can be stored on a computer readable medium or 
carrier, e.g., RAM memory, magnetic or optical drive or dis 
kette and the like. 
While various embodiments have been described above, it 
should be understood that they have been presented by Way of 
example only, and not limitation. Thus, the breadth and scope 
of a preferred embodiment should not be limited by any of the 
above-described exemplary embodiments, but should be 
de?ned only in accordance With the folloWing claims and 
their equivalents. 
What is claimed is: 
1. A computer-implemented method for identifying data 
heterogeneity, the method comprising: 
receiving data associated With a column in a database; 
computing a cluster entropy solely for the data of the col 
umn as a measure of data heterogeneity, Wherein the 
cluster entropy is computed by: 
determining a plurality of soft clusters from the data; 
assigning a probability to each of the plurality of soft 
clusters equal to a fraction of data points of the data 
that each of the plurality of soft clusters contains; and 
computing the cluster entropy based on a resulting dis 
tribution of the plurality of soft clusters, Wherein the 
entropy of the resulting distribution comprises the 
cluster entropy; 
determining, via a processor, Whether the data of the col 
umn is heterogeneous in accordance With the cluster 
entropy; and 
providing a determination of Whether the data of the col 
umn is heterogeneous as an output to a user. 
2. The computer-implemented method of claim 1, Wherein 
the data points comprise strings of input data that are con 
verted into a plurality of distributions of q-grams. 
3. The computer-implemented method of claim 1, Wherein 
the determining the plurality of soft clusters employs an infor 
mation bottleneck method. 
4. The computer-implemented method of claim 3, Wherein 
the computing the cluster entropy further comprises: 
incorporating background context data. 
5. The computer-implemented method of claim 4, Wherein 
the computing the cluster entropy further comprises: 
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computing an optimal tradeoff parameter 6*, for control 
ling a tradeoff betWeen distortion and compression in 
clustering the data points of the data into the plurality of 
clusters. 
6. A non-transitory computer-readable storage medium 
having stored thereon a plurality of instructions, the plurality 
of instructions including instructions Which, When executed 
by a processor, cause the processor to perform a method for 
identifying data heterogeneity, comprising: 
receiving data associated With a column in a database; 
computing a cluster entropy solely for the data of the col 
umn as a measure of data heterogeneity, Wherein the 
cluster entropy is computed by: 
determining a plurality of soft clusters from the data; 
assigning a probability to each of the plurality of soft 
clusters equal to a fraction of data points of the data 
that each of the plurality of soft clusters contains; and 
computing an entropy of a resulting distribution of the 
plurality of soft clusters, Wherein the entropy of the 
resulting distribution comprises the cluster entropy; 
and 
determining Whether the data of the column is heteroge 
neous in accordance With the cluster entropy. 
7. The non-transitory computer-readable storage medium 
of claim 6, Wherein the data points comprise strings of input 
data that are converted into a plurality of distributions of 
q-grams. 
8. The non-transitory computer-readable storage medium 
of claim 6, Wherein the determining the plurality of soft 
clusters employs an information bottleneck method. 
9. The non-transitory computer-readable storage medium 
of claim 8, Wherein the computing the cluster entropy further 
comprises: 
incorporating background context data. 
10. The non-transitory computer-readable storage medium 
of claim 9, Wherein the computing the cluster entropy further 
comprises: 
computing an optimal tradeoff parameter 6*, for control 
ling a tradeoff betWeen distortion and compression in 
clustering the data points of the data into the plurality of 
clusters. 
11. The non-transitory computer-readable storage medium 
of claim 6, further comprising: 
providing a determination of Whether the data is heteroge 
neous as an output. 
12. An apparatus for identifying data heterogeneity, the 
apparatus comprising: 
a processor; and 
a non-transitory computer-readable storage medium in 
communication With the processor, the computer-read 
able medium having stored thereon a plurality of 
instructions, the plurality of instructions including 
instructions Which, When executed by the processor, 
cause the processor to perform a method comprising: 
receiving data associated With a column in a database; 
computing a cluster entropy solely for the data of the 
column as a measure of data heterogeneity, Wherein 
the cluster entropy is computed by: 
determining a plurality of soft clusters from the data; 
assigning a probability to each of the plurality of soft 
clusters equal to a fraction of data points of the data 
that each of the plurality of soft clusters contains; 
and 
computing an entropy of a resulting distribution of the 
plurality of soft clusters, Wherein the entropy of the 
resulting distribution comprises the cluster 
entropy; and 
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determining Whether the data of the column is hetero ge 
neous in accordance With the cluster entropy. 
13. The apparatus of claim 12, Wherein the data points 
comprise strings of input data that are converted into a plu 
rality of distributions of q-grams. 
14. The apparatus of claim 12, Wherein the determining 
Whether the data of the column is heterogeneous by employ 
ing an information bottleneck method. 
15. The apparatus of claim 14, Wherein the cluster entropy 
is further computed by: 
incorporating background context data. 
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16. The apparatus of claim 15, Wherein the cluster entropy 
is further computed by: 
computing an optimal tradeoff parameter 6*, for control 
ling a tradeoff betWeen distortion and compression in 
clustering the data points of the data into the plurality of 
clusters. 
