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Finding the solutions of the equations that describe the dynamics of a given physical system is
crucial in order to obtain important information about its evolution. However, by using estimation
theory, it is possible to obtain, under certain limitations, some information on its dynamics. The
quantum-speed-limit (QSL) theory was originally used to estimate the shortest time in which a
Hamiltonian drives an initial state to a final one for a given fidelity. Using the QSL theory in a
slightly different way, we are able to estimate the running time of a given quantum process. For
that purpose, we impose the saturation of the Anandan-Aharonov bound in a rotating frame of
reference where the state of the system travels slower than in the original frame (laboratory frame).
Through this procedure it is possible to estimate the actual evolution time in the laboratory frame of
reference with good accuracy when compared to previous methods. Our method is tested successfully
to predict the time spent in the evolution of nuclear spins 1/2 and 3/2 in NMR systems. We find that
the estimated time according to our method is better than previous approaches by up to four orders
of magnitude. One disadvantage of our method is that we need to solve a number of transcendental
equations, which increases with the system dimension and parameter discretization used to solve
such equations numerically.
I. INTRODUCTION
We can address the problem we are tackling by means
of asking ourselves a question: Can we know the time in-
terval of a quantum process without solving its relevant
dynamical equations? An affirmative answer to this ques-
tion would be of great importance in situations in which
is hard to solve both the Schro¨dinger (nonrelativistic)
and Dirac (relativistic) equations. Yet, in general, the
solution for Hamiltonians (i.e., equations that describe
the time evolution of a system) that show an explicit
time dependence or that take into account many-body
interactions is even harder to solve. In this work we ad-
dress this problem in the particular case in which the
pure initial quantum state evolves unitarily in time. Our
approach is based on a variation of the quantum-speed-
limit (QSL) time, i.e., the minimum time required for a
quantum system to evolve from an initial state to a final
one.
In the context of the energy-time uncertainty rela-
tions, Mandelstam and Tamm (MT) [1] reported a QSL
time t ≥ ~ arccos√F (t)/∆H for a closed quantum sys-
tem evolving between two distinct pure states |ψ(0)〉
and |ψ(t)〉, where t is the actual time of the evolu-
tion. Such expression is valid for a time-independent
Hamiltonian Hˆ with energy uncertainty given by ∆H=√
〈ψ(t)|Hˆ2|ψ(t)〉 − 〈ψ(t)|Hˆ|ψ(t)〉2 and the fidelity be-
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tween the initial and final states defined by
F (t) =
∣∣〈ψ(0)|ψ(t)〉∣∣2. (1)
Later, Margolus and Levitin [2] resorting to energy as a
resource, developed an alternative expression for the QSL
time t ≥ h/4(〈Hˆ〉−E0), where the term in parentheses
in the denominator means the average energy above the
energy of the reference state. Since these two remarkable
works, intense study on this subject emerged, including
generalizations for unitary [3–14] and nonunitary [15–19]
evolutions of quantum states.
On this subject we woud like to highlight the semi-
nal work of Anandan and Aharonov [5], which proposed
a geometrical approach to the state evolution in quan-
tum mechanics. Using the Fubini-Study metric in the
projective Hilbert space, they found the shortest path
between distinct pure states and also determined the av-
erage speed of the state evolution through the energy
uncertainty. The ratio between these two quantities gave
origin to the following expression
t > t? =
~ arccos
√
F (t)
∆H(t)
, (2)
where the term arccos
√
F (t) is the geodesic distance
between the initial |ψ(0)〉 and final |ψ(t)〉 states. As
the Hamiltonian can be time dependent now, we are
able to define the average speed of the state evolution
∆H(t)
~ ≡ 1t
∫ t
0
∆H(τ)
~ dτ [5]. Due to its beautiful geo-
metrical interpretation [5, 7, 15, 19], as shown in Figure
1, the expression for the average time of the state evo-
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2lution (2) will be used henceforth and t? will be called
Anandan-Aharonov time (AAT).
Although the expression above has been interpreted as
an estimation of the shortest time of a given quantum
evolution, i.e., the QSL time, in Ref. [20] it was shown
for nonunitary dynamics that expressions that depend
on the average speed of the state evolution are in fact
estimating the actual time of the evolution instead of the
shortest one. The formulas developed in Ref. [17] are
good examples of such case.
Here we apply Eq. (2) to estimate the actual time for
an initial pure quantum state in the laboratory frame
to achieve a certain fidelity under the action of a uni-
tary evolution generated by a time-dependent Hamilto-
nian. For this purpose, we recall that the AAT becomes
the actual time when the quantum state evolves over the
geodesic path [15, 19]. The main idea of this work is to
move the description to a different reference frame where
the quantum state performs a path which is closer to the
geodesic path, therefore evolving slower than in the orig-
inal reference frame. We can use this fact to impose the
saturation of the Anandan-Aharonov (AA) bound (2) in
a rotating frame in which the Hamiltonian is time inde-
pendent. Such an imposition transforms Eq. (2) into
a transcendental equation, where its solutions enable us
to estimate the actual time at which the initial state of
the quantum system in the laboratory frame evolves until
achieving a certain fidelity F . As we moved the system
to a frame where the Hamiltonian is time independent,
the average speed of the evolution became constant. This
means that in the rotating frame Eq. (2) becomes useful,
since the average speed of the state evolution does not
depend on the unknown actual evolution time [20].
We organize this paper as follows. Section II briefly
explains the action of a unitary transformation over the
time-dependent Schro¨dinger equation to obtain a frame
of reference in which we describe the evolution of the
quantum state and calculate its energy uncertainty. Also,
we show a way to express the fidelity of the evolved state
(unknown) of the system in this frame. Through the use
of the AAT, we propose a method to estimate the dy-
namics of the quantum system in the laboratory frame
according to its initial state. In Sec. III we apply the
proposed method in two NMR systems of spins 1/2 and
3/2, respectively. We compare the time evolution pre-
dicted by our method with the theoretical predictions of
the actual evolution time made by the integration of the
Schro¨dinger equation and the experimental data. In Sec.
IV we discuss the results and present our conclusions.
II. THE METHOD
Let us consider that in the laboratory frame of ref-
erence a quantum system is described by the time-
dependent Schro¨dinger equation i~| •ψ(t)〉 = Hˆ(t)|ψ(t)〉,
where Hˆ(t) and |ψ(t)〉 are the Hamiltonian and the quan-
tum state of the system at time t, respectively. Given an
Figure 1. (Color online) Illustration of the geometric meaning
of the AAT t? defined according to Eq. (2). t? is the time for
the system state traveling at average speed ∆H(t)/~ to cross
over the geodesic length arccos
√
F (t) between the initial and
final states with fidelity given by Eq. (1). t is the total
evolution time.
initial state |ψ(0)〉 and the system Hamiltonian, our main
goal is to estimate the actual evolution time of the system
to achieve a final state with fidelity F (t). Notice that we
do not know the final state of the evolution |ψ(t)〉, just
the value of the fidelity, which is given a priori. From
Eq. (2) we observe that t= t? only when the evolution
of the state of the system occurs over the geodesic path.
In such a case, the quantum state progresses as slowly as
possible for a fixed time interval, which is equivalent to
attaining the smallest value for the average energy un-
certainty ∆H(t). Although the AAT values are different
when evaluated in different frames of reference, a uni-
tary transformation from the original frame to any other
yields the same value for the actual evolution time. This
can be seen through the application of a time-dependent
unitary transformationR(t), such that the quantum state
can be expressed as |ψ(t)〉 = R(t)|ψR(t)〉, satisfying the
initial condition |ψ(0)〉 = |ψR(0)〉. The quantum state
|ψR(t)〉 is represented in the new frame of reference at
time t and it evolves according to the time-dependent
Schro¨dinger equation i~| •ψR(t)〉 = HˆR(t)|ψR(t)〉, where
the Hamiltonian in the new frame is defined as HˆR(t) =
R†(t)Hˆ(t)R(t)− i~R†(t) •R(t). In particular, to estimate
the actual time t, we will use the expression (2) in a
specific rotating frame
t > tR? =
~ arccos
√
FR(t)
∆HR
, (3)
where the average energy uncertainty ∆HR is chosen
to be smaller than its counterpart in the laboratory
frame ∆H(t). Hence, we hope to find tR? closer to the
actual time t when compared to the same prediction
made in the laboratory frame, [see Eq. (2)]. Choos-
ing an appropriate unitary transformation R(t), the
Hamiltonian in the rotating frame HˆR becomes time
independent and consequently its average variance,
∆HR(t) = ∆HR. The later imposition was made for the
3sake of simplicity and also because the average energy
uncertainty becomes time independent, i.e., it does not
depend on the actual time of the evolution. Naturally,
the expression for the fidelity in the rotating frame also
changes, FR(t)= |〈ψR(0)|ψR(t)〉|2 = |〈ψ(0)|R†(t)|ψ(t)〉|2.
A. Motivation
To understand the idea behind our method, we rewrite
Eq. (2) as
t? =
`geodes
v
, (4)
where `geodes is the geodesic path length and v is the
average speed of the quantum state evolution, which is
taken over the whole evolution time. On the other hand,
the average speed can be written as
v =
`real
t
, (5)
with `real being the real path length and t the actual
evolution time. Therefore, the AAT is expressed as
t? =
`geodes
`real
t. (6)
Once the actual time is the same in all frames of refer-
ence, we have only to find a reference frame where we
saturate as much as possible the ratio `geodes/`real → 1
in order to obtain a good estimate of the actual evolution
time. According to our proposal, this is achieved when
the quantum state evolves as slower as possible in a
rotated frame of reference, once Eqs. (4) and (5) remain
valid for all frames of reference. We observe such effect
by noticing in Eq. (5) that small average speeds v implies
small lengths, so that such lengths cannot be smaller
than the geodesic one. This is illustrated in a video in
the Supplemental Material [21]. For the reasons stated
above, we are led to choose a reference frame where the
system Hamiltonian is time independent. This choice
can be better understood by referring to the definition
of the average speed of the state evolution and the fact
that the energy uncertainty is time independent. The
following are consequences of this choice. (i) We cannot
guarantee that this is the optimal frame of reference
where the speed of the evolution is as slow as possible
and therefore that the system state is running over the
geodesic length. However, for driven quantum systems
such as NMR, cavity QED, cold atoms, ion traps,
and superconducting quantum information devices [22],
where the system Hamiltonian in the Schro¨dinger picture
is highly oscillating, our method may become useful,
since in this frame of reference the energy uncertainty is
smaller than in the laboratory frame, which is enough
to improve the estimation of the actual evolution time.
See the next paragraph to follow the demonstration of
this last statement. (ii) There are situations in which
is impossible to find a frame of reference where the
Hamiltonian is time independent. When the transformed
Hamiltonian HR(t) is necessarily time dependent and
consequently its variance, the average speed of the state
evolution in this frame of reference depends on the total
evolution time, i.e., the variable to be estimated. An
alternative to solve this problem would be performing
an estimate of ∆HR(t)/~. The latter case will not be
dealt with here and is left for future research.
Let us introduce a proper example to explain why mov-
ing to a frame of reference where the state evolution is
slower than in the laboratory frame is suitable to estimate
the actual evolution time. Consider a time-independent
Hamiltonian Hˆ in the laboratory frame. We can choose
the unitary transformation connecting to the rotating
frame as
R(t) = e−iHˆε
′t/~, (ε′ ∈ R), (7)
so that in the new frame the Hamiltonian is HˆR = εHˆ,
where ε ≡ 1 − ε′. With the evolved state given by
|ψR(t)〉=e−iHˆεt/~|ψ(0)〉, we obtain the fidelity
FR(t) = |〈ψ(0)|e−iHˆεt/~|ψ(0)〉|2 (8)
and the energy uncertainty
∆HR = ε∆H0, (9)
with ∆H0 =
√
〈ψ(0)|Hˆ2|ψ(0)〉 − 〈ψ(0)|Hˆ|ψ(0)〉2 the en-
ergy uncertainty in the laboratory frame. From Eqs. (3),
(8), and (9), we find the following expression for tR?
tR? =
~ arccos
(
|〈ψ(0)|e−iHˆεt/~|ψ(0)〉|
)
ε∆H0
. (10)
As we can find a frame of reference in which ε can be
arbitrary small, the fidelity FR(t) can be expanded in
power series of this parameter as
FR(t) = 1−
(
εt
~
)2
∆H20 +O(ε4).
By performeing a similar procedure to write the function
arccos, Eq. (10) becomes
tR? =
~
ε∆H0
(
εt∆H0
~
+O(ε3)
)
= t+O(ε2). (11)
We observe in Eq. (9) that the speed of the state
evolution in the rotating frame is controlled by the
parameter ε. As smaller values of such parameter im-
ply slower state evolutions, then we obtain limε→0 tR? = t.
4B. Implementation
To implement our method, first we notice that even
for time-independent Hamiltonians in the rotating frame,
the utility of Eq. (3) remains limited, provided that it
is necessary to know the quantum state |ψ(t)〉 to obtain
the fidelity FR(t). In order to overcome this problem,
we replace FR(t) by FR(t
R
? ) in Eq. (3), resulting in the
transcendental equation
arccos
√
FR(tR? ) =
∆HR t
R
?
~
. (12)
The expression for the fidelity in the rotating frame
FR(t
R
? ) is
FR(t
R
? ) ≡ |〈ψ(0)|R†(tR? )|ψ(tR? )〉|2, (13)
with the quantum state at time tR? being written as
|ψ(tR? )〉 =
√
F |ψ(0)〉+
n−1∑
j=1
aje
iϕj |ψ⊥j 〉. (14)
This fidelity is a mathematical artifice to replace the ac-
tual evolution time t by its estimate tR? . A qualitative
error analysis introduced by the replacement of FR(t) by
FR(t
R
? ) is made in Appendix A. The quantum states |ψ⊥j 〉
are orthogonal to |ψ(0)〉, the time-dependent coefficients
aj , ϕj ∈R satisfy
∑n−1
j=1 |aj |2 =1−F , and n is the dimen-
sion of the Hilbert space. The reason we have written
the evolved quantum state |ψ(t)〉 as in Eq. (14) is that
it recovers the expression (1), i.e., F = |〈ψ(0)|ψ(tR? )〉|2.
Therefore, we can express FR(t
R
? ) as
FR(t
R
? ) =
∣∣∣∣∣√F 〈ψ(0)|R†(tR? )|ψ(0)〉
+
n−1∑
j=1
aje
iϕj 〈ψ(0)|R†(tR? )|ψ⊥j 〉
∣∣∣∣∣
2
.
(15)
We can obtain the set of n−1 orthogonal states by us-
ing the Gram-Schmidt orthogonalization procedure over
the initial state. Hence, given the initial quantum state,
the fidelity F , and the Hamiltonian in the laboratory
frame, and after we have chosen the time-dependent uni-
tary transformation R(t), we find numerically the root
of Eq. (12) for the shortest time tR? . We observe that
the transcendental equation depends on several variables
{ϕ1, . . . , ϕn−1, a1, . . . , an−1}, beyond tR? . Our strategy to
solve such an equation is to sweep over the whole set of
parameters to minimize tR? as the first chronological root
of the transcendental equation. We are looking for the
first chronological root because different final states can
have the same value of fidelity. This may occur mainly
in systems with periodic dynamics. It is also possible to
obtain numerically the best unitary transformation that
leads to the best time estimation, although this is not our
goal here. This can be reached numerically by sweeping
over all the parameters of the unitary transformation.
Although in this work we apply our method just for
time-dependent Hamiltonians in NMR systems, it works
as well as for time-independent Hamiltonians. In the
latter case the unitary transformation must be of the
form (7) and the rest of the procedure remains.
Nonetheless, to analyze how effective the method pro-
posed here is, in the next section we show its applica-
tion to estimate the necessary time for an initial state
to evolve to a final state in systems consisting of spins
1/2 and 3/2 in the NMR scenario. Our predictions are
compared to experimental data for both evolutions.
III. APPLICATIONS
A. Spin 1/2 systems
In order to put in practice our method, we imple-
mented experimentally the dynamics of a spin I = 1/2
NMR system composed by molecules of o-phosphoric
acid (see Appendix D). Phosphorous nuclei (31P) interact
with an external magnetic field according to the Hamil-
tonian,
Hˆ(t) = ~
{
ω0Iˆz + ω1
[
cos(ωpt)Iˆx + sin(ωpt)Iˆy
]}
, (16)
where ω0 is the Larmor frequency and ω1 is proportional
to the intensity of the magnetic field applied in the x−y
plane which rotates around the z axis with frequency ωp,
while Iˆi= σˆi/2, i=x, y, z, and σˆi are the Pauli spin ma-
trices. We observe that the Hamiltonian (16) does not
commute with itself for different times, which introduces
some degree of difficulty to solve the Schro¨dinger equa-
tion, despite its simple form.
The unitary transformation that removes the time de-
pendence from the Hamiltonian (16) is R(t) = e−iIˆzωpt,
which is a rotation around the z axis, explaining why
we called it rotating frame. The resulting Hamilto-
nian is HˆR = ~
(
∆Iˆz + ω1Iˆx
)
, with ∆ = ω0−ωp. We
considered as the initial state of the system a general
pure state on the Bloch sphere |ψ(0)〉 = |ψ(θ, φ)〉 =
cos(θ/2)|0〉+eiφ sin(θ/2)|1〉. It can be written as function
of the polar θ and azimuthal φ angles and the eigenstates
{|0〉, |1〉} of the Pauli matrix σˆz. In this case, the fidelity
(15) depends only on the parameter ϕ1 and the QSL time,
as shown by
FR(t
R
? ) =
∣∣√F 〈ψ(0)|R†(tR? )|ψ(0)〉
+
√
1−Feiϕ1〈ψ(0)|R†(tR? )|ψ⊥1 〉
∣∣2. (17)
The perpendicular state is easily obtained by |ψ⊥1 〉 =
5|ψ(θ−pi, φ)〉. According to the experimental setup (see
Appendix D), the axial Larmor frequency is ω0 = ωp =
2pi(161.975MHz) and the radio frequency in the perpen-
dicular direction is ω1 =2pi(21.930kHz), while the initial
state is defined by the angles θ = 24.48◦ and φ= 4.02◦.
For these parameters we show in Fig. 2 the experimental
fidelity of the system state in the laboratory frame (green
asterisks). To obtain theses values we performed quan-
tum state tomography at each 0.5 µs in the time interval
[0, 22 µs] and used the Eq. (1) to obtain the fidelity at
each time.
The system dynamics is well described by the unitary
evolution governed by Hamiltonian (16) provided that
the relaxation times T1 = 1.96 s and T2 = 170 ms are
much longer than 22 µs. In order to establish a com-
parison with the theoretical predictions, first we solve
the Schro¨dinger equation (Appendix B). This solution is
used to calculate the fidelity (1) in the laboratory frame
F (t) (solid black line). Due to its very fast oscillating
behavior, it looks like a black belt. It is possible to see
in the inset of Fig. 2 the oscillating behavior of the fi-
delity as the system state evolves in time with the help
of a time scale 1000 times shorter. Such oscillations are
proportional to the ratio between the values of ω0 and
ω1 and depend on the chosen initial quantum state. In-
deed, the experimental values do not present oscillating
behavior once the measurements are performed in a time
interval that is two orders of magnitude greater than one
period of oscillation of the fidelity.
Although the purpose of Ref. [17] was to obtain an esti-
mate for the minimum evolution time for non-Markovian
dynamics, it was shown in [20] that such formulas are
more useful to estimate the actual evolution time. In the
former, the authors make use of different norms of the
generator of the evolution to get tighter bounds for the
passage time. They found that the operator norm fur-
nishes the best estimate for the actual evolution time. In
Appendix C we compare the average time for different
norms, as proposed in Ref. [17], with that one obtained
via AAT (2) and through our method (12) for spin-1/2
case. We observed that predictions made by the AAT
and operator norm approaches are similar, although the
former provides a tighter bound in relation to the actual
evolution time. That is why we have used the AAT as
the usual approach to compare with our method (blue
circles). In Fig. 2, predictions made by the AAT (2) in
the laboratory frame are represented by a red dashed line.
This last result is a consequence of the high average speed
in which the system state evolves in the laboratory frame
or, equivalently, it is due to its higher uncertainty energy
∆H(t), as presented in Fig. 3. We emphasize that predic-
tions of our method (blue circles) are closer to the actual
evolution time, providing in some cases times estimates
up to four orders of magnitude better than the AAT. If
we compute the ratio ∆H(t)∆HR ∼ 104, then it corroborates
the predictions made above. Similar observations cannot
be pointed out by applying the original AAT, which one
can predict in the worst case times that are four orders of
Figure 2. (Color online) The time need for the nuclear spin
1/2 of the 31P atom starting from the initial Bloch state char-
acterized by the angles θ = 24.48◦ and φ = 4.02◦ to achieve
a final state with time-dependent fidelity. The experimental
measurements are the green asterisks, while the theoretical
description is given by the solid black line, which seems a
black belt due to its very fast oscillating behavior. See the
inset to observe the time scale of the oscillation. The pre-
dictions of the actual evolution time for the system state to
attain a desired fidelity are described by the AAT (red dashed
line) and the first chronological roots of the transcendental
equation (blue circles).
magnitude less than the actual time. For short times (see
inset of Fig. 2) we observe that our method works very
well, although a few roots were predicted a little bit later
compared to the actual evolution time obtained theoret-
ically. This fact is attributed to numerical errors due to
the high value of the Larmor frequency ω0 in relation to
the radio frequency ω1.
B. Spin-3/2 system
We are interested in to apply the method exposed in
this work in a slightly more complex quantum system,
aiming to understand how hard the application of the
method becomes with the increasing of the Hilbert space
dimension. The physical system is constituted by spins
3/2 of 23Na nuclei present in sodium dodecyl sulfate of
a lyotropic liquid crystal evolving under the action of
an external magnetic field and an internal electric field
gradient [23]. The Hamiltonian for this system is
Hˆ(t) = ~
{
ω0Iˆz + ω1
[
cos(ωpt)Iˆx + sin(ωpt)Iˆy
]
+
ωQ
6
(
3Iˆ2z − Iˆ2
)}
,
(18)
where Iˆj (j = x, y, z) are the components of the nuclear
spin operator and Iˆ2 is the Casimir operator of the su(2)
6Figure 3. Energy uncertainty of the spin 1/2 system de-
scribed by Hamiltonian (16). The solid line is the energy
uncertainty in the laboratory frame, while the dashed line is
the uncertainty in the rotating frame defined by the rotation
R(t) = e−iIˆzωpt, i.e., a frame where the system Hamiltonian
becomes time independent. The values of the physical param-
eters are described above in the main text.
algebra. The first term is due to Zeeman interaction
with frequency ω0, the second term describes the cou-
pling with the radio-frequency field, as in the previous
example, while the third one is due to the interaction
of the quadrupole moments of the nuclei with the in-
ternal electric field gradient, whose coupling strength
is ωQ. The strength of the Larmor frequency ω0, the
radio-frequency pulse ω1, and quadrupolar coupling ωQ
are 2pi(105.842MHz), 2pi(392.70kHz), and 2pi(15kHz), re-
spectively, which enable us to neglect the quadrupolar
term in the Hamiltonian (Appendix D). Additionally, we
choose the precession frequency ωp = ω0. Therefore, in
this approximation the Hamiltonian (18) becomes quite
similar to (16), except by the fact that the spin is no
longer 1/2. As the T2 and T1 relaxation times of the
23Na nuclear spins are 2.6±0.3 and 12.2±0.2 ms, respec-
tively, the time evolution of the system is very well ap-
proximated by a unitary dynamics.
The initial state is a pseudo-nuclear-spin coherent state
defined by the angles θ=0 and φ=0, i.e., an eigenvector
of Iˆz which points out to the north pole of the Bloch
sphere, |j= 3/2,m= +3/2〉. For more details about the
state preparation tomography of the system dynamics,
see Ref. [23].
Given the similarities between the spin-1/2 Hamilto-
nian (16) and the spin I = 3/2 Hamiltonian, we directly
conclude that the unitary transformation that removes
the time dependence of the Hamiltonian in the rotating
frame is R(t) = e−iIˆzωpt and the corresponding Hamil-
tonian is HˆR = ~ω1Iˆx. Then, the fidelity of the system
state in the rotating frame as function of the fidelity com-
puted in the laboratory frame and the estimated actual
Figure 4. (Color online) Time estimation for the nuclear spin
3/2 of the 23Na atoms to flip from south to the north pole on
the Bloch sphere. The experimental measurements are the
green asterisks, whose fidelity was obtained after performing
quantum state tomography at 0.5 µs. The theoretical descrip-
tion obtained by the exact solution of the Schro¨dinger equa-
tion (see Appendix B) is given by the solid black line, while
the predictions made by the AAT and the first chronological
roots of the transcendental equation are the red dashed line
and blue circles, respectively. The predictions made by the
transcendental equation method is two orders of magnitude
better than the AAT.
time can be expressed as
F (tR? ) =
∣∣√F〈ψ(0)|R†(tR? )|ψ(0)〉
+ a1e
iϕ1〈ψ(0)|R†(tR? )|ψ⊥1 〉
+ a2e
iϕ2〈ψ(0)|R†(tR? )|ψ⊥2 〉
+ a3e
iϕ3〈ψ(0)|R†(tR? )|ψ⊥3 〉
∣∣2,
(19)
where ϕ1, ϕ2, ϕ3 ∈ R are relative phases to the initial
state. According to the normalization condition, we
have that a21 +a
2
2 +a
2
3 = 1−F , which is the equation of
a sphere of radius
√
1−F . By virtue of this, we can
parametrize a1, a2, a3 ∈R by u, v ∈ [0, pi/2] through the
relations: a1 =
√
1−F sinu cos v, a2 =
√
1−F sinu sin v,
and a3 =
√
1−F cosu. Observe that we are restricted
to one octant of the sphere, once the others ones can
be recovered by choosing the correct sign of the rela-
tive phases ϕ1, ϕ2, ϕ3. Thus, solving the transcendental
equation (12) numerically for each combination of param-
eters in the set {ϕ1, ϕ2, ϕ3, u, v} and looking for its firsts
chronological roots for a given fidelity F , we present ours
results in Fig. 4.
By performing quantum state tomography on the nu-
clear spin 3/2 evolving under the action of the Hamilto-
nian (18) at each discrete time tn=n
8µs
18 (n=0, 1, . . . , 18)
it was possible to obtain the experimental fidelity (green
asteriks) with the help of Eq. (1). The theoretical de-
scription (solid black line) was achieved through the ex-
7act solution of the Schro¨dinger equation for the same
Hamiltonian [23], resulting in the time-dependent fidelity
in the laboratory frame (see Appendix B)
F (t) = cos6
(
ω1t
2
)
. (20)
We observe that after 8 µs the spin is totally inverted
achieving the final state |j= 3/2,m=−3/2〉. Differently
from the spin-1/2 case, we do not observe fast oscilla-
tions in the fidelity. This happens because the initial
state of the system acquires only a global phase under
the action of the rotation that connects the laboratory
and rotating frames. Furthermore, we used Eq. (20) and
the exact expression for the average energy uncertainty
∆H(t) applied to the AAT in laboratory frame to esti-
mate the actual evolution time (red solid line) (see also
Appendix B). Similarly to the spin-1/2 case, the higher
values of the average energy uncertainty (speed) in the
laboratory frame produce poor predictions of the actual
evolution time. On the other hand, using the predictions
made by the first chronological roots of the transcenden-
tal equation (blue points), we obtain results very close
to the actual evolution time. This occurs because this
time estimation is performed in a rotating frame where
the energy uncertainty is smaller than in the laboratory
frame.
We call the attention to the fact that the dynamics
of the 3/2-spin is quite similar to the NOT gate, since
the initial state |j = 3/2,m = +3/2〉 subjected to the
Hamiltonian Eq. (18) returns after 8µs the state |j =
3/2,m = −3/2〉. Therefore, we are also estimating the
running time of a quantum gate.
IV. DISCUSSIONS AND PERSPECTIVES
In this work we proposed a method to estimate the
actual evolution time of a quantum system based on a
modified version of the quantum-speed-limit time evalu-
ated in a reference frame where the system state evolves
as close as possible to the geodesic path over the un-
derlying Hilbert space. Such a method enabled us to
obtain a good time estimation for given 1/2 and 3/2 nu-
clear spin dynamics, obtaining values up to four orders of
magnitude better than the AAT. There are two impor-
tant issues related to the implementation of our method:
The first one is the choice of a reference frame where the
speed of the state evolution (average energy uncertainty)
is smaller than in the laboratory frame and the second
one is the computational cost to implement it. Related to
the first issue, our strategy was to find a reference frame
where the Hamiltonian becomes time independent. This
is interesting because it is possible to evaluate exactly
the energy uncertainty using only the initial state and
the Hamiltonian at the rotating frame so that no ap-
proximation at this point of the calculation is necessary.
Furthermore, insofar as in NMR systems it is al-
ways possible to go to a rotating frame defined by the
time-dependent radio-frequency field [24], the remaining
Hamiltonian becomes time independent or varies slowly
in time. Related to the computational cost to solve the
transcendental equation (12) for the shortest time, there
are efficient methods to solve this kind of equation [25],
although we have used the bisection method. According
to this method, the number of iterations to converge to a
root to within a certain level of tolerance (error) depends
on the value of tR? in the following way: log t
R
? . Further-
more, for a n-dimensional Hilbert space, we need to solve
2(n−1)N2 transcendental equations, where N is the num-
ber of steps to sweep over each coefficient in state (14).
After that we take the first chronological root (time)
among all solutions. Therefore, although this method can
provide good results, it can become expensive for higher
dimensional systems, scaling as 2(n− 1)N2 log tR? . On
the other hand, the actual evolution time can be found
through the solution of the time-dependent Schro¨dinger
equation. There are several methods to solve such equa-
tion numerically [31]. For example, if we are considering
the second-order differencing scheme, then the computa-
tional cost is O
(
tR?
)3/2
[31, 32].
For future applications of our method, we would like
to diminish its computational cost. Another possibility
to improve it would be to find the unitary transformation
that forces the quantum state to evolve over a geodesic
length in the new reference frame.
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Appendix A: Replacement of FR(t) by FR(t
R
? )
Our method consists in to solve the equation
∆HRt
R
? = ~ arccos
√
FR(t), (A1)
i.e., to find the minimum time tR? which is solution of
the above equation. As the fidelity in the laboratory
frame F is an information given a priori, to connect it
to the fidelity in the rotating frame FR(t) it is neces-
sary to write the former as F = |〈ψ(0)|ψ(t)〉|2 so that
FR(t) = |〈ψ(0)|R†(t)|ψ(t)〉|2. Once |ψ(t)〉 is unknown,
8we can replace it by
|ψ(tR? )〉 =
√
F |ψ(0)〉+
n−1∑
j=1
aje
iϕj |ψ⊥j 〉, (A2)
since it preserves the original value of the fidelity. How-
ever, the fidelity FR(t) keeps its dependence on the ac-
tual evolution time through R†(t). Such a fact makes it
impossible to find the solution of Eq. (A1). To over-
come this obstacle we introduced the identity operator
R†(tR? )R(t
R
? ) = 1 in the expression for FR(t),
FR(t) = |〈ψ(0)|R†(tR? )
[
R(tR? )R
†(t)
] |ψ(tR? )〉|2, (A3)
and analyze the term in brackets. The unitary trans-
formations we are considering are of the form R(s) =
e−iΛs/~, with Λ = Λ† and s ∈ R. With the help of Eq.
(6), we obtain
R(tR? )R
†(t) = e−i
Λ
~ (t
R
? −t) = exp
[
−iΛt
~
(
`Rgeodes
`Rreal
− 1
)]
.
From the equation above we observe that for `Rgeodes →
`Rreal, R(t
R
? )R
†(t) → 1 and the replacement of FR(t) by
FR(t
R
? ) becomes a good approximation. Then, according
to our method, the useful expression is
∆HRt
R
? = ~ arccos
√
FR(tR? ), (A4)
where FR(t
R
? ) = |〈ψ(0)|R†(tR? )|ψ(tR? )〉|2 and the errors
in our approach are dependent on the ratio between the
lengths of the geodesic and actual paths in the rotating
frame, as expected.
Appendix B: Exact solution of the Schro¨dinger
equation
Our goal here is to solve the Schro¨dinger equation
i~
∂|ψ(t)〉
∂t
= Hˆ(t)|ψ(t)〉, (B1)
for the 1/2-spin and spin-3/2 spins dynamics and to ob-
tain the time-dependent fidelity F (t) in order to com-
pare with the predictions of our method and experimen-
tal data.
1. Spin-1/2 system
The spin-1/2 Hamiltonian is
Hˆ(t) = ~
{
ω0Iˆz + ω1
[
cos(ωpt)Iˆx + sin(ωpt)Iˆy
]}
. (B2)
First we apply the unitary transformation R(t)=e−iIˆzωpt
on Eq. (B1), obtaining the transformed Hamiltonian
HˆR = R
†(t)Hˆ(t)R(t)− i~R†(t) •R(t),
= ~ω1Iˆx,
(B3)
where we set ωp = ω0. Then, the evolved state in this
new frame is
|ψR(t)〉 = e−iIˆxω1t|ψR(0)〉,
(|ψR(0)〉 = |ψ(0)〉). (B4)
Coming back to the original picture, we obtain the exact
solution of the Schro¨dinger equation as
|ψ(t)〉 = e−iIˆzωpte−iIˆxω1t|ψ(0)〉. (B5)
A general pure state on the Bloch sphere can be writ-
ten as |ψ(0)〉= cos(θ/2) |0〉+eiφ sin(θ/2) |1〉, with θ and
φ defining the polar and azimuthal angles, respectively.
Therefore, the evolved state at time t is represented in
matrix form as
|ψ(t)〉=
(
e−iω0t/2
[
e−iΩt/2c+cos(χ/2)+eiΩt/2c−sin(χ/2)
]
eiω0t/2
[
e−iΩt/2c+sin(χ/2)−eiΩt/2c−cos(χ/2)
]),
(B6)
with Ω =
√
ω20 +(ω1−ω0)2, cosχ = (ω1−ω0)/Ω, sinχ =
ω0/Ω and,
c+ =
(
cos(χ/2) cos(θ/2) + eiφ sinχ/2 sin θ/2
)
,
c− =
(
sin(χ/2) cos(θ/2)− eiφ cosχ/2 sin θ/2) . (B7)
Evaluating the fidelity, we get
F (t) =
[
cos
(
ω0t
2
)
cos
(
Ωt
2
)
− cosχ sin
(
ω0t
2
)
sin
(
Ωt
2
)]2
+
{
(cos θ cosχ+ cosϕ sin θ sinχ)
[
cos
(
ω0t
2
)
sin
(
Ωt
2
)
− cosχ sin
(
ω0t
2
)
cos
(
Ωt
2
)]
+ sin
(
ω0t
2
)
sinχ
[
cos
(
ωt
2
)
(cos θ sinχ− cosϕ sin θ cosχ) + sin
(
ωt
2
)
sin θ sinϕ
]}2
. (B8)
9Now we are able to evaluate the energy uncertainty in
both frames of reference. Using the Hamiltonian (B3)
and the quantum state (B4), we find that
∆HR =
~Ω
2
√
1− (cosχ cos θ + cosφ sinχ sin θ)2, (B9)
while the energy uncertainty in the laboratory frame is
obtained through Eqs. (B2) and (B6), i.e.,
∆H(t) =
√
~2
4
(ω20 +ω
2
1)− 〈ψ(t)|Hˆ(t)|ψ(t)〉2, (B10)
where
〈ψ(t)|Hˆ(t)|ψ(t)〉 =~
2
(|c+|2 − |c−|2) (Ω + ω0 cosχ)
+ ~ω0 sinχ
[
cos (Ωt)Re(c∗+c−)
− sin (Ωt) Im(c∗+c−)
]
,
(B11)
with
|c+|2 − |c−|2 = cos θ cosχ+ cosφ sin θ sinχ, (B12)
and
Re(c∗+c) =
1
2
(cos θ sinχ− cosφ sin θ cosχ) , (B13a)
Im(c∗+c) = −
1
2
sin θ sinφ. (B13b)
The AA bound in the laboratory frame depends only
on the fidelity (B8) and the time average of the energy
uncertainty (B10). Such bound is evaluated numerically
and is plotted in Fig. 2 as the red dashed line.
2. Spin-3/2 system
This system was already studied in Ref.[23]. A partic-
ular case in which ω0, ω1  ωQ and ωp=ω0, the Hamil-
tonian in the Schro¨dinger picture (18) simplifies to
Hˆ(t) = ~
{
ω0Iˆz + ω1
[
cos(ω0t)Iˆx + sin(ω0t)Iˆy
]}
.
Going to the rotating frame through the the unitary
transformation R(t)=e−iIˆzω0t, the new Hamiltonian is
HˆR = ~ω1Iˆx, (B14)
and the evolved state in the rotating frame is
|ψR(t)〉 = e−iω1tIˆx |ψ(0)〉. (B15)
Immediately we obtain the general expression for the
evolved state in the laboratory frame as
|ψ(t)〉 = e−iω0tIˆze−iω1tIˆx |ψ(0)〉. (B16)
By choosing the initial state as a pseudo-nuclear-spin co-
herent state characterized by the angles (θ=0, φ=0) [23],
or simply |j=3/2,m=+3/2〉, the system state at time t
in the laboratory frame is
|ψ(t)〉 =

ie−i3ω0t/2 sin3 (ω1t/2)
−√3e−iω0t/2 sin2 (ω1t/2) cos (ω1t/2)
−i√3eiω0t/2 sin (ω1t/2) cos2 (ω1t/2)
ei3ω0t/2 cos3 (ω1t/2)
 .
(B17)
Consequently, the fidelity becomes
F (t) = cos6
(
ω1t
2
)
. (B18)
Its behavior is represented by the solid black line in Fig.
4. To calculate the time estimation it is necessary the
energy uncertainty in the rotating frame, which reads
∆HR =
√
3
2
~ω0, (B19)
while in the laboratory frame it is obtained through
the substitution of (B14) and (B17) in the expression
∆H(t) =
√
〈ψ(t)|Hˆ2(t)|ψ(t)〉−〈ψ(t)|Hˆ(t)|ψ(t)〉2. Due to
its long length, the expressions for ∆H(t) and ∆H(t)
were evaluated numerically. Therefore, by combining
∆H(t) and (B18) according to Eq.(2), we obtain the AA
bound for the spin-3/2 system, which is reported in Fig.
4 by the dashed red line.
Appendix C: Comparing average times of the state
evolution
The formulas below were deduced in Ref. [17] for QSL
time for unitary dynamics, although it was shown later
in Ref. [20] that they are more appropriate to estimate
the actual evolution time:
τ tr,op =
~ sin2 (L)
2Λtr,opτ
, τHS =
~ sin2 (L)
ΛHSτ
, (C1)
where L=arccos [√F (t)] is the geodesic length between
the initial and final states and
Λ`t =
1
t
∫ t
0
∥∥∥H(t)|ψ(t′)〉〈ψ(t′)|∥∥∥
`
dt
′
.
The index ` refers to the type of norm being used. For
operator norm∥∥∥Hˆ(t)|ψ(t′)〉〈ψ(t′)|∥∥∥
op
= σ1, (C2)
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Figure 5. (Color online) Predictions of the actual evolution
time for a spin 1/2 system evolving according to the Hamil-
tonian (B2). The initial Bloch state is characterized by the
angles θ= 30◦ and φ= 180◦ and the frequencies used to ob-
tain these plots are ω0 = 2pi(16, 000Hz), ω1 = 2pi(1, 250Hz),
and ωp = 2pi(15, 278kHz). The black solid line describes the
time-dependent fidelity obtained through the exact solution
of the Schro¨dinger, which one will be used as reference. The
predictions made using the trace norm (thin green solid line)
in the QSL time expression are the worst ones. By using
the operator norm (orange dotted line) and Hilbert-Schmidt
norm (blue thin dashed line), we observe an improvement on
the time estimate, although the AA bound (red dashed line)
furnishes better results when compared to the previous ones.
However, the predictions made by the transcendental equa-
tion method (blue circles) are closer to the actual time. In the
inset such hierarchy among the QSL times is also preserved
in a short time scale.
for trace norm∥∥∥Hˆ(t)|ψ(t′)〉〈ψ(t′)|∥∥∥
tr
=
n∑
i=1
σi, (C3)
and for the Hilbert-Schmidt norm∥∥∥Hˆ(t′)|ψ(t′)〉〈ψ(t′)|∥∥∥
HS
=
n∑
i=1
σ2i . (C4)
The σi are singular values of Hˆ(t
′
)|ψ(t′)〉〈ψ(t′)| and are
written in descending order as σ1 > σ2 > . . . > σn. In
Fig. 5 we compare the expressions given by Eq. (C1)
with that ones from the AA bound (2) and transcenden-
tal equation (12) for the example of the spin-1/2 system.
Despite the hierarchic relation Λop 6 ΛHS 6 Λtr [17], in
Fig. 5 we noticed that τHS is bigger than the other two
expressions obtained in [17], but smaller than the AA
bound because of the inequality L≥ sin2 L. Altogether
τ tr (green thin solid line), τop (orange dotted line), τHS
(blue thin dashed line), and the AA bound (2) (red thick
dashed line) furnish similar results for the time estimates.
Nevertheless, the best result is given by the solution of
the transcendental equation (12) (blue circles). There-
fore, for the sake of simplicity, hereafter we will compare
the predictions for the actual time made by AA bound
(2), first roots of transcendental equation (12), and ex-
perimental data.
Appendix D: Experimental data of the spin system
I = 1/2
The NMR implementation is carried out using an As-
cend Bruker of 400-MHz spectrometer (Larmor frequency
of 1H nuclei) at State University of Ponta Grossa. A
double-channel probe head for liquid samples is used to
apply a transverse magnetic field of a few gauss. The
channel configuration obeys the label (H/F)X, which
means that the first channel is dedicated to detecting
1H and 19F nuclei signals and the second channel detects
signals of many nuclear species between 162 MHz and 40
MHz, such as 31P, 13C, 23Na, and 15N.
The solution NMR experiment is performed using
molecules of o-phosphoric acid (H3PO4) dissolved in
deuterated water (D2O), at room temperature (∼ 25◦C).
The stoichiometry of our sample obeys 12.5 % of H3PO4
and 87.5 % of D2O, a solution of 650 ml was placed in a
glass of 5-mm NMR tube. Sketched in Fig. 6(a) is a pic-
ture of H3PO4 molecular structure. The choice of H3PO4
molecule to achieve an isolated one-qubit system using
31P nuclei obeys some chemical characteristics. First,
the 31P isotope is naturally abundant at 100%. Second,
oxygen nuclei has zero nuclear spin, consequently there
is not any coupling strength between oxygen nuclei and
31P. Third, the electrons of the four oxygen nuclei are
arranged in such a away that they shell the interaction
between 1H nuclei and 31P nuclei. Fourth, to verify the
efficiency of this shielding process, in Fig. 7c we present
the spectrum of 31P. The peak width at half height is
∼ 2.1 Hz, meaning that if there exist any kind of cou-
pling between any neighborhood nuclei of 31P, then the
strength of the interaction is less than 2.1 Hz, which
is considered weak. The calibration parameters on the
X channel of the probe-head in to apply and to detect
31P nuclei signals are: tuning of the radio-frequency is
ωp = 2pi (161.975 MHz), pi/2 pulse time calibrated at
11 µs which corresponds to a strength radio-frequency
of ω1 = 2pi (21.93 kHz), recycle delay d1 = 20s, acquisi-
tion time τAcq. = 2.5 s.
At room temperature, the theoretical formalism to de-
scribe the quantum state of any nuclear spin system is
the maximum mixture state[26]
ρˆ ≈ 1Z 1ˆ+
β~ω0
Z Iˆz, (D1)
where β = 1/kBT , Z = Tr
[
e(−β~ω0Iˆz)
]
is partition func-
tion, T is temperature, kB is Boltzmann’s constant, ~ is
reduced Planck’s constant and ω0 = 2pi (161.975 MHz) is
Larmor frequency for 31P nuclei at 9.39 Tesla. Thus, the
11
polarization factor is  = β~ωL2Z = 0.652 × 10−5, which
is a slight deviation from the normalized identity matrix
1ˆ/Z. In this sense, the thermal state of Eq. (D1) can be
rewritten
ρˆ ≈
(
1
Z − 
)
1ˆ+ ρˆ0, (D2)
where ρˆ0 represents the pure part of density matrix with
unitary trace.
1. The quantum state tomography procedure
Tomography was performed of the pure part of the
density matrix, which was reconstructed using global ro-
tations [27]. In this sense, the NMR technique detects
magnetization along the x-axis and y-axis which corre-
spond to first order coherences of any density matrix, and
this characteristic has been explored into detect other
orders of coherences. Therefore, we present a brief ex-
planation for spin I = 1/2, and analogous procedure is
extended for spin 3/2, see details in [23, 27].
In order to apply the tomography procedure on a spin
system I = 1/2, we identify zero- and first-order coher-
ences on its density matrix. Thus, we must use appro-
priate rotations to transfer intensities from zeroth-order
of coherences into first-order coherences. The density
operator for one qubit is represented by 2 × 2 operator.
Therefore, as an example, lets us reconstruct the density
matrix of the nuclear spin in its ground state, |↑〉. So, we
represent the elements of any density matrix as
ρˆ0 =
[
ρ|↑〉〈↑| ρ|↑〉〈↓|
ρ|↓〉〈↑| ρ|↓〉〈↓|
]
=
[
x1 x2 + ix3
x2 − ix3 x4
]
, (D3)
and to compute numerical values for their elements, we
proceed with a protocol that can be summarized into
three stages:
The first stage: NMR observables are spin angular mo-
mentum operators Iˆx and Iˆy, such that their average val-
ues correspond to magnetization along the x- and y-axis,
respectively. By simple calculation for any density ma-
trix ρˆ0, see Eq. (D3), it is possible to show that
Mx (ρˆ0) = Tr
{
Iˆxρˆ0
}
= x2, (D4a)
My (ρˆ0) = Tr
{
Iˆyρˆ0
}
= −x3, (D4b)
bring information on the real and imaginary parts of the
element ρ|↑〉〈↓| and also its complex conjugate ρ|↓〉〈↑|.
The second stage: We transform ρˆ0 applying the oper-
ator Ry
(
pi
2
)
and each element of the transformed density
matrix can be represented by
ρˆ′ =
1
2
[
x1 + x4 − 2x2 x1 − x4 + 2ix3
x1 − x4 − 2ix3 x1 + x4 + 2x2
]
. (D5)
The magnetization along the x- and y-axes, which corre-
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Figure 6. (Color online) We sketch a cartoon of the molecules
used in the present study. (a) O-phosphoric acid molecule
(H3PO4). (b) Sodium dodecil sulfate (Na-C12H25SO4).
spond to real and imaginary parts of the element ρ′|↑〉〈↓|,
are
Mx (ρˆ
′) = Tr
{
Iˆxρˆ
′
}
=
x1 − x4
2
, (D6a)
My (ρˆ
′) = Tr
{
Iˆyρˆ
′
}
= x3. (D6b)
Furthermore, we use the normalization condition of the
density matrix operator,
1 = x1 + x4.
Therefore, the set of equations generated by the above
procedure is complete.
The third stage: In order to reconstruct the density
matrix, we need to identify each equation of the previous
stages with those four spectra on Fig. 7. In this sense,
the spectra in Fig. 7a and 7b represent magnetizations
Mx (ρˆ0) and My (ρˆ0) which are quantified by Eq. (D4a)
and (D4b). Similarly, the spectra in Fig. 7c and 7d rep-
resent magnetizations, after a pi2 -rotation, which generate
from Eqs. (D6a) and Eq. (D6b) information on the state
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Figure 7. (Color online) NMR spectra of 31P nuclei in order to
detect the initial quantum state |↑〉 represented by the density
matrix ρˆ0. A spectral window of 120 Hz is established to show
the magnetization: (a) along x-axis with Mx (ρˆ0), (b) along
y-axis, with My (ρˆ0), (c) along x-axis, with Mx (ρˆ
′) such that
ρˆ′ = Ry
(
pi
2
)
ρˆ0R
†
y
(
pi
2
)
, (d) along y-axis, with My (ρˆ
′).
ρ′. In this procedure, we use and apply a normalization
factor 2, because the amplitude of magnetization goes
from -1 to 1, see Fig. 7, such that the magnetization
Mx (ρˆ
′)=0.5 (those values are rounded with one decimal
place in this example). Summarizing, the equations are
x2 = 0,
x3 = 0,
x1 − x4 = 1,
x1 + x4 = 1.
Solving this system of coupled equations, we find the cor-
1
0
-1
1
0
-1
Figure 8. (Color online) Tomographed quantum state. The
quantum state ρˆ = |↑〉 〈↑| is showed at its matrix representa-
tion using bar charts. Left (Right) bar chart corresponds to
real (imaginay) elements.
Figure 9. (Color online) NMR Pulse sequence to implement
the register of the quantum dynamics protocol. First, recycle
delay d1 allows to achieve the thermal equilibrium state of
all nuclei in the sample. Second, the procedure to initialize
the quantum state is depicted by the first box (dashed line)
of the pulse sequence with τi the required time to perform
the initialization of the quantum state. Third, the rotation
R−x (τr) allow us to control the dynamics of the nuclear spin
system. Fourth, the quantum state tomography procedure
performing any rotation of the protocol [27] is represented by
the black dashed line box. Finally, the read out of the free
induction decay (FID) is performed under τAcq the acquisition
time.
respondent density matrix
ρˆ0 =
[
1 0
0 0
]
, (D7)
with its experimental counterpart being shown as a bar
chart in Fig. 8, in which the left(right) bar chart corre-
sponds to the real(imaginary) contribution of ρˆ0. There-
fore we use similar procedure into the reconstruction of
the density matrices of other quantum states.
2. Implementation of the protocol to register the
quantum dynamics
The development of the protocol can be summarized as
an initialization of the quantum state and the register of
its quantum dynamics, those stages are depicted in Fig.
9 as a pulse sequence.
Initialization : The target quantum state obeys the
definition of Eq. (D2) and follows the procedure similar
to that used to obtain the quantum state of Eq. (D7) at
t = 0.
Quantum dynamics : The target quantum state is
transformed using an operator defined by
R−x (τr) = exp
[
iω1τrIˆx
]
,
for different forty six values of τr,k ∈ [0 µs, 22 µs] with
4τr = τr,k − τr,k−1 = 0.5µs. In Fig. 10 we show the
dynamics of the nuclear spin encoded in forty six spectra
(in the center of the figure) and only the real part of five
density matrices represented by bar charts.
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Figure 10. (Color online) Spin dynamics under R−x (τr)
rotation. The real part of five density matrices are dis-
played in the basis {|↑〉 , |↓〉} corresponding to the subscript
k = 0, 11, 22, 33, and 45. In the center, the NMR spectra cor-
respond to the time dynamics of the magnetization Mx (ρˆ), in
which the spectra marked with indexes k = 0, 11, 22, 33, and
45 are highlighted.
Appendix E: Spin system I = 3/2
The NMR experiments are performed on a VARIAN
INOVA 400 MHz spectrometer at the Institute of Physics
in Sa˜o Carlos (IFSC-USP). In this second setup we use
Sodium dodecil sulfate sample (see Fig. 6(b)) in order
to excite and to detect 23Na nuclei signals. The sto-
ichiometry of this sample obeys 21.3 wt % of sodium
dodecil sulfate, 3.7 wt % of decanol, and 75 wt % of
deuterated water in a regime of a lyotropic liquid crys-
tal. At strength static magnetic field of 9.39 Teslas,
the Larmor frequency and quadrupolar couplings are
2pi(105.842MHz) and 2pi(15kHz), respectively. Also, pi-
pulse lengths of 8 µs and recycle delays of 500 ms are
calibrated. The T2 and T1 relaxation times of
23Na nu-
clei are 2.6± 0.3 ms and 12.2± 0.2 ms, respectively.
At thermal equilibrium, most NMR systems are rep-
resented by their almost maximum mixture states, such
as Eq.(D1). Using suitable pulse sequences – spin ro-
tations and free evolutions – any pseudo pure state is
prepared [28–30] as depicted in Fig. 9. In this sense, the
first dashed square of Fig. 9 represents the initialization
procedure performed by strongly modulated pulses[30],
such that in this study we prepare the pseudo-nuclear
spin coherent state [23] |ψ(0)〉 = |3/2,+3/2〉 ≡ |ζ (0, 0)〉;
the second square represents a hard pulse with variable
length τr to control the spin rotation; the third dashed
square represents the tomography pulse [27]. In particu-
lar, the initial quantum state means, from the NMR point
of view, the precession of the magnetic moment around
an axis defined by the orientation of the strong static
magnetic field B0. For more details on the experimental
setup, the initialization of the pseudo-nuclear spin coher-
ent state, and the register of the dynamics to flip the spin
3/2, see Ref. [23].
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