Automatic medical image segmentation has always been a heated study in computer-assisted diagnosis (CAD). It is a quite challenging task due to the diversity and complexity of medical images. In this paper, we propose an Edge-boosted U-Net (EU-Net) to address the problem of medical image segmentation. The architecture is basically a U-shape network, combined with three main parts: Edge Aggregation Path, Feature Fusion Block, and Feature Attention Block. The Edge Aggregation Path is to extract multilevel edge-relevant information. The Feature Fusion Block is designed to fuse features from different paths. And the Feature Attention Block is embedded in the network to generate more informative feature maps. The collaboration of these three parts effectively boosts the performance of the whole network. We verified the importance of each part by conducting several experiments. Meanwhile, we compared the proposed method with other state-of-the-art methods on three different modalities of public medical image datasets. Our method achieves the superiority with IoU and dice coefficient respectively on all the datasets. Notably, it attains 2% accuracy improvement over other methods on the challenging datasets.
I. INTRODUCTION
Automatic medical image segmentation is a critical and fundamental task in medical image analysis, surgical planning and treatments. One key point of medical image segmentation is that it generally demands a higher level of accuracy than what is desired in natural image segmentation because tiny details in the medical image, such as marginal information of lesions or abnormalities, can indicate important medical results. For example, an unknown malignant tumor can be found by a doctor more easily and quickly under the help of automatic image segmentation. An accurate segmentation mask tends to facilitate doctors' reliable diagnosis.
With the rapid development of image processing techniques, various methods are deployed to address the need of image segmentation, such as cell segmentation [1] - [3] , brain segmentation [4] - [6] , liver segmentation [7] - [9] and so on.
Facing the fundamental task of medical image segmentation, researchers have generally proposed two kinds of methods up to now. The first one is the conventional The associate editor coordinating the review of this manuscript and approving it for publication was Haluk Eren . approaches based on handicraft features extraction. For instance, the level set based method [10] has been used to realize the segmentation. In [11] , H.P. Ng et al. incorporated k-means and improved watershed segmentation algorithm to achieve excellent segmentation results. Conventional methods, however, have the limited feature representation capability. Another kind of method is based on the neural network. As deep learning techniques progress and prevail, a series of convolutional neural networks (CNNs) have been widely used. However, the vanilla CNN for segmentation is to take patches as its input, which leads to poor efficiency. Long et al. [12] proposed Fully Convolutional Network (FCN), which first replaced the fully connected layers with convolutional ones and introduced the idea of skip connection. Further, U-Net [13] was proposed to tackle with medical image segmentation. The decoder part contributes to recovering the resolution of images by utilizing the informative spatial features from the encoder part. Its symmetrical architecture with the improved skip connection is pertinent to the global structure of medical images. Thus, variants of U-Net have been widely used as the end-to-end model.
For example, U-Net++ [14] fuses higher resolution feature maps in the decoder part but it is inevitably computationconsuming. DenseUNet [15] fused densely connected path and skip connections to improve the segmentation results.
∇ N -Net [16] applied the recurrent residual convolution unit in the encoder and decoder to produce the better feature presentation, which attains the remarkable performance in the task of skin cancer segmentation.
U-Net and its variants manifest great performance in medical image segmentation tasks due to the U-shaped structure and the skip connection. In the encoder part, there are two kinds of feature maps in each stage. However, most U-shaped networks only utilize the abstract information of the multi-scale feature maps. To reserve more edge information, the detailed features in different stages should also be utilized. In light of that, we propose a novel method to improve the segmentation performance. We summarize our work as follows:
1. We propose an Edge-boosted U-Net (EU-Net) to effectively learn discriminative features. On the basis of U-shaped structure, we design additional three parts to further improve the segmentation performance.
2. In the proposed framework, the encoded features are input into two paths. Edge Aggregation Path, is designed to reserve more edge information, together with the decoder path in U-Net. Edge Aggregation Path utilizes both detailed and abstract features within the same level and combines multilevel information in order to retain more featured information. Therefore, we design double paths for the encoded features, which adds to the decoding diversity and effectiveness. We conducted complete experiments and analyzed the influence of EAP on U-Net.
3. In order to extract and combine more effective information during the two paralleled paths (Edge Aggregation Path and decoder path), we also embed a Feature Attention Block into the encoder part of EU-Net, as a light but effective bridge, to capture and convey the correlation of channel-wise features. Experiment results manifest the effectiveness of this block.
4. We analyzed the correlation of features from the decoder path and Edge Aggregation Path, and designed a Feature Fusion Block so that the network can fuse the features with different information. It can be observed that the performance of this block outperforms the simple feature fusion with summation or concatenation. 5. We compared our method with other state-of-theart methods on three different modalities of public medical image datasets. The proposed architecture achieves the superiority on all the datasets, especially on challenging datasets.
II. RELATED WORK
In this section, we briefly review several recent related works on image segmentation.
A. ENCODER-DECODER NETWORK
It has been observed that combining convolutional features at different levels can lead to a better representation of an object in the image and its surrounding context. The decoder section utilizes upsampling methods to recover the resolution of images while the encoder part captures the informative spatial features. Although encoder-decoder networks have the ability of extracting different levels of features, the upsampling part tends to generate a coarse segmentation due to the loss of spatial information. In order to solve this problem, both FCN (Fully Convolutional Network) [12] and U-Net [13] introduce the idea of skip connection to recover the full spatial resolution. The main difference is that the former uses summation as the way of connection while the latter concatenates feature maps from encoder and decoder parts. These two networks have laid a solid foundation for the encoder-decoder network to tackle with a variety of segmentation tasks. A number of researches aim to make the segmentation performance better by improving the feature encoding ability. To enhance the skip connection between the encoder part and decoder part, Attention U-Net [17] integrated the attention gate into U-Net model to learn relevant features in images. Another way of enhancing the feature encoding ability is to refine the encoder part. Recently, the atrous convolution has been used in this structure. In order to achieve large receptive fields while keeping a higher-resolution feature map, the atrous spatial pyramid pooling with dilated convolutions is applied in the encoder part [18] . There's no denying that the decoder part is equally significant. CIA-Net [19] introduced two decoder paths to enhance the segmentation performance. Tian et al. [20] proposed that the bilinear upsampling has limited capability in recovering the prediction and improved the upsampling strategy in the decoder part.
Studies show that U-Net and its variants manifest great performance in medical image segmentation tasks due to the U-shaped structure and the skip connection. However, most U-shaped networks only utilize the abstract feature, neglecting the detailed features in the same stage.
B. ATTENTION MECHANISM
The channel-wise attention mechanism is effectively used in various vision tasks, such as classification, segmentation, and so on. SE-Net [21] explored the cross-channel information to learn channel-wise attention and achieved state-of-theart performance in the image classification. BiSeNet [22] also employed this mechanism in the encoding part to refine information among feature maps. More recently, researchers have proposed a Selective Kernel unit [23] , in which multiple branches with different kernel sizes are fused using softmax attention. It is clear to see that the attention mechanism adopted in CNN network structures can facilitate the model performance dramatically. 
C. EDGE INFORMATION
Edge information is both fundamental and of great importance for image segmentation and medical imaging tasks. Although early pioneering methods based on handcrafted features extraction, such as PB [24] and SE [25] , perform effectively in some cases, they have the limited ability to capture the high level information for semantically meaningful edge detection. As the deep learning based algorithms advance, some representative networks like VGG16 [26] were proposed to extract high-level features of images. Lately, HED [27] focused on rich hierarchical representations to resolve the challenging ambiguity in edge and object boundary detection. In order to capture richer convolutional features, RCF [28] fully exploited multiscale and multilevel information for edge detection, and achieved the remarkable performance. Figure 1 gives our proposed network named Edge-boosted U-Net (EU-Net). EU-Net consists of a main U-shape path with three additional parts: Feature Attention Block, Edge Aggregation Path and Feature Fusion Block. The main path is similar to the U-Net structure [13] . We make differences in two ways: x We only used the residual unit in the encoding part. y A Feature Attention Block (FAB) is embedded in the encoder part. FAB encourages feature maps from the encoder part to be more channel-wise informative. In addition, the proposed Edge Aggregation Path (EAP) contributes to capturing edge-relevant features. Thus, we need to combine two parts of features: features from the decoder path and those from EAP. Naturally, the Feature Fusion Block (FFB) is proposed to generate a more fine-grained segmentation by fusing these discriminative features.
III. PROPOSED METHOD
As shown in Figure 1 (a) , EU-Net is divided into five stages. The decoder path utilizes feature maps in five stages of the encoder part while EAP uses those in last three stages. Stage 1 and 2 share the structure (in Figure 1 (b) ). Stage 3, 4, and 5 share the structure (in Figure 1 (c) ).
A. FEATRUE ATTENTION BLOCK
The encoder part of U-Net generates multilevel feature maps from top to bottom while the decoder part combines these 'intermediate products' from the encoder part in a way of concatenation. Therefore, these 'intermediate products' are important to the decoder part. In order to make more informative concatenation, we apply channel-wise weighted information to these 'products'.
Inspired by the existing work [21] , we design the Feature Attention Block and embed this light-weight block into the encoder part. The structure is detailed in Figure 2 . A global average pooling is used to capture the channel-wise global features. A 1 × 1 convolution and sigmoid function are employed to get a weighted vector. Then the weighted information is applied to the original feature maps.
B. EDGE AGGREGATION PATH
In practical tasks of medical images segmentation, most segmentation errors are distributed around edges. Edge information matters because it influences the shape of a segmentation object and naturally leads to a larger probability of accurate medical diagnosis. Therefore, we designed an Edge Aggregation Path to enhance the edge features of a medical image, detailed in Figure 3 .
Different from the original decoder path, EAP takes pairs of feature maps as its input. Each pair from the encoder respectively has the detailed and abstract feature maps. EAP combines discriminative features not only within each stage, but also from different stages. We use the last three stages to make the tradeoff between the extraction performance and computing consumption.
For each stage, adjacent layers include a 1 × 1 convolution, followed by a summation and a second 1 × 1 convolution. The output feature maps of the three stages are 1/4, 1/8, and 1/16 of the original image, from bottom to top respectively. Then three feature maps are upsampled to 1/2 of the original image, followed by the concatenation. After that, the combined feature maps use a 1 × 1 convolution and upsampling (bilinear interpolation) to get a final output.
C. FEATURE FUSION BLOCK
Feature Fusion Block is designed to incorporate features from the main decoder path and EAP. Its detailed information is shown in Figure 4 . As is shown in Figure 4 , we attach a 1×1 convolution to the features from the decoder part and EAP respectively to make the pixel-wise summation. In order to obtain informative features, we apply the softmax function to the feature from the decoder path. Then we attach the weighting information to the fusion feature.
D. LOSS FUNCTION
The Feature Fusion Block outputs the final segmentation result of an input medical image. We used a combination of binary cross-entropy and dice coefficient as the loss function, which is described as:
whereŶ i and Y i denote the predicted probability and ground truth of the i th image respectively, and N indicates the batch size.
IV. EXPERIMENTS A. DATASETS
In order to evaluate the effectiveness and robustness of our method, here we used three various modalities of medical images as our experimental datasets, shown in Figure 5 . 1. Skin Lesion Segmentation Challenge (ISIC2018) [29] , [30] : The dataset contains 2,596 lesion images and corresponding masks. Figure 5(a) shows the example of the dataset. They were acquired with a variety of dermoscopy types, from all anatomic sites (excluding mucosa and nails), from a historical sample of patients presented for skin cancer screening, from several different institutions.
2. The Nucleus Detection Challenge (DSB2018) [31]: The dataset contains 670 segmented nuclei images. Figure 5(b) shows the example of the dataset. They were acquired under a variety of conditions and varied in the cell type, magnification, and imaging modality (brightfield vs. fluorescence).
3. Montgomery County-Chest X-ray (CXR) Dataset [32] : The dataset contains 58 cases with manifestation of tuberculosis, and 80 normal cases. Figure 5(c) shows the example of the dataset. They were collected under Montgomery County's Tuberculosis screening program.
B. EVALUATION METRICS 1) INTERSECTION OVER UNION(IOU)
In the field of image segmentation, IoU is commonly used as the evaluation metric, which reflects the segmentation accuracy. It calculates the intersection and union value between the ground truth and predicted segmentation. The value is set between 0 and 1. The equation can be described as:
Dice coefficient is also frequently used to calculate the similarity of predicted segmentation and ground truth in medical image segmentation tasks. It can be described as:
C. EXPERIMENTAL DETAILS
In our experiment, the input size of images in the three datasets are resized to 256 × 256 due to hardware limitations. The data augmentation was used, including horizontal flip and vertical flip. In this way, each image in the original dataset is augmented to 4 images. As the Montgomery CXR dataset contains a small number of cases, so the 5-fold cross validation was used. In the other two datasets, we split 80% of the samples into the training set and 20% into the testing set. We trained our end-to-end model from scratch on one NVIDIA GeForce GTX TITAN XP, which contains a memory of 12 GB. The network was trained with stochastic gradient descent (SGD) with the learning rate of 0.0001 and a minibatch of eight images. For the evaluation, we repeated the experiments for ten times and calculated the average scores for all the samples to get the total performance. Figure 6 gives an example to show the training process of our proposed network. It shows the training loss and IoU score of the EU-Net model on the DSB2018 dataset. The network is trained for 155 epochs. The total number of network parameters of our EU-Net is around 9.67 Million.
D. ABLATION STUDY
In this section, we verified the performance of the main modules in our proposed network. We took the average IoU and Dice coefficient as the criterion of quantitative evaluation in the following experiments.
1) EVALUATION ON FEATURE ATTENTION BLOCK(FAB)
In the first ablation study, in order to analyze the effectiveness of the proposed Feature Attention Block, we conducted the experiments for the performance of FAB in our network on testing images from DSB2018 and ISIC2018.
Quantitative results of different structures with the standard deviation are tabulated in Table 1 . In the table, Z denotes our whole network, EU-Net. X is the network we delete the FAB from EU-Net. Y is the network we put the FAB in the decoder part. On the ISIC 2018 dataset, the IoU and Dice scores of Z are respectively 82.43% and 89.28%. These two scores of Z slightly exceed those of X and Y. The situation is the same on the DSB 2018 dataset, which indicates that the Feature Attention Block improves the performance of the network. Further, the scores of Z (with FAB in the encoder part) are 1% higher than Y (FAB in the decoder part). Thus, we embedded FAB in the encoder part in the following experiments. 
2) EVALUATION ON EDGE AGGREGATION PATH(EAP) & FEATURE FUSION BLOCK(FFB)
We also conducted the following experiments on the Edge Aggregation Path and Feature Fusion Block: FIGURE 11. Visualized results on different datasets. (The ground truth field is outlined with red, while the predicted field is filled with blue. The differences in results are marked with white blanks but are not limited to these white blanks). 
Single: A network like U-Net (without EAP) Sum-Fusion: A network with main decoder path and EAP (feature fusion by simple summation)
Cat-Fusion: A network with main decoder path and EAP (feature fusion by simple concatenation) FFB: Our whole network (feature fusion with FFB) We compared these networks in terms of IoU and Dice coefficient. The results with the standard deviation are displayed in Table 2 . As is shown in Table 2 , both the Sum-Fusion and Cat-Fusion networks attain an over 2% higher accuracy than the Single network does. It indicates that Edge Aggregation Path improves the feature representation. The collaboration of EAP and the decoder path helps the network retain more effective information in the processing of recovering the resolution of images. Moreover, the Feature Fusion Block combines discriminative features from the decoder part. On three datasets, the IoU and Dice scores of the networks with EAP (Sum-Fusion, Cat-Fusion and EU-Net) are over 2% higher than those of the network without EAP (Single). Furthermore, the IoU and Dice score of the network with FFB (EU-Net) are respectively 95.80% and 97.38% on the Montgomery CXR dataset, both of which are higher than those of other networks. On other two datasets, our whole network also outperforms the networks without FFB. Figure 7, Figure 8 and Figure 9 show the visualized results on DSB2018, ISIC2018 and Montgomery CXR datasets. We can see that the mask from EU-Net is the closest to the ground truth. It is because EU-Net with FFB can not only integrate the feature from EAP, but also utilize the feature from the decoder path to refine the overall information.
The EAP fully utilizes the outputs of the last three stages in the encoder part, and combines the information of two feature maps in the same stage during the recovering the resolution of images, which generates richer feature representation. We also visualized the feature maps produced by the decoder path and EAP. It can be observed in Figure 10 that these two paths focus on different features. The decoder path tends to generate overall features, while EAP tends to concentrate on edge-relevant information.
E. COMPARISON WITH STATE-OF-THE-ART WORKS
In order to further demonstrate the effectiveness of our proposed Edge-boosted U-Net for medical image segmentation tasks, we conducted extensive experiments to compare our network with other state-of-the-art methods.
Due to the diversity and complexity of medical image segmentation tasks, we experimented on three different modalities of datasets. The visualized results are showed in Figure 11 . We can see that while other methods tend to generate excellent segmentation results, the proposed EU-Net can focus on some detailed information and produce more accurate segmentation. We marked some different areas with white blanks in Figure 11 to make it clear. The differences show our method segments the targets better than other methods, especially on the edge.
We compared our proposed method with five popular segmentation methods. The results with the standard deviation are displayed in Table 3 . Table 4 presents the inference time comparison. Our network attains an accuracy of 89.28% Dice and 82.43% IoU on ISIC2018. In the same way, the results of EU-Net on the DSB2018 dataset also exceed others. On the CXR dataset, there is minor difference among the results of these methods. The Dice scores are all around 97%, but the result of our method still achieves a slightly higher accuracy than others. In terms of time performance, results of the methods focusing on medical image segmentation is comparatively close. Our method uses 8.05s to test 1000 images, 0.89s slower than U-Net due to the increasing parameters, but the accuracy performances of ours exceeds those of all the counterparts. We give priority to the segmentation accuracy and take the time performance for consideration under a guarantee of a high accuracy. Overall, the comparison experiments demonstrated that the proposed EU-Net is an effective and robust method to accomplish the segmentation tasks on different modalities of medical images.
V. CONCLUSION
In this paper, we propose an Edge-boosted U-Net (EU-Net), aiming to enhance the performance of medical image segmentation tasks. In the EU-Net, the collaboration of three designed parts makes full use of discriminative features and thus improves the segmentation performance. In the encoder part, Feature Attention Block utilizes channel-wise information to improve the feature propagation. In the decoder part, Edge Aggregation Path extracts multi-level detailed features and Feature Fusion Block integrates them with features from the decoder path and EAP. In proof of ablation studies, we validate the effects of them in detail based on U shaped structure. We compared our network with other state-of-the-art methods on three different modalities of datasets. Results show that EU-Net consistently achieves the superiority IoU and Dice score over other methods by up to 2%.
