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Abstract-This article considers the problem of approximating a function defined on a finite set 
of (n + 1) points by quasi-convex functions defined there and constructs linear time (O(n)) 
algorithms for computation of optimal solutions. 
1. INTRODUCTION 
This article considers the problem of approximating a set of (n + 1) data points by discrete 
quasi-convex functions and develops O(n) algorithms for computation of optimal 
solutions to the problem. Let S = (0, 1, . . . , RI> be a finite set and for any real function 
f=Cf,,fi,..-LLI) on S, define the uniform norm 
/f/j =max {~j:O~i~:n}. 
A real function k = (k,, k,, . . . , k,) on S is said to be quasi-convex if 
kj 5 max (k,, kq} 
holds for all j with p $j _I q and all 0 sp 5 q 5 n [3, 4, 63. Let K be the set of all 
quasi-convex functions and A be the infimum of 11s - k 11 for k in K. Given a function 
f=Vb,fi,*. . ,fn), the problem of approximation by quasi-convex functions is to find a 
g = ko, g19 f. . , g,) in K such that 
A = Ilf-gI( =inf ([If-kjI:kK}. (l-1) 
The existence of such a g, called an optimal solution, can be easily established by usual 
compactness arguments applied to R” + ‘. This article constructs algorithms of complexity 
O(n) for computation of optimal solutions g to (1.1). 
In Section 2, we derive a characterization of quasi-convex functions. This character- 
ization is used in Section 3 to define a collection of partial orders on S and identify 
quasi-convex functions as a union of sets of functions on S which are isotone with respect 
to these partial orders. This observation with further analysis allows us to apply results 
of isotone optimization[7], and construct U(n) algorithms for determining optimal 
solutions. Other problems for which O(n) algorithms have been developed for constructing 
optimal solutions are approximation by convex and monotone functions[& 91. It is shown 
in [8] that an optimal solution to the convex approximation problem is the greatest convex 
minorant of a set of points shifted through a certain distance. The algorithms for finding 
convex hulls1 1, 2, 51 can be easily modified to construct O(n) algorithms for determining 
greatest convex minorants and then, an optimal solution to the convex approximation problem[8]. 
The problem under consideration arises in the context of curve fitting or estimation. For example, 
an optimal quasi-convex function g is a best fit for observed failure rate f of a system under 
the assumption of U-shapedness of the failure rate. A continuous version of this problem on 
an interval will be considered elsewhere. 
2. PRELIMINARIES 
In this section, we derive a characterization of quasi-convex functions which is used 
in the construction of O(n) algorithms. 
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hlOPOSITION 2.1 
k = (k,, k,, . . 
(0, 1,. . . 
. , k,) is a quasi-convex function on S if and only if there exists a p in 
, n> such that 
(i) ki 2 kj whenever 0 s i 5 j 5 p and 
(ii) ki 4 kj whenever p S i Sj s n. 
Proof. Suppose that k is quasi-convex. We show that (i) and (ii) hold. Let p be an index 
such that 
k,=min {ki:O~i~n}. 
If 0 s i $ j sp, then by the definition of quasi-convexity we have 
max {ki, k,> 2 k,. (2.1) 
Clearly, k, I kj. If kp < kj, then (2.1) shows that ki 2 kj. On the other hand, if k, = kj, then 
ki 2 kp = kj. Thus (i) holds. Condition (ii) may be established similarly. 
Now suppose that (i) and (ii) hold for k. We establish that k is quasi-convex. Indeed, 
let i 5 q s j, then we show that 
k, 5 max (ki, kj}. (2.2) 
If q S p, then i I q S p. By (i) we have ki Z k4, which establishes (2.2). If p < q then 
p < q S j. Again, by (ii) we have kj B k4 which establishes (2.2). Thus (i) and (ii) imply 
quasi-convexity. The proof is complete. 
3. O(n) ALGORITHMS 
In this section, we construct U(n) algorithms for obtaining solutions to problem (1.1). 
Let Kp withp in (0, l,... , n} be the class of all quasi-convex functions k = (k,,, 
k,, . . . , k,) such that (i) and (ii) of Proposition 2.1 hold for this p. Clearly, 
K=U{K,:Osp zQz>. 
Let A,, be the infimum of Ilf - k 11 for k in Kp and let gp in Kp satisfy 
A,= Ilf-gpll =inf (/If-kII:keK,). (3.1) 
The function gp is an optimal solution to (3.1). Let also 
A ,=min {A,:Osp In>. (3.2) 
Referring to (1. l), we observe that A = A,,, and g = g” where g” is an optimal solution to 
(3.1) with p = m. Our algorithms first determine m and then g”. Before we construct the 
algorithms, we obtain solutions to (3.1). 
Defineapartialorder~‘onSbyj~‘iifO~i~j~pandi=<’jifp~i~j4n.From 
Proposition 2.1, it follows that k is in K, if and only if k is isotone (order preserving) with 
respect o 5 ‘, i.e. ki 5 kj whenever i 5 ‘j. With this observation, we apply the results of[7] 
to our problem. Let 
0,=(1/2) max (max {(J-f;):Osi5jSp}, max (U;:-h):p SigjSn)). 
U(n) algorithms for discrete n-point 
Define hP, kp, gp, gP in K, by 
( 
max (A:i sj s.p>, 0 $ i <p, 
& = max {f.:p $ j I i}, p < i 5 n, 
fp’ , i=p. 
min ($0 I j 6 i}, 0 I i <p, 
@= min {f;:isj_In),p<isn, 
min (J:O$jsn), i =p. 
gp=l22-d,,, 0 5 i S n, 
gf=hT+B,, 0 d i Z n. 
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The following theorem is a special case of results in ([q, I, Section 2) applied to S with 
partial order $‘. 
THEOREM 3.1 
The functions of gP and gp are optimal solutions to (3.1) and A, = 0,. Furthermore, 
;LrsafI for all i and a g in Kp is an optimal solution to (3.1) if and only if gp 5 gip $ gip 
The following theorem, which is relevant to our analysis, may be derived from the 
above by some simple computations. 
THEOREM 3.2 
d, = 6, = (1/2)llf - ill = (1/2)llf - &]I. 
We now determine the index m in (3.2). 
PROPOSITION 3.1 
Let index m be given by 
.fin =min {f;:Osii=<n). (3.3) 
Then A,,, S A, for all p = 0, 1, . . . , n. 
Proof. Assume 0 ?5 p 5 m f n. By the definition of @ and i,” we obviously have 
i; = i$’ for all 0 d i < p and all m < i S n. Again, by the definitions of index m and h4 
we conclude that hp = f,,, for all p Z i S m. Since i? 2 f,,, for all 0 S i S n, it follows that 
@ 5 hy for all p ~5 i 5 m. Hence, 
fi’-@Gzfr:-&mnO for all OSi$n. 
Consequently, A, 2 A,,,. The other case, 0 $ m Ip I n may be considered similarly. The 
proof is now complete. 
The above proposition and Theorem 3.1 with p = m show that both g” and gm are 
optimal solutions to problem (1.1). Our algorithms determine m by (3.3)-and compute 
l;“(/~“), A,,, = 8, (Theorem 3.2) and g”(g”). We state two symmetric algorithms. 
ALGORITHM 1 
(a) Determine index m by (3.3). 
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(b) Compute recursively the following: 
&“=min{@,,JJ,i=l,2, . . ..m-1. 
km =_L 
c;im=min {K~+,,jJ, i=n-1, n-2 ,..., m+l, 
I;,” = f,. 
(c) Compute 
d,=(1/2) max (Cf;.-&m):OSi In), 
&“‘=&m+A,, i=O,l,..., n. 
ALGORITHMS 
(a) Determine index m by (3.3). 
(b) Compute recursively the following: 
h m =fm, _m 
/zF=rnax (/$!_,,~j, i=m+l,m+2 ,..., n, 
hi”= max {&+,,J], i =m - 1, m - 2,. . . , 0. 
(c) Compute 
A,,, = (l/2) max {(Iz”’ -jJ:O I i S n], 
gr=h”-A,, i=O, l,..., n. 
Clearly, the algorithms determine 2” and g”, the optimal solutions to problem (1. l), in 
0 (n) operations. 
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