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Abstract. In this paper we provide a general definition of automata with fuzzy states
which includes as its special cases automata used by Lin et al. [29], Liu and Qiu [30,31,42]
and Xing et al. [56] in the study of fuzzy discrete event systems, as well as various types
of automata constructed in [14, 15, 18, 32] for the purpose of determinization of fuzzy
automata. We explain the relationships between these diﬀerent models of automata with
fuzzy states and show that every crisp-deterministic fuzzy automaton can be transformed
into a language-equivalent automaton with fuzzy states, and vice versa.
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1. Introduction
From the very beginning of the theory of fuzzy sets, fuzzy automata and lan-
guages are studied as a means for bridging the gap between the precision of
computer languages and vagueness and imprecision, which are frequently en-
countered in the study of natural languages. The study of fuzzy automata and
languages was initiated in 1960s by Santos [43–45], Wee [49], Wee and Fu [50],
and Lee and Zadeh [22]. From late 1960s until early 2000s mainly fuzzy automata
and languages with membership values in the Go¨del structure have been consid-
ered (cf., e.g., [11, 12, 33]). The idea of studying fuzzy automata with membership
values in some structured abstract set comes back to Wechler [48], and in recent
years researchers’ attention has been aimed mostly at fuzzy automata with mem-
bership values in complete residuated lattices, lattice-ordered monoids, and other
kinds of lattices. Fuzzy automata taking membership values in a complete residu-
ated lattice were first studied by Qiu in [38, 39], where some basic concepts were
discussed, and later, Qiu and his coworkers carried out extensive research into
these fuzzy automata (cf. [40, 41, 51–55]). From a different point of view, fuzzy
Received February 04, 2015; Accepted April 11, 2015
2010 Mathematics Subject Classification. Primary 68Q45, 68Q70, 03E72
∗Research supported by Ministry of Education, Science and Technological Development, Republic of
Serbia, Grant No. 174013
235
236 A. Stamenkovic´, M. C´iric´, and J. Ignjatovic´
automata with membership values in a complete residuated lattice were studied
by Ignjatovic´, C´iric´ and their coworkers in [5–8, 13–18, 32, 46, 47]. Fuzzy automata
taking membership values in a lattice-orderedmonoid were investigated by Li and
others [23, 24, 26, 28], fuzzy automata over other types of lattices were the subject
of [2, 10, 20, 21, 25, 27, 34–37], and automata which generalize fuzzy automata over
any type of lattices, as well as weighted automata over semirings, were studied re-
cently in [4,9,17]. For decades, fuzzy automata and languages have gained a wide
field of application, including lexical analysis, description of natural and program-
ming languages, learning systems, control systems, neural networks, knowledge
representation, clinicalmonitoring, pattern recognition, error correction, databases,
discrete event systems, and many other areas (cf., e.g., [11, 12, 19, 33, 36]).
Fuzzy automata are a natural generalization of ordinary nondeterministic auto-
mata, and the most natural generalization of ordinary deterministic automata
are those fuzzy automata which have a single crisp initial state and a deterministic
transition function, and the fizziness is entirely concentrated in the fuzzy set of ter-
minal states. These automatawerefirst introducedbyBeˇlohla´vek [2], and in [4] they
were called crisp-deterministic fuzzyautomata.Determinizationof fuzzyautomata,
i.e., the problem of their conversion into language-equivalent crisp-deterministic
fuzzy automata, was also first studied by Beˇlohla´vek [2], in the context of fuzzy
finite automata over a complete distributive lattice, and Li and Pedrycz [26], in the
context of fuzzy finite automata over a lattice-ordered monoid. Determinization
algorithms that were provided there generalize the subset construction. Another
algorithm, provided by Ignjatovic´ et al. [14], also generalizes the subset construc-
tion and produces a smaller crisp-deterministic fuzzy automaton than algorithms
from [2, 26], regardless of the fuzzy automaton which is determinized. This crisp-
deterministic fuzzy automaton can be alternatively constructed by means of the
Nerode right congruence of the original fuzzy finite automaton, and it was called
in [15] the Nerode automaton of the original fuzzy finite automaton. The Nerode
automaton was constructed in [14] for fuzzy finite automata over a complete re-
siduated lattice, and it was noted that the identical construction can also be made
in a more general context, for fuzzy finite automata over a lattice-orderedmonoid,
and even for weighted finite automata over a semiring. The same construction
was also transferred in [4] to weighted automata over strong bimonoids. The al-
gorithm proposed by Jancˇic´ et al. in [17] produces a crisp-deterministic fuzzy or
weighted automaton that is even smaller than the Nerode automaton, and further
progress has been made in a recent paper by Jancˇic´ et al. [18], where algorithms
which perform both determinization and state reduction have been provided. In
addition, Jancˇic´ and C´iric´ in [16] adapted the well-known Brzozowski’s double
reversal determinization algorithm to fuzzy automata and provided a Brzozowski
type determinization algorithm that yields a minimal crisp-deterministic fuzzy
automaton equivalent to the original fuzzy finite automaton. Another algorithm
which constructs a minimal crisp-deterministic fuzzy automaton equivalent to the
original fuzzy finite automaton, which is theoretically faster than the Brzozowski
type algorithm, has been provided by Micic´ et al. in [32].
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Another model of fuzzy automata, called here automata with fuzzy states,
has been discussed in a series of papers dealing with fuzzy discrete event sys-
tems (cf. [29–31, 42, 56]). The set of states of such an automaton is the collection of
all fuzzy subsets of a given set A, the initial state is a single fuzzy subset of A, and
the set of terminal states (ormarking states, as they were called in the listed papers)
is any collection of fuzzy subsets ofA. The transitions are defined bymeans of com-
positions of fuzzy states with pre-specified fuzzy relations which were called fuzzy
events. We say that such transitions are compositionally defined. Alternatively, the
set of fuzzy events can be understood as a family of fuzzy transition relations
indexed by an ordinary crisp set of events (or inputs). Here we give a somewhat
diﬀerent definition of an automaton with fuzzy states. To provide a definition of
these automata which includes some important automata, we assume that the set
of fuzzy states is any collection (possibly finite) of fuzzy subsets of A. The initial
state is also a single fuzzy subset of A, and ”terminal states” are modeled by a
fuzzy subset of the set of fuzzy states. Finally, transitions are defined by means of a
function which maps the Cartesian product of the set of fuzzy states and the input
alphabet into the set of fuzzy states.
The main aim of this paper is to compare automata defined in such a way
with some related types of automata. By Theorem 3.1 we show that any crisp-
deterministic fuzzy automaton can be transformed into a language-equivalent au-
tomaton with fuzzy states. The reverse transformation is simple because we have
only to ignore the fuzzy nature of the states. Then we show that the Nerode au-
tomaton of a fuzzy automatonA can be viewed as an automaton with fuzzy states,
and by Theorem 3.2we prove that such Nerode automaton is completely language-
equivalent to A. Theorem 3.3 provides necessary and suﬃcient conditions under
which an automaton with fuzzy states can be compositionally defined. These con-
ditions are stated in terms of solvability of particular systems of fuzzy relation
equations. Using this result, by Example 3.1 we demonstrate that there are au-
tomata with fuzzy states which can not be compositionally defined, which means
that our definition is more general then the one used in [29–31, 42, 56]. We show
that other types of crisp-deterministic fuzzy automata used in [18, 32] in the de-
terminization of fuzzy automata can also be considered as automata with fuzzy
states.
Yet another type of automata that can be treated as automata with fuzzy states
are the so-called derivative automata introduced in [15]. The derivative automaton
one constructs starting from a given fuzzy language f and its derivatives, and it has
been proved in [15] that it is a minimal crisp-deterministic fuzzy automaton which
recognizes f . Here we prove that the derivative automaton of f is also a minimal
automaton with fuzzy states which recognizes f and generates the prefix-closure
of f (Theorem 3.4), and as a consequence we obtain that every prefix-closed fuzzy
language can be generated by an automaton with fuzzy states. Previously, by The-
orem 2.1we have proved that any fuzzy language generated by a fuzzy automaton
is prefix-closed. We also provide an example of a fuzzy language generated by
an automaton with fuzzy states which is not-prefix closed. Finally, by Theorem
3.5 we prove solvability of some other systems of fuzzy relation equations, which
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implies that the derivative automaton of an arbitrary fuzzy language can also be
compositionally defined.
The paper has three sections. After this introductory section, in Section 2 we
give the basic notions and notation concerning fuzzy sets and relations and fuzzy
automata and languages. Themain results of thepaper,whichhavebeenmentioned
above, are presented in Section 3.
2. Preliminaries
In this section we introduce the basic notions and notation concerning fuzzy
sets and relations and fuzzy automata and languages.
2.1. Fuzzy sets and relations
In this paper we use complete residuated lattices as structures of membership
values. A residuated lattice is an algebraL = (L,∧,∨,⊗,→, 0, 1) such that
(L1) (L,∧,∨, 0, 1) is a lattice with the least element 0 and the greatest element 1,
(L2) (L,⊗, 1) is a commutative monoid with the unit 1,
(L3) ⊗ and→ form an adjoint pair, i.e., they satisfy the adjunction property: for all
x, y, z ∈ L,
(2.1) x ⊗ y  z ⇔ x  y→ z.
If, additionally, (L,∧,∨, 0, 1) is a complete lattice, then L is called a complete
residuated lattice.
The operations ⊗ (calledmultiplication) and→ (called residuum) are intended for
modeling the conjunction and implication of the corresponding logical calculus,
and supremum (
∨
) and infimum (
∧
) are intended for modeling of the existential
and general quantifier, respectively. An operation↔ defined by
(2.2) x↔ y = (x→ y) ∧ (y→ x),
called biresiduum (or biimplication), is used for modeling the equivalence of truth
values. It can be easily shown thatwith respect to,⊗ is isotonic in both arguments,
→ is isotonic in the second and antitonic in the first argument, and for any x, y, z ∈ L
the following hold:
(x→ y) ⊗ x  y,(2.3)
y  x→ (x ⊗ y),(2.4)
For other properties of complete residuated lattices one can refer to [1, 3].
The most studied and applied structures of truth values, defined on the real
unit interval [0, 1] with x ∧ y = min(x, y) and x ∨ y = max(x, y), are the Łukasiewicz
structure (x ⊗ y = max(x + y − 1, 0), x→ y = min(1 − x + y, 1)), the Goguen (product)
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structure (x⊗y = x ·y, x→ y = 1 if x  y and= y/x otherwise) and theGo¨del structure
(x ⊗ y = min(x, y), x→ y = 1 if x  y and = y otherwise). Another important set of
truth values is the set {a0, a1, . . . , an}, 0 = a0 < · · · < an = 1, with ak ⊗ al = amax(k+l−n,0)
and ak → al = amin(n−k+l,n). A special case of the latter algebras is the two-element
Boolean algebra of classical logicwith the support {0, 1}. The only adjoint pair on the
two-element Boolean algebra consists of the classical conjunction and implication
operations. This structure of truth values is called the Boolean structure.
In the sequel L will be a complete residuated lattice. A fuzzy subset of a set A
over L, or simply a fuzzy subset of A, is any mapping from A into L. Ordinary crisp
subsets of A are considered as fuzzy subsets of A taking membership values in the
set {0, 1} ⊆ L. Let f and  be two fuzzy subsets of A. The equality of f and  is
defined as the usual equality of mappings, i.e., f =  if and only if f (x) = (x), for
every x ∈ A. The inclusion f   is also defined pointwise: f   if and only if
f (x)  (x), for every x ∈ A. Endowed with this partial order the set LA of all fuzzy
subsets of A forms a complete residuated lattice, in which the meet (intersection)∧
i∈I fi and the join (union)
∨
i∈I fi of an arbitrary family { fi}i∈I of fuzzy subsets of A
are mappings from A into L defined by
⎛⎜⎜⎜⎜⎜⎝
∧
i∈I
fi
⎞⎟⎟⎟⎟⎟⎠ (x) =
∧
i∈I
fi(x),
⎛⎜⎜⎜⎜⎜⎝
∨
i∈I
fi
⎞⎟⎟⎟⎟⎟⎠ (x) =
∨
i∈I
fi(x),
for all x ∈ A. The height ‖ f ‖ of a fuzzy set f ∈ LA is defined by
‖ f ‖ =
∨
a∈A
f (a).
A fuzzy relation between sets A and B (in this order) is any mapping from A × B
to L, i.e. , any fuzzy subset of A × B, and the equality, inclusion (ordering), joins
and meets of fuzzy relations are defined as for fuzzy sets. Set of all fuzzy relations
between A and Bwill be denoted by LA×B. In particular, a fuzzy relation on a set A
is any function from A ×A to L, i.e., any fuzzy subset of A ×A. The set of all fuzzy
relations on A will be denoted by LA×A. The reverse or inverse of a fuzzy relation
α ∈ LA×B is a fuzzy relation α−1 ∈ LB×A defined by α−1(b, a) = α(a, b), for all a ∈ A and
b ∈ B. A crisp relation is a fuzzy relation which takes values only in the set {0, 1},
and if α is a crisp relation of A to B, then expressions ”α(a, b) = 1” and ”(a, b) ∈ α”
will have the same meaning.
For non-empty sets A, B and C, and fuzzy relations α ∈ LA×B and β ∈ LB×C, their
composition α ◦ β ∈ LA×C is a fuzzy relation defined by
(2.5) (α ◦ β)(a, c) =
∨
b∈B
α(a, b) ⊗ β(b, c),
for all a ∈ A and c ∈ C. For f ∈ LA, α ∈ LA×B and  ∈ LB, compositions f ◦ α ∈ LB
and α ◦  ∈ LA are fuzzy sets defined by
(2.6) ( f ◦ α)(b) =
∨
a∈A
f (a) ⊗ α(a, b), (α ◦ )(a) =
∨
b∈B
α(a, b) ⊗ (b),
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for every a ∈ A and b ∈ B. Finally, the composition of two fuzzy sets f ,  ∈ LA is an
element f ◦  ∈ L (scalar) defined by
(2.7) f ◦  =
∨
a∈A
f (a) ⊗ (a).
When the underlying sets are finite, fuzzy relations can be interpreted as matrices
and fuzzy sets as vectors with entries in L, and then the composition of fuzzy
relations can be interpreted as the matrix product, compositions of fuzzy sets and
fuzzy relations as vector-matrix products, and the composition of two fuzzy set as
the scalar (dot) product.
It is easy to verify that the composition of fuzzy relations is associative, i.e.,
(2.8) (α ◦ β) ◦ γ = α ◦ (β ◦ γ),
for all α ∈ LA×B, β ∈ LB×C and γ ∈ LC×D, and
(2.9) ( f ◦ α) ◦ β = f ◦ (α ◦ β), ( f ◦ α) ◦  = f ◦ (α ◦ ), (α ◦ β) ◦ h = α ◦ (β ◦ h)
for all α ∈ LA×B, β ∈ LB×C, f ∈ LA,  ∈ LB and h ∈ LC. Hence, all parentheses in (2.8)
and (2.9) can be omitted.
2.2. Fuzzy automata and languages
Throughout this paper,N denotes the set of natural numbers (without zero), X
is an (finite) alphabet, X+ and X∗ denote, respectively, the free semigroup and the
free monoid over X, ε denotes the empty word in X∗, and if not noted otherwise,
L is a complete residuated lattice.
A fuzzy automaton over L and X, or simply a fuzzy automaton, is a quadruple
A = (A, σ, δ, τ), where A is a non-empty set, called the set of states, δ : A×X×A→ L
is a fuzzy subset of A×X×A, called the fuzzy transition function, and σ : A→ L and
τ : A → L are fuzzy subsets of A, called the fuzzy set of initial states and the fuzzy
set terminal states, respectively. We can interpret δ(a, x, b) as the degree to which an
input letter x ∈ X causes a transition from a state a ∈ A into a state b ∈ A, andwe can
interpret σ(a) and τ(a) as the degrees to which a is respectively an input state and a
terminal state. Formethodological reasonswe allow the set of statesA to be infinite.
A fuzzy automaton whose set of states is finite is called a fuzzy finite automaton. A
fuzzy automaton over the Boolean structure is called a nondeterministic automaton
or a Boolean automaton.
We can visualize a fuzzy finite automaton A = (A, σ, δ, τ) representing it as a
labelled directed graph whose nodes are states of A, an edge from a node a to a
node b is labelled by pairs of the form x/δx(a, b), for any x ∈ X, and for any node
a we draw an arrow labelled by σ(a) that enters this node, and an arrow labelled
by τ(a) coming out of this node. For the sake of simplicity, we do not draw edges
whose all labels are of the form x/0, and incoming and outgoing arrows labelled
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by 0. In particular, if A is a Boolean automaton, instead of any label of the form
x/1we write just x, initial states aremarked by incoming arrowswithout any label,
and terminal states are marked by double circles.
Define a family {δx}x∈X of fuzzy relations on A by δx(a, b) = δ(a, x, b), for each
x ∈ X, and all a, b ∈ A, and extend this family to the family {δu}u∈X∗ inductively, as
follows: δε = ΔA, where ΔA is the crisp equality relation on A, and
(2.10) δx1x2...xn = δx1 ◦ δx2 ◦ · · · ◦ δxn
for all n ∈ N, x1, x2, . . . , xn ∈ X. Members of this family are called fuzzy transiton
relations ofA. Evidently, δuv = δu ◦ δv, for all u, v ∈ X∗. In addition, define families
{σu}u∈X∗ and {τu}u∈X∗ of fuzzy subsets of A by
(2.11) σu = σ ◦ δu, τu = δu ◦ τ,
for all u ∈ X∗.
A fuzzy language in X∗ overL, or just a fuzzy language, is any fuzzy subset of X∗,
i.e., any function from X∗ into L. A fuzzy language recognized by a fuzzy automaton
A = (A, σ, δ, τ) is a fuzzy language [[A]] ∈ LX∗ defined by
(2.12) [[A]](u) =
∨
a,b∈A
σ(a) ⊗ δu(a, b) ⊗ τ(b) = σ ◦ δu ◦ τ,
for any u ∈ X∗. In other words, the membership degree of the word u to the fuzzy
language [[A]] is equal to the degree to which A recognizes or accepts the word
u. Fuzzy automata A and B are called language equivalent, or just equivalent, if
[[A]] = [[B]].
Another kind of fuzzy languages associated with fuzzy automata, which plays
an important role in study of fuzzydiscrete event systems, is the following one. The
fuzzy language [[A]] generated by a fuzzy automatonA = (A, δ, σ, τ) is defined by
(2.13) [[A]](u) = ‖σu‖ =
∨
a,b∈A
σ(a) ⊗ δu(a, b) =
∨
b∈A
σu(b),
for every u ∈ X∗. Intuitively, [[A]](u) represents the degree to which the input word
u causes a transition from some initial state to any other state. Two fuzzy automata
A and B are called completely language-equivalent if [[A]] = [[B]] and [[A]] = [[B]].
The prefix-closure of a fuzzy language f ∈ LX∗ is a fuzzy language f¯ ∈ LX∗ defined
by
(2.14) f¯ (u) =
∨
v∈X∗
f (uv),
for each u ∈ X∗. It is easy to verify that the mapping f → f¯ is a closure operator on
LX
∗
, i.e., for arbitrary f , f1, f2 ∈ LX∗ we have that
(2.15) f  f¯ , f¯ = f¯ and f1  f2 implies f¯1  f¯2.
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A fuzzy language f ∈ LX∗ is called prefix-closed if f = f¯ . Clearly, f is prefix-closed if
and only if
(2.16) f (uv)  f (u),
for all u, v ∈ X∗. In other words, f is prefix-closed if and only if it is a decreasing
function from X∗ into L (with respect to the prefix order on X∗).
Theorem 2.1. If a fuzzy language is generated by a fuzzy automaton, then it is prefix-
closed.
Proof. LetA = (A, δ, σ, τ) be a fuzzy automaton and f = [[A]]. In view of (2.15), we
have to prove that f¯  f .
For arbitrary u, v ∈ X∗ we have that
f (uv) = [[A]](uv) =
∨
b∈A
σuv(b) =
∨
b∈A
(σu ◦ δv)(b) =
∨
b∈A
⎛⎜⎜⎜⎜⎜⎝
∨
a∈A
σu(a) ⊗ δv(a, b)
⎞⎟⎟⎟⎟⎟⎠
=
∨
a∈A
⎛⎜⎜⎜⎜⎜⎝σu(a) ⊗
⎛⎜⎜⎜⎜⎜⎝
∨
b∈A
δv(a, b)
⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠ 
∨
a∈A
σu(a) = [[A]](u) = f (u),
and we conclude that
f¯ (u) =
∨
v∈X∗
f (uv)  f (u),
for each u ∈ X∗. Therefore, f is a prefix-closed fuzzy language.
3. Automata with fuzzy states
Let A = (A, σ, δ, τ) be a fuzzy automaton over X and L. The fuzzy transition
function δ is called crisp-deterministic if for every x ∈ X and every a ∈ A there exists
a′ ∈ A such that δx(a, a′) = 1, and δx(a, b) = 0, for all b ∈ A \ {a′}. The fuzzy set of
initial states σ is called crisp-deterministic if there exists a0 ∈ A such that σ(a0) = 1,
and σ(a) = 0, for every a ∈ A \ {a0}. If both σ and δ are crisp-deterministic, then A
is called a crisp-deterministic fuzzy automaton (for short: cdfa), and if it is finite, then
it is called a crisp-deterministic fuzzy finite automaton (for short: cdﬀa).
A crisp-deterministic fuzzy automaton can be equivalently defined as a quadru-
pleA = (A, a0, δ, τ), whereA is a non-empty set of states, δ : A×X→ A is a transition
function, a0 ∈ A is an initial state and τ ∈ LA is a fuzzy set of terminal states. The
transition function δ can be extended to a function δ∗ : A×X∗ → A in the following
way: δ∗(a, ε) = a, for every a ∈ A, and δ∗(a, ux) = δ(δ∗(a, u), x), for all a ∈ A, u ∈ X∗
and x ∈ X. To simplify the notation, andwithout danger of confusion, wewill write
δ instead of δ∗. Note that the initial state and transitions of a crisp-deterministic
fuzzy automaton are graphically represented as in the case of Boolean automata,
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and the fuzzy set of terminal states is represented as in the case of fuzzy finite
automata.
The fuzzy language [[A]] recognized by a crisp-deterministic fuzzy automaton
A = (A, a0, δ, τ) is given by
(3.1) [[A]](u) = τ(δ(a0, u)),
for every u ∈ X∗. Clearly, the image of [[A]] is contained in the image of τ which
is finite if the set of states A is finite. A fuzzy language f : X∗ → L is called cdﬀa-
recognizable if there is a crisp-deterministic fuzzy finite automatonA over X and L
such that [[A]] = f . Then we say thatA recognizes f .
A state a ∈ A is called accessible if there exists u ∈ X∗ such that δ∗(a0, u) = a. If
every state of A is accessible, then A is called an accessible crisp-deterministic fuzzy
automaton.
The concept of recognitionof a fuzzy languagebya crisp-deterministic fuzzy au-
tomaton is given in a very elegant way, but the concept of the fuzzy language gen-
erated by such an automaton does not make much sense. Namely, if we consider a
crisp-deterministic fuzzy automaton A as a fuzzy automaton, then the fuzzy lan-
guage generated by A is X∗. Even in constructions where a fuzzy automaton A is
converted into a language-equivalent crisp-deterministic fuzzy automaton which
states are some particular fuzzy subsets of the set of states of A, the fuzzy nature
of these states is taken into account only in the construction of the fuzzy set of
terminal states and nowhere else.
Amodel of automatawith fuzzy stateswhich takes into account the fuzzynature
of these states has been used in [29–31, 42, 56], in the study of fuzzy discrete event
systems. Herewe provide amore general definition. An automaton with fuzzy states
(or fuzzy automaton with fuzzy states, or fuzzy-state automaton) is defined as a quin-
tuple A¯ = (A¯, σ, δ¯, τ¯), where A is a non-empty set, called the set of states, A¯ ⊆ LA is
the set of fuzzy states (not necessarily finite), δ¯ : A¯ × X→ A¯ is the transition function,
and σ ∈ A¯ is the fuzzy initial state, and τ¯ ∈ LA¯ is the fuzzy terminal state. If the set
A¯ is finite, then A¯ is called a finite automaton with fuzzy states. The function δ¯ can
be extended to a function δ¯∗ : A¯ × X∗ → A¯, as follows: for all α ∈ A¯, u ∈ X∗ and
x ∈ X we set δ¯∗(α, ε) = α and δ¯∗(α, ux) = δ¯(δ¯∗(α, u), x). To simplify the notation, and
without danger of confusion, we will write δ¯ instead of δ¯∗.
The fuzzy language recognized by an automaton with fuzzy states A¯ = (A¯, σ, δ¯, τ¯),
denoted by [[A¯]], is a fuzzy language in LX∗ defined by
(3.2) [[A¯]](u) = τ¯(δ¯(σ, u)),
for each u ∈ X∗. On the other hand, the fuzzy language generated by A¯, denoted by
[[A¯]], is defined by
(3.3) [[A¯]](u) = ‖δ¯(σ, u)‖ =
∨
a∈A
σ′(a),
for each u ∈ X∗ and σ′ = δ¯(σ, u).
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Note that automata studied in [29–31, 42, 56] are a special case of the above de-
finedautomata. The set of fuzzy states of these automata is A¯ = [0, 1]A, the transition
function is defied bymeans of a given family {δx}x∈X of fuzzy relations onA indexed
by the alphabet X, and the fuzzy terminal state τ¯ is defined by means of a given set
of fuzzy states T ⊆ A¯, in the following way:
(3.4) δ¯(α, x) = α ◦ δx, τ¯(α) =
∨
β∈T
α ◦ β,
for all α ∈ A¯ and x ∈ X. An automaton with fuzzy states defined in this way will be
called compositionally defined. Let us observe that the same definition makes sense
if we take A¯ to be any subset of [0, 1]A closed under compositions with δx, for all
x ∈ X (in this case A¯may be finite). Moreover,
τ¯(α) =
∨
β∈T
α ◦ β = α ◦
∨
β∈T
β,
andwithout loss of generalitywe can assume thatT consists of a single fuzzy subset
of A. It is also worth noting that the first equality in (3.4) is equivalent to the the
following one
(3.5) δ¯(α, u) = α ◦ δu
for every α ∈ A¯ and u ∈ X+, where for an arbitrary u = x1x2 . . .xn ∈ X+ a fuzzy
relation δu stands for a composition δx1 ◦ δx2 ◦ . . . δxn .
If A is a fuzzy automaton and A¯ is an automaton with fuzzy states, then we
say that A and A¯ are language-equivalent if [[A]] = [[A¯]], and completely language-
equivalent if [[A]] = [[A¯]] and [[A]] = [[A¯]].
The first theoremof this section shows how a crisp-deterministic automaton can
be transformed into a language-equivalent automaton with fuzzy states, and vice
versa.
Theorem 3.1. Let D = (D, s,Δ, θ) be a crisp-deterministic fuzzy automaton, let A be a
non-empty set, A¯ a family of fuzzy subsets of A, φ : A¯ → D a bijective function, and let
δ¯ : A¯ × X→ A¯, σ ∈ A¯, and τ¯ ∈ LA¯ be defined by
δ¯(α, x) = φ−1(Δ(φ(α), x)), σ = φ−1(s), τ¯(α) = θ(φ(α)),
for all α ∈ A¯ and x ∈ X. Then A¯ = (A¯, σ, δ¯, τ¯) is an automaton with fuzzy states which is
language-equivalent toD.
Conversely, if A¯ = (A¯, σ, δ¯, τ¯) is an automaton with fuzzy states, and if we consider
A¯ as an ordinary set, then A¯ becomes a crisp-deterministic fuzzy automaton which is
language-equivalent to A¯.
Proof. It is clear that the functions δ¯ and τ¯ are well-defined, and A¯ = (A¯, σ, δ¯, τ¯)
is an automaton with fuzzy states. Also, it can be easily verified that δ¯(α, u) =
φ−1(Δ(φ(α), u)), for all α ∈ A¯ and u ∈ X∗.
Diﬀerent Models of Automata with Fuzzy States 245
Furthermore, for every u ∈ X∗ we have that
[[A¯]](u) = τ¯(δ¯(σ, u)) = θ(φ(φ−1(Δ(φ(φ−1(s)), u)))) = θ(Δ(s, u)) = [[D]](u),
and therefore, A¯ andD are language-equivalent.
The converse is clear, because the fuzzy nature of the states from A¯ does not
aﬀect the recognition of a language.
Nerode automata were introduced in [14,15] as a means for determinization of
fuzzy automata, and in [4,17] they were used in determinization of weighted finite
automata over strong bimonoids. Originally, Nerode automata were defined to be
crisp-deterministic fuzzy (or weighted) automata, but from their construction we
can see that in essence they are automatawith fuzzy states. In the sequel, we define
Nerode automata as automata with fuzzy states.
Let A = (A, σ, δ, τ) be a fuzzy automaton. Let us set A¯N = {σu | u ∈ X∗}, and
define δ¯N : A¯N × X→ A¯N and τ¯N : A¯N → L by
(3.6) δ¯N(σu, x) = σux and τ¯N(σu) = σu ◦ τ,
for every u ∈ X∗ and x ∈ X. Then A¯N = (A¯N, σε, δ¯N, τ¯N) is an automaton with fuzzy
states and we will call it the Nerode automaton of the fuzzy automaton A. Let us
note that σε = σ.
As shown in [14], the Nerode automaton of a fuzzy automatonA is language-
equivalent toA. Here we prove that they are completely language-equivalent.
Theorem 3.2. For each fuzzy automatonA, theNerode automaton A¯N ofA is completely
language-equivalent toA.
Proof. For an arbitrary u ∈ X∗ we have that
[[A¯N]](u) = τ¯(δ¯N(σ, u)) = σu ◦ τ = σ ◦ δu ◦ τ = [[A]](u),
and
[[A¯N]](u) = ‖δ¯N(σ, u)‖ = ‖σu‖ = [[A]](u).
Therefore, A¯N andA are completely language equivalent.
An automaton with fuzzy states A¯ = (A¯, σ, δ¯, τ¯) is called accessible if for every
α ∈ A¯ there exists u ∈ X∗ such that α = δ¯(σ, u), i.e., if every state can be reached from
the initial state.
The next theorem provides necessary and suﬃcient conditions under which an
automaton with fuzzy states is compositionally defined or it can be represented as
the Nerode automaton of some fuzzy automaton.
Theorem 3.3. An automaton A¯ = (A¯, σ, δ¯, τ¯)with fuzzy states is compositionally defined
if and only if the following is true:
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(i) For every x ∈ X there exists at least one solution to the system of equations
(3.7) α ◦ Rx = δ¯(α, x), α ∈ A¯,
where Rx is an unknown taking values in LA×A.
(ii) There exists at least one solution to the system of equations
(3.8) α ◦U = τ¯(α), α ∈ A¯,
where U is an unknown taking values in LA.
In addition, A¯ can be represented as the Nerode automaton of some fuzzy automaton
A = (A, σ, δ, τ) if and only if it is accessible and (i) and (ii) hold.
Proof. For any x ∈ X let δx ∈ LA×A be an arbitrary solution to (3.7), i.e., let α ◦ δx =
δ¯(α, x), for each α ∈ A¯, and define a function δ : A×X×A→ L by δ(a, x, b) = δx(a, b),
for all a, b ∈ A and x ∈ X. Moreover, let τ ∈ LA be an arbitrary solution to (3.8), i.e.,
let α ◦ τ = τ¯(α), for each α ∈ A¯. Then A¯ is a compositionally defined automaton
with fuzzy states determined by the family {δx}x∈X and the set T = {τ}. The converse
is evident.
Next, let A¯ be compositionally defined and accessible and let A = (A, σ, δ, τ)
be a fuzzy automaton, where fuzzy sets δ and τ are defined in the observation
above. Then, by the accessibility of A¯ and (3.5) one conclude that there exists σ ∈ A¯
such that for each α ∈ A¯ the following is true:
α = δ¯(σ, u) = σ ◦ δu = σu,
which yields A¯ = {σu | u ∈ X∗} = A¯N. Also, for all u ∈ X∗ and x ∈ X we have that
δ¯(σu, x) = σu ◦ δx = σux = δ¯N(σu, x), τ¯(σu) = σu ◦ τ = τ¯N(σu).
Therefore, A¯ = A¯N. The converse is evident.
The assertion concerning the Nerode automata is an immediate consequence
of the fact that an automaton with fuzzy states can be represented as the Nerode
automaton of some fuzzy automaton if and only if it is compositionally defined
and accessible.
Nowwe give an examplewhich shows that there are automatawith fuzzy states
which can not be represented as the Nerode automaton of some fuzzy automaton.
i.e., which is not compositionally defined.
Example 3.1. LetL be the Go¨del structure, X = {x, y}, and let A¯ = (A¯, α0, δ¯, τ¯) be an autom-
aton with fuzzy states given by the transition graph shown in Figure 3.1, where |A| = 2,
A¯ = {α0, α1, α2}, and
α0 =
[
1 0
]
, α1 =
[
0 1
]
, α2 =
[
1 1
]
, τ¯ =
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎦ .
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Fig. 3.1: The graph of the automaton with fuzzy states A¯ from Example 3.1.
It is easy to check that systems
α0 ◦ Rx = α1 α0 ◦ Ry = α2 α0 ◦U = τ¯(α0)
α1 ◦ Rx = α1 α1 ◦ Ry = α1 α1 ◦U = τ¯(α1)
α2 ◦ Rx = α2 α2 ◦ Ry = α1 α2 ◦U = τ¯(α2)
where Rx and Ry are unknown fuzzy relations on A andU is an unknown fuzzy subset ofA,
do not have solutions. Therefore, A¯ is not compositionally defined and it can not be repre-
sented as the Nerode automaton of some fuzzy automaton with A as its set of states.
In addition to theNerode automaton, there are also other types of automatawith
fuzzy states that can be constructed starting from a given fuzzy automaton. We
will mention two automata of that kind. The first automaton has been defined
in [18] by means of a fuzzy relation ϕ on the set of states of a fuzzy automaton
A = (A, σ, δ, τ) in the following way: the set of fuzzy states A¯ϕ = {ϕu | u ∈ X∗} is
defined inductively by
ϕε = σ ◦ ϕ, ϕux = ϕu ◦ δx ◦ ϕ,
for all u ∈ X∗ and x ∈ X, and δ¯ϕ : A¯ϕ × X→ A¯ϕ and τ¯ϕ : A¯ϕ → L are defined by
δ¯ϕ(ϕu, x) = ϕux, τ¯ϕ(ϕu) = ϕu ◦ τ,
for all ϕu ∈ A¯ϕ and x ∈ X. If ϕ is reflexive and a weakly right invariant fuzzy relation
onA, i.e., if it satisfies ϕ ◦ τu  τu, for every u ∈ X∗, then the automaton with fuzzy
states A¯ϕ = (A¯ϕ, ϕε, δ¯ϕ, τ¯ϕ) is language-equivalent toA.
Anotherway to convert a given fuzzy automatonA = (A, σ, δ, τ) into a language-
equivalent automaton with fuzzy states has been proposed in [32]. The set of fuzzy
states of this automaton is A¯d = {du | u ∈ X∗}, which is also defined inductively by
dε(a) =
∧
w∈X∗
τw(a)→ σ ◦ τw,
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and
dux(a) =
∧
w∈X∗
τw(a)→ du ◦ δx ◦ τw =
∧
w∈X∗
τw(a)→ du ◦ τxw,
for all a ∈ A, u ∈ X∗ and x ∈ X, and δ¯d : A¯d ×X→ A¯d and τ¯d : A¯d → L are defined by
δ¯d(du, x) = dux, τ¯d(du) = du ◦ τ,
for all du ∈ A¯d and x ∈ X. The automaton with fuzzy states A¯d = (A¯d, dε, δ¯d, τ¯d) is
language-equivalent to A, and according to Theorem 3.1 and Theorem 3.3 [32], it
is a minimal automaton with fuzzy states language-equivalent toA.
An interesting open problem is the following one:
Problem 3.1. Whether the above mentioned automata A¯ϕ and A¯d are completely
language-equivalentwith the original fuzzy automatonA (as is theNerode autom-
aton A¯N)?
Anotherkindof fuzzyautomatawhich canbe consideredasautomatawith fuzzy
states are the derivative automata introduced in [15].
For a fuzzy language f ∈ LX∗ and u ∈ X∗, a fuzzy language fu ∈ LX∗ defined by
(3.9) fu(v) = f (uv),
for each v ∈ X∗, is called the derivative of f with respect to u. In particular, if f is
a crisp language, then its derivative with respect to u is the crisp language fu =
{v ∈ X∗ | uv ∈ f }. Derivatives of crisp languages are also known as right quotients,
quotients or residuals of languages.
Let A¯ f = { fu | u ∈ X∗} be the set of all derivatives of f , and let δ¯ f : A¯ f × X → A¯ f
and τ¯ f ∈ LA¯f be defined by
(3.10) δ¯ f (, x) = x, τ¯ f () = (ε),
for all  ∈ A¯ f and x ∈ X. We have the following:
Theorem 3.4. For any fuzzy language f ∈ LX∗ we have that A¯ f = (A¯ f , f , δ¯ f , τ¯ f ) is an
automaton with fuzzy states.
Moreover, A¯ f is a minimal automaton with fuzzy states which recognizes f and gen-
erates the prefix-closure f¯ of f .
Proof. According to Theorem 3.1 and Theorem 4.1 [15], A¯ f is a minimal automaton
with fuzzy states which recognizes f . Furthermore, for an arbitrary u ∈ X∗ we have
that
[[A¯ f ]](u) = ‖δ¯∗f ( f , u)‖ = ‖ fu‖ =
∨
v∈X∗
fu(v) =
∨
v∈X∗
f (uv) = f¯ (u),
and hence, [[A¯ f ]] = f¯ .
Consequently, A¯ f is a minimal automaton with fuzzy states which both recog-
nizes f and generates f¯ .
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The automaton A¯ f = (A¯ f , f , δ¯ f , τ¯ f ) is called the derivative automaton of the fuzzy
language f .
Corollary 3.1. If a fuzzy language is prefix-closed, then it is generated by an automaton
with fuzzy states.
Proof. If a fuzzy language f ∈ LX∗ is prefix-closed, then it is generated by A¯ f , in
view of Theorem 3.4.
The converse of the previous corollary does not necessarily hold. The next
example shows that there is a fuzzy language which is generated by an automaton
with fuzzy states, but it is not prefix-closed.
Example 3.2. Let L be the Go¨del structure and X = {x, y}, and let A¯ = (A¯, α0, δ¯, τ¯) be an
automaton with fuzzy states given by the transition graph shown in Figure 3.1, where
|A| = 2, A¯ = {α0, α1, α2}, and τ¯ is an arbitrary fuzzy subset of A¯. For the sake of simplicity set
f = [[A¯]].
We have that f (y) = ‖α2‖, f (y2) = ‖α1‖, and we can easily choose α1, α2 ∈ LA such that
‖α1‖ > ‖α2‖. Then f (y2) > f (y), and hence, f is not a prefix-closed fuzzy language.
Finally, we prove the following theorem.
Theorem 3.5. Let f ∈ LX∗ be a fuzzy language. Then:
(i) For every x ∈ X there exists at least one solution to the system of equations
(3.11)  ◦ Rx = x,  ∈ A¯ f ,
where Rx is an unknown taking values in LX
∗×X∗ .
(ii) There exists at least one solution to the system of equations
(3.12)  ◦U = (ε),  ∈ A¯ f ,
where U is an unknown taking values in LX
∗
.
Consequently, the derivative automaton A¯ f can be compositionally defined.
Proof. Define a fuzzy relation Q on X∗ by
Q(u, v) =
∧
∈A¯ f
(u)→ (v),
for all u, v ∈ X∗. It is well-known that Q is the greatest solution to system  ◦ R = ,
 ∈ A¯ f , where R is an unknown fuzzy relation on X∗.
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(i) For an arbitrary x ∈ X, define a fuzzy relationQx on X∗ byQx(u, v) = Q(u, xv),
for all u, v ∈ X∗. Then for all  ∈ A¯ f and v ∈ X∗ we have that
( ◦Qx)(v) =
∨
u∈X∗
(u) ⊗Qx(u, v) =
∨
u∈X∗
(u) ⊗Q(u, xv) = ( ◦Q)(xv) = (xv) = x(v),
which yields  ◦Qx = x. Therefore,Qx is a solution to (3.11).
(ii) Define a fuzzy subset V of X∗ by V(u) = Q(u, ε), for each u ∈ X∗. Then for
every  ∈ A¯ f we have that
 ◦ V =
∨
u∈X∗
(u) ⊗ V(u) =
∨
u∈X∗
(u) ⊗Q(u, ε) = ( ◦Q)(ε) = (ε),
and hence, V is a solution to (3.12).
It is clear that solvability of the above systems means that A¯ f can be composi-
tionally defined.
The following result is an immediate consequence of the previous theorem:
Corollary 3.2. Let f ∈ LX∗ be a fuzzy language. Then the derivative automaton A¯ f is
the Nerode automaton of some fuzzy automatonA.
Proof. Since the derivative automaton A¯ f is compositionally defined, by Theorem
3.3 it is suﬃcient to prove that A¯ f is accessible.
For an arbitrary  ∈ A¯ f there exists u ∈ X∗ such that  = fu, and therefore
δ¯ f ( f , u) = fu = . In conclusion, the derivative automaton A¯ f is accessible.
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