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Abstract. We present an all speed scheme for the Euler-Korteweg model. We study a semi-
implicit time-discretisation which treats the terms, which are sti for low Mach numbers,
implicitly and thereby avoids a dependence of the timestep restriction on the Mach number.
Based on this we present a fully discrete nite dierence scheme. In particular, the scheme is
asymptotic preserving, i.e., it converges to a stable discretisation of the incompressible limit
of the Euler-Korteweg model when the Mach number tends to zero.
1. Introduction
This work is concerned with the numerical simulation of compressible multi-phase 
ows via
a phase eld approach. Specically we consider the isothermal Euler-Korteweg (EK) model,
see e.g. [3, 4], which allows for mass 
uxes across the interface. This model is a diuse interface
model solving one set of partial dierential equations (PDEs) on the whole computational
domain. The solution of this PDE system already contains the position of the phase boundary.
There are several works on numerical methods for the Euler-Korteweg and the Navier-Stokes-
Korteweg equations, see [10, 6, 15]. All these works focus on stability properties of their
respective schemes. In particular, in [6, 15], fully implicit time discretisations are used to
obtain stable schemes. We aim at constructing a scheme which is computationally faster as it
needs to solve only one implicit equation per timestep while still being stable for reasonable
timestep sizes independent of the Mach number.
For background on asymptotic preserving and all-speed schemes let us refer to the further
developed case of single phase 
ows while we like to stress that all speed schemes are of
particular importance in multi-phase 
ows due to the dierent speeds of sound in both phases.
However, unsteady compressible 
ows with small or strongly varying Mach number occur in
many physical and engineering applications, and are not limited to multi-phase phenomena.
While the general development of shock capturing schemes for compressible 
ows is quite
mature, these schemes encounter severe restrictions in case of low Mach 
ows. These problems
are due to the speed of acoustic waves being much larger than the speed of the 
ow. In fact,
explicit-in-time shock capturing schemes need to satisfy a Courant-Friedrichs-Levy (CFL)
timestep restriction in order to be stable. This condition states that the maximal timestep
is inversely proportional to the maximal wave speed which scales with the reciprocal of the
Mach number. In addition, these schemes also need articial dissipation proportional to the
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maximal wave speed. Therefore, for small Mach numbers, the spatial resolution has to be
very high to ensure that the solution is not dominated by articial viscosity. There have
been many contributions concerning all speed schemes for compressible 
ows, i.e., schemes
which work well for space and time discretisations independent of the Mach number. Dierent
approaches for the isentropic Euler equations can be found in, [9, 16, 24, 25, e.g.].
The scheme at hand is based in the asymptotic preserving (AP) methodology. For a
family of models M" converging to a limit model M0 for " ! 0 this methodology consists
in constructing discretisations M"
 of M" such that for xed discretisation parameter  the
limit lim"!0 M"
 is a stable and consistent discretisation of M0: Since the fundamental works
[19, 20] asymptotic preserving schemes have been the topic of many studies in computational

uid dynamics, in recent years, see [1, 5, 7, 8, 11] and references therein. In particular, the
algorithm presented here is inspired by [9].
To be more precise let us introduce the model under consideration: On some space{time
domain 
  (0;T) with T > 0 and 
  Rd open and bounded with Lipschitz{boundary we
study the following balance laws for the density  and the velocity v :
t + div(v) = 0
(v)t + div(v 
 v) +
1
M2rp() =


M2div

 +
1
2
jrj2

I   r 
 r
 (1.1)
where M > 0 is the Mach number, 
 > 0 is a capillarity coecient, p = p() is a (normalised)
non-monotone pressure function and I 2 Rdd is the identity matrix. We like to stress that
this paper addresses the low Mach number limit, i.e., M ! 0; not the sharp interface limit,
i.e., 
 ! 0: Thus, we assume 
 to be small but xed. We complement (1.1) with initial data
(1.2) (;0) =  ; v(;0) =  v
and boundary data
(1.3) v = 0; r   = 0 on @
  (0;T);
where  denotes the outward pointing unit normal vector to @
. A consequence of these
boundary conditions is the global conservation of mass
d
dt
Z


(;t)dx = 0:
For suciently smooth initial data equation (1.1) has solutions with  2 L2((0;T);H1(
));
i.e., no shocks appear. Essentially, this is due to the energy dissipation equality, see (1.7)
below. For details concerning well-posedness and regularity of solutions we refer to [3]. In
this work we restrict our attention to solutions of (1.1) which do not develop shocks. We aim
at constructing a scheme having the following properties:
 Conservation of mass, see Remark 4.2.
 Asymptotic preservation, i.e., it converges to the right limit for M ! 0; see Lemma
4.5 and (4.29).
 Stability of the scheme in the low Mach limit, see Lemma 4.7.
 Stability of the scheme for generic Mach numbers, see Lemma 4.9.
 No timestep restriction involving M.
Remark 1.1 (Momentum balance). While conservation of momentum would also be a desir-
able property of our scheme, it seems to be incompatible with the other properties we pursue,
see [15] for more details on this issue. As there are no shocks it seems acceptable not toASYMPTOTIC PRESERVING SCHEME FOR THE EULER-KORTEWEG MODEL 3
enforce conservation of momentum. For a detailed exposition of the problems which may be
caused by the use of nonconservative schemes we refer the reader to [18].
Remark 1.2 (Extension to the Navier-Stokes-Korteweg system). The scheme presented
here will be easily extendable to the Navier-Stokes-Korteweg (NSK) system in case of small
Reynolds numbers. The NSK system is obtained from (1.1) by including a viscosity term in
the momentum balance. This is elaborated upon in Remark 3.1.
Let us note that the phases (liquid/vapour) can be identied with the density values for
which p0() > 0, cf., Figure 1. In addition, the pressure is related to the Helmholtz free energy
density W = W() via the Gibbs-Duhem equation
(1.4) p() := W0()   W(); in particular, p0() = W00():
The non-monotone pressure and non-convex local part of the energy density are key features
p(ρ)
b liquid vapor ,
W(ρ)
b liquid vapor
Figure 1. Sketch of energy density and pressure.
of the multi-phase character of the problem at hand. They make the rst order part of (1.1)
hyperbolic-elliptic and make the well-posedness analysis as well as the construction of stable
numerical schemes rather involved. To be precise, we assume W 2 C2((0;1);[0;1)) and
that there exist 0 <  <  < 1 such that W is strictly convex on (0;)[(;1) and strictly
concave on (;): As
(1.5) div

 +
1
2
jrj2

I   r 
 r

= r
it is straightforward to rewrite (1.1), by introducing an auxiliary variable , as
t + div(v) = 0
(v)t + div(v 
 v) +
1
M2r = 0
W0()   
    = 0:
(1.6)
Moreover, it is classical to check that energy is conserved for strong solutions of (1.1)
equipped with boundary conditions (1.3), see [15, e.g.], i.e.,
(1.7)
d
dt
Z


1
M2

W() +


2
jrj2

+
1
2
jvj2 dx = 0:
The non-local (gradient) term in the energy is responsible for including surface tension (cap-
illary) eects in the model. It also makes the interface smeared out and thereby prevents the
formation of shocks. It follows from  -limit arguments that the thickness of the interfacial4 J. GIESSELMANN
layer is proportional to
p

; see [23, e.g.]. The Euler-Lagrange equations of the energy from
(1.7) with a prescribed mass constraint are
(1.8)  =
1
M2
 
W0()   


; v = 0;
where  2 R is the Lagrange multiplier associated to the prescribed mass constraint.
The outline of the remainder of this paper is as follows: In x2 we study a formal low Mach
limit of the EK equations. x3 is devoted to investigating a semi-discretisation in time. This
semi-discretisation is the basis of the fully discrete scheme which is stated and studied in x4.
To conclude, we present numerical experiments in x5.
2. Low Mach Limit
While the low Mach limits of the Euler and Navier-Stokes equations have been rigorously
studied in [21, 22, 14, e.g.], less is known for the case of the hyperbolic-elliptic system with
dispersion at hand. For a combined low Mach and sharp interface limit see [17]. As the
interest of this study is mainly numerical we consider a formal low Mach limit of (1.6) in this
section. To this end, we assume expansions of all quantities in M2
(2.1)  = 0 + M21 + o(M2);  = 0 + M21 + o(M2); v = v0 + o(1)
where we assume 0;1;v0;0;1 to be suciently smooth for the subsequent calculations
to make sense and 0 > 0. We assume the mass inside 
 to be prescribed independent of M
and thus
1(;t) 2 H1
m(
) := f' 2 H1(
) :
Z


' dx = 0g
for all t 2 (0;T): We impose the boundary conditions (1.3) such that @t0(;t) 2 H1
m(
): By
inserting (2.1) into (1.6) we immediately obtain
(2.2) 0 = W0(0)   
0 = const:
This is the leading order Euler-Lagrange equation. In particular, (2.2) holds for t = 0 such
that the initial data need to be some extremum of the energy functional. We will only consider
the more restrictive situation that for  =  0, i.e., the zeroth order of the initial data, the
bilinear form
(2.3) B : H1
m(
)  H1
m(
) ! R; ('; ) 7!
Z


W00()'  + 
r'r  dx
is coercive.
This condition, in particular, implies that  0 is an isolated minimiser of the leading order
energy. Computing the derivative of (2.2) with respect to t we nd
(2.4) W00(0)@t0   
@t0 = const:
By continuity considerations we see that B remains coercive for  suciently near to  0 and
0(;t) is arbitrarily near to  0 for t small enough. Moreover, @t0 2 H1
m(
), thus, (2.4) is
uniquely solvable for small t and the unique solution is @t0 = 0: Via a continuation argument
we get 0(;t) =  0 for all t 2 [0;T):
Inserting @t0 = 0 into (1.6)1 we infer that the leading order momentum is solenoidal, i.e.,
(2.5) div(0v0) = 0:
The low Mach limit is closed by the evolution equation for v0 which reads
(2.6) 0(v0)t + 0(v0  r)v0 + 0r1 = 0;ASYMPTOTIC PRESERVING SCHEME FOR THE EULER-KORTEWEG MODEL 5
where 1 can be determined via the elliptic (as 0 > 0) equation
(2.7)  div(0r1) = div(0(v0  r)v0)
such that it enforces the constraint (2.5). Let us note that the role of the chemical potential
 changed in the limit process. In the compressible case  is given by a constitutive relation.
In the incompressible case  is decomposed into a (xed) background state 0 given by the
constitutive law and a Lagrange multiplier 1. To nish this section we state a stability result
for the leading order velocity, which we will aim to recover as an inequality in the discrete
setting.
Lemma 2.1 (Conservation of kinetic energy). For a given 0 2 H1(
) let (v0;1) be a strong
solution of (2.5), (2.6) with v0j@
 = 0. Then,
d
dt
Z


0jv0j2 dx = 0:
Proof. Multiplying (2.6) by v0 and integrating over 
 we obtain because of @t0 = 0
(2.8)
1
2
d
dt
Z


0jv0j2 dx =  
Z


1
2
0v0  r(jv0j2) + 0v0  r1 dx:
The assertion of the Lemma follows from (2.8) using integration by parts, (2.5) and the
boundary conditions. 
Remark 2.2 (Expansion of the energy). Due to (2.2), (1.3) and 1(;t) 2 H1
m(
) we have
(2.9)
Z


1
M2(W() +


2
jrj2) +
1
2
jvj2 dx
=
Z


1
M2(W(0) +


2
jr0j2) dx +
Z


1
2
0jv0j2 dx + O(M2);
such that at least formally
d
dt
Z


1
M2(W() +


2
jrj2) +
1
2
jvj2 dx =
d
dt
Z


1
2
0jv0j2 dx + O(M2);
i.e., the leading order rate (of change) of the total energy is the rate of the kinetic energy.
3. A semi-discrete scheme
In this section we describe and investigate a semi-discretisation in time of (1.1) which can
be used together with any space discretisation approach. We show that this scheme converges
to a stable discretisation of the incompressible problem determined in x2 for xed timestep
sizes and M ! 0.
3.1. Semi-discretisation in time. The discretisation described here is inspired by the
scheme for the compressible isothermal Euler equations in [9], where an elliptic equation
for n+1 and an explicit equation for vn+1 are derived. Our generalisation of this approach
leads to a Cahn-Hilliard like equation for ; the discretisation of which might reintroduce an
order O(M) timestep restriction, see [2]. To avoid such a constraint we decompose the double
well potential W as the dierence of two convex C2{functions U;V
W() = U()   V ():
We assume that V 00()  V > 0 for all  > 0. We subdivide the time interval [0;T] into a
partition of N consecutive adjacent subintervals whose endpoints are denoted t0 = 0 < t1 <6 J. GIESSELMANN
::: < tN = T. The n-th timestep is denoted n = tn+1   tn and  := maxn=1;:::;N n: We will
consistently use the shorthand Fn() := F(;tn) for a generic timedependent function F. We
propose the following time discretisation:
n+1   n + ndiv((v)n+1) = 0
(v)n+1   (v)n + ndiv(nvn 
 vn) +
n
M2nrn+1   nhvn = 0
U0(n+1)   V 0(n)   
n+1   n+1 = 0;
(3.1)
where we require
(3.2) rn+1   = 0; vn+1 = 0 on @

and choose 0 =  ; v0 =  v: Moreover, h is an articial viscosity coecient. The idea of
decomposing the energy into a part which is treated explicitly and a part which is treated
implicitly can already be found in [13, 26]. Note that (3.2) implies n+1   n 2 H1
m(
):
In order to show that one timestep of (3.1) can be decomposed into an implicit equation de-
termining n+1; n+1 and an explicit expression for vn+1 we insert the expression for (v)n+1
from (3.1)2 into (3.1)1 which yields
n+1   n + ndiv( 
n
M2nrn+1) = n
U0(n+1)   V 0(n)   
n+1   n+1 = 0;
(3.3)
where
n := ndiv( (v)n + ndiv(nvn 
 vn)   nhvn):
In this way we (implicitly) introduce higher (4th) order derivatives which require an additional
boundary condition. We introduce the following articial boundary condition
(3.4) rn+1   = 0 on @

which seems natural as (3.3) resembles one timestep in a semi-discretised Cahn-Hilliard equa-
tion with density dependent mobility. It is important to note that due to the explicit dis-
cretisation of the concave part of W we get an elliptic system. An alternative would be to
use a discretisation like in [2]. In that case we would need to choose the the parameter c
(introduced in [2]) carefully in order to avoid a timestep restriction of the form n . M, see
[2, Thrm. 2.1].
Due to our discretisation of the double{well potential we have an elliptic problem for
(n+1;n+1), i.e., (3.3), and vn+1 is explicitly given by (3.1)2. We will not investigate the
well-posedness of (3.3) here, but study it in the fully discrete case, see Lemma 4.3.
Remark 3.1 (Extension to NSK). The discretisation given in (3.3) is easily extendable to
the isothermal, compressible Navier-Stokes-Korteweg system, by substituting the articial
viscosity h by the physical viscosity or the reciprocal of the Reynolds number, in a non-
dimensionalised setting. Similarly vn might be replaced by div(n
NS), where NS denotes
the full Navier-Stokes stress tensor. The explicit treatment of the viscous term is particularly
adequate for high Reynolds numbers, see [12]. An implicit treatment of the viscosity is not
possible in our framework as it would make the right hand side of (3.3)1 depend on vn+1:ASYMPTOTIC PRESERVING SCHEME FOR THE EULER-KORTEWEG MODEL 7
3.2. The low Mach number limit. Assuming the well{posedness of the scheme, we study
its behaviour for M ! 0. To this end, we assume the following expansions of the elds in M2
for every n 2 f0;:::;Ng
(3.5) n = n
0 + M2n
1 + o(M2); n = n
0 + M2n
1 + o(M2); vn = vn
0 + o(1);
and compatibility of the initial data with the compatibility constraints, i.e.,
(Hsd) W0(0
0)   
0
0 = const; div(0
0v0
0) = 0; 0
0 > 0:
Lemma 3.2 (Semi-discrete AP property). Provided the solution of (3.3), (3.1)2 satises the
expansion (3.5) and the initial data full (Hsd), then
n
0 = 0
0 and div(n
0vn
0) = 0 for all n 2 f0;:::;Ng:
Proof. The proof uses induction. For n = 0 the assertion becomes
0
0 = 0
0 and div(0
0v0
0) = 0
which is valid as we assume (Hsd). For the induction step we have the induction hypothesis
n
0 = 0
0 and div(n
0vn
0) = 0:
In particular, this implies n
0 > 0: Thus, the leading order of (3.3)2 and (3.4) imply
(3.6) U0(n+1
0 )   
n+1
0   V 0(n
0) = const:
By induction hypothesis and (Hsd) we have
(3.7) U0(n
0)   
n
0   V 0(n
0) = const:
Computing the dierence of (3.6) and (3.7) we obtain
(3.8) U0(n+1
0 )   U0(n
0)   
(n+1
0   n
0) = const:
Due to the convexity of U, the fact that n+1
0   n
0 2 H1
m(
) and Poincare's inequality we
nd n+1
0 = n
0 upon testing (3.8) with n+1
0   n
0: We note that the solution of the scheme
still satises (3.1)1. Thus,
div(n+1
0 vn+1
0 ) =
n
0   n+1
0
n
= 0:

In view of Lemma 3.2 our discretisation becomes a constrained evolution equation for v0
with Lagrange multiplier 1 :
div(0
0vn+1
0 ) = 0
0
0(vn+1
0   vn
0) + ndiv(0
0vn
0 
 vn
0) + n0
0r1 = nhvn
0
(3.9)
which is a consistent discretisation of (2.5), (2.6), i.e., the low Mach limit of the PDE system.8 J. GIESSELMANN
3.3. Stability in the low Mach limit. We will show stability of (3.9).
Lemma 3.3 (Kinetic energy estimate). The solution (vn
0;n
1)n2f0;:::;Ng of (3.9) satises
(3.10)
Z


0
0jvn+1
0 j2 dx =
Z


0
0jvn
0j2   n(0
0vn
0)  Dvn
0(vn+1
0   vn
0)
  2hnjDvn
0j2   nhDvn
0 : (Dvn+1
0   Dvn
0) dx:
Remark 3.4 (Stability). Let us stress two facts about the possible increase in energy allowed
in Lemma 3.3:
(1) We expect vn+1
0   vn
0 and Dvn+1
0   Dvn
0 to be of order ; thus, the possible increase
in energy per timestep is of order 2: Hence, the Lemma ensures the stability of the
scheme in the low Mach limit independent of the actual value of M:
(2) In the fully discrete setting we will have a discrete inverse inequality at our disposal
which will enable us to prove that our discrete version of
R

 0
0jvn
0j2 dx is decreasing
in n; up to boundary terms.
Proof of Lemma 3.3. We start by testing (3.9)2 by (vn+1
0 + vn
0): This gives using integration
by parts and (3.2)
(3.11) 0 =
Z


0
0(jvn+1
0 j2   jvn
0j2) + ndiv(0
0vn
0 
 vn
0)  vn
0 + ndiv(0
0vn
0 
 vn
0)  vn+1
0
  ndiv(0
0(vn+1
0 + vn
0))n+1
1   hn(vn
0)  (vn
0 + vn+1
0 ) dx:
Note that due to Lemma 3.2
(3.12) div(0
0(vn+1
0 + vn
0)) = 0
and
(3.13)
Z


div(0
0vn
0 
 vn
0)  vn
0 dx =  
Z


(0
0vn
0 
 vn
0) : Dvn
0 dx
=  
1
2
Z


0
0vn
0  r(jvn
0j2) dx =
1
2
Z


div(0
0vn
0)(jvn
0j2) dx = 0:
Using (3.12) and (3.13) in (3.11) we nd
(3.14) 0 =
Z


0
0(jvn+1
0 j2   jvn
0j2) + n(0
0vn
0)  Dvn
0(vn+1
0   vn
0)
+ 2hnjDvn
0j2 + nhDvn
0 : (Dvn+1
0   Dvn
0) dx;
concluding the proof.

This nishes our considerations concerning the low Mach limit. We have seen that the
scheme converges to a stable approximation of the right set of equations, i.e., (2.5) and (2.6).
3.4. Stability for generic Mach numbers. Here we study the stability of the scheme in
case of generic Mach numbers.
Lemma 3.5 (Energy estimate). Let
n < min
n
h;
n
minh
2(kvnk1 + kvn+1k1)2kn+1k2
1
o
with n
min = min
x2

n(x)ASYMPTOTIC PRESERVING SCHEME FOR THE EULER-KORTEWEG MODEL 9
where k  k1 := k  kL1(
); then
Z


1
M2

W(n+1) +


2
jrn+1j2

+
1
2
n+1jvn+1j2 dx

Z


1
M2

W(n) +


2
jrnj2

+
1
2
njvnj2 dx
+
Z


2
n
2V M2jvn+1j2jrn+1j2 + 2
njdiv(n+1vn+1)j2jvnj4 +
hn
2
jDvn+1   Dvnj2 dx:
(3.15)
Remark 3.6 (Stability). We like to stress that:
(1) The possible increase in energy per timestep is O(2):
(2) In the fully discrete case we will be able to control
R


hn
2 jDvn+1  Dvnj2 dx via an
inverse inequality.
Proof of Lemma 3.5. We multiply (3.1)1 with 1
M2n+1   1
2jvn+1j2 and (3.1)2 with vn+1. In-
tegrating over 
 and summing both equations gives
0 =
Z


(n+1   n)
  1
M2(U0(n+1)   
n+1   V 0(n))   1
2jvn+1j2
+ ndiv(n+1vn+1)
  1
M2n+1   1
2jvn+1j2
+ n+1jvn+1j2   nvn  vn+1
+ ndiv(nvn 
 vn)  vn+1 +
n
M2nvn+1  rn+1   nhvn+1  vn dx:
(3.16)
Let us consider the terms in (3.16) one by one. Since U and V are convex we have
U(n+1)   U(n)  (n+1   n)U0(n+1);
 V (n+1) + V (n)   (n+1   n)V 0(n)  
V
2
(n+1   n)2:
(3.17)
Moreover, integration by parts, (3.2) and Young's inequality imply
(3.18)
 
Z


(n+1   n)n+1 dx =
Z


jrn+1j2   rn  rn+1 dx 
1
2
Z


jrn+1j2   jrnj2 dx
and, again by integration by parts and Young's inequality, we see
(3.19)
 

n
M2
Z


div(n+1vn+1)n+1+ nvn+1rn+1 dx
 
 =
 


n
M2
Z


(n   n+1)vn+1rn+1 dx
 



V
2M2
Z


(n+1   n)2 dx +
2
n
2V M2
Z


jvn+1j2jrn+1j2 dx:10 J. GIESSELMANN
Using integration by parts we nd

 
n
Z


div(n+1vn+1)( 
1
2
jvn+1j2) + div(nvn 
 vn)  vn+1 dx

 

=
 
 n
Z


(n+1vn+1 
 vn+1) : Dvn+1   n(vn 
 vn) : Dvn+1 dx
 
 
 n
Z


jn+1   njjvnj2jDvn+1j dx + n
Z


n+1(jvnj + jvn+1j)jvn+1   vnjjDvn+1j dx
 n
Z


2
n
h
jdiv(n+1vn+1)j2jvnj4 dx +
nh
4
Z


jDvn+1j2 dx
+
n
h
kn+1k2
1
Z


jvn+1   vnj2(jvnj + jvn+1j)2 dx +
nh
4
Z


jDvn+1j2 dx:
(3.20)
In addition, by Young's inequality we have
(3.21)
hn
Z


Dvn+1 : Dvn dx = hn
Z


jDvn+1j2 dx   hn
Z


Dvn+1 : (Dvn+1   Dvn) dx

hn
2
Z


jDvn+1j2 dx  
hn
2
Z


jDvn+1   Dvnj2 dx:
It also holds that
(3.22)  
1
2
(n+1   n)jvn+1j2 + n+1jvn+1j2   nvn  vn+1
=
1
2
n+1jvn+1j2  
1
2
njvnj2 +
1
2
njvn+1   vnj2:
Inserting (3.17){(3.22) into (3.16) we get
0 
Z


1
M2

W(n+1)   W(n) +


2
jrn+1j2  


2
jrnj2

+
1
2
n+1jvn+1j2  
1
2
njvnj2
+
1
2
n
minjvn+1   vnj2  
2
n
2V M2jvn+1j2jrn+1j2  
3
n
h
jdiv(n+1vn+1)j2jvnj4
 
n
h
kn+1k2
1(kvnk1 + kvn+1k1)2jvn+1   vnj2  
hn
2
jDvn+1   Dvnj2 dx:
(3.23)
The assertion of the Lemma follows from our assumptions on n: 
4. The fully discrete scheme
In this section we consider a fully discrete nite dierence scheme, which is based on
the semi-discretisation investigated in x3. We restrict ourselves to the case of a Cartesian
mesh and perform all calculations in 2D. The restriction to one space dimension as well
as the extension to three space dimensions is straightforward. For ease of presentation, we
assume that our grid has the same meshsize h in both space directions. In particular, the
computational domain will be 
 = [0;1]2; and by xi;j we denote (ih;jh)T 2 [0;1]2 where we
choose h = 1
K for some K 2 N: For a generic eld f we denote our approximation of f(xi;j)
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4.1. The fully discrete scheme. To avoid too many indexes we decompose v = (u;w)T
and introduce the following operators which we dene for some generic grid function (fi;j)i;j
or (grid) vector eld (fi;j)i;j with fi;j = (f1
i;j;f2
i;j)T:
(rhf)i;j :=
1
2h
(fi+1;j   fi 1;j;fi;j+1   fi;j 1)T; (4.1)
(e rhf)i;j :=
1
h
(fi+1;j   fi;j;fi;j+1   fi;j)T; (4.2)
(divhf)i;j :=
1
2h
(f1
i+1;j   f1
i 1;j + f2
i;j+1   f2
i;j 1); (4.3)
(Dhf)i;j :=
1
h

f1
i+1;j   f1
i;j f1
i;j+1   f1
i;j
f2
i+1;j   f2
i;j f2
i;j+1   f2
i;j

; (4.4)
(hf)i;j :=
1
h2(fi+1;j + fi 1;j + fi;j+1 + fi;j 1   4fi;j): (4.5)
The domain of denition of the functions obtained in this way depends on the domain of
denition of f and f, e.g., if fi;j is dened for (i;j) 2 f0;:::;Kg2 then (rhf)i;j is dened
for (i;j) 2 f1;:::;K   1g2: Let us note for later use that for any f = (fi;j)(i;j)2f0;:::;Kg2 the
discrete Jacobian Dh fulls the following inverse inequality
(4.6)
K 1 X
i;j=0
j(Dhf)i;jj2 
8
h2
K X
i;j=0
jfi;jj2:
In addition, we use a rather specialised operator to discretise div(v 
 v), i.e.,
(4.7) (f divh(v 
 v))i;j
=
1
4h

(vi;j + vi+1;j)(i;jui;j + i+1;jui+1;j)   (vi;j + vi 1;j)(i;jui;j + i 1;jui 1;j)
+ (vi;j + vi;j+1)(i;jwi;j + i;j+1wi;j+1)   (vi;j + vi;j 1)(i;jwi;j + i;j 1wi;j 1)

:
We will study the following fully discrete scheme
(4.8) n+1
i;j   n
i;j + ndivh(n+1vn+1)i;j = 0;
(4.9) n+1
i;j vn+1
i;j  n
i;jvn
i;j +n f divh(nvn 
vn)i;j +n
i;j
n
M2(rhn+1)i;j  hn(hvn)i;j = 0;
(4.10) n+1
i;j   U0(n+1
i;j ) + V 0(n
i;j) + 
(hn+1)i;j = 0;
for (i;j) 2 f0;:::;Kg2: We implement the boundary conditions for  via a ghost cell approach
(4.11) n+1
 1;j = n+1
0;j ; n+1
K+1;j = n+1
K;j ; n+1
i; 1 = n+1
i;0 ; n+1
i;K+1 = n+1
i;K ;
for (i;j) 2 f0;:::;Kg2 and analogous for : We weakly enforce the boundary conditions on
v by setting
(4.12) vn+1
 1;j =  vn+1
0;j ; vn+1
K+1;j =  vn+1
K;j ; vn+1
i; 1 =  vn+1
i;0 ; vn+1
i;K+1 =  vn+1
i;K ;
as in [16]. Let us note that extending n;vn;n by these boundary conditions makes equations
(4.8) { (4.10) well{dened.
Remark 4.1 (Choice of discretisation).
(1) The time discretisation in (4.8) - (4.10) is the same as in x3.12 J. GIESSELMANN
(2) The advection term div(v
v) is discretised such that the compatibility property in
Lemma 4.6 holds.
(3) The pressure gradient is discretised nonconservatively, see [10, 15].
(4) The remaining spatial derivatives are discretised by central dierences.
Remark 4.2 (Conservation properties). The scheme (4.8) { (4.12) is mass conserving. In
fact, it is an easy consequence of (4.8),(4.11) and (4.12) that
(4.13)
K X
i;j=0
n+1
i;j =
K X
i;j=0
n
i;j for all n 2 f0;:::;N   1g:
We discretised the pressure gradient as nrn+1 which is nonconservative, thus, the scheme
does not conserve momentum. Still, we like to stress that this is the only nonconservative
term. In particular, f div(v 
 v) is conservative.
For later use, let us dene the following sets
@
 :=

(i;j) 2 f0;:::;Kg2 : i 2 f0;Kg or j 2 f0;Kg
	
;
 @
 :=

(i;j) 2 f 1;:::;K + 1g2 : i 2 f 1;K + 1g or j 2 f 1;K + 1g
	
:
(4.14)
4.2. Well{posedness of the scheme. The well-posedness of the scheme results from its
decomposition into an implicit equation for n+1 and an explicit equation for vn+1. To this
end, we insert the expression for n+1
i;j vn+1
i;j from (4.9) into (4.8) and we obtain
(4.15) n+1
i;j  
2
n
M2divh

n(rhn+1)

i;j
= n
i;j   ndivh(n)i;j
where n
i;j depends on quantities known at time n only, i.e.,
n
i;j := n
i;jvn
i;j   n f divh(nvn 
 vn)i;j + hn(hvn)i;j
for (i;j) 2 f0;:::;Kg2 and n(rhn+1) and n are extended to (i;j) 2  @
 using (4.12).
We will show that (4.15), (4.10) is uniquely solvable. To do this, we need some denitions:
By V we denote the space of all real valued tuples (ki;j)(i;j)2f0;:::;Kg2, i.e., V = R(K+1)2
and by
U the subspace of V such that ki;j is identical for all i;j: The orthogonal complement of U in V
with respect to the canonical scalar product is denoted by Vm: For any tuple (qi;j)(i;j)2f0;:::;Kg2
with qi;j > 0 for all i;j the bilinear form
(4.16) Bh
q : (Vm)2 ! R; (li;j;ki;j) 7!
K X
i;j=0
qi;j(rhl)i;j  (rhk)i;j
is continuous and coercive, when k;l are extended by (4.11), in view of (4.1). Thus, it exists
a linear, invertible operator
(4.17) Gh
q : Vm ! Vm; with   Bh
q(Gh
q(v);) =
K X
i;j=0
vi;ji;j for all  2 Vm:
Because of the way n+1 enters in (4.9) it is sucient to extract the Vm part of n+1 from
(4.10). Hence, we replace (4.10) by
(4.18) n+1
i;j + P( U0(n+1) + V 0(n) + 
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where P : V ! Vm is the orthogonal projection. From (4.13) we know n+1   n 2 Vm: Now
we are in position to formulate our Lemma concerning existence and uniqueness of n+1;n+1.
Lemma 4.3 (Well-posedness). Let n
i;j > 0 for all (i;j) 2 f0;:::;Kg2 then there exists a
unique solution (n+1;n+1) 2 (n + Vm)  Vm of (4.15), (4.18).
Remark 4.4 (Time step size). It is important to note that Lemma 4.3 does not require a
timestep restriction. This is due to our splitting of W: Apart from that the proof is similar
to the well-posedness proof of the scheme in [2].
Proof of Lemma 4.3. As pointed out before n(rhn+1) (which replaces momentum in the
mass conservation equation) is extended to  @
 by (4.12) and let   2 Vm be extended to  @

by (4.11). Then, it holds
K X
i;j=0
(divh(nrhn+1))i;j i;j =  
K X
i;j=0
n
i;j(rhn+1)i;j(rh )i;j =
K X
i;j=0
((Gh
n) 1(n+1))i;j i;j:
Thus, we may equivalently pose (4.15) as
(4.19)
K X
i;j=0

n+1
i;j  
2
n
M2((Gh
n) 1(n+1))i;j (n
i;j ndivh(n)i;j)

 i;j = 0 for all   2 Vm:
As n+1  
2
n
M2((Gh
n) 1n+1)   n + ndivh(n) 2 Vm is uniquely determined by (4.19) we
can apply Gh
n to (4.19) and due to (4.18)
(4.20)
M2
2
n
(Gh
n(n+1   	n))i;j = P(U0(n+1)   V 0(n)   
(hn+1))i;j;
where we used 	n := n   ndivh(n) for brevity. When we extend functions in Vm by the
boundary conditions (4.11), equation (4.20) is the Euler{Lagrange equation to the following
minimisation problem:
(4.21) min
 2n+Vm
K X
i;j=0

U( i;j)+


2
j(e rh )i;jj2 V 0(n
i;j) i;j +
M2
22
n
n
i;jj(rh(Gh
n(  	n)))i;jj2

where it is to be understood that   and Gh
n(    	n) are extended by (4.11) to  @
: This
formulation as a minimisation problem is possible because for any ' 2 Vm extended by (4.11)
(4.22)
1
2
d
d"
K X
i;j=0
n
i;jj(rhGh
n(n+1 + "'   	n))i;jj2

 
"=0
=
K X
i;j=0
n
i;j
 
(rhGh
n(n+1   	n))i;j


 
(rhGh
n('))i;j

=  
K X
i;j=0
(Gh
n(n+1   	n))i;j'i;j:
The existence of n+1; and thereby n+1; follows from the reformulation of (4.15) as (4.21).
To show uniqueness let us assume there were two solutions n+1;  n+1 2 n + Vm of (4.15)
and thereby of (4.20). Due to (4.11) we do not get any boundary terms when performing14 J. GIESSELMANN
summation by parts such that
(4.23) 0 =
K X
i;j=0

U0(n+1
i;j )   U0( n+1
i;j )  
M2
2
n
(Gh
n(n+1    n+1))i;j

'i;j
+ 
(e rh(n+1    n+1))i;j  (e rh')i;j

for all ' 2 Vm. We choose ' = n+1    n+1 and obtain
(4.24) 0 =
K X
i;j=0

(U0(n+1
i;j )   U0( n+1
i;j ))(n+1
i;j    n+1
i;j )
+ 
j(e rh(n+1    n+1))i;jj2 +
M2
2
n
n
i;jj(rhGh
n(n+1    n+1))i;jj2

by using the second line of (4.22). From (4.24) we infer
(4.25) 0 
K X
i;j=0
j(e rh(n+1    n+1))i;jj2;
which implies n+1    n+1 2 Vm \ U = f0g: 
Once n+1;n+1 are determined from (4.15), (4.18) equation (4.9) explicitly gives vn+1.
Thus, the scheme (4.8) - (4.12) is in fact well-posed.
4.3. Asymptotic consistency of the scheme. As in the semi-discrete case we commence
our study of the properties of the scheme with the low Mach case. To this end, we assume
the following expansions
(4.26) n
i;j = n
0;i;j +M2n
1;i;j +o(M2); vn
i;j = vn
0;i;j +o(1); n
i;j = n
0;i;j +M2n
1;i;j +o(M2):
We also assume a fully discrete analogue of (Hsd), i.e.,
(Hfd) W0(0
0;i;j)   (h0
0)i;j = const; (divh(0
0v0
0))i;j = 0; 0
0;i;j > 0;
for all (i;j) 2 f0;:::;Kg2:
Lemma 4.5 (AP property). Provided (Hfd) holds, the solution of (4.8) - (4.12) satises
n
0 = 0
0 and divh(n
0vn
0) = 0 for all n 2 f0;:::;Ng:
Proof. The proof goes along the same lines as that of Lemma 3.2. It is based on induction
and for n = 0 the assertion coincides with (Hfd). For the induction step we infer from the
leading order of (4.9) and (4.11) that n+1
0 2 U such that because of (4.11)
K X
i;j=0

(U0(n+1
0;i;j)   V 0(n
0;i;j)) i;j + 
(e rhn+1
0 )i;j  (e rh )i;j

= 0
for all   2 Vm: By induction hypothesis this gives
K X
i;j=0

(U0(n+1
0;i;j)   U0(n
0;i;j)) i;j + 
(e rh(n+1
0   n
0))i;j  (e rh )i;j

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Choosing   = n+1
0   n
0 we obtain because of the convexity of U
(4.27)
K X
i;j=0
j(e rh(n+1
0   n
0))i;jj2  0:
Combining (4.27) and (4.13) we nd n+1
0   n
0 2 U \ Vm = f0g: This proves the rst claim
of the lemma. From the leading order of (4.8) we obtain
(4.28) divh(n+1
0 vn+1
0 ) = 0;
which is the inductive step for the second assertion of the lemma. 
Thus, the scheme approximates the correct equations in the low Mach limit. In particular,
as n+1
0 2 U, we have the following equation for vn+1
0
(4.29) 0
0;i;j(vn+1
0;i;j  vn
0;i;j)+n f divh(0
0vn
0 
vn
0)i;j +n0
0;i;j(rhn+1
1 )i;j  hn(hvn
0)i;j = 0:
4.4. Stability in the low Mach limit. Before we turn to the stability properties of the
scheme let us consider the way we discretised div(v 
 v) in (4.9). The operator f divh is
deliberately constructed in such a way that the following lemma can be exploited.
Lemma 4.6 (Compatibility). For any (i;j)(i;j)2f0;:::;Kg2;(vi;j)(i;j)2f0;:::;Kg2 extended accord-
ing to the boundary conditions (4.11), (4.12) the following identity is satised
K X
i;j=0
(f divh(v 
 v))i;j  vi;j =
K X
i;j=0
1
2
jvi;jj2(divh(v))i;j:
Proof. A straightforward calculation shows
(4.30) (f divh(v 
 v))i;j  vi;j =
1
2
jvi;jj2(divh(v))i;j +
1
4h
 
ci;j   ci 1;j + e ci;j   e ci;j 1

with
ci;j = vi+1;j  vi;j(i;jui;j + i+1;jui+1;j); e ci;j = vi;j+1  vi;j(i;jwi;j + i;j+1wi;j+1):
Summing over i;j = 0;:::;K completes the proof, because of (4.11) and (4.12). 
We are in position to prove the stability of the low Mach limit of the fully discrete scheme.
Lemma 4.7 (Kinetic energy estimate). Provided the timestep satises
(4.31) n <
h
kvn
0k1
min
0
9k0
0k2
1 + 8
with min
0 := min
(i;j)2f0;:::;Kg2 0
0;i;j;
the scheme (4.8) - (4.12) with h := hkvn
0k1 fulls the following stability estimate
(4.32)
K X
i;j=0
0
0;i;jjvn+1
0;i;jj2 
K X
i;j=0
0
0;i;jjvn
0;i;jj2
+
hn
h2
X
(i;j)2@

jvn+1
0;i;j   vn
0;i;jj2 + 4
hn
h2
X
(i;j)2@

vn
0;i;j(vn
0;i;j   vn+1
0;i;j):16 J. GIESSELMANN
Remark 4.8 (Boundary conditions). The boundary terms in (4.32) could be avoided if we
enforced vi;j = 0 for (i;j) 2 @
[  @
: However, this would lead to 0;0;0;K;K;0;K;K being
(exactly) constant in time, which would be a very crude numerical artefact. In any case the
possible increase in energy is expected to be of order O(2); as the boundary has codimension
1 and jvn
0;i;j   vn+1
0;i;jj is expected to be of order O(n):
Proof of Lemma 4.7. Let us note the following consequences of the boundary conditions
(4.11), (4.12) and Lemmas 4.5 and 4.6:
K X
i;j=0
(f divh(0
0vn
0 
 vn
0))i;j  vn
0;i;j = 0 (4.33)
K X
i;j=0
0
0;i;jvn
0;i;j  (rhm
1 )i;j = 0 (4.34)
for all m;n 2 f0;:::;Ng: We multiply (4.29) by (vn+1
0;i;j + vn
0;i;j) and sum over i;j = 0;:::;K
such that we obtain using (4.33) and (4.34):
(4.35)
K X
i;j=0
0
0;i;j(jvn+1
0;i;jj2   jvn
0;i;jj2) + n(f divh(0
0vn
0 
 vn
0))i;j  (vn+1
0;i;j   vn
0;i;j)
  hn(hvn
0)i;j  (vn+1
0;i;j + vn
0;i;j) = 0:
Due to the boundary conditions (4.12) we have the following summation by parts results
 
K X
i;j=0
(hvn
0)i;j  vn
0;i;j =
K 1 X
i;j=0
j(Dhvn
0)i;jj2 +
2
h2
X
(i;j)2@

jvn
0;i;jj2
 
K X
i;j=0
(hvn
0)i;j  vn+1
0;i;j =
K 1 X
i;j=0
(Dhvn
0)i;j : (Dhvn+1
0 )i;j +
2
h2
X
(i;j)2@

vn
0;i;j  vn+1
0;i;j

K 1 X
i;j=0
(Dhvn
0)i;j : (Dhvn+1
0 )i;j  
1
h2
X
(i;j)2@

jvn
0;i;j   vn+1
0;i;jj2:
(4.36)
Inserting (4.36) into (4.35) we obtain
(4.37)
K X
i;j=0
0
0;i;j(jvn+1
0;i;jj2   jvn
0;i;jj2) + n(f divh(0
0vn
0 
 vn
0))i;j  (vn+1
0;i;j   vn
0;i;j)
+
K 1 X
i;j=0
2hnj(Dhvn
0)i;jj2   hn(Dhvn
0)i;j : (Dh(vn
0   vn+1
0 ))i;j

hn
h2
X
(i;j)2@

jvn
0;i;j   vn+1
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To estimate the terms involving vn+1
0  vn
0 we test (4.29) by vn+1
0  vn
0. We nd using (4.34)
and (4.36)
(4.38)
K X
i;j=0
0
0;i;jjvn+1
0;i;j   vn
0;i;jj2 + n(f divh(0
0vn
0 
 vn
0))i;j  (vn+1
0;i;j   vn
0;i;j)
+
K 1 X
i;j=0
nh(Dhvn
0)i;j : (Dh(vn+1
0   vn
0))i;j  2
hn
h2
X
(i;j)2@

vn
0;i;j  (vn
0;i;j   vn+1
0;i;j):
Due to Lemma 4.5 we have
(4.39) 4h(f divh(0
0vn
0 
 vn
0))i;j = 4h(f divh(0
0vn
0 
 vn
0))i;j   4hvn
0;i;j(divh(0
0vn
0))i;j =
(vn
0;i+1;j   vn
0;i;j)(0
0;i;jun
0;i;j + 0
0;i+1;jun
0;i+1;j)   (vn
0;i 1;j   vn
0;i;j)(0
0;i;jun
0;i;j + 0
0;i 1;jun
0;i 1;j)
+(vn
0;i;j+1 vn
0;i;j)(0
0;i;jwn
0;i;j+0
0;i;j+1wn
0;i;j+1) (vn
0;i;j 1 vn
0;i;j)(0
0;i;jwn
0;i;j+0
0;i;j 1wn
0;i;j 1)
for all (i;j) 2 f0;:::;Kg2 and a straightforward calculation shows
(4.40)
K X
i;j=0
((f divh(0
0vn
0 
 vn
0))i;j)2 
9
2
k0
0k2
1kvn
0k2
1
K 1 X
i;j=0
j(Dhvn
0)i;jj2:
Employing (4.40) in (4.38) we obtain for arbitrary " > 0
(4.41)
K X
i;j=0

0
0;i;jjvn+1
0;i;j   vn
0;i;jj2   n
"
2
k0
0k1jvn+1
0;i;j   vn
0;i;jj2

 
K 1 X
i;j=0
n
 9
4"
k0
0k1kvn
0k2
1j(Dhvn
0)i;jj2 +
h
2
j(Dhvn
0)i;jj2 +
h
2
j(Dh(vn+1
0   vn
0))i;jj2

 2
hn
h2
X
(i;j)2@

vn
0;i;j  (vn
0;i;j   vn+1
0;i;j):
By the inverse inequality (4.6) we nd
(4.42)
K X
i;j=0
0
0;i;jjvn+1
0;i;j   vn
0;i;jj2  n

"
2
k0
0k1 +
4h
h2
 K X
i;j=0
jvn+1
0;i;j   vn
0;i;jj2
+ n

9
4"
k0
0k1kvn
0k2
1 +
h
2
 K 1 X
i;j=0
j(Dhvn
0)i;jj2 + 2
hn
h2
X
(i;j)2@

vn
0;i;j  (vn
0;i;j   vn+1
0;i;j):
Let us choose " = 9
hk0
0k1kvn
0k1: Then, because of (4.31) we have
n
"
2
k0
0k1 +
4h
h2


min
0
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such that (4.42) implies
(4.43) min
0
K X
i;j=0
jvn+1
0;i;j   vn
0;i;jj2
 n
h
2
kvn
0k1 + h
 K 1 X
i;j=0
j(Dhvn
0)i;jj2 + 4
hn
h2
X
(i;j)2@

vn
0;i;j  (vn
0;i;j   vn+1
0;i;j):
Returning to (4.37) we nd upon using (4.40) that for any  " > 0
K X
i;j=0
0
0;i;jjvn+1
0;i;jj2  
N X
i;j=0
0
0;i;jjvn
0;i;jj2

K X
i;j=0

n
 "
2
jf divh(0
0vn
0 
 vn
0)i;jj2 +
n
2 "
jvn+1
0;i;j   vn
0;i;jj2

+
hn
h2
X
(i;j)2@

jvn
0;i;j   vn+1
0;i;jj2
 
K 1 X
i;j=0

2nhj(Dhvn
0)i;jj2   nhj(Dhvn
0)i;jj2  
nh
4
j(Dh(vn+1
0   vn
0))i;jj2

=  

nh  
9n "
4
k0
0k2
1kvn
0k2
1
 K 1 X
i;j=0
j(Dhvn
0)i;jj2
+

n
2 "
+
2nh
h2
 K X
i;j=0
jvn+1
0;i;j   vn
0;i;jj2 +
hn
h2
X
(i;j)2@

jvn
0;i;j   vn+1
0;i;jj2:
(4.44)
Inserting (4.43) into (4.44) we get because of h = kvn
0k1h
(4.45)
K X
i;j=0

0
0;i;jjvn+1
0;i;jj2   0
0;i;jjvn
0;i;jj2

  n

h  
9 "
4
k0
0k2
1kvn
0k2
1  

n
2 "
+
2nh
h2

3h
2min
0
kvn
0k1
 K 1 X
i;j=0
j(Dhvn
0)i;jj2
+
hn
h2
X
(i;j)2@

jvn
0;i;j   vn+1
0;i;jj2 +
 2n
 "min
0
+
8nh
h2min
0
hn
h2
X
(i;j)2@

vn
0;i;j  (vn
0;i;j   vn+1
0;i;j):
Let us choose  " := 2h
9k0
0k2
1kvn
0k1: Then, (4.45) and (4.31) imply
(4.46)
K X
i;j=0

0
0;i;jjvn+1
0;i;jj2   0
0;i;jjvn
0;i;jj2

  nkvn
0k1
h
2

1   3
9k0
0k2
1
4h
+
2
h
 n
min
0
kvn
0k1
 K 1 X
i;j=0
j(Dhvn
0)i;jj2
+
hn
h2
X
(i;j)2@

jvn
0;i;j   vn+1
0;i;jj2 + 2
hn
h2
X
(i;j)2@

vn
0;i;j  (vn
0;i;j   vn+1
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Therefore, the assertion of the Lemma follows upon applying our assumption on n, i.e., (4.31)
again. 
4.5. Stability for generic Mach numbers. In this section we investigate the stability of
the fully discrete scheme for generic Mach numbers. As in the semi{discrete case the scheme
does not necessarily diminish energy over time but the energy increase per timestep is O(2):
Therefore, for any given time interval the increase in energy over this interval goes to zero for
 going to zero.
Lemma 4.9 (Fully discrete energy estimate). For
n <
hkvnk1n
min
8(2kn+1k2
1(kvnk1 + kvn+1k1)2 + kvnk2
1)
and h = kvnk1h;
with n
min := mini;j=0;:::;K n
i;j; the solution (n+1
i;j ;vn+1
i;j ) of (4.8){(4.12) satises
K X
i;j=0
 1
M2
 
W(n+1
i;j ) +


2
j(e rhn+1)i;jj2
+
1
2
n+1
i;j jvn+1
i;j j2

 
K X
i;j=0
 1
M2
 
W(n
i;j) +


2
j(e rhn)i;jj2
+
1
2
n
i;jjvn
i;jj2

82
n
K X
i;j=0
(divh(n+1vn+1)i;j)2 +
2
n
2V M2kvn+1k2
1
K X
i;j=0
j(rhn+1)i;jj2
+
n
h
kvnk1
X
(i;j)2@

jvn
i;j   vn+1
i;j j2:
(4.47)
Remark 4.10 (Time step restriction). As we discretised the advection term in the momentum
balance explicitly, a timestep restriction proportional to h
kvk1 is to be expected. Concerning
the possible increase in energy we have seen in x4.4 that for small Mach numbers rhn+1 
M2 such that the 1
M2j(rhn+1)i;jj2 term is well behaved provided the initial data satisfy the
compatibility condition.
Let us stress that the timestep restriction is independent of the Mach number M:
Proof of Lemma 4.9. This proof has the same structure as the proof of Lemma 3.5. We
multiply (4.8) by 1
M2n+1
i;j   1
2jvn+1
i;j j2 and (4.9) by vn+1
i;j : Adding both equations and summing
i;j = 0;:::;K we nd
0 =
K X
i;j=0

(n+1
i;j   n
i;j)
  1
M2
 
U0(n+1
i;j )   
(hn+1)i;j   V 0(n
i;j)

 
1
2
jvn+1
i;j j2
+ ndivh(n+1vn+1)i;j(
1
M2n+1
i;j  
1
2
jvn+1
i;j j2) + n+1
i;j jvn+1
i;j j2   n
i;jvn
i;j  vn+1
i;j
+ n f divh(n+1vn+1 
 vn+1)i;j  vn+1
i;j + n
i;jvn+1
i;j
n
M2(rhn+1)i;j   hn(hvn)i;j  vn+1
i;j

:
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As U; V are convex we have for (i;j) 2 f0;:::;Kg2
(n+1
i;j   n
i;j)U0(n+1
i;j )  U(n+1
i;j )   U(n
i;j);
  (n+1
i;j   n
i;j)V 0(n
i;j)   
 
V (n+1
i;j )   V (n
i;j)  
V
2
(n+1
i;j   n
i;j)2
;
(n+1
i;j   n
i;j)( 
1
2
jvn+1
i;j j2) + n+1
i;j jvn+1
i;j j2   n
i;jvn
i;j  vn+1
i;j
=
1
2
n+1
i;j jvn+1
i;j j2  
1
2
n
i;jjvn
i;jj2 +
1
2
n
i;jjvn+1
i;j   vn
i;jj2
(4.49)
and because of (4.11)
(4.50)   

K X
i;j=0
(n+1
i;j   n
i;j)(hn+1)i;j = 

K X
i;j=0
j(e rhn+1)i;jj2   (e rhn)i;j  (e rhn+1)i;j



2
K X
i;j=0
j(e rhn+1)i;jj2   j(e rhn)i;jj2:
In addition, we nd using the boundary data (4.11), (4.12)

 
n
M2
K X
i;j=0
divh(n+1vn+1)i;jn+1
i;j + n
i;jvn+1
i;j  (rhn+1)i;j

 
=
 

n
M2
K X
i;j=0
(n
i;j   n+1
i;j )vn+1
i;j  (rhn+1)i;j
 


V
2M2
K X
i;j=0
(n
i;j   n+1
i;j )2 +
2
n
2V M2kvn+1k2
1
K X
i;j=0
j(rhn+1)i;jj2:
(4.51)
To estimate the energy production by discretisation errors in the advection terms we use
Lemma 4.6 and obtain
K X
i;j=0
divh(n+1vn+1)i;j( 
1
2
jvn+1
i;j j2) + f divh(nvn 
 vn)i;j  vn+1
i;j
=  
K X
i;j=0
 f divh(n+1vn+1 
 vn+1)i;j   f divh(nvn 
 vn)i;j

 vn+1
i;j
=
 1
4h
K X
i;j=0
(an+1
i;j   an+1
i 1;j   an
i;j + an
i 1;j)  vn+1
i;j + (bn+1
i;j   bn+1
i;j 1   bn
i;j + bn
i;j 1)  vn+1
i;j
(4.52)
where
an
i;j = (vn
i;j + vn
i+1;j)(n
i;jun
i;j + n
i+1;jun
i+1;j); bn
i;j = (vn
i;j + vn
i;j+1)(n
i;jwn
i;j + n
i;j+1wn
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Thus, we obtain using (4.12)
 
 
 
K X
i;j=0
divh(n+1vn+1)i;j( 
1
2
jvn+1
i;j j2) + f divh(nvn 
 vn)i;j  vn+1
i;j

 
 


1
4h
K 1 X
i;j=0
jan+1
i;j   an
i;jj  jvn+1
i+1;j   vn+1
i;j j + jbn+1
i;j   bn
i;jj  jvn+1
i;j+1   vn+1
i;j j
=
1
8h
K 1 X
i;j=0
 
jan+1
i;j   an
i;jj2 + jbn+1
i;j   bn
i;jj2
+
h
2
K 1 X
i;j=0
j(Dhvn+1)i;jj2;
(4.53)
A straightforward calculation gives
(4.54)
K 1 X
i;j=0
jan+1
i;j   an
i;jj2  32kn+1k2
1(kvn+1k1 + kvnk1)2
K X
i;j=0
jvn+1
i;j   vn
i;jj2
+ 32
K X
i;j=0
kvnk2
1(n+1
i;j   n
i;j)2
and an analogous estimate for
PK 1
i;j=0 jbn+1
i;j   bn
i;jj2: Inserting (4.54) into (4.53) we nd

 
 

K X
i;j=0
divh(n+1vn+1)i;j( 
1
2
jvn+1
i;j j2) + f divh(nvn 
 vn)i;j  vn+1
i;j

 
 


8
h
kn+1k2
1(kvn+1k1 + kvnk1)2
K X
i;j=0
jvn+1
i;j   vn
i;jj2
+
8
h
K X
i;j=0
kvnk2
1(n+1
i;j   n
i;j)2 +
h
2
K 1 X
i;j=0
j(Dhvn+1)i;jj2:
(4.55)
Let us nally consider the articial dissipation. We nd using (4.36)
 
K 1 X
i;j=0
(hvn)i;j  vn+1
i;j

K 1 X
i;j=0
(Dhvn+1)i;j : (Dhvn)i;j  
1
h2
X
(i;j)2@

jvn
i;j   vn+1
i;j j2
=
K 1 X
i;j=0

j(Dhvn+1)i;jj2   (Dhvn+1)i;j : (Dh(vn+1   vn))i;j

 
1
h2
X
(i;j)2@

jvn
i;j   vn+1
i;j j2

1
2
K 1 X
i;j=0
j(Dhvn+1)i;jj2  
4
h2
K X
i;j=0
jvn+1
i;j   vn
i;jj2  
1
h2
X
(i;j)2@

jvn
i;j   vn+1
i;j j2
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due to the inverse inequality (4.6). Inserting (4.49) { (4.56) into (4.48) we nd
0 
K X
i;j=0
1
M2

W(n+1
i;j )   W(n
i;j) +


2
j(e rhn+1)i;jj2  


2
j(e rhn)i;jj2

+
1
2
n+1
i;j jvn+1
i;j j2  
1
2
n
i;jjvn
i;jj2
 
8n
h
kvnk1
K X
i;j=0
(n+1
i;j   n
i;j)2  
2
n
2V M2kvn+1k2
1
K X
i;j=0
j(rhn+1)i;jj2
+
 n
min
2
  8n
kn+1k2
1(kvnk1 + kvn+1k1)2
hkvnk1
  4n
kvnk1
h

K X
i;j=0
jvn+1
i;j   vn
i;jj2
 
hn
h2
X
(i;j)2@

jvn
i;j   vn+1
i;j j2:
(4.57)
The assertion of the lemma follows from (4.57) because of the assumption on n and (4.8). 
5. Numerical experiments
In this section we present numerical experiments validating the desirable properties of the
scheme described above. In particular, we investigate the stability for generic and low Mach
numbers and we compute the experimental order of convergence (EOC) for some examples.
The scheme was implemented in 1D and 2D using Matlab. The nonlinear systems were solved
using the 'fsolve' command with default precision 10 7; if not stated otherwise.
5.1. Stability for order 1 Mach numbers. We consider the scheme (4.8)-(4.12) on the
unit square [0;1]2 and choose
W() = (   1)2(   2)2 = (4 + 132 + 4)   (63 + 12) =: U()   V ():
We consider the following initial datum
0
i;j =
8
<
:
3 : j i
K   1
4j + j
j
K   1
4j  1
4
2 : j i
K   3
4j + j
j
K   3
4j  1
4
1 : else
; v0
i;j = 0;
which is not near equilibrium. The parameters are M = 1; 
 = 9  10 4; h = 2:5  10 2,
 = 5  10 4, i.e., we use a uniform timestep. We show total energy and mass over time in
Figure 2. The energy decreases (non-monotonically) and mass is conserved up to errors in
the nonlinear solver. Snapshots of the solution are displayed in Figure 3.
5.2. Stability for small Mach numbers. In this section we study a sequence of Mach
numbers and initial densities approaching equilibrium for M ! 0: We consider Mach numbers
M 2 f10 1;10 2;10 3g and initial data
0
i;j =
3
2
 
 1
2
+ 4M

 tanh
r
2


r i
N
 
1
2
2
+
 j
N
 
1
2
2
 
1
4

v0
i;j = 0
(5.1)
depending on the Mach number. The other parameters are as in x5.1. We display the
behaviour of (total) energy and kinetic energy over time in Figure 4. The (total) energies areASYMPTOTIC PRESERVING SCHEME FOR THE EULER-KORTEWEG MODEL 23
Figure 2. Energy and mass over time for the example in x5.1.
(a) t = 0 (b) t = 0:05
(c) t = 0:25 (d) t = 1
Figure 3. Example described in x5.1. Snapshots of density (above) and hor-
izontal velocity (below) at dierent times. Red indicates high, green medium
and blue low values.
normalised by setting the energy at time zero to be one. This is done due to the fact that
the initial energies dier and we are not interested in absolute values of the energy but in its
change in time. The (total) energy is non-monotone in all three regimes. Still, its changes are
rather small such that the schemes can be viewed as being stable. Note that there is strong
dissipation in case M = :1 while the energy increases above its initial value for the other two24 J. GIESSELMANN
choices of M: Initially the kinetic energy increases strongly (from zero) in all three regimes.
After the rst at most 30 timesteps the kinetic energy decreases monotonically for all three
choices of M: In all three plots the lines for M = 10 2 and M = 10 3 are nearly identical. In
agreement with our analytic results we have better control of the kinetic energy for smaller
Mach numbers.
Figure 4. Left: Normalised total energy for dierent Mach numbers for the
example described in x5.2. Middle: Kinetic energy for dierent Mach numbers
for the example described in x5.2. Right: Kinetic energy for the rst 30
timesteps for dierent Mach numbers for the example described in x5.2.
5.3. Convergence for order 1 Mach numbers. In this section we study the convergence
properties of the scheme in 1D in a situation which is far away from equilibrium. We consider
the interval [ 1;1] as our computational domain and choose
(5.2)  (x) = 1:5 + tanh(
2
p


x);  v(x) = 0
with 
 = 10 3;M = 1 and  = h=100:
As can be seen from Figure 5 the dispersive nature of the problem and the fact that we
are far away from equilibrium lead to small oscillations near the interface, while the energy
of the system decreases over time due to our discretisation. This oscillatory behaviour of the
solution leads to suboptimal convergence rates, see Table 1. There we show the relative L2
errors of density erel
 and velocity erel
v at time t = :0125 for a given number of cells K as well
as the corresponding experimental order of convergence (EOC). The errors are computed by
comparison to a numerical solution on a mesh with 2560 cells.
Figure 5. Test from x5.3 with K = 320: Left: Initial density and velocity.
Middle: Density and velocity after 400 timesteps. Right: Energy over time.
5.4. Convergence for small Mach numbers. In this section we consider M = :05 and
compare numerical solutions to a nearly exact stationary solution which is given by
(5.3) (x;t) =
3
2
+
1
2
tanh
 x
p
2


; v(x;t) = 0:ASYMPTOTIC PRESERVING SCHEME FOR THE EULER-KORTEWEG MODEL 25
Table 1. Relative errors and EOCs for the test described in x5.3. The dis-
persive structure of the problem leads to suboptimal convergence rates.
K erel
 EOC erel
v EOC
40 5:545  10 2 { 3:167  10 1 {
80 2:806  10 2 :98 4:877  10 1 :15
160 1:120  10 2 1:3 4:380  10 1 :48
320 5:602  10 3 1:0 2:046  10 1 :62
640 2:713  10 3 1:0 1:096  10 1 :90
1280 1:121  10 3 1:3 4:336  10 2 1:3
It solves the PDE exactly and the error in the boundary conditions is negligible. Initial
conditions for the simulation are given by a pointwise evaluation of (5.3). We choose the
timestep size as  = h
5 and the error tolerance of the nonlinear solver is set to 10 11:
The absolute L2 errors at time t = :25 of density eabs
 and velocity eabs
v are displayed in
Table 2. As the exact velocity is zero, it is not meaningful to consider relative errors here.
We observe that the density error converges very well, with a rather uniform convergence rate
of 1. For the velocity error we observe good convergence except for two ne meshes where
errors from the linear solver are amplied and lead to an increase in overall error { which is
still rather small. For larger error tolerance of the nonlinear solver the velocity error already
starts increasing at larger meshwidth.
Table 2. Absolute errors and EOCs for the test described in x5.4. Round
o errors in the nonlinear solver lead to negative convergence rates for the
velocity for ne meshes.
K eabs
 EOC eabs
v EOC
40 4:314  10 2 { 3:403  10 3 {
80 1:997  10 2 1:1 3:850  10 5 6:5
160 9:864  10 3 1:0 2:753  10 6 3:8
320 4:891  10 3 1:0 1:397  10 6 1:0
640 2:385  10 3 1:0 2:567  10 6  0:89
1280 1:067  10 3 1:2 2:714  10 6  0:80
2560 2:516  10 5 5:4 1:851  10 6 0:55
5.5. Linearised equation in timestep. In this last test we change the algorithm, in that
we replace U0(n+1) in the equation for n+1 (4.8) by U0(n) + U00(n)(n+1   n); i.e., we
replace (4.10) by
(5.4) n+1
i;j   U0(n
i;j)   U00(n
i;j)(n+1
i;j   n
i;j) + V 0(n
i;j) + 
(hn+1)i;j = 0:
Thus, we only need to solve a linear problem in every timestep in order to determine n+1:
While our analysis does not cover this modied algorithm, it leads to a considerable speedup
in the computations. We use the same data as in x5.3.
The relative L2 errors of density erel
 and velocity erel
v at time t = :0125 for a given number
of cells K as well as the corresponding experimental orders of convergence (EOC) are shown
in Table 3. The errors are computed by comparison to a numerical solution on a mesh with26 J. GIESSELMANN
2560 cells. Qualitatively the convergence properties look similar as but are less good than
those in x5.3. This can be attributed to additional errors introduced by the linearisation. In
Figure 6 we display snapshots of the solution after 200 and 400 timesteps and plot total energy
over time, both for the case K = 320: We note that due to the linearisation of the convex
part of the energy the energy of the numerical solutions is no longer decreasing. However,
the observed increase in energy is rather small.
Table 3. Relative errors and EOCs for the test described in x5.5. The dis-
persive structure of the problems leads to suboptimal convergence rates.
K erel
 EOC erel
v EOC
40 6:066  10 2 { 6:901  10 1 {
80 2:575  10 2 1:2 5:800  10 1 :25
160 1:580  10 2 :70 4:820  10 1 :27
320 1:056  10 2 :58 3:667  10 1 :39
640 6:049  10 3 :80 2:296  10 1 :68
1280 2:601  10 3 1:2 1:046  10 1 1:1
Figure 6. Test from x5.5 with K = 320: Left: Density and velocity after 200
timesteps. Middle: Density and velocity after 400 timesteps. Right: Energy
over time.
References
[1] R emi Abgrall, Denise Aregba, Christophe Berthon, Manuel Castro, and Carlos Par es. Preface [Special
issue: Numerical approximations of hyperbolic systems with source terms and applications]. J. Sci. Com-
put., 48(1-3):1{2, 2011.
[2] John W. Barrett, James F. Blowey, and Harald Garcke. Finite element approximation of the Cahn-Hilliard
equation with degenerate mobility. SIAM J. Numer. Anal., 37(1):286{318 (electronic), 1999.
[3] Sylvie Benzoni-Gavage, Raphael Danchin, and Stephane Descombes. On the well-posedness for the Euler-
Korteweg model in several space dimensions. Indiana Univ. Math. J., 56(4):1499{1579, 2007.
[4] Sylvie Benzoni-Gavage, Raphael Danchin, Stephane Descombes, and Didier Jamet. Stability issues in the
Euler-Korteweg model. In Control methods in PDE-dynamical systems, volume 426 of Contemp. Math.,
pages 103{127. Amer. Math. Soc., Providence, RI, 2007.
[5] Christophe Berthon, Philippe G. LeFloch, and Rodolphe Turpault. Late-time/sti-relaxation asymptotic-
preserving approximations of hyperbolic equations. Math. Comp., 82(282):831{860, 2013.
[6] Malte Braack and Andreas Prohl. Stable discretization of a diuse interface model for liquid-vapor 
ows
with surface tension. ESAIM: Mathematical Modelling and Numerical Analysis, 47:401{420, 2 2013.
[7] Christophe Buet and Bruno Despres. Asymptotic preserving and positive schemes for radiation hydrody-
namics. J. Comput. Phys., 215(2):717{740, 2006.ASYMPTOTIC PRESERVING SCHEME FOR THE EULER-KORTEWEG MODEL 27
[8] Christophe Chalons, Fr ed eric Coquel, Edwige Godlewski, Pierre-Arnaud Raviart, and Nicolas Seguin.
Godunov-type schemes for hyperbolic systems with parameter-dependent source. The case of Euler system
with friction. Math. Models Methods Appl. Sci., 20(11):2109{2166, 2010.
[9] Pierre Degond and Min Tang. All speed scheme for the low Mach number limit of the isentropic Euler
equations. Commun. Comput. Phys., 10(1):1{31, 2011.
[10] Dennis Diehl. Higher order schemes for simulation of compressible liquid{vapor 
ows with phase change.
PhD thesis, Universit at Freiburg, 2007. http://www.freidok.uni-freiburg.de/volltexte/3762/.
[11] Michael Dumbser, Cedric Enaux, and Eleuterio F. Toro. Finite volume schemes of very high order of
accuracy for sti hyperbolic balance laws. J. Comput. Phys., 227(8):3971{4001, 2008.
[12] Weinan E and Jian-Guo Liu. Vorticity boundary condition and related issues for nite dierence schemes.
J. Comput. Phys., 124(2):368{382, 1996.
[13] David J. Eyre. Unconditionally gradient stable time marching the Cahn-Hilliard equation. In Computa-
tional and mathematical models of microstructural evolution (San Francisco, CA, 1998), volume 529 of
Mater. Res. Soc. Sympos. Proc., pages 39{46. MRS, Warrendale, PA, 1998.
[14] Eduard Feireisl and Antonin Novotny. The low mach number limit for the full navier{stokes{fourier system.
Archive for Rational Mechanics and Analysis, 186(1):77{107, 2007.
[15] Jan Giesselmann, Charalambos Makridakis, and Tristan Pryer. Energy consistent dg methods for the
navier-stokes-korteweg system. accepted for publication in Mathematics of Computation.
[16] Jerey Haack, Shi Jin, and Jian-Guo Liu. An all-speed asymptotic-preserving method for the isentropic
euler and navier-stokes equations. Commun. Comput. Phys, 12:955{980, 2012.
[17] Katharina Hermsd orfer, Christiane Kraus, and Dietmar Kr oner. Interface conditions for limits of the
Navier-Stokes-Korteweg model. Interfaces Free Bound., 13(2):239{254, 2011.
[18] Thomas Y. Hou and Philippe G. LeFloch. Why nonconservative schemes converge to wrong solutions:
error analysis. Math. Comp., 62(206):497{530, 1994.
[19] Shi Jin. Runge-Kutta methods for hyperbolic conservation laws with sti relaxation terms. J. Comput.
Phys., 122(1):51{67, 1995.
[20] Shi Jin and C. David Levermore. Numerical schemes for hyperbolic conservation laws with sti relaxation
terms. J. Comput. Phys., 126(2):449{467, 1996.
[21] Sergiu Klainerman. Classical solutions to nonlinear wave equations and nonlinear scattering. In Trends
in applications of pure mathematics to mechanics, Vol. III (Edinburgh, 1979), volume 11 of Monographs
Stud. Math., pages 155{162. Pitman, Boston, Mass., 1981.
[22] Sergiu Klainerman and Andrew Majda. Compressible and incompressible 
uids. Comm. Pure Appl. Math.,
35(5):629{651, 1982.
[23] Nicholas C. Owen, Jacob Rubinstein, and Peter Sternberg. Minimizers and gradient 
ows for singularly
perturbed bi{stable potentials with a Dirichlet condition. Proc. R. Soc. Lond., Ser. A, 429(1877):505{532,
1990.
[24] J. H. Park and Claus-Dieter Munz. Multiple pressure variables methods for 
uid 
ow at all Mach numbers.
Internat. J. Numer. Methods Fluids, 49(8):905{931, 2005.
[25] Duncan R. van der Heul, Cornelis Vuik, and Pieter Wesseling. A conservative pressure-correction method
for 
ow at all speeds. Computers & Fluids, 32(8):1113 { 1132, 2003.
[26] Benjamin P. Vollmayr-Lee and Andrew D. Rutenberg. Fast and accurate coarsening simulation with an
unconditionally stable time step. Phys. Rev. E, 68:066703, Dec 2003.
Weierstrass Institute for applied analysis and Stochastics, Mohrenstr. 39, 10117 Berlin,
Germany
E-mail address: jan.giesselmann@wias-berlin.de