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3D printing in the construction industry involves extruding layer upon layer of concrete 
to create a desired structure. Layer interfaces can form cold joints, or bond weaknesses, that 
could compromise structural integrity. Furthermore, the unique characteristics and geometric 
constraints associated with 3D printed concrete render traditional inspection methods to 
characterize material quality useless. This research examines nondestructive testing (NDT) 
techniques that characterize the interlayer bond quality (bond strength) of 3D printed concrete in 
situ. An experimental study applied four NDT methods (x-ray radiography, ultrasonic pulse 
velocity (UPV), vibration resonance, and multi-element array ultrasonics) to idealized, layered 
concrete specimens that simulate layers of a 3D printed structure. The bond interfaces in the 
samples were characterized into well bonded, weakly bonded, and disbonded categories based on 
mechanical tests applied to the samples to measure bond strength. Two of those NDT methods, 
x-ray radiography and multi-element array ultrasonics, showed promise in characterizing bond 
strength, and threshold values for data from both methods were established to characterize 
interlayer bonds into one of the three defined bond quality categories. Multi-element array 
ultrasonics and UPV were then adapted and applied to full-scale 3D printed concrete walls. UPV 
was not sensitive to the bond condition. However, multi-element array ultrasonics successfully 
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CHAPTER 1: INTRODUCTION 
 
Additive manufacturing is the process of joining materials layer upon layer to develop a 
three dimensional (3D) model, as opposed to subtractive manufacturing during which material is 
removed to create the desired model [1]. Types of additive manufacturing include powder bed 
fusion, jetting, photopolymerization, and extrusion. Extrusion-based additive manufacturing is 
commonly connected to 3D printing [1].  
3D printing is a novel additive manufacturing process experiencing extensive 
development in the civil engineering industry. For example, the American Concrete Institute 
(ACI) recently named a new technical committee dedicated to 3D printing of cementitious 
materials. Printing cementitious materials has captured the interest of researchers and companies 
around the world. Local governments in the Netherlands opened public, 3D printed concrete 
pedestrian and cycling bridges [2]. Dubai and China realigned city improvements to utilize 3D 
printed concrete wherever possible [3]. Dutch, Spanish, Italian, and American engineering firms 
have begun to develop 3D printed concrete houses [4-6]. A company in the Philippines created 
the first, fully-functioning, 3D printed concrete hotel [7]. Even NASA campaigned to implement 
3D printed concrete projects on Mars [8]. 3D printed concrete offers new innovation to the old-
fashioned construction industry. 
3D printed cementitious material refers to the extrusion of fresh paste, mortar, or concrete 
from a nozzle for deposition into a design the operator chooses. Operators develop desired 
models using computer aided design (CAD) software, which convert complex 3D geometries 
into basic machine controls. The basic machine controls, often delivered using G-code, direct 
translation and rotation of a printer arm. The code also commands the mechanisms that allow 
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material release. A pump connected to the printer arm extrudes material through a nozzle and 
onto a printing platform in layers. Those layers build upon each other to vertically expand a 
structure into the desired design. Each layer of fresh cementitious material is deposited directly 
onto a previously deposited layer of fresh or hardened material.  
Lim et al. explains struggles with starting and stopping material release during a print [9]. 
Traditional conversions of CAD models into G-code exacerbates printing problems. Numerous 
breaks occur while 3D printing polylactic acid (PLA) and acrylonitrile butadiene styrene (ABS) 
using commercial, personal-use printers. Material releases and holds appear to occur 
instantaneously. Cementitious materials are less forgiving, requiring time to begin deposition and 
holding protocols. Therefore, researchers find value in optimizing printing paths to promote 
continuous pumping: a method currently uncommon in commercial CAD printing software.  
Pumping cementitious materials for extrusion may occur two different ways. In one 
method, operators mix the dry and wet ingredients of the cementitious materials in a hopper prior 
to loading the pump. In the second method, operators load the dry ingredients into the pump to 
mix with the wet ingredients near the nozzle. Using either method, the fresh material requires a 
specific rheology to flow through the printing nozzle. However, the material must quickly 
develop sufficient stiffness to support subsequent layers after deposition.  
Achieving the desired material stiffness and strength from the fresh cementitious material 
at a rapid printing pace creates challenges that attract researchers’ focus. Ma and Wang reviewed 
the fresh and hardened material properties that promote workability for printable concrete [10]. 
Kazemian et al. evaluated the printability and shape stability of printable cementitious mixtures 
[11]. Researchers measured mechanical properties of 3D printed mortars and concretes for 
comparison with cast samples [12-15]. Researchers also utilized ultrasonic wave propagation 
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techniques to evaluate the stiffness of fresh 3D printed concrete [16, 17] and monitor concrete 
setting [18, 19]. These recent advancements in concrete printability promote implementation of 
3D printing technology in industry. However, questions remain about the interaction between 
hardened 3D printed concrete layers. 
Concrete layers must bond together mechanically and chemically after deposition to 
establish a printed structure. Mechanical bonding comprises interlocking particles that use 
friction to resist movement during a stress event. Fresh concrete contact increases opportunity for 
particles to mold into complementary profiles that enhance mechanical bond. Meanwhile, 
chemical bonding requires hydration products to span between cement particles. While 3D 
printed concrete layers remain in the fresh state, unhydrated cement particles are plentiful and 
available to hydrate, initiating chemical bonding. Sufficient surface moisture originates from 
adjacent concrete layers and facilitates the hydration process. The hydration products connect the 
material layers together, strengthening the interlayer bond.  
However, multiple theories exist pertaining to the weakened bonds between older and 
newer concrete. When one layer of fresh concrete contacts a layer of mature hardened concrete, 
fewer unhydrated cement particles are available. An older concrete layer, or concrete further 
along in the hydration process, may have already reached the diffusion controlled phase of 
hydration, in which ions slowly migrate through C-S-H layers to interact with cement particles. 
Studies regarding bond between substrate repair materials and conventional concretes suggest 
that older material layers possess little surface moisture and therefore lack the additional 
hydration that promotes bond formation [20]. The chemical bonding between the hardened and 
fresh concrete layers becomes dependent on the constituents of the fresh layer [20]. The bonding 
between dry substrate and fresh material often results in material densification [20]. Meanwhile, 
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Zareiyan and Khoshnevis have concentrated on the bonding between fresh material and older 
material, where the older material has not yet experienced final set [21]. For this reason, they 
explain the microstructure at 3D printed concrete bond interfaces using the scanning electron 
microscopy (SEM) images captured by Xie and Xiong [21, 22]. These images describe a three-
layer interface: a penetration layer consisting mostly of C-S-H, a weak layer of CH, and another 
layer consisting mostly of C-S-H [22]. These results, however, cause Zareiyan and Khoshnevis 
to conclude that interlayer bond weakness derives from the weak CH layer [21]. Meanwhile, Le 
et al. suggests that interlayer bond weakness develops from differential shrinkage between the 
old and new materials [15]. This concept is used to explain the reduction in bond strength 
observed when large time delays occur between printing adjacent concrete layers [15, 23]. 
Overall, researchers agree that the bonding difficulties associated with introducing fresh material 
onto a previously hardened or hardening material cause weakened interfaces known as cold 
joints. Interlayer bond strength for 3D printed concrete structures relies upon both mechanical 
and chemical bond capability. 
The layer interfaces in 3D printed concrete display visible cold joints. Layer delamination 
after printing is a common failure [16]. Layer interfaces are numerous within a 3D printed 
structure and are potentially deleterious to structural integrity. Wolfs et al. reported that “an 
obvious path of research for 3D printing focuses on the final, hardened printed product, including 
the interface strength between layers” [13]. Marchment et al. stated that “interlayer bond strength 
is a particular…weakness correlating to overall specimen strength in the extrusion-based 3D 
printing process” [24] based on the work conducted by Rael and San Fratello [25]. Paul et al. 
suggested the presence of weak joints in layered concrete may reduce compressive, tensile, and 
flexural strength needed for stress transfer through a structure, a comment similarly postulated by 
5 
 
Le et al. [14, 15]. Kim et al. revealed a lack of aggregate interlock and weak chemical bonding 
between the layer interfaces in 3D printed concrete, which negatively affected structural 
performance of printed concrete structures [7]. Zareiyan and Khoshnevis conducted a 
preliminary study on layered concrete fabrication which demonstrated that low strength at bond 
interfaces caused structural vulnerability [26]. Zareiyan and Khosnevis recognized the 
importance of interlayer adhesion and published a study regarding the enhancement of 
mechanical interlock to increase bond strength in 3D printed concrete [26]. Therefore, 
researchers agree on the fundamental nature of interlayer bond strength with respect to structural 
integrity of 3D printed objects.  
Additional factors influence the development of cold joints at concrete interfaces. 
Differences in surface moisture and stage of setting may interfere with bond formation between 
freshly extruded material and previously deposited material. Bentz et al. described the influence 
of substrate moisture states on bond strength in the context of repair materials, citing water 
movement, densification, and enhanced hydration as factors impacting chemical bonding [20]. 
The same concepts affect the layer interfaces of 3D printed concrete. Marchment et al. concluded 
that surface moisture content significantly impacted interlayer bond strength [24]. Marchment et 
al. also investigated the effect of delay time on compressive, flexural, and interlayer bonding, 
and discovered that the interlayer bond strength trended in “an inverted bell curve pattern” when 
compared with delay time [24]. The delay time refers to the amount of time between placing two 
layers of concrete. Time between layer placements affects the amount of moisture available on 
the surface of the concrete. Depending on the amount of time elapsed, the previously placed 
material may set before contact with the new material, reducing chemical bond. Le et al. found 
that longer interlayer time gaps in the deposition of high performance concrete printing resulted 
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in lower bond strength [15]. Surface moisture and stage of setting differ for each interface, and 
therefore uniquely impact each structure. The influence of these sensitive parameters on the bond 
formation necessitates testing interlayer bond strength throughout printed structures as a means 
of quality control and safety inspection. 
Printing parameters and material properties unique to each built structure also influence 
interlayer bond strength. Zareiyan and Khoshnevis analyzed the effects of aggregate size, 
extrusion rate, and layer thickness on the interlayer adhesion and strength of printed structures 
[21]. Panda et al. evaluated the influence of printing parameters such as printing time gap, nozzle 
speed, and nozzle standoff distance on the tensile bond strength of printed mortar [23]. Kazemian 
et al. varied the printed cementitious mixture design to improve mechanical properties [11]. 
Printing parameters and material properties easily differ between printed layers within a single 
structure. The sensitivity of bond formation to these changing elements further impresses the 
need for layer bond quality inspection.  
The layered structure characteristic to 3D printing lacks redundancy, a unique structural 
trait within the civil engineering industry. A single layer delamination causes instability to the 
entire form and may result in single point failure. Lack of redundancy greatly increases the safety 
risks in 3D printed structures and prevents the utilization of traditional, destructive, quality 
control methods, such as coring. Coring is the act of removing a concrete cylinder, often 
measuring several inches in diameter, from a structure’s interior. Coring is not possible for 
printed structures because of the small cross-sectional geometry and disastrous consequences 
associated with removing a portion of concrete large enough to perform current standard tests. 
Furthermore, the advantages of 3D printed concrete, such as the thin and aesthetic form, 
elucidate reasons against also using standard testing methods. Wolfs et al. performed unconfined 
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uniaxial compressive tests on standard cylindrical specimens of a printable cementitious mixture 
and concluded that the strength and stiffness of the concrete were overestimated [13]. The 
authors speculated that compaction of material into a mold influenced the manifestation of 
geometric and material imperfections within the samples [13]. This conclusion is reasonable 
considering compaction of cementitious materials affects density and porosity, which correlate to 
material strength. The tensile bond strength must be tested to identify where structural failures 
will initiate, but current tests are destructive in nature and cannot be applied to a field printed 
structure without significant damage and reparation. A solution must be devised for inspecting 
the bond strength of 3D printed concrete without dismantling the printed form. Optimal 
inspection tools for determining interlayer bond quality within 3D printed concrete structures 
may reside within the realm of nondestructive testing (NDT).  
NDT includes various indirect testing methods which may be applied more quickly and 
frequently than a destructive test to a structure in service. Nondestructive evaluation (NDE) 
investigations include the selection of appropriate techniques, specifying the scope of the 
investigation, and corroborating the results with direct testing methods [27]. Complementary 
NDT methods often assist with verifying or clarifying findings for a single task. Direct testing 
methods are standardized and therefore verify the findings of NDT tests. Mechanical tests are 
conducted for a significantly smaller portion of the structure compared to NDT methods because 
of the destruction involved in acquiring samples from an in-service structure. No published 
literature that discusses the performance of NDT on hardened 3D printed concrete was found.  
The purpose of this study is to characterize the interlayer bond quality of 3D printed 
concrete using NDT methods. The research presented in this thesis fills a technology and 
capability gap that needs to be addressed. Adapting cementitious materials to 3D printing 
8 
 
technology, and vice versa, does not benefit the construction industry without understanding the 
limits during practical application.  
This thesis includes a general review of NDT techniques often used on concrete. A 
literature review discusses the research completed thus far in regard to 3D printed concrete and 
the interlayer bond strength. Another literature review evaluates bond tests to determine the 
optimal mechanical test to verify NDT results. No published studies were found connecting 
nondestructive testing to hardened 3D printed concrete. Concrete samples were created and an 
experimental plan was developed for measuring the interlayer bond quality of layered concrete. 
The concrete samples included a set with no known bond defects, a set with a physical bond 
breaker purposefully placed across the layer interface, and a set of specimens with cold joints 
created by allowing varying amounts of time to elapse between layer depositions. The set with 
no known bond defects, essentially a typical cast concrete sample, represents a bonded interface. 
The set with the physical bond breaker represents a debonded interface. The specimens with cold 
joints may facilitate determination of how much time may elapse between printing cementitious 
layers to achieve acceptable bond strength. Multiple nondestructive techniques were performed 
on all concrete samples. Upon completion of NDT testing on each concrete sample, a destructive 
test was conducted to compare the directly measured bond strength with the quality designation 





CHAPTER 2: LITERATURE REVIEW 
 
2.1. GENERAL REVIEW OF NDT METHODS FOR CONCRETE 
Engineers currently utilize nondestructive testing techniques to characterize layer bonds, 
for example to identify overlay delaminations on bridge decks. Overlay delamination 
identification involves a variety of NDT, some of which were considered for this investigation, 
along with techniques that other researchers have utilized on 3D printed concrete. However, 
many of these methods do not translate well for adequate interlayer bond characterization 
strategies for additive manufacturing due to the orientation of application with respect to the 
bond interface.  
This literature review evaluates multiple nondestructive testing methods for use in 
determining the bond quality of 3D printed concrete. Based on the current application of NDT 
technologies, this literature review considered the following methods: multi-array ultrasonic 
imaging, ultrasonic pulse velocity, vibration resonance, radiography, infrared thermography, and 
acoustic emission. This literature review discusses the techniques that are more likely or better 
able to identify bond quality given the unique requirements of 3D printed concrete.  
 
2.1.1. Radiography 
Radiography measures transmitted radiation intensity through a material. This expensive, 
yet effective method locates defects and density changes within a concrete specimen. 
Radiography is often utilized to examine weld integrity and pre-stressing strands in civil 
structures [28]. Radiography may visualize air voids, cracks oriented parallel to the x-ray 
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transmission, and density changes within a concrete sample of uniform thickness, such as a 
troweled 3D printed concrete wall.  
Effective radiography requires a specified distance between the radiation source, object, 
and detector film. The distances may be adjusted to acquire an acceptable geometric un-
sharpness for the intensity of the point source. Geometric un-sharpness less than 0.5 mm is 
considered good definition [29], and is calculated using 
 
(1) 
where  is geometric un-sharpness,  is the intensity of the point source,  is the object 
thickness or the distance between first contact point of the x-rays on the object and the detector 
film,  is the distance from the radiation source to the first contact point of the x-rays on the 
object.  
The exposure time of the film to radiation, milliamperage of the source, and voltage of 
the source determine the intensity detected by the film, or the exposure. Changing those three 
parameters alters the exposure to achieve the optimal image quality for a specimen. Areas with 
higher exposure visualize as dark regions, while those with less exposure appear lighter. Darker 
regions on x-ray images indicate less ray scattering and therefore higher porosity. Lighter regions 
suggest more x-ray scattering and absorption through a more dense cementitious material.  
The radiation inherent to the testing method requires strict regulation, causing a high 
financial cost and meticulous observance of safety protocol. The expense and safety 
requirements associated with radiography limit its practical applications. However, radiography 
may serve as an appropriate non-destructive tool for this investigation. Conducting radiography 





2.1.2. Ultrasonic Pulse Velocity 
Ultrasonic wave propagation was previously mentioned in regards to monitoring fresh 
concrete for setting [16, 17]. However, the general concepts of ultrasonics may also be applied to 
hardened concrete. Engineering technicians traditionally employ ultrasonic pulse velocity (UPV) 
to locate internal voids and assess quality uniformity in hardened concrete. UPV involves 
measuring the travel time and distance for a primary wave (P-wave) to travel through concrete 
from one transducer to another. Test operators assume a straight line between transducers for the 
wave path. From this information, engineers calculate and compare the P-wave velocities of 
multiple paths within the same material. Paths returning lower P-wave velocities than other paths 
may cross a defect, such as an air void or a large crack which may either increase the wave path 
to circumvent the defect or increase the time to traverse through the air. The P-wave velocity 
may also lower if passing through an area more porous or with lower moisture content. Paths 
with higher P-wave velocities may include higher density materials or zones with higher 
moisture content.  
Acoustic impedance, how easily sound passes between media, determines the wave path, 
and the entrance of the wave between media. Equation 2 quantifies the acoustic impedance, 
using [30] 
 (2) 
where Z is the acoustic impedance,  is the density of the material, and  is the velocity of the 
sound wave.  
A sound wave reflects upon encountering a medium with greater acoustic impedance than 
that of the medium through which it was traveling. Typically, a portion of the sound wave energy 
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refracts into the new medium while the remaining reflects back into the previous medium 




where R is the reflection coefficient.  
A reflection coefficient equaling zero indicates full transmission of the sound wave 
through both previous and encountered mediums, and implies that the acoustic impedance of the 
two mediums are equal. A reflection coefficient of one suggests full reflection of the sound 
wave. The wave will not enter the second medium. The scenario in which R equals one describes 
the instance where sound waves within concrete encounter air.  
The wavelength emitted from the transducers should be greater than the maximum 
aggregate size to prevent multiple reflections from the aggregates that scatter the wave energy 
away from the intended path and alter the results. Equation 4 shows the well-known relation 
between wavelength and frequency emitted from the UPV transducers 
 (4) 
where  is the primary wave velocity (m/s),  is the frequency of the primary wave (Hz), and  
is the wavelength of the primary wave (m). 
Through means of quality uniformity assessment, UPV may assist with determining the 
presence of defects or increased porosity at the bond interface between two concrete layers. 
Careful placement of the transducers can increase the likelihood that the primary wave travels 
through the layer interface and along an expected wave path. A decreased velocity of a primary 
wave forced to travel through the interface compared to a wave that did not cross the interface 
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suggests some defect, such as an air void or higher porosity, exists at the interface. Using these 
comparisons, UPV may assist in characterizing 3D printed concrete layer interfaces.  
 
2.1.3. Vibration Resonance 
Impact echo is a type of vibration resonance method often utilized to identify the breadth 
and depth of bridge deck delaminations and presence of internal voids. The utilization of impact 
echo to locate debond along bridge deck overlays promotes investigation into its translation for 
printed concrete. An impact event sends waves through the concrete, and the waves reflect based 
on changes in acoustic impedance, such as when the density of the material changes from 
concrete to air.  
The impact excites the concrete in the fundamental vibration modes while an 
accelerometer measures the time response of the material. Applying a Fourier Transform to the 
time domain response reveals the corresponding frequency domain response, which reveals the 
natural resonances of a specimen based on the frequency and amplitude of peaks in the spectrum. 
Correlations exist between some particular resonance frequencies and the characteristics of a 
sample. Sadowski and Rosales et al. utilized impact echo to assess the interlayer bond condition 
between concrete composites and bridge deck pavements, respectively [31, 32].  
In some particular cases of vibration, correlations between the resonance frequency and 
the defect depth or geometry can be defined. For plate-like structures, for example, ASTM 
C1383 explains the calculation of defect depth or concrete depth dimension assuming the 
fundamental thickness-stretch mode is excited [33]. However, this method is likely not 
applicable to most 3D printed structures. While a printed wall structure is a plate-like geometry, 
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the layer interfaces lie perpendicularly to the wall surface instead of parallel to the impacted 
surface. Therefore, the impact would not excite the thickness-stretch mode.  
However, vibration resonance tests exciting other modes, for example the torsional or 
longitudinal modes, may effectively identify debonded layers. ASTM C215 depicts traditional 
flexural, longitudinal, and transverse resonance vibration testing [34]. This vibration method 
does not apply to full-scale structural elements, but may be successfully conducted on smaller 
samples. The data may express bond quality through comparison. Changes in bond quality may 
be revealed by changes in resonance frequency of a particular mode. Calculating the dynamic 
moduli specific to the specimen geometry may further characterize the bond quality of the 
concrete layers. A higher modulus concrete sample may suggest good bond, such that the layers 
vibrate together. Another interpretation of a stiffer layered concrete may suggest poor bond 
between the layers if the concrete layers vibrate independently. In that case, the single layer 
would naturally act stiffer than two connected layers with some delamination. 
A small steel ball typically acts as the impactor to ensure production of high energy to 
excite fundamental modes of vibration in a sample. The impactor and accelerometer may also 
change locations on the specimen to better excite and measure particular modes of interest as 
long as the accelerometer is placed in a location with maximum displacement and acceleration 
resulting from the impact. Therefore, vibration resonance may suitably characterize interfacial 
bond in samples of 3D printed concrete. 
 
2.1.4. Shear Wave Energy Transmission 
Equipment used for multi-array ultrasonic shear wave imaging traditionally involves 
using B-scan images to identify voids and reinforcing steel within concrete. However, Tran et al. 
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utilized time domain signals (A-scans) from multi-array ultrasonic imaging equipment to capture 
changes in shear wave transmission to identify cracking under pavement joints [35]. The multi-
array ultrasonic device straddled the pavement expansion joints such that half of the transducers 
were located on each side of the joint. The shear wave transmission energy was recorded 
between transducers on opposite sides of the joints. The initial amount of energy provided to the 
pavement was used to normalize the amount of received energy across the pavement joint to 
determine the extent of cracking below pavement contraction joints. Higher amplitudes of energy 
transmission from transducers located oppositely across a pavement joint indicated no crack 
presence, while low amplitudes indicated a partial or full depth crack below the pavement joint. 
Tran et al. reported high reliability, reproducibility, consistency, and accuracy using this 
normalized shear wave energy transmission method to detect cracks under pavement contraction 
joints [35].  
The same concept of shear wave transmission may assist with evaluating the bond 
between 3D printed concrete layers. Placing the multi-array ultrasonic imaging device across a 
layered surface imitates the concrete pavement joint previously discussed. Transducers on 
different 3D printed concrete layers may receive signals of high amplitude in cases of good bond, 
and receive low amplitude signals in cases of poor bond. Normalizing these results may provide 
a quantitative and consistent analysis. 
 
2.1.5. Infrared Thermography 
Infrared thermography is a process well-known for locating delaminations in reinforced 
concrete bridge decks, and has potential for inspecting interfacial bonds of 3D printed concrete. 
Lu and Wong discussed the benefits of infrared thermography to inspect steel products 
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developed using additive manufacturing (AM) [28]. Lu and Wong captured thermal images of 
heat transfer from an artificial heat source through steel specimens [28]. The images displayed 
areas with higher temperatures and lower temperatures compared to the bulk materials, 
indicating the presence of defects. The warmer temperatures often indicated thinner steel 
sections, while the cooler temperatures suggested the presence of a void blocking heat flow 
between the material surfaces.  
Infrared thermography may therefore be considered as a means for monitoring heat flow 
through 3D printed cementitious material to identify defects. Areas that differ in surface 
temperature from the bulk material may assist with bond characterization. Locations with 
warmer surface temperatures, particularly at the layer interface, may indicate porous material and 
therefore a weak bond. Locations with surface cooler temperatures may indicate a large air void 
in the material. Changes in thickness, density, and surface roughness influence infrared 
thermography results [28]. The surface of the 3D printed concrete should be smooth and the 
layers should have uniform thickness, both of which may be achieved with troweling. All of this 
information may be useful in determining locations of problematic interlayer bond condition. 
Having these uniform parameters, decreased density may be the result of increased porosity at a 
layer interface, which corresponds with decreased strength and stiffness of the material in that 
location.  
However, the thermal conductivities of concrete and air are similar (0.5 and 0.02 W/m K, 
respectively) and significantly lower than the thermal conductivity of steel (43 W/m K) [36]. 
Therefore, defects within the 3D printed concrete specimen must be large to hinder heat transfer 
and appear in thermal images. For infrared thermography to identify defects, the cross-section of 
the printed layers must be larger. The close proximity and frequency of interfaces along the wall 
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would reduce the ability of the thermal imaging device to differentiate cooler and warmer areas. 
The layers and interfaces would appear to warm and cool at the same rate, except possibly in 
extreme cases. The orientation of the interfaces with respect to the heat source creates additional 
challenges. Therefore, infrared thermography is not an optimal method for characterizing the 
interlayer bond strength. 
 
2.1.6. Acoustic Emission 
Acoustic emission monitors the sound waves through a medium over time. While the 
other NDT methods discussed listen to sound waves through a medium for a short period of 
time, acoustic emission listens for wave events on a time scale of years. Subtle sound waves 
occur continuously within concrete, caused by the hydration process or loads. Engineers often 
utilize acoustic emission to monitor pre-stressing strands within a bridge deck. Strand failures 
create significantly louder sound waves within a concrete specimen than the other wave triggers. 
Lu and Wong conducted acoustic emission testing on AM steel and Dzaye et al. utilized 
acoustic emission on fresh concrete to monitor setting [28, 37]. Embedded sensors monitor 
sound waves within the material and a established threshold identifies waves created by 
deleterious versus benign sources. However, both Lu and Wong and Dzaye et al. recognize that a 
baseline sound wave with known wave sources, otherwise known as a reference signature, is 
needed to establish the threshold and the wave sources of significance [28, 37]. The reference 
signature must account for variations in the microstructure, surface defects, surface roughness, 
and geometric divergence. Each 3D printed concrete structure has unique deformities and 
printing errors, resulting in differing sound waves and wave sources. In addition, acoustic 
emission is not sensitive to defects appearing during the material’s fresh state. Therefore, 
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acoustic emission testing likely would not provide lucrative information about bonding along 3D 
printed concrete layer interfaces, unless a sudden delamination occurred. While a sudden 
delamination requires investigation, the single event does not assist with characterizing the 
interlayer bonds across an entire structure. In addition, the number of interfaces within a single 
printed wall reduces the ability of an engineer to differentiate the location of the defect from 
which the sound originated. Thus, the layered nature of 3D printing renders the information 
acquired during acoustic emission useless. 
 
2.1.7. Summary 
NDT methods discussed in this review may plausibly yield information about the bond 
quality of 3D printed concrete. Based on the results Tran et al. reported, shear wave energy 
transmission appears promising for correlating wave energy to interlayer bond conditions [35]. 
The ease with which UPV may be applied to a structure is ideal in practical 3D printing 
scenarios and may corroborate other NDT results. Vibration resonance is not practical for full-
scale printed structures due to the large element sizes and interlayer bond orientations. However, 
vibration resonance may provide a suitable complementary NDT method for small scale 
samples. Radiography is expensive and has safety restrictions which may limit its application in 
the field. However, radiography has appropriate sensitivity to successfully characterize interlayer 
bonds of laboratory samples and is accessible for this investigation. Infrared thermography may 
theoretically be a useful analysis tool for evaluating bond quality through heat transfer given an 
adequate artificial heat source. However, bond defect path is parallel to the heat conduction path, 
thus infrared thermography is likely not sensitive to interlayer bond defects. Furthermore, the 
size of the printed concrete layers would hinder the ability to distinguish which layer interfaces 
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exhibit poorer bond compared to the adjacent interfaces. Acoustic emission does not seem 
beneficial for identifying bond quality because poor bond quality can develop from printing 
errors while the material is in a fresh state. Therefore, serious bond defects may emerge without 
any indication from acoustic emission sensors. In addition, embedded sensors and wiring used in 
acoustic emission reduce the portability and versatility that printing operators appreciate. Multi-
array ultrasonic imaging equipment, UPV, vibration resonance, and thermal imaging are portable 
and relatively simple to implement. Radiography is more challenging to transport and operate, 
but can still be applied in the field. Assessment of this literature suggests that shear wave energy 
transmission, UPV, vibration resonance, and radiography should be utilized for this 
investigation. These techniques may inspect individual structures without imparting damage and 
allow characterization of the interlayer bonds. 
 
2.2. LITERATURE REVIEW FOR 3D PRINTED CONCRETE BONDS 
Initial research efforts surrounding 3D printed cementitious materials focused on 
characterizing printable material [9-14]. Research trends progressively migrated from concerns 
of the fresh material, such as rheology and mixture design, into printing parameters such as 
nozzle shape and printing speed. Each variable researchers study is found to influence structural 
performance, which led to mechanical testing on the hardened material to compare the many 
printing variables. Few researchers have surpassed this point. Fewer yet have graduated from 
paste and mortar printing to concrete printing. While there is much left to discover about the 
printing parameters and the rheology of the fresh mixture, all progress in this area is naught 
without knowledge about the structural failures and inspection possibilities associated with the 
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technology’s implementation. This literature review focuses on the research conducted on 3D 
printing cementitious materials with specific regard to the interlayer bonds. 
Paul et al. mentioned that layering concrete may cause weak joints, reducing the load 
bearing capacity of 3D printed concrete [14]. The authors suggested that the bond strength 
between layers of 3D printed concrete related to bond tensile strength and parameters such as 
viscosity, time delay between layer placement, contact area, and nozzle shape [14]. Structural 
failures begin when tensile stress exceeds tensile strength, forming concrete cracks. Therefore, 
the tensile bond strength is critical to characterization of 3D printed concrete. However, the study 
focused on the compressive and flexural strength of hardened 3D printed specimens, along with 
the influence of the printing direction on strength.  
Panda et al. analyzed the tensile bond strength of 3D printed geopolymer mortar with 
respect to the printing time gap between layers, nozzle speed, and nozzle standoff distance [23]. 
The researchers concluded that the material strength development rate and 3D printing 
parameters significantly influenced the bond strength. Larger time gaps between layer 
depositions resulted in lower tensile bond strengths. Nozzle speed minimally affected the tensile 
bond strength, though the overall trend showed an increased bond strength with slower speeds. 
Bond strength increased between layers when the distance between the nozzle tip and top of the 
extruded layer decreased without pressing on the newly extruded mortar. Panda et al. also 
suggested optimizing printing parameters, such as nozzle standoff distance, printing speed, and 
time gap between layers, to increase interlayer bond strength [23]. The investigators observed 
that the first few minutes of contact between the adjacent layers highly influenced layer bonding 
[23]. Once the bonds formed and the material began to dry, interlayer bond strength decreased as 
the material stiffness increased. The authors explained the decrease in bond strength with the 
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moisture exchange phenomenon, in which the bottom layer dries and later absorbs water from 
the fresh, top layer [23]. This finding is similar to that observed in overlay interfaces and is 
explained by Bentz et al. [20].  
Panda et al. explained that the interfacial bond strength decreased with longer delays 
between layer placement [38]. Layer adhesion further decreased over time while the material 
hardened. The bond strength was determined from direct tensile tests. Marchment et al. observed 
contradicting results, where the interfacial bond strength with respect to the layer placement 
delay time created an “inverted bell curve pattern” [24]. A 20 minute delay time correlated to a 
lower bond strength, while the specimens with 10 and 30 minute layer placement delay times 
exhibited higher bond strengths. Marchment et al. connected the pattern to available surface 
moisture [24]. The tensile bond strengths measured in the two studies produced similar values 
for the concrete specimens with 10 minute and 20 minute delay times. The use of different study 
parameters may explain the trend differences. Panda et al. tested delay times from 0 minutes to 
20 minutes, and Marchment et al. tested delay times from 10 minutes to 30 minutes [38, 24]. Le 
et al. deduced similar conclusions to those Panda et al. presented with a testing schedule of 
longer duration and larger delay time intervals [15, 38]. Le et al. measured and numerically 
simulated the bond strengths of printed concrete with printing time gaps up to 7 days between 
layers [15]. The trend suggested that printing time gaps of 7 days resulted in lower bond 
strengths, though a lower bound curve was needed to explain even lower bond strengths in 
samples with printing time gaps of 4 hours. Figure 1 compares the interlayer bond strengths 
measured by Panda et al., Marchment et al., and Le et al., and associated with varying amounts 




     
(b) 
 
                 (c ) 
 
Figure 1. Observed relations between bond strength and delay time between layer deposition as 
measured by (a) Panda et al. [38], (b) Marchment et al. [24], and (c) Le et al. [15]. 
 
Kim et al. focused on the shear strength of 3D printed concrete beams and its comparison 
to cast reinforced concrete beams [12]. Visual observations of the shear failures from 3-point 
bending tests conducted on 3D printed concrete beams displayed a 45 degree angle failure, 
suggesting that the concrete maintained bond strength. However, cracks also appeared along the 
layer interfaces, suggesting weakness in the interfacial bonds. The shear strength of 3D printed 
concrete was found inferior to that of a typical reinforced concrete beam. Kim et al. discovered a 
significant reduction in shear strength of the 3D printed concrete when the layers were placed 
prior to the time of initial set [12]. The rate of reduction in the shear strength measured 
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significantly less in specimens where the time between layer placements was greater than time of 
initial set compared to specimens where the layers were placed prior to the adjacent layers 
reaching initial set.  
Zareiyan and Khoshnevis conducted mechanical tests to study interlayer bond strength 
with respect to variations in mixture designs and printing parameters [21]. Compressive and 
tensile strength increased when using smaller maximum aggregate sizes, most likely because of 
the decrease in the aggregate volume proportion [21]. Decreasing the aggregate volume 
proportion reduces the volume proportion of interfacial transition zones (ITZ), defined as areas 
of high porosity in the cement matrix surrounding an aggregate. Changing the extrusion rate and 
layer thickness did not meaningfully affect the compressive and bond strengths. In this article, 
compressive strength related to the compressive loads on the layer and bond structure, while the 
bond strength specifically relates to the interface. Smaller layer heights with shorter delay times 
between layer depositions resulted in greater structural compressive strength, while larger layer 
heights and longer delay times increased interfacial bond strength [21]. The scope of this 
publication, while characterizing the bond strength of the printed material, focused on enhancing 
printable mixture designs and optimizing the printing parameters for the authors’ specific, 
proprietary mixture design. Zareiyan and Khoshnevis published a complementary paper which 
analyzed the impact of several different notch styles on the mechanical interlock between layers 
of 3D printed concrete [26]. Thus, the authors recognized that interlayer bonds often exhibit 





2.3. LITERATURE REVIEW ON MECHANICAL TESTS TO DETERMINE BOND 
STRENGTH OF 3D PRINTED CONCRETE 
Destructive testing must be conducted on 3D printed concrete samples to verify the bond 
quality (strength) indicated from NDT results. The unique geometry and layered nature of 3D 
printed concrete creates challenges for determining the interlayer bond strength, as previously 
mentioned based on the results from Wolfs et al. [13]. This literature review evaluates the 
mechanical tests utilized to determine interlayer bond strength of brick and mortar structures, 
pavement overlays, and other 3D printed concrete structures. This literature review concludes 
with the optimal mechanical test for directly testing interlayer bond strength of 3D printed 
concrete. The optimal test will be the test procedure and set-up most suitable for measuring 
interlayer bond strength of layered structure and one that can be reproduced with typical 
laboratory equipment. The conclusion also considers whether each mechanical test compels a 
realistic failure mechanism for 3D printed concrete and equipment availability. 
The layered structure of 3D printed concrete is similar to that of a brick and mortar 
structure. Therefore, the current techniques for determining brick and mortar bond strength were 
investigated for utilization with 3D printed concrete. ASTM C1072 specifies using a bond 
wrench apparatus to determine the flexural bond strength of a brick and mortar structure [39]. 
Sarangapani et al. uses a modified bond wrench test, pictured in Figure 2a, for a brick and mortar 
bond strength assessment [40]. Meanwhile, both Sarangapani et al. and Christy et al. use a triplet 
test, pictured in Figure 2b, to determine the shear bond strength between brick and mortar 
structures [40, 41]. Falope et al. conducted double lap shear tests, which appear similar to the 
triplet test, to assess bond between steel fabric reinforcement and a cementitious matrix [42]. 
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However, these tests all require complex experimental design set-ups such as hydraulic jacking 




Figure 2. Test methods to measure bond strength: (a) modified bond wrench test set-up [40], 
and (b) triplet test set-up [40]. 
 
Panda et al. conducted direct tensile tests, a different mechanical test than those discussed 
thus far, to analyze the bond strength of 3D printed geopolymer mortar with respect to the 
printing time gap between layers, nozzle speed, and nozzle standoff distance [23]. The direct 
tensile tests were performed by pulling the layers apart after gluing the exterior surfaces of a two 
layer mortar specimen to the heads of the testing apparatus. Direct tension tests such as this are 
not often performed because of difficulties with gripping the two concrete ends sufficiently to 
pull the concrete apart without slippage. 
Similarities between the structures of 3D printed concrete and bridge deck overlays 
provided inspiration for the NDT methods investigated in Chapter 2.1. Considering these 
similarities again suggests that the pull-off test, yet another mechanical test to consider, may be 
an effective measure of the direct, tensile bond strength between two 3D printed concrete layers. 
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Sadowski successfully compared impact echo and pull-off test results for concrete overlays to 
determine bond strength [30]. The pull-off test most commonly measures bond strength for 
layered structures [26]. Bentz et al. conducted pull-off and slant shear tests to determine the 
tensile bond strength between concrete substrates and grout repair materials [20]. Szemerey-Kiss 
and Torok also utilized pull-off test results to assess failure mechanisms of mortar and stone 
interfaces [43]. The pull-off test provides bond strengths that are among the most conservative 
for all mechanical bond tests [44]. However, the pull-off test measures the tensile strength of 
four possible failure modes, only one of which is the tensile bond strength. The pull-off test may 
determine the tensile strength of the layers themselves, rather than providing information about 
the interface.  
Zareiyan and Khoshnevis reviewed mechanical test methods for measuring interfacial 
strength in concrete structures [26]. The mechanical tests Zareiyan and Khoshnevis considered 
for determining interface bond strength are illustrated in Figure 3 and include: pull-off, split-
prism, wedge splitting, slant shear, torsion bond strength, and shear strength test methods. The 
pull-off test (A) was previously discussed because of its common use for determining overlay 
bond strength. The split-prism test (B) involves applying a longitudinal compression load on the 
interface cross section of a prism sample, which measures the tensile strength at the interface 
[26]. Wedge splitting (C) is similar in practice to the split-prism test, though a notch is cut into 
the top of the specimen to constrain the fracture location. The uniaxial compression 
configuration of the split-prism and wedge splitting tests utilize readily available equipment. 
Meaningful slant shear testing (D) is not possible with the thin, layered geometry of 3D printed 
concrete. The results of a slant shear test would not be a realistic comparison to the failure 
mechanisms experienced by an actual 3D printed concrete structure. Torsion bond strength tests 
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(E), similarly to slant shear testing, would not stress the material in a realistic manner to that 
experienced by a 3D printed concrete structure. The shear test (F) experimental set-ups suggested 
by Zareiyan and Khoshnevis are similar to the triplet and double lap shear tests used to determine 
the bond strength between brick and mortar specimens [26]. Zareiyan and Khoshnevis ultimately 
chose to use the pull-off and split-prism tests, (A) and (B) respectively in Figure 3, to assess the 
effects of interlock on interlayer adhesion of 3D printed concrete. However, the pull-off test 
results were scattered and demonstrated multiple failure modes, exemplifying the previously 
discussed challenges of the pull-off test. The split-prism test (B) provided more consistent and 
reliable results to determine the interlayer bond strengths of the test specimens [26, 21].  
 




The split-prism test is a modified version of the split-tensile test described in ASTM 
C496 [45]. Geissert et al. conducted a finite element analysis comparing the stress distribution in 
a split cylinder test with that in a split prism test [46]. The authors verified that both geometries 
experienced “essentially uniform tensile stress” across the bond planes with less than 2 percent 
variation in the maximum tensile stress [46]. Because the authors considered the stress 
distributions in the cylinder and prism equal, the tensile stress along the failure plane was 
calculated using [45, 46]: 
 
(5) 
where fsp is the splitting prism tensile strength, P is the total applied load, and A is the area of the 
bond plane.  
Li et al. measured the flexural bond strength of 3D printed mortar using the 3 point 
bending test [47]. Forty-layer mortar structures were printed and three prisms were cut from the 
hardened product. The prisms were cut such that the layer interfaces were perpendicular to the 
longitudinal dimension of the prisms. The prism specimens were then placed into 3-point 
flexural bending, during which the geometry of the specimens promoted fracture along the center 
layer interface. However, I believe Li et al. may have inadvertently introduced damage along the 
bond interface by cutting the specimens, therefore affecting the results. 
Assessment of the bond tests conducted in these published studies leads me to conclude 
that the mechanical tests most relevant in determining the interlayer bond strength of 3D printed 
concrete include the pull-off, split-prism, double lap shear, and 3-point bending tests. The pull-
off test was removed from consideration as a possible destructive test to compare with the NDT 
methods because of Zareiyan’s and Khoshnevis’ experiences previously described [26]. Double 
lap shear tests are relevant to the bond strength, but do not address performance problems with 
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layer delamination, which was previously mentioned as a common failure mode of 3D printed 
concrete [16]. Concrete fails because the tensile stresses exceed the tensile strength, either 
locally or globally. Therefore, the ideal mechanical test investigates tensile failure of specimens. 
The 3-point bending test for this scenario requires cutting the specimen, introducing damage, and 
placing a layer interface precisely at the location of greatest tensile stress. The unknown severity 
of damage and precise placement create uncertainties in the 3-point bending test as a method for 
measuring interlayer bond strength. The split-prism test, pictured in Figure 3b, was considered 






CHAPTER 3: MATERIALS 
 
Concrete specimens were created to simulate idealized 3D printed concrete specimens. 
Creating laboratory samples to undergo the nondestructive tests generated proof-of-concept 
towards the tests’ ability to characterize the bond interface. In addition, operators may exercise 
more control over traditionally cast laboratory specimens, reducing environmental variability.  
The concrete laboratory specimens were created in two sets. All laboratory samples had 
two layers of concrete. The first set of sample creation involved the formation of purposely 
debonded and expected bonded specimens, hereon referred to as “debonded” and “bonded” 
samples. The debonded samples involved a physical barrier separating the two concrete layers, 
while the bonded samples included no barrier. The second set consisted of specimens with 
bottom layers placed at the same time, and upper layers placed some time interval after the 
placement of the bottom layer. Allowing time to elapse between layer depositions forced the 
creation of a cold joint, which commonly develop during concrete 3D printing. Varying the 
amount of time between layer depositions changed the severity of the cold joint. The second set 
of laboratory specimens is referred to hereon as “cold joint specimens.”  
All laboratory specimens were created with the same mixture design proportions, which 
produced a printable mixture. Water was added at a ratio of 310 lbs/yd3 and at a w/c ratio of 
0.352. Type II cement was utilized for all mixtures. The paste and air contributed to 
approximately 35% and 3%, respectively, of the total mixture volume. Aggregates consisted of 
natural sand and limestone chip with a nominal maximum aggregate size of 3/8 inches. Previous 
mixtures of the same composition experienced initial set and final set 30 minutes and 2 hours, 
respectively, after adding the mixture water. 
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The concrete constituents for the bonded and debonded specimens were mixed in a 
Kercher 30-DP pan mixer following the procedure in ASTM C192, except for a few deviations 
[48]. Water moistened the inner sides and bottom of the pan as well as the mixer paddles instead 
of a fresh mortar butter as ASTM C192 suggests [48]. Excess moisture was wiped away, then the 
coarse aggregates and fine aggregates were scooped into the pan. Half of the mixture water was 
introduced, and mixing commenced for one minute. During a one minute rest, the cement was 
added into the pan. The remaining water was poured into the mixer over a 30 second period 
while mixing continued for three minutes. The mixture was manually stirred during a one minute 
rest, and then mixed for another minute. 
The bottom layers of the cold joint specimens were mixed in the same manner. Due to the 
time delays between specimen layer placements, the concrete for the upper layers of the cold 
joint specimens were mixed in a medium Hobart mixer but again followed the same mixing 
procedure. However, a slow mixing speed was utilized on the Hobart mixer until all mixing 
water had been added, at which point the mixer speed increased to medium. 
After mixing, the slump was determined using the procedure outlined in ASTM C143 
[49]. A single, standard 4” diameter x 8” high compression cylinder was also created from each 
concrete mixture [48]. Compression tests were performed 7 days after mixing and followed the 
procedure in ASTM C39, except that the concrete specimens cured in laboratory air dry 
conditions [50]. Laboratory air conditions provided consistency between all specimens and 
enhanced the similarities of the laboratory specimens to printed concrete samples, particularly 
considering that full-scale walls cannot easily fit in a moist curing room. The slump and 




3.1. DEBONDED AND BONDED SPECIMEN CREATION 
After mixing, the concrete was placed into oiled molds 21” long x 2.5” wide x 
approximately 6” high. Two concrete lifts, or layers, were placed for each specimen. Each lift 
was lightly compacted with a 3/8 inch diameter tamping rod, such that the compaction did not 
interfere with the layer interface. The six bonded specimens were created in two different ways. 
Three of the six bonded specimens were sprayed with a curing compound between placing the 
two lifts. The second lift of the other three bonded specimens was placed directly after the first 
lift with no curing compound added. Where the distinction between the bonded specimens may 
be relevant, these groups are referred to as “Bonded (CC)” and “Bonded.” Where the distinction 
is not made hereon, all six specimens are considered and referred to as “bonded.” Three 
debonded specimens were then created by placing three layers of paper towel sheets between the 
two lifts of concrete. The paper towels were placed to cover the entire bonding area between 
layers except for a 1/2” perimeter along all sides. The paper towels acted as physical bonding 
barriers, which interrupted the concrete’s mechanical interlock and chemical bonding. The 
perimeter allowed bonding to occur along specimen edges to prevent the specimens from 
breaking during transportation and nondestructive testing. 
All specimens were covered with plastic sheets and left to cure in the molds for 24 hours. 
Demolding occurred 24 hours after placement completed, and the specimens continued to cure in 
laboratory air conditions. 
 
3.2. COLD JOINT SPECIMEN CREATION 
The cold joint specimens consisted of two lifts placed at different times. Each lift 
measured 21” long x 2.5” wide x approximately 3” high. The bottom concrete layer for all 
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specimens was placed at approximately the same time. A 3/8 inch diameter tamping rod 
penetrated the concrete 25 times to improve concrete compaction. The upper layers for those 
specimens were placed after allowing time intervals of 30 minutes, 2 hours, 1 day, 3 days, or 7 
days to elapse. The 30 minutes and 2 hour time gaps between layer placements correspond to 
shortly after the concrete initial and final sets. The same tamping rod compacted the upper layer 
after placement, but carefully penetrated only the upper layer. The tamping rod did not penetrate 
the interface to create a more realistic representation of printed concrete layers. Two specimens 
were created for each time delay interval. For example, the bottom layer was placed into two 
molds of dimensions 21” long x 2.5” wide x 6” high and rodded. Thirty minutes later, the upper 
layer was placed on top of the two bottom layers with the two molds and carefully rodded, thus 
developing two “30 minute cold joint” specimens. For the 30 minute, 2 hour, and 1 day cold joint 
specimens, the upper layer was placed and the specimens were demolded 24 hours after the 
upper layer placement. These specimens continued curing in laboratory air conditions. For the 3 
day and 7 day cold joint specimens, the bottom layers were placed and demolded 24 hours after 
placement. The specimens cured in laboratory air conditions. Once the designated amount of 
time after placement elapsed, 3 days or 7 days, the molds were rebuilt around the specimens and 
the sides of the molds were oiled. The upper layers of concrete, created in the medium Hobart 
mixer, were placed atop the bottom layers. Demolding occurred again 24 hours after the upper 
layer placement and the specimens cured once again in laboratory air dry conditions.  
 
3.3. SPECIMEN DETAILS 




Table 1. Specimen Physical Properties 
 
Dimensions (cm.) Weight 
(kg) 
Density 
(kg/m3) Specimen A B C D 
Bonded 1 15.56 6.99 6.99 53.50 11.96 2057 
Bonded 2 15.56 6.67 7.62 53.34 12.22 2209 
Bonded 3 15.56 6.35 7.30 53.50 12.24 2316 
Bonded (CC) 1 15.40 6.83 6.19 53.50 11.80 2098 
Bonded (CC) 2 15.40 6.51 6.67 53.34 11.90 2226 
Bonded (CC) 3 14.92 6.99 7.50 53.34 12.20 2194 
Debonded A 10.64 6.83 4.45 53.50 8.56 2204 
Debonded B 12.70 6.67 4.29 53.66 10.08 2219 
30min A 14.45 6.83 8.26 53.02 12.16 2326 
30min B 14.13 6.67 6.51 53.50 11.14 2210 
2hr A 15.40 6.99 7.38 53.34 11.86 2067 
2hr B 17.30 6.67 6.83 53.66 12.38 2000 
1d A 16.03 6.67 7.62 53.50 13.13 2296 
1d B 15.72 6.51 7.94 53.50 12.13 2217 
3d A 15.24 5.87 7.46 53.50 11.48 2397 
3d B 15.72 6.99 6.19 53.50 13.43 2287 
7d A 15.24 6.67 6.67 53.50 12.45 2290 
7d B 15.40 6.83 6.35 53.66 12.61 2236 
Average 15.02 6.69 6.79 53.46 11.87 2214 
Standard Deviation 1.42 0.27 1.06 0.15 1.10 103 
 
 
The dimensions labelled A, B, C, and D in Table 1 are described in Figure 4. 
 
 




Comparing the specimen densities revealed reasonable precision, suggesting repeatability and 
consistency between the mixtures. 
 
3.4. SLUMP AND COMPRESSIVE STRENGTH 
The bonded and debonded concrete specimens all derived from one concrete mixture. 
The fresh concrete slumped 3 inches (7.6 cm) and the 7-day compressive strengths averaged 
5,082 psi (35 MPa). However, the cold joint specimens each derived from two concrete mixtures. 
The bottom layers for all cold joint specimens were composed from the same concrete mixture. 
However, the upper layers for each specimen were developed from different concrete mixtures. 
For example, one concrete mixture composed the upper layers of the two cold joint specimens in 
which the upper layers were placed 30 minutes after the bottom layers. A different concrete 
mixture with the same mixture proportions created the upper layers of the 2 hour cold joint 
specimens.  
Table 2 describes the slump values and 7-day compressive strengths of the cold joint 
specimens. The slump and compressive strength values listed by the time elapsed between layer 
depositions refer to the properties of only the upper layers of those specimens. All cylindrical 
concrete samples experienced compression failure patterns appearing similar to Types 2, 3, and 6 












7-day Compression Test Results 
Load (lbs) [kN] Strength (psi) [MPa] 
All – bottom layer 3.0 [7.6] 66550 ± 2959 
 [296 ± 13.2] 
5296 ± 235 
[36.5 ± 1.6] 30min 3.0 [7.6] 
2hr 2.5 [6.3] 60320 [268.3] 4800 [33.1] 
1d 3.0 [7.6] 67380 [301.7] 5362 [37.0] 
3d 3.5 [8.9] 56130 [249.7] 4467 [30.8] 
7d 2.0 [5.1] 53190 [236.6] 4233 [29.2] 
Average 2.8 [7.1] 60714 [270.1] 4831 [33.3] 
Standard Deviation 0.55 [1.4] 6250 [27.8] 497 [3.4] 
 
 
Considering the slump values and cylinder compressive strengths for the debonded and 
bonded specimens in addition to the cold joint specimens results in an average slump of 2.9 ± 
0.48 inches (7.4 ± 1.2 cm) and an average 7 day cylinder compressive strength of 4,874 ± 457 psi 
(33.6 ± 3.1 MPa). The standard deviation of slump values is greater than ASTM C143 allows 
[49]. However, the range of slump values is within the acceptable precision according to ASTM 
C143 when considering bonded, debonded, and cold joint concrete specimens [49]. However, the 
standard assumes that the slump tests are conducted on concrete of the same exact batch. While 
the mixtures should be similar, the greater standard deviation in slump values is understandable 
considering two different mixers were used due to the volume needs for the first mixture 
compared to the subsequent mixtures. In addition, the laboratory utilized for mixing has 
established slump variability of approximately 1 inch (2.5 cm) for two mixtures of the same 
composition with slump measurements conducted by the same individual. In addition, the 7-day 
compressive strength of the specimens are within the 500 psi (3.45 MPa) standard deviation 
found acceptable by ASTM C39 [50]. Therefore, the mixtures were considered repeatable and 
consistent throughout all concrete specimens.  
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CHAPTER 4: EXPERIMENTAL METHODS 
 
4.1. SPLIT-PRISM LOAD TESTS 
The split-prism load tests were conducted on the debonded, bonded, and cold joint 
specimens using a displacement controlled compressive testing machine. The MTS FlexTest 
Digital Controller machine is able to apply a maximum compressive load of 100 kips (445 kN). 
The bottom platen supported the entire length and thickness of the concrete specimens. The 
upper platen, or actuator, was fitted with a steel I-beam to distribute the load along the entire 
concrete specimen length. A smooth, steel rod, 22 inches (55.9 cm) long with a 1.5 inch (3.8 cm) 
diameter, was cut in half such that the flat side was tack welded to the top and bottom platens 
and the curved portion transferred load to the concrete specimen. Using a steel rod with a 1.5 
inch diameter prevented concrete crushing, which could happen with a smaller rod diameter, and 
instead promoted fracture along the layer bond interface, which would not be possible with too 
large of a rod diameter. This experimental set-up provided stability and prevented rotation of the 
specimen when applying the load on the concrete during testing. 
Each concrete specimen was placed between the rod supports with the bond interface 
parallel, centered, and balanced on the bottom rod half. The interface cross-sectional plane 
aligned with the compression force direction. A block placed under one side of the concrete 
specimen held the position of the sample while the machine preloaded a compressive force up to 
150 lbs (667 N). Preloading prevented the concrete specimens from translating or rotating about 
the rod halves. Some of the concrete specimens exhibited an uneven surface under the actuator 
head. The specimen gradually and marginally increased in depth along the length of the 
specimen, causing the actuator head to tilt slightly. In those instances, the actuator head was 
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loosened from position, allowed to adjust naturally to the concrete surface during preloading, and 
then locked once again into a fixed position. Allowing the actuator head to adjust as needed 
reduced localized surface tractions that may produce uneven stress fields and errors in the 
results, and enhanced contact between the loading rods and the bond interface. If a gap remained 
between the concrete surface and rods, a stiff neoprene strip was placed in the gap to even out 
the load distribution.  After applying the initial load and locking the actuator head into place, the 
block balancing the specimen was removed. Figure 5 illustrates the set-up of the split-prism test. 
 
 
Figure 5. Split-prism load test set-up showing the load distribution through the rods onto the 
interface. 
 
Figure 6 displays two photographs of the test set-up, with and without a concrete specimen to 




Figure 6. Split-prism load test set-up photograph without a specimen (left) and with a specimen 
(right).  
 
The applied force and strain were zeroed, and testing commenced. Because the test was 
displacement controlled, every distance below the zeroing point corresponded with an amount of 
load applied by the actuator. Using these measurements, the actuator measured and monitored 
the applied force and strain. The actuator loaded the concrete at a displacement controlled rate of 
0.0125 inches per minute (0.03175 cm per minute) continuously until failure. This load rate 
equals one quarter of the displacement controlled rate typically applied for standard cylinder 
compression tests. A connected data acquisition system collected the applied axial load and axial 
displacement data at a sampling frequency of 5 Hz. Visual inspection of the concrete specimens 
during testing yielded observations corresponding to maximum compressive loading points. 
During some instances, the interlayer bond cracked prior to complete failure because of some 
breakage occurring through the dense layer. Visual inspections monitored the evident breaking 
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of the specimen through the interface even though the specimen continued to hold load. The 
specimen failed when the concrete halves completely separated. At that point, data acquisition 
ceased and the load was removed from the concrete. Photographs of the failure surfaces were 
captured to assist the analysis, specifically in determining whether the compressive load maxima 
related to the bond strength or internal concrete strength. The same testing procedure was 
conducted on all laboratory specimens. 
The bond strength is calculated using 
 
(6) 
where  is the bond strength (psi),  is the bond failure load determined from the axial load 
versus axial displacement curves matched with visual observations (kips),  is the specimen 
dimension B from Table 1 (cm), and  is the specimen dimension D from Table 1 (cm).  
 
4.2. RADIOGRAPHY 
4.2.1. X-Ray Image Collection 
X-ray radiography was conducted on debonded, bonded, and cold joint concrete 
specimens by a certified University of Illinois Urbana-Champaign Newmark Machine Shop 
Laboratory technician. The dimensions of the concrete specimens were first measured. A 
concrete specimen was placed on top of a sleeved digital detector plate such that the specimen 
bond interface plane was parallel to the x-ray propagation path. The distance between the 
detector plate and x-ray source was fixed at 90.2 cm. The x-ray intensity was modified based on 
the exposure required to achieve the optimal human eye viewing. Based on previous experience 
with concrete specimens of similar thickness, the certified technician shot x-rays through the 
concrete using a tube current of 4 mA and constant voltage of 250 V, and an exposure time of 2 
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minutes and 30 seconds. The x-rays were released within an empty, lead-shielded room. Once 
exposure stopped, the technician removed the sample from the sleeved detector plate, turned off 
the light, and removed the detector plate from the sleeve. Leaving the lights on within the room 
while the detector plate was exposed would introduce more radiation to, and alter the amount of, 
intensity captured by the detector plate. Intensity captured as a result of the x-ray exposure would 
be indistinguishable from the intensity incurred because of room lighting. The detector uses a 
gadolinium oxysulfide (GOS) scintillator, which is a luminescent material that absorbs the 
energy of the incoming x-ray radiation particles and re-emits the absorbed energy in the form of 
light. The re-emitted light channels through a photodiode which converts the light to a voltage 
pulse. The detector plate was placed into a Carestream DRX-1 System, which measures the 
voltage pulse and shapes the signals into a digital grayscale radiograph image. The Carestream 
DRX-1 System was connected with the computer and allowed the technician to view the x-ray 
image results.  
When transferring the x-ray image from the Carestream DRX-1 System to the Carestream 
Industrex Digital Viewing Software on the computer, the software performed background 
adjustments to the presentation of the image. The software performed small adjustments to the x-
ray image to achieve optimal human viewing. As a result, each image retained unique mean 
(arithmetic average) and mode (the most frequently occurring value in a set) values of greyscale 
distribution. The 8-bit images incorporated 256 greyscale shades.  
The detector plate was then removed from the machine and replaced to the sleeve. The 
upper left corner of the concrete specimen was marked to provide a reference for the orientation 




Figure 7 shows the radiograph x-ray image of the 3-day cold joint specimen after the 
Carestream Industrex Digital Viewing software adjusted the image for optimal viewing. The 
black areas along the top and bottom of the image represent uninhibited x-ray penetration, 
indicating no concrete was at those locations above and below the boundaries of the sample. The 
lighter coloring within the image represents the x-ray interaction with the concrete specimen. A 
broad range of greyscale shades compose the image, suggesting associated density variations in 
the concrete material. Darker areas within the concrete x-ray image indicate that more x-rays 
penetrated through that location to the detector screen, suggesting higher concrete porosity or 
decreased specimen thickness. Specifically, Figure 7 displays a darkly shaded line through the 
middle of the x-ray image, indicating a density decrease, with potential material weakness, along 
the middle zone of the specimen. This line represents an apparent cold joint interface between 
the two layers, confirming the presence of a bond interface.  
 
 






4.2.2. Image Analysis 
ImageJ software was utilized to analyze the radiograph images. Visual inspection of the 
x-ray images confirmed the presence or absence of a bond interface within all the specimens. 
However, the radiograph images may provide additional bond quality information through 
additional image processing that quantifies bond quality. However, the automatic image 
optimization techniques performed in the background of the Carestream Industrex Digital 
Viewing Software modified the mode and mean greyscale values of the image pixels. Thus, the 
images could not be directly compared to one another without first mitigating the influence of 
the software’s viewing optimization. Image processing was needed to equalize the images 
according to mean and mode greyscale values. 
Image processing techniques were investigated to identify a method that converted a 
greyscale image into black-and-white while accounting for mean and mode greyscale values. 
The objective of this effort is to quantify image differences between the interfaces and layers in 
such a way as to make the images greyscales comparable to one another. Reducing the 256 
greyscale shades to only black and white simplified quantification the bond interface 
characterization, and additional amplified the edges of the image. Thus, the focus of the 
investigation, the layer interface, also became the focus of the image. Two image processing 
techniques provided by ImageJ, “Find Edges” and “MaxEntropy Thresholding,” were applied to 
the images in effort to equalize the greyscale values of the images. Both techniques require 
background knowledge to fully comprehend the processing.  
Valley-seeking processing methods have traditionally been utilized to modify images 
with bimodal greyscale distributions to account for variations in greyscale mode and mean. 
However, x-ray radiograph images typically exhibit unimodal greyscale distributions. Kapur et 
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al. proposed an image thresholding method created for greyscale images with non-bimodal 
histograms [51]. The maximum entropy processing technique Kapur et al. proposed uses a 
maximum and minimum bound posterior probability (MAP). Kapur et al. describes the posterior 
probability mathematically, but it may be broken down logically into five steps:  
(1) identify mean and mode greyscale values of the image;  
(2) calculate the frequency of occurrence of each greyscale value within the image; and 
(3) sum the frequencies of greyscale values within greyscale value windows. The 
windows relate to the mean and mode greyscale values. The greyscale value windows extend (a) 
from greyscale value 0 to the mean value, (b) from the mean value to the mode value, (c) from 
the mean value to greyscale value 256, (d) from greyscale value 0 to the mode value, (e) from the 
mode to the greyscale value 256, and so on. Then, 
(4) take the natural logarithm of the frequency summation for each window, and 
(5) sum the results from all windows.  
In other words, the posterior probability normalizes image greyscale based on the mode 
and average greyscale values presented in the original image histogram [51]. From the statistical 
posterior probability, a minimum and maximum greyscale value are identified as thresholds that 
separate background image data from the relevant image data. The greyscale values between the 
minimum and maximum thresholds are the greyscale values with maximum entropy. The process 
then assigns the maximum entropy greyscale values into categories of either white or black. 
Thus, the resulting image is binary with reduced noise.  
The creators of ImageJ integrated this thresholding method into the software and titled it 
“MaxEntropy” thresholding. However, Kapur et al. describe shortcomings and uncertainties of 
this maximum entropy thresholding method, specifically that “a second-order statistic or some 
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local property with [the] entropic concept of thresholding” may provide better image 
segmentation results [51]. The need for additional localized processing is particularly essential 
for comparing two different images with the same maximum entropy threshold, or greyscale 
mode.  
The digitalized radiograph images of the laboratory concrete specimens used in this study 
displayed unimodal greyscale distributions. Many images displayed different mode and mean 
greyscale values, while some images had the same mode but different mean greyscale values. 
Kapur et al. recommended that when comparing two images, especially those with the same 
mode greyscale value, a processing technique that examines small subsets of the images should 
be utilized. The maximum entropy thresholding technique only evaluates the entirety of an 
image. To properly utilize maximum entropy thresholding, it should be used in conjunction with 
a processing technique that examines the image in small arrays, or on a local level. To satisfy 
this requirement put forth by Kapur et al. and to bring the interface into the focus of the image, 
an image processing technique is needed that enhanced contrast of the image subject. 
Utilizing the Sobel technique prior to implementing maximum entropy thresholding 
satisfies Kapur et al.’s stated need for an additional processing technique that focuses on small 
localization of the image rather than the image as a whole. In addition, the Sobel technique 
emphasizes patterns within the image which, in this study, identifies and enhances the bond 
interface within the images. The Sobel filter is an edge detection technique that analyzes an 
image in 3 by 3 pixel arrays and highlights a gradient, or large difference in greyscale value. 
Where a sharp intensity gradient appears, the two neighboring 3 by 3 pixel arrays convolve to 
create both a vertical and horizontal derivative [52]. The square root of the sum of the squares 
combines the two derivatives, enhancing the contrast between the “edges” and the adjacent 
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pixels [52]. The Sobel technique maintains the unimodal greyscale distribution observed in the 
raw image. Thus, the Sobel technique conducts localized image processing that may be used in 
conjunction with globalized maximum entropy greyscale thresholding. ImageJ includes the 
Sobel technique in its “Find Edges” function.  
Implementing the Sobel edge detection and maximum entropy thresholding methods 
emphasizes the bond defects in the image and allows for quantitative image comparison of the 
bond quality between specimens. Thus, the bond quality of a concrete specimens is characterized 
by comparing the pixels creating the interface versus those composing the rest of the image. This 
comparison is conducted by calculating a ratio of the number of pixels representing the interface 
to a total radiograph image pixel count. In ImageJ, maximum entropy thresholding segments the 
image into a binary greyscale distribution. The binary distribution simplifies the process of 
obtaining a ratio for the number of white pixels compared with the total number of pixels in the 
image. 
The first step in the analysis procedure consisted of cropping the images such that only 
the area representing the concrete specimen is contained in the images. Then the user selects the 
rectangle tool and fits the edges of the rectangle to the area of the image showing only the 
concrete specimen. Enter the “Image” menu and choose “Crop.” Figure 8 displays a cropped x-
ray radiograph image of the 3-day cold joint specimen. 
 




Figure 9 displays a histogram exhibiting the unimodal greyscale distribution of the image 
pictured in Figure 8. The histogram displays the range of greyscale values featured in Figure 8, 
and shows statistically important values utilized during the image processing. Count describes 
the total number of pixels creating the image 
 
Figure 9. Unimodal greyscale distribution / histogram (greyscale value frequency vs. greyscale 
value) from ImageJ for the cropped x-ray image of a concrete specimen with layers placed 3 
days apart, shown in Figure 8, prior to implementing the Sobel and Maximum Entropy 
Thresholding processing methods. Greyscale value 0 represents black and greyscale value 255 
represents white. 
 
Next, the user enters the “Process” menu and selects “Find Edges.” “Find Edges” 
implements the Sobel filter which emphasizes the interface. The greyscale shade intensities in 
Figure 10 display the interface in the 3-day cold joint specimen. The cold joint, created by 
placing the layers at different times, and aggregate outlines are visible in the image. Thus, the 





Figure 10. X-ray image of the 3-day cold joint concrete specimen shown in Figure 8 after 
applying the Sobel edge detection method “Find Edges.” 
 
The greyscale distribution of Figure 10 is presented in Figure 11. Notice that the greyscale 
distribution remains unimodal, but has shifted to a darker greyscale mean and mode as a result of 
the localized edge detection processing. The greyscale mean and mode values are important for 
the next processing method, maximum entropy thresholding. The sharp peaks were caused by the 
convolution of pixel arrays, which enhanced some greyscale shades and diluted others. 
 
Figure 11. Greyscale distribution / histogram (number of pixels vs. greyscale value) of the image 




The user can threshold the image according to the maximum entropy methodology by selecting 
Image, Adjust, and Threshold. The user should select “maxEntropy” from the drop-down menu 
of thresholding techniques then apply. Figure 12 shows the thresholding toolbar and the selection 
of the greyscale distribution over which the maximum entropy calculations occur as described by 
Kapur et al. [51]. Notice that a box encloses the greyscale values representing 99.06% of the 
pixels. The pixels with greyscale values outside the box are disregarded, while the greyscale 
values within the box represent the maximum entropy of the image. 
 
Figure 12. Maximum Entropy Thresholding showing the greyscale values that represent 99.06% 
of the pixels in the radiograph image of the 3-day cold joint specimen after implementing edge 
detection using ImageJ. 
 
Figure 13 displays the x-ray image of the 3-day cold joint specimen after applying the maximum 
entropy image thresholding method. Notice the reduction of background noise and the emphasis 





Figure 13. Modified version of the image shown in Figure 10 after applying the maximum 
entropy thresholding method developed by Kapur et al. [51]. 
 
After selecting the image, choose “Analyze” from the toolbar and select “Histogram.” 
The histogram plots pixel count versus greyscale shade. Notice in Figure 14 that only greyscale 
values equaling zero and 255 have any pixel count. The maximum entropy thresholding 
segmented the image into two bins, creating a binary image. Black is associated with the 
greyscale value of 255, and white is associated with the greyscale value of zero. Scrolling over 
the histogram bars changes the greyscale value and count number in the bottom right corner of 





Figure 14. Histogram plot (number of pixels vs. greyscale value) of the binary image Figure 13 
showing the pixel count distributed into white (0) and black (255). 689,041 of the pixels are 
black out of the 696,465 total pixel count. 
 
After alterations from the Sobel edge detection and maximum entropy thresholding methods, 
damage at the interface was represented by white pixels. To quantify debond along the specimen 
interfaces, the radiography images were compared using a ratio of white pixels to total pixels:  
 
(7) 
where  is the ratio,  is the black pixel count according to the corresponding image histogram 
(shown in Figure 14 as the value in parentheses following the mode greyscale value), and  is 
the total pixel count according to “Count” in the corresponding image histogram. 
 
4.3. ULTRASONIC PULSE VELOCITY 
The ultrasonic pulse velocity tests utilized a pulser-receiver unit, digital data acquisition 
system, amplifier, and two 54 kHz transducers. The UPV tests were conducted in accordance 
with ASTM C597 [53]. Ample petroleum jelly coupled the transducers to the specimens’ 
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concrete surfaces in the configurations shown in Figure 15. The dashed lines in the figure 
illustrate the assumed wave paths through the concrete. 
 
Figure 15. UPV transducer configurations shown with respect to the concrete specimens. The 
black squares and circles represent the transducers, the blue dashed lines represent the assumed 
primary wave path, and the rounded grey rectangles represent concrete layers of the specimen. 
 
The pulser-receiver system measured the time duration between which one transducer 
sent a primary wave and the other transducer received the wave. After recording the indicated 
wave travel time, the transducers were removed and replaced on the same locations two more 
times to confirm the travel time. An average value of the three travel time measurements was 
reported. A linear wave path between the transducer locations was assumed and measured. The 
primary wave velocity of the material was calculated using that path distance and time between 
wave arrivals  
 
(8) 
where  is the primary wave velocity,  is the linear distance between the transducers, and  is 
the average time of primary wave arrivals.  
A common UPV transducer configuration is the epi-center configuration shown as 
Configurations 1 and 4 in Figure 15. The epi-center configuration is reliable because the 
expected wave path is well predicted [53]. Configuration 1 is used to assess the bond quality at 
the interface with UPV as the wave path intersects the interface. A weaker interface with 
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increased porosity or partial disbonding along the interface would be expected to lower the 
apparent  of the material because a weak interface likely has more air. Air is a slower medium 
for waves to travel through. The first primary wave to reach the receiving transducer determines 
the recorded wave travel time. The primary wave is forced to either travel through the slower 
medium or increase its wave path distance to circumvent the slower medium. Therefore, the 
primary wave traveling through the interface is influenced by the interface. Configurations 2 and 
3 are not typically used, but are configurations that could be used to assess the interface in cases 
where the top and bottom surfaces are not accessible. Wall sections such as 3D printed concrete 
elements, for example, have only side surfaces accessible for testing. Configuration 2 is 
conducted with the transducers on opposite sides of the concrete wall, while Configuration 3 is a 
same-side method. Configuration 4 provides information about the wave speed through the 
concrete layers, but not through the interface. Thus primary wave velocities measured from 
Configuration 1 can be compared with those from Configuration 4 to help determine the 
influence of the interface on the primary wave. If Configuration 1 returns slower primary wave 
velocities than Configuration 4, large amounts of air and porosity plague the interface location 
and suggest a weak interface.   
 
4.4. VIBRATION RESONANCE 
4.4.1. Data Collection Process 
The vibration resonance tests were conducted in accordance with ASTM C215 [34]. The 





Figure 16. Test set-up for torsional resonance vibration tests [34]. 
 
The accelerometer and impacts were located in different configurations than those 
depicted in Figure 16. Impact and sensor locations were selected in order to replicate the case of 
a 3D printed wall structure that does not have accessible top or bottom surfaces. Therefore, the 
accelerometer was attached to one side of the concrete specimen. Glue coupled the accelerometer 
to the concrete. The accelerometer receives optimal results when located at vibration antinodes, 
where high amplitude vibrations, or high displacement, occur [34]. For the fundamental torsional 
mode of vibration, the center point of a beam represents a node while the ends represent 
antinodes. In effort to interrogate the interface using this vibration resonance method, the 
accelerometer was placed in the center of the bottom concrete layer of the specimens. The upper 





Figure 17. Vibration resonance impact (x) and accelerometer (circle) locations. 
 
In order to determine which fundamental mode the impacts shown in Figure 17 excited, two 
solid prisms were tested. The two solid prisms were excited in the new configurations as well as 
the fundamental modes: transverse, longitudinal, and torsional. The solid prisms were the same 
size as the specimens created for this investigation. The Results chapter displays the evidence 
that the fundamental torsional mode was excited by the configurations displayed in Figure 17. 
LabView Signal Express was utilized to collect the vibration data. The LabView Signal 
Express code set-up is displayed in Appendix A. Collected data is present to the user in LabView 





Figure 18. LabView Signal Express software screen showing the code in the toolbar on the left, 
the “Run” button in the upper left corner, a graph of Time vs. Voltage towards the top, and the 
Signal Express conversion of the time domain signal to frequency domain shown in the bottom 
graph. 
 
Selecting “Run Once” in the signal viewing software triggered the system to prepare to 
collect data. A 6 mm, stainless steel ball impacted the concrete to generate vibrations. The 
accelerometer detected the vibration response and the data were sent to the acquisition system.  
The time signal from each impact was recorded for 0.25 seconds. The software collected 50,001 
data points with a sampling frequency of 200 kHz. The signal viewing software recorded and 
displayed the time signal received by the accelerometer. The time domain plots were visually 
inspected to ensure that only a single impact struck the concrete. In the event of a double impact, 
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the data were discarded and the test repeated. The software then calculated the corresponding 
frequency domain plot. This process was conducted five times for each sample in each impact 
configuration. Once complete, the time domain signals were exported to a USB drive for later 
analysis. Figure 19 shows an example time domain signal from a vibration obtained from a 
bonded concrete specimen. 
 
 
Figure 19. Sample time domain signal captured by an accelerometer during a vibration test of a 
bonded concrete specimen. 
 
Figure 20 displays the frequency domain plot that corresponds with the time domain signal for a 
bonded concrete specimen shown in Figure 19. The sharp peaks that appear at the lower 
frequencies represent individual resonance modes of vibration, each with distinct frequency and 
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mode shape. The peak frequencies presented in Figure 20 represent vibration modes that do not 
coincide with the typical modes: longitudinal, transverse, and torsional.  
 
 
Figure 20. Sample frequency domain plot showing the peak resonances at frequencies less than 
4500 Hz associated with the vibration of a bonded specimen impacted based on configuration 
three in Figure 17, and corresponding to the time domain signal displayed in Figure 19.  
 
4.4.2. Data Analysis 
A Matlab code, shown in Appendix B, retrieved and read the time domain signals from 
the USB drive. The Matlab code plotted the time domain signals for all impacts of each 
configuration. The time domain amplitudes were then converted into frequency domain 
(amplitude spectra), and the time index of the signals were converted into a frequency index. In 





where  is the sample interval,  is the signal duration (0.25 seconds), and  is the number of 
data points following the initial point (50,000 points).  
The frequency interval was then calculated: 
 
(10) 
where  is the frequency interval. 
The frequency index array was computed using 
. (11) 
The frequency index array is only valid from zero to the Nyquist frequency:  
 (12) 
where  is the Nyquist frequency or the frequency past which the data are invalid. 
The time domain signals were converted to frequency domain signals using a numerical version 
(FFT algorithm) of the Fourier Transform 
 
(13) 
where  is the complex-valued signal with respect to frequency,  is the time domain 
signal,  is the imaginary number ( ),  is frequency, and  is time. 
The peak frequencies were noted visually, recorded and compared between the varying impact 
configurations and concrete specimens.  
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Calculating a dynamic modulus of a sample from a known resonance frequency 
eliminates variability caused by this technique’s sensitivity to specimen geometry. According to 




where a is smaller cross-sectional dimension of the rectangular prism and b is the larger cross-
sectional dimension of the rectangular prism taken as specimen dimension B from Appendix C. 
The peak frequency along with dimensions of the concrete specimen are used to calculate the 
dynamic shear modulus, using [34]: 
 
(15) 
where  is the dynamic shear modulus,  is the length of the concrete specimen taken as 
specimen dimension D from Appendix C,  is the mass of the concrete specimen, and  is the 
first peak frequency, which corresponds to the fundamental torsional mode frequency, 
determined using the frequency domain plot. 
 
4.5. SHEAR WAVE ENERGY TRANSMISSION 
4.5.1. Theory 
A Proceq Pundit multi-array ultrasound device captured the shear wave energy 
transmission within the concrete between transducers. The Pundit has eight rows of three 
transducers, with each row of transducers spaced 3 cm apart. The three transducers in each row 
operate in conjunction, as the device automatically averages the energy across each row. The 
transducers are in physical contact with the sample and vibrate in a tangential direction to the 
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concrete surface when driven by a voltage spike of 200 V. The transducers vibrate at a frequency 
of 40 kHz and the sampling frequency of the receiving transducers was 1,000 kHz. The energy 
sent from the three transducers in row zero propagate in the concrete and are then received by the 
transducers in rows one through seven in sequence. Then, the transducers in row one send shear 
waves, which transducers in rows two through seven then receive in sequence. That pattern 
continued progressively, resulting in the reception of 28 time domain A-scan energy signals for 
each array measurement. Figure 21 displays a schematic to illustrate how the transducers send 
and receive shear waves for each scan, assuming back side reflected wave paths. The represented 
by one color portray the propagation of shear waves sent by one transducer.  
 
Figure 21. Schematic of ultrasonic array hardware showing position on test sample and possible 
wave paths with colored lines.  
 
The shear wave time domain signals captured by the receiving transducers are referred to 
as A-scans when plotted as signal amplitude versus time. The Pundit stacks the A-scans to 
develop a synthetic aperture focusing technique (SAFT) image. A SAFT image is a two 
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dimensional representation of the sample, with colors to present the locations from which a large 
number of waves reflected. The SAFT image created by the multi-array ultrasound device is 
typically utilized to identify and locate reinforcement and large voids.  
Figure 22 shows a sample SAFT image from the Pundit of a debonded concrete 
laboratory specimen. The locations with “warmer” colors (red) in the image depict areas from 
which larger amounts of wave energy are reflected, while “colder” colors, such as black and dark 
blue, depict areas with smaller amounts of reflected energy. The figure displays a cross-sectional 
image that represents depth within the specimen versus distance across the specimen. At the 
corresponding locations, energy amplitudes indicate high and low reflection points in the cross-
section. However, above a depth of 10 cm, the top of the image showing alternating energy 
amplitudes associated with blue and black, are irrelevant areas of the scan where the axial 
resolution of the device could not detect changes in reflected energy. In addition, notice that red 
locations appear skewed to the left of the image. This skew resulted from averaging conducted 
by the device to generate the SAFT image, and portrays the lack of energy received from the 
transducers in the higher numbered transducer rows. A few of the higher numbered transducer 
rows were not located on the concrete surface and the shear waves did not reach those 
transducers. The areas with increased reflected energy at a depth around 6.8 cm appear to have a 
circular shape. However, 6.8 cm corresponds with the depth of the concrete specimen and the 
high energy (red) areas likely represent the backwall of the specimen. The backwall describes the 
depth where the wave exited the concrete and encountered another medium. The information 
displayed below a depth of 6.8 cm is irrelevant to the concrete specimen. The interface is located 
along a scan distance of 6.6 cm, though there are no indications of the interface visible in the 
energy reflection amplitudes.  
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Therefore, the SAFT images are not able to provide any information about the interface 
condition of the concrete specimens. The axial and lateral resolutions of SAFT images are too 
low and the defects within printed concrete are too small to provide meaningful information. The 
SAFT images do not help with characterizing interlayer bonds. However, it is possible that by 
analyzing the individual time domain signals, or A-scans, more information about the concrete 
interface condition can be obtained. 
 
 
Figure 22. Example SAFT image measured from a debonded laboratory concrete specimen. The 
high reflected amplitude areas (red) at a 7 cm depth represent the concrete backwall; the 
interface is not identifiable at its known scan distance of 6.6 cm. 
 
 
4.5.2. Device Operation 
The user should… 
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 Connect the Proceq Pundit multi-array ultrasound device, pictured in Figure 23, 
with a cable to a Proceq data analysis unit, displayed in Figure 24.  
 Press the power button for 3 seconds on each device to turn them on, and allow 
communications to synchronize between devices.  
 
 





Figure 24. Proceq data analysis unit display screen with the power button indicated. 
 
Before capturing data, the user must apply the device to measure the shear wave velocity of the 
concrete specimen under test. On the home screen of the data analysis unit, the user should select 





Figure 25. Proceq data analysis unit home screen with measurement button indicated. 
 
The screen displays an image of the ultrasound device, with a line to indicate transducer row 
“zero,” as shown in Figure 26. Figure 27 displays the screen that appears while measuring the 
shear wave velocity through the concrete.  
 







Figure 27. Proceq data analysis unit shear wave velocity measurement screen. 
 
The user should press the ultrasound device transducers down onto a flat area of the concrete 
specimen. The red lettering showing “0 m/s” in Figure 27 should turn green and display a 
velocity once all transducers adequately contact the concrete. Press the middle button on the left 
handle of the Pundit to capture the shear wave velocity of the concrete between the transducers. 
Figure 28 indicates the middle button on the left handle of the Pundit, which triggers the 





Figure 28. Pundit measurement device showing the eight by three transducer array where 
transducer row zero comprises the three transducers on the far left. The red arrow indicates the 
capture button as the middle button on the left handle, which triggers the transducers to begin 
sending shear waves in order from row zero (far left) to row six (second from the far right). The 
white ceramic tips on the transducers vibrate to send a shear wave. 
 
Move the test unit head further down along the length of the same specimen. Press the 
transducers down onto the concrete specimen and press the middle button on the left handle to 
capture the shear wave energy time domain signals. The Pundit internally calculates the resulting 
shear wave velocity. Reposition the test unit head and capture scans at least twice more on 
different locations along the length of the specimen to acquire an average shear wave velocity 
through the material. The test unit head should be parallel to any interfaces within the specimen 
to prevent interference from the change in energy across the interface. The transducers should 
have good contact with a level portion of the concrete surface for every scan. After obtaining 
three average shear wave velocity measurements, press the check mark icon on the data analysis 
unit, shown in Figure 29. The unit automatically calculates the overall average shear wave 
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velocity and utilizes that information to generate the SAFT images in the energy captures that 
follow. Then return to the measurement display screen on the data analysis unit. 
 
 
Figure 29. Proceq Data Analysis Unit showing the shear wave velocity measured between 
transducers (in green) that are averaged to return the shear wave velocities on the right (in 
white), which are then averaged again to return the shear wave velocity (bottom right in white) 
used to create the SAFT images.  The red arrow indicates the check mark that the user presses to 
accept the new average shear wave velocity.  
 
Change the name of the scans to be captured by selecting the writing icon towards the top left of 
the data analysis unit screen, pictured in Figure 30. Figure 31 presents the file naming screen. It 
may be helpful for the scan name to include: the name of the specimen, the date of the scan, the 
date the specimen was created, the orientation or location of the scan, and a scan number. The 
device will automatically increase the last digit of the scan name by one number with each 




Figure 30. Proceq data analysis unit showing the screen displayed while taking measurements, 
where the energy amplitudes appear in the middle of screen, the measurements depths are 
indicated on the left, and the shear wave velocity used for the internal analysis is shown on the 
bottom of the screen in white. The red arrow indicates the scan name editing button. 
 
 




The Pundit multi-array ultrasound device was placed against the concrete specimens such that 
the length of the device was perpendicular to the interface of interest; the interface was located 
approximately along the center depth of the sample. Transducer row zero was placed near one 
edge of the concrete, such that transducer row zero was parallel to the interface and the test unit 
head was perpendicular to the interface. This configuration allowed as many transducers as 
possible to touch the concrete surface. Press the middle button on the left handle of the 
ultrasound device to trigger the sending and receiving of shear waves between the transducers. 
Figure 32 displays an image of the Pundit device pressed against the concrete specimen surface. 
 
 
Figure 32. Pundit device pressed onto the concrete specimen surface to collect shear wave data. 
 
After triggering the sending of the shear wave, measure the width dimension of the specimen at 
the scan location, and the distances between the edge of the ultrasound device and the concrete 
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specimen in both the length and width orientations. If the interface is visible at the concrete 
surface, record the distance along the specimen width from the interface to the parallel edge of 
the concrete. The described dimensions are displayed in Figure 33.  
 
 
Figure 33. Schematic describing the recorded distances from the Pundit device to multiple 
features of the concrete specimen. These dimensions are used to calculate the location of the 
interface with respect to each transducer. A is the scan distance or specimen width, B is the 
distance from the edge of the Pundit device nearest transducer row zero to the farther parallel 
edge of the specimen, C and D are the widths of each layer or distances from the specimen edges 
to the interface, E is the distance from the side edge of the Pundit device to the edge of the 
specimen along the length, and F is the distance between the specimen and Pundit device edge 
nearest transducer zero. 
 
Move the device along the interface length and continue capturing energy transmission data. 
Capture at least four scans per specimen, preferably with the scan footprints side-by-side but not 
overlapping. Collect at least three scans per sample. Perform the same process for other samples, 
remembering to measure the shear wave velocity for each new specimen.  
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When finished, return to the home display screen on the data analysis unit. Insert a USB 
drive into the port shown in Figure 34. Enter “Explorer” mode displayed in Figure 35. Begin 
selecting the collected scans and press the USB drive icon in the bottom right corner of the data 
analysis unit to export the data to a USB drive, as shown in Figure 36.  
 
 









Figure 36. Proceq data analysis unit showing the explorer screen. The red arrow on the left 
indicates a check box for selecting the scans that the user wishes to export onto the USB drive 
and the red arrow on the right indicates the button to press to transfer the selected data files onto 





After downloading the data and removing the USB drive, shutdown both the ultrasound device 
and the data analysis unit. Press and hold the power button on the multi-array ultrasound device 
for three seconds, then do the same for the data analysis unit.  
 
4.5.3. Data Analysis 
Connect the USB drive with the data to a computer. Download the PL-
Link_Setup_V_3_0_4 software from the Proceq website. Open the file from the USB drive using 
the recently downloaded software. The software allows the user to view the B-scan images and 
download the A-scan files. Select the files keeping the order in mind. When exporting multiple 
files, the files selected will have one name in common and the software automatically increments 
the number at the end of each scan name in the order of selection. Once the files are selected, 
click “Export CSV” towards the upper left corner. A dialog box will appear. Select “Each object 
to a separate file,” “Selection only,” and “Export waveform data (if available).” Click “Export” 
and name the group of files. The software saves the data from each scan into .csv format. 
A Matlab code was created to facilitate data analysis, and is shown in Appendix D. The 
Matlab code opens and reads data from the .csv files. The code plots the time domain curves 
from each receiving transducer row. Each time domain curve includes direct and reflected shear 
waves. Figure 37 illustrates the physical representation of the direct shear wave and first 





Figure 37. Illustration of expected wave paths: Left: direct shear wave arrival to receiving 
transducers, Right: arrival of first reflected shear wave to receiving transducers  
 
 Figure 38 shows a time domain signal from a bonded concrete sample with curing 
compound where the direct shear wave and reflected shear wave arrive to a receiving transducer.  
 
Figure 38. Time signal of a shear wave sent by transducer row zero and received by transducers 
in row one. The arrows identify the direct pulse and reflected pulse from a bonded concrete 




The Matlab code used trapezoidal integration to calculate the energy of the shear waves sent 
from transducer row zero and received by the other seven transducer rows over a constant time 
window of 2e-4 seconds. The constant time window was utilized to generate a more equal energy 
calculation between the specimens, increasing the ability to compare the energy values. The 
specific time window of 2e-4 seconds ensures that the entire length of the direct and first 
reflected pulses are included in the integration window. The time domain signals were integrated 
from the arrival of the first direct wave, as displayed in Figure 38, to 2e-4 seconds after that first 
arrival time. The time of arrival of the direct wave varies for each transducer row and each 
specimen. The trapezoidal integration was conducted on the square root of the signal squared to 
ensure integration over the entire area under the curve, both greater than zero and less than zero. 
For example, integrating a sine wave from 0 to 2  using this Matlab code equals 4 instead of 





Figure 39. Time domain signals for a debonded concrete sample where transducers in row zero 
sent shear waves that receiving transducers in rows one through four captured. The red arrows 
indicate the arrival of the direct wave and therefore the beginning of the energy integration 
window.  
 
The energy values calculated for the rows of receiving transducers were divided by the energy 
calculated for the first row of receiving transducers, using: 
 
(16) 
where  is the normalized energy value for transducer row ,  is the energy value for 
transducer row  calculated using the trapezoidal integration over 2e-4 seconds, and  is the 
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energy value calculated for the first receiving transducer row adjacent to the sending transducer 
row. 
The normalized energy values for each row of transducers were plotted, as shown in 
Figure 40.  
 
 
Figure 40. Sample plot of normalized energy vs. receiving transducer row for a debonded 
concrete sample, where transducers in row zero were senders and the bond interface is located 
between transducer rows one and two. 
 
   
The distance from each transducer row to the interface was calculated using the 
measurements recorded during the scan process, as shown in Equations 17 and 18. The specimen 
edges were typically located between transducer rows four and five. Beyond transducer row four, 
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reflections from the specimen edges interfere with the results. Equation 17 computes the distance 
from transducer row zero to the interface:  
 (17) 
where  is the distance from the transducer row zero to the interface (cm),  is the distance 
from the edge of the Pundit device to transducer row zero (1.5 cm), and  is measured dimension 
F described in Figure 33.  
Equation 18 determines the distance from transducer rows one through seven to the interface: 
 (18) 
where  is the distance from a transducer row to the interface,  is the distance from the 
previous transducer row to the interface,  is the distance between adjacent transducer rows (3 
cm), and  is measured dimension C described in Figure 33. 
Negative values of  indicate that the transducer row received signals that not 
influenced by the layer interface. Positive  values suggested that the transducer row of interest 
captured shear wave signals which passed through the interface. Positive  values greater than 
measured dimension B from Figure 33 corresponded to transducers not in contact with the 
concrete. The normalized shear wave energy transmission values agreed with the lack of contact 
suggested by the dimensions, typically equaling less than 0.01. The results from transducers 
lacking contact with the concrete were disregarded. To better visualize the scan energies, the 
normalized energy values determined from transducers in contact with the concrete specimen 
were then plotted against the distance of the transducer row from the interface. From this, the 
difference in normalized energy across the interface was calculated.  
For further comparison of the shear wave energy transmission through the interfaces, the 
ratios of normalized energy between adjacent transducer rows were calculated. The ratios of 
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normalized energy, for example, from transducer rows one to two for the signals sent from 
transducer row zero was calculated using: 
 (19) 
where  is the ratio of normalized energy,  is the normalized energy value for transducer 
row two, and  is the normalized energy value for transducer row one. 
Comparing the ratios of normalized energy values revealed that the lower ratios suggest a 
weak region. The location, for example between transducer rows one and two, with the smallest 
ratio of normalized energy coincided with the location of the interface. The location of the 
interface within the laboratory concrete specimens was known from visual inspection and from 
the dimensions recorded during testing. Therefore, comparing the ratios of normalized energy to 




CHAPTER 5: RESULTS AND DISCUSSION 
 
5.1. SPLIT-PRISM LOAD TESTS 
Figure 41 presents the broken debonded, bonded with curing compound, and bonded 
concrete specimens after testing. The photographs show the failure patterns of the specimens 
after performing the split-prism tests. Each specimen is exhibited as two adjacent halves showing 
the failure surfaces. The white dashed lines in the image separate the specimen sets. The solid 
white lines separate the specimens by bond condition: debonded, bonded with curing compound, 
and bonded without curing compound. The yellow areas along the failure surfaces of the 
debonded specimens depict physical bond breakers placed into the samples, revealing the bond 
interfaces of the specimens. The photographs demonstrate a combination of failure surfaces 
through bond interfaces and through the layers. The locations where the failure surface went 
through the layers instead of along the bond interface are identified later in this section.  
 
 





Figure 42 displays the applied load versus displacement results recorded during the split-
prism tests for all debonded and bonded specimens; the responses from the cold joint samples 
will be shown separately later. The test originally captured negative load and displacement 
values, indicating compression. For clarity purposes during data presentation when discussing 
maximum loads, the load and displacement values were multiplied by negative one. 
 
Figure 42. Applied load vs. displacement curves for the split-prism load tests performed on 
bonded and debonded concrete specimens.  
 
Visual inspections were conducted on each concrete specimen during mechanical testing. 
Those observations yielded information about what the concrete specimens experienced to 
suddenly decrease the concrete’s ability to hold applied load. The meticulous visual observations 
proved particularly useful in situations where the concrete experienced multiple local maxima in 
applied load. Local maxima applied load values occurred simultaneously with the appearance of 
a flexural crack or bond crack. Therefore, the visual observations assisted in determining which 
event type was associated with the varying strengths the concrete samples displayed. References 
to a “back” or “front end” of the concrete specimens relate to the orientation within the testing 
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apparatus. Whether a crack appeared at the front or back end is irrelevant, but provides a 
clarification when differentiating one stress event from another. 
One debonded specimen experienced a first local maximum at 2.72 kips, at which time a 
crack developed on the back end along the bond interface. A second maximum, which occurred 
at 5.39 kips, corresponded with the development of a crack along the bond interface on the front 
end of the concrete specimen. At this time, one of the concrete layers appeared to support much 
of the load until a second crack formed on the front end through the layer upon reaching 8.36 
kips of applied load. Therefore, the bond failure load varies from 2.72 kips to 5.39 kips through 
the sample. Knowing that the yellow areas in Figure 41 depict the physical bond breaker, and 
therefore the bond interface, the failure surfaces corroborate with visual observations that the 
split-prism test broke the specimens along the bond interfaces. 
A flexural crack, pictured for clarification purposes in Figure 43, appeared in the second 
debonded specimen at an applied load local maximum of 6.1 kips. Bond cracks at both ends 
became visible shortly after a slight decrease in the supported applied load at 3.86 kips and 0.042 
inches of displacement. The concrete specimen broke fully apart at the maximum load of 7.7 
kips. Upon inspecting the failure surface, the bond likely broke under approximately 3.86 kips of 





Figure 43. Flexural crack occurring during mechanical testing. 
 
Bonded specimen 1 steadily displaced while the load increased until reaching a maximum 
load of 22.1 kips. At the maximum applied load, the specimen broke along the bond interface. 
Bonded specimens 2 and 3 experienced similar load and displacement relationships, with 
maximum loads that corresponded to the bond failure loads equaling 21.85 kips and 21.6 kips, 
respectively. A flexural crack also developed in Bonded specimen 2 at an applied load of 2.8 
kips.  
Visual inspection of the failure surfaces of the bonded specimens yields difficulty in 
discerning the location of the bond interface. The bond interface should display fewer aggregates 
and more uniform matrix properties. Because consolidation did not occur at the bond interface, 
the course aggregates were not pushed from one layer into the other during specimen creation. In 
contrast, a bulk layer material should display a large number of aggregates, considering that 
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concrete mixtures typically include 70 percent aggregate by volume. Figure 44 circles the 
possible locations along the failure surfaces of the “bonded” specimens that correspond to bulk 
layer material rather than to the bond interface. Compared to the areas of the failure surfaces 
circled in the blue, the remaining areas display significantly less exposed aggregate.  
 
  
Figure 44. Failure surfaces of bonded specimens with bulk material failures indicated by blue 
lines. 
 
Figure 45, once again, circles the fracture surfaces through the layer instead of through 
the bond interface. A flexural crack appeared in Bonded (CC) 1 at the time of the first local 
maximum of 12.7 kips. A crack along the bond interface developed around the time of the global 
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maximum 14.6 kips. The fracture surface for Bonded (CC) 1, the left-most specimen in Figure 
45, is through the layer material. Failure through the layer material suggests that the bond is 
stronger than the bulk layer material. As such, the bond strength of Bonded (CC) 1 will be 
recorded as the maximum displayed strength, when it in actuality may be greater. The entirety of 
Bonded (CC) 1 is therefore circled by blue lines in Figure 45. Bonded (CC) 2 cracked along most 
of the bond length at 11.9 kips of applied load. However, one end of the specimen remained 
intact at the bond and fractured in flexure through the height of the specimen, as displayed as the 
right-most specimen halves in Figure 45. Bonded (CC) 3 broke partly along the bond interface 
under 15.3 kips of load, and also through the bulk layer material. The specimen also exhibited a 
flexural crack by the end of the test. Considering the amount of aggregate displayed among a 
large portion of the failure surfaces, the maximum strengths displayed by the specimens is 




Figure 45. Failure surfaces of bonded samples with curing compound (Bonded (CC)) with bulk 
material failures indicated by blue lines. 
 
Figure 46 presents the failure surfaces of the cold joint specimens following the split-
prism testing. Once again, two adjacent halves correspond to one specimen with the white 
dashed lines separating different specimens of the same bond type. Solid white lines separate the 
specimens by the amount of time between layer placements: 30 minutes, 2 hours, 1 day, 3 days, 
and 7 days. Notice that the bond surfaces for the 30-minute specimens appears similar to 
locations on the bonded specimens where failure occurred through the layer. This observation 
suggests that physical and chemical bonding were able to occur in the 30-minute specimens, 
89 
 
which makes sense considering that the second layer placement occurred prior to final set of the 
first placed layer. Meanwhile, the other specimens demonstrate a clear contrast between failures 
through the bond versus through the layer. The 30-minute specimens display little bond failure, 
while the other specimens (except for the one 7-day specimen) display failure through the bond 
interface. The 7-day specimen on the left shows a large amount of aggregates exposed at the 
failure surface, suggesting failure occurred through the layer. However, the failures through 
layers also failed through the bond interface, and left the split-prism load test in pieces. The 
positioning of the failures suggested that the load was not distributed correctly through this 
specimen.  
 
Figure 46. Visual comparison of the failure surfaces of the cold joint specimens after split-prism 
mechanical testing, emphasizing the different appearances of the bond interfaces of the 2hr 
through 7d cold joint specimens compared to the 30min specimens. 
 
Figure 47 describes the displacement controlled loading of the cold joint specimens during the 




Figure 47. Applied load vs. displacement curves for the split-prism tests performed on cold joint 
concrete specimens.  
 
Figure 47 clearly shows that the 30-minute cold joint specimens behave differently than the other 
cold joint specimens. The 30-minute cold joint specimens also display higher strengths than the 
other specimens. These load versus displacement results confirm that the 30-minute specimens 
experienced physical and chemical bonding between the layers, causing the bulk layer material 
to fail prior to the layer interface. 
One 30-minute cold joint specimen displayed a hairline flexural crack at an applied load 
9.7 kips. One end of the specimen developed a bond crack at 16.8 kips, the first minima shown in 
the load versus displacement plot. The other end cracked at the bond interface after experiencing 
an applied load of 17 kips. The dramatic decrease in load shown on the load versus displacement 
plot corresponds to the layers fully splitting apart. Cracks in the interlayer bonds of the second 
30-minute cold joint specimen began developing upon reaching an applied load of 24 kips.  
The first 2-hour cold joint specimens began cracking along the bond interface upon 
reaching a load of 4.8 kips. The layers noticeably moved apart at an applied load of 7.6 kips. Full 
splitting completed under a load of 11.9 kips. Comparing these visual observations with the 
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failure surface photographs, the greatest load magnitude likely corresponds to the strength of the 
concrete during failure through the layers. Meanwhile, the initiation of cracking along the bond 
interface corresponds to the bond failure of 4.8 kips. The second 2-hour cold joint specimen 
developed bond cracks at the first local maximum on the load versus displacement curve, 5.0 
kips. The specimen fully broke under an applied load of 7.5 kips. Similarly to the other 2-hour 
cold joint specimen, the 5.0 kips likely correlates to the bond failure load while the 7.5 kips 
likely corresponds to the strength of the bulk layer material based on the real-time and failure 
surface inspections.  
Within the 1-day cold joint specimens, cracks along the bond interfaces initiated at 
applied loads of 11.6 kips and 8.5 kips for the first and second specimens, respectively. The first 
1-day cold joint specimen also exhibited a sudden decrease in strength under a load of 12.8 kips, 
likely caused by failure through a small portion of bulk layer concrete. The second 1-day cold 
joint specimen experienced a period during which the load remained constant while the 
displacement increased. No visual reasoning for that behavior was observed. 
Figure 48 shows a photograph of the specimen fracture interfaces after testing. The blue 
circles indicate regions where specimen failure surfaces occurred through the bulk material 
instead of through the bond interface. Failure regions through the bulk material are evident from 
the large amount of exposed aggregate at the fracture surface. The failures of the 2-hour and 1-





Figure 48. Failure surfaces of 2-hour and 1-day cold joint specimens with bulk material failures 
indicated by blue lines. 
 
 The 3-day cold joint specimens experienced no flexural cracks and displayed sudden 
decreases in strength. The loads of greatest magnitudes corresponded to bond failures of the 
specimens, at 7.35 kips and 3.2 kips. However, the first specimen displayed sudden decreases in 
strength at both 7.35 kips and 7.5 kips. Photographs of the failure surfaces suggest that both 
specimens failed through the bond. However, one corner of the first specimen appeared to fail 
partly through the layer material, which may account for the increase of only 0.15 kips from the 
time of the bond failure to the time of the specimen failure. 
93 
 
 The first 7-day cold joint specimen displayed perplexing results. The first peak applied 
load at 13.8 kips did not occur in conjunction with the appearance of any visual remarks. The 
second peak load at 15.1 kips corresponded to the initiation of a flexural crack. The specimen 
failed at a load of 16.4 kips. Observing the failure surfaces reveals that the specimen broke 
mostly through the layer material and not through the bond interface, though a portion of the 
failure surface appears to have broken through the bond. Based on the other specimens, however, 
the load versus displacement curves and visual observations should have identified an applied 
load under which the bond interface began cracking. A few theories may explain this surprising 
result. The bond failure may have initiated during the period of low change in applied load at the 
lower values of displacement, during which settling between the load and the specimen is still 
occurring. Another possibility relies upon seamless transfer of load from the bonded material to 
the layer material, considering that a large portion of failure surface interacted directly with the 
layer material. Otherwise, the first sudden decrease in load with visually unidentifiable reasoning 
may correspond to initiation of bond failure. Interpretation of the second 7-day cold joint 
specimen results remain unclear.  
 Unfortunately, only that one 7-day cold joint specimen was available for split-prism 
testing. The other sample broke under its own weight during transporting after nondestructive 
testing. Because no external forces besides gravity appeared to influence that specimen at the 
time of failure, the bond failure load of the specimen can be considered equal to its weight of 




 Figure 49 displays the failure surfaces of the 3-day and 7-day cold joint specimens. Once 
again, circles identify the locations that failed through the layer material rather than along the 
bond interface. 
 
Figure 49. Failure surfaces of 3-day and 7-day cold joint specimens with bulk material failures 
indicated by blue lines. 
 
Figure 49 demonstrates two extremes of failure surfaces, contrary to Figure 48 which displayed 
failure surfaces mostly through the bond interface for the 2-hour and 1-day cold joint specimens. 
The 3-day specimens and 7-day specimen on the right show almost no failure through the bulk 
material, while a large length of the left 7-day specimens failed through the bulk material rather 
than through the bond interface. The failure of the left 7-day specimen occurred mostly through 
bulk material, suggesting that the load versus displacement curves describe the strength of the 
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bulk material rather than the interface. The rods possibly distributed the load along a location 
farther from the interface than was realized, or the bond interface was stronger than the bulk 
material. The results for the left 7-day specimen remain inconclusive. 
 Table 3 compares the concluded bond failure loads of the specimens based on the split-
prism test results. The bond failure loads are the compressive weights at which splitting between 
the layers was observed. The question marks representing the bond failure loads associated with 
the 7-day cold joint specimens indicate inconclusive results. The peak strength of the 7-day 
specimen that failed through the layer corresponds to the bulk layer material strength, not the 
bond strength, and is therefore not included in the table. The asterisk identifies the bond failure 
loads that aligned with the visual observation of when a crack through the interface developed, 
rather than the maximum bond strength. The maximum bond failure loads for those scenarios 
corresponded to the concrete layer strength and did not represent the interfacial bond strength. 
Therefore, the average bond failure loads of the specimens ordered from strongest to weakest 
follows: Bonded, 30 minute, Bonded (CC), 1 day, 3 day, 2 hour, Debonded, 7 day.  
 
Table 3. Bond failure loads determined by comparing visual observations during the split-prism 
load tests with the load vs. displacement curves. 
Specimen 
Bond Condition 
Bond Fracture Load (kips) 
Sample A Sample B Sample C Average 
Standard 
Deviation 
Debonded 4.1* 3.9* None 4.0 0.1 
Bonded 22.1 21.8 21.6 21.9 0.3 
Bonded (CC) 14.6 11.9 15.3 13.9 1.8 
30 minute cold joint 16.9 24.0 None 20.5 5.0 
2 hour cold joint 4.8* 5.0* None 4.9 0.1 
1 day cold joint 11.6* 8.5 None 10.1 2.2 
3 day cold joint 7.3 3.2 None 5.3 2.9 
7 day cold joint 0.027 ?* None ? ? 
* bond failure load presented was not the maximum load exhibited by the specimen 
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Table 4 displays the bond strengths that resulted from dividing the bond failure loads by the 
failure areas using Equation 6.  
 
Table 4. Bond strengths determined by comparing visual observations during the split-prism 
load tests with the load vs. displacement curves to receive the bond failure loads, which were 
then divided by the failure surface areas. 
Specimen 
Bond Condition 
Bond Strengths (psi) 
Sample A Sample B Sample C Average 
Standard 
Deviation 
Debonded 72.4* 70.3* None 71.3 1.5 
Bonded 381.3 395.3 416.8 397.8 17.9 
Bonded (CC) 257.8 221.1 264.7 247.9 23.4 
30 minute cold joint 301.1 433.9 None 367.5 93.9 
2 hour cold joint 83.1* 90.1* None 86.6 5.0 
1 day cold joint 209.7* 157.4 None 183.6 37.0 
3 day cold joint 150.0 55.2 None 102.6 67.0 
7 day cold joint 48.8 ?* None ? ? 
* bond strength presented was not the maximum strength exhibited by the specimen 
 
 
Although a general ranking of bond strength can be seen, the specimens can be roughly 
categorized into three bond quality groups. The bonded, bonded with curing compound, and 30-
minute cold joint specimens are characterized as generally well bonded because they exhibited 
average bond strengths greater than 200 psi along with similar bond failure surfaces. The 2-hour, 
1-day, and 3-day cold joint specimens are characterized as generally weakly bonded because 
they exhibited bond strengths averaging between 100 and 200 psi. Finally, the debonded and 7-
day cold joint specimens exhibited bond strengths averaging less than 100 kips, resulting in their 






Radiography was performed on ten of the concrete specimens. The unprocessed 
radiography images, meaning that the images were adjusted by the Carestream software, are 
displayed in Figures 50 and 51. In all images, the light rectangular patch towards one edge of the 
specimens can be disregarded. These areas were caused by a tape on the detector film, explaining 
their consistent presence in the images and providing no meaning with regard to the specimens 
themselves.  
 
A – Bonded  B – Bonded (CC) C – Debonded  D – Debonded  
    





A – 30 
min 
 
B – 30 
min  
 
C – 2 hr 
 
D – 1 day 
 
E – 3 day 
 
F – 7 day 
 
 
Figure 51. Original digitized x-ray radiography images of cold joint specimens. 
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The unprocessed radiography images were opened in the ImageJ software, where the 
Sobel edge detector and maximum entropy thresholding methods were utilized as described in 
the Experimental Methods chapter. Figure 52 displays the bonded and debonded specimens’ 
radiography images post-processing. The white pixels represent locations where the detector 
plate received high energy amplitudes, and therefore describe higher porosity or damage within 
the specimen.  
 
A – Bonded  B – Bonded (CC) C – Debonded  D – Debonded  
    
Figure 52. Radiography images of [A] Bonded, [B] Bonded (CC), and [C, D] Debonded 




The bonded and bonded (CC) specimen images highly contrast with the debonded 
specimen images. The bonded specimens display very few white pixels, which are randomly 
scattered throughout the images. Meanwhile, the debonded specimen images display clearly 
defined lines of white pixels along the middle of the specimens, suggesting higher porosity along 
the middle. The lines depicted in the debonded specimens radiography images, visible in both the 
pre-processed and post-processed images, correspond with the layer interfaces. Therefore, the 
radiography images confirm a good interlayer bond within the bonded specimens because the 
interfaces are not visible. The interfaces of the debonded specimens are clearly defined and 
highly contrast with the other areas of the images, suggesting debond. 
Figures 53 and 54 show the post-processed radiography images of the cold joint 
specimens, meaning the images that resulted from applying the Sobel edge detection method and 
maximum entropy thresholding. 
A –  
30 min 
 
B –  
30 min  
 
Figure 53. Radiography images after applying Sobel and Maximum Entropy Thresholding 
methods of two cold joint specimens with layers placed 30 minutes apart. 
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C – 2 hr 
 
D – 1 
day 
 
E – 3 
day 
 
F – 7 
day 
 
Figure 54. Radiography images after applying Sobel and Maximum Entropy Thresholding 





Figure 53, similarly to images A and B in Figure 52, describes no evident trend in the 
appearance of the few white pixels within the images. However, the images in Figure 54 show 
distinct lines of white pixels through the concrete specimens. These lines indicate higher porosity 
through the concrete at those locations, and correlate with the locations of the concrete layer 
interfaces. The radiography images confirm the presence of cold joints in all cold joint 
specimens but those with 30 minutes between layer depositions. The specimens with only 30 
minutes between layer depositions appear fully bonded, based on a comparison between those 
specimens and the bonded specimens in Figure 52.  
The 7-day cold joint specimen appears to have a wider blackness at the layer interface 
than the other specimens. The 7-day specimen image also implies that the porosity of the 
concrete farther away from the interface was more impacted by the placing of the second layer 
than other specimens. The interface outlines in the 1-day and 3-day cold joint specimen images 
appear less sharply defined compared to the 2-hour, 7-day, and debonded specimens. However, it 
is difficult to visually differentiate the bond quality of the cold joint specimens with 2 hours to 7 
days between layer placements. 
The Sobel edge detection and maximum entropy thresholding techniques were utilized to 
quantify the characterization of bonds presented in the radiography images. Figure 55 describes 
the ratio of white pixels to the total pixel count with respect to the bond strengths of the 
specimens. The ratios are displayed to represent their positions within the three bond 
categorizations (well bonded, weakly bonded, and disbonded) as well as their given titles of 





Figure 55. Negative correlation between the ratios of white/total pixel count determined from 
the x-ray radiography processing related to the bond strengths of the specimens measured during 
the split-prism load tests. 
 
Figure 55 displays a negative correlation between the x-ray radiography results and the 
specimen strengths. The percentage of white pixels, which indicate porosity or damage within 
the specimen, decreases as the bond strength of the specimen increases. The linear relationship 
presented in Figure 55 returned an R2 correlation value of 0.65. Using the Sobel and maximum 
entropy thresholding x-ray image processing techniques, an image of concrete exhibiting less 
than 1% white pixels in the total pixel count represents a well bonded specimen. Between 1% 
and 2% white pixels in a total image pixel count represents a concrete specimen that likely has a 
weakly bonded interface. Over 2% white pixels in the image constitutes a disbonded interface 
within the concrete specimen. However, there is uncertain in the 2% threshold between the 
weakly bonded and disbonded interface conditions. Therefore, x-ray radiography is one 




5.3. ULTRASONIC PULSE VELOCITY 
Figure 56 once again displays the three configurations for the transducer during primary 
wave velocity data collection. Configuration 1 exemplifies the traditional utilization of the UPV 
method, and is the most likely configuration affected by the interface. Configuration 2 represents 
an effort to force the primary wave through the interface while considering the needs of a full-
scale 3D printed concrete geometry. Configuration 3 uses a same-side method for capturing 
effects of the interface with the primary wave velocity. Configuration 4 delivers the primary 
wave velocity through the concrete not considering the interface, as a basis of comparison with 
the other configurations. 
 
Figure 56. UPV transducer configurations. Configuration 1 is the standardized through-
transmission ultrasound method, while Configuration 2 is adapted for use on 3D printed concrete 
where there is no access to the top and bottom surfaces. Configuration 3 attempts to interrogate 
the interface using a same-side method. Configuration 4 provides the primary wave velocity 
through the concrete with no influence from the interface. 
 
Figure 57 describes the primary wave velocities calculated for Configuration 1 based on 
the average of three wave arrival times to the receiving transducer and the measured path 
distances. The primary wave velocities are represented by bond quality group and compared to 
the bond strength. No statistically significant trend exists between the primary wave velocities 




Figure 57. Primary wave velocities measured using Configuration 1 versus specimen bond 
strengths. A slight, positive correlation may exist, although the trend is not well defined. 
 
 Figure 58 displays the primary wave velocities calculated from Configuration 2 with 
regard to the bond strengths. Three travel times were averaged for the calculation. Once again, 
no statistically significant trend exists between the UPV data and bond strengths measured 
during the split-prism load tests. Figure 58 also shows much higher variability between the 




Figure 58. Primary wave velocities measured using Configuration 2 versus specimen bond 
strengths.  
 
Figure 59 displays a slight positive correlation between the primary wave velocities and 
bond strengths. The variability is significantly decreased compared to that in Figure 58. 
However, primary wave velocities in this configuration were not reported for the debonded 
specimens. The same-side UPV configuration often resulted in low transmission values. The 
debonded specimens’ primary wave velocities correspond with less than 10% transmission 
between transducers, which suggests that the physical bond breaker significantly impaired the 
primary wave travel. Therefore, the slight appearance of a trend may be the result of the reduced 




Figure 59. Primary wave velocities measured using Configuration 3 versus specimen bond 
strengths.  
 
Figure 60 depicts the primary wave velocities calculated through the specimen layers, and 
therefore equal the primary wave velocities through the concrete material with no influence from 
the interface. The approximately equivalent primary wave velocities between all specimens were 
expected, considering all specimens were composed using the same mixing procedure and 




Figure 60. Primary wave velocities measured using Configuration 4 vs. specimen bond 
strengths, shown on a range of typical primary wave velocities for concrete [30]. 
 
The primary wave velocities from Configuration 4 were expected to be faster than the primary 
waves associated with the other three configurations. This result was expected because the 
primary waves calculated from Configuration 4 traveled through material with a higher density 
and no interface. However, the Configuration 4 velocities were slower than the velocities from 
the other configurations. The lower transmission capability through Configurations 1 through 3 
may have increased the variability and overestimated the travel times. Ultimately, ultrasonic 
pulse velocity does not demonstrate sensitivity to the bond interface, and cannot be utilized to 






5.4. VIBRATION RESONANCE 
Figure 61 once again illustrates the locations of the accelerometer and impacts as placed 
on each concrete specimen to gather vibration data pertaining to the presence of the interface.  
 
Figure 61. Vibration resonance impact (x) and accelerometer (circle) locations. 
 
In order to determine the vibration modes excited by the impacts depicted in Figure 61, vibration 
resonance tests were conducted on two solid prisms. The two prisms had the same dimensions as 
the prisms created for this investigation, without the presence of a layer interface. Figure 62 
compares the first peak frequency for the impact configurations depicted in Figure 61 with those 
for the fundamental modes described in ASTM C215: longitudinal, torsional, and transverse 
modes [34]. The first peak frequency in the frequency spectra for all four impact configurations 
in Figure 61 matched that of the torsional mode. The longitudinal and transverse modes were 
excited by much higher frequencies. Knowing the excited fundamental mode allowed for 
calculation of the corresponding dynamic modulus, which reduces the variability involved with 




Figure 62. First peak frequency in the frequency spectra plots for two solid prisms impacted in 
Configurations 1 through 4 depicted in Figure 61, as well as impacted using the three 
fundamental configurations detailed in ASTM C215 [34]. The error bars indicate the maximum 
and minimum peak frequencies exhibited by the two solid prisms for each configuration.  
 
The first peak frequency for all four configurations depicted in Figure 61 represent the 
fundamental torsional mode of the specimens, as indicated by the equivalent first peak frequency 
values. After concluding that the configurations excited the fundamental torsional mode, the 
dynamic shear moduli were calculated for the specimens. Figure 63 displays the dynamic shear 





Figure 63. Dynamic shear modulus from vibration vs. bond strength for all samples, showing no 
obvious correlation. 
 
Figure 63 proves that no correlation exists between the dynamic shear moduli and specimen 
bond strengths. Thus, vibration resonance is not a useful nondestructive testing method for 
characterizing interlayer bond quality.  
 
5.5. SHEAR WAVE ENERGY TRANSMISSION 
 Appendix C details the dimensions describing the orientation of the Pundit device in 
relation to the concrete specimens. The dimension labels correspond with those illustrated in 
Figure 33. The dimensions therefore allowed for the determination of where the transducer rows 
were located with respect to the bond interfaces.  
The Matlab code in Appendix D which conducts a majority of the shear wave energy 
transmission analysis provides the results in the form of normalized energies for each transducer 
row. The energies are calculated for the shear wave signals sent from transducer row zero and 
normalized such that transducer row one maintains a value of one. Subsequent transducer rows 
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receive normalized energies with respect to the energy amplitude from transducer row one. 
Figures 64 and 65 display normalized energies with respect to the distance from the receiving 
transducer row to the interface. Negative distances from the interface suggest that the transducer 
row associated with that normalized energy was located between transducer row zero and the 
interface. Therefore, the energies captured by those transducer rows were not affected by the 
interface. Positive distances from the interface suggest that the receiving transducer row was 
located after the interface on the specimen surface when the energies were captured. Therefore, 
the energies of those transducer rows were likely influenced by the interface. Zero distance from 
the interface represents the location of the interface.  
To demonstrate the contrast between the normalized energies of well bonded versus 
disbonded specimens, Figure 64 shows only two representative curves for each category of 
bonded, bonded with curing compound, and debonded specimens. In actuality, multiple scans 
were conducted per specimen. Notice that the bonded specimens show positive increase in 
normalized energy across the interface. The bonded with curing compound specimens show 
negligible change in normalized energy across the interface, staying within 20% of the energy 
calculated for transducer row one. Meanwhile, the debonded specimens display large decreases 
in normalized energy across the interface, resulting in approximately a 60% decrease in energy 




Figure 64. Normalized energy vs. distance from the receiving transducer row to the interface for 
bonded and debonded samples. Negative distances are associated with energy values not 
influenced by the interface, zero indicates the wave crossing the interface, and positive distances 
are associated with energy values affected by the interface.  
 
Figure 65 similarly displays the normalized energy vs. distance from the receiving 
transducer row to the interface for the cold joint specimens. The cold joint specimens were 
separated from the bonded and debonded samples only for clarity purposes when viewing the 
plots. Only one representative curve is displayed for each cold joint time between layer 
placements again for clarity purposes when viewing the plots.  
 The 30-minute cold joint specimens display an increase in normalized energy across the 
interface similarly to the bonded specimens in Figure 64. The specimens with layers placed 
between 2 hours and 3 days apart display between 40% and 60% energy loss across the interface. 
Meanwhile, the 7-day cold joint specimens lost higher amounts of energy across the interface, 






Figure 65. Normalized energy vs. distance from the receiving transducer row to the interface for 
cold joint specimens. Negative distances are associated with energy values not influenced by the 
interface, zero indicates the wave crossing the interface, and positive distances are associated 
with energy values affected by the interface.  
 
Figure 66 relates the change in normalized energy across the interface (energy before the 
interface minus energy after the interface) to bond strengths measured during the split-prism load 
tests. Negative changes are increases in normalized energy across the interface, and positive 
changes are decreases in normalized energy across the interface. A positive correlation with an 
R2 value equaling 0.71 exists, and can be described by a second-order polynomial. A second-
order polynomial was similarly utilized to describe the relationship between the x-ray 




Figure 66. Change in normalized shear wave energy across the specimen interface vs. bond 
strengths determined from the split-prism load tests. Negative changes in normalized energy 
across the interface are associated with increases in energy, while positive change values are 
associated with decreases or loss of energy.  
 
While the changes in normalized energy across specimen interfaces correlate well with 
bond strengths, the primary method of analysis for shear wave energy transmission is through 
ratios between adjacent transducers. Calculating ratios between the normalized energies of 
adjacent transducer rows adapt more appropriately from the laboratory scale to full-scale 
structures. Figure 67 displays the ratios between normalized energies corresponding to adjacent 
transducer rows which straddle the specimen interfaces compared to the specimen bond strengths 




Figure 67. Ratios of normalized shear wave energy across specimen interfaces between adjacent 
transdcuer rows vs. bond strengths determined from the split-prism load tests, showing a positive 
correlation best fit by a second-order polynomial.  
 
Figure 67 shows a positive correlation between the ratio of normalized energy across the 
interface and the specimen bond strengths. A second-order polynomial best fit the data, and is 
displayed by the trend line and corresponding equation. The correlation is statistically 
significant, having an R2 value of 0.76. Therefore, shear wave energy transmission is an adequate 
nondestructive testing method for characterizing interlayer bond strength.  
As with the bond strengths determined from the split-prism load tests, shear wave energy 
transmission categorizes ratios of shear wave energy into three characterizations. The well 
bonded specimens, which includes the bonded, bonded with curing compound, and 30 minute 
cold joint specimens, all achieved ratios greater than 0.95. The weakly bonded specimens 
returned ratios between 0.60 and 0.85. The disbonded specimens involved ratios typically less 
than 0.30, although one of the debonded specimens returned a ratio of approximately 0.60. Thus, 
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shear wave energy transmission characterizes interlayer bonds greater than 0.95 as well bonded, 
between 0.60 and 0.85 as weakly bonded, and less than 0.60 as disbonded. 
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CHAPTER 6: NDT ON FULL-SCALE 3D PRINTED CONCRETE STRUCTURES 
 
6.1. INTRODUCTION 
 The purpose of this investigation is to characterize interlayer bonds in 3D printed 
concrete structures. Interlayer bonds are a common failure point for 3D printed elements, and 
there are currently no methods for determining bond strength of an in-place printed structure. 
Traditional methods, both mechanical and nondestructive, cannot readily be applied to the 
unique challenges presented by 3D printed geometries. Mechanical bond strength tests would 
require destroying all or parts of an element. Therefore, nondestructive testing is most desirable 
for characterizing the interlayer bonds of in-situ printed concrete structures. 
 The previous chapters assessed the ability of multiple nondestructive tests to characterize 
a layer interface purposefully created within concrete samples. One interface was located in each 
of eighteen total concrete samples, which had dimensions of 21 inches long by 6 inches high by 
5 inches wide. The specimens were created to impose varying degrees of bond strength on each 
interface. Bonded samples, with and without curing compound, had two layers of concrete 
placed 5 minutes apart. Debonded samples contained a physical bond breaker in between two 
layers of concrete also placed approximately 5 minutes apart. Cold joint samples encompassed 
specimens with two layers placed either 30 minutes, 2 hours, 1 day, 3 days, or 7 days apart. X-
ray radiography, ultrasonic pulse velocity (UPV), vibration resonance, and shear wave energy 
transmission were conducted on the laboratory specimens to determine if those methods, 
implemented both conventionally and uniquely, could characterize an interface. Split prism load 
tests then measured the actual bond strengths between the layers of each specimen. Only the x-
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ray radiography and shear wave energy transmission tests demonstrated sensitivity to interlayer 
bond strength variation. 
 However, x-ray radiography is difficult and expensive to conduct in the field. The x-ray 
radiography equipment utilized to examine the laboratory specimens was not portable and could 
not be transported to the field site. Given that ultrasonic pulse velocity is portable, cheap, and 
relatively simple to conduct in the field, it was decided that UPV would be conducted on the full-
scale printed concrete structures. Though UPV was not sensitive to the interlayer bond 
conditions of the laboratory samples, it may prove sensitive to full-scale printed elements in the 
presence of larger interface defects than those present on the laboratory specimens. The UPV 
could then be compared with the results obtained from shear wave energy transmission. 
 Shear wave energy transmission proved sensitive to the interlayer bond condition, and 
accurate at distinguishing categories of bond quality. Ratios of normalized energy between 
adjacent transducers were examined across the interface location. High ratios, greater than 0.95, 
corresponded to the well bonded laboratory specimens which achieved bond strengths greater 
than 200 psi during the split prism load tests. Ratios between 0.60 and 0.95 corresponded to the 
weakly bonded specimens, which exhibited bond strengths between 100 and 200 psi. The 
disbonded specimen normalized energy ratios equaled less than 0.60, corresponding to bond 
strengths of less than 100 psi based on the split prism load tests. Therefore, shear wave energy 
transmission characterizes interlayer bonds for laboratory specimens, and may do the same for 
full-scale printed specimens. 
 Thus, this chapter discusses the adaptation of UPV and shear wave energy transmission 
for characterizing interlayer bonds of full-scale 3D printed concrete elements. Material 
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composition and geometric layout of the full-scale printed elements are discussed, though some 
of the information is proprietary and, therefore, withheld.  
 
6.2. MATERIALS 
 The United Stated Army Corps of Engineers Construction Research Laboratory (CERL) 
in Champaign, Illinois has a concrete 3D printing operation known as the Automated 
Construction of Expeditionary Structures (ACES). Using a large 3D printer and the help of many 
people, CERL printed multiple barracks structures, wall elements of different shapes, and wall 
elements with different infill patterns [54-56]. CERL first printed the barracks hut displayed in 
Figure 68. 3D printed concrete acted as a permanent formwork for the structure, and therefore 
creates the outer surfaces of the structure walls. A single layer of concrete created an outline 
approximately two inches thick to develop the barracks hut walls. Subsequent layers were 
extruded from the printing apparatus in the outline shape to build the walls up vertically. A 
trowel followed behind the printer to smooth the wall surfaces. Vertical rebar was placed within 
the outline to anchor the structure onto an underlying concrete slab. Self-consolidating concrete 
(SCC) was then placed inside that printed formwork structure to complete the 8 feet high by 8 




Figure 68. CERL Barracks Hut #1 [54]. 
 
 Figure 69 shows a close-up image of CERL barracks hut #1, with a region of that image 
shown in greater detail. The images display the typical surface roughness along the hut, and also 
portray a stress relief joint in the wall. A stress relief joint is a rounded depression extending 
vertically along the wall, through the printed layers, with a width and depth both approximately 




Figure 69. Close-up images of the front wall of CERL Barracks Hut #1 depicting the surface 
roughness and wall features. The detailed depiction (left) displays a stress relief joint extending 
vertically along the hut wall, created to allow volume expansion and prevent cracking.  
 
CERL printed a second barracks hut, pictured in Figure 70, not long afterwards with a 
different wall shape and wall cross-section pattern. The walls of the second hut consisted of 
alternating convex and concave curvilinear patterns located towards the bottom of the walls. The 
radii of the curvilinear pattern decreased with wall height, such that the top of the wall was a 




Figure 70. CERL Barracks Hut #2 during construction [55]. 
 
The printed concrete wall cross-section also changed configuration from the first to the second 
barracks hut. Instead of infilling the printed outline with SCC, the cross-section became a robust 




Figure 71. CERL Barracks Hut #2 wall cross section [56]. The yellow shape is the printing 
pattern for each layer. The white and black grid represent separation between the layers. 
 
 The composition of the printed concrete mixtures cannot be provided for proprietary 
reasons. However, the United States Patent Office provides the following description regarding 
the printable concrete composition [57]: 
The present invention is a printable concrete composition made from the combination of 
a solid mix, water, and various liquid admixtures. The solid mix includes quantities of 
aggregate, coarse sand, and fine sand in an approximately 1:1:1 critical aggregate ratio, 
as well as a binding agent present in a critical binding ratio. Solid admixtures include 
clay, fly ash, and silica fume. This solid mix may be prepackaged for later combination 
with the water and liquid admixtures. The solid mix combines with water at a critical 
water ratio ranging from approximately 0.44 to approximately 0.50. Liquid admixtures 
include flow control, plasticizer, and shrinkage-reducing admixtures. Once the printable 
concrete composition is prepared, a user may print a structure without further 
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modification of the composition. Users may embed mesh between layers of the printable 
concrete composition to reinforce or stabilize the structure. 
More details may be found within the patent.  
Identifying layer bond quality within these wall elements epitomizes the ideal practical 
application for this research. Vertical mild steel bars intermittently reinforced the printed 
barracks structures. Steel reinforcing bars have higher wave velocity than concrete. If wave 
travel through steel is mistaken for wave travel through concrete, the results inaccurately 
describe the characteristics of concrete. For this reason, the Pundit (multi-array ultrasound 
device) was utilized using its conventional imaging format to identify the locations of vertical 
rebar prior to performing NDT tests meant for characterizing interlayer bonds. The locations 
with vertical rebar were avoided during shear wave energy transmission and ultrasonic pulse 
velocity testing. 
 
6.3. EXPERIMENTAL METHODS 
 Only the two NDT methods that showed the most potential for assessing interlayer bond 
in the field were conducted on the full-scale 3D printed concrete specimens: shear wave energy 
transmission and ultrasonic pulse velocity. 
 
6.3.1. Shear Wave Energy Transmission 
 Shear wave energy transmission testing was conducted on the full-scale 3D printed 
concrete specimen in a similar manner to the procedure utilized for the laboratory samples. 
While the laboratory specimens only contained one interface, the full-scale specimens contain 
many layers across the testing footprint of the test unit. In efforts to characterize the interlayer 
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bonds, the multi-array ultrasonic device was positioned vertically along the barracks walls, 
shown as configuration A in Figure 72. The shear wave path crossed perpendicularly through 
multiple layer interfaces. Each transducer row contacted a single distinct printed concrete layer. 
Therefore, shear wave energy changes between any transducer rows could imply a change in the 
associated interlayer bonds.  
The multi-array ultrasonic device was also positioned horizontally along the full-scale 
printed walls in regions with visible cracking, shown as configuration B in Figure 72. Testing the 
practical uses of this nondestructive method included identifying vertical cracks in the printed 
concrete wall. This application may provide information useful for failure predictions in 
locations with extreme cracking. In addition, testing this method on full-scale elements at visible 
crack locations provided a known poorer quality location for comparison with the visually sound 
areas. Crack propagation often continued through layer interfaces before diverting into bulk layer 
material. Therefore, analyzing the crack severity provided more information about the ability of 
shear wave energy transmission to identify possible future locations of interlayer debonding. For 
each measurement involving a crack in the material, the device was positioned to ensure the 
crack was located towards the middle point of the test device footprint. Thus, the crack likely 
influenced shear wave energy transmission changes between two middle transducer rows. 
 Figure 72 exemplifies the vertical (perpendicular to printed layers) and horizontal 





Figure 72. Schematic showing the Pundit device positioned perpendicularly to the printed layers 
(configuration A) to investigate interlayer bond quality where each transducer rows set is placed 
on a single distinct printed layer. The device was also positioned parallel with the printed layers 
(configuration B) to capture the change in energy across observed vertical cracks propagating 
through the layers. 
 
 Besides the changes in device orientation with respect to the printed layer direction, the 
data collection process for shear wave energy transmission testing remains the same as that 
carried out on the laboratory samples. The data analysis process also remains the same. Scan data 
were used to identify poor interlayer bonds or a developed crack, depending on the orientation of 
the device, by calculating the ratios of normalized energy between adjacent transducer rows.  
 
6.3.2. Ultrasonic Pulse Velocity 
The ultrasonic pulse velocity measurements were conducted on full-scale structures to 
provide supplementary information to the shear wave energy transmission results. UPV tests 
were performed on both barracks structures to evaluate the same interlayer bonds measured with 
shear wave energy transmission. These experiments followed the same procedures outlined in 
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the experimental methods chapter for the laboratory specimens. The only notable changes for 
adapting UPV from the laboratory to the full-scale specimens occurred with the transducer 
configuration. Copious petroleum jelly coupled the sending transducer to one exterior surface of 
the printed concrete wall, while petroleum jelly also coupled the receiving transducer to the 
exterior surface on the other side of the printed concrete wall. In the first configuration, the 
transducers began the process on opposite sides of the same printed layer. The travel time of the 
primary wave from one transducer to the other was captured three times, then the receiving 
transducer was moved down one layer, such that the primary wave encountered one interface. 
The second primary wave travel time was measured, and the process continued. After every 
measurement, the receiving transducer was moved down to a different printed layer while the 
position of the sending transducer was maintained and the UPV technology captured another 
travel time measurement. An average of three wave travel times was recorded for transducer 
location. For each captured measurement, the layer width and vertical distance between the 
transducers was measured so that a wave path could be estimated. The process continued until 
the time measurements appeared unreliable. Test reliability was determined based on the energy 
percentage supplied by the wave energy amplifier, and the wave travel time was deemed 
unreliable upon falling below 10% energy transmission from one transducer to the other. At less 
than 10% energy transmission, the wave travel time often fluctuated, suggesting unreliability in 
those measurements. UPV transmission allowed for a maximum incorporation of four layer 
interfaces within the wave path before the data became unreliable. All wave paths were assumed 
to be straight lines between the transducers. Additional petroleum jelly was applied as needed to 
ensure optimal contact between the printed concrete wall surfaces and transducers. Figure 73 
displays a schematic of the transducer configuration for the interlayer characterizations on 
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opposite sides of barrack walls. Black circular and rectangular icons represent the transducers in 
Figures 73 and 74 to represent that the same transducers are utilized to perform measurements in 
both configurations. The change from rectangular to circular icons represents the way the 
transducers appear in view displaying the configuration. 
 
Figure 73. Opposite side through-thickness transducer configurations for characterizing 
interlayer bonds on full-scale printed walls. The number of interfaces within the wave path 
indicates the sequence with which the data were collected, showing that the receiving transducer 
moved down along the wall while the sending transducer maintained one position. 
 
UPV testing was also conducted to complement the shear wave energy transmission data 
regarding crack severity. Once again, collecting UPV data on a full-scale printed structure at 
visually debonded locations provided a basis for comparison. The transducers in this case were 
placed on the same side and layer of the printed concrete wall, such that the transducers were 
located on opposite sides of the crack. The assumed wave path distance equalled the horizontal 
distance between the transducers, and the first wave arrival was assumed to be the primary wave. 
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This configuration was utilized even though it generated questionable results with high variation 
when utilized on the laboratory concrete specimens. Figure 74 displays a schematic of this UPV 
configuration for characterizing crack severity and stress relief joints.  
 
Figure 74. Same-side UPV transducer configuration for characterizing crack severity on full-
scale printed walls. 
 
Figure 75 describes another same-side UPV configuration which interrogates interlayer 
bonds. The transducers are placed on different printed concrete layers and the vertical distance 





Figure 75. Same-side UPV transducer configuration for characterizing crack severity on full-
scale printed walls. 
 
Data collection and analysis for UPV on full-scale printed structures followed the same 
procedures as described for the laboratory specimens. 
 
6.4. RESULTS AND DISCUSSION 
6.4.1. Shear Wave Energy Transmission 
 In general, the energy amplitudes of the shear waves captured on the full-scale specimens 
averaged lower than those collected from the laboratory concrete specimens. The average 
normalizing energy value for the laboratory specimens equaled 0.28 with a standard deviation of 
0.15. The average normalizing energy value for the full-scale printed concrete walls equaled 0.20 
with a standard deviation of 0.22. This difference may be influenced by the interface located 
between transducer rows zero and one when the test head is positioned vertically to assess 
132 
 
interlayer bonds. Normalizing energy values, those sent from transducer row zero and received 
by transducers in row one, for scans captured in the horizontal orientation compared with those 
for the vertical orientation, however, were similar. Thus, on average, the energy transmission 
from transducers in row zero to transducers in row one minimally affected the normalizing 
energy values. Changes in pressure on the test device or the increase surface roughness may have 
caused the decreased normalizing energy values of scans captured from the full-scale printed 
concrete walls compared to the laboratory specimens.  
Figures 76 through 78 display the ratios of normalized energy between adjacent 
transducers across cracks on 3D printed barracks hut #1 collected using test configuration B 
shown in Figure 72. For example, “2/1” represents the normalized energy received by 
transducers in row two divided by the normalized energy received by transducers in row one. In 
Figures 76 through 83, the axes lines indicating a ratio of 0.95 between normalized energies for 
adjacent transducer rows denote the thresholds above which interlayer bonds are considered well 
bonded, as determined by the laboratory test samples. Similarly, the axes lines indicating a ratio 
of 0.60 between normalized energies identify the threshold below which a bond interface is 
considered disbonded. These thresholds were determined based on the shear wave energy ratios 
across the interfaces within the laboratory specimens.  
Figure 76 displays the normalized energies for two scans captured along the same 
interfaces but with footprints shifted laterally, approximately one foot apart. A crack was visible 




Figure 76. Ratio of normalized energy between adjacent transducer rows on 3D printed concrete 
barracks hut #1 (i.e. 2/1 means the normalized energy received by transducers in row two 
divided by the normalized energy received by transducers in row one) represents the ratio of 
energy across a bond interface. The axes lines (dashed) at 0.95 and 0.60 represent the threshold 
above which the ratio indicates well bonded, and below which the ratio indicates disbonded, 
respectively. Ratios are displayed for two scans captured using orientation B pictured in Figure 
72, with the test head in a horizontal orientation nearby each other where a vertical crack was 
visible between transducer rows three and four. 
 
The scans in Figure 76 show decreases in the normalized energy ratio below the 0.6 threshold 
value between transducer rows three and four, the location of the visible crack. Thus, Figure 76 
confirms that low normalized energy ratios between adjacent transducers can identify a vertical 
crack. However, it is not known why the ratios between transducers two to one, and seven to six 
are also relatively low.  
In Figure 76, the scans were captured at nearby locations approximately one foot apart. 
The similarity between the ratios of normalized energies for two scans conducted in two different 
footprints exemplifies the high repeatability of this test method. The differences displayed 
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between the scans in Figure 76 are likely caused by changes in bond quality across the interface 
length.  
 Figure 77 similarly displays two scans captured with the test head oriented horizontally at 
the same location, where a 0.5 mm vertical crack was visible between transducer rows two and 
three. The crack size was measured using a crack comparator card.  
 
Figure 77. Ratio of normalized energy between adjacent transducer rows on 3D printed concrete 
barracks hut #1. The axes lines (dashed) at 0.95 and 0.60 represent the threshold above which the 
ratio indicates well bonded, and below which the ratio indicates disbonded, respectively. Ratios 
are displayed for two scans captured using orientation B pictured in Figure 72 at the same 
location where a 0.5 mm vertical crack was visible between transducer rows two and three. 
 
Figure 77 again demonstrates that this shear wave energy transmission technique correctly 
identifies locations of a vertical crack on full-scale 3D printed structures. In this instance, the 
crack affected the normalized energies received by transducers in rows three and four. The crack 
is deep and likely runs through the entire printed layer thickness. Meanwhile, the other ratios 
were greater than 0.95, which is expected for areas without damage. Figure 77 again exemplifies 
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the high repeatability of this testing process, seeing as the two different scans return the same 
ratio values.  
 Figure 78 displays the ratios of normalized energy for two scans captured in the 
horizontal orientation at the same location. One vertical crack was visible between transducer 
rows one and two, and another between rows five and six. A stress relief, which is a depression 
in the surface meant to act as a joint to relieve pressure from thermal expansion, was located 
between transducer rows three and four.  
 
Figure 78. Ratios of normalized energy between adjacent transducer rows on 3D printed 
concrete barracks hut #1. The axes lines (dashed) at 0.95 and 0.60 represent the threshold above 
which the ratio indicates well bonded, and below which the ratio indicates disbonded, 
respectively. Ratios are displayed for two scans captured at the same location using orientation B 
pictured in Figure 72 where a vertical crack is located between transducer rows one and two, 
another crack is located between transducer rows five and six, and a stress relief joint is located 
between transducer rows three and four. 
 
Figure 78 demonstrates the ability of shear wave energy transmission to capture multiple defects 
in one scan. Two cracks and a stress relief joint are all represented in the plot by decreases in the 
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normalized energy ratios between adjacent transducers. The cracks extend deeper into the printed 
layer thickness than the stress relief joint, explaining why the stress relief joint results in a lower 
ratio of normalized energies than do the cracks. The cracks are deep into the structure, causing a 
ratio of less than 0.60, which classifies as disbonded according to the categorizing threshold 
values. Meanwhile, the stress relief joint only extends a radius of approximately 0.5 inches into 
the structure, influencing the normalized energy values less than the cracks but enough to 
categorize that area as weakly bonded. Meanwhile, the ratios between normalized energies for 
transducer rows that do not contain cracks or stress relief joints yielded ratios above 0.95 that are 
associated with well bonded specimens, which is expected for those areas.  
 Figures 76 through 78 confirmed that shear wave energy transmission can be used to 
identify clearly separated layer material where there are vertical cracks or joints. However, the 
goal of this investigation is to characterize bond between layers of 3D printed concrete 
structures. Figures 79 through 81 show ratios of normalized energies for scans collected using 
configuration A where the Pundit test head was oriented vertically, with the transducer 
perpendicular to the layer interfaces. Therefore, the graphs depict the ratios of normalized energy 
across six different layer interfaces. 
 Figure 79 displays ratios of normalized energies captured from two scans collected at the 
same location. Two visible 0.3 mm horizontal disbonds through interlayer bonds, which were 
measured using a crack comparator card, were identified. The visible interlayer debonding was 




Figure 79. Ratios of normalized energy between adjacent transducer rows on 3D printed 
concrete barracks hut #1, where each ratio corresponds to energies influenced by a different 
interlayer bond. The axes lines at 0.95 and 0.60 represent the threshold above which the ratio 
indicates well bonded, and below which the ratio indicates disbonded, respectively. Ratios are 
displayed for three scans captured at the same location using configuration A pictured in Figure 
72 where visible layer debonding is located between transducer rows two to three and three to 
four. 
 
Figure 79 confirms that shear wave energy transmission can detect defects between layers of 3D 
printed concrete. These two scans identified the presence of two weakly disbonded interfaces, 
suggesting that the disbonding does not extend completely through the bond interface, or that 3D 
printed structures require a modified threshold than those developed with the experimental 
samples. The low ratio between transducer rows six and seven suggests an unseen defect across 
that interface, such that it is borderline weakly bonded and disbonded, although the condition 
could not be directly verified. The data in Figure 79 further confirm the high repeatability 
associated with shear wave energy transmission. All three scans in Figure 79 captured from the 
same location returned approximately the same ratios of normalized energies between adjacent 
transducer rows.  
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Figure 80 similarly identifies layer debonding between transducer rows two to three and 
four to five, confirming again that multiple defects can be identified using one scan. The scans 
depicted in the figure were captured in different locations, approximately one foot laterally apart, 
along the same layers. Figure 80 captures how the bond characterization can change laterally 
along the bond interface length. Notice that the debonding between transducer rows two and 
three appears to become more severe, from the defined weakly bonded to disbonded values, as 
the Pundit moves laterally along the interfaces. Meanwhile, the layer bond between transducer 
rows four and five maintain remains severely disbonded, shown by the ratio value less than 0.6, 
as the Pundit device moves along the layers. The bonds between transducer rows one to two and 
three to four remain borderline well bonded throughout the tested length of the interface. The 
larger variability depicted in Figure 80 results from the change in location along the interface, 








Figure 80. Ratios of normalized energy between adjacent transducer rows on 3D printed 
concrete barracks hut #1, where each ratio corresponds to energies influenced by a different 
interlayer bond. The axes lines at 0.95 and 0.60 represent the threshold above which the ratio 
indicates well bonded, and below which the ratio indicates disbonded, respectively. Ratios are 
displayed for two scans captured using configuration A pictured in Figure 72 along the same 
layers approximately one foot laterally apart where visible layer debonding is located between 
transducer rows two to three and four to five. 
 
All of the data presented so far were gathered from a troweled 3D printed concrete 
surface from CERL barracks hut #1. Barracks hut #2 has a rough surface with no troweling, in 
addition to unique infill pattern shown in Figure 71. Figure 81 displays ratios of normalized 
energy captured from four scans conducted on the rough surface of barracks hut #2 using test 
configuration A. All four scans were captured on the barracks hut #2 wall with the infill pattern 
such that the concrete thickness consisted only of one printed layer. The cross bracing pattern in 
the infill was not touching the portion of the concrete wall that was being tested. For example, if 
the infill pattern was a series of triangles, points of the triangle represent locations where the 
infill pattern touches the outlining rectangle of concrete. Testing was conducted along the leg of 
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the triangle. However, the four scans were captured at different vertical locations, such that 
different layer interfaces are characterized by each scan. Dotted and solid lines represented scans 
in Figure 81. The solid lines represent scans with relatively good contact between the transducers 
and concrete wall. The dotted line depicts scan data collected where the transducers in rows four 
and six had poor contact with the printed concrete wall. Poor contact caused the transducers to 
receive low amplitude signals. When the high normalized energies were divided by low 
normalized energies, the resulting ratio was extremely low, evidenced by the ratio from 
transducer rows four to five in Figure 81. When the low normalized energies were divided by 
high normalized energies, the opposite occurred. Thus, the ratios between rows three to four and 
five to six were very low. Meanwhile, the ratios between four to five and six to seven reached 
extremely high values that are depicted off the figure in effort to emphasize the differences 







Figure 81. Ratios of normalized energy between adjacent transducer rows on 3D printed 
concrete barracks hut #2, where each ratio corresponds to energies influenced by a different 
interlayer bond. The axes lines (dashed) at 0.95 and 0.60 represent the threshold above which the 
ratio indicates well bonded, and below which the ratio indicates disbonded, respectively. Ratios 
are displayed for four scans captured using configuration A pictured in Figure 72 along different 
layers. The dotted lines depict a scan where the transducers had poor contact, determined 
visually, with the concrete surface, while the solid lines depict scans where the transducers had 
relatively good contact with the concrete surface. 
 
The data shown in Figure 81 emphasize the need ensure good contact between all 
transducers and the concrete surface, especially for very rough surfaces. In the event that good 
contact is not achievable, the transducer rows in poor contact with the surface should be noted so 
that those results may be disregarded. The ratios between normalized energy calculated from 
transducers in poor contact with the concrete surface are not indicative of bond quality. 
Similarly, the thresholds characterizing the interlayer bond qualities may need to be adjusted for 
rough printed concrete surfaces. On rough surfaces, users should exercise caution in attributing 
all of the changes in normalized energy to interface conditions. 
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Overall, shear wave energy transmission appropriately characterized bond quality across 
vertical cracks and visible layer delaminations. Now, Figure 82 depicts three scans conducted 
using configuration A across layers of barracks hut #1 that do not exhibit disbond or other 
distress. 
 
Figure 82. Ratio of normalized energy across interlayer bonds on 3D printed concrete barracks 
hut #1, where the ratio between two transducer rows represents the ratio of energy across a bond 
interface. The axes lines (dashed) at 0.95 and 0.60 represent the threshold above which the ratio 
indicates well bonded, and below which the ratio indicates disbonded, respectively. Ratios are 
displayed for three scans captured at approximately the same location, with six inches laterally 
separating the footprints, using configuration A pictured in Figure 72 where the transducers have 
good contact with a smooth 3D printed concrete wall. 
 
Figure 82 suggests delamination is occurring at the interface between transducer rows 
two to three, and along part of the interface length between transducer rows four to five. The 
ratios from two scans suggest disbond between transducer rows four to five, while the third scan 
suggests the same interface is well bonded. This discrepancy resulted from a change in the lateral 
position of the scan footprint. Towards one side of the wall disbanding is present and towards the 
other it is not. The interlayer bond between transducer rows one and two appears well bonded. 
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Meanwhile, the other interfaces seem weakly bonded. The location of the scans depicted in 
Figure 82 was a location where UPV was attempted to characterize bond conditions. The bonds 
at this location are discussed further in the next section with regard to UPV testing. 
Figure 83 displays another location where shear wave energy transmission testing was 
conducted on a smooth wall of barracks hut #1. The transducers had good contact with the 
printed wall surface. Most of the ratios of normalized energy suggest that the layer interfaces are 
weakly bonded. As the test head moved laterally along the layers, however, some interlayer 
bonds worsened and others improved, as shown at the interfaces between transducer rows one to 
two and two to three. Meanwhile, the interface at transducer rows six to seven displayed 
characteristics of a well bonded interface throughout that portion of the wall. 
 
Figure 83. Ratios of normalized energy across interlayer bonds on 3D printed concrete barracks 
hut #1, where the ratio between two transducer rows represents the ratio of energy across a bond 
interface. The axes lines at 0.95 and 0.60 represent the threshold above which the ratio indicates 
well bonded, and below which the ratio indicates disbonded, respectively. Ratios are displayed 
for two scans captured at approximately the same location using configuration A pictured in 




6.4.2. Ultrasonic Pulse Velocity 
 Figure 84 compares velocities of primary waves that interrogated bond interfaces along 
their wave paths. These primary wave velocities were gathered at the same location (same wave 
path) the shear wave energy transmission testing was conducted for the scans presented in Figure 
82. The configuration shown in Figure 73 was utilized to capture these measurements using 
through-transmission ultrasonics, or from placing the transducers on opposite sides of the 
barracks walls.  
 
Figure 84. Primary wave velocities vs. the number of interfaces within the wave path when 
using the transducer configuration presented in Figure 73. The error bars represent the standard 
deviation of the data derived from the travel time measurements for each configuration. 
 
The trend in Figure 84 suggests that the primary wave velocity increased as the number 
of interfaces in the wave path increased. This slight trend contradicts the expected result, that the 
interfaces would decrease the wave velocity. When considering the high variability, the data 
exhibit no trend. The primary wave velocities calculated from the wave paths that included a 
larger number of interfaces exhibit higher variation. When considering the extent of the error 
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bars, no trend is apparent. The UPV equipment that was utilized expresses the strength of the 
signal in terms of percentage during the testing. The strength of the signal varied with each trial, 
which also influences the velocities. The signal strength averages 38%, 32%, 90%, and 28% for 
0, 1, 2, and 4 interfaces within the wave path, respectively. The transducers exhibited very poor 
signal strength, less than 10% signal transmission, when moved to position five interlayer bonds 
within the primary wave path. Therefore, UPV was conducted such that a maximum of four bond 
interfaces were interrogated. 
 The location where these UPV tests were performed coincides with the location of shear 
wave energy transmission data presented in Figure 82. The scans presented in Figure 82 show 
both well bonded and disbonded layers, which is not depicted in Figure 84. Therefore, UPV can 
neither confirm nor deny the results received from shear wave energy transmission testing. 
 The UPV transducers were similarly placed on the same side of barracks walls vertically 
separated by three printed layers to investigate interlayer bonds, as pictured in Figure 75. UPV 
was also conducted in the configuration pictured in Figure 74 across vertical shrinkage cracks 
and stress relief joints which extend perpendicularly through printed layers. The transducers 
were placed on the same side and same printed layer of the barracks wall on opposite sides of the 
crack or stress relief. Figure 85 displays the primary wave velocities measured using a same-side 





Figure 85. Primary wave velocities across printed layer bonds and stress relief joints, pictured in 
Figure 69, measured using a same-side configuration of UPV. The error bars represent the 
standard deviation of the data derived from the travel time measurements for each configuration. 
 
 
 The measured wave velocities across multiple layers in the same-side configuration were 
much lower compared to those measured using the through-transmission UPV configuration. The 
UPV set-up may have captured surface waves instead of the primary waves, which explains the 
much lower wave velocity as surface waves in general propagate more slowly than primary 
waves. The wave velocity across multiple interfaces averaged lower than the wave velocity 
across a stress relief. However, high variation associated with the wave velocity measured across 
a stress relief suggests that the results have little significance. Additionally, the same-side stress 
relief UPV transmission revealed an average signal strength of 7%. Therefore, ultrasonic pulse 
velocity, especially in unconventional configurations, does not seem sensitive to the interlayer 
bonds of 3D printed concrete. 
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CHAPTER 7: CONCLUSIONS 
 
7.1. SUMMARY 
 Layer delaminations are inevitable within 3D printed concrete structures and a concern to 
industry researchers. The unique geometric features and forming process of printed concrete 
promote bond defects that cause variation in bond strength. Nondestructive testing techniques 
can assist in determining the structural integrity of 3D printed concrete structures by estimating 
bond strength in situ. In this study, x-ray radiography, ultrasonic pulse velocity, vibration 
resonance, and shear wave energy transmission were conducted on laboratory specimens with 
layer interfaces and correlated to bond strengths measured during split prism load tests. Shear 
wave energy transmission and ultrasonic pulse velocity were then conducted on full-scale 3D 




 Based on the results presented in this thesis, the following conclusions are drawn: 
 X-ray radiography, where images are expressed in percent of white pixel count to total 
pixel count for radiograph images after conducting Sobel edge detection and maximum 
entropy thresholding, exhibits a negative, linear correlation with bond strength in 
laboratory samples. The layer interfaces were visible within the x-ray images, confirming 
the presence and condition of bond interfaces within the specimens. 
 Ultrasonic pulse velocity and shear modulus, determined from the vibration resonance 
tests, were not sensitive to interlayer bond strength in laboratory samples. 
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 Shear wave energy transmission, where the data are expressed as ratios of normalized 
energy across the bond interface, displayed a positive correlation with bond strength in 
laboratory samples, such that higher ratios of normalized energy across the interface 
indicate higher bond strengths. Shear wave energy transmission data also exhibited high 
repeatability. 
 Based on the data from the laboratory tests, thresholds were determined for 
characterizing an interlayer bond as well bonded, weakly bonded, or disbonded. Separate 
characterization thresholds were created for x-ray radiography and shear wave energy 
transmission, and are presented in Table 5.  
 
Table 5. X-ray radiography and shear wave energy transmission value thresholds for 




X-Ray Radiography  
(% White / Total Pixel 
Count) 
Shear Wave Energy Transmission  
(Ratio of Normalized Energy between 
Adjacent Transducer Rows) 
Well Bonded < 1.0 > 0.95 
Weakly Bonded 1.0 – 2.0 0.60 – 0.95 
Disbonded > 2.0 < 0.60 
 
 The shear wave energy transmission thresholds successfully predicted locations of 
cracks, expansion joints, and layer debonding on full-scale 3D printed concrete 
structures. 
 
7.3. FUTURE WORK 
 While the work discussed in this paper is a step forward for 3D printed concrete research, 
many improvements await this technology. Shear wave energy transmission can successfully 
characterize interlayer bonds nondestructively. However, data variability and uncertainty remain 
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within the testing method. Improvements may yield accurate numerical bond strength predictions 
rather than characterizing the bond quality into groupings of well bonded, weakly bonded, or 
disbonded. Utilizing more sophisticated testing equipment that can capture both forwards and 
backwards signals, such as collecting shear wave energy at transducer row zero that was sent 
from transducers in row one, would provide more information about the material in between the 
transducers. This improvement has the potential to significantly reduce the variability of the 
shear wave energy transmission technique with regard to characterizing interlayer bond qualities. 
The application of x-ray radiography should also be studied in more depth, particularly in regard 
to full-scale printed concrete elements. Lack of portable equipment and expense hinder 
radiography from becoming the commonplace tool for bond characterization. However, further 
research on this topic would provide vital information for inspecting 3D printed concrete if it 
reaches the stage of mass implementation in the construction industry. Other nondestructive 
testing techniques not considered in this investigation may also prove useful for characterizing 
bond quality.  
 Many research advancements are needed before concrete 3D printing will be accepted in 
the industry. The assessment and development of nondestructive testing methods for 
characterizing interlayer bonds is one step of many involved in creating new concreting 
procedures. The inspection of these structures, however, should be a research priority. The 
ability to determine the remaining service life of any new construction materials determines its 
success in the industry. Nondestructive techniques in particular are vital to the inspection 
process. The successful application of x-ray radiography and shear wave energy transmission to 





1. ISO / ASTM52900-15. Standard Terminology for Additive Manufacturing – General 
Principles – Terminology. ASTM International, West Conshohocken, PA (2015). F2792-15. 
2. Irving, Michael. “3D Printed Reinforced Concrete Bridge Opens in the Netherlands.” New 
Atlas - New Technology & Science News, New Atlas, (2017). newatlas.com/3d-printed-
concrete-bridge/51796/. 
3. Pyzyk, Katie. “Cities Are 3-D Printing Their Way to More Sustainable Futures.” Latest 
News, Smart Cities Dive, (2018). www.smartcitiesdive.com/news/3-d-printing-cities-
sustainable-futures/520605/. 
4. Saunders, Sarah. “Five 3D Printed Houses to Be Constructed in Eindhoven as Part of New 
Collaborative Concrete Project.” The Voice of 3D Printing / Additive Manufacturing, 
3DPrint.Com, (2018). 3dprint.com/215241/project-milestone-concrete-homes/. 
5. Scott, Clare. “Spanish Startup 3D Prints Houses in 12 Hours or Less.” The Voice of 3D 
Printing / Additive Manufacturing, 3DPrint.com (2018). 3dprint.com/209893/spanish-
startup-3d-print-houses/. 
6. Williams, Adam. “Work Underway on EU's First 3D-Printed Concrete House.” New Atlas - 
New Technology & Science News, New Atlas, (2018). newatlas.com/3d-housing-05-arup-cls-
architetti/54024/. 
7. Kim, K., Park, S., Kim, W., Jeong, Y., and Lee, J. Evaluation of Shear Strength of RC 
Beams with Multiple Interfaces Formed before Initial Setting Using 3D Printing 
Technology. Materials. 10(2017):1349. DOI: 10.3390/ma10121349. 
8. Dunaway, Jaime. “Arkansan Wins NASA Contest to Build Mars Homes.” Arkansas Online, 
(2018). www.arkansasonline.com/news/2018/aug/10/arkansan-wins-nasa-contest-to-build-
mar-1/?f=news-arkansas. 
9. Lim, S., Buswell, R.A., Le, T.T., Austin, S.A., Gibb, A.G.F., and Thorpe, T. Developments 
in Construction-Scale Additive Manufacturing Processes. Automation in Construction, 
21(2012):262-268. ISSN 0926-5805, https://doi.org/10.1016/j.autcon.2011.06.010.  
10. Ma, Guowei and Wang, Li. A Critical Review of Preparation Design and Workability 




11. Kazemian, A., Xiao, Y., Cochran, E., and Khoshnevis, B. Cementitious Materials for 
Construction-Scale 3D Printing: Laboratory Testing of Fresh Printing Mixture. 
Construction and Building Materials, 145(2017):639-647. ISSN 0950-0618, 
https://doi.org/10.1016/j.conbuildmat.2017.04.015. 
12. Kim, K., Park, S., Kim, W., Jeong, Y., and Lee, J. Evaluation of Shear Strength of RC 
Beams with Multiple Interfaces Formed before Initial Setting Using 3D Printing 
Technology. Materials, 10(2017):1349. 
13. Wolfs, R.J.M., Bos, F.P., and Salet, T.A.M. Early Age Mechanical Behavior of 3D Printed 
Concrete: Numerical Modelling and Experimental Testing. Cement and Concrete Research 
106(2018):103-116. 
14. Paul, S.C., Tay, Y.W.D., Panda, B., and Tan, M.J.T. Fresh and Hardened Properties of 3D 
Printable Cementitious Materials for Building and Construction. Archives of Civil and 
Mechanical Engineering, 18.1(2018):311-319. ISSN 1644-9665, 
https://doi.org/10.1016/j.acme.2017.02.008. 
15. Le, T.T., Austin, S.A., Lim, S., Buswell, R.A., Law, R., Gibb, A.G., and Thorpe, T. 
Hardened Properties of High-Performance Printing Concrete. Cem. Concrete. Res. 
42.3(2012):558–566. 
16. Wolfs, R.J.M., Bos, F.P., and Salet, T.A.M. Correlation between Destructive Compression 
Tests and Non-destructive Ultrasonic Measurements on Early Age 3D Printed Concrete. 
Construction and Building Materials. 181(2018):447-454. 
17. Bhalla, N., Sharma, S., Sharma, S., and Siddique, R. Monitoring early-age setting of silica 
fume concrete using wave propagation techniques. Construction and Building Materials, 162 
(2018): 802-815. 
18. Robeyst, N., Grosse, C.U., and De Belie, N. Monitoring Fresh Concrete by Ultrasonic 
Transmission Measurements: Exploratory multi-way Analysis of the Spectral Information. 
Chemometrics and Intelligent Laboratory Systems. 95(2009):64-73.  
19. Yim, H.J., Kim, J.H., and Shah, S.P. Ultrasonic Monitoring of the Setting of Cement-based 





20. Bentz, D.P., De la Varga, I., Munoz, J.F., Spragg, R.P., Graybeal, B.A., Hussey, D.S., 
Jacobson, D.L., Jones, S.Z., and LaManna, J.M. Influence of Substrate Moisture State and 
Roughness on Interface Microstructure and Bond Strength: slant shear vs. pull-off testing. 
Cement and Concrete Composites. 87(2018):63-72.  
21. Zareiyan, B., and Khoshnevis, B. Interlayer Adhesion and Strength of Structures in Contour 
Crafting – Effects of aggregate size, extrusion rate, and layer thickness. Automation in 
Construction. 81(2017):112-121. 
22. Xie Hui-cai, L. and Xiong Guang-jing, G. Microstructure Model of the Interfacial Zone 
between Fresh and Old Concrete. J. Wuhan Univ. Technol. Sci. Ed. 17(2002)64-68. DOI: 
10.1007/BF02838421. 
23. Panda, Paul, Mohamed, Tay, and Tan. Measurement of tensile bond strength of 3D printed 
geopolymer mortar. Journal of Measurement. Vol. 113(2018)108-116. ISSN 0263-2241. 
24. Marchment, T., Xia, M., Dodd, E., Sanjayan, J., and Nematollahi, B. Effect of Delay Time 
on the Mechanical Properties of Extrusion-based 3D Printed Concrete. 34th International 
Symposium on Automation and Robotics in Construction (ISARC). (2017).  
25. Rael, R., and San Fratello, V. Developing Concrete Polymer Building Components for 3D 
Printing. In Proceedings of the 31st Annual Conference of the Association for Computer 
Aided Design in Architecture (ACADIA 11), Banff Canada, 31(2011):152-157.  
26. Zareiyan, B., and Khoshnevis, B. Effects of Interlocking on Interlayer Adhesion and 
Strength of Structures in 3D Printing of Concrete. Automation in Construction. 
83(2017):212-221. 
27. Popovics, John S. “Planning NDE Tests.” Intro to NDT Class Lecture. University of Illinois 
Urbana-Champaign Department of Civil and Environmental Engineering. 16 Apr. 2018. Pg. 
33-1. 
28. Lu, Q.Y., and Wong, C.H. Additive Manufacturing Process Monitoring and Control by Non-
destructive Testing Techniques: Challenges and In-process monitoring. Virtual and Physical 
Prototyping. 13.2(2017):39-48. DOI: 10.1080/17452759.2017.1351201. 
29. Popovics, John S. “Radiation and Radiography.” Intro to NDT Class Lecture. University of 
Illinois Urbana-Champaign Department of Civil and Environmental Engineering. 2 Feb. 
2018. Pg. 8-6. 
153 
 
30. Popovics, John S. “Wave Propagation and Ultrasonics.” Intro to NDT Class Lecture. 
University of Illinois Urbana-Champaign Department of Civil and Environmental 
Engineering. 29 Jan. 2018. Pg. 6-1. 
31. Sadowski, Lukasz. Methodology of the Assessment of the Interlayer Bond in Concrete 
Composites using NDT Methods. Journal of adhesion science and technology. 
32.2(2018):139-157. DOI: 10.1080/01694243.2017.1343426 
32. Rosales, C.A., Lee, H.J., Kim, W., and Park, C.K. Decision Matrix Analysis of Impact 
Sounding Test Method to Determine Interlayer Condition of Concrete Bridge Deck. Journal 
of Sensors. (2017). DOI: 10.1155/2017/8516319. 
33. ASTM. Standard Test Method for Measuring the P-Wave Speed and the Thickness of 
Concrete Plates Using the Impact Echo Method. ASTM International, West Conshohocken, 
PA (2015). C1383-15.  
34. ASTM. Standard Test Method for Fundamental Transverse, Longitudinal, and Torsional 
Resonant Frequencies of Concrete Specimens. ASTM International, West Conshohocken, 
PA (2015). C215-14. 
35. Tran, Q., Roesler, J.R., and Popovics, J.S. “Rapid Detection of Concrete Joint Activation 
Using Normalized Shear Wave Transmission Energy.” Transportation Research Board, 
Washington D.C., USA. (2018). Poster. 
36. Engineering ToolBox. Thermal Conductivity of Common Materials and Gases. (2019). 
https://www.engineeringtoolbox.com/thermal-conductivity-d_429.html. 
37. Dzaye, E.D., De Schutter, G., and Aggelis, D.G. Study on Mechanical Acoustic Emission 
Sources in Fresh Concrete. Archives of Civil and Mechanical Engineering. 18(2018):742-
754. 
38. Panda, Paul, Hui, Tay, and Tan. Additive Manufacturing of Geopolymer for Sustainable 
Built Environment. Journal of Cleaner Production. 167(2017):281-288. ISSN 0959-6526. 
39. ASTM. Standard Test Methods for Measurement of Masonry Flexural Bond Strength. 
ASTM International, West Conshohocken, PA (2013). C1072-13. 
40. Sarangapani, G., Venkatarama Reddy, B.V., and Jagadish, K.S. Brick-Mortar Bond and 
Masonry Compressive Strength. Journal of Materials in Civil Engineering. 17.2(2005):229-
237. DOI: 10.1061/(ASCE)0899-1561 
154 
 
41. Christy, C. F., Mercy Shanthi, R., and Tensing, D. Bond Strength of the Brick Masonry. 
International Journal of Civil Engineering and Technology (IJCIET). 3.2(2012):380-386. 
42. Falope, F.O., Lanzoni, L., and Tarantino, A.M. Double Lap Shear Test on Steel Fabric 
Reinforced Cementitious Matrix (SFRCM). Composite Structures. 201(2018):503-513.  
43. Szemerey-Kiss, Balazs and Torok, Akos. Failure Mechanisms of Repair Mortar Stone 
Interface Assessed by Pull-off Strength Tests. Bull Eng Geol Environ. 76(2017):159-167. 
DOI: 10.1007/s10064-016-0964-5. 
44. Momayez, A., Ehsani, M.R., Ramezanianpour, A.A. and Rajaie, H. Comparison of Methods 
for Evaluating Bond Strength between Concrete Substrate and Repair Materials. Cem. 
Concr. Res. 35(2005):748–757. 
45. ASTM. Standard Test Method for Splitting Tensile Strength of Cylindrical Concrete 
Specimens. ASTM International. West Conshohocken, PA (2017). C496/C496M.  
46. Geissert, D.G., Li, S., Frantz, G.C., and Stephens, J.E. Splitting Prism Test Method to 
Evaluate Concrete-to-Concrete Bond Strength. ACI Materials Journal. 96.3(1999):359-366. 
47. Li, Z., Wang, L., and Ma, G. Method for the Enhancement of Buildability and Bending 
Resistance of 3D Printable Tailing Mortar. International Journal of Concrete Structures and 
Materials. 12(2018):37-49. DOI: 10.1186/s40069-018-0269-0. 
48. ASTM. Standard Practice for Making and Curing Concrete Test Specimens in the 
Laboratory. ASTM International, West Conshohocken, PA, (2016). C192/C192M. 
49. ASTM. Standard Test Method for Slump of Hydraulic-Cement Concrete. ASTM 
International, West Conshohocken, PA (2015). C143/C143M-15a. 
50. ASTM. Standard Test Method for Compressive Strength of Cylindrical Concrete Specimens. 
ASTM International, West Conshohocken, PA (2018). C39 / C39M-18. 
51. Kapur, J.N., Sahoo, P.K., and Wong, A.K.C. A New Method for Gray-Level Picture 
Thresholding Using the Entropy of the Histogram.” Computer Vision, Graphics, and Image 
Processing 29(1985):273-285. 
52. Ferreira, T. and Rasband, W. “ImageJ User Guide.” National Institute of Health. IJ 
1.46r(2012). https://imagej.nih.gov/ij/docs/guide/146.html.  
53. ASTM. Standard Test Method for Pulse Velocity through Concrete. ASTM International, 
West Conshohocken, PA (2016). C597. 
155 
 
54. Saunders, Sarah. “US Army Files Patent for New 3D Printable Concrete Composition.” The 
Voice of 3D Printing / Additive Manufacturing, 3D Print.com (2018). 
https://3dprint.com/217612/us-army-patent-concrete-mixture/.  
55. Saunders, Sarah. “Live Demonstration of ACES Concrete 3D Printing Technology at CERL 
to 3D Print Barracks: Part 3.” The Voice of 3D Printing / Additive Manufacturing, 3D 
Print.com (2018). https://3dprint.com/221508/aces-concrete-3d-print-barracks/.  
56. Vialva, Tia. “US Army Creates New 3D Printing Concrete Composite for Rapid 
Construction of Buildings.” The Voice of 3D Printing / Additive Manufacturing, 3D Printing 
Industry (2018). https://3dprintingindustry.com/news/us-army-creates-new-3d-printing-
concrete-composite-for-rapid-construction-of-buildings-135127/.  
57. “US Patent Application for Printable Concrete Composition.” Justia (2016). 




APPENDIX A: VIBRATION RESONANCE LABVIEW CODE 
 
 
Figure 86. LabView Signal Express Code showing five steps: (1) DAQmx Acquire where the 
signal amplitudes are determined by voltage, (2) Trigger where the voltage triggers the 
transducers to receive the signal, (3) Subset and Resample where the DAQ receives a 1e-3 
seconds signal after the transducers trigger, (4) Power Spectrum which converts the time domain 
















Figure 89. Subset and Resample Step Set-Up showing that the recorded time domain signal is 





Figure 90. Power Spectrum Configuration Set-Up showing that the time domain to frequency 
domain conversion utilizes the magnitude of the time domain amplitudes and a root mean 






Figure 91. Power Spectrum Averaging Set-Up showing that no averaging was conducted. All 





Figure 92. Save to ASCII Set-Up showing the File Settings. The location of the saved file is 
displayed under “Export file path.” The data is exported as a single, comma delimited column 





Figure 93. Data View after completing code generation. The full code is shown on the left and 
may be edited. The time domain signal is shown in the upper graph with relation to millivolt 
amplitudes. The frequency domain plot is the bottom graph and expresses the frequency 





APPENDIX B: VIBRATION RESONANCE MATLAB CODE 
 
 This Matlab code was utilized to confirm and analyze the frequency domain signals 
received from converting the time domain signals. The user should change the filenames for the 
text file from which the data is read into the Matlab code. The code takes data from five different 
text files. The data should all be from the same sample, impact location, and accelerometer 
location. The code produces a plots of all time domain signals so that the user may easily identify 
time signals with double hits or truncation that should not be utilized in the analysis. The code 
also generates a single frequency domain plot with the frequency domain conversions from all of 
the provided time domain signals. This allows the user to easily compare the recurring and peak 
amplitude frequencies.  
 
% RESEARCH – vibration resonance of concrete samples  
% Created By: Michelle Helsel 






% Load the files 
Conc_1 = load('20181208_MIX0917_7dB_4_1.txt', '-ascii'); 
Conc_2 = load('20181208_MIX0917_7dB_4_2.txt', '-ascii'); 
Conc_3 = load('20181208_MIX0917_7dB_4_3.txt', '-ascii'); 
Conc_4 = load('20181208_MIX0917_7dB_4_4.txt', '-ascii'); 
Conc_5 = load('20181208_MIX0917_7dB_4_5.txt', '-ascii'); 
 
% Plot files in time domain 
figure; plot(Conc_1(:,1),Conc_1(:,2)); xlabel('Time (s)'); 
ylabel('Amplitude'); hold on; 
figure; plot(Conc_2(:,1),Conc_2(:,2)); xlabel('Time (s)'); 
ylabel('Amplitude'); hold on; 
figure; plot(Conc_3(:,1),Conc_3(:,2)); xlabel('Time (s)'); 
ylabel('Amplitude'); hold on; 
figure; plot(Conc_4(:,1),Conc_4(:,2)); xlabel('Time (s)'); 
ylabel('Amplitude'); hold on; 





% Convert to Freq Domain 
Np = length(Conc_1(:,1)); % number of points 
dt = Conc_2(2,1); % time interval 
df = 1/(Conc_1(Np,1) - Conc_1(1,1)); % frequency interval = 1/ signal 
duration 
freq = df*(0:(Np-1)); % frequency 
SI = (Conc_2(Np,1) - Conc_2(1,1))/Np; % sample interval = signal duration / 
number of points 
fny = 1/(2*SI); % Nyquist frequency 
  
Conc_FFT_1 = abs(fft(Conc_1(:,2))); % transfer amplitude from time domain to 
freq domain 
Conc_FFT_2 = abs(fft(Conc_2(:,2))); % transfer amplitude from time domain to 
freq domain 
Conc_FFT_3 = abs(fft(Conc_3(:,2))); % transfer amplitude from time domain to 
freq domain 
Conc_FFT_4 = abs(fft(Conc_4(:,2))); % transfer amplitude from time domain to 
freq domain 
Conc_FFT_5 = abs(fft(Conc_5(:,2))); % transfer amplitude from time domain to 
freq domain 
 
% Plot in Frequency Domain 
figure; plot(freq, Conc_FFT_1); xlabel('Freq (Hz)'); ylabel('Amplitude'); 
xlim([0 fny]); hold on; 
plot(freq, Conc_FFT_2); xlabel('Freq (Hz)'); ylabel('Amplitude'); xlim([0 
fny]); hold on; 
plot(freq, Conc_FFT_3); xlabel('Freq (Hz)'); ylabel('Amplitude'); xlim([0 
fny]); hold on; 
plot(freq, Conc_FFT_4); xlabel('Freq (Hz)'); ylabel('Amplitude'); xlim([0 
fny]); hold on; 
plot(freq, Conc_FFT_5); xlabel('Freq (Hz)'); ylabel('Amplitude'); xlim([0 







APPENDIX C: RELATIVE DIMENSIONS FROM PUNDIT TO SPECIMEN 
 
Table 6. Dimension labels A through F, indicated in Figure 33, related to relative dimensions 





A B C D E F 
Debonded 
A 
1 10.5 11.4 6.2 4.3 4.0 0.9 
2 10.6 11.3 6.1 4.6 11.5 0.7 
3 10.4 11.3 6.0 4.4 22.0 0.9 
4 10.6 11.6 6.2 4.5 31.9 1.0 
5 10.2 11.6 6.4 4.4 41.8 1.4 
Debonded 
B 
1 12.2 13.8 8.7 4.0 4.8 1.6 
2 12.7 13.8 9.0 3.9 13.0 1.1 
3 12.9 13.6 8.6 4.3 21.9 0.7 
4 13.1 14.0 9.2 4.5 30.2 0.9 
5 13.7 14.1 9.0 4.5 42.1 0.4 
Bonded 1 
1 14.8 14.9 7.7 7.3 3.7 0.1 
2 15.1 15.6 8.1 7.1 13.2 0.5 
3 15.1 15.6 8.6 6.6 21.8 0.5 
4 15.5 15.5 8.6 6.8 30.5 0.0 
5 16.1 15.5 8.7 6.9 40.2 -0.6 
Bonded 2 
1 15.3 16.2 7.5 7.3 2.0 0.9 
2 15.0 15.6 7.4 7.6 14.0 0.6 
3 15.3 15.3 7.5 7.9 31.0 0.0 
4 15.3 15.3 6.5 6.8 43.4 0.0 
Bonded 3 
1 15.4 15.7 7.8 5.8 0.2 0.3 
2 15.5 16.3 7.2 7.8 17.3 0.8 
3 15.7 16.4 8.3 7.3 35.4 0.7 
4 15.5 16.2 8.5 7.0 42.9 0.7 
Bonded 
(w/ CC) 1 
1 15.1 16.0 9.0 6.1 4.3 0.9 
2 15.0 15.8 8.1 6.8 14.3 0.8 
3 15.0 15.5 8.2 6.7 22.6 0.5 
4 15.0 15.5 8.5 6.1 31.3 0.5 
5 14.8 15.2 8.9 5.6 43.2 0.4 
Bonded 
(w/ CC) 2 
1 14.8 15.5 7.8 5.2 5.0 0.7 
2 15.3 15.8 8.2 7.0 16.8 0.5 
3 14.4 15.0 6.6 6.7 32.4 0.6 
Bonded 
(w/ CC) 3 
1 15.2 15.3 6.8 8.1 2.3 0.1 
2 15.6 14.9 6.5 7.5 15.8 -0.7 
3 16.0 14.5 7.0 8.2 31.7 -1.5 




Table 7. Measurements between the Pundit locations and cold joint concrete specimens. The 





A B C D E F 
30minA 
1 14.5 15.1 6.3 8.5 4.1 0.6 
2 14.7 15.1 7.5 7.2 12.7 0.4 
3 15.0 15.2 8.0 7.0 26.3 0.2 
4 14.2 15.2 8.5 5.7 39.8 1.0 
30minB 
1 13.5 14.5 7.5 6.0 2.1 1.0 
2 13.8 14.8 8.0 5.8 12.5 1.0 
3 13.8 14.5 8.0 5.8 20.9 0.7 
4 14.1 15.3 6.5 7.6 31.9 1.2 
5 13.9 14.8 6.3 7.5 42.5 0.9 
2hrA 
1 15.3 16.1 7.1 7.1 2.5 0.8 
2 15.3 16.2 6.5 7.5 12.4 0.9 
3 15.2 16.4 7.3 7.6 22.1 1.2 
4 15.3 16.3 7.2 5.7 38.2 1.0 
2hrB 
1 15.7 15.9 6.7 7.5 0.6 0.2 
2 16.0 16.7 6.5 8.5 12.6 0.7 
3 15.9 16.5 6.5 5.9 22.2 0.6 
4 15.6 16.5 6.5 7.8 37.2 0.9 
1dA 
1 15.4 15.4 6.0 9.0 -0.2 0.0 
2 15.8 15.9 6.5 8.5 10.6 0.1 
3 15.9 15.8 7.8 7.5 27.8 -0.1 
4 15.8 15.2 8.0 7.2 40.6 -0.6 
1dB 
1 15.3 15.8 6.9 6.7 1.9 0.5 
2 15.3 16.2 7.6 6.5 12.1 0.9 
3 15.3 16.4 7.6 6.7 35.3 1.1 
3dA 
1 15.2 16.0 8.2 7.0 3.2 0.8 
2 15.4 15.4 8.1 7.3 16.3 0.0 
3 15.3 16.2 7.7 7.7 27.3 0.9 
4 15.2 15.7 8.3 6.9 42.5 0.5 
3dB 
1 15.1 16.0 5.9 8.2 3.6 0.9 
2 15.2 15.0 6.4 7.3 13.8 -0.2 
3 15.2 16.1 6.4 8.0 28.0 0.9 
4 15.3 16.4 6.7 8.3 34.1 1.1 
5 15.2 16.0 7.0 8.1 43.7 0.8 
7dA 
1 15.4 15.5 7.0 6.0 1.7 0.1 
2 15.3 16.3 7.0 7.0 12.7 1.0 
3 15.4 16.3 6.7 8.0 28.2 0.9 
4 15.5 16.4 6.9 8.4 39.2 0.9 
7dB 
1 15.4 16.1 6.2 9.2 4.0 0.7 
2 15.4 15.3 5.9 9.6 12.5 -0.1 





APPENDIX D: SHEAR WAVE ENERGY TRANSMISSION MATLAB CODE 
 
This Matlab Code reads in the raw data with waveforms as exported and saved from the 
Pundit device. This spreadsheet is designed to only read in the shear wave signals sent by 
transducer row zero and received by transducer rows one through seven. If the user would like to 
look at shear wave signals originating from another transducer row, please change the cell ranges 
for variable “data.”  
The user should input the file name and sheet name for the raw data saved from the 
Pundit, the file name and sheet name of the excel file that the results should be written into, the 
specimen name or a description of the sample (if relevant), and scan number (if relevant). The 
“CellOne” through “CellSix” variables are the cell ranges where the code writes data into the 
excel file. The user can change these as desired. For each new scan that is analyzed, the user 
should increase the row numbers (ie. CellOne = ‘A3’; to CellOne = ‘A4’;). The variable “deltat” 
is the window size, currently set to 2e-4 seconds as utilized in this study. Use the plots that the 
code develops to identify the arrival time of the first direct wave for each receiving transducer 
signal and input the arrival times into their corresponding “at0#” variables.  
After setting up all user inputs, the user will have the results both in the form of the 
Matlab code and saved to an Excel file for further investigation.  
 
Start of Code: 
% RESEARCH - Pundit Data Analysis – Multi-Array Ultrasonics conducted on 
concrete samples 
% Created By: Michelle Helsel 










% USER INPUTS: 
 % RawDataFile.csv is the name of the .csv file in which the Pundit data 
with waveforms was saved. Do not delete “.csv” from the RawDataFile input. 
The name of the RawDataFile is also the sheet name within the file, and 
should be input to the RawDataSheet variable. 
RawDataFile = 'RawDataFile.csv'; 
RawDataSheet = 'RawDataFile'; 
 % Specimen, Scan, and the Cell callouts enable the user to output the 
data to a “filename” excel on “sheet”: 
filename = 'PunditAnalysis.xlsx'; 
sheet = 'RAW-0'; 
specimen = {'''Sample'}; scan = '1'; 
CellOne = 'A3’; CellTwo = 'B3’; CellThree = 'C3’;  
CellFour = 'D3’; CellFive = 'E3’; CellSix = 'L3’; 
 % deltat creates the constant window size for integration 
deltat = 2e-4; % from thresholding 
 % at0# signifies the start of the thresholding window, the time at 
which the direct wave reached the receiving transducer  
at01 = 2.5e-5; at02 = 3.7e-5; at03 = 5.1e-5;  
at04 = 6.1e-5; at05 = 7.3e-5; at06 = 1.07e-4;  
at07 = 6.4e-5; 
% END USER INPUTS 
  
t = 1e-6:1e-6:.001; % s 
 
data = xlsread(RawDataFile, RawDataSheet,'AJ18:AMU24'); 
shearWaveVelocity = xlsread(RawDataFile, RawDataSheet,'H17'); % m/s 
 
figure; subplot(4,1,1); plot(t,data(1,:)); xlabel('Time (s)'); 
ylabel('Amplitude'); title('0to1');  
subplot(4,1,2); plot(t,data(2,:)); xlabel('Time (s)'); ylabel('Amplitude'); 
title('0to2'); 
subplot(4,1,3); plot(t,data(3,:)); xlabel('Time (s)'); ylabel('Amplitude'); 
title('0to3');  
subplot(4,1,4); plot(t,data(4,:)); xlabel('Time (s)'); ylabel('Amplitude'); 
title('0to4'); 
figure; subplot(3,1,1); plot(t,data(5,:)); xlabel('Time (s)'); 
ylabel('Amplitude'); title('0to5');  
subplot(3,1,2); plot(t,data(6,:)); xlabel('Time (s)'); ylabel('Amplitude'); 
title('0to6'); 
subplot(3,1,3); plot(t,data(7,:)); xlabel('Time (s)'); ylabel('Amplitude'); 
title('0to7');  
 
% Normalizing the energy 
windowMinE1 = at01; minNpE1 = round(windowMinE1/1e-6); 
windowMaxE1 = windowMinE1 + deltat; maxNpE1 = round(windowMaxE1/1e-6); 
E1 = trapz(t(minNpE1:maxNpE1),sqrt((data(1,minNpE1:maxNpE1)).^2)); 
  
windowMinE2 = at02; minNpE2 = round(windowMinE2/1e-6); 
windowMaxE2 = windowMinE2 + deltat; maxNpE2 = round(windowMaxE2/1e-6); 




windowMinE3 = at03; minNpE3 = round(windowMinE3/1e-6); 
windowMaxE3 = windowMinE3 + deltat; maxNpE3 = round(windowMaxE3/1e-6); 
E3 = trapz(t(minNpE3:maxNpE3),sqrt((data(3,minNpE3:maxNpE3)).^2)); 
  
windowMinE4 = at04; minNpE4 = round(windowMinE4/1e-6); 
windowMaxE4 = windowMinE4 + deltat; maxNpE4 = round(windowMaxE4/1e-6); 
E4 = trapz(t(minNpE4:maxNpE4),sqrt((data(4,minNpE4:maxNpE4)).^2)); 
  
windowMinE5 = at05; minNpE5 = round(windowMinE5/1e-6); 
windowMaxE5 = windowMinE5 + deltat; maxNpE5 = round(windowMaxE5/1e-6); 
E5 = trapz(t(minNpE5:maxNpE5),sqrt((data(5,minNpE5:maxNpE5)).^2)); 
  
windowMinE6 = at06; minNpE6 = round(windowMinE6/1e-6); 
windowMaxE6 = windowMinE6 + deltat; maxNpE6 = round(windowMaxE6/1e-6); 
E6 = trapz(t(minNpE6:maxNpE6),sqrt((data(6,minNpE6:maxNpE6)).^2)); 
  
windowMinE7 = at07; minNpE7 = round(windowMinE7/1e-6); 
windowMaxE7 = windowMinE7 + deltat; maxNpE7 = round(windowMaxE7/1e-6); 
E7 = trapz(t(minNpE7:maxNpE7),sqrt((data(7,minNpE7:maxNpE7)).^2)); 
  
NE01 = E1/E1; 
NE02 = E2/E1; 
NE03 = E3/E1; 
NE04 = E4/E1; 
NE05 = E5/E1; 
NE06 = E6/E1; 
NE07 = E7/E1; 
  
figure; plot([1,2,3,4,5,6,7],[NE01,NE02,NE03,NE04,NE05,NE06,NE07]); 
xlabel('Receiver'); ylabel('Normalized Energy'); xticks([1,2,3,4,5,6,7]); 
title('P3_4_1_B-Scan'); 
 
xlswrite(filename,specimen,sheet,CellOne) 
xlswrite(filename,scan,sheet,CellTwo) 
xlswrite(filename,E1,sheet,CellThree) 
xlswrite(filename,deltat,sheet,CellFour) 
xlswrite(filename,[at01,at02,at03,at04,at05,at06,at07],sheet,CellFive) 
xlswrite(filename,[NE01,NE02,NE03,NE04,NE05,NE06,NE07],sheet,CellSix) 
