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We use network and correspondence analysis to describe the composition of the
research networks in the European BRITE-EURAM program. Our main ﬁnding
is that 27% of the participants in this program fall into one of two sets of highly
”interconnected”institutions – one centered aroundlarge ﬁrms(withsmaller ﬁrms
and research centers providing specialized services), and the other around univer-
sities. Moreover, these ”hubs” are composed largely of institutions coming from
the technologically most advanced regions of Europe. This is suggestive of the
difﬁculties of attaining European ”cohesion”, as technically advanced institutions
naturally link with partners of similar technological capabilities.
JEL Classiﬁcations: O32 (Management of Technological Innovation and R &
D), O38 (Government Policy).1 Introduction
The European Union (EU) has strongly encouraged the formation of R&D net-
worksamonginstitutionsbelongingtoitsmembercountries, recognizingthatthese
networkshavebecomeveryimportantforinnovationandeconomicgrowth. Through
these linkages the EU also hopes to achieve greater European integration in re-
search and technology.
But the networks that are formed within the EU research programs have not
been investigated in detail. Systematic studies of these research contracts could
usefully assess the extent to which the formation and the composition of the net-
works fulﬁll the goals of European research policy. Moreover, the EU research
contractswould representa unique dataset todiscuss more”theoretical”questions
aboutthesociologicalandeconomicbehaviorofresearchinstitutions(whetherﬁrms,
universities, or other public or private organizations).
ThispaperlooksattheresearchnetworksformedunderoneEUProgram,Brite-
Euram (BE), in 1990. Our sample is composed of all BE contracts signed in that
year. BE isaninterestingprogramforourpurposes. First,itcoversmanytechnolo-
gies (new materials, chemicals and chemical processing, aeronautics, industrial
automation, simulation, etc.), and it comprises a heterogeneous set of participants
(large ﬁrms, small-medium ﬁrms, universities, other research centers). Moreover,
itis concernedwithboththegenerationofnewtechnologiesandtheirdevelopment
and commercialization. At the same time, because of our focus on this program,
any generalization of our conclusions to other EU programs will only be specu-
lative. In this respect, one of our goals is to describe a methodology that can be
usefully employed to analyze the research networks and the relationships among
the institutions that participate in EU R&D tenders.
In a previous paper, Gambardella and Garcia-Fontes (1996), we analyzed this
issue at the network level. We performed multivariate analysis to identify ”clus-
ters”ofnetworkswithhomogeneouscharacteristicsalongcertaindimensions. The
main result was that the networks tended to be composed of institutions with sim-
ilar characteristics. Thus, for instance, our networks clustered separately accord-
ing to the basic or applied character of the work performed. Most interestingly,
we foundthat the vast majorityofour networkshad main contractorscoming from
highpatent-intensiveregions(atthelevelofBaden-Wuerttenberg,Lombardy,East
Anglia) with partners coming from other high patent-intensive regions. The fewer
contracts whose main contractors came from low-tech regions attracted primarily
partners coming from other low-tech regions. This was suggestive of the impor-
tance of complementarity in technological capabilities.
In this paper we focus on the individual institutions. We study the extent to
1which the participating institutions in this program are connected with each other
throughoneormanynetworks. Forexample, institutionAcouldlinkwithB inone
network and with C in another, and B and C could link together in a third network.
A,B,andCwouldthendeﬁneacompletely”closed” setofinterconnectedrelation-
ships. Twoisolatedinstitutionwouldinstead beDandE whichlinktogetherinone
network, but do not belong to any of the networks wherein A, B, or C are present.
Moreover, there could be different sets of interconnected institutions – e.g. F, G
and H partner with each other in three networks two at the time, but do not belong
to any of the networks wherein A, B, or C are present. Finally, other institutions,
e.g. J, could belong to, say, both the F-G network and the A-B network. These
institutions would serve as a ”bridge” between the two sets of interconnected part-
ners. The strategy of our investigation is as follows. We ﬁrst identify ”blocks” of
institutionswhichcanbedistinguishedaccordingtotheirdegreeofinterconnection
(e.g. isolated, highly connected). We then use correspondence analysis to study
the characteristics of the institutions that belong to the different blocks. This will
be performed along a set dimensions, like the technological quality of the regions
wherein the partners come from, the type of institutions (big ﬁrms, small ﬁrms,
universities, etc.), the size of the networks (number of partners), etc.. Ultimately,
this would enable us to assess, for instance, whether the isolated institutions come
from low- or high-tech regions, or whether a certain set of highly interconnected
institutions is formed only by universities or ﬁrms, or whether these sets mix and
match large and small ﬁrms or ﬁrms and universities.
The next section describes the BE program, the variables in our data set, and
our blocks of institutions. We discuss our results in Section 3, and conclude in
Section 4.
2 The 1990 Brite–Euram Contracts
2.1 The Brite-Euram Program
The 1990 BE contracts cover one of the four years of this program (1989-1992).
The main objective of BE 1989-1992 was to enhance the competitive position of
the Community’s manufacturing industries. Related goals included trans-frontier
collaboration in strategic industrial research and the transfer of technology across
Communityfrontiersandbetweensectors, particularlythosewithmanysmall-medium
enterprises(SME)(CEC,1993). Althoughnotanexplicitobjectiveoftheprogram,
European “cohesion”, i.e. stronger inter-relationships among most and least fa-
vored regions of the Community, was mentioned to be a desirable outcome of BE
(CEC, 1993, p.12).
2We obtained our data from DGXII (1991), which lists all contracts signed by
DGXII in 1990. Our sample is composed of 143 contracts (networks) and 488 in-
stitutions. For each network, DGXII (1991) provides the following information:
contractnumber, title of project, name and location (ISOregions)of partners, type
of institution (large ﬁrm, small-medium ﬁrm, university, research center, other),
its position in the network (main contractor, secondary contractor, third contrac-
tor, sub-contractor of main contractor, of secondary contractor, etc.), duration of
project, total cost of the project, total EU contribution, break-down of costs and
EU contribution for each participant in the networks.
2.2 Patent count by regions
We collected data on the 1978-1990 European patents (European Patent Ofﬁce –
EPO) of individual European regions in three technological classes: new mate-
rials, aircraft and mechanical engineering. These were created after aggregating
homogeneous EPO sub-classes. Our three classes roughly correspond to the tech-
nologies targeted by BE. For the large countries (France, Germany, Italy, Spain,
UK)our regionscorrespond to the politicalregions ofthe country (e.g. Lombardy,
Baden-Wuerttemberg). Fortheothercountries, wecountedthepatentsofthecoun-
try as a whole. This is because in practice the vast majority of patents come from
the same region – typically that of the capital. Moreover, this creates regions of
comparable size. To match the patent with the regions we used the address of the
main inventor indicated in the patent.
Ourpatent count byregions represents an approximatemeasure of theregional
technological capabilities in the main technological classes of BE 1. The use of
patent data has some drawbacks. For instance, it is well known that an important
part of the output of research cannot be patented, especially for basic research. At
any rate, here we are only trying to measure differences in technological capabili-
ties amongEuropean regions, andthese arelikely tobe correlatedwith thenumber
of patents of these regions.
2.3 Regional contribution to the Brite-Euram networks
Table1presentsthemaincharacteristicsoftheregionsoftheparticipantsintheBE
programconsideredinthis study. The ﬁrstcolumnreportsthe numberofpatents in
the regions in ourthree technological classes – new materials, aircraft, mechanical
engineering. The second column shows the numberof main contractorsfromeach
1Data on individual patents or scientiﬁc publication production was not available for partici-
pants in the BE program.
3region. On comparing these two columns, regions with high number of patents
usually contribute with a higher number of main contractors to the networks – e.g.
the Paris region with 2,104 patents and 16 main contractors, Holland with 525 and
13, or South East in the United Kingdom with 703 and 13. The pattern is not as
clear in the third column, which reports the total number of participants from the
regions. In this case the heterogeneity is much higher. Although the Paris region
is again the region with the highest number of participants, 90, we ﬁnd cases like
the Madrid region with only 11 patents and 23 participants, or the Bayern region
with 1,046 patents and 29 participants. The table is completed with information
about the population of the regions and GDP per capita.
2.4 Descriptive analysis of the participating institutions
We described the participating institutions in this program by identifying ﬁrst dif-
ferentclusters or ”blocks” of institutions according to their degree of connectivity.
We then described the characteristics of these blocks by correspondence analysis.
There are 488 institutions in our sample. 2. We deﬁned the connections within
the network as the relation between the participants in each network and the main
contractor. That is, if two institutions participate in a network and they are not
the main contractor, they are not directly connected, but they are are connected
through the main contractor. The main contractor is instead directly connected to
the participants in each network. Different networks are connected if they share
one or more participants 3.
We ﬁrst obtained a set of ”components” within the whole sample of partici-
pating institutions 4. These are all the subsets of connected institutions, either di-
rectly or indirectly. The institutions in our program are highly interrelated. This
is because, as shown by Table 2. one component, namely component 2, is com-
posed of 439 of the original 488 institutions. This means that all these 439 institu-
tions, which constitute a large fractionof our population, are interconnected either
directly or indirectly. The remaining institutions are grouped in 15 other compo-
2We assigned an identiﬁcation number to each institution. The correspondence between the
identiﬁcationnumbers and thenames of the institutionsis available uponrequest fromthe authors.
3By direct connection we mean the relation between main contractors and the participants in a
network. Indirect connection means that a path of connections of any size can be found througha
maincontractorwithinanetwork,orthroughdifferentnetworks. ForinstanceifAandBparticipate
inthesame network,whereAisthemaincontractor,andB,C,andDparticipateinanothernetwork,
where C is themain contractor. A wouldbe directlyconnected toB and B and D wouldbe directly
connected with C, while A would be indirectlyconnected with C and D, and so on.
4The identiﬁcationof componentsand all thesubsequent networkanalysis has been carried out
with UCINET IV (1992).
4Table 1: Characteristics of the Regions in Europe with participants in the
BRITE/EURAM program 1990
Code Region Number of Number Number of Population GDP per person
Patents of Main Participants (thousands) ECUs – 1985
Contractors in Networks (EUR12=100)
Belgium 155 5 41 9,967.4 103
Denmark 133 6 26 5,139.9 145
France
fra Alsace 18 0 7 1,627.6 122
frb Aquitaine 10 0 2 2,803.0 116
frc Auvergne 0 1 2 1,321.4 94
frj Languedoc
Roussillon 1 0 2 2,124.8 93
frk Limousin 2 1 1 722.6 93
frl Lorraine 43 3 6 2,305.4 102
frn Nord Pas
De Calais 22 0 3 3,966.8 99
frp Haute-
Normandie 15 0 1 1,740.8 129
frq Paris
(Region) 2104 16 90 10,692.0 180
frr Pays de
Loire 27 1 6 3,064.6 102
frs Picardie 22 0 3 1,814.2 105
fru Provence, Cote
d’Azur, Alpes 15 0 1 4,273.6 110
frv Rhone Alpes 160 5 30 5,368.0 120
Germany
de01 Baden-
Wuerttemberg 1,018 5 33 9,726.2 136
de02 Bayern 1,046 7 29 11,334.8 129
de03 Bremen 33 2 6 679.2 166
de04 Hamburg 70 1 4 1,640.9 212
de05 Hessen 503 6 16 5,717.0 146
de06 Nidersachsen 222 6 15 7,340.4 111
de07 Nordrhein-
Westfalen 1,472 6 32 17,243.6 126
de08 Rheiland-
Pfalz 209 0 2 3,733.8 114
de09 Saarland 31 0 1 1,070.2 121
de10 Schleswig-
Holstein 65 0 1 2,614.2 108
de11 Berlin 32 1 5 3,420.2 146
5Table 1: Characteristics of the Regions in Europe with participants in the
BRITE/EURAM program 1990 (continued)
Code Region Number of Number Number of Population GDP per person
Patents of Main Participants (thousands) ECUS – 1985
Contractors in Networks (EUR12=100)
Greece
gr35 Athens 5 1 14 3,506.4 36
Rest of
the country 3 0 8 6,582.3 42a
Holland 525 13 43 14,951.5 111
Italy
it04 Campania 5 1 4 5,831.4 66
it05 Emilia-Romagna 52 1 4 3,952.2 120
it06 Friuli-
Venezia Giulia 16 0 2 1,202.0 107
it07 Lazio 13 0 3 5,181.0 101
it08 Liguria 7 1 3 1,723.2 122
it09 Lombardia 203 2 12 8,925.8 122
it12 Piemonte 133 1 9 4,356.8 115
it13 Puglia 6 0 3 4,075.4 68
it16 Toscana 8 0 3 3,561.6 106
it20 Veneto 27 0 2 4,391.6 97
Ireland 32 3 15 3,502.8 67
Luxemburg 32 2 2 391.8 121
Portugal 0 1 27 9,868.4 27
Spain
Andaluc´ ıa 0 0 1 6,919.8 42
Cantabria 0 0 1 527.2 59
Catalu˜ na 24 3 8 6,007.6 61
C. Valenciana 0 0 3 3,786.6 54
Madrid 11 2 23 4,877.8 62
Navarra 2 0 1 521.2 71
Pa´ ıs Vasco 11 3 15 2,129.2 66
Castilla-Le´ on 0 0 1 2,625.8 54
United Kingdom
SW South West 130 0 8 4,666.6 96
SE South East 703 13 46 17,548 121
EA East Anglia 277 6 18 2,059.0 100
EM East Midlands 58 4 12 4,018.8 96
WM West Midlands 600 7 21 5,219.2 93
NW North West 113 1 7 6,388.6 95
YO Yorkshire 104 5 13 4,951.8 93
NO North 55 1 7 3,075.4 90
GBI Northern
Ireland 42 0 1 1,589.4 78
GBS Scotland 45 2 8 5,102.4 96
GBW Wales 45 0 3 2,881.4 87
Source: European Patent Ofﬁce, CEE-DGXII (1991) and Eurostat.
aAverage for all the country
6Table 2: Components within the whole set of participating institutions
Components Participating institutions
1 1, 196, 346, 361, 381
2 All 439 other institutions not mentioned in the rest of rows.
3 14, 73, 105, 276, 373, 396
4 15, 142, 238, 357
5 16, 98, 223, 407
6 101, 462
7 120, 356, 365
8 184, 278, 297, 340, 479
9 194, 268
10 230, 231, 239, 299





16 419, 438, 439, 458
Note: Institutions IDs are available upon request.
nents. The institutions in components 1 and 3–16 partner (directly or indirectly)
only with the institutions in the same component. For instance, institution 374 in
component 15 belongs to a network composed only by itself, and it belongs to no
other network in our sample. We grouped components 1 and 3–16 into a single
block, which, for obvious reasons, we called the “Isolated” block.
We then studied whether component 2 could be partitioned into ﬁner blocks.
We ﬁrst analyzed the relationships among the institutions in this component with
3 or more participations. These are shown in Figure 1. The ﬁgure helps to visu-
alize how we obtained ﬁner blocks within component 2. First, there are two main
sub-components of highly interconnected institutions. The institutions in the left
section of the ﬁgureare highly interconnected. The institutions in the rightsection
are also well interconnected. But the two sets are not well interconnected between
them. They are connected only by two institutions, 25 and 377. We called these
twosetsofinstitutions”Hub1”and”Hub2”becausetheyarecentraltoalargenum-
berofconnectionsformedbythe networksinthis program. Institutions25and377
form instead a group that we called “Bridge”. These are participants that are not
central in the network grid, but that connect the two hubs. In ﬁgure 1 there are
also institutions represented on the right hand side of the picture as isolated nodes.




















































Figure 1: Network connections of institutions with more than 2 participations
(Component 2)
are institutions with 3 or more participations that are only indirectly connected to
the hubs. Finally, we labeled the institutions with only one or two participations
“Periphery”, because of their marginal position in the BE networks.
2.5 Analyzing the blocks
To summarize, we grouped all the institutions participating in BE during 1990 in
6 blocks. These are:
Block 1: Isolated (49 participants)
Block 2: Semi-Isolated (124 participants)
Block 3: Hub1 (78 participants)
Block 4: Hub2 (56 participants)
Block 5: Periphery (132 participants)
Block 6: Bridge (49 participants)
8We shall now describe the institutions belonging to these blocks according to
the following dimensions: a) technological quality of the regions of the partici-
pants, and average technological quality of the main contractors of the networks
inwhichtheyparticipate; b)typeofparticipants(i.e. whetherprivateﬁrms,orpub-
lic institutions or research laboratories); c) average size of the networks where the
partners participate and average individual cost of projects.
We operationalized these dimensions using the following variables:
a) technological quality of the regions of the partners (QUAL);
b) average technological quality of main contractor, computed over the net-




d) index of “privateness” of the networks where the partners participate, de-
ﬁned as an average of the proportion of ﬁrms over the total number of par-
ticipants in each network where the institution participates (PRIVAT);
e) the average size of the networks where each institution participates (SIZE);
f) the average cost per participant of all the networks in which a given institu-
tion participates (COST).
TYPE and PRIVAT account for the type of participants. Particularly we look
at whether each block is characterized by networks that are co-ordinated by ﬁrms
or not, and the extent to which they are predominately “private” or “public” (or
mixed). SIZE and COST measure of the dimension of the networks. Although
they are clearly correlated, they span different characteristics. There could be net-
works with many partners, each of them contributing to a relatively small share of
the project. Other networks may have fewer participants, but each of them may
perform a considerable amount of activities.
To deﬁne QUAL and QMAIN we ranked our regions according to their total
numberofpatentsinourthreeclasses, anddividedthemin10groups. These corre-
spond to the deciles of the patent distribution by region. Thus the 10 groups are of
approximatelythesame size–i.e. similarnumberofregions. Group1corresponds
to the regions with the lowest numberof patents, whereas group10 corresponds to
the highest number of patents. This gives us a direct measure of the technologi-
cal quality of the region of each participant. We then computed an average of the
quality of the main contractors of the networks where each partner participated.
9Table 3: Descriptive Statistics for the Quality, Size, and Cost of the Networks
Variable Mean Standard Min. Median Max. Range
Deviation 75-25 %
Average size of
networks (SIZE) 6.12 2.43 1 5.67 14 2.19
Quality of
participants (QUAL) 7.79 2.79 1 9 10 4
Average quality
of main
contractors (QMAIN) 8.48 2.25 1 9.31 10 2
Average proportion
of ﬁrms within
the networks (PRIVAT) 0.54 0.29 0 0.56 1 0.38
Average individual
cost of projects
(1,000 Ecus) (COST) 345 241 0 294 1,445 305
Weusedthesegroupsasameasureofthetechnologicalcapabilityoftheregion,
andwecallitquality, asitrepresentsadiscretescalarindicatorofthetechnological
capabilities of the region of origin of each participant.
Table 3 provides descriptive statistics for all our numerical variables.
Thedifferentcharacteristicsofourblocksintermsofthevariablesdeﬁnedabove
can bevisualized using correspondenceanalysis on thefrequencytables computed
for each variable. Correspondence analysis is a multivariate statistical technique
used to study the association of variables within a contingency table. Tables 4-9
below present the frequency table for each variable. Figures 2-7 in the Appendix
present the symmetric correspondence map for these tables.
We begin by discussing the technological quality of the regions of the partners
and main contractors. Table 4 reports the number of institutions in each block that
belong to the different regional patent classes.
The table also reports the relative frequency of the number in each cell over
the total number of institutions in our sample, as well as the percentages over the
totals by row and by column.
The way to read this and the following tables is to look at the distribution of
participants in the categories showed in the corresponding columns. Moreover,
one can compare the row or column percentages in each cell. This would suggest
10Table 4: Regional quality of the participants (QUAL)




Col. Pct 123456789 1 0 Total
Isolated 03320532 1 3 1 8 49
0.0 0.6 0.6 0.4 0.0 1.0 0.6 0.4 2.7 3.7 10.0
0.0 6.1 6.1 4.1 0.0 10.2 6.1 4.1 26.5 36.7
0.0 13.6 15.0 10.5 0.0 23.8 12.5 4.6 12.9 9.3
Semi-isolated 8846732 1 1 2 9 4 6 123
1.6 1.6 0.8 1.2 1.4 0.6 0.4 2.3 5.9 9.4 25.5
6.5 6.5 3.2 4.8 5.7 2.4 1.6 8.9 23.4 37.1
38.1 36.4 20.0 31.6 30.4 14.3 8.3 25.6 28.7 23.7
Hub1 0211034 1 0 2 1 3 6 78
0.0 0.4 0.2 0.2 0.0 0.6 0.8 2.1 4.3 7.4 16.0
0.0 2.6 1.3 1.3 0.0 3.9 5.1 12.8 26.9 46.2
0.0 9.1 5.0 5.3 0.0 14.3 16.7 23.3 20.8 18.6
Hub2 232041388 2 5 56
0.4 0.6 0.4 0.0 0.8 0.2 0.6 1.6 1.6 5.1 11.5
3.6 5.4 3.6 0.0 7.1 1.8 5.4 14.3 14.3 44.6
9.5 13.6 10.0 0.0 17.4 4.8 12.5 18.6 7.9 12.9
Periphery 9568 1 14 1 09 2 4 4 6 132
1.8 1.0 1.2 1.6 2.3 0.8 2.1 1.8 4.9 9.4 27.1
6.8 3.8 4.6 6.1 8.3 3.0 7.6 6.8 18.2 34.9
42.9 22.7 30.0 42.1 47.8 19.1 41.7 20.9 23.8 23.7
Bridge 214215236 2 3 49
0.4 0.2 0.8 0.4 0.2 1.0 0.4 0.6 1.2 4.7 10.0
4.1 2.0 8.2 4.1 2.0 10.2 4.1 6.1 12.2 46.9
9.5 4.6 20.0 10.5 4.4 23.8 8.3 7.0 5.9 11.9
Total 21 22 20 19 23 21 24 43 101 194 488
4.3 4.5 4.1 3.9 4.7 4.3 4.9 8.8 20.7 39.8 100
11whether, in the given block, the correspondingcategoryin the column has a higher
relative frequencythan the relative frequency of the block (utmost right column in
each table) or than the relative frequency of that category (last row of the table).
In brief, we shall be looking at the relative frequencies conditionalupon block and
category, and compare them with the relative frequencies conditional only upon
category (total of column) or block (total of row). This interpretationis reinforced
by the visualization of the correspondence maps.
As one can see from Table 4, the distribution of participants in all blocks, in
terms of regional patent classes, is skewed towards the right. This is because most
participantsinourprogramcomefromadvancedregions. (Seethedescriptivestatis-
tics in Table 3.) But the share of the low quality regions varies across blocks.
Table4showsthatHub1isassociatedwithinstitutionscomingfromhigh-quality
regions. This canbe seen invarious ways. First, note thatHub1, Hub2, and Bridge
show a higher share of institutions coming from the most patent-intensive region,
region 10, than the average share of institutions coming from region 10 in the en-
tiresample–i.e., respectively, 46%, 45%, and47%vs40%, whichis thefrequency
computed for the total of column 10. By conditioning upon any of these three
blocks, the relative frequency of the top high-tech region is higher than the uncon-
ditionalrelativefrequencyforthatregion. Atthe same time, therelativefrequency
of regions 9 or 10 for Hub1 is about 73%, well above the relative frequency of re-
gions 9or 10 fortheentire sample, whichis about 50%. Noother group(including
Hub2or Bridge)has a relativefrequencyof the toptwo patent-intensiveregions as
high as Hub1. Note also that, by conditioning on region 10, Hub1 shows a higher
relative frequency (19%) than the unconditional one (16%). Finally, the Isolated,
Semi-Isolated, and Periphery blocks show a high relative frequency for some of
the low-tech regional classes. These groups then include a good fraction of insti-
tutions coming from technologically less advanced areas.
In Table 5, and Figure 3 in the Appendix, we present the composition of our
blocks according to the average quality of the main contractors of the networks to
which the institutions belong (QMAIN).
Hub1 and Hub2 are associated with main contractors comingfrom technologi-
cally advanced regions. For instance, the relative frequency of region 10 for Hub1
and Hub2 is 65% and 64% respectively, and they are the only two blocks whose
relative frequency for region 10 is higher than the unconditional one for that re-
gion (50%). By contrast, the Periphery block shows a high relative frequency of
institutions from technologically less advanced regions (e.g. groups 0-1, 2-3, and
4-5). Similarly, the Isolated block has a high relative frequency for the class 1-2,
as well as moderately high frequencies for some of the intermediate classes. The
Semi-Isolatedblock also exhibits relatively high frequencies for the lower techno-
12Table 5: Regional quality of main contractors (QMAIN)




Col. Pct. 0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 Sum
Isolated 04000221 1 7 2 3 49
0.0 0.8 0.0 0.0 0.0 0.4 0.4 0.2 3.5 4.7 10.0
0.0 8.2 0.0 0.0 0.0 4.1 4.1 2.0 34.7 46.9
0.0 25.0 0.0 0.0 0.0 9.5 10.0 2.5 16.8 9.3
Semi-isolated 0 1123244 1 2 3 1 5 5 124
0.0 2.3 0.4 0.6 0.4 0.8 0.8 2.5 6.4 11.3 25.4
0.0 8.9 1.6 2.4 1.6 3.2 3.2 9.7 25.0 44.3
0.0 68.8 12.5 50.0 13.3 19.1 20.0 29.3 30.7 22.2
Hub1 00010334 1 6 5 1 78
0.0 0.0 0.0 0.2 0.0 0.6 0.6 0.8 3.3 10.5 16.0
0.0 0.0 0.0 1.3 0.0 3.9 3.9 5.1 20.5 65.4
0.0 0.0 0.0 16.7 0.0 14.3 15.0 9.8 15.8 20.6
Hub2 101011169 3 6 56
0.2 0.0 0.2 0.0 0.2 0.2 0.2 1.2 1.8 7.4 11.5
1.8 0.0 1.8 0.0 1.8 1.8 1.8 10.7 16.1 64.3
25.0 0.0 6.3 0.0 6.7 4.8 5.0 14.6 8.9 14.5
Periphery 3 0 11 1 11 6 8 11 22 59 132
0.6 0.0 2.3 0.2 2.3 1.2 1.6 2.3 4.5 12.1 27.1
2.3 0.0 8.3 0.8 8.3 4.6 6.1 8.3 16.7 44.7
75.0 0.0 68.8 16.7 73.3 28.6 40.0 26.8 21.8 23.8
Bridge 012115276 2 4 49
0.0 0.2 0.4 0.2 0.2 1.0 0.4 1.4 1.2 4.9 10.0
0.0 2.0 4.1 2.0 2.0 10.2 4.1 14.3 12.2 49.0
0.0 6.3 12.5 16.7 6.7 23.8 10.0 17.1 5.9 9.7
Sum 4 16 16 6 15 21 20 41 101 248
0.8 3.3 3.3 1.2 3.1 4.3 4.1 8.4 20.7 50.8 100
13logical classes, although both Isolated and Semi-Isolated show a good number of
institutions in group 8-9 as well. Finally, the Bridge block is associated with main
contractors of intermediate technology classes (5-6, 6-7, and 7-8).
By combiningthese results withthose intheprevioustable, thetwo Hubsasso-
ciatehigh-qualityinstitutionswithhigh-qualitymaincontractors. Moreover,while
both blocks have relatively higher frequencies of main contractors coming from
high-tech regions, Hub1 also shows a slightly higher frequency of partners com-
ingfromthe mostpatent-intensiveareas. Onecan fairlysaythatboththeHub1and
Hub2 institutions come to a good extent from high-tech regions, and they match
withpartnerscomingfromregionswithsimilartechnologicalcapabilities. Bycon-
trast,therelationshipsbetweenqualityofpartnersandmaincontractorsintheother
blocks is more mixed, with larger relative frequencies of partners and main con-
tractors coming from technologically less advanced regions.
These ﬁndings conﬁrm those of our previous paper (Gambardella and Garcia-
Fontes, 1996) in which main contractors coming from advanced regions attracted
partners coming from advanced regions and vice versa. Here, however, it is also
interesting to note that the networks composed of partners coming from less ad-
vanced regions are ”semi-isolated” or ”peripheral”. Not only does this suggest
thatthemixingofinstitutionswithdifferenttechnologicalcapabilitieswas notpro-
nounced in this program, but also that there are strong ties among partners coming
from advanced regions, while institutions coming from less R&D-intensive parts
oftheCommunityremainedatthemarginofthesetofinterconnectedrelationships
in our sample.
In Table 6 and Figure 4 we analyze the association between our blocks and the
types of participants (big or small-medium ﬁrm, universities, etc.). The notable
feature in this case is the distinction between Hub1 and Hub2. The former shows
ahigherrelativefrequencyoflargerﬁrms. Bigﬁrmsrepresentabout40%ofthein-
stitutionsinHub1, whereasthe(unconditional)fractionofbigﬁrmsintheprogram
is about 27%. Similarly, the share of big ﬁrms in Hub1 is 23%, whereas the un-
conditional share of Hub1 institutions in the program is 16%. Hub1 also presents
a share of small-medium ﬁrms and private research institutions around the aver-
age for the entire sample. There are also some universities and public research
centers in these networks, but their relative frequency is slightly below the sample
average. Hub1 is then a set of interconnected networks and institutions centered
aroundprivateagents, particularlybig ﬁrms. This also suggest that these networks
focus on large projects of technological development, which are typically carried
out by large companies, with smaller ﬁrms, research institutions and universities
providing specialized research and technological services.
14Table 6: Type of the Participants (TYPE)




Col. Pct. big edu oth rmx rpr rpu sme Sum
Isolated 982105 2 449
1.8 1.6 0.4 0.2 0.0 1.0 4.9 10.0
18.4 16.3 4.1 2.0 0.0 10.2 49.0
6.8 7.6 18.2 9.1 0.0 8.3 15.5
Semi-isolated 26 28 3 5 5 14 43 124
5.3 5.7 0.6 1.0 1.0 2.9 8.8 23.4
21.0 22.6 2.4 4.0 4.0 11.3 34.7
19.6 26.7 27.3 45.5 38.5 23.3 27.7
Hub1 31 13 1028 2 378
6.4 2.7 0.2 0.2 0.4 1.6 4.7 16.0
39.7 16.7 1.8 1.8 2.6 10.3 29.5
23.3 12.4 9.1 9.1 15.4 13.3 14.8
Hub2 17 20 1128756
3.5 4.1 0.2 0.2 0.4 1.6 1.4 11.5
30.4 35.7 1.8 1.8 3.6 14.3 12.5
12.8 19.1 9.1 9.1 15.4 13.3 4.5
Periphery 36 22 3 1 2 18 50 132
7.4 4.5 0.6 0.2 0.4 3.7 10.3 27.1
27.3 16.7 2.3 0.8 1.5 13.6 37.9
27.1 21.0 27.3 9.1 15.4 30.0 32.3
Bridge 14 14 1327849
2.9 2.9 0.2 0.6 0.4 1.4 1.6 10.0
28.6 28.6 2.0 6.1 4.1 14.3 16.3
10.5 13.3 9.1 27.3 15.4 11.7 5.2
Sum 133 105 11 11 13 60 155 488
27.3 21.5 2.3 2.3 2.7 12.3 31.8 100.0
Note: big : Big ﬁrms; sme : Small–medium ﬁrms; edu : academic in-
stitutions; rpr: private research laboratories; rpu, rmx: public research
laboratories; oth: other institutions.
15Among the Hub2 institutions instead, the relative frequency of universities is
higher than average. Big ﬁrms, small ﬁrms and public research centers also ex-
hibit a higher frequency than average, although not as pronounced as universities.
The relativefrequencies of all other institutionaltypes is below the average for the
block as a whole. Hence, Hub2 appears to be centered around universities. Corre-
spondingly, these networks are likely to lean towards the basic research end of the
spectrum. Firms, whether large or small, participate to the extent that they are in-
terested in ”monitoring” the research that is going on inside the scientiﬁc commu-
nity, andto the extentthat theyare performingthemselves research ofa morebasic
nature. Thus, mostinterestingly, thedistinctionbetween Hub1and Hub2is largely
along public-private lines. The Isolated block is associated with small-medium
ﬁrms, and ”other” institutions. This is the main characteristic of these networks.
These are small-mediumsized ﬁrms and other institutionsthat participateonly oc-
casionally in EU R&D tenders, and that are not linked to the core networks and
institutions (Hub1 and Hub2). The Semi-Isolated group shows a higher relative
frequency of universities, research centers and small-medium ﬁrms. The institu-
tions in the Periphery block are spread across different types, with small-medium
ﬁrms and public research institutions showing a slightly more pronounced partic-
ipation. Finally, Bridge is associated with private and public research centers, and
with universities.
As far as privateness is concerned, Table 7 and Figure 5 show that the Isolated
block is either very “private” or very ”public”. This suggests that these are really
”isolated” groups of homogeneous institutions (either private or public) which are
formed to create these networks, but that do not have signiﬁcant interactions with
other institutions in the program. The Periphery and Semi-isolated blocks are as-
sociated with the 0.2–0.4 and 0.4–0.6 levels, which suggests that there is a good
mix of private and public organizations in these networks. Bridge is slightly more
”public”. Hub1 instead is associated with an index of privateness between 0.6–
0.8, which follows from our earlier discussion about the role of ﬁrms in these net-
works. Forthesame reasons, Hub2is morepublic, andit isassociated withindices
of privateness between 0 and 0.2. In both Hub1 and Hub2 however there are non-
negligiblefrequenciesofnetworksthatareeithermoreprivateormorepublic. This
suggests that the two hubs do mix partners of differenttypes. Indeed, as discussed
earlier, some universities participate in Hub1 networks as provider of specialized
services, and some ﬁrms participate in Hub2 networks.
Tables 8 and ﬁgure 6 look at the average size of the networks wherein the part-
nersparticipate. The Isolatedblockis associated withnetworkswithsmallnumber
ofparticipants(0–2, 2–4). Hub1, Semi-isolatedandBridgeparticipateinnetworks
of large size (6–8 and 8–10 participants), while the Hub2 institutions belong to
smaller networks (2–4, 4–6). The Periphery institutions show a high proportionof
16Table 7: Proportion of ﬁrms within the networks (PRIVAT)




Col Pct. 0–0.2 0.2–0.4 0.4–0.6 0.6–0.8 0.8–1 Sum
Isolated 13 0 0 7 29 49
2.7 0.0 0.0 1.4 5.9 10.0
26.5 0.0 0.0 14.3 59.2
17.8 0.0 0.0 5.5 31.2
Semi-isolated 17 17 49 30 11 124
3.5 3.5 10.0 6.2 2.3 25.6
13.7 13.7 39.5 24.2 8.9
23.3 24.6 38.9 23.6 11.8
Hub1 6 6 15 38 13 78
1.2 1.2 3.1 7.8 2.7 16.0
7.7 7.7 19.2 48.7 16.7
8.2 8.7 11.9 29.9 14.0
Hub2 19 9 13 11 4 56
3.9 1.8 2.7 2.3 6.8 27.1
33.9 16.1 23.2 19.6 25.0
26.0 13.0 10.3 8.7 35.5
Periphery 12 26 29 32 33 132
2.5 5.3 5.9 6.6 6.8 27.1
9.1 19.7 22.0 24.2 25.0
16.4 37.7 23.0 25.2 35.5
Bridge 12 26 29 32 33 132
1.2 2.3 4.1 1.8 0.6 10.0
12.2 22.5 40.8 18.4 6.1
8.2 15.9 15.9 7.1 3.2
Sum 73 69 126 127 93 488
15.0 14.1 25.8 26.0 19.1 100.0
17Table 8: Average size of networks




Col. Pct 0–2 2–4 4–6 6–8 8–10 >10 Sum
Isolated 11 22 16 0 0 0 49
2.3 4.5 3.3 0.0 0.0 0.0 10.0
22.5 44.9 32.7 0.0 0.0 0.0
64.7 24.7 7.4 0.0 0.0 0.0
Semi-isolated 2 19 50 28 18 7 124
0.4 3.9 10.3 5.7 3.7 1.4 25.4
1.6 15.3 40.3 22.6 14.5 5.7
11.8 21.4 23.3 31.5 36.0 25.0
Hub1 1 10 32 22 10 3 78
0.2 2.1 6.6 4.5 2.1 0.6 16.0
1.3 12.8 41.0 28.2 12.8 3.9
5.9 11.2 14.9 24.7 20.0 10.7
Hub2 2 12 38 3 1 0 56
0.4 2.5 7.8 0.6 0.2 0.0 11.5
3.6 21.4 67.9 5.4 1.8 0.0
11.8 13.5 11.7 3.4 2.0 0.0
Periphery 1 21 57 22 14 17 132
0.2 4.3 11.7 4.5 2.9 3.5 27.1
0.8 15.9 43.2 16.7 10.6 12.9
5.9 23.6 26.5 24.7 28.0 60.7
Bridge 0 5 22 14 7 1 49
0.0 1.0 4.5 2.9 1.4 0.2 10.0
0.0 10.2 44.9 28.6 14.3 2.0
0.0 5.6 10.2 15.7 14.0 3.6
Sum 17 89 215 89 50 28 488
3.5 18.2 44.1 18.2 10.3 5.7 100
18very large networks (greater than 10). Finally, table 9 and 7 show the association
of our blocks and the average cost per participants in the project.
The Isolated block consists of participants with high average costs, while the
Semi-isolated block consists of participants with low average costs. In all other
blocks, theaverage cost per participantis spread, suggesting that the institutionsin
each network either cover a large share of the work, or they simply perform some
specialized tasks. This would be consistent, for instance, with our earlier inter-
pretation of the activities in the Hub1 and Hub2 networks, wherein big ﬁrms or
universities are the leading partners, and the other institutions performspecialized
services.
3 Discussion
The characteristics of our blocks are summarized in Table 10.
The mostapparentfeatureofthetable isindeed thedistinctionbetween thetwo
Hubsandtheotherblocks. Hub1andHub2coveraboutonefourthofoursampleof
institutions – 16% and 11.5% respectively. As discussed earlier, these are two sets
of highly interconnected institutions, which are linked either directly or indirectly
throughmanynetworks. This means thatthey are sometimes maincontractors and
sometimes partners of networks which are composed, by and large, of subsets of
institutions belonging to the same Hub. Most notably, these institutions came pre-
dominately from technologically advanced regions.
The distinction between the two Hubs and the other blocks deserves furtherat-
tention. In the ﬁrstplace, it suggests thatcomplementarityin technologicalquality
isanimportantdeterminantoftheformationofresearchpartnerships. Thisis prob-
ably not surprising, but it is not a trivialmatter in the context of European research
policy. For one reason, our result is consistent with the stated objectives of many
EU R&D programs that the main criterion for selecting proposals is the quality of
the project 5. ”Cohesion” and more generally the match of higher and lower qual-
ity institutions is encouraged only as a subordinate criterion. This implies that the
institutions applying to these programs form partnerships by taking into account
primarilythepotentialqualityoftheirpartners,andhence–ifcomplementaritiesin
technologicalcapabilities areimportant–bylookingprimarilyattheexpectedout-
come of the overall project. High quality institutions then seek partnerships with
other high quality institutions, and the linkage with less advanced regions is a less
fundamental concern.
5For the BE program that we examined in this paper see for instance CEC, 1993, p.12.
19Table 9: Average cost of participants (1,000 Ecus)




Col. Pct 0–250 250–500 500–750 750–1,000 > 1,000 Sum
Isolated 15 16 11 2 5 49
3.1 3.3 2.3 0.4 1.0 10.0
30.6 32.7 22.5 4.1 10.2
7.3 8.9 16.4 7.7 50.0
Semi-isolated 65 45 12 2 0 124
13.3 9.2 2.5 0.4 0.0 25.4
54.4 36.3 9.7 1.6 0.0
31.6 25.1 17.9 7.7 0.0
Hub1 20 37 14 5 2 78
4.1 7.6 2.9 1.0 0.4 16.0
25.6 47.4 18.0 6.4 2.6
9.7 20.7 20.9 19.2 20.0
Hub2 25 23 4 3 1 56
5.1 4.7 0.8 0.6 0.2 11.5
44.6 41.1 7.1 5.4 1.8
12.1 12.9 6.0 11.5 10.0
Periphery 67 34 22 8 1 132
13.7 7.0 4.5 1.6 0.2 27.1
50.7 25.8 16.7 6.1 0.8
32.5 19.0 32.8 30.8 10.0
Bridge 14 24 4 6 1 49
2.9 4.9 0.8 1.2 0.2 10.0
28.6 49.0 8.2 12.2 2.0
6.8 13.4 6.0 23.1 10.0
Sum 206 179 67 26 10 488
42.2 36.7 13.7 5.3 2.1 100
20Table 10: Summary characteristics of the blocks
Quality Type Size and Cost
Blocks Quality Average Type of Private– Size Cost
of qualityof participant ness
participants main
contractor
1.ISOLATED + ++ S,O PR or PB VS H
(49 participants)
2. SEMI-ISOLATED + ++ E,R,S MIX LAR L
(124 participants)
3, Hub1 +++ +++ B (S,RPR) PR(-) LAR SPREAD
(78 participants)
4, Hub2 ++ +++ E(B,S,RPU) PB(-) S SPREAD
(56 participants)
5. Periphery + + MIXED MIXED VL SPREAD
(132 participants)
6. Bridge ++ ++ MIXED PB(–) LAR AV
(49 participants)
H:high, , L:low, AV:average, S:small, LAR: Large, SS:very small, LL=very large
B:big ﬁrm, S:small–medium ﬁrm, E:educational, R:research lab
+, ++, +++ denote low, medium, high technologicalquality, (-) and (–) are qualifying
signs, for instance PB(-) means ”public” but with some ”private” participations
21At the same time, although Hub1 is centered around big ﬁrms, it also includes
some smaller ﬁrms and research centers, and the corresponding networks are not
completely ”private”, as shown at Table 7. Similarly, although centered around
universities, the Hub2 networks include ﬁrms, and they are not completely ”pub-
lic”. Thus, the two hubs also mix complementaryinstitutionaltypes, and they take
advantage of the complementarity in the specialized expertise of different institu-
tions 6. Finally, note that while on average the Hub1 networks are large, the Hub2
networks are small. The former are most likely concerned with large industrial
projects of technological development, which typically require a vast number of
specialized assets and expertise. The Hub2 projects, which most likely focus on
scientiﬁc research objectives, are typically accomplished by ”selected” groups of
institutions.
One can speculate that groups of highly interconnected institutions, like Hub1
or Hub2, would probably be found in other EU research programs as well. More
generally, research interactions in Europe are likely to occur primarily among re-
stricted sets of qualiﬁed groups in well deﬁned regions. This may have notable
implications for innovation, technological development and economic growth in
Europe. On the one hand, the formation of high quality networks is clearly a ben-
eﬁcial result of EU research programs, as this means that these programs do en-
courage high-quality research. Moreover, this suggests that the allocation of re-
sources in EU R&D tenders does not necessarily follow ”national” and therefore
”political”boundarylines, butitisinﬂuencedby”true”scientiﬁcandtechnological
concerns. Onthe otherhand, by encouraginglinkages amonghigh qualityregions,
these programs could reinforcedifferences in scientiﬁc and technological capabil-
ities between the top regions of the Community and the others. For instance, this
couldgive rise towhat in othercontextas been labeledthe ”Matthew effect”(Mer-
ton, 1958 ; see also David, 1994) – that is research group may develop differential
capabilities over time not because of real differences in ”latent”, underlying qual-
ity variables, but because of the reinforcing effects produced by differences in ini-
tial conditions. Simply put, these programs could generate greater divergence in
technological quality between the top and the average European regions than one
would observe without them.
The Bridge institutions also play an interesting role in our program. They con-
stitute about 10% of the institutions in the sample. As suggested in the previous
section, these are institutions that belong both to networks composed of Hub1 in-
stitutions and to networks of Hub2 institutions. They may then act as a ”trans-
6The spread of technological assets and services in the Hub1 and Hub2 networks is also illus-
tratedbythefactthattheparticipatinginstitutionsinthesenetworkshavedifferentaveragecosts, as
was shown inTable 9. As notedearlier, thissuggests thatthere are institutionsthatperform central
tasks in the project, and institutionsthat perform specialized services.
22mission mechanism” between the two Hubs. By working with Hub1 institutions
theyacquireinformationandgainexpertiseintechnologicaldevelopmentprojects;
by working in Hub2 projects they gain similar information and expertise in more
scientiﬁc projects managed by universities. Apart from the presence of scientiﬁc
institutions in Hub1 networks or of ﬁrms in Hub2 networks, the transfer of knowl-
edge and other information between university and industry may then occur also
because of the role played by the Bridge institutions. Moreover, although these
institutions are slightly more ”public” (see Table 10 as well as Tables 6 and 7),
they comprise a fair amount of different institutional types. The function of bridg-
ing the gap between high quality scientiﬁc research and high quality technological
development projects is sometimes performedby public research centers like uni-
versities, andsomeothertimesby”private”agentslikesmall-mediumorbigﬁrms.
Bridge, Hub1 and Hub2, which represent slightly less than 40% of the institu-
tion in our program, are then a set of institutions linked directly and indirectly in
variousways. The institutions ineach ofthetwo Hubs areconnected toeach other,
and the Bridge institutions connect the two. Moreover, a good share of the Bridge
institutions also comes from fairly advanced regions – although some institutions
from this block comes from less ”high-tech” regions as well (se Table 10, as well
as Tables 4 and 5).
The institutions in these three blocks then provide a contrast with those in the
other three blocks. Isolated, Semi-Isolated, and Periphery cover the remaining
60% of institutions in the program. As their names suggest they are not central to
a large number of networks. They are linked primarily to the institutions in their
ownnetworks, andtheyarenothighlyinterconnectedwithmanyotherinstitutions.
Most notably, bothmaincontractorsand partnersfromthese institutionscomepre-
dominately from regions that are technologically less advanced. As Table 10 sug-
gests, they mix fairly different institutional types, and typically involve public as
well as private research institutions. Thus, the only notable features of the insti-
tutions in these classes is indeed that they come from less high-tech areas of the
Community.
Ourﬁndingsaboutthisprogramarethereforeconsistentwiththeideaofa”two-
speed” Europe, at least in research. Being froma technologically advanced region
is a pre-condition forbeing ”plugged” in a larger set of interactions among institu-
tionsthatpartneramongeachotherinmanynetworks, orthatlinksuchhighquality
networks. By contrast, the institutions fromless advanced regions belong, in large
measure, to networks that are isolated or peripheral, in the sense of more limited
direct and indirect linkages with a wider set of institutions. Ultimately, whether
this distinctionbetween highly ”linked” and more ”isolated” institutions is a desir-
able outcome of European research policy, is an open question. As we discussed
23in our previous paper (Gambardella and Garcia-Fontes, 1996), and as many EU
R&D programs explicitly state, by favoring linkages between high quality institu-
tions these programs are geared primarily towards enhancing the productivity of
the funds invested in these research networks. This is because the networks com-
posed of ”high-tech” institutions are more likely to produce better outcomes than
linkages that encourage learning and transfer of knowledge and information be-
tween regions with higher and lower technological capabilities.
Butthecostofattainingthislargeroutputisalikelygreaterdivergencebetween
top research performers in the Community and other regions. In fact, as many au-
thors pointed out, economic beneﬁts from investments in research do not really
arise from the generation of innovation, but from their development and commer-
cializationon a largescale (e.g. Rosenberg, 1982). Moreover, successful develop-
ment and commercialization of innovations often depend upon interactions with
users since the early stages of the innovation process (Von Hippel, 1988). In this
respect, if the sets of interconnected institutions comprises only few advanced re-
gions, one wonders whether, from the point of view of widespread industrial com-
petitiveness intheContinent, thisprocess is takingadvantage ofbroadinteractions
between users and producers of new technologies early enough in the innovation
cycle. This would be an especially important concern for programs like BE which
focusesontechnologieslikenewmaterialormanufacturingprocesses, thatareger-
mane to a large set of users and industrial applications. At the same time, one
should note the limitationof our analysis, which focuses on one research program.
The question is whether other research programsof the Communityencourage the
diffusiontoa largersets ofregionsoftheresults producedby theHubsinprograms
like the one examined here. If anything, one would probably like to see, in this or
inotherprograms, agreaterpercentageof Bridgeinstitutions–butnot justofinsti-
tutions that bridge the two Hubs, but also of institutions that bridge the Hubs with
the more ”isolated” classes of participants.
4 Conclusions
ThispaperstudiedthecompositionofthenetworkﬁnancedbytheEU Brite-Euram
Program in 1990. We used network analysis to identify ”blocks” of institutions
withsimilarcharacteristics, andcorrespondenceanalysis toidentifythemainchar-
acteristics of the six classes determined by the previous step.
Our main result is that in this program there were two sets of institutions that
werehighlyconnectedwithoneanother. Thesewereconnectedbecausetheyformed
severalnetworksbypartneringlargelyamongeach other. Moreover, whiletheﬁrst
ofthesetwo”hubs”iscomposedprimarilybyﬁrms, andparticularlybylargeﬁrms,
24the second hub was centered around universities. We also found that a third class
of institutions, which we labeled Bridge, belonged to either the Hub1 or Hub2 net-
works, thereby acting as ”links” between the two sets of institutions.
Mostnotably, averylargeshareoftheinstitutionsbelongingtoHub1, Hub2, or
Bridge came from the most high-tech regions of the Community. By contrast, the
remaining 60% institutions in the program were classiﬁed in three classes, which
we named Isolated, Semi-Isolated, and Periphery. Not only did a larger fraction
of these institution come from less high-tech regions, but, as their names suggest,
they were not interconnected with many other institutions in the program.
Ouranalysissuggested that, whiletheprogramappearedtobesuccessful inen-
couraging partnership based on the complementarity of assets and capabilities of
the participants, it was less effective in creating a larger set of interactions among
institutions coming from a wider geographical base, and with more mixed scien-
tiﬁc and technological skills. Put differently, the program enabled the creation of
linkages that were mostly aligned with the incentives of agents to form partner-
ships withother agents ofsimilartechnological skills, and didnot reallyalterthese
incentives.
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26Appendix
A Correspondence analysis to visualize the association of the
relevant variables and the clusters
Correspondence analysis is a multivariate technique useful to visualize the asso-
ciation between variables represented in contingency tables. We can think of the
blocks as deﬁninga contingencytable for each relevant variable. The contingency
tables are tables 4 through 9.
The principal output of correspondence analysis is a map where both the row
variable, in this case the clusters, and the column variable, in this case variables
related to the quality, the type, the size and cost of the networks, can be repre-
sented simultaneously. Association can be visualized by the corresponding devia-
tion from the center of the map.
For each map we show the inertia, which shows the spread of the data across
the map, and the quality of the map, which shows the explained variation of the
data.
For the details on this procedure see Greenacre (1994).
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